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Abstract: We perform the Hamiltonian analysis of minimal massive gravity coupled to
the Galileon tadpole term. We determine all constraints and we argue that the physical
degrees of freedom correspond to ten modes of the massive gravity together with 2(D− 3)
Galileons so that given model is ghost free.
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1. Introduction and Summary
The non-linear massive gravity is very nice and intriguing proposal of the ghost-free massive
gravity (dRGT) [1, 2]. dRGT massive gravity is 3−parameter of potentials whose structure
is based on the square root of the matrix gˆµν fˆνσ where gˆµν is dynamical four dimensional
metric while fˆµν is fixed four dimensional metric. The structure of given potential ensures
an existence of the additional constraint that is sufficient for removing the ghost degree of
freedom. Further important extension of given work was performed in [3, 2, 4, 5] while the
general proof of the absence of the ghosts using the Hamiltonian formalism was presented
in [6], for further works, see [7, 8, 9, 10, 11, 25, 26, 27].
Generally the presence of the mass term with fixed metric fˆµν breaks the diffeomor-
phism invariance completely, however this can be restored by introduction of four the
Stu¨ckelberg fields so that fˆµν ⇒ ∂µφA∂νφBηAB [12] 1. By construction Stu¨ckelberg fields
are pure gauge and original dRGT theory can be restored by gauge fixing of the diffeomor-
phism invariance by imposing the conditions φA = δAµ x
µ.
The generalization of given construction was presented recently in [15, 14] with follow-
ing basic idea: Let us interpret the Stu¨ckelberg fields as the embedding mapping of a sigma
model Σ→M where both Σ andM are four dimensional Minkowski space-time 2. In this
picture the dynamical metric gˆµν(x) is a world-volume metric that lives on Σ. Then there
is a natural generalization when we consider the target space to be higher-dimensional and
also it can be curved. In other words we can consider the metric fˆµν in the form
fˆµν = ∂µφ
A∂νφ
BGAB(φ) , (1.1)
where now A,B,C... = 0, . . . ,D. Due to this generalization we now have D−3 scalar fields
that cannot be gauged away so that they are physical scalars that couple to the physical
1For Hamiltonian analysis of the dRGT gravity formulated with Stu¨ckelberg fields, see [13] and also
[8, 9, 10, 11].
2For related works, see [24].
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metric through the dRGT potential [15]. Due to the fact that given fields are dynamical
we can consider more general form of the action that contain invariants constructed solely
from fˆµν . The leading term in this construction is the DBI action (known as the tadpole
term) ∼ ∫ d4x√− det fˆµν and the higher Lovelock invariants give Galileons [16, 17]. It
turns out that this theory possesses a Galileon-like symmetry for each isometry.
The construction presented in [15] is very interesting from different points of views. It
is a generalization of the dRGT theory but also provides a way how to couple the Galileons
to massive gravity while preserving the Galileon invariance. This is very important fact
since it is well known that when we try to couple the Galileon to massless gravity we have
to introduce non-minimal coupling in order to ensure the second order equations of motion
and the Galileon symmetry is broken [18, 19]. These results suggest that Galileon could
couple more naturally to the massive gravity than to the ordinary massless gravity.
It was argued in [15] that given theory is ghost-free for the flat target space metric in
the decoupling limit and for simplifying choice of parameters. Then it was argued in [14],
using the methods similar to those [23] that the full theory, for any target space metric
GAB has the primary constraints that is necessary to eliminate the Boulware-Deser ghost.
Despite of this remarkable conclusion we fell that the coupled system of massive gravity
and Galileon deserves further investigation from different point of view. Explicitly,we are
not quit sure whether the analysis presented in [14] is sufficient to show that the ghost mode
is eliminated since even if they identified the constraints that could eliminate the ghost
mode it was not shown whether they are the first or the second class constraints. Further,
it is not clear how to find the momenta conjugate to the scalar modes since the coupled
action between massive gravity and Galileon is rather complicated and it is not immediately
clear how to perform the Legendre transform from Lagrangian to Hamiltonian formulation.
Our goal is not to perform the analysis of the dRGT theory coupled to the Galileon actions
in full generality. Rather we will be more modest and perform the Hamiltonian analysis
of the particular model of the minimal dRGT gravity coupled with Galileon tadpole term
that allows an explicit analysis. It turns out that it is convenient to perform this analysis
when we consider dRGT theory with redefined shift functions [3, 2, 4, 5]. Then we will be
able to perform the Hamiltonian analysis and find corresponding primary constraints. The
analysis is similar to the analysis performed in case of pure massive gravity in [11] however
now the presence of the Galileon tadpole term makes it more complicated. Despite of this
fact we find the constraint structure of given theory and determine the character of given
constraints. We show that there are really two additional constraints whose presence allow
to eliminate the ghost mode. In other words our result confirms the results presented in
[14] using the metric formulation of massive gravity at least for some particular case of
minimal dRGT theory coupled to tadpole Galileon term.
The work presented here can be extended in different way. In particular, we could
consider the general form of dRGT theory coupled to the Galileon or the minimal dRGT
theory coupled to the general Galileon Lagrangian or finally the most general case of the
general dRGT massive gravity coupled to the general Galileon action. However in all these
cases the analysis is very complicated. In particular, the simplest analysis could be in case
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of general dRGT gravity coupled with the Galileon tadpole term where when we can follow
[11] and determine all constraints of the theory. On the other hand it is very difficult to
determine the character of these constraints in case of the general dRGT massive gravity
due to their complicated form as was shown in [11]. The situation could be even worse in
case of more general Galileon term since it seems to be very difficult to express momenta
as function of the time derivatives of the scalar fields and hence to perform the Legendre
transformation from the Lagrangian to the Hamiltonian formalism.
This note is organized as follows. In the next section (2) we introduce the minimal
version of dRGT gravity coupled to the Galileon tadpole term formulated with the trans-
formed shift function. Then in section (3) we perform the Hamiltonian analysis of given
action and argue that the constraint structure of given theory allows to eliminate the ghost
mode. Finally in Appendix we briefly review the Hamiltonian analysis of the Galileon
tadpole term.
2. Minimal dRGT Massive Gravity Coupled with Galileon Tadpole Term
Let us consider minimal dRGT theory coupled with the tadpole Galileon term. The action
of the system has the form
S = Sm.g. + Sgal ,
Sm.g. = M
2
p
∫
d4x
√
−gˆ
[
(4)R[gˆ] + 2m2(3−
√
gˆ−1fˆ)
]
,
(2.1)
where
Sgal = −T
∫
d4x
√
− det fˆµν , (2.2)
and where gˆµν is four dimensional metric with signature (−,+,+,+), (4)R[gˆ] is scalar
curvature calculated with gˆµν and finally fˆµν is induced metric on the world-volume of
brane defined as fˆµν = ∂µφ
AGAB∂νφB . For simplicity of further analysis we consider the
case when GAB is the constant tensor keeping in mind that the generalization to the case
when GAB depends on φ is straightforward. Finally, Mp is four dimensional Planck mass
and T is the tension of four-dimensional brane.
The coupling between gravity and Galileon is described through the massive term√
gˆµν fˆνρ where the square root is defined as
√
gˆµν fˆνρ
√
gˆρσ fˆσω = gˆ
µν fˆνω. To proceed
further we use 3 + 1 decomposition of the four dimensional metric gˆµν [20, 21]
gˆ00 = −N2 +NigijNj , gˆ0i = Ni , gˆij = gij ,
gˆ00 = − 1
N2
, gˆ0i =
N i
N2
, gˆij = gij − N
iN j
N2
(2.3)
so that we find
N2gˆ−1f =
(
−f00 +N lfl0 −f0j +N lflj
N2gilfl0 −N i(−f00 +N lfl0) N2gilflj −N i(−f0j +N lflj)
)
, (2.4)
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Following [3, 2, 4, 5] we perform the redefinition of the shift function N i
N i =Mn˜i + f ikf0k +ND˜
i
j n˜
j , (2.5)
where
x˜ = 1− n˜ifijn˜j , M2 = −f00 + f0kfklfl0 (2.6)
and where we defined f ij as the inverse to fij in the sense
3
fikf
kj = δ ji . (2.7)
Finally note that the matrix D˜ij obeys the equation [3, 2, 4, 5]
√
x˜D˜ij =
√
(gik − D˜imn˜mD˜knn˜n)fkj
(2.8)
and also following important identity
fikD˜
k
j = fjkD˜
k
i .
(2.9)
Now we proceed to the case of the tadpole Galileon action. Using the property of the
determinant we obtain
Sgal = −T
∫
d4x
√− det fµν =
= −T
∫
d4x
√
−(f00 − f0if ijfj0)
√
det fij = −T
∫
d4xM
√
f ,
(2.10)
where
f ≡ det fij . (2.11)
Then using the results derived in [3, 2, 4, 5] and (2.10) we find the action in the form
S =M2p
∫
d3xdt[N
√
gK˜ijGijklK˜kl +N√gR−√gMU ′ − 2m2(N√g
√
x˜Dii − 3N
√
g)] ,
(2.12)
where
U ′ = 2m2
√
x˜+
T
M2p
√
f√
g
, (2.13)
and where we used the 3 + 1 decomposition of the four dimensional scalar curvature
(4)R = K˜ijGijklK˜kl +R , (2.14)
3Note that in our convention f ik coincides with (3f−1)ik presented in [5, 4, 2, 3].
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where R is three dimensional scalar curvature and where
Gijkl = 1
2
(gikgjl + gilgjk)− gijgkl (2.15)
with inverse
Gijkl = 1
2
(gikgjl + gilgjk)− 1
2
gijgkl , GijklGklmn = 1
2
(δmi δ
n
j + δ
n
i δ
m
j ) . (2.16)
Note that in (2.14) we ignored the total derivative terms. Finally note that K˜ij is defined
as
K˜ij =
1
2N
(∂tgij −∇iNj(n˜, g)−∇jNi(n˜, g)) , (2.17)
where Ni depends on n˜
i and g through the relation (2.5).
3. Hamiltonian Formalism
Now we are ready to proceed to the Hamiltonian formalism, following [11]. From (2.12)
we find the momenta conjugate to N, n˜i and gij
piN ≈ 0 , pii ≈ 0 , piij =M2p
√
gGijklK˜kl (3.1)
and the momentum conjugate to φA
pA = −
(
δM
δ∂tφA
n˜i + f ij∂jφA
)
Ri −M2p
√
g
δM
∂tφA
U ′ ,
(3.2)
where
Ri = −2gik∇jpikj . (3.3)
It turns out that it is useful to write M2 in the form
M2 = −∂tφAMAB∂tφB , MAB = ηAB − ∂iφAf ij∂jφB ,
(3.4)
where by definition the matrix MAB obeys following relations
MABηBCMCD =MAD , detMAB = 1
(3.5)
together with
∂iφ
AMAB = ∂iφB − ∂iφA∂kφAfkl∂lφB = 0 . (3.6)
With the help of these results we find
pA +Rif ij∂jφA = (n˜iRi +M2p
√
gU ′)
1
M
MAB∂tφB (3.7)
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and then following primary constraint
Σp = (n˜
iRi +M2p
√
gU ′)2 + (pA +Rif ij∂jφA)(pA +Rif ij∂jφA) ≈ 0 .
Note that using (3.6) we obtain another set of the primary constraints
∂iφ
AΠA = ∂iφ
ApA +Ri = Σi ≈ 0 .
(3.8)
Observe that using (3.8) we can write
pA +Rif ij∂jφA =MACηCBpB +Σif ij∂jφA (3.9)
so that we can rewrite Σp into the form
Σp = (n˜
iRi +M2p
√
gU ′)2 + pAMABpB +H iΣi , (3.10)
where H i are functions of the phase space variables. As a result we see that it is natural
to consider following independent constraint Σp
Σp = (n˜
iRi +M2p
√
gU ′)2 + pAMABpB ≈ 0 . (3.11)
We return to the analysis of the constraint Σp below.
Now we are ready to write the extended Hamiltonian which includes all the primary
constraints
HE =
∫
d3x(NC0 + vNpiN + vipii +ΩpΣp +ΩiΣ˜i) , (3.12)
where
C0 = 1√
gM2p
piijGijklpikl −M2p
√
gR+ 2m2M2p
√
g
√
x˜D˜ii − 6m2M2p
√
g + D˜ij n˜
jRi
(3.13)
and where we introduced the constraints Σ˜i defined as
Σ˜i = Σi + ∂in˜
ipii + ∂j(n˜
jpii) . (3.14)
Note that Σ˜i is defined as linear combination of the constraints Σi ≈ 0 together with the
constraints pii ≈ 0.
To proceed further we have to check the stability of all constraints. To do this we have
to calculate the Poisson brackets between all constraints and the Hamiltonian HE . Note
that we have following set of the canonical variables gij, pi
ij , φA, pA, n˜
i, pii and N,piN with
non-zero Poisson brackets{
gij(x), pi
kl(y)
}
=
1
2
(δki δ
l
j + δ
l
iδ
k
j )δ(x − y) ,
{
φA(x), pB(y)
}
= δABδ(x − y) ,
{N(x), piN (y)} = δ(x− y) ,
{
n˜i(x), pij(y)
}
= δijδ(x− y) .
(3.15)
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The constraint Σ˜i has the same form as in [11] where it was shown that the smeared form
of this constraint
TS(N
i) =
∫
d3xN iΣ˜i (3.16)
is the generator of the spatial diffeomorphism so that{
TS(N
i), n˜k
}
= −N i∂in˜k + n˜j∂jNk ,{
TS(N
i),Rj
}
= −∂iN iRj −N i∂iRj −Ri∂jN i ,{
TS(N
i), pA
}
= −N i∂ipA − ∂iN ipA ,{
TS(N
i), φA
}
= −N i∂iφA ,{
TS(N
i), gij
}
= −Nk∂kgij − ∂iNkgkj − gik∂jNk ,{
TS(N
i), piij
}
= −∂k(Nkpiij) + ∂kN ipikj + piik∂kN j ,{
TS(N
i), fij
}
= −Nk∂kfij − ∂iNkfkj − fik∂jNk ,{
TS(N
i), pii
}
= −∂iN ipij −N i∂ipij + ∂jN ipij
(3.17)
and also {
TS(N
i), C0
}
= −Nm∂mC0 − ∂mNmC0 ,{
TS(N
i),Σp
}
= −Nm∂mΣp − ∂mNmΣp .
(3.18)
Finally it is easy to show that following Poisson bracket holds{
TS(N
i),TS(M
j)
}
= TS(N
j∂jM
i −M j∂jN i) . (3.19)
Now we are ready to analyze the stability of all primary constraints. As usual the require-
ment of the preservation of the constraint piN ≈ 0 implies an existence of the secondary
constraint C0 ≈ 0. However the fact that C0 is the constraint immediately implies that the
constraint Σ˜i ≈ 0 is preserved during the time evolution of the system, using (3.18) and
(3.19). As the next step we analyze the requirement of the preservation of the constraints
pii ≈ 0 during the time evolution of the system
∂tpii = {pii,HE} = −
(
Ωpδ
k
i +
∂(D˜kj n˜
j)
∂n˜i
)(
Rk − 2m2M2p
√
g√
x˜
fkmn˜
m
)
= 0 . (3.20)
It turns out that the following matrix
Ωpδ
k
i +
∂(D˜kjn˜
j)
∂n˜i
= 0 (3.21)
cannot be solved for Ωp and hence we have to demand an existence of following secondary
constraints [3, 2, 5, 4]
Ci ≡ Ri −
2m2M2p
√
g√
x˜
fijn˜
j ≈ 0 . (3.22)
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Finally we have to proceed to the analysis of the time development of the constraint Σp ≈ 0.
Following [11] we simplify this constraint as follows. Using Ci and Σi we express n˜i as a
function of the phase space variables pA, φ
A and gij , pi
ij [11]
n˜i = − ∂jφ
ApAf
ji√
pA∂kφAfkl∂lφBpB + 4m4M4p g
+ F˜ ijΣj + G˜
ijCj , (3.23)
where F˜ ij , G˜ij are phase space functions whose explicit form is not needed for us.
Now using these results we find that the constraint Σp takes the form
Σp = Σ˜p +H
iΣi +G
iCi ,
(3.24)
where we introduced new independent constraint Σ˜p
Σ˜p = 4m
4M4p g + pAGABpB + 2T
√
f
√
pA∂iφAf ij∂jφBpB + 4m4M4p g + T
2f = 0 (3.25)
which is more complicated than in pure massive case due to the term proportional to
T . On the other hand we observe that in case when m = 0 this constraint takes the
form Σ˜p = pAGABpB+2T
√
f
√
pA∂iφAf ij∂jφBpB+T
2f which means that Σ˜p is the linear
combination of the Hamiltonian and diffeomorphism constraints of the pure Galileon action
that is reviewed in appendix. In other words in the limit m→ 0 the theory possesses eight
first class constraints C0,Ri,Hi,HT that reflects the fact that this theory is invariant under
two independent diffeomorphism.
Returning to the case m 6= 0 we define the total Hamiltonian with all constraints
included
HT =
∫
d3x(NC0 + vNpiN + vipii +ΩpΣ˜p +ΩiΣ˜i + ΓiCi) . (3.26)
Now we are ready to analyze the stability of all constraints that appear in (3.26). First of
all we find that piN ≈ 0 is automatically preserved while the preservation of the constraint
pii ≈ 0 gives
∂tpii = {pii,HT } ≈
∫
d3xΓj(x) {pii, Cj(x)} =
= −2m2Γj 1√
x˜
(fij − fikn˜kfjln˜l) ≡ −△pii,CjΓj .
(3.27)
By definition
det(fij − fikn˜kfiln˜l) = x˜det fij 6= 0
(3.28)
and hence the matrix △pii,Cj is non-singular. Then the only solution of the equation (3.27)
is Γi = 0.
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As the next step we perform the analysis of the stability of the constraint Σ˜p . We
introduce the smeared form of this constraint
Σ(N) =
∫
d3xN(x)Σ˜p(x) . (3.29)
To proceed further we need following Poisson brackets
{pA(x), fij(y)} = −∂yiδ(x− y)GAB∂yjφB(y)− ∂yiφB(y)GBA∂yjδ(x − y) ,
{pA(x), f(y)} = [−∂yiδ(x− y)GAB∂yjφB(y)f ji(y) − ∂yiφB(y)GBA∂yj δ(x− y)f ji(y)]f(y) ,{
pA(x), f
ij(y)
}
= −f im(y) {pA(x), fmn(y)} fnj(y) =
= f im(y)[∂ymδ(x− y)GAB∂ynφB(y) + ∂ymφBGBA∂ynδ(x − y)]fnj(y) .
(3.30)
With the help of these results and after some calculations we derive following Poisson
bracket
{Σ(N),Σ(M)} = 4T
∫
d3x(N∂iM −M∂iN)f ij(∂jφApA)
√
f√
A
×
× (pAGABpB + T 2f + 4m2M2p g + 2T
√
f
√
A) =
= 4TΣ
(
(N∂iM −M∂iN)f ij(∂jφApA)
√
f√
A
)
,
(3.31)
where
A = pA∂iφ
Af ij∂jφ
BpB + 4m
4M4p g . (3.32)
This is very important result that shows that the Poisson bracket between Σ˜p vanishes on
the constraint surface.
Finally we have to determine the Poisson bracket between Σ(N) and C(M) where
C(M) =
∫
d3xM(x)C0(x) . (3.33)
Using again (3.30) and after some calculations we find following result 4
{Σ(N),C(M)} =
∫
d3xNMΣII +
∫
d3xN∂iM
[
2T
√
f√
A
∂jφ
ApA
δ(D˜kln˜
l)
δfij
Ck+
+ 2m2M2pT
√
f√
A
√
g
√
x˜D˜ikf
kjΣj − 2m2M2pT
√
g
√
x˜D˜ikf
kjCj +
+ 4∂jφ
ApA
δ(D˜kln˜
l)
δfij
Ck + 4m2M2p
√
g
√
x˜D˜ijf
jkΣk − 4m2M2p
√
g
√
x˜D˜ijf
jkCk
]
,
(3.35)
4Note that during calculations we used the formula
δ(
√
x˜D˜kk)
δfij
=
√
x˜
2
D˜
j
pf
pi −
1
√
x˜
n˜
l
flm
δ(D˜mpn˜
p)
δfij
(3.34)
which follows from (2.8).
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where
ΣIIp = 4m
2M2ppA∂i[
√
g
√
x˜D˜ipf
pj∂jφ
A] + 4pA∂i
[
δ(D˜kln˜
l)
δfij
Ck∂jφA
]
+
+ 8m4M2p
(
1 + T
√
f√
A
)√
ggijGijklpikl + 4m4M4p
(
1 +
√
f√
A
)(
2∂i[D˜
i
j n˜
j]g + ∂igD˜
i
jn˜
j
)
+
+ 2m2M2pT
√
f√
A
∂kφ
ApAf
kl∂lφ
B∂i[
√
x˜
√
gD˜ipf
pj] +
+ 2T
√
f√
A
∂kφ
ApAf
kl∂lφ
B∂i
[
δ(D˜mnn˜
n)
δfij
Cm∂jφB
]
(3.36)
so that we see that (3.35) vanishes on the constraint surface up to the expression that we
denote as Σ˜IIp
Σ˜IIp = 2m
2M2p
(
2pA + T
√
f√
A
∂kφ
BpBf
kl∂lφA
)
∂i[
√
x˜
√
gD˜ipf
pj∂jφ
A] +
+ 8m4M2p
(
1 + T
√
f√
A
)√
ggijGijklpikl + 4m4M4p
(
1 +
√
f√
A
)(
2∂i[D˜
i
j n˜
j]g + ∂igD˜
i
jn˜
j
)
.
(3.37)
Now we are ready to proceed to the analysis of the requirement of the preservation of the
constraint Σ˜p
∂tΣ˜p =
{
Σ˜p,HT
}
≈
∫
d3xN(x) {Σp, C0(x)} ≈
∫
d3xN(x)Σ˜IIp (x) .
(3.38)
From this result we see that the constraint Σ˜p ≈ 0 is preserved during the time evolution
of the system on condition when either N = 0 or when Σ˜IIp = 0. Note that we should
interpreted N as the Lagrange multiplier so that it is possible to demand that N = 0 on
condition when Σ˜IIp 6= 0 on the whole phase space. It seems to us that such a condition is
too strong so that it is more natural to demand that Σ˜IIp ≈ 0 and N 6= 0. In other words
Σ˜IIp ≈ 0 is the new secondary constraint.
It is convenient to have constraint Σ˜IIp independent on n˜
i. This can be easily done
when we use (3.23) and insert it into the explicit form of D˜ij [3, 2, 5, 4]
D˜ij =
√
gimfmnQnp(Q
−1)pj ,
Qmp = x˜δ
m
p + n˜
mn˜nfnp , (Q
−1)pj =
1
x˜
(δmp − n˜pn˜mfmj)
(3.39)
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so that we find
Qmp =
1
A+ 4M4pm
4g
(4m4M4p gδ
m
p + ∂jφ
ApAf
jm∂pφ
BpB) ,
(Q−1)mp =
A+ 4M4pm
4g
4m4M4p g
(
δmp −
1
A+ 4m4M4p g
∂jφ
ApAf
jm∂pφ
BpB
)
(3.40)
up to terms proportional to the constraints Ci,Σi. With the help of these results it is
easy to formulate Σ˜IIp as a constraint that does not depend on n˜
i (Again up to the terms
proportional to Σi, Ci). This fact simplifies further analysis considerably since now the
Poisson brackets between Σ˜IIp and pii are zero.
In summary we have following collection of constraints: piN ≈ 0 , pii ≈ 0 , C0 ≈ 0, Ci ≈
0, Σ˜i ≈ 0, Σ˜p ≈ 0, Σ˜IIp ≈ 0. The dynamics of these constraints is governed by the total
Hamiltonian
HT =
∫
d3x(NC0 + vNpiN + vipii +ΩpΣ˜p +ΩIIp Σ˜IIp +ΩiΣ˜i + ΓiCi) . (3.41)
As the final step we have to analyze the preservation of all constraints, following [11]. The
case of piN ≈ 0 is trivial. In case of pii ≈ 0 we obtain
∂ipii(x) = {pii(x),HT } =
∫
d3y(Γj(y) {pii(x), Cj(y)}+ΩIIp (y)
{
pii(x), Σ˜
II
p (y)
}
) =
= Γj△pii,Cj(x) = 0
(3.42)
due to the crucial fact that we used the formulation when Σ˜IIp does not depend on n˜
i. Then
as we argued above the only solution of the equation is Γi = 0. Now the time development
of Ci is given by the equation
∂tCi(x) = {Ci(x),HT } ≈
≈
∫
d3x
(
N(y) {Ci(x), C0(y)} + vj(y) {Ci(x), pij(y)}+
+ Ωp(y)
{
Ci(x), Σ˜p(y)
}
+ΩIIp (y)
{
Ci(x), Σ˜IIp (y)
})
(3.43)
and the time development of the constraint Σ˜p is governed by the equation
∂tΣ˜p(x) =
{
Σ˜p(x),HT
}
≈
∫
d3xΩIIp (y)
{
Σ˜p(x), Σ˜
II
p (y)
}
.
(3.44)
As follows from the explicit form of the constraint Σ˜IIp we see that
{
Σ˜IIp (x), Σ˜p(y)
}
is
non-zero and proportional also to the higher order derivatives of the delta functions. As a
– 11 –
consequence we find that the only solution of the equation above is ΩIIp = 0. Further we
analyze the time evolution of the constraint Σ˜IIp
∂tΣ˜
II
p (x) =
{
Σ˜IIp (x),HT
}
=
=
∫
d3x
(
N(y)
{
Σ˜IIp (x), C0(y)
}
+Ωp(y)
{
Σ˜IIp (x), Σ˜p(y)
})
= 0 .
(3.45)
Now from the last equation we obtain Ωp as a function of the phase space variables and
N , at least in principle. Then inserting this result into the equation for the preservation of
Ci (3.43) we determine vj as functions of the phase space variables. Finally note also that
the constraint C0 is automatically preserved due to the fact that Γi = ΩIIp = 0 and also the
fact that {C0(x), C0(y)} ≈ 0 as was shown in [6].
In summary we obtain following picture. We have five first class constraints piN ≈
0 , C0 ≈ 0 , Σ˜i ≈ 0 together with eight second class constraints pii ≈ 0 , Ci ≈ 0 and
Σ˜p ≈ 0 , Σ˜IIp ≈ 0. The constraints pii ≈ 0 together with Ci ≈ 0 can be solved for pii and
n˜i. Then the constraint Σ˜p can be solved for g = det gij in terms of pA and φ
A while the
constraint Σ˜IIp is the single constraint on gij and pi
ij. Altogether these two constraints
are responsible for the elimination of the Boulware-Deser ghost. As a result we have 10
gravitational degrees of freedom ,2D + 2 scalars degrees of freedom together with 4 first
class constraints C0 ≈ 0 , Σ˜i ≈ 0. Then we find that the number of physical degrees of
freedom is 10+ 2(D+1)− 8 = 10+ 2(D− 3) which corresponds to the number of physical
degrees of freedom of the massive gravity coupled with D − 3 scalar Galileon fields. In
other words we have shown that this specific model of the minimal dRGT gravity coupled
with tadpole Galileon field is ghost free.
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A. Hamiltonian Analysis of Galileon Tadpole Term
In this section we briefly review the Hamiltonian analysis of the Galileon tadpole term
Sgal = −T
∫
d4x
√
− det fµν . (A.1)
The momentum conjugate to φA takes the form
pA = −TGAB∂µφB(f−1)µ0
√− det fµν .
(A.2)
Taking the square of given expression we find following primary constraint
HT = pAGABpB + T 2f ≈ 0 .
(A.3)
– 12 –
On the other hand when we multiply (A.2) with ∂iφ
A we obtain following 3 primary
constraints
Hi = ∂iφApA ≈ 0 (A.4)
Introducing the smeared forms of these constraints HT (N) =
∫
d3xNHT and HS(N i) =∫
d3xN iHi we easily find the Poisson brackets
{HT (N),HT (M)} = 2T 2HS((∂iMN − ∂iNM)f ij det f) ,{
HS((N
i),HT (M)
}
= HT ((N
i∂iM − ∂iN i)) ,{
HS(N
i),HS(M
j)
}
= HS((N
i∂iM
j −M i∂iN j))
(A.5)
that coincide with the Poisson brackets calculated for example in [22]. We see that HT ,Hi
are the first class constraints which is a consequence of diffeomorphism invariance of given
theory.
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