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Abstract: Training deep learning algorithms requires a huge amount of labeled data. Annotation
of medical data is a challenging task, as it needs specific knowledge. In this paper, we
propose an assistance system to annotate the phase in surgical videos. A
convolutional neural network (CNN) was trained to perform an initial frame-by-frame
phase recognition with a post-processing method to produce a pre-annotation. We
conducted a user study to validate the proposed assistance system. Different
measurements were recorded to objectively assess the proposed system: annotation
time, accuracy of the annotations performed by the participants and a subjective
evaluation based on the Technology Acceptance Model (TAM 3) questionnaire. Two
metrics in particular were assessed: perceived usefulness and perceived ease of use
of the system. 31 volunteers participated to this study. The results showed that the
assistance system significantly improved the annotation accuracy while it had no
influence on the annotation time. The results of the questionnaire showed that the
participants found the assistance system more useful than the manual system whereas
the perceived ease of use of both systems were similar.
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Abstract
Purpose Training deep learning algorithms requires a huge amount of labeled
data. Annotation of medical data is a challenging task, as it needs specific
knowledge. In this paper, we propose an assistance system to annotate the
phase in surgical videos.
Methods A convolutional neural network (CNN) was trained to perform an
initial frame-by-frame phase recognition with a post-processing method to
produce a pre-annotation. We conducted a user study to validate the pro-
posed assistance system. Different measurements were recorded to objectively
assess the proposed system: annotation time, accuracy of the annotations per-
formed by the participants and a subjective evaluation based on the Technol-
ogy Acceptance Model (TAM 3) questionnaire. Two metrics in particular were
assessed: perceived usefulness and perceived ease of use of the system.
Results Thirty one volunteers participated to this study. The results showed
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that the assistance system improved the annotation accuracy by 5% while
it had no influence on the annotation time. The results of the questionnaire
showed that the participants found the assistance system more useful than the
manual system whereas the perceived ease of use of both systems were similar.
Conclusion The proposed assistance system improved significantly the anno-
tation accuracy of the users when compared with the manual annotation.
Keywords Assisted annotation · Surgical workflow · Phase recognition ·
Deep Learning · User test
1 Introduction
From the microscope used to perform a cataract operation to the laparoscope
used in Minimally Invasive Surgical (MIS) procedures, video in the Operating
Room (OR) is a key sourcec of information. With the growing use of recent
Machine Learning approaches and surgical data science, situation-awareness
methods have been developed for intra-operative assistance, surgical educa-
tion and OR management. For situation awareness, automatic recognition of
activities in the OR is a technological deadlock. Recently, some methods have
been proposed for cataract [18, 20], heart surgery [2], laparoscopic procedures
and especially cholecystectomy interventions [7, 15, 19, 25, 29].
The development of such Machine Learning-based based approaches requires
an extensive amount of precisely annotated data for learning. Different fac-
tors make it difficult such as patient privacy, medical staff approval, time-
consuming manual annotations and high inter-patient and inter-surgeon vari-
ability.
Over the few years, some studies attempted to tackle this issue using unsu-
pervised learning [4], or self-supervised learning [11]. However, these models
still need annotated data at some points of the training steps or, at least, for
testing purposes.
Assisted annotation tools have been studied for several tasks such as text
annotation [6, 14, 23, 24, 28], audio annotation [3, 26], genome annotation
[10, 21], medical image segmentation [5, 9, 16] and surgical workflow [12].
In this paper, we propose a new approach to facilitate annotation by using a
convolutional neural network to infer labels in order to pre-annotate unlabeled
data. We conducted a user study to assess the usefulness and efficiency of the
proposed assistance system for the surgical phase annotation task.
2 Materials and Method
2.1 *Surgery Workflow Toolbox* [Annotate]
Two experiments were conducted using the same software named *Surgery
Workflow Toolbox* [Annotate]. The latter is based on the work of Garraud et
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Fig. 1 User interface of [Annotate]. The two added buttons are shown in the red rectangle
where (a) is the button for navigating to the previous transition and (b) is the button for
navigating to the next transition
al. [12], in the remaining of this paper, we will refer to the software as [Anno-
tate]. This software was developed by b<>com Technology Research Institute
and enables surgeons to annotate surgical videos including phases, steps and
activities of surgeries based on ontologies [13]. The user interface of the soft-
ware is shown in figure 1.
For the purpose of this paper, new features were added to [Annotate] to allow
assisted annotation. A pre-annotation is performed using a VGG19 architec-
ture [22] trained with our data. Two buttons were added to navigate between
the phases predicted by the neural network as it can be seen inside the red
rectangle in figure 1. These buttons allowed the users to go to the beginning
of the next or previous phase suggested by the assistance system, to quickly
jump from a transition to another one.
2.2 Data
We used videos of cholecystectomy procedures for the user study. Videos were
annotated by a single person with the name of the phases. The cholecystectomy
procedure is composed of seven phases: preparation, calot triangle dissection,
clipping and cutting, gallbladder dissection, gallbladder packaging, cleaning
and coagulation, and gallbladder retraction. We chose two videos with similar
duration to conduct our study. Videos A and B last respectively 17min17s and
17min26s. The details of both videos are summarized in the table 1.
2.3 Network Architecture
We chose to use the VGG19 architecture since it displays good results on the
ImageNet classification task [17] while being fast to train compared to ResNet
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Phases Video A duration (s) Video B duration (s)
Preparation 21 35
Calot triangle dissection 461 454
Clipping and cutting 79 80
Gallbladder dissection 327 292
Gallbladder packaging 54 66
Cleaning and coagulation 46 56
Gallbladder retraction 49 63
Total duration 1037 1046
Table 1 Duration of each phase and total duration of the videos A and B
Fig. 2 Visualization of the frame-by-frame phase prediction, each color representing a
phase. (a) Prediction computed by the VGG19 architecture. (b) Prediction after passing
the error detector (the errors are represented in gray).
or InceptionV3. The architecture is composed of 6 convolutional layers, each
followed by a maxpool layer. Two fully-connected layers of size 4,096 and a
softmax layer complete the architecture. For the phase recognition task, we
modified the size of the softmax output to 7; one for each possible class. We
implemented this network using the framework Keras [8], with TensorFlow as
backend [1].
The fully-connected layers were randomly initialized and two dropout layers of
0.5 were added for the training step. The previous layers were initialized with
the weights obtained with the ImageNet classification task. All the layers were
then trained using a learning rate set to 0.001. The training was achieved by
using batches of 32 frames. The frames were resized to a resolution of 224x224
resolution as required by the input layer of VGG19.
2.4 Noise detector
A noise detector was implemented in order to increase the accuracy of the
network. A threshold value T was defined with the assumption that a surgical
phase has a minimum duration which cannot be under T. A subset of successive
frames predicted with the same label was considered as a detected phase. If a
detected phase lasts less than T, then it was considered as noise, as illustrated
in gray in the figure 2. It has to be noted that a residual part of the misclassified
frames are not detected while they should have. The threshold value T was
dynamically computed for each video and it was based on the total length of
the video.
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Error category Average highest confidence value (%)
Detected noise 77.58± 20.23
Not-detected noise 93.08± 12.85
Good prediction 95.84± 10.98
Table 2 Average highest confidence value computed by the network for the different cate-
gories of frames.
2.5 Post-processing
We developed a post-processing method to clean the detected noise. This ap-
proach is based on the confidence value computed by the network. As it can
be seen in the table 2, the average highest confidence-value computed by the
network is lower for the frames that were detected as noise than for the well-
classified frames. Based on this observation, we used a sliding window w to
infer temporal coherence, by locally summing the confidence-value vector com-
puted by the network of the frames around each frame detected as noise. The
label corresponding to the highest value of the summed vector was used as the
final label. In [30], Zia et al. developed a similar process but the authors used
a median filter in order to avoid local prediction incoherence.
The proposed post-processing method was developed to provide an assistance
system for annotation. For each detected noise, the participants were asked to
check the frames that raised an issue in order to correct the suggested annota-
tion. The objective was to decrease the number of phases detected as noise in
order to decrease the number of alerts for the users while keeping a high level
of confidence in the prediction.
To provide an efficient assistance, the noise was corrected only if the certainty
in the prediction was sufficient. Remaining detected noise was left to the user
for checking. The uncertainty was defined as a threshold value, denoted as
D. If the difference between the highest value of the summed vector and the
second highest value of this vector was lower than D, the detected noise was
unaffected so as to be corrected. Otherwise, the label corresponding to the
highest confidence value was defined as the label. The final label attribution
follows equation 1.
Lt =
{
max(
∑t+w
n=t−w Cn) if V1 − V2 < D
Error else
(1)
With 0 ≤ n ≤ Nand 0 ≤ t ≤ N , where t is the current frame, w is the window
size, Cn is the outputted confidence value vector for the frame n, V1 is the
highest value of the sum
∑t+w
n=t−w Cn and V2 the second one.
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Group A1 Group B1 Group A2 Group B2
First annotation Video A manual Video B assisted Video B manual Video A assisted
Second annotation Video B assisted Video A manual Video A assisted Video B manual
Table 3 The four groups of participants of the user study
3 User study
3.1 Objective
The objective was to assess the assistance system for a task of phase anno-
tation when performed by non-expert users. Our hypothesis is that the pro-
posed functionality will increase annotation accuracy and reduce annotation
time. For accuracy, our reference was the annotation provided with Cholec80
database.
3.2 Participants
21 volunteers (5 women, 17 men, age 36± 11 years) took part to the study. 8
participants already used [Annotate] once. None of them had knowledge about
the cholecystectomy procedure.
3.3 Experimental design
In order to test our approach, the participants were asked to perfom two an-
notations: one using the manual system, called ”manual annotation”, and one
using the proposed assistance system, called ”assisted annotation”.
During the manual annotation task, the participants had to annotate the video
from scratch. With assistance, [Annotate] displayed the different phases in the
timeline. The participants were asked to check the proposed annotation and,
in the case of an error, they had to modify or adjust the transition or the label
of the phase.
Every participant performed annotations with both systems in randomized
order. The difference of order was used to balance the two tasks, which al-
lowed to limit the learning bias. Half of the participants (n=16) started to
annotate without assistance while the other half (n=15) started to annotate
with assistance. Two videos were used to assess our hypothesis, which led to
four possible sets of tests, which are summarized in the table 3.
3.4 Collected data and metrics
After each annotation, the participants were asked to answer a short ques-
tionnaire. The latter contained eight questions taken from the Technology
Acceptance Model (TAM 3) proposed by Venkatesh et al. in [27]. These items
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TAM3 Dimension Items
Perceived usefulness
Using the system improves my performance in my job
Using the system in my job increases my productivity
Using the system enhances my effectiveness in my job
I find the system to be useful in my job
Perceived ease of use
My interaction with the system is clear and understandable
Interacting with the system does not require a lot of my mental effort
I find the system to be easy to use
I find it easy to get the system to do what I want it to do
Table 4 Questions used to assess both perceived usefulness and perceived ease of use
correspond to the dimensions of Perceived Usefulness (PU) and Perceived Ease
of Use (PEOU). They are depicted in table 4. [Annotate] targetted user are
health professional, the participants were asked to imagine themselves as sur-
geon to answer the questionnaire. The questions were randomly sorted when
presented to the participants. The answers of the questionnaire were used to
assess how the assistance was perceived by the users in term of ease of use and
usefulness. The time taken by the user to complete each annotation was mea-
sured via the log files of [Annotate]. Finally, the annotations made by the users
were used to control that the participants had understood the task and to ob-
jectively measure their performance. The recorded annotations were compared
with reference provided by the Cholec80 database. Two metrics were used to
assess the performance of the users: accuracy and transition delay. Accuracy
was measured using a frame-by-frame comparison between the reference and
the annotation performed by the user. The transition delay is the sum of the
timespan between the transition time of the reference and the transition time
annotated by the user for each transition of the procedure.
3.5 Procedure
The user test included three steps. During the first step, all the participants re-
ceived a presentation of the cholecystectomy procedure including details about
the seven phases they would have to label. For this purpose, two documents
were provided to them: one where each phase was explained, and the other
showed illustrations of the instruments used to perform the surgery. The par-
ticipants were allowed to refer to these documents during the annotation task.
To perform the first annotation, the software interactions were introduced to
the participants. Then they were asked to perform the annotation (respec-
tively with or without assistance). At the end of this first task, participants
were asked to fill-in the questionnaire.
To perform the second annotation, the software interactions were introduced
to the participants. Then, they were asked to perform the annotation (respec-
tively without or with assistance). At the end of this second task, participants
were asked, once again, to fill-in the questionnaire.
For each annotation task, the participants were left alone in the office. In-
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Video A Video B
Prediction
Well classified 87.17% 84.78%
Noise 0% 0%
Misclassified 12.83% 15.22%
Post-processing
Well classified 80.81% 81.15%
Noise 17.26% 17.22%
Misclassified 1.93% 1.63%
Table 5 Repartition of the frames in the three categories after prediction and post-
processing
formed consent was obtained from all individual participants at the beginning
of the test.
4 Results
4.1 Assistance system
The network reached a mean accuracy of 77.9+/-11.7% on all the database.
For both videos A and B, the threshold value T for error detection was set
to 15. The window w of the post-processing method achieved the best results
with w=50. For videos A and B,respectively 87.17% and 84.78% of the frames
were well classified, which means that respectively 12.83% and 15.22% of the
frames were misclassified. The frames of videos A and B were respectively di-
vided into 126 and 115 detected phases.
After using the post-processing method, three categories of frames were exhib-
ited: well-classified frames, frames detected as noise and misclassified frames.
For video A, 80.81% of the frames were well classified, 19.47% of the frames
were left as detected noise and 1.92% of the frames were misclassified. For the
video B, 81.15% of the frames were well classified, 17.22% of the frames were
detected as noise and 1.63% of the frames were misclassified. The frames of
the video A were divided in 11 detected phases among which 6 were detected
noise. For the video B, the frames were divided in 12 detected phases and 6 of
them were detected-noise.
After the post-processing method, for both videos A and B, the well-classified
frames decreased respectively by 6.36% and 3.63%.On the other hand, the
misclassified frames decreased respectively by 10.9% and 13.59%. Some of
the well-classified frames were detected as noise but most of the misclassified
frames were identified.
Prediction performance for both videos are summarized in the table 5 and a
display of the result is presented in figure 3 for video A and figure 4 for video
B.
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Fig. 3 Frame-by-frame results for video A, each color corresponds to a phase label, the
detected errors are in gray. (a) reference (b) prediction, (c) error detector, (d) post-processing
Fig. 4 Frame-by-frame results for video B, each color corresponds to a phase label, the de-
tected errors are in gray. (a) reference, (b) prediction, (c) error detector, (d) post-processing
4.2 User study
4.2.1 Objective measurements
As a within-subject design was used, both conditions were performed by
each participant (i.e., repeated measures). Generalized Linear Mixed Model
(GLMM) analyses were used for each dependent variable. For each analysis,
the participant was considered as a random factor and the independent vari-
able, the condition, as a within-subject factor. The statistical analysis was
performed using R software.
The GLMM showed a main effect on accuracy F1,28 = 12.23, p = 0.002, η
2
p =
0.30. The percentage of misclassified frame is more important using manual
tool (M = 0.04, SD = 0.02) than using assisted tool (M = 0.1, SD = 0.11).
The GLMM also showed a main effect on the transition delay F 1,28 = 14.49,
p = 0.0007, η2p = 0.34. The annotation is more precise using assisted tool (M
= 36.28, SD = 21.49) than using manual tool (M = 78.07, SD = 60.78). The
figure 5 shows a boxplot on the averaged transition delay resulting from the
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Fig. 5 Transition delay for both manual and assisted annotation
Fig. 6 Completion time for both manual and assisted annotation
annotation with both systems.
Over the 31 participants, 4 phases were completely missed when using the
manual system while only 1 phase was missed when performing the annota-
tion with the assistance system.
The GLMM showed no main effect on the completion time F1,28 = 1.08, p
= 0.31, η2p = 0.04. The completion time does not significantly differ between
assisted condition (M = 578.72, SD = 157.72) and manual condition (M =
605.69, SD = 138.17). The completion time for both tasks is represented in
the boxplot 6.
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Fig. 7 Evaluation of the perceived usefulness of the two systems
4.2.2 Subjective measurements
Perceived usefulness
After the videos annotation, each participant was asked to assess two sub-
jective dimensions of their interaction with the software: perceived usefulness
and perceived ease of use. These theoretical constructs represent key factors
to predict behavorial intention (i.e., intention to use the software). First, in
terms of perceived usefulness, observable differences (see Figure 7 for the over-
all ratings of the four items) can be highlighted between the two experimental
conditions (i.e., manual annotation vs. assisted annotation). However, no sig-
nificant difference can be reported (F1,27 = 3.10, p = 0.09, η
2
p = 0.10). In
parallel, perceived ease of use was evaluated (see Figure 8 for the overall rat-
ings of the four items). No significant difference can be observed between the
manual annotation and assisted annotation (F1,27 = 0.18, p = 0.68, η
2
p =
0.007).
4.3 Discussion
The protocol used to conduct the user test permitted to validate the hypothesis
of improvements of accuracy and transition delay when using the assistance
system. However, the second annotation-duration-reduction hypothesis was
not verified.
The significant improvement of the annotation accuracy is an important achieve-
ment since the training of learning algorithms needs precisely annotated data.
Noisy labeled data will be less efficient to train a network. The proposed ap-
proach reduced the mean transition delay by 41.79 seconds and increased the
accuracy by 5%.
The participants had no time-constraint to perform the annotation task. In
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Fig. 8 Evaluation of the perceived ease of use of the two systems
the introduced context, users were asked to imagine themselves as a surgeon
recruited to perform annotation on daily basis. The proposed user interface
enhanced the annotation process but required some time to master the basics,
which can reduced the potential gain in terms of annotation time when used
for the first time. This condition can be tested by a repeated use of the soft-
ware.
The participants were all non-experts. It can be assumed that the difference in
term of usefulness could have been better highlighted with a public of experts.
With the statistically significant improvement of the annotation accuracy, we
can assum that because of the non-expertise of the participants, they did not
realize that the assistance system actually helped them.
We can also make the hypothesis that the software and the proposed user
interface can only help to improve annotation accuracy which is already a sig-
nificant improvement. We can expect an improvement in the perceived ease
of use with a rework of the ergonomy and/or of the tutorial of the assistance
system. Indeed, the software with and without the assistance remains almost
the same. The assistance system only consisted in the addition of two buttons
that allowed the user to navigate between the predicted transition. All the
other interactions remained the same.
It can be assumed that gain of time can be expected for more complex anno-
tation, for lower granularity levels, such as surgical activities.
Three axes of improvements have been identified to enhance our assistance
system: the navigation between pre-annotated phases, the highlight of the er-
ror and the absence of suggestion to solve the detected noise.
It should be noted that the comparison of the accuracy of the annotation was
made using the reference provided by the Cholec80 database. This annotation
has been made by only one person and cannot be considered as an absolute
ground truth.
Assisted Annotation of Surgical Videos Using Deep Learning 13
4.4 Conclusion
In this paper, we introduced an assistance system based on Deep Learning
to annotate the phases of cholecystectomy procedure. The assistance system
pre-annotated the videos and highlighted uncertain areas of the annotation,
in order to indicate to the user some critical moments in the video. The pro-
posed assistance system was compared with a manual annotation system and
evaluated through an objective and subjective measurements. Thirty one vol-
unteers, all non-experts, participated to the study. On average, the assistance
system showed significant annotation-accuracy improvements. In future works,
inter-user variability of the annotation will be investigated for other surgial
procedures.
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