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Abstract
This paper studies a class of initial-value problems of nonlinear singular discrete systems and obtains the existence theorem of
extremal solutions by employing a monotone iterative technique combined with the method of upper and lower solutions.
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1. Introduction
The qualitative behavior of solutions of singular systems have attracted lots of researchers because it arises
frequently in many fields such as economic fields, electric power networks, neutral networks and singular
perturbations. Some applicable examples and basic results can be found in the monographs of Campbell [1,2] and
manuscripts of Rosenbrock [3], Uvah and Vatsala [4] and Vatsala [5]. Recently, much attention has been paid to
singular discrete systems. Besides their theoretical interest, they are important from the viewpoint of applications. For
example, the discrete dynamic input–output system is a typical singular system [6]. Its mathematical modelling is
x(k) = Ax(k)+ B[x(k + 1)− x(k)] + d(k),
where x(k) is an n × 1 output vector, d(k) is an n × 1 final consume vector. A = (ai j )n×n is a consume coefficient
matrix; B = (bi j )n×n is an investment coefficient matrix, which is usually singular. Part of the total output is used
for consumption: Ax(k). Another part is used for investment of the expansion of reproduction: B[x(k + 1) − x(k)].
Singular discrete systems widely exist in application fields, and hence the research of such systems plays an important
role in practice and theory.
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Until now, to the best of our knowledge, very little attention has been given to initial-value problems (IVP) of
nonlinear singular discrete systems. In the present paper, we discuss IVP for nonlinear singular discrete systems by
utilizing the method of upper and lower solutions, coupled with a monotone iterative technique [7]. This method is a
powerful tool for proving the existence of solutions of nonlinear systems.
2. Preliminaries
Consider the IVP for nonlinear singular discrete systems of the following type
Ax(k + 1) = f (k, x(k)), x(0) = c0, (1)
where k ∈ M , A is a real singular n × n matrix, x(k) ∈ Rn , c0 ∈ Rn is a constant vector and f ∈ C[M × Rn, Rn],
M = {0, 1, 2, . . .}.
For convenience, we first list the following definitions and assumptions.
Definition 1 (See [8]). Let A = (ai j ), B = (bi j ) ∈ Rn×n , if ai j ≥ bi j for any i and j , we write A ≥ B; if ai j > bi j
for any i and j , we write A > B. Especially, if A ≥ 0, then A is a nonnegative matrix; if A > 0, then A is a positive
matrix.
Definition 2 (See [1]). For A, B ∈ Cn×n , f (k) ∈ Cn , the vector c0 ∈ Cn is called a consistent initial vector for the
discrete equation Ax(k+1) = Bx(k)+ f (k), if the initial-value problem Ax(k+1) = Bx(k)+ f (k), x(0) = c0, k =
1, 2, . . . has a solution {xn}. The discrete equation Ax(k+1) = Bx(k)+ f (k) is said to be tractable if the initial-value
problem Ax(k+1) = Bx(k)+ f (k), x(0) = c0, k = 1, 2, . . . has a unique solution for each consistent initial vector c0.
(H1) Let A and B be real n × n matrices such that (λA − B)−1 exists and is nonnegative for some λ ∈ R1. Also let
T and T−1 exist and be nonnegative such that
T−1 AˆT =
(
C 0
0 0
)
,
where Aˆ = (λA − B)−1A, T and T−1 are real n × n matrices. C is a real s × s diagonal nonsingular matrix
with s < n and C−1 < 0, C−1(Is − λC)+ Is < 0, Is is the identity matrix of dimension s.
(H2) c0 ∈ R( Aˆm), R( Aˆm) is the range (column space) of Aˆm , where m = Ind( Aˆ) is the index of Aˆ.
(H3) Let wˆ = (I − Aˆ AˆD)∑m−1i=0 ( Aˆ BˆD)i BˆD fˆ (i), c0 lies in the set {wˆ + R( Aˆm)}, where Aˆ = (λA − B)−1A,
Bˆ = (λA − B)−1B, fˆ (i) = (λA − B)−1 f (i), AˆD and BˆD are the Drazin inverse of Aˆ and Bˆ respectively.
(H4) There exists v0, w0 ∈ C1[M, Rn], with v0(k) ≤ w0(k), and
Av0(k + 1) ≤ f (k, v0(k)), v0(0) ≤ c0;
Aw0(k + 1) ≥ f (k, w0(k)), w0(0) ≥ c0.
(H5) The following inequality holds
f (k, x1)− f (k, x2) ≤ B(x1 − x2),
whenever v0 ≤ x1 ≤ x2 ≤ w0.
In order to develop a monotone method for (1), we need an existence result for the linear singular discrete systems:
Ax(k + 1) = Bx(k), x(0) = c0. (2)
Ax(k + 1) = Bx(k)+ f (k), x(0) = c0. (3)
Such a result is given by the following lemmas.
Lemma 1 (See [1]). The vector c0 ∈ Cn is a consistent initial vector for (2) if and only if c0 ∈ R( Aˆm) where
m = Ind( Aˆ). The vector c0 is a consistent initial vector for (3) if and only if c0 lies in the set {wˆ + R( Aˆm)}, where
wˆ = (I − Aˆ AˆD)∑m−1i=0 ( Aˆ BˆD)i BˆD fˆ (i).
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Lemma 2 (See [1]). If the homogeneous equation Ax(k+1) = Bx(k) is tractable, then the inhomogeneous equation
Ax(k + 1) = Bx(k)+ f (k) is also tractable. Its general solution for k ≥ 1 is
x(k) = ( AˆD Bˆ)k Aˆ AˆDc0 + AˆD
k−1∑
i=0
( AˆD Bˆ)k−i−1 fˆ (i)− (I − Aˆ AˆD)
m−1∑
i=0
( Aˆ BˆD)i BˆD fˆ (k + i),
where m = Ind( Aˆ).
Lemma 3. Let A, B ∈ Cn×n . Suppose there exists a λ ∈ C such that (λA − B)−1 exists, and let Aˆ = (λA − B)−1A
and Bˆ = (λA − B)−1B. Then Bˆ = λ Aˆ − I and AˆBˆ = Bˆ Aˆ.
A result in [1] states that if Aˆ1 = (λA + B)−1A, Bˆ1 = (λA + B)−1B, then Bˆ1 = I − λ Aˆ1 and Aˆ1 Bˆ1 = Bˆ1 Aˆ1.
Replacing B with −B, Lemma 3 is obvious.
Next we develop the following comparison result for our main result.
Lemma 4. Let Ap(k + 1)− Bp(k) ≤ 0 such that A and B satisfy assumption (H1). Then p(0) ≤ 0 implies p(k) ≤ 0
on M = {0, 1, 2, . . .}.
Proof. Using the transformation p = T y, the given inequality reduces to AT y(k+1)− BT y(k) ≤ 0. Since T−1 ≥ 0,
(λA − B)−1 ≥ 0, we have
T−1(λA − B)−1AT y(k + 1)− T−1(λA − B)−1BT y(k) ≤ 0.
Using Lemma 3, we obtain(
C 0
0 0
)(
y1(k + 1)
y2(k + 1)
)
−
[
λ
(
C 0
0 0
)
− I
](
y1(k)
y2(k)
)
≤ 0, (4)
that is(
C 0
0 0
)(
y1(k + 1)
y2(k + 1)
)
−
(
λC − I1 0
0 −I2
)(
y1(k)
y2(k)
)
≤ 0. (5)
Thus
Cy1(k + 1)+ (I1 − λC)y1(k) ≤ 0 and y2(k) ≤ 0. (6)
Noting that T−1 ≥ 0, then p(0) = T y(0) ≤ 0 implies y1(0) ≤ 0. Thus we can prove that y1(k) ≤ 0, k ∈ M . Now we
assume that there exists a k0 ∈ M , k0 > 0 and  > 0 such that
y1(k0) = , y1(k) ≤  on M.
Then by (6) it follows that
Cy1(k0 + 1)+ (I1 − λC)y1(k0) ≤ 0.
Multiplying the above inequality by C−1 and using that C−1 < 0, we have that
y1(k0 + 1) ≥ −C−1(I1 − λC)y1(k0)
y1(k0 + 1)− y1(k0) ≥ −C−1(I1 − λC)y1(k0)− y1(k0)
y1(k0 + 1)− y1(k0) ≥ −[C−1(I1 − λC)+ I1]y1(k0).
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It follows that
0 ≥ y1(k0 + 1)− y1(k0) ≥ −[C−1(I1 − λC)+ I1]y1(k0)
= −[C−1(I1 − λC)+ I1] > 0,
which is impossible. Hence, we have shown that the assumption leads to a contradiction. Hence we have y1(k) ≤ 0
on M , implying y(k) ≤ 0 on M . Again since T−1 ≥ 0 and p(k) = T y(k) = T 2T−1y(k) ≤ 0, we easily find that
p(k) ≤ 0 on M . 
3. Main result
In this section, we are interested in considering the lower and upper solutions for the IVP for the singular discrete
system (1) and obtain monotone sequences which converge to extremal solutions of (1) on the sector [v0, w0].
Theorem 1. Let assumptions (H1) until (H5) hold. Then there exist monotone sequences {vn}, {wn} such that vn → ρ,
wn → γ , and ρ, γ are minimal and maximal solutions of (1), respectively.
Proof. Consider the linear IVP:
Ax(k + 1) = Bx(k)+ f (t, η(k))− Bη(k), x(0) = c0, (7)
where η ∈ [v0, w0] = {u ∈ C1[M, Rn], v0 ≤ u ≤ w0}. Since (λA − B)−1 exists and by assumption (H2), (H3) and
Lemmas 1 and 2, it is clear that for every η, there exists a unique solution of (7) on M . Now define a mapping R on
[v0, w0] by
Rη(k) = x(k),
where x(k) is the unique solution of IVP (7). This mapping will be used to define the sequence {vn}, {wn}. We will
first prove that
(a) v0 ≤ Rv0, w0 ≥ Rw0 on M .
(b) Rη1 ≤ Rη2 whenever η1 and η2 belong to [v0, w0] with η1 ≤ η2.
To prove (a), set v1 = Rv0 where v1 is the unique solution of (7) with η = v0. Setting p = v0 − v1, in view of (7)
and v0 being a lower solution, we see that,
Ap(k + 1)− Bp(k) = A[v0(k + 1)− v1(k + 1)] − B[v0(k)− v1(k)]
= [Av0(k + 1)− Bv0(k)] − [Av1(k + 1)− Bv1(k)]
≤ [ f (t, v0(k))− Bv0(k)] − [ f (t, v0(k))− Bv0(k)] = 0
and p(0) = v0(0)−v1(0) ≤ 0, hence by using Lemma 4, we obtain p(k) ≤ 0, that is v0 ≤ v1 = Rv0 on M . Similarly,
we can prove w0 ≥ Rw0.
To prove (b), choose η1 and η2 in [v0, w0] such that η1(k) ≤ η2(k) on M . Set α1 = Rη1 and α2 = Rη2, where α1
and α2 are the unique solutions of (7) with η = η1 and η = η2, respectively. Setting p = α1 − α2, we see that
Ap(k + 1)− Bp(k) = A[α1(k + 1)− α2(k + 1)] − B[α1(k)− α2(k)]
= [Aα1(k + 1)− Bα1(k)] − [Aα2(k + 1)− Bα2(k)]
= [ f (t, η1(k))− Bη1(k)] − [ f (t, η2(k))− Bη2(k)]
≤ B(η1 − η2)− B(η1 − η2)
= 0,
and p(0) = 0. As before, this implies that Rη1 ≤ Rη2 proving (b).
We can now define the sequences {vn}, {wn} as follows:
vn+1 = Rvn, wn+1 = Rwn, n = 1, 2, 3, . . .
and conclude from the previous argument that
v0 ≤ v1 ≤ · · · ≤ vn ≤ wn ≤ · · · ≤ w1 ≤ w0 on M.
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It is also not difficult to see that the sequences {vn}, {wn} are monotone and bounded sequences. Consequently
limn→∞ vn = ρ, limn→∞wn = γ . It is easy to show that ρ, γ are solutions of (1) in view of the fact that vn ,
wn satisfy
Avn(k + 1) = Bvn(k)+ f (t, vn−1(k))− Bvn−1(k), vn(0) = c0,
Awn(k + 1) = Bwn(k)+ f (t, wn−1(k))− Bwn−1(k), wn(0) = c0.
As n →+∞ we see that ρ, γ are solutions of (1).
To prove that ρ, γ are minimal and maximal solutions of (1), we have to show that if x(k) is any solution of (1)
such that v0(k) ≤ x(k) ≤ w0(k) on M , then v0 ≤ ρ ≤ x ≤ γ ≤ w0 on M . To that end we suppose that for some n,
vn ≤ x ≤ wn and set p = vn+1 − x so that
Ap(k + 1)− Bp(k) = A[vn+1(k + 1)− x(k + 1)] − B[vn+1(k)− x(k)]
= [Avn+1(k + 1)− Bvn+1(k)] − [Ax(k + 1)− Bx(k)]
= [ f (t, vn(k))− Bvn(k)] − [ f (t, x(k))− Bx(k)]
≤ B(vn − x)− B(vn − x) = 0.
Since p(0) = 0, this implies vn+1 ≤ x on M . Similarly, x ≤ wn+1 on M and hence vn+1 ≤ x ≤ wn+1. Since
v0 ≤ x ≤ w0, this proves by induction that vn ≤ x ≤ wn on M for all n. Taking the limit as n → +∞, we conclude
ρ ≤ x ≤ γ on M and the proof is complete. 
Example 1. Let us discuss the following IVP of nonlinear discrete singular system(−1 0
0 0
)
x(k + 1) =
(
(−1)2k+1x1(k)
k + x2(k)
)
, x(0) =
(
a
0
)
, (8)
where A =
(−1 0
0 0
)
. Choosing B =
(−2 0
0 −1
)
, λ = 1, then (λA − B)−1 =
(
1 0
0 1
)
, we have Aˆ = (λA − B)−1A =(−1 0
0 0
)
, ωˆ =
(
0
0
)
, so
(
a
0
)
∈ {ωˆ + R( Aˆm)}. Let T = T−1 =
(
1 0
0 1
)
, and choose v0(k) =
(
b
−k
)
, v0(0) =
(
b
0
)
,
w0(k) =
(
d
−k
)
, w0(0) =
(
d
0
)
, where b ≤ a ≤ d , a, b, d are constant. It is obvious that assumptions (H1) to (H5)
hold. By Lemma 2, the solution of the following linear IVP:
Ax(k + 1) = Bx(k)+
(
(−1)2k+1η1(k)
k + η2(k)
)
− B
(
η1(k)
η2(k)
)
, x(0) =
(
a
0
)
(9)
is given by
x(k) =
2ka − k−1∑
i=0
2k−i−1η1(i)
k + 2η2(k)
 .
Also, by Theorem 1 and mapping Rη(k) = x(k), define the sequences {vn}, {wn} as follows:
vn+1(k) =
2ka − k−1∑
i=0
2k−i−1vn1(i)
k + 2vn2(k)
 ,
wn+1(k) =
2ka − k−1∑
i=0
2k−i−1wn1(i)
k + 2wn2(k)
 .
We obtain sequences {vn}, {wn}, where the v-iterates are given in the following table:
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k v1(k) v2(k) v3(k) v4(k) . . . vn(k)
1
(
2a − b
−1
) (
a
−1
) (
a
−1
) (
a
−1
)
. . .
(
a
−1
)
2
(
4a − 3b
−2
) (
b
−2
) (
a
−2
) (
a
−2
)
. . .
(
a
−2
)
3
(
8a − 7b
−3
) (
5b − 4a
−3
) (
2a − b
−3
) (
a
−3
)
. . .
(
a
−3
)
4
(
16a − 15b
−4
) (
17b − 16a
−4
) (
8a − 7b
−4
) (
b
−4
)
. . .
(
a
−4
)
5
(
32a − 31b
−5
) (
49b − 48a
−5
) (
32a − 31b
−5
) (
9b − 8a
−5
)
. . .
(
a
−5
)
6
(
64a − 63b
−6
) (
129b − 128a
−6
) (
112a − 111b
−6
) (
49b − 48a
−6
)
. . .
(
a
−6
)
7
(
128a − 127b
−7
) (
321b − 320a
−7
) (
352a − 351b
−7
) (
209b − 208a
−7
)
. . .
(
a
−7
)
. . . . . . . . . . . . . . . . . .
The w-iterates are specified in the following table:
k wn(k) . . . w4(k) w3(k) w2(k) w1(k)
1
(
a
−1
)
. . .
(
a
−1
) (
a
−1
) (
a
−1
) (
2a − d
−1
)
2
(
a
−2
)
. . .
(
a
−2
) (
a
−2
) (
d
−2
) (
4a − 3d
−2
)
3
(
a
−3
)
. . .
(
a
−3
) (
2a − d
−3
) (
5d − 4a
−3
) (
8a − 7d
−3
)
4
(
a
−4
)
. . .
(
d
−4
) (
8a − 7d
−4
) (
17d − 16a
−4
) (
16a − 15d
−4
)
5
(
a
−5
)
. . .
(
9d − 8a
−5
) (
32a − 31d
−5
) (
49d − 48a
−5
) (
32a − 31d
−5
)
6
(
a
−6
)
. . .
(
49d − 48a
−6
) (
112a − 111d
−6
) (
129d − 128a
−6
) (
64a − 63d
−6
)
7
(
a
−7
)
. . .
(
209d − 208a
−7
) (
352a − 351d
−7
) (
321d − 320a
−7
) (
128a − 127d
−7
)
. . . . . . . . . . . . . . . . . .
Clearly IVP (8) is a special nonlinear problem, and the solution is x(k) =
(
a
−k
)
. We can easily see that {vn}, {wn} are
uniformly convergent to the solution of the IVP (8).
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