Abstract-Missing data arises in many statistical analyses which lead to biased estimates. In order to rectify this problem, single imputation and multiple imputation methods are put forward. However, it is found that both single and multiple imputation methods are easily affected by outliers and give poor estimates. This article proposes simple but very interesting robust single imputation technique which gives more accurate estimates over the classical single imputation technique in the presence of outliers. The proposed method is basically the robust version of the classical random regression imputation (RRI) which we call robust random regression imputation (RRRI). By examining the real life data, results show that the RRRI method is more resistance in the presence of outliers.
INTRODUCTION
The missing data has received great attention in the last decade, as evidenced by the several recent articles and books [1] [2] [3] [4] [5] [6] . Since the missing data is a very common problem in almost every field, statistics practitioners are becoming more interested in this area. It is very important to consider the missing data, because they may lead to substantial biases in analyses. On the other hand, missing data is often harmless beyond reducing statistical power. A full parametric model for missing data comprises two components: One is for the complete data and the other is for the missing data mechanism (MDM). The former describes the probability distribution that governs the data generation process of interest, while the latter characterizes the observation process by which some data may be missing. The characteristics of these two processes are often assumed to be separable, and our target is to make inference about the parameters involved in the complete data model using only the available incomplete data. In practice, modeling incomplete data is very difficult task since in most cases the incomplete data themselves contain little or no information about the Missing Data Mechanism (MDM). The fundamental and most widely used assumption about the Missing Data Mechanism (MDM) is that, it is missing at random (MAR) model [6] . The main idea is that the probability that a response variable is observed can depend only on the values of those other variables.
Several methods have been proposed to handling missing data over the last few years [1] [2] [3] [4] [5] [6] . These methods include Listwise deletion, Pairwise deletion, Mean Imputation, Regressionbased Imputation, Cold Deck Imputation, Hot Deck Imputation, Dummy variable adjustment, Heckman Selection Modeling, Multiple Imputation, The EM algorithm and Bayesian modeling with MCMC methods etc. Note that most of these methods are not useful when the data are not MAR. Although there are several methods, however, in this article, we will discuss some widely used single imputation methods such as Listwise deletion, Pairwise deletion, Mean Imputation, Dummy variable adjustment, Regression-based Imputation and then observe their robustness properties in the presence of outliers. The deletion methods such as Listwise deletion and Pairwise deletion simply delete an entire observation if it is missing on any item used in the analyses. On the other hand, Pairwise deletion only works if a model is estimated from covariance or correlation matrices. Little and Rubin [5] , and among others, have demonstrated the dangers of simply deleting cases. They stated that by simply deleting the missing case (complete case) can exclude a large fraction of the original sample. It can result in a substantial reducing in sample size n and hence loss the statistical power due to reduced n. The method of Dummy variable adjustment takes some arbitrary values corresponding to missing and nonmissing values and then includes this variable in the regression model. This is simply an ad hoc approach, because there is no sound theoretical justification. However, this method keeps all observations in an analysis as it is not the case in deleted method. This approach is only useful when missing value in the dependent variable is categorical. The Regression-based Imputation method [3] estimate the missing variables to get the complete information. It computes the predicted value, using the regression coefficients, for the individuals which are missing on the item. Use these predicted values to replace the missing data. This is probably one of the best simple approaches, but it underestimates standard errors by underestimating the variance in x. A simple remedy is to add some random error to the predicted values from the regression [1] . In this article our main concern is to observe the performance of Pairwise deletion (PD), Mean Imputation (MI), random regression imputation (RRI) based imputation in the presence of outliers. We have seen that these methods perform poorly in the presence of outliers which are seldom focused in the literature. It motivates us to propose a robust base regression imputation. We call this method Robust regression imputation (RRRI) which will be discussed in the next Section II. In Section III we will discuss some results to show the performance of the proposed RRI method. Finally, in section IV a valid conclusion will be drawn based on our results.
II. ROBUST REGRESSION IMPUTATION
Buck [3] proposed the classical random regression imputation (RRI) which is known as conditional mean imputation. In regression imputation, the missing values are replaced by the predicted values obtained from regression. Buck's regression method is based on OLS regression technique and OLS technique which is greatly affected by outliers [7] [8] [9] [10] . Hence, we suspect that the regression approach proposed by Buck does not work well when outliers are present in the data. In this regard, instead of OLS regression we propose to use the high break down and high efficiency MM estimator which is proposed by Yohai [8] .
Let us consider the simple linear regression model
where y is the response variable, x is the regressor, α is intercept and β is the slope, and i ε is the random error term.
Suppose the j-th cases ( j = r+1,…,n) are missing in the response variable y. Now we fit the regression line by MM estimator for the available cases ( i =1,2,…r). The estimated regression for the available case is
Missing y values are then imputed as the predicted values by using the estimated parameters of equation (2) and the value of x which corresponds to the missing value of y. The proposed robust random regression imputation (RRRI) is as follows
where the random error term *~( 0, ) j N S ε , S = Mean Square Error (MSE) of the residuals from (2) , are added to the predicted values according to little and Rubin [1] .
III. RESULTS AND DISCUSSION
Apple Crop Data: The apple data frame provides the number of apples (in 100s) on 18 different apple trees. For 12 trees, the percentage of apples with worms (x 100) is also given. This data set is taken from Little and Rubin [1] which is originally given by Snedecor and Cochran [2] . In this data it is found that the percentage wormy fruits (Y) in tree no. 13-18 are missing. We impute the modified value to form the excessive percentage wormy fruits which we call outliers in tree no. 4, 11 and 12. The outliers are confirmed by checking robust LMS estimator residuals. It can be noted that the original data contain 2 mild outliers in case 4 and 12 which we consider no outliers in the data. We again put the excessive percentage wormy fruits in tree no. 4 and 12 to form strong outliers and one extra outlier is included in case 11. Now the total percentage of outliers in this data is about 17%. The performance of proposed method is then investigated to compare with classical random regression imputation (RRI), Mean imputation (MI) and Pairwise deletion (PD) for the data with and without outliers. Table 2 presents the correlation coefficients of the original and modified data for different methods. It is seen that RRI and RRRI produce highest negative correlation compare to the PD and MI when there are no outliers in the data. On the other hand, when outliers are present, the negative correlation becomes low for all the methods as expected, because the correlation is greatly affected by outliers [7] . The proposed RRRI method imputes only the missing values based on robust regression approach but still outliers exists in the non-missing variables. Thus, we can see that the negative correlation from RRRI is also very low. To get the actual correlation of this data we omit the outlying cases 4, 11 1nd 12 and we see that the correlation of RRRI is higher than the other methods. According to Buck [3] , the regression imputation is only good when there is a high correlation among the variables. So, it can be concluded that the RRRI method performs better than its competitors. After successfully imputing the missing value, our obvious goal is to get the correct prediction from the model. Table 3 presents the regression output from different methods. For original data, when there are no outliers, we see that RRI and RRIP show good performance by investigating their standard error of regression coefficient (slope), p-value and residual standard errors. On the contrary, all other methods give very poor performance except the proposed RRRI. The PD, MI, and RRI produce large standard error of estimates and large residual standard error. It can be noted that they produce the large p-value which makes the slope coefficient insignificant which is not the case for the original data (no outliers). It is very interesting to note that our proposed RRRI method show the actual predictive ability for both cases, data with and without outliers. In both cases the RRRI show that the slope coefficient is significant and it produces low standard error of the slope and low residual standard error. In addition, the RRRI gives the unbiased estimator, as for example, for the case without and with outliers the beta estimates of RRRI are -1.2446 and -1.0919, respectively, which are closer to each other but it is not the case for the other methods.
To get the quick overview which imputation methods perform well, we draw a regression line plot in the Fig. 1 (original data) and Fig.2 (modified data). In fig. 1 ,when there are no outliers, the RRI and RRRI methods show the good predictive ability science they can accumulate most of the points near to regression line. Moreover, the RRI and RRRI replace the missing values by the cross red symbols lying on the regression line which shows the good estimation of the missing values by these methods. But the scenario is drastically changed, as shown in Fig. 2 , when the data contain outliers. In Fig. 2 , it is seen that except the proposed RRRI, all other methods change the direction for regression line hugely if we compare with Fig. 1 . Indeed, they fail to accumulate all observations near to the regression line which is not true for the proposed RRRI. In both cases (data with and without outliers) the RRRI can accumulate most of the observations closer to the line without changing the direction of the line.
IV. CONCLUSION
In this article a simple but very interesting robust random regression imputation (RRRI) is proposed which is basically plugged in approach of classical random regression imputation (RRI) based on robust MM estimator. The results from real life data show that the proposed method is less sensitive to outliers in estimating the missing values.
