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Abstract
We construct a potential theory for differential forms on compact stratified spaces, and we show that the
space of harmonic forms of degree k is isomorphic to the singular cohomology of degree k. This theory
applies to any triangulable topological space.
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1. Introduction
The main result of the theory of harmonic forms on compact riemannian manifolds (see [2,
4,7–10]) is the possibility of a selection of a canonical representative in each cohomology class.
More precisely, a cohomology class is given by a closed smooth differential forms modulo total
differentials of forms. Given the extra structure of a riemannian metric, one can select in this
class a certain form ϕ, which is called harmonic, and which satisfies both equations dϕ = 0, and
d∗ϕ = 0 where d∗ is the adjoint of d with respect to the scalar product on forms induced by the
riemannian metric. This allows to relate riemannian properties to the topology of the manifold,
for example vanishing of cohomology (see [7–10]) and to the heat equation formulation of the
index theorem (see [1]). Moreover, this leads also, on kählerian complex compact manifolds,
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as well as representation of the cohomology of holomorphic forms (see [9]). Our purpose is
to generalize the theory of harmonic forms to singular spaces and to relate harmonic forms, if
possible, to the cohomology.
There has been an attempt towards this generalization by Cheeger et al. (see [3]) who has de-
fined, for spaces with conical singularities, a theory of harmonic forms related to the intersection
homology [3]. But intersection homology is not a topological invariant, and it is difficult to relate
it to the usual homology: for example, the intersection homology of a 2-dimensional sphere with
two points identified is the usual homology of the sphere, so that the main phenomena of intro-
ducing a new cycle through the identification of two points is not described at all by intersection
homology.
In [6], we have defined harmonic forms for graphs, which are singular 1-dimensional spaces
and proved that the harmonic forms represent the cohomology of the graph. The extension to
higher dimension was problematic, because one cannot define correct boundary conditions on
subsets of codimension larger than 1 in potential theory, if at the same time one insists on having
enough regularity to be able to integrate the harmonic forms on cycles, especially on those which
meet the singularities and cannot be moved out of these singularities. Indeed the purpose of
intersection homology is to avoid this kind of cycles.
In this article, we consider compact spaces which can be triangulated, for example, any real
analytic space, and we consider two extra structures: first a stratification using manifolds with
corners, and second, compatible riemannian metrics on the strates. We define, in a natural way, a
De Rham complex of smooth forms, such that its cohomology is the singular cohomology (on C).
Then, we define a quadratic functional which is a sum of Dirichlet integrals on each strate. This
quadratic functional imposes boundary conditions on each strate and satisfies an ellipticity es-
timation, so that a Green operator can be defined, as well as harmonic forms. These harmonic
forms are sufficiently regular to be integrated on cycles, so that one can define a mapping {har-
monic forms} → {singular cohomology}. We prove that this mapping is an isomorphism of
vector spaces.
In Section 2, we define the class of stratified spaces that we consider. In Sections 3–4, we
define smooth differential forms and prove De Rham theorems. In Section 5, we define Sobolev
spaces of forms that are used later and define the domain of the adjoint of the d operator. In
Section 6, we prove the elliptic estimate for the quadratic functional, and deduce the De Rham
Hodge decomposition in Section 7. The identification of harmonic forms with cohomology is
proved in Section 8.
2. Stratified spaces
We start by defining the class of singular spaces and their stratifications that we shall use in
this article.
2.1. Manifolds with corners
For n d , we define an open n-edron in Rd denoted by Cd,n as
Cd,n =
{
(x1, . . . , xd) ∈ Rd | x1 > 0, . . . , xn > 0
}
.
For n = 0, Cd,n will be the whole space, for n = 1, it is a half-space. We also define closed
n-edron as the closure Cd,n.
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has a neighborhood which is homeomorphic to a closed n-edron in Rd . The number 0 n d
depends of the chosen point. So, there exists a neighborhood U of m and a homeomorphism
ϕU :U → Cd,n
with ϕU(m) = 0. Moreover if U , V are two such neighborhoods, the mapping ϕV ◦ϕ−1U : Cn,d →Cn′,d is differentiable, and we take it as C∞.
For example, any closed polyhedron in Rd is a manifold with corners. In particular the canon-
ical simplexes
Sd =
{
(x0, . . . , xd) ∈ Rd+1
∣∣∣ d∑
i=0
xi = 1, 0 xi  1, ∀i
}
are manifolds with corners.
If M is a manifold with corners of dimension d , the boundary of M is defined as the set of
points m in M which have a neighborhood U homeomorphic to a Cd,n with 1  n  d . The
topological boundary of a manifold with corners M is a union of manifolds with corners which
are called the faces of M .
2.2. Stratified spaces
We shall use a more restricted definition than the usual definition. Let X be a topological
space.
We say that X is a stratified space, if X is a finite union
X =
⋃
α∈A
Xα
of subspaces Xα , which are called strates, satisfying the following properties:
(i) Each Xα is an oriented manifold of dimension dα , such that Xα is a manifold with corners
and Xα \Xα is the boundary of Xα (the boundary of Xα is defined as in Section 2.1).
(ii) If β 
= α and Xβ ∩ Xα 
= ∅, then Xβ is contained in the boundary of Xα , Xβ ⊂ Xα \Xα .
(iii) If Xα is a strate, any face of Xα is a closure of a strate.
We say that a strate Xα is incident to a strate Xβ if Xβ is a face of Xα of real codimension 1
and we write Xβ Xα .
We thus see, that if Xβ ⊂ Xα \Xα , there exists a chain of strates:
Xβ ⊂ Xβk , Xβk ⊂ Xβk−1, . . . , Xβ1 ⊂ Xα,
Xβ Xβk  · · ·Xβ1 Xα. (2.1)
In fact, Xα \ Xα is the union of the faces of Xα and each face is the closure of a strate. So
if Xβ1 is such that Xβ1 is a face and Xβ ∩ Xβ1 
= ∅, Xβ ⊂ Xβ1 \ Xβ1 and we can proceed by
induction.
In general, the orientation of Xα does not induce the orientation of Xβ ⊂ Xα .
Remark. Our definition of stratified spaces is not the usual one and is intended to eliminate
various difficulties. For example in R3, take for X the union of the xy plane and of the z axis,
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negative z axis. This is a stratification in the usual sense, but not in our sense, because, although
the xy plane is a manifold, 0 is not a face of the xy plane, and condition (2.1) is not satisfied.
If X is a stratified space, the union of the strates Xα of dimension dα  k is called the k-
skeleton of X, denoted by X(k). It is obviously a stratified space whose strates are those of X of
dimension k.
2.3. Examples
Example 1. Any oriented manifold with corners is naturally a stratified space. The strates are
the interior of M , that is M \ ∂M , then the interior of the faces, the interior of the faces of faces,
. . .
Example 2. Simplicial complexes. A topological space which is the support of a simplicial com-
plex is a stratified space. The strates are all possible open simplices which define the complex.
In particular, any triangulated space, together with a triangularization is a stratified space.
Example 3. Real analytic spaces. Let X be a real oriented analytic space, X1 = Sing(X) the
singular locus, and generally Xk = Sing(Xk−1), all the Xk are real analytic spaces. The standard
stratification of X is given by X \X1,X1 \X2, . . . ,Xk \Xk−1, but it is not a stratification in our
sense, because X \X1 = X is not a manifold with corners.
On the other hand, a theorem of Lojasiewiez (see Lo) asserts that any real analytic space can
be triangulated, and thus, it can be considered as a stratified space (in our sense).
2.4. Stars
We define a star of center 0 as follows. We start with a finite collection of closed nk-edron in
R
dk , Cnkdk which are stratified spaces in a natural way. Then the disjoint union Y =
∐
k
Cnkdk is
also a stratified space.
Let R be an equivalence relation on Y which identifies certain closures of strates in different
Cnkdk by diffeomorphisms sending 0 to 0. The space X = Y/R together with the strates coming
from Y after identification if needed, is a stratified space. If this space is connected, we say that
X is a star of center 0. Notice that X is connected if and only if points 0 of all the Cnkdk have
been identified together as the result of the relation R.
If X is a stratified space, there exists for any point m a neighborhood of this point which is a
star of center m.
In fact, consider all the indices α ∈ A such that m ∈ Xα . Then there exists a neighborhood
U of m such that U ∩ Xα is homeomorphic to a Cnα,dα and U is obtained by identification of
certain faces.
2.5. Differential forms on a stratified space
Let X =⋃α∈A Xα a stratified space. We define a C∞ k-form on X, as the data π = (πα)α∈A
where πα is a C∞ k-form on the manifold with corners Xα such that for any β with Xα incident
on Xβ , one has
πβ = πα|Xβ
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then πα ≡ 0.
We define the exterior differential as
d(πα) = (dπα)
so that (dπα) is still a (k + 1)-form on X and d2 = 0. We denote ΛkX the sheaf of germs of C∞
k-forms on X, Γ (X,ΛkX) denote the set of global sections.
The complex (ΛkX,d) is the De Rham complex of X.
Remark. When X is the support of a simplicial complex with the stratification induced by
this complex, the De Rham complex is exactly the PL De Rham complex introduced in FGM
(see [5]).
3. De Rham theory
3.1. Local exactness of d
Theorem 1. The De Rham complex is a fine resolution of the constant sheaf C on X
0 → C → Λ0X → Λ1X → ·· · → ΛkX → Λk+1X → ·· · .
In particular, if m ∈ X and U is a star of center m, π is a C∞ k-form on U such that dπ = 0,
there exists ω, C∞ (k − 1)-form on U ′ with
π = dω,
where U ′ is a smaller star of center m.
3.2. Proof of certain lemmas on n-edron
Lemma 1. Let Cn,d be a n-edron in Rd and F¯1, . . . , F¯n its faces. Let us assume that on each face
F¯i there exists a C∞ form αi of degree p, such that
αi |F¯i∩F¯j = αj |F¯i∩F¯j .
Then there exists a p-form α on Cn,d with
αi = α|F¯i .
Proof. We have
Cn,d =
{
(x1, . . . , xd) ∈ Rd | x1  0, . . . , xn  0
}
and we call F¯i the face of C with equation xi = 0.
1st step: prolongation of functions. We assume that on each F¯i we have a C∞ function fi with
the compatibility conditions
fi |F¯i∩F¯j = fj |F¯i∩F¯j .
For 1 j1 < · · · < jr  n define
fj1...jr = fj
 |F¯ ∩···∩F¯j1 jr
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functions of xi for i 
= j1, . . . , jr and can be extended in a trivial manner as a C∞ function onCn,d (with the variables xj1, . . . , xjr missing).
Then we define on Cn,d
f˜ =
n∑
j=1
fj −
∑
1j1<j2n
fj1j2 +
∑
1j1<j2<j3n
fj1j2j3 + · · · + (−1)n−1f1...n.
Then f˜ is C∞ and f˜ |Fj = fj .
2nd step: prolongation of p-forms. For each j = 1, . . . , n we have a p-form on F¯j
πj=
∑
|J |=p
πj,J dx
J
and πj,J is a C∞ function on F¯j such that πj,J ≡ 0 if j ∈ J (because πj is defined on Fj with
equation xj = 0).
First of all, consider a multiindex J with
|J | = p,
J ⊂ {n+ 1, . . . , d}.
The compatibility conditions say that
πj,J |F¯i∩F¯j = πj,J |F¯i∩F¯j , 1 i, j  n,
and we can extend the (πi,J ) as a function πˆJ on Cn,d using the first step.
Then, consider a multiindex J with
|J | = p,
L = J ∩ {1, . . . , n} 
= ∅.
Then, πj,J = 0 if j ∈ L ⊂ J , and the compatibility conditions are
πj,J |F¯i∩F¯j = πj,J |F¯i∩F¯j
for i, j ∈ {1, . . . , n} \L, so that we can define a C∞ function πˆJ with
πˆJ |F¯i = πi,J , i ∈ {1, . . . , n} \L,
πˆJ |F¯i = 0, i ∈ L.
Then πˆJ dxJ |F¯i = πi,J dxJ for all i = 1, . . . , n because if i ∈ {1, . . . , n} \L, πˆJ |Fi = πi,J and
if i ∈ L ⊂ J , dxJ |F¯i = 0. 
We define then:
πˆ =
∑
|J |=p
πˆJ dx
J .
Lemma 2. Let Cn,d be a closed n-edron in Rd , F¯1, . . . , F¯n its faces. If π is a d-form in Cn,d , we
can solve π = dω with ω|F¯ = 0.i
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is a function. Define ω1(x1, . . . , xd) by
ω1(0, x2, . . . , xd) = 0,
∂ω1
∂x1
= u
and ω = ω1 dx2 ∧ · · · ∧ dxd . Then clearly dω = π , ω|F¯1 = ω1|F1 dx2 ∧ · · · ∧ dxd = 0, ω|F¯j = 0
for j = 2, . . . , n. 
Lemma 3. Let U be a star of center 0, of maximal dimension d and π a d-form in U . Then,
one can solve π = dω with ω a (d − 1)-form on U such that the restriction of ω to any strate of
dimension d − 1 on U is 0.
Proof. U is obtained as a quotient U = Y/R where Y is a disjoint union of Cnα,dα , one of them
at least, being of dimension d and R is an equivalence relation as indicated in Section 2.6. By
definition, π is 0 on any Cnα,dα with dα < d , because π is of degree d . Consider the Cnβ,dβ with
dβ = d , π corresponds to forms πβ of degree d , on each Cnβ,dβ such that if the relation R is spec-
ified by a diffeomorphism ϕβγ : Cnβ,dβ → Cnγ ,dγ identifying these two cells, then πβ = ϕ∗βγ πγ .
Using Lemma 2, it is then possible to solve πβ = dωβ with ωβ = ϕ∗βγ ωγ and the restrictions of
ωβ are 0 on the faces of Cnβ,dβ . 
3.3. Proof of Theorem 1
We shall prove the local exactness using recursion on the dimension of the star U (the di-
mension of a star is the maximal dimension of the n-edron which build that star). The recursion
hypothesis is that for any star of dimension d − 1, the local exactness result is true.
Consider now a star U of dimension d and a p-form π on U which is closed. For p = d ,
local exactness was proved in Lemma 3. U is a stratified space with strates (Uα)α∈A. The union
of strates of dimension dα  d − 1, is the (d − 1)-skeleton U(d−1) which is a star of dimension
d − 1, and π |U(d−1) is d closed form, so that by the recursion hypothesis
π |U(d−1) = dω(1), (3.1)
where ω(1) is a (p − 1)-form on U(d−1).
Moreover on each Uα of dimension dα = d , one can solve
π |Uα = dωα (dα = d) (3.2)
because each Uα is a Cnα,d . If Uβ is a face (of dimension d −1) of a Uα , namely if Uα is incident
on a Uβ or Uβ Uα , we obtain from Eqs. (3.1) and (3.2)
d(ω(1)|Uβ −ωα|Uβ ) = 0. (3.3)
Let us fix α with dα = d , and consider the collection of forms {ω(1)|Uβ −ωα|Uβ } for Uβ Uα .
This defines a (p − 1)-form on the stratified space of dimension d − 1 which is the union of the
faces Uβ  Uα , and by Eq. (3.3) this form is closed, so that by the recursion hypothesis, there
exists a (p − 2)-form ρα on the star formed by the union of Uβ Uα such that
ω(1)|Uβ −ωα|Uβ = dρα|Uβ . (3.4)
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one can extend it as ρ˜α on Uα . Define
ω′α = ωα + dρ˜α.
Then by Eq. (3.2), π |Uα = dω′α and if Uβ is a face of Uα , by Eq. (3.4)
ω′α|Uβ = ω(1)|Uβ (3.5)
which does not depend of the choice of α such that Uα is incident on Uβ . This means that the
collection of forms ω′α on Uα with dα = d , together with the forms ω(1) on U(d−1) is a (p − 1)-
form on the star U , say ω, with π = dω.
4. Comparison of cohomologies
4.1. Singular cohomology and cohomology of the sheaf C
Lemma 4. If X is a stratified space, it can be triangulated using triangulation which is compat-
ible to the stratification.
Proof. Let X(k) the k-skeleton of X, which is the union of strates of dimension  k. Assume
that X(k) has been triangulated. If we now add an Xα of dimension dα = k + 1 to X(k), becauseXα is a manifold with corners whose faces are strates of dimension k, one can triangulate Xα in
a compatible way with the triangulation of Xα \Xα previously obtained. 
Theorem 2. The Cech cohomology of the constant sheaf and the singular cohomology are iden-
tical.
Proof. By Lemma 4, X is the support of a simplicial complex K , X = |K|. Then the cohomology
of the constant sheaf C, can be calculated using the complex of differential forms of X, but
considered as a stratified space with the simplicial complex K . From FGM (see [5]), one knows
that the cohomology of C is the cohomology Hp(K) defined using the complex and we also
know that Hp(K) is the singular cohomology of X. 
4.2. Periods of forms and classical De Rham theorems
Theorem 3. 1) Given a basis (γ
) of the singular homology Hp(X,C) and numbers c
, one can
find a closed form π ∈ Γ (X,ΛpX) such that
∫
γ

π = c
 for all 
, where γ
 is realized as a K-chain
associated to a triangulation K compatible with the stratification (Lemma 4).
2) If π is a closed form of degree p with periods 0 on the singular homology, then π is exact.
3) If (π
) is a set of closed forms in Γ (X,ΛpX) defining a basis of Hp(X,C), and c
 are
numbers, are can find a cycle γ such that∫
γ
π
 = c
 for all 
.
4) If Γ is a cycle such that ∫
γ
π = 0 for any d-closed form, γ is a boundary of a chain.
Proof. We consider the simplicial complex K of Lemma 4, which defines a triangulation of
X compatible with the stratification (Xα) of X. We denote again Λp the sheaf of germs ofX
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stratification associated with the simplicial complex K . We have a morphism of complexes
Λ
p
X
u−→ ΛpX,K
which associates to a form π ∈ ΛpX , the form u(π) of ΛpX,K defined using the restriction of π
to the simplices of K . This is well defined because the triangulation K is compatible with the
stratification of the (Xα). Moreover u is an isomorphism in cohomology.
We also know that for a triangulated space, the singular homology can be calculated using
chains which are formal sums of simplices of the triangulation K (see FGM [5]). We call these
chains, K-chains. Let CpX,K the germs of K-cochains. We have a morphism of complex
Λ
p
X,K
v−→ CpX,K
which associates to a form π , the cochain v(π) defined on a K-chain c by〈
v(π), c
〉= ∫
c
π.
This last integral has a meaning because π is C∞ an each simplex of K .
One knows from (FGM) that v induces an isomorphism in cohomology. So, given a basis γ

of the homology realized using the K-chain, one knows that there exists a π ′ ∈ Γ (X,ΛpX,K)
which is closed and∫
γ

π ′ = c
.
π ′ defines a cohomology class [π ′] ∈ Hp(X,C) and thus, there exists π ∈ Γ (X,ΛpX) which
is closed and such that [π] = [π ′], or in other words
π = π ′ + dω′,
where ω′ ∈ Γ (X,Λp−1X,K). Then∫
γ

π =
∫
γ

π ′ = c
.
In the same way, if π ∈ Γ (X,ΛpX) is d-closed and∫
γ
π = 0
for any cycle γ realized as a K-chain, π considered as a form in Γ (X,ΛpX,K) has its periods 0, so
is 0 in singular cohomology, also in Cech cohomology of Hp(X,C), so it is exact in the complex
Λ
p
X . 
4.3. Complete stratifications
Let X be a stratified space, together with its stratification (Xα)α∈A. Denote by C(s)p (X) the
complex vector space with basis the Xα of dimension dα = p. So C(s)p (X) is the set of the formal
combinations∑
cαXα.{α |dα=p}
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Then, we have a well defined boundary operator
∂ :C(s)p (X) → C(s)p−1(X)
because each Xα is a manifold with corners whose faces are themselves some Xβ with dβ = p−1
and ∂2 = 0, so that one can compute the homology H(s)p (X) of this complex.
We say that the stratification is complete if
H(s)p (X)  Hp(X,C).
Or in other words, one can calculate the homology of X using as chains the strates of the
stratification (Xα)α∈A.
For example, if the stratification is associated to a simplicial complex which is a triangulation
of X, then the stratification is complete.
Except in dimension 1, a stratification is not complete in general.
Example. Take two 2-dimensional torus T1, T2. Let Di be a small disk on Ti , with boundary
Ci and identify D1 with D2. Then resulting space X is naturally stratified: the strates are C (C1
which is identified to C2), D (D1 identified to D2), T1 \ D1, T2 \ D2 which are all manifolds
with boundaries. But obviously H 1(X,C) cannot be calculated using the chain C.
In general, there is only a natural mapping
H(s)p (X) → Hp(X,C).
5. Sobolev spaces of forms and the adjoint of d
We consider now a compact stratified space X, with strates (Xα)α∈A.
5.1. Metrics and function spaces
A riemannian metric on X is given by riemannian metrics gα on each manifold with cornerXα with the obvious compatibility conditions. Moreover Xα is oriented.
On each strate Xα , we can apply the usual differential geometric concepts of riemannian
geometry. In particular, the metric gα and the orientation of Xα allow the definition of a volume
element, dvα . One can lift or lower indices using the tensors gijα or gα,ij . In particular, any p-form
πα on Xα , can be written in local coordinates:
πα =
∑′
|I |=p
παI dx
I
where
∑′ is a sum over increasing multiindices of length p
I = {i1 < i2 < · · · < ip},
dxI = dxi1 ∧ dxi2 ∧ · · · ∧ dxip .
We can also sum over non-ordered multiindices
πα = 1
p!
∑
πα,I dx
I|I |=p
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At any point x ∈ Xα , one can define the scalar product of forms
(πα | ωα) =
∑′
|I |=p
πIα ω¯αI , (5.1)
where we have lifted the indices using the usual formula
(πα | ωα) = 1
p!
∑
j1...jp
i1...ip
gi1j1α . . . g
ipjp
α πα,j1...jp ω¯α,i1...ip
so that
πIα =
∑
j1...jp
gi1j1α . . . g
ipjp
α πα,j1...jp .
We define also the ∗ operator by
(πα | ωα)dvα = πα ∧ ∗ω¯α (5.2)
so that if ωα is of degree p
∗ ∗ωα = (−1)pωα.
If π = (πα) is the data of p-form πα on each Xα , we define the global scalar product
〈π | ω〉X =
∑
α∈A
∫
Xα
(πα | ωα)dvα (5.3)
and the corresponding function space L2,p(X). The space Γ (X,ΛpX) of C∞ forms on X is dense
in L2,p(X).
We define also the Sobolev spaces W 1,p(Xα) of p-forms on Xα which are L2 on Xα together
with the first order derivatives of their coefficients, and define a corresponding scalar product by
covering Xα using local coordinates charts and taking the scalar product of derivatives of order
1 in each chart.
Notice that if πα ∈ W 1,p(Xα), by the Sobolev trace theorem, all the coefficients of πα (in a lo-
cal coordinate system) have well defined restriction to a codimension 1 submanifold, in particular
if Xβ is a face of Xα,πα|Xβ is well defined and is in the space L2,p(Xβ).
Thus, we can define the Sobolev space W 1,p(X) of p-forms π = (πα) such that each πα ∈
W 1,p(Xα) and satisfies the compatibility condition, namely if Xα is incident on Xβ
πβ = πα|Xβ . (5.4)
In particular Γ (X,ΛpX) is dense in W 1,p(X). The scalar product in W 1,p(X) is the sum of
the scalar products in W 1,p(Xα) for every α ∈ A.
We can also define the Sobolev space W 2,p(X) of p-forms π = (πα) such that πα together
with the first and second derivatives of its components are L2(Xα) on each Xα , and which satis-
fying the compatibility conditions (5.4).
5.2. Integration by parts on a manifold with corners
First we consider an oriented manifold Md of dimension d , with a smooth boundary ∂Md of
codimension 1. Near a point m0 ∈ ∂Md , we choose local coordinates x1, . . . , xd , so that xd = 0
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in a neighborhood of m0, so that
π =
∑′
|I |=p
πI dx
I .
Then if J is increasing multiindex J = {j1 < · · · < jp+1}
(dπ)J =
p+1∑
k=1
(−1)k−1 ∂πJ\{jk}
∂xjk
. (5.5)
The coordinates x1, . . . , xd are such that the volume element of Md near mo is
√
g dx1 ∧· · ·∧
dxd . We assume that ∂Md is oriented by the choice x1, . . . , xd−1, which we call the induced
orientation of ∂Md from Md .
If ω is a (p + 1)-form in this neighborhood, we can calculate the scalar product on M
〈dπ | ω〉M = 1
(p + 1)!
∫
Md
∑
|J |=p+1
(dπ)Jω
J√g dx1 . . . dxd
= 1
(p + 1)!
∫
dx1 . . . dxd−1
L∫
0
∑
|J |=p+1
(dπ)Jω
J√g dxd.
The sum is extended over ordered non-increasing multiindices J . We can, instead, sum over
multiindices I with |I | = p and indices j , so that J = jI and using Eq. (5.5) and the skew
symmetry property of the ωJ and πI , we have by integration by part of the one dimensional
integral
〈dπ | ω〉M =
∑
|I |=p
∑
j
1
p!
∫
dx1 . . . dxd−1
L∫
0
∂πI
∂xj
ωjI
√
g dxd,
〈dπ | ω〉M = −
∑
|I |=p
∑
j
1
p!
∫
Md
πI
∂ωjI
√
g
∂xj
dx1 . . . dxd
−
∑
|I |=p
1
p!
∫
∂Md
πIω
dI√g dx1 . . . dxd−1 (5.6)
from which we deduce.
Lemma 5. If π is a p-form, ω is a (p + 1)-form on an oriented manifold with corners Md , and
if ∂Md caries the induced orientation from Md we have the formula
〈dπ | ω〉M = 〈π | δω〉M − 〈π | ω(n)〉∂M, (5.7)
where
(i)
(δω)I = − 1√
g
d∑ ∂(ωjI√g)
∂xj
, |I | = p, (5.8)
j=1
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nates near a point of a face of ∂M such that M is locally defined by xd  0, the metric is such
that gdj (mo) = δdj , and the volume element of Md is √g dx1 ∧ · · · ∧ dxd
ω(n)I = ωdI for |I | = p (5.9)
and the scalar product 〈π | ω(n)〉∂M is the sum of the L2 scalar product on each face of ∂M .
Proof. With the choice of coordinates, xd being a normal coordinate to ∂Md , at the point m0,
we see that√
g(mo) =
(
det
(
gij (m0)
)
1i,jd−1
)1/2
so that
√
g(m0) dx
1 . . . dxd−1 is the volume element of ∂Md for the induced metric. 
5.3. Integration by part on a stratified space
Lemma 6. Let X be a stratified space, (Xα)α∈A its strates, (πα)α∈A a p-form in Γ (X,ΛpX) and
for each α ∈ A, ωα a (p + 1)-form which is C∞ on Xα . Then:
〈dπ | ω〉X = 〈π | δω〉X −
∑
β
〈
πβ
∣∣ ∑
αβ
ω(n)α
〉
Xβ
. (5.10)
Here, (δω)α = δωα where δ is defined in the usual way in Xα and δωα is a (p − 1)-form which
is C∞ on Xα .
Moreover, for any α  β , with Xβ a face of Xα,ω(n)α |Xβ is the interior normal component of
ωα in Xβ defined as in Lemma 5 if the orientation of Xβ is induced by the orientation of Xα or
with the opposite sign for the opposite orientation of Xβ with respect to Xα .
Moreover for any β , ∑αβ ω(n)α is the sum of the normal components to Xβ of the forms ωα
on the strates Xα  Xβ , so that Xβ is a face of Xα . This sum is, by definition, 0 if there is no
strate incident on Xβ .
Proof. We write
〈dπ | ω〉X =
∑
α∈A
〈dπα | ωα〉Xα
and apply Lemma 5, for every Xα . Thus, by the definition of ω(n)α |Xβ given in Lemma 6
=
∑
α∈A
[
〈πα | δωα〉Xα −
∑
β,Xβ
face of Xα
〈πα | ω(n)α 〉Xβ
]
.
But πα|Xα = πβ because π ∈ Γ (X,ΛpX) and this satisfies the compatibility conditions, and
we can rearrange the sums to obtain Eq. (5.10). 
Remark. We have included in the definition of ω(n)α the orientations choices.
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We define
Domdp = W 1,p(X). (5.11)
If π = (πα)α∈A is in Domdp , then dπα is L2,p+1(Xα) for each α, so dπ ∈ L2,p+1(X).
Moreover if each dπα is in the Sobolev space W 1,p+1(Xα), then dπ ∈ W 1,p+1(X).
In fact, in this case, (dπα)Xβ is well defined in L2,p+1(Xβ) by the Sobolev trace theorem, and
because πα|Xβ = πβ , and d commutes with the restriction, we obtain for Xα incident on Xβ
(dπα)|Xβ = dπβ (5.12)
which means that dπ is in W 1,p+1(X). So we have
Lemma 7. The differential induces an operator
dp :W
2,p(X) → W 1,p+1(X). (5.13)
We define the adjoint of dp on the domain Domd∗p which is the space of (p + 1)-forms
ω = (ωα)α∈A such that
(i) ωα ∈ W 1,p+1(Xα) for any α,
(ii) for any β ∈ A, on Xβ , one has∑
αβ
ω(n)α = 0. (5.14)
If ω = (ωα)α∈A is in Domd∗p , we define
d∗pω = (δωα)α∈A (5.15)
which is then in L2,p(X).
Notice again that condition (5.14) is meaningful by the Sobolev trace theorem.
Finally, we have the following result:
Lemma 8. (i) Let (θα)α∈A be a collection of p-forms θα on each strate Xα which are C∞. We
assume the following condition for (θα)α∈A:
(C) For any strate Xβ , the restriction. θα|Xβ of a form θα to Xβ for Xα incident to Xβ does not
depend of the α chosen.
Let (ωα)α∈A be a collection of (p + 1)-forms on Xα which are also C∞ on Xα . Then one has
(θ | δω)X = (dθ | ω)X +
∑
β
(
θα|Xβ
∣∣ ∑
αβ
ω(n)α
)
Xβ
. (5.16)
(ii) In particular, if (θα) satisfies condition (C) and if (ωα) is in Domd∗, one has
(θ | δω)X = (dθ | ω)X. (5.17)
(iii) Identity (5.17) is valid for θ ∈ Domd and ω ∈ Domd∗.
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(θα | δωα)Xα = (dθα | ωα)Xα +
∑
β;Xβ is
face of Xα
(θα|Xβ | ω(n)α )Xβ . (5.18)
Adding up these equalities Eq. (5.18) for all α ∈ A and taking account that (θα) satisfies
condition (C), one recovers Eq. (5.16).
(ii) If (ωα) is in Domd∗, one has for any β:∑
α incident
on Xβ
ω(n)α |Xβ = 0
so that one obtains (5.17)
(iii) If (θα) ∈ Domd , a fortiori (θα) satisfies condition (C), because one has
θα|Xβ = θβ. 
Remark. Condition (C) does not imply that (θα) is in Domd .
6. Dirichlet integrals and elliptic estimation
Let π be a p-form on the stratified space X. We define the Dirichlet integral
Q(π) = a‖π‖2X + ‖dpπ‖2X + ‖δp−1π‖2X. (6.1)
In Eq. (6.1), a is a positive constant to be determined later, each norm is a L2,k(X)-norm as
defined in Section 5.1, with k = p,p + 1,p − 1 respectively.
We want to prove the following estimation.
Theorem 4. Let X be a compact stratified space and π be a p-form such that π ∈ (Domdp) ∩
(Domd∗p−1) and in particular π ∈ W 1,p(X).
Then, one can find a > 0, C > 0, independent of π , with
Q(π) C‖π‖2
W 1,p . (6.2)
Proof. For the proof, we can always assume that π is in Γ (X,ΛpX) and satisfies the conditions
determined by Domd∗p−1 on the faces. We calculate each term in Q(π). First, because π is in
Γ (X,Λ
p
X), one can use Lemma 6, Eq. (5.10), with ωα = dπα , to obtain
‖dπ‖2 ≡ 〈dπ | dπ〉 = 〈π | δdπ〉 −
∑
β
〈
πβ
∣∣ ∑
αβ
(dπα)
(n)
〉
Xβ
. (6.3)
The term ‖δπ‖2 in Q(π) cannot be treated using Lemma 6, because δπ is not an element of
Γ (X,Λ
p−1
X ). Nevertheless one can apply Lemma 5, for the contribution of each strate and obtain
‖δp−1π‖2 =
∑
α∈A
〈δπα | δπα〉 =
∑
α∈A
〈dδπα | πα〉 +
∑
α
∑
βα
〈δπα | π(n)α 〉Xβ . (6.4)
But again, we notice that (δπα)α is not necessarily a form on X.
The only difficulties come from the boundary terms. Let us fix a strate Xα and a point m0 ∈ Xβ
where Xβ is a face of Xα . Let us also choose coordinates x1, . . . , xd in Xα such that Xα is defined
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m0 are 0. When one calculates (dδ + δd)πα which is the De Rham Laplace operator 1 πα , we
find at m0,
1 πIα = −
d∑
i=1
∂2πIα
∂x2i
+ curvature terms linear in πJ (6.5)
the curvature terms do not involve first derivatives of πJ , so that there exists always a constant
a > 0 sufficiently large with
a‖π‖2 + (curvature terms linear in πJ |πI ) C‖π‖2. (6.6)
This is how the constant a > 0 is fixed in the definitions of Q in Eq. (6.1).
The second order terms in Eq. (6.5) can be integrated by part on Xα
−
∫
Xα
d∑
i=1
∂2πIα
∂x2i
.πα,I dv =
∫
Xα
d∑
i=1
(
∂πIα
∂xi
)2
dv +
∑
βα
∫
Xβ
εαβ
∂πIα
∂x1
πα,I dv (6.7)
where εαβ = +1 or −1 if the orientation of Xβ is identical or different from the orientation
induced by Xα . When we sum over α and over multiindices I , in Eq. (6.7), we recover on the
right-hand side, the square of the Sobolev norm ‖π‖2
W 1,p
and boundary terms. So, the boundary
terms coming from Eqs. (6.3)–(6.4)–(6.7) are
BT ≡ −
∑
β
〈
πβ |
∑
αβ
(dπα)
(n)
〉
Xβ
+
∑
α
∑
βα
〈δπα | π(n)α 〉Xβ
+
∑
α
∑
βα
1
p!
∑
|I |=p
∫
Xp
εαβ
∂πIα
∂x1
πα,I dv
or by developing the notations and rearranging
BT =
∑
α
∑
βα
∫
Xβ
εαβ
[
1
p!
∑
|I |=p
∂πIα
∂x1
παI + 1
(p − 1)!
∑
|J |=p−1
(δπα)J π
1J
α
]
dv
−
∑
β
∫
Xβ
εαβ
( ∑
|I |=p
πβ,I
∑
αβ
(dπα)
1,I
)
dv. (6.8)
1) Consider first the integrals on Xβ with dβ = p − 1, so that the Xα corresponds to dα = p
(and incident to Xβ). In this case πIα has only one multiindex available namely I = {1, . . . , p} be-
cause πα is of maximal degree p on Xα of dimension p. Moreover Xβ has coordinates x2, . . . , xp
and thus in the first term of Eq. (6.8), the multiindex J = {2, . . . , p}, and
(δπα)J = −∂π
1J
α
∂x1
,
I = 1J,
so that the first terms cancel. The second term cancel because πα being of maximal degree on
Xα , dπα ≡ 0.
2) Then we consider the integrals over Xβ with dβ  p, so that Xα has dα  p + 1.
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the terms πIα for the α such that Xα is incident on Xβ (or α  β).
1st case: I does not contain 1, so I is a multiindex tangential to Xβ .
In Eq. (6.8), we collect the contributions of these πα,I , noticing that for Xβ incident to Xα
and a tangential multiindex I , one has
πIα = πIβ in Xβ
because π ∈ Γ (X,ΛpX).
So we obtain
πIβ
∑
αβ
εαβ
(
∂πIα
∂x1
− (dπα)1,I
)
= πIβ
∑
αβ
εαβ
(
−
∑
ik∈I
(−1)k ∂
∂xik
π
1,I\(ik)
α
)
.
But the derivatives ∂
∂xik
are tangential to Xβ , so this is
= πIβ
∑
ik∈I
(−1)k−1 ∂
∂xik
(∑
αβ
εαβπ
1,I\(ik)
α
)
.
But because π ∈ Domd∗p−1, we know that the sum of normal components on Xβ is zero∑
αβ
εαβπ
1,J
α = 0.
So that all these terms are 0.
2nd case: I contains the index 1, and I = 1I ′ with |I ′| = p − 1.
In Eq. (6.8), these terms come only from the first summation and they are (for a fixed Xβ)∑
αβ
εαβπ
I
α
(
∂πIα
∂x1
+(δπα)I\{1}
)
(where it is easy to see that the factorial gets in factor).
These terms are thus∑
αβ
εαβπ
I
α
{
−
∑

 
=1

/∈I
±∂πα,(I\(1))∪(
)
∂x

}
. (6.9)
But πα,(I\(1))∪(
) is a tangential component of πα to Xβ and the derivative ∂∂x
 is a tangential
derivative to Xβ because 
 
= 1, so that the first order derivative in Eq. (6.9) does not depend of
α but only on β , because π ∈ Γ (X,ΛpX) and the terms of Eq. (6.9) are thus, for a fixed β(∑
αβ
εαβπ
I
α
)(
−
∑

 
=1

/∈I
±∂πβ,(I\(1))∪(
)
∂x

)
.
But here I is 1I ′, so that the first parenthesis is 0 because π1I ′α is an interior normal component
and because π ∈ Domd∗p−1.
This concludes the proof that all the boundary terms of Eq. (6.8) cancel and finally collecting
all the terms, we see that for a large enough
Q(π) C‖π‖2
W 1,p . 
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7.1. Friedrichs theory, in general
The abstract context of Friedrichs theory is the following. Let H be a complex Hilbert space,
Q an hermitian form defined on a dense subspace D ⊂ H such that
Q(ϕ,ϕ) ‖ϕ‖2H
and such that D is a Hilbert space for Q.
There exists a self-adjoint operator F , with domain
DomF ⊂ D
such that
Q(ϕ,ψ) = 〈Fϕ | ψ〉H
for any ϕ ∈ DomF , and any ψ ∈ D.
In fact, for any h ∈ H , the linear mapping
ψ → 〈h | ψ〉H
is bounded by Q on D. Because D is a Hilbert space for Q, there exists a unique ϕ ∈ D such
that
Q(ϕ,ψ) = 〈h | ψ〉H for any ψ ∈ D.
So we can define a linear operator T :H → D
ϕ = T h.
Then
‖T h‖2H Q(T h,T h) = 〈h | T h〉H  ‖h‖H‖T h‖H
so that T is bounded. Moreover T is injective because if T h = 0, we have for any ψ ∈ D
0 = Q(T h,ψ) = 〈h | ψ〉H
so that h = 0 because D is dense in H .
Moreover T is self-adjoint. So we can define
F = T −1
and T is a linear operator T :H → DomF .
7.2. The case of p-forms
We apply Friedrichs theory to the Hilbert space H = L2,p(X) with the hermitian form
Q(π,π) defined as in Eq. (6.1). We take for D, the completion with respect to Q, of the space
(Domdp) ∩ (Domd∗p−1) ≡ W 1,p(X) ∩ (Domd∗p−1). D is a closed subspace of W 1,p(X), be-
cause if (πn)n is a Cauchy sequence for Q (π,π) in D, Theorem 4 of Section 6, proves that it is
a Cauchy sequence in W 1,p(X) and thus it is convergent in W 1,p(X).
Lemma 9. The domain D of Q is in fact
D = (Domd∗p−1)∩W 1,p(X).
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for Q.
Moreover, it is obvious that
Q(π) C‖π‖2
W 1,p(X)
and Dom(d∗p−1) ∩ W 1,p(X) is a closed subspace for the Sobolev norm, because of the Sobolev
trace theorem, so that the condition on the forms in Domd∗p−1 define a closed subspace. 
7.3. Application of Friedrichs theory
There exists a self adjoint operator Fp with
DomFp ⊂ (Domd∗p−1)∩W 1,p(X)
such that
Q(π,ω) = 〈Fpπ | ω〉X (7.1)
for π ∈ DomFp,ω ∈ (Domd∗p−1)∩W 1,p(X).
The following lemma determines the operator Fp as well as its domain.
Lemma 10. 1) The operator Fp is uniquely defined by the condition
Q(π,ω) = 〈Fpπ | ω〉X (7.2)
for π ∈ DomFp , ω ∈ Domd∗p−1 ∩W 1,p(X).
2) (i) If Xα is a strate of maximal dimension of X (so Xα is not contained in the closure of
another strate), then
(Fpπ)α =1απα + aπα, (7.3)
where 1α is the De Rham Laplace operator on p-forms on the strate Xα .
(ii) If Xβ is a strate which is not of maximal dimension, but such that p  dimXβ , then
(Fpπ)β =1βπβ + aπβ −
∑
αβ
(dπα)
(n)|Xβ . (7.4)
For strates Xβ with p > dimXβ , Fp is not defined anyway.
3) The domain DomFp is specified as follows. A form (πα)α ∈ L2,p(X) is in DomFp if and
only if the following conditions are fulfilled:
(i) π ∈ (Domd∗p−1)∩W 1,p(X).
(ii) For any strates Xα and Xβ such that Xα is incident to Xβ (α  β), (δπα)|Xβ does not
depend on α, but only on β .
(iii) (δπα)α∈A satisfies condition (C) of Lemma 8. (7.5)
(iv) Fpπ as defined in part 2) above is in L2,p(X) which means that for any α such that p 
dimXα ,
(Fpπ)α ∈ L2,p(Xα).
Proof. 1) This first part is a restatement of the Friedrichs definition of Fp .
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‖dπ‖2X + ‖δπ‖2X = 〈θ | π〉X (7.6)
and we apply Lemma 8.
First, for all ω ∈ Domd∗, one has
(δπ | δω)X = (dδπ | ω)X +
∑
β
∑
αβ
〈
(δπα)|Xβ | ω(n)α |Xβ
〉
Xβ
. (7.7)
Secondly, one has also
(dπ | dω)X = (δdπ | ω)X −
∑
β
〈∑
αβ
(dπ(n)α )|Xβ | ωβ
〉
Xβ
. (7.8)
Now, let us take π ∈ (Domd∗)∩W 1,p(X) and ω = π . One sees that
(i) The second member of Eq. (7.8) can be rewritten as 〈π | θ ′〉X with
θ ′β = δdπβ −
∑
αβ
(dπ(n)α )|Xβ (7.9)
for β such that p  dimXβ . Moreover one has necessarily the condition:∑
αβ
(dπα)
(n)|Xβ = 0 (7.10)
for β such that dimXβ = p − 1 (in which case dπα ≡ 0 for degree reason).
(ii) As a consequence, one sees that ‖dπ‖2X +‖δπ‖2X will be of the form 〈π | θ〉X if and only
if ‖δπ‖2X = 〈π | θ ′′〉X for a certain θ ′′. Using Eq. (7.7), this implies that for any β∑
αβ
〈
(δπα)|Xβ | π(n)α |Xβ
〉= 0 (7.11)
because the quantity in the first member of Eq. (7.11) cannot be written as 〈π | θ〉X for a certain
θ . But π ∈ Domd∗, so that∑
αβ
π(n)α |Xβ = 0
so that Eq. (7.11) holds if and only if (δπα)Xβ does not depend on the α such that α  β (or Xα
is incident on Xβ). In such a case, one can write
‖δπ‖2X = 〈π | θ ′′〉X
with
θ ′′β = dδπβ. (7.12)
Finally, one has, using Eqs. (7.9) and (7.12)
‖δπ‖2X + ‖δπ‖2X = 〈π | θ〉X
with
θβ = θ ′β + θ ′′β =1βπβ −
∑
(dπα)
(n)|Xβ . (7.13)αβ
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Q(π) = ‖dπ‖2X + ‖δπ‖2X + a‖π‖2X
one can write
Q(π) = 〈Fpπ | π〉X
with Fpπ given by Eqs. (7.3) and (7.4). Moreover part 3) is also proved by the previous argu-
ment. 
Lemma 11. There exists a unique inverse operator
F−1p :L2,p(X) → DomFp (7.14)
which is continuous for the L2,p-norm, self-adjoint and one to one. Moreover F−1p is continuous
as an operator
F−1p :L2,p(X) → W 1,p(X). (7.15)
Proof. The first part is a restatement of Friedrichs theory. Moreover because F−1p maps L2,p(X)
in DomFp ⊂ (Domd∗)∩W 1,p(X) we can apply Theorem 6 to deduce
C
∥∥F−1p π∥∥2W 1,p Q(F−1p π,F−1p π)= 〈π | F−1p π 〉X  ‖π‖X∥∥F−1p π∥∥X
which proves the boundedness of F−1p from L2 in W 1. 
7.4. De Rham decomposition
Because of Lemma 11 (see Eq. (7.15)), the operator F−1p is a compact self-adjoint operator,
so that it has a spectral decomposition with pure point spectrum, each eigenspace being finite
dimensional. We define on p-forms
F˜p = Fp − a (7.16)
so that for π ∈ DomFp
(F˜pπ)α =1απα if Xα has maximal dimension
(F˜pπ)β =1βπβ −
∑
αβ
(dπα)
(n)|Xβ
if p  dimXβ and Xβ is not of maximal dimension. (7.17)
In particular Ker F˜p has finite dimension.
Definition. We define Hp = Ker F˜p the kernel of F˜p . An element π ∈Hp is called a harmonic
form of degree p.
Definition. We define the Green operator on p-forms
Gp = F˜−1p = (Fp − a)−1
which is well defined on the orthogonal space of Hp .
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L2 metric).
Theorem 7. 1) For any π ∈ L2,p(X), one has an orthogonal decomposition
π = F˜pGp(I − Pp)π + Ppπ. (7.18)
2) Any harmonic form is both d and δ closed
dh = 0, δh = 0 (7.19)
and moreover satisfies on each strate Xβ
1βhβ = 0. (7.20)
Moreover each harmonic form satisfies the conditions
h ∈ W 1,p(X),∑
αβ
h(n)α = 0 for any strate Xp. (7.21)
3) Any harmonic form is orthogonal to the spaces d(Domd) and δ(Dom δ).
Proof. 1) is evident because one can apply Gp to (I −Pp)π and thus Gp(I −Pp)π ∈ DomFp .
Then
(I − Pp)π = F˜pGp(I − Pp)π
by definition of Gp = F˜−1p and this proves Eq. (7.18).
2) Let h be a harmonic p form, so that F˜ph = 0. Then by Eq. (7.2) of Lemma 10
Q(h) = ‖dh‖2X + ‖δh‖2X = 〈F˜ph | h〉X = 0.
An a result dh = 0, δh = 0. But then using Lemma 10 again, we deduce that for any β
0 = (F˜ph)β =1βhβ = 0.
Eqs. (7.21) are also a consequence of Lemma 10 and the fact that dh = 0, δh = 0.
3) Finally from Eq. (5.10) with π ∈ Domd , ω = h ∈ Dom δ, one deduces because δh = 0,
〈dπ | h〉X = 0.
In the same way, 〈δπ | h〉X = 0 if π ∈ Dom δ because dh = 0. 
7.5. The case of closed forms
Theorem 8. Let π ∈ W 1,p(X) with dπ = 0. Then
dGp(I − Pp)π = 0. (7.22)
In particular, in this case, one has the orthogonal decomposition
π = dδGp(I − Pp)π + Ppπ. (7.23)
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W 1,p(Xα). Then, using Theorem 7, Eq. (7.18), one has
πα − (Ppπ)α =1α
(
Gp(I − Pp)π
)
α
and thus this is in W 1,p(Xα) for π ∈ W 1,p(X) so that:
0 = dπα = d
(
πα − (Pπ)α
)= d1α(Gp(I − Pp)π)α.
But d(dδ + δd)α = dδd =1αd , so that
0 = dπα − (Pp dπ)α =1αd
(
Gp(I − Pp)π
)
α
(7.24)
(because Ppdπ ≡ 0).
This implies that d(Gp(I − Pp)π)α is harmonic for any α on each Xα in the usual sense of
the smooth manifold Xα . From Eq. (7.24), we obtain
0 =
∑
α
(
dδd
(
Gp(I − Pp)π
)
α
| d(Gp(I − Ppπ))α)Xα , (7.25)
where the sum is on the strates Xα of maximal dimension. Then, by Lemma 9, one gets from
Eq. (7.25)
0 =
∑
α
∥∥δd(Gp(I − Pp)π)α∥∥2Xα
+
∑
α
∑
βα
(
δd
(
Gp(I − Pp)π
)
α
∣∣
Xβ
∣∣ (d(Gp(I − Ppπ))α)(n))Xβ . (7.26)
Now, for any α of maximal dimension
δd
(
Gp(I − Pp)π
)
α
= −dδ(Gp(I − Pp)π)α + ((I − Pp)π)α
so that if β  α, one has
δd
(
Gp(I − Pp)π
)
α
∣∣
Xβ
= −d(δ(Gp(I − Pp)π)α|Xβ )+ ((I − Pp)π)α∣∣Xβ . (7.27)
But because Gp maps on DomFp , using Lemma 10, δ(Gp(I −Pp)π)α|Xβ depends only on β
and not of the α  β and ((I −Pp)π)α|Xβ has the same property, so that (δd(Gp(I −Ppπ))α)|Xβ
depends only on β and not on α such that α  β .
As a consequence, in Eq. (7.26) the second sum can be rewritten as∑
β
((
δd
(
Gp(I − Pp)π
)
α
)∣∣
Xβ
∣∣ ∑
αβ
(
d
(
Gp(I − Pp)π
)
α
)(n)∣∣
Xβ
)
Xβ
,
which is 0 because for any β∑
αβ
(
d
(
Gp(I − Pp)π
)
α
)(n)∣∣
Xβ
= 0
because Gp(I − Pp)π is in DomFp . Thus, Eq. (7.26) implies that
δd
(
Gp(I − Pp)π
)
α
= 0 (7.28)
on any strate of maximal dimension α.
Thus we get from Eq. (7.28)
0 =
∑(
δd
(
Gp(I − Pp)π
)
α
∣∣ (Gp(I − Pp)π)α)Xα
α
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0 =
∑
α
∥∥d(Gp(I − Pp)π)α∥∥2Xα
+
∑
α
∑
βα
((
d
(
Gp(I − Pp)π
)
α
)∣∣
Xβ
∣∣ (Gp(I − Pp)π)(n)α )Xβ . (7.29)
But d((Gp(I − Pp)π)α|Xβ ) does not depend on α such that α  β , because Gp(I − Pp)π ∈
Domd . So that the second sum is Eq. (2.29) can be rewritten as∑
β
(
d
(
Gp(I − Pp)π
)
α
)∣∣
Xβ
∣∣ ∑
βα
(
Gp(I − Pp)π
)(n)
α
)
Xβ
which is identically 0 because for any β∑
αβ
(
Gp(I − Pp)π
)(n)
α
∣∣
Xβ
= 0
because Gp(I − Pp)π ∈ DomFp . So Eq. (7.29) reduces to
d
(
Gp(I − Pp)π
)
α
= 0 (7.30)
for any strate α of maximal dimension. Now Gp(I −Pp)π is in Domd , so that if β is a boundary
component of a strate α of maximal dimension(
Gp(I − Pp)π
)
β
= (Gp(I − Pp)π)α∣∣Xβ (7.31)
and from Eqs. (7.30)–(7.31)
d
(
Gp(I − Pp)π
)
β
= (d(Gp(I − Pp)π)α)∣∣Xβ = 0 (7.32)
and thus we can reach in this way any strate. This proves Eq. (7.22).
Then, Eq. (7.23) is an immediate consequence of the orthogonal decomposition Eq. (7.18) of
Theorem 7 and of Eq. (7.22), which implies that
F˜p
(
Gp(I − Pp)π
)
β
= dδ(Gp(I − Pp)π)β
because for each strate β, (Gp(I − Pp)π)β is closed. 
7.6. The space Sp(X)
We find it convenient to define an auxiliary functional space of p-forms on X in the following
manner.
Definition. We define Sp(X) as the subspace of p-forms π = (πα) ∈ L2,p(X) so that
(i) For any α,β with α  β (Xα is incident to Xβ ), πα|Xβ is well defined in L2,p(Xβ) and does
not depend on the choice of the α which is incident to β , but only of β .
(ii) For any α, dπα ∈ L2,p+1(Xα) so that dπ = (dπα) ∈ L2,p+1(X).
For this subspace Sp(X), Stokes theorem will be correct at least in a restricted way which will
be sufficient for us.
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π |Xβ = πα|Xβ (7.33)
for α  β (Xα incident to Xβ ). Then π |Xβ is in L2,p(Xβ), independent of α  β .
It is also evident that if π ∈ Sp(X), then dπ ∈ Sp+1(X) because d commutes with the restric-
tion and d2 = 0.
We recall now the definition of the complex C(S)p (X) of p-chains on X of the type
Γ =
∑
{α |dα=p}
cαXα (cα ∈ C), dα = dimXα
with its natural boundary operator
∂ :C(S)p (X) → C(S)p−1(X),
∂Γ =
∑
cα∂Xα, (7.34)
where ∂Xα is the boundary of Xα , so it is a sum
∑
εαβXβ for xβ such that Xα is incident to Xα
and εαβ = ±1 depending on the relative orientation.
Lemma 12. If Γ ∈ C(S)p (X) and π ∈ Sp−1(X), one has Stokes formula∫
∂Γ
π |∂Γ =
∫
Γ
dπ. (7.35)
Here in the left-hand side π |∂Γ has a well defined meaning using the definition of ∂Γ in
Eq. (7.34) and the definition of the restriction in Eq. (7.33).
Proof. It is indeed sufficient to prove Eq. (7.35) for Γ = Xα , where it is the usual Stokes theorem∫
Xα
dπ =
∑
εαβ
∫
Xβ
πα|Xβ . (7.36)
But in the second member of Eq. (7.36), πα|Xβ does not depend on the α  β and is π |Xβ so
that the second member is
∫
∂Γ
π |∂Γ . 
We then have an important complement to Theorem 8.
Theorem 10. Let π ∈ W 1,p(X) be a closed p-form.
Then one can write
π = dω + Ppπ (7.37)
with ω ∈ Sp−1(X) and moreover dω ∈ W 1,p(X). In particular, one has for any Γ ∈ C(S)p (X)
with ∂Γ = 0∫
Γ
π =
∫
Γ
Ppπ. (7.38)
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π = dδGp(I − Pp)π + Ppπ (7.39)
and define ω ≡ δGp(I − Pp)π . Because of the definition of DomFp and because Gp takes
its value in DomFp , (δ(Gp(I − Pp)π)α)|Xβ depends only on β , not of the α  β . Moreover
dω is L2,p+1(X) because of Eq. (7.39) so ω ∈ Sp−1(X). Then Eq. (7.38) is a consequence of
Lemma 9. 
Theorem 11. If π ∈ L2,n(X) has maximal degree, one can write
π = dω + Pnπ
with ω ∈ Sn−1(X).
Proof. Indeed we write the harmonic decomposition of π = dδG(I − P)π + δdG(I − P)π +
Pπ , but G(I −P)π has maximal degree n and is automatically closed, so the harmonic decom-
position reduces to
π = dδG(I − P)π + Pπ.
Moreover δG(1 − P)π ∈ Sp−1(X) exactly as before. 
8. Harmonic forms and cohomology
In this section, we relate harmonic forms and cohomology. The main result is that the space
of harmonic forms is a realization of the cohomology if the stratification is complete.
8.1. The general situation
Theorem 12. Let X be a compact stratified space. One has a well defined morphism
Hp(X,C) →Hp(X)
of the cohomology to the space of harmonic forms.
Proof. Let π ∈ Γ (X,ΛpX) a p-form in ΛpX with dπ = 0. Then π ∈ W 1,p(X) and we can apply
Theorem 10
π = Ppπ + dω,
where ω ∈ Sp−1(X) and we can associate to π its harmonic projection Ppπ . Moreover, if one
changes π in π + dα, then Ppπ is changed in to Ppπ + Pp dα and again by Theorem 10,
dα = Pp dα + dν with ν ∈ Sp−1(X), so that
Pp dα = d(α − ν). (8.1)
It remains to prove:
Lemma 13. The harmonic forms are orthogonal to the space dSp−1(X).
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(h | dγ ) = (δh | γ )+
∑
α
∑
βα
(
h(n)α |Xβ | γ |Xβ
) (8.2)
where we have defined γ |Xβ = γα|Xβ as in Eq. (7.33) which depends only on Xβ because γ ∈
Sp−1(X). In Eq. (8.12), δh = 0 and thus∑
β
(∑
αβ
h(n)α |Xβ | γ |Xβ
)
Xβ
= 0
because
∑
βα h
(n)
α |Xβ = 0 for harmonic forms. This proves Lemma 13. 
From Eq. (8.1) and Lemma 13, we deduce that
Pp dα = 0
so that Ppπ depends only of the cohomology class of π .
8.2. The case of a complete stratification
We come back to the definitions introduced in Section 4.3. We consider a compact space X
with a complete stratification (Xα)α∈A. Let us recall that the vector space C(s)p (X) is defined as
the space of formal combinations of strates of dimension p
Γ =
∑
{α |dα=p}
cαXα, cα ∈ C
and we have a natural boundary operator
∂ :C(s)p (X) → C(s)p−1(X).
If the stratification is complete, the homology of this complex is the singular homology (with
complex coefficients)
H(s)p (X) = Hp(X,C).
We can define the dual space of cocycles Cp
(s)
(X) = (C(s)p (X))∗ and a cohomology operator
∂∗ :Cp(s)(X) → C(p+1)s (X)
using
〈∂∗c,Γ 〉 = 〈c, ∂Γ 〉.
Then the cohomology Hp(s)(X) is the singular cohomology and also the cohomology of the con-
stant sheaf C (using Theorem 2 of Section 4.1)
H
p
(s)(X) = Hp(X,C).
Now, we define a mapping
ρ :L2,p(X) → Cp(s)(X)
which associates to π = (πα)α∈A of degree p, a cochain c
ρ(π) = c,
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c(Xα) =
∫
Xα
πα if dα = p.
This is well defined because the πα ∈ L2,p(Xα). We have easily:
Lemma 14. If π ∈ W 1,p(X) and dπ = 0, then ρ(π) is a cocycle.
If π ∈ L2,p(X) is such that π = dω where ω ∈ L2,p−1(X), then:
ρ(dω) = ∂∗ρ(ω). (8.3)
Proof. It is sufficient to prove (8.3). So we take Xα with dα = p and calculate
〈∂∗ρ(ω),Xα〉 =
∫
∂Xα
ω =
∫
Xα
dωα =
〈
ρ(dω),Xα
〉 (8.4)
where we have used Stokes theorem which is valid given our hypothesis, that ω ∈ W 1,p−1(X). 
Lemma 15. Suppose ω ∈ Sp−1(X).
Then for Xα with dα = p, one has〈
ρ(dω),Xα
〉= 〈ρ(ω|∂Xα ), ∂Xα 〉, (8.5)
where ω|∂Xα is well defined because ω ∈ Sp−1(X). In particular if Γ =
∑
cαXα is a p-chain〈
ρ(dω),Γ
〉= 〈ρ(ω|∂Γ ), ∂Γ 〉, (8.6)
where ω|∂Γ is uniquely defined for ω ∈ Sp−1(X).
Proof. One has〈
ρ(dω),Xα
〉= ∫
Xα
dωα =
∫
∂Xα
ωα|∂Xα =
〈
ρ(ω|∂Xα ), ∂Xα
〉
,
where we define ω∂Xα = ωα|∂Xα .
Then, by Eq. (8.5)〈
ρ(dω),Γ
〉=∑
α
cα
〈
ρ(ω|∂Xα ), ∂Xα
〉
.
On the other hand, if ∂Xα =∑ εαβXβ , then 〈ρ(ω|∂Xα ), ∂Xα〉 =∑ εαβ〈ρ(ωα|Xβ ),Xβ〉. But
ωα|Xβ is independent of the α  β (of the Xα is incident on Xβ), so that ω|∂Γ is well de-
fined. 
Lemma 16. If ω ∈ Sp−1(X), and if Γ is a p-cycle we have:〈
ρ(dω),Γ
〉= 0. (8.7)
Proof. This is an immediate consequence of Eq. (8.6). 
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Hp(X,C) →Hp(X) → Hp(X,C) (8.8)
whose composition is the identity on Hp(X,C). In particular the first morphism is injective and
the second morphism is onto.
Proof. The first morphism of (8.8) has been defined in Theorem 12, for general stratifications.
Now, let π ∈ Hp(X), on particular π ∈ W 1,p(X) and π defines a cocycle ρ(π) ∈ Cp(s)(X)
(Lemma 14) and thus π defines a cohomology class of X. The last morphism is onto because a
cohomology class can be represented by π ∈ Γ (X,ΛpX) with dπ = 0, so that
π = Ppπ + dω
with a form ω ∈ Sp−1(X) (Theorem 10 of Section 7). Thus Ppπ ∈Hp(X) and Ppπ defines a
cocycle ρ(Ppπ)
ρ(Ppπ) = ρ(π)− ρ(dω).
But for a cycle Γ , because ω ∈ Sp−1(X) and of Lemma 15〈
ρ(dω),Γ
〉= 0
so that ρ(dω) = 0 as a cocycle and
ρ(Ppπ) = ρ(π).
This proves that the mapping Hp(X) → Hp(X,C) is onto. 
8.3. The main theorem
Theorem 18. Let X be a compact space with a complete stratification (Xα)α∈A. Then the mor-
phisms in (8.8) are isomorphisms
Hp(X,C) Hp(X)
between the cohomology spaces of degree p and the harmonic p-forms spaces.
Proof. The only thing which remains to be proved (because of Eq. (8.8) in Theorem 17) is that
the morphism
Hp(X) → Hp(X,C) (8.9)
is injective.
This last statement is equivalent to the following statement.
(S) A harmonic form with null periods on the cycles is identically 0.
We prove statement (S) in the next sections.
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First, we prove the following statement.
Theorem 19. Let X be a compact stratified space of dimension n with a complete stratification
and π ∈ L2,n(X) a n-form (of maximal degree) such that ∫
Xα
π = 0 for all strates Xα of di-
mension n. Then there exists ω ∈ Sn−1(X) with π = dω and ω|X(n−1) = 0 where X(n−1) is the
(n− 1)-skeleton of X.
We prove this statement by recursion over n, assuming that it is correct for spaces of
dimension n− 1.
First, we prove the following preliminary lemma for manifolds with corners.
Lemma 20. Let X be a manifold with corners of dimension n, with its natural stratification which
is supposed to be complete. Let π ∈ L2,n(X) a form, of maximal degree n such that ∫
X
π = 0.
Then, there exists ω ∈ Sn−1(X) with π = dω and ω
X− ˚X = 0.
Proof. We use the harmonic theory on X and write the Hodge decomposition:
π = dδG(I − P)π + Pπ
where Pπ is the harmonic projection. Now Pπ is a section of a line bundle, which satisfies
the elliptic equation 1Pπ = 0 and as a section of the bundle, it is zero on the boundary of X
(because the normal components of a harmonic form on a manifold with corners are 0 on the
faces, and here, the form being of maximal degree has only a normal components). So by the
maximum principle Pπ = 0 and
π = dδGπ ≡ dω
with ω = δGπ ∈ Sn−1(X) (see Theorem 10).
Next, we consider the various connected components of the boundary of X, say K1, . . . ,Kr .
Each of them is a union of faces of codimension 1 and defines a compact space without boundary,
which is naturally a complete stratified space. We have
0 =
∫
X
π =
r∑
k=1
∫
Kk
ω. (8.10)
Moreover by De Rham theory (see Theorem 3 of Section 4) for X, there exists for k =
1, . . . , r − 1, (n− 1) forms νk ∈ Γ (X,Λn−1X ) which are closed and such that∫
K

νk = δk
, 1 k, 
 r − 1
because the Kk for k = 1, . . . , r − 1 are n− 1 independent cycles in X. We then consider on Kk ,
1 k  r − 1 the (n − 1)-form μk ≡ [ω −∑r−1
=1(∫K
 ω)ν
]|Kk which is of degree n − 1 and is
automatically closed, and with integral 0 on Kk . So this form, as an element of L2,n−1(Kk)
defines a cochain in Cn−1(s) (Kk) which is in fact a cocycle and this cocycle is a coboundary
∂∗c, c ∈ Cn−1(Kk) (because the value on the cycle Kk is 0) and there exists then a form(s)
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and defines the cocycle 0 on Kk , so that for any strate Xα of Kk ,
∫
Xα
(μk − dλk) = 0. By the
recursion hypothesis applied to Kk and to the form μk − dλk of maximal degree n − 1 on Kk ,
there exists ϕk ∈ Sn−2(Kk) with
μk − dλk = dϕk.
This means that
ω|Kk =
r−1∑

=1
( ∫
K

ω
)
ν
|Kk + dψk (1 k  r − 1) (8.11)
where ψk ∈ Sn−2(Kk).
On the other hand, for k = r ,
μr =
[
ω −
r−1∑

=1
( ∫
K

ω
)
ν

]∣∣∣∣∣
Kr
is also closed and of integral 0, because∫
Kr
μr =
∫
Kr
ω −
r−1∑

=1
( ∫
K

ω
)( ∫
Kr
ν

)
= −
r−1∑

=1
∫
K

ω +
r−1∑

=1
∫
K

ω = 0
because of Eq. (8.10) and of the fact that for k  r − 1
r∑

=1
∫
K

νk =
∫
X
dνk = 0
so that∫
Kr
νk = −
∫
Kk
νk = −1.
Thus, we see also that Eq. (8.11) is also valid for k = r . Let ψ˜k ∈ Sn−2(X) an extension of ψk
with support not touching K
 for 
 
= k.
Now consider
ω′ = ω −
r−1∑

=1
( ∫
K

ω
)
ν
 −
r∑
k=1
dψ˜k.
Because the ν
 are closed
dω′ = π
and because of Eq. (8.11) ω′|Kk = 0 for all k. This proves Lemma 20. 
Proof of Theorem 19. Let π ∈ L2,n(X). On each strate Xα of dimension n of X, π |Xα ∈
L2,n(Xα) and by hypothesis, one has∫
π |Xα = 0.
Xα
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on the faces of Xα . Then, one can define a (n− 1)-form ϕ on X by taking ϕα = ωα on Xα
ϕα = ωα if the dimension dα of Xα is n,
ϕβ = 0 if the dimension dβ of Xβ is n− 1.
Then π = dϕ, where ϕ ∈ Sn−1(X). 
Finally, we can prove
Theorem 21. Let X be a stratified space of dimension n with a complete stratification. Then
(i) If π ∈ W 1,n(X) is a closed n-form such that the periods of π are all 0, one has π = dω,
with ω ∈ Sn−1(X).
(ii) If π is a harmonic n-form with 0 periods, then π ≡ 0.
Proof. (i) We recall the mapping defined in Section 8.4
ρ :L2,n(X) → Cn(s)(X)
which associates to a n-form π ∈ L2,n(X) the n-cochain c = ρ(π) defined by
c(Xα) =
∫
Xα
πα if dα = dimXα = n.
If π ∈ W 1,n(X) with dπ = 0, then ρ(π) is a n-cocycle and induces a class [ρ(π)] ∈ Hn(X,C).
If the periods of π are all 0, this cocycle is thus 0 in cohomology, which means that there exists
a (n− 1)-cochain cn−1 with
ρ(π) = ∂∗cn−1. (8.12)
Now, one can always find a form ψ ∈ Γ (X,Λn−1X ) with
ρ(ψ) = cn−1 (8.13)
and because p commutes with ∂∗ and d (Lemma 14, Eq. (8.3)), one has from Eqs. (8.12)–(8.13)
that
ρ(π − dψ) = 0.
This means that π − dψ ∈ L2,n(X) such that∫
Xα
(π − dψ)α = 0 for all α with dα = n.
By Theorem 19, one has π −dψ = dω with ω ∈ Sn−1(X), so that π = d(ψ +ω) and ψ +ω ∈
Sn−1(X) because ω ∈ Sn−1(X), and ψ ∈ Γ (X,Λn−1X ).
(ii) If π is harmonic with 0 periods, by (i), π = dω, with ω ∈ Sn−1(X). But an harmonic form
is orthogonal dSn−1(X). Indeed, if ψ ∈ Sn−1(X), and π is harmonic
(π | dψ) =
∑
α
(πα | dψα)Xα =
∑
α
[
(δπα | ϕα)Xα +
∑
βα
(π(n)α | ψα|Xβ )Xβ
]
(8.14)
(using Lemma 5 of Section 5, Eq. (5.7)).
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denoted as θβ and∑
α
(∑
βα
(π(n)α | ψα|Xβ )Xβ
)
=
∑
β
(∑
αβ
π(n)α | θβ
)
Xβ
= 0
because
∑
αβ π
(n)
α = 0 using Eq. (5.14) of Section 5, because π ∈ Domd∗. Moreover in
Eq. (8.14) δπα = 0 for all α because πα is harmonic. So (π | dψ) = 0 for ψ ∈ Sn−1(X). In
particular if π = dω, ω ∈ Sn−1(X), ‖π‖2 = 0 and π = 0. 
8.5. The case of p-forms (p < n)
We notice first the obvious lemma.
Lemma 22. Let π ∈Hp(X) be a harmonic p-form. Then π |X(
) is inHp(X) for any p  
 where
X(
) is the 
-skeleton of X.
Proof. Indeed π |X(
) satisfies on X(
) the same differential equations dπα = 0, δπα = 0 and the
same boundary conditions on X(
) than on X. 
Theorem 23. Let π ∈ π ∈ Hp(X) be a harmonic p-form on X with 0 periods, X being a n-
dimensional stratified space with a complete stratification. Then π ≡ 0.
Proof. First π |X(
) is a p-form of maximal degree p on the p-skeleton X(p) of X and by
Lemma 22, this form is harmonic. So by Theorem 21,
π |X(p) ≡ 0. (8.15)
Now, π |X(p+1) is a harmonic p-form on the (p + 1)-skeleton X(p+1) of X with 0 periods
whose restriction to X(p) is 0 by Eq. (8.15). Thus, on each strate Xα of X(p+1) with dα = p + 1,
π |Xα is a closed p-form in W 1,p(Xα) with π |∂Xα = 0. Using the harmonic theory of the stratified
space Xα , with its natural stratification, we deduce
π |Xα = dδρα + PXα(π |Xα ) (8.16)
with δρα ∈ Sp−1(Xα) (see Theorem 10) and PXα so the harmonic projector for the harmonic
theory of Xα . Then PXα(π |Xα ) induces a harmonic p-form on X
(p)
α with 0 periods (because
π |∂Xα ≡ 0 and of Eq. (8.16)), so by Theorem 21,
PXα(π |Xα )|X(p)α ≡ 0. (8.17)
Then on Xα , PXα(π |Xα ) is a harmonic form with restriction 0 on ∂Xα and on each p-strate
Xβ in ∂Xα , the normal component of PXα(π |Xα ) is 0 (due to the boundary conditions on Xα).
So, all components of PXα (π |Xα ) are 0 on ∂Xα and PXα (π |Xα ) satisfies a elliptic system on Xα ,
so it is identically 0 in Xα . Thus, from Eq. (8.16), one has on the stratified space Xα
π |Xα = dν (8.18)
with ν ≡ δρ ∈ Sp−1(Xα). Moreover because of Eq. (8.15)
dν|∂Xα ≡ 0. (8.19)
V. Ancona et al. / Bull. Sci. math. 131 (2007) 422–456 455Now we consider the boundary ∂Xα ≡ X(p)α which is a union of strates Xβ with α  β (Xα in-
cident to Xβ ) and we consider∑
βα
(ν | ν) =
∑
βα
(νβ | δρβ)Xβ =
∑
αβ
(dνβ | ρβ)Xβ −
∑
αβ
∑
βγ
(νβ |Xγ | ρ(n)β )Xγ . (8.20)
But ν ∈ Sp−1(Xα), so that νβ |Xγ depends only on γ and not on β  γ and is then a θγ .
Moreover ρ ∈ Domd∗ (relative to the stratified space Xα) so that ∑βγ
βα
ρ
(n)
β |Xγ = 0 for any γ .
Thus, the last summation in Eq. (8.20) is
−
∑
γ
(
θγ |
∑
βγ
αβ
ρ
(n)
β |Xγ
)
≡ 0
and we know by Eq. (8.19) that dνβ = 0. Thus Eq. (8.20) shows that ν|X(p)α = 0.
So finally, on each Xα with dα = p + 1, we can write
π |Xα = dνα
and να|∂Xα = 0. This implies that
π |X(p+1) = dν (8.21)
with
ν|X(p) = 0. (8.22)
But because π |X(p+1) is harmonic, one verifies immediately that π |X(p+1) = 0. Indeed
(π |X(p+1) | π |X(p+1) )X(p+1) =
∑
α
dα=p+1
(πα | dνα)Xα
=
∑
α
(δπα | να)Xα +
∑
βα
(π(n)α | να|Xβ )
= 0
because δπα = 0 and να|Xβ = 0 by Eq. (8.22) if β  α.
Finally, one proves, exactly in the same manner, that
π |X(
) = 0
for all skeletons X(
) of X with p < 
 and thus π ≡ 0. 
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