Abstract. A quasitoric manifold is a smooth manifold with a locally standard torus action for which the orbit space is identified with a simple polytope. For a class of topological spaces, the class is called strongly cohomologically rigid if any isomorphism of cohomology rings can be realized as a homeomorphism. This paper shows the strong cohomological rigidity of the class of quasitoric manifolds over I 3 .
Introduction
For a class consisting of topological spaces, the cohomological rigidity problem asks whether two spaces in the class are homeomorphic if their cohomology rings are isomorphic as graded algebras. Such kind of problem has been considered for the classes of toric manifolds, quasitoric manifolds, Bott manifolds, and so on.
[CMS11] provides a broad survey about cohomological rigidity problems in toric topology.
A quasitoric manifold is a 2n-dimensional manifold with a locally standard action of T n = (S 1 ) n for which the orbit space is identified with a simple n-polytope. Here a locally standard T n -action means a T n -action locally modeled in the standard action, namely, the diagonal action of T n on C n . We recall the formal definition and some basic properties in Section 2.
Throughout this paper, we use the following notation.
Definition 1.1. Let P be a simple polytope. M P denotes the set of all weakly equivariant homeomorphism classes of quasitoric manifolds over P (see Definition 2.1). Similarly, M homeo P denotes the set of all homeomorphism classes, and M coh P denotes the set of all cohomology equivalence classes. Here a cohomology equivalence between two spaces X and Y means a graded ring isomorphism between H * (X; Z) and H * (Y ; Z). Then we have a sequence of surjections M P φ 1 / / M homeo P φ 2 / / M coh P , where φ 1 and φ 2 are the canonical projections.
The pioneer paper [DJ91] shows that, for any simple polytope P , we can calculate M P purely arithmetically (Theorem 2.5) and describe the composite φ 2 • φ 1 : M P → M coh P concretely (Theorem 2.9).
For the class of quasitoric manifolds, there are some affirmative results to the cohomological rigidity problem. With the notation above, the cohomological rigidity of quasitoric manifolds over a simple polytope P is paraphrased as follows. [DJ91] also shows the classification of quasitoric manifolds over the simplices and the convex polygons, which implies the cohomological rigidity of them. In [CPS12] , Choi, Park, and Suh showed the cohomological rigidity of M homeo ∆ n ×∆ m for any n and m. The author showed the cohomological rigidity of M homeo C n (m) * when n > 3 or m − n = 3, where C n (m) * denotes the dual of the cyclic n-polytope with m vertices.
The goal of this paper is to show the strong cohomological rigidity of M homeo I 3 (Theorem 8.1), which is defined as follows. Definition 1.3. A class consisting of topological spaces is called strongly cohomologically rigid if the following condition holds: for any graded ring isomorphism α : H * (Y ; Z) → H * (X; Z) between the integral cohomology rings of two spaces X, Y in the class, there exists a homeomorphism f : X → Y satisfying f * = α.
The strong cohomological rigidity of M homeo I 3 is partially shown in [Choi] . The n-stage Bott manifolds are a special subclass of quasitoric manifolds over I n . For details about Bott manifolds, see e.g. [CMS10] .
This paper is organized as follows. In Section 2, we recall some basic facts on a quasitoric manifold and the classification theorem of certain 6-manifolds by Jupp. In Section 3, we divide M I 3 into four subsets, of which the images under φ 1 we denote by M 1 , M 2 , M 3 and M 4 respectively. In Section 4, we prove that we only have to show the strong cohomological rigidities of M 1 , M 2 ∪ M 4 and M 3 respectively. M 1 is the set of 3-stage Bott manifolds, and hence it suffices to show the rigidities of M 2 ∪ M 4 and M 3 . We show the strong cohomological rigidity of M 2 in Section 5, and together with the results in Section 6, we obtain that of M 2 ∪ M 4 . In Section 7, we show the strong cohomological rigidity of M 3 . Finally, in Section 8, we obtain the strong cohomological rigidity of M homeo
and some additional results.
Preliminaries
This section is devoted to a brief review of the general theory of quasitoric manifolds. For details, see e.g. [BP02] and [H] .
First, let us recall some basic terms.
Definition 2.1. In this paper, we use the following terminology.
(1) T n denotes the n-dimensional torus (S 1 ) n .
(2) A convex n-polytope P is called simple if P has exactly n facets at each vertex. (3) Aut (P ) is the group of combinatorial self-equivalences of P . If P has exactly m facets F 1 , . . . , F m , then Aut (P ) is naturally regarded as a subgroup of the symmetric group S m = Sym ({F 1 , . . . , F m }). (4) R + is the set of non-negative real numbers. (5) An n-dimensional manifold with corners is a Hausdorff space having an atlas consisting of open subsets and homeomorphisms from them to open subsets of (R + ) n , such that the transition maps preserve the canonical stratification of (R + ) n . (6) Let X and Y be two T n -spaces. Then a map f : X → Y is called weakly equivariant if it satisfies the following condition: there exists an automorphism ψ of T n such that f (tx) = ψ(t)f (x) for any x ∈ X and any t ∈ T n . (7) We assume C n to be equipped with the diagonal action of T n . This action is called the standard action of T n .
We say that a smooth action of T n on a 2n-dimensional manifold is locally standard if the action is locally modeled in C n with the standard action. Precisely, we call the action is locally standard if there exists an atlas {(U, ϕ, V )} such that
• U and V are T n -invariant open subsets of M and C n respectively;
• ϕ : U → V is a weakly equivariant diffeomorphism. Remark that the orbit space for a locally standard action is naturally regarded as a manifold with corners. Definition 2.2. Let M be a smooth 2n-manifold with a locally standard T n -action, and P be a simple n-polytope. Then M is called a quasitoric manifold over P if the orbit space M/T n is homeomorphic to P as a manifold with corners.
As is mentioned in the previous section, we denote by M P the set of all weakly equivariant homeomorphism classes of quasitoric manifolds over P , and by M homeo P the set of all homeomorphism classes.
Hereafter, P denotes a simple n-polytope with exactly m facets F 1 , . . . , F m . Definition 2.3. Let λ = (λ 1 , . . . , λ m ) be an n-by-m matrix of integers. Then λ is called a characteristic matrix on P if the following non-singular condition for P holds: if F i 1 , . . . , F in meet at a vertex, then det(λ i 1 , . . . , λ in ) = ±1.
A characteristic matrix λ on P induces a certain equivalence relation ∼ λ on T n ×P , by which the quotient space M (λ) := T n × P/ ∼ λ is a quasitoric manifold over P (see e.g. [BP02] ).
To state the fundamental theorem to classification of quasitoric manifolds, we prepare the following notation.
Definition 2.4. Let Λ P denote the set of all characteristic matrices on P . GL(n, Z) acts on Λ P by left multiplication, (Z/2) m acts by multiplication with −1 on each column, and Aut (P ) ⊆ S m acts by the column permutation. We denote the quotient GL(n, Z)\Λ P /(Z/2) m by X P . Then the right Aut (P )-action on Λ P descends to an action on X P .
Theorem 2.5 (Davis and Januszkiewicz). For any simple polytope P , the map φ :
As is mentioned in Section 1, we use the following notation. Definition 2.7. Let f i be the number of (n − i − 1)-dimensional faces of P . Then the integer vector (f 0 , . . . , f n−1 ) is called the f -vector of P . We define the h-vector (h 0 , . . . , h n ) of P from the equation
Remark that the h-vector of a simple polytope determines the f -vector conversely. The map φ 2 • φ 1 : M P → M coh P is described as follows. For a quasitoric manifold M over P , π : M → P denotes the projection to the orbit space. Remark that, for each facet
is a closed submanifold of codimension 2.
Theorem 2.9 (Davis and Januszkiewicz). Let λ = (λ i,j ) be a characteristic matrix on P , and put M := M (λ). Then the integral cohomology ring of M is given by
is the Poincaré dual of π −1 (F i ), and I P , J λ are the ideals below:
Remark 2.10. The map T n ×P → T n ×P : (t, q) → (t −1 , q) preserves ∼ λ for any characteristic matrix λ on P , so it descends to an involution on M (λ). We call this involution the conjugation involution on M (λ). The conjugation involution induces −id :
Moreover, Davis and Januszkiewicz calculated the total Stiefel-Whitney class w(M ) and the total Pontrjagin class p(M ) of a quasitoric manifold M ([DJ91, Corollary 6.8]).
Theorem 2.11 (Davis and Januszkiewicz). With the notation in Theorem 2.9, we have the following formulae:
To close this section, we recall the classification theorem of certain 6-manifolds by P. E. Jupp. 
Calculation of M I 3
Notation 3.1. To calculate M I 3 = X I 3 /Aut (I 3 ), we use the following notation. Throughout this paper, we number the facets of I 3 by F 1 , . . . , F 6 so that the condition F i ∩ F i+3 = ∅ (i = 1, 2, 3) holds.
• ρ : Λ I 3 → X I 3 and φ : Λ I 3 → M I 3 denote the canonical projections, where we identify M I 3 with X I 3 /Aut (I 3 ) by Theorem 2.5.
• Λ * denotes the subset of Λ I 3 consisting of all elements in the form
• Put
• Define σ i , τ i ∈ Aut (I 3 ) (i = 1, 2, 3) by σ 1 := (1 2)(4 5), σ 2 := (1 3)(4 6), σ 3 := (2 3)(5 6), τ i := (i i + 3).
Lemma 3.2. The restriction of φ to C 0,0,0 ∪ C 0,0,2 ∪ C 0,2,2 ∪ C 2,2,2 is surjective.
Proof. First, we prove that the restriction of φ to Λ * is surjective. Let λ be an element of M I 3 and λ = (λ 1 , . . . , λ 6 ) ∈ Λ I 3 be a representative of λ. From the non-singular condition, we have |1, 2, 3| λ = ±1, so we can take λ ′ := (λ 1 , λ 2 , λ 3 ) −1 λ as a new representative of λ. λ ′ is in the form
Thus we see that any λ ∈ M I 3 has a representative in Λ * , namely, the restriction of φ to Λ * is surjective.
From the non-singular condition, det 1 x i y i 1 = ±1 (i = 1, 2, 3). This implies that each
Hence we obtain
Hence we see that
Thus we obtain the lemma.
Let us put P s 1 ,s 2 ,s 3 := Λ * (P s 1 , P s 2 , P s 3 ) and P s 1 ,s 2 ,s 3 := ρ(P s 1 ,s 2 ,s 3 ) (s i ∈ {+, −}, i = 1, 2, 3). Then we have
Moreover, we have the following diagram.
Thus we obtain the following lemma. Then, from the non-singular condition, we have x 1 x 2 x 3 = 0, −2.
• If x 1 x 2 x 3 = 0, then λ ∈ P −,−,+ ∪ P +,+,+ ∪ P +,−,− .
• If x 1 x 2 x 3 = −2, then
Thus we obtain the following lemma. 
Proof. Since C 0,0,2 = Λ * (P, P, N + ) ∪ Λ * (P, P, N − ) and σ 3 (ρ(Λ * (P, P, N + ))) = ρ(Λ * (P, P, N − )), we have φ(C 0,0,2 ) = φ(Λ * (P, P, N + )). It is obvious that φ(C ′ 0,0,2 ) = φ(Λ * (P, P, N + )).
Assume that
From the non-singular condition, we have 2x 1 y 2 = 0, 2.
• If x 1 y 2 = 0, then λ ∈ Λ * (P + , P + , N + ) ∪ Λ * (P − , P − , N + ).
• Thus we obtain the following lemma. Then we have φ(C 0,0,2 ) = φ(A 2 ∪ A 3 ∪ {χ 1 , χ 2 , χ 3 }).
For C 0,2,2 , we have the following. Then we have φ(C 0,2,2 ) = φ({χ 4 , . . . , χ 10 }).
Proof. Let λ ∈ C 0,2,2 . To prove the lemma, we only have to consider the following cases.
• If Then we have φ(C 2,2,2 ) = {φ(χ 11 )}. To prove the lemma, we can assume x 1 = 2, y 1 = 1 and x 2 , y 2 > 0. From the non-singular condition, we have 2y 2 x 3 + x 2 y 3 = 4, 6. By a direct calculation, Putting ρ of them λ 1 , λ 2 , λ 3 , we have σ 3 (λ 1 ) = λ 2 , and σ 2 • σ 1 (λ 1 ) = λ 2 .
Considering the action of Aut (I 3 ), we have the following diagram.
Here we denote ρ(χ i ) by χ i and ρ(γ i ) by γ i , where Summarizing Lemma3.2, Lemma3.4, Lemma3.6, Lemma3.7, Lemma3.8 and the above, we obtain the following lemma.
Lemma 3.9. M I 3 = φ(A 1 ∪ A 2 ∪ A 3 ∪ {χ 1 , χ 5 , χ 6 , χ 10 }).
Preparation for the topological classification
Hereafter, we use the following notation. we define H * (λ) and H * (λ; Z/2) by
where Z[X, Y, Z] is the graded polynomial ring generated by X, Y, Z of degree 2, and I λ is the ideal defined by
In addition, we define w 2 (λ) ∈ H * (λ; Z/2) and p 1 (λ) ∈ H * (λ) by
where we put u i := r i X + s i Y + t i Z (i = 1, 2, 3) and u 4 := X, u 5 := Y, u 6 := Z. By the isomorphism H * (λ) → H * (M (λ); Z) induced from
with the notation in Theorem 2.9, we identify H * (λ) with H * (M (λ); Z), w 2 (λ) with w 2 (M (λ)), and p 1 (λ) with p 1 (M (λ)). We also identify a graded ring automorphism
We say α is induced from L α . Remark 4.3. By Proposition 6.2 of [CMS10] , M 1 is the class of 3-stage Bott manifolds. As is mentioned in Section 1, in terms of this paper, [Choi] shows the strong cohomological rigidity of M 1 (Theorem 1.4). Proof. Let W = sY + tZ be an element of which the square is 0. Then 0 = W 2 = (sY + tZ) 2 = (−2s 2 + 2st − t 2 )Y Z = −{s 2 + (s − t) 2 }Y Z, so we have s = s − t = 0, namely, W = 0.
Remark 4.5. For any λ ∈ Λ * (Z 2 , Z 2 , C 2 ), since H * (λ)/(X) ∼ = R, the set {W ∈ H 2 (λ) : W 2 = 0} is equal to ZX or {0}.
This remark immediately yields the following lemma. 
Proof. Let λ 1 ∈ A 1 , λ 3 ∈ A 3 and assume that there exists an isomorphism α : H * (λ 1 ) → H * (λ 3 ). Since α preserves the elements of which the squares are 0, α descends to an isomorphism α : H * (λ 1 )/(Z) → H * (λ 3 )/(X). However, H * (λ 1 )/(Z) has non-zero degree 2 elements of which the squares are zero, but H * (λ 3 )/(X) ∼ = R does not. This is a contradiction. Then these α i 's descend to isomorphisms α 5 : H * (λ −1,−2 ) → H * (χ 5 ), α 6 : H * (λ 1,1 ) → H * (χ 6 ), α 10 : H * (λ −2,−2 ) → H * (χ 10 ), and they preserve the second Stiefel-Whitney classes and the first Pontrjagin classes. Thus we obtain the lemma by Theo 2.12.
In the subsequent sections, we use the following notation. For a characteristic matrix λ, Aut (λ) denotes the set of all graded ring automorphism of H * (λ).
Strong cohomological rigidity of M 2
Throughout this section, we denote by α an automorphism of Z[X, Y, Z] which descends to an isomorphism α :
be the corresponding matrix to α. Since α(X(X + sY + tZ)), α(Y (Y + 2Z)), α(Z(Y + Z)) are 0 in H * (λ x,y ), L α satisfies the following conditions. (a 3 , b 3 , c 3 ) .
Proof. a 1 = ±1 is immediately implied from a 2 = a 3 = 0 and det L α = ±1.
First, we show a 2 = ±a 3 . If a 2 = 0, then b 2 a 3 = c 2 a 3 = 0 from (4) and (5). Since (a 2 , b 2 , c 3 ) = 0, we obtain a 3 = 0. Similarly, we obtain a 2 = 0 from (7) and (8) if a 3 = 0.
Assume that a 2 , a 3 = 0. Let k be the greatest common divisor of a 2 and a 3 . Then
from (7). If we assume that a prime p divides a 3 /k, then
In the same way, we obtain c 3 ≡ 0 mod p from (8), but this is a contradiction since (a 3 , b 3 , c 3 ) ≡ 0 mod p. Thus we see that a 3 = ±k.
In the same way, we can show that any odd prime does not divides a 2 /a 3 from (4),(5). If we assume a 2 = ±2 m a 3 (m > 0), then we have
from (4). However, from Lemma 5.1, this is a contradiction since the left hand side is odd but the right is even. Thus we obtain a 2 = ±a 3 .
If a 2 + a 3 = 0, then a 3 (b 2 + b 3 ) = a 3 (c 2 + c 3 ) = 0 from (7),(8). Since b 2 + b 3 = c 2 + c 3 = 0 contradicts the linear independence of (a 2 , b 2 , c 2 ) and (a 3 , b 3 , c 3 ), we obtain a 2 = a 3 = 0.
If we assume a 2 = a 3 = 0 otherwise, then we obtain b 2 = b 3 , c 2 = c 3 from (4),(5), (7),(8). This also contradicts the linear independence of (a 2 , b 2 , c 2 ) and (a 3 , b 3 , c 3 ).
From Lemma 5.2 and (1),(2),(6) and (9), we obtain the following equations.
Remark that, since we have b 2 ≡ c 3 ≡ 1, c 2 ≡ 0 mod 2 from Lemma 5.1 and Lemma 5.2, b 2 + 2b 3 , b 2 − c 2 in (12) and 2b 3 − c 3 , c 2 + c 3 in (13) are non-zero.
Lemma 5.3. If 2b 2 − c 2 , c 2 + 2c 3 = 0, then
Proof. The former equal is immediately obtained from (12). Since a common divisor of b 2 − c 2 and 2b 2 − c 2 also divides b 2 and c 2 , b 2 − c 2 and 2b 2 − c 2 are coprime (remark that (a 2 , b 2 , c 2 ) = (0, b 2 , c 2 ) is a primitive vector). Thus, from (12), we see that 2b 2 − c 2 divides c 2 + 2c 3 and b 2 − c 2 divides b 2 + 2b 3 . We can prove similarly that b 2 + 2b 3 and c 2 + 2c 3 are coprime. In particular, k (12) has no other divisor than 1.
In the same way, we obtain the following lemma. 
The last equal is due to (10) and (11). Similarly, we have
The second equal is due to X(X + xY + yZ) = 0 and X(X + sY + tZ) = 0, and the last equal is due to (2X + xY + yZ) − {2X+a 1 (2b 1 + sb 2 + tb 3 )Y + a 1 (2c 1 + sc 2 + tc 3 )Z} = {x − a 1 (2b 1 + sb 2 + tb 3 )}Y + {y − a 1 (2c 1 + sc 2 + tc 3 )}Z and (10), (11).
By the classification theorem of Jupp (Theorem 2.12), we obtain the following corollary.
Corollary 5.7. M 2 is strongly cohomologically rigid.
For the convenience in the next section, we state the following lemma. The proof is quite straightforward.
Lemma 5.8. For any (s, t) ∈ Z 2 \ {(0, 0)},
In particular, #Aut (λ s,t ) ≥ 6.
6. Calculation of Aut (χ 1 )
In this section, α denotes an automorphism of Z[X, Y, Z] which descends to an automorphism of H * (χ 1 ), and
is the corresponding matrix. L α satisfies the following conditions.
Proof. A direct calculation shows
From the equation (14), we obtain
which implies b 3 ≡ 0 mod 2.
Proof. Remark that, from the previous lemma, c 2 − b 2 , c 3 − b 3 , c 3 − 2b 3 are odd. Let p be an odd prime, and consider the equations (14), . . . , (22) modulo p. Then, by a direct calculation, one can show that there exists no solution with c 2 − b 2 ≡ 0 mod p, c 3 − b 3 ≡ 0 mod p, or c 3 − 2b 3 ≡ 0 mod p. This implies that no prime divides them, namely, they are equal to ±1 respectively.
With these lemmas, solving (14), . . . , (22) straightforward, we obtain the following proposition. The latter half of the statement is due to Lemma 5.8.
From Remark 2.10, Lemma 4.8, Corollary 5.7 and Proposition 6.3, we obtain the following theorem.
Theorem 6.4. M 2 ∪ M 4 is strongly cohomologically rigid.
Strong cohomological rigidity of M 3
In this section, α denotes a graded ring automorphism of Z[X, Y, Z] which descends to an isomorphism H * (λ s,t ) → H * (λ x,y ), and
is the corresponding matrix. From Remark 4.5, α maps X to ±X. In other words, we obtain the following lemma.
Lemma 7.1. a 1 = ±1, b 1 = c 1 = 0.
As in Section 5, let θ i (i = 1, 2, 3, 4) denote the matrices 1 0 0 1 ,
We can prove the same lemma as Lemma 5.5, namely, we have the following.
Proof. From the previous lemma, 
Remark that they are equal to the equations (12) and (13) in Section 5. Therefore, if we show b 2 + 2b 3 , b 2 − c 2 , 2b 3 − c 3 , c 2 + c 3 = 0, we can prove the lemma in quite the same way as Lemma 5.5.
From (23), we have 0 ≡ c 2 2 mod 2, namely, c 2 ≡ 0, c 3 ≡ 1 mod 2. Then b 2 ≡ 1 mod 2 from (24). Thus we obtain b 2 + 2b 3 , b 2 − c 2 , 2b 3 − c 3 , c 2 + c 3 = 0. Since x ≡ sa 1 mod 2 from (25) and y ≡ ta 1 + a 2 mod 2 from (28), we obtain α(w 2 (λ s,t )) = w 2 (λ x,y ).
Next, we prove α(p 1 (λ s,t )) = p ( λ x,y ).
• If i = 1, we have a 2 = a 3 = 0, x = a 1 s, y = a 1 t from (25),(26),(27),(28).
• If i = 2, we have a 2 = x, a 3 = 0, sa 1 + a 2 + 2a 3 = 0, ta 1 + a 2 + a 3 = y.
• If i = 2, we have a 2 = 0, a 3 = −y, sa 1 + a 2 + 2a 3 = −x, ta 1 + a 2 + a 3 = 0.
• If i = 2, we have a 2 = x, a 3 = −y, sa 1 + a 2 + 2a 3 = 0, ta 1 + a 2 + a 3 = 0.
In any case, we have a 2 θ i (Y )+a 3 θ i (Z)+(sa 1 +a 2 +2a 3 )θ i (Y +2Z)+(ta 1 +a 2 +a 3 )θ i (Y +Z) = x(Y +2Z)+y(Y +Z), so α(p 1 (λ s,t )) − p 1 (λ x,y ) = 0.
Then we obtain the following corollary by Theorem 2.12.
Corollary 7.4. M 3 is strongly cohomologically rigid.
Conclusion
Finally, from Lemma 3.9, Remark 4.3, Lemma 4.6, Lemma 4.7, Theorem 6.4 and Corollary 7.4, we obtain the following theorem. is strongly cohomologically rigid.
I 3 and C 3 (6) * are the only simple 3-polytopes with h 1 = 3 (see Definition 2.7). In addition, it is known that the cohomology ring of a quasitoric manifold over I 3 and that of a quasitoric manifold over C 3 (6) * are not isomorphic (see [MP08, Theorem 5 .5]), and the cohomological rigidity of M homeo C 3 (6) is also known ([H, Theorem 5.12]). Then we obtain the following corollary (recall that the second Betti number is equal to h 1 from Theorem 2.8).
Corollary 8.2. The class of 6-dimensional quasitoric manifolds with the second Betti number 3 is cohomologically rigid.
