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Abstrat. We investigate the dissipativity properties of a lass of salar seond order paraboli
partial dierential equations with time-dependent oeients. We provide expliit ondition on the
drift term whih ensure that the relative entropy of one partiular orbit with respet to some other
one dereases to zero. The deay rate is obtained expliitly by the use of a Sobolev logarithmi
inequality for the assoiated semigroup, whih is derived by an adaptation of Bakry's Γ− alulus.
As a byprodut, the systemati method for onstruting entropies whih we propose here also yields
the well-known intermediate asymptotis for the heat equation in a very quik way, and without
having to resale the original equation.
Résumé. Cet artile propose une étude du méanisme de dissipation d'entropie pour une lasse
d'équations aux dérivées partielles paraboliques dont les oeients dépendent du temps. Sous des
ritères formulés expliitement en terme des oeients, nous établissons la déroissane exponen-
tielle de l'entropie relative d'une orbite par rapport à une autre, pour des équations n'admettant pas
de solution stationnaire. La méthode utilisée repose sur l'obtention d'une inégalité de type Sobolev
logarithmique pour le semi-groupe assoié, grâe à une adaptation du ritère de Bakry-Émery.
2001 Mathemati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1 Introdution
1.1 The Kullbak-Leibler Distane as a Partiular Φ-Entropy
Given two probability densities u, v on Rd, the entropy of u relative to v (also known in information
theory as their Kullbak-Leibler distane (see [10℄), although it is not a distane) is dened by
H(u|v) :=
∫
Rd
u(x) ln
(
u(x)
v(x)
)
dx. (1)
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Although this quantity does not satisfy the triangle inequality, it is always nonnegative and vanishes
only when u = v. These two fats are immediate onsequenes of the well-known Pinsker inequality
(see [12℄):
H(u|v) ≥ 1
2
|u− v|2L1 .
Thus the quantity H(u|v) may provide some notion of distane between u and v. In Partial
Dierential Equations H(u|v) may be useful in studying the asymptoti behavior of a dissipative
system. In this ontext v is in general a stationary solution (or in physial terminology a detailed
balane equilibrium), u is the orbit of some Kolmogorov (or some other paraboli) equation, and
H(u|v) is a dereasing funtion of time. In many ases this fat an be ombined with some lever
inequalities to show that v in fat attrats u in some appropriate metri. This is the basis of the
well-known entropy dissipation method (see [14℄), whih has been used to good advantage in many
examples suh as (linear or nonlinear) paraboli equations, kineti equations, et...
As is well-known from information theory and Statistial Physis (1) is a partiular instane of
a more general lass of entropies:
HΦ(u|v) :=
∫
Rd
v(x)Φ
(
u(x)
v(x)
)
dx, (2)
where Φ is any onvex funtion dened on [0,∞[. Formula (1) orresponds to the partiular hoie
Φ(z) = z log z whih has an interesting extensivity property [8℄, but as a general rule the dissipation
of entropy is a onvexity property whih has little to do with the spei properties of the z log z
funtion.
In this paper we investigate a lass of linear paraboli equations whih due to the presene of
time-dependent oeients have no stationary solution, but for whih orbits still do ome together
in the metri given by (1) or (2). More preisely, we will give expliit onditions on the oeients
whih ensure that the quantities (1) or (2) derease to zero for large time, with quantitative bounds,
for any two orbits u and v, that is, even when v is a non-stationary solution.
1.2 The Entropy Prodution for Linear Salar Advetion-Diusion Equations
Let us onsider a general multidimensional linear equation in the form:
∂u
∂t
+ divJ(u,∇u) = 0, (3)
where J is some speied ux funtion. Let Φ be any onvex funtion, and assume that J is suh
that this equation preserves positivity. Given two (time-dependent or not) positive solutions u and
v of this equation, we dene the quantity HΦ(u|v) at any time t by
HΦ(u|v) :=
∫
Rd
v(t, x)Φ
(
u(t, x)
v(t, x)
)
dx
(From here on, the notation dx will mean d−dimensional Lebesgue measure). The onvexity of Φ
implies a lower bound for HΦ(u|v) as follows: using Jensen's inequality with the probability measure
vdx∫
v dx
we obtain the inequality
∫
Rd
v(t, x)Φ
(
u(t, x)
v(t, x)
)
dx ≥
∫
Rd
v(t, x) dxΦ
(∫
Rd
u(t, x) dx∫
Rd
v(t, x) dx
)
.
If we assume that Φ(1) = 0 and that u and v have the same integral (whih we only have to assume
at time zero, sine equation (3) will preserve mass for reasonable solutions), we see that HΦ(u|v)
remains nonnegative.
Assuming that u and v vanish at innity, a straightforward omputation then yields:
d
dt
HΦ(u|v) =
∫
Rd
Φ′′
(u
v
)
∇
(u
v
)[J(u,∇u)
u
− J(v,∇v)
v
]
u dx. (4)
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Perhaps the best known ase of this general formula is the ase of a one-dimensional Kolmogorov
(also known as Fokker-Plank equation) equation admitting a detailed balane equilibrium m. In
this ase (3) takes the form:
∂u
∂t
− ∂
∂x
(
D(x)m(x)
∂
∂x
( u
m
))
= 0.
Taking v = m in (4) we obtain :
d
dt
HΦ(u|m) = −
∫
Rd
Φ′′
( u
m
)∣∣∣∣ ∂∂x
( u
m
)∣∣∣∣
2
Dmdx,
in whih one reognizes a generalization of the familiar Fisher information, the usual Fisher infor-
mation orresponding to the ase where D(x) = 1 for all x, together with the hoie Φ(r) = r log r.
Let us now go over to the ase of a general linear seond-order salar advetion-diusion equation:
∂u
∂t
+ div(b(t, x)u − a(t, x)∇u) = 0. (5)
Here b is a given vetor eld, and a is a given diusion matrix. For any two positive solutions u, v
to this equation, (4) now beomes:
d
dt
HΦ(u|v) = −
∫
Rd
Φ′′
(u
v
)[
∇
(u
v
)
· a∇
(u
v
)]
v dx. (6)
As expeted, this formula shows that linear transport does not play any role in the entropy prodution
(the expression does not involve the veloity eld b): in physial parlane, diusion here is the only
irreversible proess. Let us emphasize that, from the onvexity of Φ and the positive deniteness
of the diusion matrix a, we obtain that the relative entropy H(f |g) is a time-dereasing quantity,
whatever the solutions u, v are, and whatever the oeients b, a are. In partiular for
arbitrary time-dependent oeients b and a the system will have no detailed balane equilibrium ,
i.e. the problem
b(t, x)u(t, x) = a(t, x)∇u(t, x)
will have no solution at all. Note that in the ontext of Markov proesses, a similar dissipation
property was exhibited by Yosida, and Kubo (see [9℄).
The natural question then arises to investigate under whih (suient) onditions on the oe-
ients of the equation does the entropy derease to zero. In the lassial setup where one investigates
the trend toward a stationary solution, it is well-known that for a large lass of suh stationary so-
lutions, some Logarithmi Sobolev Inequality is available [11℄. This fat an be used to obtain a
Gronwall-type inequality for the entropy, thereby yielding exponential deay. The supplementary
diulty here is that the measure relative to whih the entropy is omputed moves along the ow,
in suh a way that lassial onditions whih ensure that a logarithmi Sobolev inequality will hold
annot be heked a-priori.
In the next setion we revisit a well-known prototype, the Ornstein-Uhlenbek equation with
onstant drift. This example shows that depending on the nature of the drift the entropy may deay
to zero in an exponential or algebrai fashion, or onverge to a nonzero value. Setion 3 ollets the
tehnial tools needed to show that for the ase where the diusion matrix is the identity matrix,
the solution of the evolution problem will satisfy the logarithmi Sobolev inequality at all positive
times. The asymptoti behavior of the entropy is obtained as an easy orollary in Setion 4. Finally
in Setion 5 we show that at least for the heat equation (but we believe for a muh larger lass of
paraboli problems), the hoie of the fundamental solution for v provides a very quik proof of the
lassial Gaussian intermediate saling.
2 The fundamental example: the Ornstein-Uhlenbek proess
Let us onsider the simplest ase. Denote by (X)t≥0 the solution of
dXt =
√
2Bt − λXt dt,
3
where (B)t≥0 is a standard Brownian motion on R and λ ∈ R is a onstant. This equation an be
solved as follows:
Xt = X0e
−λt +
√
2
∫ t
0
eλ(s−t) dBs.
As a onlusion, the measure Pt(·)(x) whih is dened as the law of Xt knowing that X0 = x is the
Gaussian measure with mean xe−λt and variane (1− e−2λt)/λ. One an then ompute the relative
entropy of Pt(·)(y) with respet to Pt(·)(x):
α(t) := H(Pt(·)(y)|Pt(·)(x)) = λ(x− y)
2
2(eλt − 1) ,
sine Pt(·)(y) and Pt(·)(x) have the same variane. Of ourse, in the ase when λ = 0, the above
formula has to be understood as
H(Pt(·)(y)|Pt(·)(x)) = (x− y)
2
4t
.
As a onlusion, three dierent behaviors an our:
• if λ > 0, then α dereases exponentially fast to 0, whih is natural sine Pt(·)(x) onverges
exponentially fast to its invariant measure N (0, 1/λ).
• if λ = 0, then α still goes to zero although Pt(·) does not onverge to a probability measure,
• if λ < 0, then α onverges exponentially fast to a nonzero limit:
α(t) =
−λ(x− y)2
2(1 − eλt) = −
λ
2
(x− y)2 − λ(x− y)
2
2(1− eλt)e
λt −−−→
t→∞
−λ
2
(x− y)2.
3 The loal Φ-Sobolev inequality for inhomogeneous diusion Semi-
groups
3.1 Notations
In this setion we onsider the family of formal ellipti partial dierential operators (Lt)t>0 dened
by
Ltf(x) :=
d∑
i,j=1
aij(t, x)∂ijf(x) +
d∑
i=1
bi(t, x)∂if(x), (7)
where (aij(t, ·))1≤i,j≤d is a denite positive diusion matrix and b(t, ·) is a given vetor eld on
R
d
, dened for all t > 0. Let us suppose that the oeients are smooth funtions of (t, x). This
family of operators (Lt)t≥0 generates a inhomogeneous Markov semigroup whih we will denote by
(Ps,t)0≤s≤t in the following sense. Writing as usual a as a = σσT , one an assoiate to (Lt)t≥0 the
solution of the following SDE:
Xx,rt = x+
∫ t
r
b(Xx,rs ) ds+
√
2
∫ t
r
σ(Xx,rs ) dBt
where (Bt)t≥0 is a standard Brownian motion on R
d
. Semigroup and probabilisti approahes are
linked by the fundamental relation
Ps,tf(x) := Ef(X
s,x
t ).
The Markov property of X an be translated into a omposition rule for the semigroup: for every
s ≤ t ≤ u,
Ps,uf(x) = E[f(X
s,x
u )] = E
[
f
(
X
t,X
s,x
t
u
)]
= E[Pt,uf(X
s,x
t )] = Ps,tPt,uf(x).
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This semigroup satises the well-known Kolmogorov equations:
∂sPs,tf = −LsPs,tf, ∂tPs,tf = Ps,tLtf. (8)
Let µ be a probability measure on Rd and u the density funtion of the law of Xt knowing that
L(X0) = µ. Then, for every smooth funtion f ,
E(f(Xt)) = E(E(f(Xt)|X0)) =
∫
P0,tf(x)µ(dx).
The It Formula ensures that, for every smooth funtion f and s ≤ t,
f(Xt)− f(Xs)−
∫ t
s
Lrf(Xr) dr
is a martingale. In other words,
Ef(Xt)− Ef(Xs)−
∫ t
s
ELrf(Xr) dr = 0.
As a onsequene, ∫ [
u(t, x)− u(s, x)−
∫ t
s
L∗ru(r, x) dr
]
f(x) dx = 0,
and u satises Equation (5) with initial ondition µ in a weak sense.
Following [2, 3℄, let us assoiate to Lt the two bilinear forms Γ(t) and Γ2(t) dened by:
Γ(t)(f, g) :=
1
2
[Lt(fg)− gLtf − fLtg],
Γ2(t)(f, g) :=
1
2
[LtΓ(f, g)− Γ(g, Ltf)− Γ(f, Ltg)].
We will write Γ(t)(f) instead of Γ(t)(f, f) and Γ2(t)(f) instead of Γ2(t)(f, f).
Remark 3.1 One an hek that
Γ(t)(f, g) = ∇f · a(t, ·)∇g = 1
2
∑
i=1
d∑
j=1
[aij + aji](t, ·)∂if∂jg.
Remark 3.2 The expression of Γ2 is muh more ompliated in the general ase. In the simple (but
informative) ase when a(t, ·) is the identity matrix, it is very easy to hek the following formula:
Γ2(t)(f) := ||Hess(f)||22 −∇f · Ja(b(t))∇f, (9)
where Hess(·) (resp. Ja(·)) stands for the Hessian (resp. Jaobian) matrix, and ||B||2 denotes the
Hilbert-Shmidt norm.
Remark 3.3 Notie that
∇f · Ja(b)∇f = ∇f · SJa(b)∇f,
where SJa(·) stands for the symmetri part of the Jaobian matrix i.e.,
SJa(b)ij =
Ja(b)ij + Ja(b)ji
2
.
The antisymmetri part of the Jaobian of b brings no ontribution in our study. One an think
about the following expliit example: onsider the 2-dimensional proess X solution of the following
SDE:
dXt = dBt −
(
1 1
−1 1
)
Xt dt.
The antisymmetri part of the drift indues a rotation whereas the symmetri part ensures the on-
vergene to equilibrium.
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Let Φ : I → R be a smooth onvex funtion dened on a losed interval I of R not neessarily
bounded. Let µ be a positive measure on a Borel spae (Ω,F). The Φ-entropy funtional EntΦµ is
dened on the set of µ-integrable funtions f : (Ω,F)→ (I,B(I)) by
Ent
Φ
µ (f) =
∫
Ω
Φ(f) dµ− Φ
(∫
Ω
f dµ
)
.
In what follows, µ is a probability measure. As a onsequene,
∫
Ωf dµ ∈ I and the denition make
sense. in the sequel, one has to make an extra assumption in order to derive interesting funtional
inequalities:
(u, v) 7→ Φ′′(u)v2 is non negative and onvex on I × I. (10)
Remark 3.4 The lassial variane and entropy are Φ-entropy funtionals respetively assoiated
to x 7→ x2 on I = R and x 7→ x log x on I = [0,+∞).
Denition 3.5 The semigroup (Ps,t)0≤s≤t is said to satisfy a loal Φ-Sobolev inequality with ons-
tants (Cs,t)0≤s≤t if for all s ≤ t and smooth funtion f ,
Ent
Φ
Ps,t(f) := Ps,t(Φ(g)) − Φ(Ps,tg) ≤ Cs,tPs,t
(
Φ′′(f)Γ(t)(f)
)
.
Remark 3.6 Under the so-alled Bakry-Émery riterion,
∃ρ ∈ R, ∀f smooth, Γ2(f) ≥ ρΓ(f),
homogeneous diusion semigroups satisfy a Poinaré and a logarithmi Sobolev inequality (see [4℄).
As a generalization, Φ-Sobolev inequalities an also be established (see [7℄).
Our aim is to take into aount the time dependene of the oeients of the diusion proess.
We will show that the appropriate adaptation of the Bakry-Émery riterion to that situation is as
follows:
∃ρ : t 7→ ρ(t) ∈ R, ∀f smooth, Γ2(t)(f) + 1
2
∂tΓ(t)(f) ≥ ρ(t)Γ(f), (11)
where ∂tΓ(t) is dened as
∂tΓ(t)(f, g) :=
d∑
i,j=1
∂taij(t, ·)∂if∂jg.
The key point in the homogeneous and diusive ase is to get the following ommutation relation
(whih turns out to be equivalent to Bakry-Émery riterion):
√
ΓPtf ≤ e−ρtPt
(√
Γf
)
.
In the following subsetion we derive suh a ommutation relation in the inhomogeneous ase.
3.2 The ommutation relation
Let s and t be two xed times, with 0 ≤ s ≤ t. The key point is the following lemma, whih desribes
how the dissipative mehanism tends to atten gradients:
Lemma 3.7 Suppose that the family of operators (Lt)t≥0 dened in (7) satises (11). For any τ
between 0 and t, the following inequality holds true:
√
Γ(τ)(Pτ,tg) ≤ exp
(
−
∫ t
τ
ρ(u) du
)
Pτ,t
(√
Γ(t)(g)
)
. (12)
Proof . For all u ∈ [τ, t], we dene β(u) by
β(u) = Pτ,u
(√
Γ(u)(Pu,tg)
)
,
6
and ompute its derivative by using (8). The ruial assumption that Lu is a diusion operator
ensures that
Lu(Φ(g)) = Φ
′(g)Lu(g) + Φ′′(g)Γ(u)(g). (13)
In order to make the exposition learer we denote Pu,tg as h and Γ stands for Γ(u). A straightforward
omputation leads to:
β′(u) = Pτ,u
(
Lu
√
ΓPu,tg +
1
2
√
Γ(Pu,tg)
{−2Γ(Pu,tg, LuPu,tg) + ∂uΓ(Pu,tg)}
)
= Pτ,u
[
1
2
√
Γh
LuΓh− 1
4(Γh)
3
2
ΓΓh− Γ(h,Luh)√
Γh
+
∂uΓ(h)
2
√
Γh
]
= Pτ,u
[
2(Γh)LuΓh− 4(Γh)Γ(h,Luh)− ΓΓh+ 2(Γh)(∂uΓh)
4(Γh)
3
2
]
= Pτ,u
[
4(Γh)Γ2(u)(h) − ΓΓh+ 2(Γh)∂uΓh
4(Γh)
3
2
]
.
Therefore we obtain:
β′(u)− ρ(u)β(u) = Pτ,u
[
4(Γh)(Γ2(u)(h) + (1/2)∂uΓh− ρ(u)Γh) − ΓΓh
4(Γh)
3
2
]
.
Following [4℄, one an show, thanks to the diusion assumption, that the riterion (11) implies that,
for all smooth funtions f ,
Γ2(u)(f) + (1/2)∂uΓf − ρ(u)Γf ≥ ΓΓf
4Γf
.
Remark 3.8 In the ase when a is the identity matrix, one an easily get derive this inequality from
the riterion (11) and the Cauhy-Shwarz inequality.
As a onlusion, β satisfy the following dierential inequality:
β′(u) ≥ ρ(u)β(u).
In other words, the funtion
u 7→ β(u) exp
(
−
∫ u
τ
ρ(v) dv
)
is an inreasing funtion on the interval [τ, t] whih implies that
β(τ) ≤ β(t) exp
(
−
∫ t
τ
ρ(u) du
)
.
This is preisely the desired inequality. 
3.3 Loal Φ-Sobolev inequalities
Theorem 3.9 Suppose that the family of operators (Lt)t≥0 dened in (7) satises (11). Then for
any times s, t with 0 ≤ s ≤ t and any positive funtion g, Ps,t satises the following Φ-Sobolev
inequality:
Ent
Φ
Ps,t
(g) ≤ c(s, t)Ps,t
(
Φ′′(g)Γ(t)(g)
)
,
where the onstant c(s, t) an be hosen as:
c(s, t) =
∫ t
s
exp
(
−2
∫ t
τ
ρ(u) du
)
dτ.
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Proof. Consider the funtion α : [s, t]→ R dened by :
α(τ) := Ps,τ (Φ(Pτ,tg)),
Let us ompute the derivative of α:
α′(τ) = Ps,τ
(
Lτ (Φ(Pτ,tg))− Φ′(Pτ,tg)LτPτ,tg
)
Thanks to the fat the diusion assumption, (13) ensures that
α′(τ) = Ps,τ
(
Φ′′(Pτ,tg)Γ(τ)(Pτ,tg)
)
.
The ommutation relation (12) ensures that
Φ′′(Pτ,tg)Γ(τ)(Pτ,tg) = Φ′′(Pτ,tg)
(√
Γ(τ)(Pτ,tg)
)2
≤ exp
(
−2
∫ t
τ
ρ(u) du
)
Φ′′(Pτ,tg)Pτ,t
(√
Γ(t)(g)
)2
.
Jensen inequality with the bivariate funtion (u, v) 7→ Φ′′(u)v2 (whih is assumed to be onvex
aording to (10)) ensures that
Φ′′(Pτ,tg)Pτ,t
(√
Γ(t)(g)
)2 ≤ Pτ,t(Φ′′(g)Γ(t)(g)).
As a onlusion,
α′(τ) ≤ exp
(
−2
∫ t
τ
ρ(u) du
)
Ps,τPτ,t
(
Φ′′(g)Γ(t)(g)
)
= exp
(
−2
∫ t
τ
ρ(u) du
)
Ps,t
(
Φ′′(g)Γ(t)(g)
)
.
Sine α(t) = Ps,t(Φ(g)) and α(s) = Φ(Ps,t(g)), the result follows upon integration of this inequality
between s and t. 
In the speial ase of Φ : x 7→ x log x, the loal logarithmi Sobolev inequality for the semigroup
(Ps,t)0≤s≤t an be stated as follows:
Corollary 3.10 Suppose that the family of operators (Lt)t≥0 dened in (7) satises (11). Then for
any times s, t with 0 ≤ s ≤ t and any positive funtion g, Ps,t satises the following logarithmi
Sobolev inequality:
EntPs,t(g) := Ps,t(g log g)− (Ps,tg) log(Ps,tg) ≤ c(s, t)Ps,t
(
Γ(t)(g)
g
)
, (14)
where the onstant c(s, t) an be hosen as:
c(s, t) =
∫ t
s
exp
(
−2
∫ t
τ
ρ(u) du
)
dτ.
Remark 3.11 If for every x ∈ Rd, the matrix (aij(t, x))i,j is bounded by the identity matrix (as
symmetri bilinear forms), then Γ(t)(g) ≤ |∇g|2 and Ps,t satises the lassial logarithmi Sobolev
inequality:
EntPs,t(g) ≤ c(s, t)Ps,t
(
|∇g|2
g
)
.
Remark 3.12 In the ase where ρ(t) = ρ for all t > 0, we reover the onstant
c(s, t) =
1
2ρ
(
1− e−2ρ(t−s)
)
provided by [4℄ in the homogeneous ase.
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4 The Kullbak-Leibler distane of two orbits of a paraboli prob-
lem
We now onsider the following paraboli equation (5):
∂v
∂t
(t, x) = L∗t v(t, x), t > 0, x ∈ Rd, (15)
v(0, x) = v0(x), x ∈ Rd, (16)
where L∗t stands for the adjoint of Lt with respet to the Lebesgue measure on R
d
.
If we assume that the initial data v0 satises a logarithmi Sobolev inequality, the result of the
previous setion may be used to show that the inequality is propagated in time:
Theorem 4.1 Assume the initial data v0 satises the following logarithmi Sobolev inequality: for
all smooth funtions f , ∫
f log fv0 −
∫
fv0 log
∫
fv0 ≤ d0
∫
Γ(0)(f)v0.
If the family (Lt)t≥0 satises the riterion (11). Then for any positive time, the solution v(t, ·) of
(15)(16) satises the following logarithmi Sobolev inequality∫
f log fv(t, ·)−
∫
fv(t, ·) log
∫
fv(t, ·) ≤ d(t)
∫
Γ(t)(f)v(t, ·),
where
d(t) := d0 exp
(
−2
∫ t
0
ρ(r) dr
)
+
∫ t
0
exp
(
−2
∫ t
τ
ρ(r) dr
)
dτ. (17)
Proof . For any positive funtion g we have:∫
g(x) log g(x)v(t, x) dx =
∫
E
[
f
(
X0,xt
)]
v0(x) dx =
∫
P0,t(g log g)(x)v(0, x) dx.
The integrand may be bounded from above by using the loal inequality (14) with s = 0, and the
logarithmi Sobolev inequality for v0:∫
P0,t(g log g)v(x, 0) dx ≤
∫
P0,tg log P0,tgv0(x) dx+ c(0, t)
∫
P0,t
(
Γ(t)(g)
g
)
v0(x) dx
≤ d0
∫
Γ(0)(P0,tg)
P0,tg
v0(x) dx+ c(0, t)
∫
P0,t
(
Γ(t)(g)
g
)
v0(x) dx.
The rst integral in the last inequality may be estimated by (12), and this ompletes the proof. 
We are now in a position to estimate the Kullbak-Leibler distane between two arbitrary orbits
of (15):
Theorem 4.2 Under the same assumptions as in previous theorem, let u be another solution of
(15) (i.e., orresponding to dierent initial data u0). Assume that u0 and v0 are positive. Dene
the relative entropy of u with respet to v at any positive time t by
H(u(t)|v(t)) :=
∫
u(t, x) log
u(t, x)
v(t, x)
dx.
This quantity is then bounded as follows for all positive times:
H(u(t)|v(t)) ≤ H(u(0)|v(0))c(t),
where
c(t) = exp
(
−
∫ t
0
1
d(s)
ds
)
, (18)
and d(t) is the onstant dened in (17).
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Proof . The proof is a straightforward appliation of Gronwall's lemma. Let us set g := u
v
; from (6)
with Φ(z) = z log z, we obtain
d
dt
H(u(t)|v(t)) = −
∫
Γ(t)(g)
g
v dx.
Therefore, Theorem 4.1 gives the following ontrol:
d
dt
H(u(t)|v(t)) ≤ − 1
d(t)
H(u(t)|v(t)),
whih gives the result. Let us onlude this setion by indiating what the obtained rate is when
the quantity ρ(t) may be taken to be a xed onstant ρ. If ρ = 0, then (17) gives d(t) = d0 + t,
therefore we get the algebrai deay
c(t) =
1
1 + t
d0
.
For ρ 6= 0, we have
d(t) = d0e
−2ρt +
1
2ρ
(1− e−2ρt),
and the integral in (18) may be omputed to yield
c(t) =
2ρd0e
−2ρt
1 + (2ρd0 − 1)e−2ρt .

5 An appliation to intermediate asymptotis
In the ase where a Kolmogorov equation has a rather trivial (e.g. onstant) asymptoti state, it is
often the ase that (due to the self similarity of the underlying Markov proess) some appropriate
resaling of the orbit shows struture (e.g. Gaussian), a phenomenon termed intermediate asymp-
totis by Barenblatt [5℄. To illustrate this point let us onsider the one dimensional linear heat
equation on the entire line:
∂u
∂t
=
1
2
∂2u
∂t2
, x ∈ R.
It is very easy to hek that for large times u onverges point wise to zero, but it is also very easy
to read o from the expliit form of the solution (as given in terms of the heat kernel) the following
point wise onvergene:
√
tu(y
√
t, t)→ C exp
(
−y
2
2
)
, (19)
where the onstant C may be determined from mass onservation. As is well-known, this onvergene
may be obtained by resaling the equation and onstruting an entropy funtional for the resaled
equation. Let us briey reall this argument. The rst step onsists in resaling the funtion u by
setting:
u(t, x) = α(t)v
(
x
β(t)
, τ(t)
)
,
where the saling funtions α(t), β(t), τ(t) are to be hosen so as to make the equation for v as simple
as possible, while preserving the mass onstraint:∫
Rd
u(t, x) dx = const.
These two requirements lead to the hoie
v(y, ln t) =
√
tu(y
√
t, t), (20)
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thus to the equation
∂v
∂τ
=
1
2
∂
∂y
(
yv +
∂v
∂y
)
.
The detailed balane equilibria for this equation are exatly all multiples of the standard Gaussian
density, i.e. take the form:
v∞(y) = C exp
(
−y
2
2
)
, (21)
for some onstant C. By the result of previous setion, the relative entropy
H(v|v∞) =
∫
R
v ln
v
v∞
dy (22)
dereases to zero for large times, whih implies that v onverges to a xed point of the form (21) for
some C.
This result, when rephrased in terms of u, is exatly the intermediate asymptotis (19). Note
that in this ase the onstant C is uniquely determined from the mass onservation relation:∫
R
u(t, x) dx =
∫
R
u(x, 0) dx.
The key point is now that by using the hange of variable x = y
√
t in (22) one obtains:
H(v|v∞) =
∫
R
u(t, x) ln
u(t, x)
C 1√
t
exp (−x22t )
dx,
whih is exatly the relative entropy of u with respet to the fundamental solution of the heat equa-
tion. The fat that this entropy is dissipated ombined with Pinsker's inequality now immediately
leads to the intermediate asymptoti (19), without having to resort to any resaling of the funtion
u.
In other words, the fundamental solution enodes the intermediate asymptotis.
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