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ABSTRACT
Spatial graphs with 4-valent rigid vertices and two single valent endpoints, called
assembly graphs, model DNA recombination processes that appear in certain species
of ciliates. Recombined genes are modeled by certain types of paths in an assembly
graph that make a “perpendicular” turn at each 4-valent vertex of the graph called
polygonal paths. The assembly number of an assembly graph is the minimum number
of polygonal paths that visit each vertex exactly once. In particular, an assembly
graph is called realizable if the graph has a Hamiltonian polygonal path.
An assembly graph Γˆ obtained from a given assembly graph Γ by substituting
every edge of Γ by a loop is called a loop-saturated graph. We show that a loop-
saturated graph Γˆ has an assembly number a unit larger than the size of Γ. For a
positive integer n, the minimum realization number for n is defined by Rmin(n) =
min{|Γ| : An(Γ) = n}, where |Γ| is the number of 4-valent vertices in Γ. A graph Γ
that gives the minimum for Rmin(n) is called a realization of assembly number n. We
denote by Rmin(n) the set of realization graphs for n. We prove that loop-saturated
graphs with assembly number n achieve the upper bound of Rmin(n). If a simple
assembly graph Γ has no loops then Γ ￿∈ Rmin(n).
With the introduction of left-additive, right-additive and middle additive oper-
ations, we study the properties of assembly graphs when composing increases their
assembly number. We also introduce the notion of height sequence, a non-increasing
sequence of positive integers, that counts the number of 4-valent vertices which the
polygonal paths contain. We show properties of a height sequence for loop-saturated
graphs.
Assembly graphs are represented by double-occurrence words called assembly words.
vi
An assembly word is strongly-irreducible if it does not contain a proper subword that
is also a double-occurrence word. We prove that, for every positive integer n there
is a strongly-irreducible assembly graph with assembly number n, and if a simple
assembly graph is strongly-irreducible, then Γ ￿∈ Rmin(n).
vii
1 Introduction
Gene assembly occurs during sexual reproduction of certain species of ciliates, and this
process transforms the micronucleus (MIC) into the macronucleus (MAC) through a
number of splicing operations. The macronucleus is very diﬀerent from the micronu-
cleus, both functionally and in terms of DNA sequences. All genes occur in both
the MIC and the MAC but in very diﬀerent forms. For each gene, however, one can
distinguish a number of segments called macronucleus destined segments (MDSs),
appearing in both the MIC and MAC form of that gene. In the MIC form, the MDSs
appear scrambled, inverted, and separated with non-coding DNA segments called in-
ternal eliminated sequences (IESs), which are bound by short repeats called pointers.
The MDSs are unscrambled and rearranged in MAC during the development.
Various theoretical models for DNA recombination have been proposed for both
DNA sequence reorganization [20, 21, 22] and topological processes of knotting [43].
DNA rearrangement in certain types of single celled eukaroytes with two nuclei were
modeled by L.F. Landweber and L. Kari [30, 31]. Subsequently D.M. Prescott, A.
Ehrenfeucht, G. Rozenberg, and a group of authors proposed an abstract model for
these rearrangements based on a string rewriting operation followed by a model based
on involvement of a new molecule called a template [39]. The model of template-
guided recombination proposed in [39] uses DNA templates derived from the mater-
nal micronucleus and guides assembly of the new micronuclei. A modification of this
model was proposed in [4] with RNA templates. These templates “identify” MDSs in
a MIC gene, and they determine the order in which these MDSs must be spliced. The
template-guided recombination is a 3-way process involving two molecules to be re-
combined (they can be part of the same, longer molecules) and the template which by
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containing an already recombined molecule shows the way the recombination should
be done. The model of template-guided recombination proposed in [4, 23] utilizes
spatial graphs as a physical representation of the DNA at the time of recombination.
The computational nature of gene assembly in ciliates was brought to the atten-
tion of the DNA computing community in a series of papers by L. Kari and L. F.
Landweber. Since then research on the computational nature of gene assembly in
ciliates has developed rapidly, and it has involved both biologists and computer scien-
tists [4, 8, 30, 31]. From the formal language theory perspective, the template-guided
recombination (TGR) system has been generalized by Daley and McQuillan [13]. The
refinement of this model that generates regular languages using the iterated TGR sys-
tem with a finite initial language and a finite set of templates, using fewer templates
and a smaller alphabet compared to that of Daley-McQuillan model is proposed by
Lila Kari and Afroza Rahman [25]. Lila Kari and Afroza Rahman also propose an
extension of the contextual template-guided recombination system (CTGR system)
by adding an extra control called permitting contexts on the usage of templates.
In ciliates, gene assembly has been a subject of intense research in the last few
years, both regarding the molecular details driving it, as well as the theoretical im-
plications of some mathematical models proposed for it [2, 3, 4, 14]. In particular, in
[3], definitions, properties, characteristics of assembly graphs, and a number of new
mathematically relevant notions are introduced. These include polygonal paths, min-
imum Hamiltonian set of polygonal paths (assembly number), composition of graphs,
and successful smoothings.
Motivated by DNA homologous recombinations modeled in [3] and the combina-
torial models for DNA rearrangements in ciliates [4], we investigate assembly graphs
with a minimum number of Hamiltonian set of polygonal paths (MHSP paths) and a
maximum number of 4-valent vertices.
In [3] and subsequently in [4], every MDS-IES micronuclear gene structure is mod-
eled by a spatial graph, and the assembly of a macronuclear gene is viewed as a
smoothing of every vertex in the graph. A macronuclear gene consisting of the or-
dered MDS segments are modeled with a polygonal path, a path with consecutive
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edges are neighbors with respect to the joint incident vertex. In other words, a polyg-
onal path makes a “90-degree” turn at every rigid 4-valent vertex.
A set of polygonal paths that visit every vertex exactly once in the assembly graph
is called a Hamiltonian set. The assembly number is the size of the minimum Hamil-
tonian set of polygonal paths for the assembly graph. This number corresponds to
the minimum number of genes that can result from the DNA rearrangement repre-
sented by the assembly graph. A composition of two (oriented) assembly graphs is
the directed simple assembly graph obtained by identifying the terminal vertex of one
with the initial vertex of the other [4]. In Section 2.3, we introduce right-additive,
left-additive, additive and middle additive operations with respect to compositing
the assembly graphs. These operations help us to determine how composing graphs
aﬀects the assembly number of graphs.
We say that an assembly graph is realizable if it can encode a single gene, in
other words, if the graph has a Hamiltonian polygonal path. We observe that the
assembly number increases if the polygonal paths are “forced” to travel along certain
edges. This enforcement can be obtained by introducing loops on the edges, therefore
introducing the necessity for the polygonal paths to visit the vertices of the loops. We
introduce the notion of a loop saturated graph Γˆ, and an interior loop saturated graph
Γˆ0 obtained by the addition of loops on the edges of a simple assembly graph Γ. Then
we study the assembly number of graphs Γˆ and Γˆ0, and we investigate possible lengths
of polygonal paths for these graphs. In Chapter 3, we define the height sequence for
simple assembly graphs as a sequence of positive integers indicating the number of
vertices in the polygonal paths. We show a one-to-one correspondence between the
set of minimum Hamiltonian sets of polygonal paths of Γˆ, and the set of Hamiltonian
sets of paths of Γ. We also find a relation between the assembly number of Γˆ and the
size of Γ.
A word w over a finite alphabet Σ is called a double-occurrence word (DOW), if
each letter of w occurs exactly twice in w. Simple assembly graphs can be represented
by double-occurrence words where each symbol in the word is a vertex in the graph.
This correspondence is represented in Chapter 2. If a double-occurrence word w can
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be written as a product w = uv of two non-empty double-occurrence words u and
v, then w is called reducible; otherwise, it is called irreducible. Reducible double-
occurrence words correspond to composing of assembly graphs. There are non-empty
double-occurrence words which do not contain a proper subword that is also a double-
occurrence word. Such double-occurrence words are called strongly-irreducible. In
Chapter 4, we include some counting and properties of strongly-irreducible double-
occurrence words. There is a one-to-one correspondence between the isomorphism
classes of simple assembly graphs with two endpoints and the reverse equivalence
classes of double-occurrence words [4].
For each double-occurrence word w = c1c2 · · · c2n that corresponds to a simple
assembly graph Γ, there is a corresponding chord diagram. A chord diagram that
corresponds to a double-occurrence word w of size n is a set of 2n points labelled
by symbols of the word on the circumference of a circle and then joined the two
points with the same label by a chord of the circle. A circle graph is an intersection
graph of the chord diagram, i.e., one whose vertices can be put into a one-to-one
correspondence with the chords of a circle. Two vertices are adjacent if, and only if,
their corresponding chords of the circle intersect. We denote the chord diagram and
respectively the circle graph that correspond to the DOW w with C(w) and S(w) .
In Chapter 5, we discuss bipartite circle graphs corresponding to realizable strongly-
irreducible assembly graphs. We prove that, for any positive integer n, there are
strongly-irreducible assembly graphs of assembly number n and, for each positive
integer m, there are strongly-irreducible assembly graphs of size m. The relation
between the number of vertices in an assembly graph and its assembly number is
studied in Chapter 6. All simple assembly graphs with an assembly number k have
at least 3k-2 vertices [4, 8]. For a positive integer k, the minimal realization number
for the assembly number k is defined by Rmin(k) = min{|Γ| : An(Γ) = k}, where
|Γ| is the number of 4-valent vertices in Γ. A graph Γ with Rmin(k) = |Γ| is called a
realization of the assembly number k or a minimal realization graph. We denote the
set of minimal realization graphs for k by Rmin(k). It is proved that Rmin(k) ≤ 3k−2
in [4] and results in Chapter 3 show that loop-saturated assembly graphs achieve this
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bound. In Chapter 6, we prove that, if a simple assembly graph has no loops, then it
is not in Rmin(k).
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2 Assembly graphs
Our motivation for studying the assembly graphs and their assembly numbers is the pro-
posed model for DNA recombination described in [4]. The model utilizes assembly graphs
as physical representations of the DNA structure in space during certain recombination pro-
cesses in which 4-valent vertices correspond to the alignment of the recombination site. A
single gene is modeled by a polygonal path in an assembly graph. In Section 2.1, we present
the definitions and the notations used in building a graph with rigid vertices. We also
consider double-occurrence words and their connection to assembly graphs. In particular,
we establish a convention of representing simple assembly graphs with double-occurrence
words. In Section 2.2, we present assembly numbers and their properties. The assembly
number corresponds to the minimum number of macronuclear genes obtained after correct
assembly is defined as the minimum cardinality of the Hamiltonian set of polygonal paths.
The length of a polygonal path is defined as the number of 4-valent vertices that the path
contains, and the height of the set of polygonal paths γ, denoted by Ht(γ), is defined as
a sequence of lengths of polygonal paths in γ. The relationship between the number of
vertices and the number of edges of an assembly graph helps us to investigate some prop-
erties of simple assembly graphs like height sequence. The minimum realization number,
Rmin(n), for a natural number n is defined in [2] as the minimum size of 4-valent vertices
of an assembly graph with assembly number n. Certain assembly graphs never decrease
the assembly number when they are composed. Graphs that always increase the assembly
number when composed represent “forbidden” structures in the graphs that encode a single
scrambled gene. In Section 2.3, we introduce right-additive, left-additive, and middle addi-
tive operations and with the help of these additive operations, we investigate such assembly
graphs. In Section 2.4, we consider reducible and irreducible assembly graphs and in Section
6
2.5 classification of double compositions of assembly graphs is included. Both sections 2.4
and 2.5 help to see relationship between assembly graphs and their assembly numbers.
2.1 Definitions of assembly words, graphs, and related concepts
For an n-tuple x = (x1, x2, . . . , xn) of elements of a set X, we define its reverse to be
(xn, . . . , x1) which is denoted by xR = (x1, x2, . . . , xn)R. Also define the set xrev = (x1, x2, . . . ,
xn)rev = {x,xR}. Two n-tuples x and y are called reverse equivalent if xrev = yrev,
and denoted by x ∼rev y. Given an n-tuple x = (x1, x2, . . . , xn), we denote by xcyc =
(x1, x2, . . . , xn)cyc the set:
(x1, x2, . . . , xn)cyc = ∪1≤i≤k(xi, xi+1, . . . , xk, x1, . . . , xi−1)rev
= {(x1, x2, . . . , xk), (x2, . . . , xk, x1), . . . , (xk, x1, . . . , xk−1), (xk, . . . , x1),
(xk−1, . . . , x1, xk), . . . , (x1, xk, . . . , x2)}
which consists of all cyclic permutations and reverses of (x1, x2, . . . , xk). Two n-tuples x
and y are called cyclically equivalent if xcyc = ycyc, which is denoted by x ∼cyc y. These
notations are defined in the same manner for multi-sets as well [2].
Let Γ = (V,E) be a graph whose vertices have degree 4 or 1. Denote by E(v) the set
of edges that are incident to a vertex v ∈ V . An edge in E(v) is repeated if, and only if,
it is a loop based at v. The cardinality of E(v) is called the valency of v. Let v ∈ V and
E(v) = {e1, e2, e3, e4}. For each v we fix an order of E(v) expressed by (e1, e2, e3, e4). We
denote by Ecyc(v) the set (e1, e2, e3, e4)cyc. We say that e2 and e4 are neighbors with respect
to v to e1 (or e3). Vice versa, e1 and e3 are neighbors to e2 (or e4). Note that we allow two
of the edges incident to a vertex v to be equal. This does not change the degree of the vertex
v, nor the definition of a neighbor. For example, if edges e1 and e2 are equal, then this edge
is a neighbor to itself, and it is a loop. Similarly if e1 and e3 are equal, then this edge is not
a neighbor to itself. Diagrammatically, the vertex v can be considered as a small disk such
that incident edges are attached to the boundary of the disk at a point called “the entering
point” of e. The edges incident to v are sketched such that if one traces the boundary of
the disk clockwise, then the entering points of the edges from E(v) are encountered in the
order found in Ecyc(v) [2]. The pair (v,Ecyc(v)) is called a rigid vertex.
7
Example 2.1.1 Consider the graph given in Figure 2.1. We have E(v2) = (e2, e5, e3, e6)
and according to the cyclic order of the edges, the 4-tuple (e2, e5, e3, e6) can be associated
to vertex 2. Therefore, (2, (e2, e5, e3, e6)cyc) is a rigid vertex in Γ.
e0
e1
e2
e3
e4
e5
e6v0
v1 v2
v3
v f
e0 e1
e2
e3
v0
v1
v2
v3
e4
e5
e6
e7
e8
v4
v f
Simple Not Simple
Figure 2.1: A simple assembly graph that corresponds to an assembly word w = 112332
(left) and a non-simple assembly graph (right).
Definition 2.1.2 An assembly graph is a finite connected graph whose all vertices are rigid
vertices of valency 1 or 4. A vertex of valency 1 is called an end point.
Definition 2.1.3 Two assembly graphs Γ1 = (V1, E1) and Γ2 = (V2, E2) are isomor-
phic if there is a graph isomorphism ψ that preserves the cyclic order of each rigid
vertex. More specifically, for a graph isomorphism ψ = (ψv,ψe : Γ1 → Γ2) with
ψv : V1 → V2 and ψe : E1 → E2, for every rigid vertex (v, (e1, e2, e3, e4)cyc) in Γ1, we
have (ψv(v), (ψe(e1),ψe(e2),ψe(e3),ψe(e4))
cyc) = (ψv(v), E
cyc(ψe(e1, e2, e3, e4)).
Definition 2.1.4 A transverse path in Γ is a sequence γ = (v0, e1, v1, e2, . . . , en, vn) satis-
fying the following conditions:
(1) v0, . . . , vn is a sequence of a subset of vertices of Γ, with possible repetition of the
same vertex at most twice,
(2) {e1, e2, . . . , en} is a set of distinct edges, and
(3) each ei is not a neighbor to ei−1 with respect to the rigid vertex vi−1, i ∈ {2, . . . , n},
and in the case where v0 = vn is a 4-valent vertex, e1 is not a neighbor of en with respect
to the rigid vertex v0.
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Figure 2.2: A transverse path (v0, e0, 1, e1, 1, e2, 2, e3, 3)(b), and a polygonal path
(1, e2, 2, e5, 3)(c) for the simple assembly graph (a).
Example 2.1.5 In Figure 2.2 (a) example of an assembly graph with two endpoints is de-
picted. A transverse path that visits all the edges is given by (v0, e0, 1, e1, 1, e2, 2, e3, 3, e4, 3,
e5, 2, e6, ef ).
A transverse path may be considered as an image of a continuous map from the unit
interval [0,1] to Γ, where the image of the boundary points ({0} ∪ {1}) consists of either
two points of Γ, or a single 4-valent vertex. An Eulerian path in a graph Γ is a path which
visits each edge of Γ exactly once.
Definition 2.1.6 An assembly graph Γ is called simple if there is a transverse Eulerian
path in Γ.
In a simple assembly graph Γ there is a transverse path γ that contains every edge
exactly once. An example of a simple assembly graph and a non-simple assembly graph are
depicted in Figure 2.1(left) and Figure 2.1(right), respectively.
A finite set Σ is called an alphabet and a word is an element in the free monoid Σ∗. The
number of occurrences of a symbol t in a word w is denoted |w|t. For each w ∈ Σ∗, the
domain of w is the set dom(w) = {t : t ∈ Σ, and |w|t ≥ 1 }.
Definition 2.1.7 A double-occurrence word over alphabet Σ is a word w such that for every
t ∈ Σ, t ∈ dom(w) implies |w|t = 2. The length of the double-occurrence word w equals
2dom(w).
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Example 2.1.8 Consider a finite alphabet, Σ = {1, 2, 3, 4}. Then the word w = 14321243
is a double-occurrence word over alphabet Σ.
For a word w = w1w2 · · ·wn, we continue to use the notation wcyc to denote
(w1, w2, . . . , wn)cyc and wrev for {w,wR} where wR = wnwn−1 · · ·w2w1. We say that v is
reverse equivalent to w, (v ∼rev w), if vrev = wrev and v is cyclic equivalent to w, (v ∼cyc w),
if vcyc = wcyc.
Let Γ be a simple assembly graph with two endpoints, and let γ = (v0, e1, v1, e2, . . . , en, vn)
be a transverse Eulerian path in Γ where v0, vn are end points. Then the corresponding
double-occurrence word is defined to be w = v1v2 · · · vn−1, where the vertices are regarded
as symbols. In the case of a simple assembly graph with no endpoints and with a transverse
Eulerian path γ = (v0, e1, . . . , en), the corresponding double-occurrence word is v0v1 · · · vn−1.
Conversely, for a given double-occurrence word a1a2 · · · an over some alphabet Σ, we can
construct a simple assembly graph by connecting vertices labeled by a1, a2, . . . , an consec-
utively from a1 to a2, a2 to a3, and so on, i.e., at every vertex the outgoing edge is not a
neighbor of the incoming edge. One can obtain an assembly graph with no endpoints by
adding an edge from an to a1.
For a double-occurrence word w, the corresponding assembly graph is denoted by Γw.
Whether Γw is an assembly graph with two endpoints or no endpoints will be stated within
the context.
Definition 2.1.9 An assembly word w is a double-occurrence word over finite alphabet
Σ = {1, 2, . . . , n} such that the symbol i that appears for the first time is preceded by
1, 2, . . . , i− 1.
For example, the assembly word that corresponds to the simple assembly graph depicted
in Figure 2.1 is w = 112332.
Remark 2.1.10 The number of 4-valent vertices in Γ is denoted by |Γ|. An assembly graph
Γ is said to be of order n if |Γ| = n and of size m if |E(Γ)| = m. An assembly graph Γ
of order n and size m is also called an (n, m)-graph. An assembly graph is called trivial if
|Γ| = 0. Note that the definition of assembly graph implies that the number of endpoints is
always even. So |Γ| = |V (Γ)|− 2 if Γ has endpoints and |Γ| = |V (Γ)| if Γ has no endpoints.
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Lemma 2.1.11 Let Γ be a simple assembly graph of order n. Then
|E(Γ)| =
 2n+1 if Γ has two endpoints,2n if Γ has no endpoints
Proof. A simple assembly graph Γ with |Γ| = n has an Eulerian transverse path that visits
every edge exactly once and every 4-valent vertex twice. It follows that, if Γ has two end
points, then Γ has size 2(number of 4-valent vertices)+1 = 2n+1 and if Γ has no endpoint,
then Γ has size 2(number of 4-valent vertices) = 2n. ✷
Definition 2.1.12 Two transverse paths with endpoints are equivalent if they are either
identical, or one is the reverse of the other. Two transverse paths γ1 and γ2 without
endpoints are equivalent if they have the same cyclic order, that is, γcyc1 = γ
cyc
2 . Transverse
path uniquely determines the assembly graph up to isomorphism [8].
Given a simple assembly graph Γ with two endpoints, choose one of them to be initial (i)
and the other to be terminal (t). We call Γ a directed simple assembly graph with direction
from i to t. We consider the transverse path of a directed simple assembly graph as a path
starting at the vertex i and terminating at the vertex t.
Definition 2.1.13 The composition of two directed simple assembly graphs Γ1 and Γ2,
denoted by Γ1◦Γ2, is the directed simple assembly graph obtained by identifying the terminal
vertex of Γ1 with the initial vertex of Γ2.
Note that the initial vertex of Γ1 ◦Γ2 is the initial vertex of Γ1, and the terminal vertex
of Γ1 ◦Γ2 is the terminal vertex of Γ2. If the double-occurrence words u and v with disjoint
domains correspond to the directed simple assembly graphs Γ1 and Γ2, respectively, then
the concatenation uv corresponds to the composition Γ1 ◦ Γ2. In general, Γ1 ◦ Γ2 is not
isomorphic to Γ2 ◦ Γ1; for example, take Γ1 represented by xx and Γ2 by yyzttz.
Definition 2.1.14 Let u and v be non-empty double-occurrence words with distinct sym-
bols. If a double-occurrence word w can be written as a product w = uv, then w is called
reducible; otherwise, it is called irreducible. Similarly, if Γ = Γ1 ◦ Γ2 for some non-trivial
directed assembly graphs Γ1 and Γ2, then Γ is called reducible. Otherwise it is called
irreducible.
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Figure 2.3: Composition of two simple assembly graphs.
Theorem 2.1.15 [32] The catenation operation for words on an alphabet Σ is associative.
The empty word λ is an identity element for the operation.
Lemma 2.1.16 Composition of simple assembly graphs is associative.
Proof. Follows directly from Theorem 2.1.15 and the fact that Γw1 ◦ Γw2 = Γw1w2 . ✷
2.2 Polygonal paths and smoothing of assembly graph
Definition 2.2.1 A polygonal path is a path γ = v1e1v2e2 · · · em−1vm−1emvmem+1vm+1 in
which every pair of consecutive edges ei and ei+1 are neighbors with respect to their common
incident vertex for each i ∈ {1, 2, . . . ,m}.
Definition 2.2.2 A set of pairwise disjoint polygonal paths {γ1, γ2, . . . , γk} in Γ is called
Hamiltonian if their union contains all 4-valent vertices of Γ. A polygonal path γ is called
Hamiltonian if the set {γ} is Hamiltonian.
Let Γ be a directed (oriented) simple assembly graph with 4-valent rigid vertices V =
{v1, v2, . . . , vm} corresponding to a double-occurrence word w. We have dom(w) = V . A
12
Example 2.2.3 In Figure 2.4, an assembly graph is given with Hamiltonian set of polygonal
paths γ = {γ1, γ2, γ3}.
1
2
3 4
5e0
e1
e2
e3
e4
e5
e6
e7
e8
e9
e10
e11
e f
Γ1
Γ2Γ3
Figure 2.4: Hamiltonian set of polygonal paths γ = {γ1, γ2, γ3}.
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Figure 2.5: Simple assembly graphs and polygonal paths in red lines; in the right, there are
two polygonal paths, one of which is a singleton containing the vertex 4.
smoothing of a 4-valent vertex is defined in a similar manner as a smoothing of a crossing
of a knot diagram; a neighborhood of a vertex is removed and two parallel arcs are at-
tached. Each smoothing at a vertex is either orientation preserving (parallel smoothing, or
p-smoothing) or non-preserving (non-parallel smoothing, or n-smoothing). As depicted in
Figure 2.6, use a convention of placing thin rectangles, called markers, at 4-valent vertices
to indicate two types of smoothing.
One can see smoothing at a vertex v as a splitting of the vertex v to two 2-valent
vertices such that the pairs of the edges incident to the same vertex after the smoothing
are neighbors at v. An open neighborhood of a 2-valent vertex is homeomorphic to an open
interval; hence, such vertices are depicted by arcs.
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Figure 2.6: Two types of smoothing, parallel (p-)smoothing (left) and non-parallel (n-)
smoothing (right).
?
v
?
e1 2 1 2e e ev
Figure 2.7: Smoothing at a vertex v with respect to a polygonal path γ.
The set of Hamiltonian polygonal paths can be related to the set of smoothings as follows.
Let Γ be an assembly graph. Let γ = {γ1, γ2, . . . , γk} be a Hamiltonian set of polygonal
paths for Γ.
Definition 2.2.4 A smoothing of a 4-valent vertex v in Γ with respect to a polygonal path
γ1 ∈ γ is a smoothing such that the neighboring edges traversed by γ1 at v remain connected
after the smoothing.
A smoothing of Γ with respect to a Hamiltonian set of polygonal paths γ = {γ1, γ2, . . . , γk}
is the graph obtained after smoothing of every 4-valent vertex v with respect to the path
from γ that visits v.
Intuitively, the polygonal paths indicate the way a DNA rearrangement can occur at
a given recombination site and indicate the types of smoothing that correspond to these
rearrangements. Note that the smoothing consists of arcs and closed curves (topologically
circles).
Definition 2.2.5 Let Γ be an assembly graph. The assembly number of Γ, denoted by
An(Γ), is An(Γ) = min{ k | there exists a Hamiltonian set of polygonal paths {γ1, . . . , γk}
in Γ}.
The Hamiltonian set of polygonal paths that achieve the An(Γ) is called a minimum Hamil-
tonian set of polygonal paths.
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Example 2.2.6 Consider assembly graphs depicted at Figure 2.5. The assembly graph
depicted at Figure 2.5 (left) has a minimum Hamiltonian set of polygonal path {γ1} where
γ1 = 1e32. Because there is no a polygonal path that includes all the vertices of the assembly
graph at the right, it has a minimum Hamiltonian set of polygonal paths β = {β1,β2} with
β1 = 1e22e53 and β2 = 4.
Motivated by realizable words discussed in [14], a simple assembly graph Γ is called
realizable if An(Γ) = 1; otherwise, it is called unrealizable. For instance a simple assembly
graph depicted in Figure 2.5 (right), is realizable.
For a positive integer n, we define the minimum realization number for n to be Rmin(n) =
min{|Γ| : An(Γ) = n}, where |Γ| is the number of 4-valent vertices in Γ. A graph Γ such
that Rmin(n) = |Γ| is called a realization of Rmin(n).
The following properties hold for Rmin [4]:
(i) For every positive integer n, Rmin(n) < Rmin(n+ 1).
(ii) If Rmin(n) = k for some n and k, then for every s ≥ k there is an assembly graph Γ
with s 4-valent vertices such that An(Γ) = n.
(iii) Rmin(n) ≤ 3(n− 1) + 1 for every positive integer n.
Lemma 2.2.7 [4] For each pair of directed simple assembly graphs Γ1 and Γ2, one of the
following equalities hold:
An(Γ1 ◦ Γ2) = An(Γ1) + An(Γ2), or
An(Γ1 ◦ Γ2) = An(Γ1) + An(Γ2)− 1
Lemma 2.2.8 [4] For any positive integer n, there exist
(i) a reducible assembly graph Γ such that An(Γ) = n,
(ii) an irreducible assembly graph Γ such that An(Γ) = n, and
(iii) an assembly graph Γ with no endpoints such that An(Γ) = n.
2.3 Additive property of simple assembly graphs
In this section, we introduce right-additive, left-additive, additive and middle additive oper-
ations with respect to composition of assembly graphs. These operations will help to deter-
mine the eﬀect of graphs composition on the assembly number of the graphs. Graphs that
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necessarily increase the assembly number upon composition represent “forbidden” struc-
tures in the graphs that encode a single scrambled gene. For the rest of this section, we
investigate such assembly graphs.
Definition 2.3.1 An assembly graph Γ is left-additive and respectively right-additive if for
any assembly graph Γ￿, An(Γ ◦ Γ￿) = An(Γ) + An(Γ￿) and An(Γ￿ ◦ Γ) = An(Γ￿) + An(Γ). If
an assembly graph is both left-additive and right-additive, it is called additive.
If an assembly graph Γ satisfies An(Γ1 ◦ Γ ◦ Γ2) = An(Γ1) + An(Γ) + An(Γ2) for any
assembly graphs Γ1 and Γ2, then it is called middle additive.
Example 2.3.2 The assembly graph Γ that corresponds to a double-occurrence word w =
2332445665 is middle additive, Figure 2.8(b), see also [8].
1 2
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8
An￿￿1￿ ￿ 1￿a￿ An￿￿￿ ￿ 1￿b￿ An￿￿2￿ ￿ 1￿c￿ An￿￿1 ￿ ￿ ￿ ￿2￿ ￿ 3￿d￿
Figure 2.8: Middle additive assembly graph Γ (b) corresponds to w = 2332445665.
Remark 2.3.3 If an assembly graph is middle additive, then it is also left-additive and
right-additive. Given a middle additive assembly graph Γ, consider Γ1 and Γ2 such that
either Γ1 or Γ2 is the trivial assembly graph with no 4-valent vertices. If Γ1 is trivial, then
Γ1 ◦ Γ ◦ Γ2 = Γ ◦ Γ2 and An(Γ1 ◦ Γ ◦ Γ2) = An(Γ) + An(Γ2) = An(Γ ◦ Γ2). Hence Γ is
left-additive. A symmetric argument shows that Γ is right-additive.
We denote the assembly graph corresponding to the assembly word 11 by Γ(1).
Example 2.3.4 Let Γ1, Γ2 and Γ3 denote the assembly graphs corresponding to the words
122133, 112332 and 12213443 respectively. Then Γ1 is right-additive as An(Γ(1) ◦Γ1) = 2 =
An(Γ(1)) + An(Γ1) but it is not left-additive, as An(Γ1◦Γ(1)) = 1 ￿= An(Γ(1)) + An(Γ1) = 2.
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Similarly, one can show that Γ2 is not right-additive but left-additive, and Γ3 is additive.
Yet, Γ3 is not middle additive, as An(Γ(1) ◦ Γ3 ◦ Γ(1)) = 2.
1 2
3
￿a￿
Left￿additive
1
2
3
4
￿b￿
Additive
1
2
3￿c￿
Right￿additive
Figure 2.9: Left-additive, additive, and right-additive assembly graphs correspond to as-
sembly words 112332, 12213443 and 122133, respectively.
Theorem 2.3.5 Let Γ be an assembly graph. If for every minimum Hamiltonian set of
polygonal paths {γ1, . . . , γk} none of γis starts or ends at a vertex adjacent to the initial
endpoint (or terminal endpoint, respectively), then Γ is right-additive (left-additive, respec-
tively).
Proof. Let Γ be an assembly graph such that any minimum Hamiltonian set of paths
γ￿ = {γ1, . . . , γk}, where k is a positive integer, has the property that none of the polygonal
paths in γ￿ ends at a vertex adjacent to the initial endpoint of Γ. We will show that Γ is
right-additive.
It is known [4] that An(Γ1 ◦ Γ2) = An(Γ1) + An(Γ2) or An(Γ1) + An(Γ2) − 1 for any
assembly graphs Γ1 and Γ2. Hence we derive a contradiction after assuming that there is
an assembly graph Γ￿ with An(Γ￿) = m such that An(Γ￿ ◦ Γ) = k +m− 1.
Let γ = {γ1, . . . , γk+m−1} be a Hamiltonian set of polygonal paths of Γ￿ ◦ Γ. Then from
the condition that An(Γ) = k and An(Γ￿) = m, there is a path, say γ1, that goes through
the edge connecting Γ￿ to Γ. Assume without loss of generality that the set {γ2, . . . , γk￿}
consists of the other paths contained in Γ. Cut the path γ1 into two paths: γ￿1 contained
in Γ￿ and γ￿￿1 contained in Γ. Then {γ￿￿1 , γ2, . . . , γk￿} is a Hamiltonian set of polygonal paths
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of Γ. But γ￿￿ passes through the initial point of Γ and therefore this set of polygonal
paths is not minimal. Since An(Γ) = k, we have k￿ + 1 ≥ k, so that k￿ − k > 0. This
Γ￿ has a Hamiltonian set of polygonal paths {γ￿1, γk￿+1, . . . , γk+m−1} whose cardinality is
(k +m− 1)− k￿ + 1 = m− (k￿ − k) < m, which contradicts An(Γ￿) = m. ✷
Lemma 2.3.6 Let Γ be an assembly graph and let Γ(1) be the loop 11. Then
1. Γ is right-additive if and only if An(Γ(1) ◦ Γ) = An(Γ) + 1,
2. Γ is left-additive if and only if An(Γ ◦ Γ(1)) = An(Γ) + 1,
3. Γ is middle additive if and only if An(Γ(1) ◦ Γ ◦ Γ(1)) = An(Γ) + 2.
Proof. For each of the three statements, one of the implications is immediate from the
definition of left-additive, right-additive and middle additive. We will prove the converse of
the last statement and note that the other two statements can be shown similarly. Suppose
that An(Γ(1) ◦ Γ ◦ Γ(1)) = An(Γ) + 2, and let Γ￿,Γ￿￿ be two assembly graphs with assembly
numbers k1 and k2, respectively. Let An(Γ) = k. We have that k1 + k + k2 − 2 ≤ An(Γ￿ ◦
Γ ◦ Γ￿￿) ≤ k1 + k + k2. We show that the equality on the right-hand side must hold.
Let γ = {γ1, . . . , γm} be a Hamiltonian set for the composition Γˆ = Γ￿ ◦ Γ ◦ Γ￿￿. The
paths in γ contain vertices only from Γ, or only from Γ￿ or only from Γ￿￿, except in the
following three mutually exclusive cases: (1) there is one path in γ that contains vertices
from all three graphs Γ￿,Γ,Γ￿￿, (2) there are two paths in γ, one that contains vertices from
Γ￿ and Γ and the other that contains vertices from Γ and Γ￿￿, (3) there is exactly one path
in γ that contains vertices only from two of the graphs Γ, Γ￿, and Γ￿￿. If none of the cases
(1)–(3) appear, then γ is a disjoint union of Hamiltonian sets for each of Γ￿, Γ and Γ￿￿ and
hence m ≥ k1 + k + k2.
We provide the argument for case (1), since the cases (2), (3) can be proved similarly.
Without loss of generality assume that γ1 is of the form γ1 = β￿e1βe2β￿￿ such that β￿ is
a polygonal path in Γ￿, β is a path in Γ, and β￿￿ is a path in Γ￿￿. The edges e1 and e2
are obtained by joining the graph’s endpoints through the composition Γ￿ ◦ Γ and Γ ◦ Γ￿￿,
respectively. Let γ2, . . . , γs be the paths in γ that contain vertices only from Γ. The rest of
the paths {γs+1, . . . , γm} can be partitioned to form two Hamiltonian sets {β￿, γs+1, . . . , γt}
for Γ￿ and {β￿￿, γt+1, . . . , γm} for Γ￿￿. Then m − s + 2 ≥ k1 + k2. Consider Γ(1) ◦ Γ ◦ Γ(1)
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where v￿ and v￿￿ are the vertices incident to the two loops obtained by composing Γ(1) at the
two endpoints of Γ, respectively. Let γ￿ = {γ￿1, γ2, . . . , γs} be a Hamiltonian set of polygonal
paths where γ￿1 = v￿e1βe2v￿￿. Since An(Γ(1) ◦Γ◦Γ(1)) = k+2, we have that s ≥ k+2. Then
we have m+ 2 ≥ k1 + k2 + s ≥ k1 + k2 + k + 2 or m ≥ k1 + k2 + k. ✷
Remark 2.3.7 We observe that the converse of Lemma 2.3.5 does not hold (see Figure
2.10). The graph Γ that corresponds to 122344513665 is realizable (i.e., An(Γ) = 1) with
a unique minimal Hamiltonian set which consists of the path 1e12e33e96e115e64. This path
starts at 1 which is adjacent to the initial endpoint, but the edge between 1 and 2 used
by this path is not a neighbor to the edge incident to the initial end-point. If we compose
a loop to the initial endpoint of Γ, we obtain a graph with assembly number 2. Hence by
Lemma 2.3.6, Γ is right-additive. In fact Γ is additive by Lemma 2.3.5. It is left-additive
because the Hamiltonian path does not end at the vertex adjacent to the terminal endpoint.
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Figure 2.10: Assembly graph that corresponds to assembly word w=122344513665.
Remark 2.3.8 Consider the simple assembly graph Γ that corresponds to an assembly word
w = 12213443 and an assembly graph Γ￿ that corresponds to an assembly word w￿ = 1221.
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Figure 2.11: Simple assembly graph Γ that is additive but not middle additive, Γ(1) ◦ Γ is
right-additive, Γ ◦ Γ(1) left-additive, Γ(1) ◦ Γ ◦ Γ(1) additive but not middle additive.
Let Γ￿￿ = Γ ◦ Γ￿. As An(Γ ◦ Γ1) = An(Γ1 ◦ Γ) = An(Γ) + An(Γ￿), Γ is both right-additive
and left-additive, but Γ￿￿ is neither left-additive nor right-additive.
Note that from Remark 2.3.8, one can see that if Γ is right-additive or left-additive,
then for any simple assembly graph Γ￿, Γ ◦ Γ￿ or Γ￿ ◦ Γ is not necessarily right-additive or
left-additive.
Example 2.3.9 Consider the simple assembly graph Γ that corresponds to the double-
occurrence word w = 12213443. Let Γ￿ = Γ ◦ Γ(1) and Γ￿￿ = Γ(1) ◦ Γ, (see Figure 2.11).
Then, An(Γ￿) = An(Γ) + An(Γ(1)). The simple assembly graph Γ is both left-additive and
right-additive, but not middle additive. Indeed An(Γ(1) ◦ Γ ◦ Γ(1)) = 2 ￿= 3 = An(Γ(1)) +
An(Γ) + An(Γ(1)).
Lemma 2.3.10 If Γw is right-additive, then ΓwR , the reverse of Γw, is left-additive and
ΓwwR is additive.
Proof. Suppose Γw is right-additive. Let γ be the minimum Hamiltonian set of polygonal
paths for Γw with An(Γw) = k. Note that γ is also a minimum Hamiltonian set of polygonal
paths for ΓwR and ΓwwR = Γw ◦ ΓwR . Because Γw is right-additive, An(Γ(1) ◦ Γw) = 1 + k.
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Thus from the relation Γ11w = Γ(1) ◦ Γw ∼= ΓwR ◦ Γ(1) and by Lemma 2.3.6, ΓwR is left-
additive.
Let Γ = ΓwwR . We show that Γ is right-additive. Let γ = {γ1, γ2, . . . , γk1} be a
minimum Hamiltonian set of polygonal paths for Γw and ΓwR . Suppose An(Γ) = k and
γ￿ = {γ￿1, γ￿2, . . . , γ￿s} is a minimum Hamiltonian set of polygonal paths for Φ = Γ(1) ◦ Γ. We
show that s = k + 1. From Lemma 2.2.7, either k = 2k1 or k = 2k1 − 1.
Case (1): k = 2k1− 1. There are polygonal paths γi, γj ∈ γ such that γi and γj visit the
terminal and respectively the initial vertices of Γw and ΓwR with γ
￿
t = γiγj in the minimum
Hamiltonian set of polygonal paths for Γ. Consider A = γ \ {γi} and B = γ \ {γj}. Then
|A| = |B| = k1 − 1. Suppose a polygonal path γr ∈ A exist that includes vertex 1 or the
polygonal path γ￿t includes vertex 1. In both cases there exist a Hamiltonian set of polygonal
paths of cardinality less than or equal to k1 such that An(Γ(1) ◦ Γw) ≤ k1. This contradicts
the fact that Γw is right-additive. Hence there exists no polygonal path in A that visits
vertex 1 and the polygonal path γ￿t does not include vertex 1. This implies s ≥ k+1 = 2k1.
But by Lemma 2.2.7, 2k1 − 1 ≤ An(Φ) ≤ 2k1. Hence s = k + 1.
Case (2): k = 2k1. There is no polygonal path in γ that ends at the terminal vertex of
Γw and there is no polygonal path in γ that starts at the initial vertex of ΓwR . Suppose
there exists a polygonal path γ￿￿ in the minimum Hamiltonian set of polygonal paths for Γ
such that γ￿￿ visits vertices both in Γw and ΓwR . Then γ￿￿ = γiγj for some polygonal paths
γi in Γw and γj in ΓwR . Consider A = V (Γw)\V (γi) and B = V (ΓwR)\V (γj). The vertices
in A are visited at most by k1 − 1 polygonal paths and the vertices in B are visited by at
most k1 polygonal paths or vise versa.
Suppose k1 − 1 polygonal paths visit vertices in A and k1 polygonal paths visit vertices
in B. This implies An(Γ(1) ◦ Γw) = k1. Contradicts right additive of Γw. Suppose k1 − 1
polygonal paths visits vertices in B and k1 polygonal paths visit vertices in A. This implies
there is a polygonal path γj ∈ γ that ends at the initial vertex of ΓwR . This contradicts the
the above statement.
Hence there exists no polygonal path γ￿￿ = γiγj such that γ￿￿ is in the minimum Hamil-
tonian set of polygonal paths for Γ. Consequently An(Φ) = k + 1. From cases (1) and (2)
we see that
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An(Γ(1) ◦ Γ) = An(Γ1 ◦ (Γw ◦ ΓwR))
= An((Γ(1) ◦ Γw) ◦ ΓwR), composition is associative
= An(Γ(1)) + An(Γ) = k + 1.
Hence Γw ◦ ΓwR is right-additive. Similarly one can show that Γw ◦ ΓwR if left-additive.
Hence Γ = Γw ◦ ΓwR is additive. ✷
Theorem 2.3.11 For any simple assembly graph Γ with An(Γ) = k, one can form a middle
additive graph by composing Γ with Γw from the left, and with ΓwR from the right where
w = 122133.
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Figure 2.12: Simple assembly graphs Γw ◦ Γ ◦ ΓwR and Γw1 ◦ Γw ◦ Γ ◦ ΓwR ◦ Γw2 where
w = 122133 and w1 = aa, w2 = bb.
Proof. Let Γ be a simple assembly graph with An(Γ) = k and a minimum Hamiltonian
set of polygonal paths γ = {γ1, γ2, . . . , γk}. Let Γw be the simple assembly graph that
corresponds to the double-occurrence word w = 122133.
Consider Φ = Γw ◦ Γ ◦ ΓwR , see Figure in 2.12(top). Let χ = {χ1,χ2, . . . ,χs} be a
minimum Hamiltonian set of polygonal paths for Φ. By Lemma 2.2.7, k ≤ s ≤ (k+ 2). Let
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Φ￿ = Γ(1) ◦Φ ◦Γ(1) and β = {β1,β2, . . . ,βt} be a Hamiltonian set of polygonal paths for Φ￿,
see Figure 2.12 (bottom). By Lemma 2.2.7, s ≤ t ≤ (s+ 2). We show that t = (s+ 2).
A polygonal path χ￿1 ∈ χ that includes vertex 3 includes vertices 2 and 1. Similarly
a polygonal path χ2 ∈ χ that visits vertices 3￿ includes 2￿ and 1￿. Therefore, there is no
polygonal path in χ that starts or ends at vertices 2 or 2￿. Let η1 and η2 be polygonal paths
that visit vertices a and b respectively. Then χ ∪ {η1, η2} is a Hamiltonian set of polygonal
paths for Φ￿. This implies t = |β| ≤ s+ 2. (*)
Suppose there exists a polygonal path β￿ ∈ β that visits set of vertices {a, 2, 3, 3￿, 2￿, b}
and some vertices of Γ. Then β￿ = ae12e43e6 · · · e￿63￿e￿42￿e￿1b and all the vertices of Φ except
1 and 1￿ are visited by the Hamiltonian set of polygonal paths β \ {β￿}. Since there is no
polygonal path that visits both vertices 1 and 1￿, there are at least |χ|+2 = s+2 polygonal
paths for Φ￿. Hence t ≥ s+ 2. (**)
From (*) and (**) we have t = s + 2 i.e., An(Φ￿) = s + 2 and By Lemma 2.3.6, Φ￿ is
middle additive. ✷
Corollary 2.3.12 For n ≥ 3, there exist left-additive simple assembly graph Γ1 and right-
additive Γ2 such that An(Γ1) = An(Γ2) = n.
Proof. The result follows from Theorem 2.3.11 and Lemma 2.2.7. ✷
Theorem 2.3.13 Let A = {Γi | Γi is middle additive}. Then A is closed under the opera-
tion the composition.
Proof. The simple assembly graph Γw that corresponds to the double-occurrence word
w = 1221334554 is middle additive. Hence Γw ∈ A and A ￿= ∅. Let Γw1 ,Γw2 ∈ A with
An(Γw1) = k1 and An(Γw2) = k2. Consider Γ = Γw1 ◦ Γw2 . Because Γw1 and Γw2 are
right-additive and left-additive, respectively, Γ is additive. Because Γw2 is middle additive,
An(Γ ◦ Γ￿) = An(Γw1 ◦ Γw2 ◦ Γ￿) = An(Γw1) + An(Γw2) + An(Γ￿) = An(Γ) + An(Γ￿) for any
simple assembly graph Γ￿. Let Ω = (Γ￿ ◦ Γ1) ◦ Γ2 ◦ Γ￿￿. Then
An(Ω) = An(Γ￿ ◦ Γ1) + An(Γ2) + An(Γ￿￿),Γ2 is middle additive
= An(Γ￿) + An(Γ1) + An(Γ2) + An(Γ￿￿),Γ1 is middle additive.
Hence A is closed under the composition.
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Lemma 2.3.14 For every integer k ≥ 2 and for (k1, k2) such that k1 + k2 = k, there are
assembly graphs Γ1, Γ2 and Γ with An(Γ1) = k1, An(Γ2) = k2, and An(Γ) = k.
Proof. Let Φ1 and Φ2 be simple assembly graphs constructed as Φ1 = Γ1 ◦ Γ2 ◦ · · · ◦ Γk1
and Φ2 = Γ￿1 ◦ Γ￿2 ◦ · · · ◦ Γ￿k2 where Γi = Γ￿j = Γt for each 1 ≤ i ≤ k1, 1 ≤ j ≤ k2, with Γt
corresponding to a double-occurrence word 1221334554.
Consider Γ = Φ1 ◦ Φ2. The simple assembly graph Γ is (k1 + k2) copies of Γt. As Γt is
realizable, middle additive, and middle additivity is closed under composition (by Lemma
2.3.13), An(Γ) = An(Φ1◦Φ2) = An(Φ1)+An(Φ2) =
￿k1
i=1An(Γi)+
￿k2
j=1An(Γ
￿
j) = k1+k2 =
k. ✷
2.4 Reducible and irreducible assembly graphs
In this section, we classify simple assembly graphs as reducible and irreducible to investigate
assembly graphs with a minimum size but a maximum assembly number. An assembly graph
is reducible, if it is the composition of at least 2 simple assembly graphs and irreducible if
it is not reducible [8, 9].
Definition 2.4.1 A polygonal path γ in an assembly graph Γ is called a γuv path if the
initial and terminal vertices of γ are u and v respectively.
Definition 2.4.2 Let u, v ∈ V (Γ). A family A = {γ1, γ2, γ3, . . . , γt} of polygonal γuv paths
in an assembly graph Γ is said to be internally disjoint relative to the vertices u, v if
V (γi) ∩ V (γj) = {u, v} for all i, j with 1 ≤ i < j ≤ t.
Definition 2.4.3 An assembly graph Γ with An(Γ) = k >1 is called reducible whenever
there exists an edge e = uv where u, v ∈ V (Γ) and Γ \ e results in disconnected graphs.
Note that an assembly graph Γ with An(Γ) = k > 1 is reducible if and only if Γ1◦Γ2 ∼= Γ
for simple assembly graphs Γ1 and Γ2.
Example 2.4.4 The graph Γw that corresponds to the double-occurrence word w = 12213443,
as depicted in Figure 2.13, is reducible where e = uv = 13.
Denote Oki=1Γi = Γ1 ◦ Γ2 ◦ Γ3 ◦ · · · ◦ Γk. We call Γi the i-th component of Γ.
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Figure 2.13: Reducible simple assembly graph.
Definition 2.4.5 Let Γ be a simple assembly graph with two endpoints and An(Γ) = k > 1.
We say Γ is Type I reducible if there is a family {Γ1,Γ2, . . . ,Γk} of k realizable assembly
graphs such that Γ = Oki=1Γi; otherwise, it is called Type II reducible.
If a reducible assembly graph Γ is Type I with An(Γ) = k ≥ 1, then there is a minimum
Hamiltonian set of polygonal paths γ = {γ1, γ2, γ3, . . . , γk} for Γ such that for each pair of
vertices v, u ∈ V (Γ) and u ∈ V (γi), v ∈ V (γj), i ￿= j, then there are no internally disjoint
polygonal γuv paths.
Definition 2.4.6 A simple assembly graph which is not reducible is called irreducible.
Example 2.4.7 Let Γ1 be the assembly graph that corresponds to the double-occurrence
word w = 112334562788799abba4c65c, as depicted in Figure 2.14. Then An(Γ1) = 3 but
there are no 3 realizable simple assembly graphs Γx, Γy and Γz such that Γ = Γx ◦ Γy ◦
Γz. Therefore, Γ1 is not Type I reducible. In contrast, Γ3, a simple assembly graph that
corresponds to the double-occurrence word u = 11233244566577 with An(Γ) = 3 is Type
I reducible. Because there are simple assembly graphs Γx, Γy and Γz corresponding to
11, 2332445665 and 77, respectively, we have Γ3 = Γx ◦ Γy ◦ Γz, see Figure 2.14. Simple
assembly graphs Γ2 and Γ4 depicted in Figure 2.14 respectively have assembly numbers 2
and 1, but neither of them is a composition of realizable simple assembly graphs satisfying
the definition. Therefore, they are not type I reducible.
Definition 2.4.8 Whenever a simple assembly graph Γ can be written as Γ = Γ1 ◦ Γ2, we
write Γ2 = Γ - Γ1.
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Figure 2.14: Simple assembly graphs which are type I reducible (bottom), and which are
not (top).
Lemma 2.4.9 If Γ is Type I reducible with Γ1 and Γk the first and the last components of
Γ respectively, then Φ = Γ - Γk is Type I reducible.
Two or more paths are called independent if none of them contains a vertex of another.
Two xy paths are independent if and only if x and y are their only common vertices, that is
to say, they have no interior point in common. Any pair of polygonal paths in the minimum
Hamiltonian set of polygonal paths for simple assembly graph Γ are independent.
Lemma 2.4.10 [2]. There is a one-to-one correspondence between the isomorphism classes
of simple assembly graphs with two endpoints and the reverse equivalence classes of double-
occurrence words. There is a one to one correspondence between the isomorphism classes
of simple assembly graphs with no endpoints and the cyclic equivalence classes of double-
occurrence words.
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Figure 2.15: Irreducible graph Γ123324456651.
Corollary 2.4.11 Two simple assembly graphs with two end-points are isomorphic if and
only if their Eulerian transverses are equivalent.
2.5 Double composition and irreducible assembly graphs
Lemma 2.5.1 [4] For each pair of directed reducible assembly graphs Γ1 and Γ2, An(Γ1 ◦
Γ2) = An(Γ1) + An(Γ2)− i, (i = 0, 1).
Following the same technique we extend the property to simple assembly graphs which
are irreducible.
Definition 2.5.2 Let Γ be a simple assembly graph with |Γ| ≥ 2 and with initial vertex v0
and terminal vertex vf . We say that Γ is parallel edge connected , whenever Γ has a pair
of edge cuts e1 = u1v1 and e2 = u2v2 where {u1, v1, u2, v2} ⊆ V (Γ) and for some points p1
on e1 and p2 on e2, a line segment f = p1p2 does not intersect any edges of Γ but divides
Γ into two components Γ1 and Γ2 so that either of them is a simple assembly graph. See
Figure 2.16.
Note that the line segment that cuts edges e1 and e2 divides Γ into two components Γ1
and Γ2 in such a way that one of these components is a simple assembly graph. Without loss
of generality we assume that Γ1 is a simple assembly graph, Γ2 has four end vertices, two
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of which are v0 and vf , initial and terminal vertices of Γ. We construct a simple assembly
graph Γ3 by glueing the new arc {￿￿￿￿p1p2} with the two end vertices which are diﬀerent from
v0 and vf . Denote the simple assembly graph by Γ3 = {￿￿￿￿p1p2} ◦ Γ2. Then Γ3 has terminal
vertices v0 and vf which are of Γ.
Definition 2.5.3 A line segment f = p1p2 that cuts edges e1 and e2 is called a new arc
and denoted by {￿￿￿￿p1p2}.
Definition 2.5.4 A parallel edged simple assembly graph Γ with a new arc {￿￿￿￿p1p2} and
two components Γ1 and Γ2 is called the double composition of Γ1 with Γ2 and we write
Γ = Γ2 ◦ {￿￿￿￿p1p2} ◦ Γ1 or Γ = Γ1 ◦ {￿￿￿￿p1p2} ◦ Γ2.
Note that by convention, we consider the assembly number of Γ￿2 = {
￿￿￿￿
p1p2}◦Γ2 the minimum
number of polygonal paths visiting vertices of Γ2 not through the new arc. This implies
An(Γ￿2) ￿= An(Γ2).
Example 2.5.5 Let Γ be the simple assembly graph corresponding to a double-occurrence
word u=113443566527766577. Let p1 and p2 be points on edges e1 = 52 and e2 = 32. See
Figure 2.16. Then Γ1 : 34435665 and {￿￿￿￿p1p2} ◦ Γ2 : 772{p1p2}211.
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Figure 2.16: A simple assembly graph Γ which is a double composition of Γ1 and Γ2.
Note that Γ2 is not simple but An(Γ2) can still be defined. This implies at most 2 paths
are “identified” in the double composition and Lemma 2.5.6 holds.
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Lemma 2.5.6 Let Γ be a double composition of two assembly graphs Γ1 and Γ2. Then
An(Γ)−An(Γ1)−An(Γ2) ∈ {0, 1, 2}.
Proof. Let Γ be a double composition of two assembly graphs Γ1 and Γ2. Then Γ is a parallel
edge connected simple assembly graph. For some u1, v1 ∈ V (Γ1) and u2, v2 ∈ V (Γ2) a new
arc {￿￿￿￿p1p2} exits such that Γ = Γ2◦{￿￿￿￿p1p2}◦Γ1 with u1p1v1 and u2p2v2 sequences of vertices on
e1 and on e2. Let Γ1 = {￿￿￿￿p1p2} ◦ Γ1, An(Γ1) = k1 and An(Γ2) = k2. There is a Hamiltonian
set of polygonal paths A1 = {γ1, γ2, γ3, . . . , γk1} for Γ1 that traverse all the vertices not
through the new arc and a Hamiltonian sets of polygonal paths A2 = {β1,β2,β3, . . . ,βk2}
for Γ2, respectively. Then A1∪A2 = {β1,β2,β3, . . . , βk2 , γ1, γ2, γ3, . . . , γk1} is a Hamiltonian
set of polygonal paths relative to the double composition of Γ1 and Γ2, that is Γ2◦{￿￿￿￿p1p2}◦Γ1.
Hence An(Γ2 ◦ {￿￿￿￿p1p2} ◦ Γ1) = k ≤ k1 + k2.
Let X be a Hamiltonian set of polygonal paths for Γ2◦￿￿￿￿p1p2 ◦Γ1 with minimum number of
components. Suppose these paths do not go through the new arc {￿￿￿￿p1p2} that is X consists
of k distinct paths. As Γ2 ◦ {￿￿￿￿p1p2} ◦ Γ1 is obtained by identifying two endpoints from two
pairs of edge cuts u1p1u2 and v1p2v2, X contains at most two paths that includes vertices
from both Γ1 and Γ2, φ = β1 ◦ γ1 and χ = βk2 ◦ γk1. If X does not contain paths that
include vertices from both Γ1 and Γ2, then there are at least k1 paths of X that contain
all vertices of Γ1 ⊆ Γ2 ◦ {￿￿￿￿p1p2} ◦ Γ1 and at least k2 paths for Γ2 ⊆ Γ2 ◦ {￿￿￿￿p1p2} ◦ Γ1 so that
k ≥ k1 + k2, and we obtain k = k1 + k2. ✷
Suppose X contains 1) only a path φ = χ1 ◦ χ2 either through path u1p1u2, or through
path v1p2v2 but not both, or 2) two paths φ = χ1 ◦ χ2 and δ = δ1 ◦ δ2 through u1u2 and
through v1p2v2 respectively, that include vertices both from Γ1 and Γ2 such that χi, δi
contain vertices from Γi only. That is, V (χ1) ∪ V (δ1) ⊆ Γ1 and V (χ2) ∪ V (δ2) ⊆ Γ2. Let
Xi ⊆ X be the paths that visit vertices from Γi only (i = 1, 2) and Yi ⊆ X be the paths
that visit vertices from both Γ1 and Γ2.
Each Xi contains at least ki − 1 and each Yi at least ki − 2 components since Xi ∪ {χi}
is a Hamiltonian set of polygonal paths for Γi only, and Yi ∪ {χi, δi} is a Hamiltonian set
of polygonal paths for Γi for i = 1, 2. Hence we obtain k ≥ (k1 − 1) + (k2 − 1) + 1 and
k ≥ (k1 − 2) + (k2 − 2) + 2, respectively. Therefore in these cases we have k = (k1 + k2 − 1)
and k = (k1 + k2 − 2). ✷
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Example 2.5.7 Let Φ be a parallel edge assembly graph that corresponds to a double-
occurrence w = 1233445665778998aabbcddcee21 and Γ1, Γ2 ◦ {￿￿￿￿p1p2} be simple assembly
graphs as depicted in Figure 2.17 such that p1 = 34 and p2 = ab, p1 = 78 and p2 = a8,
p1 = 34 and p2 = a8, are edge cuts.
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Figure 2.17: Parallel edged simple assembly graphs correspond to double-occurrence word
w.
Then Φ = Γ1 ◦ {￿￿￿￿p1p2} ◦ Γ2 and
An(Φ) = An(Γ1) + An({￿￿￿￿p1p2} ◦ Γ2) = 3 + 3− 2 = 4, see left (top) Figure 2.17,
An(Φ) = An(Γ1) + An({￿￿￿￿p1p2} ◦ Γ2) = 1 + 4− 1 = 4, see right (top) Figure 2.17,
An(Φ) = An(Γ1) + An({￿￿￿￿p1p2} ◦ Γ2) = 2 + 3− 1 = 4, see bottom Figure 2.17.
Definition 2.5.8 Let Γ1 and Γ2 be simple assembly graphs. Pick edge e = u1v1 ∈ E(Γ1).
Pick end vertices t1, t2 ∈ V (Γ2) and f1 = t1u2 and f2 = t2v2 be edges incident to t1 and
t2. Make a cut between u1 and v1 at edge e and ligate the pieces to edges f1, f2 so that
u1u2t1 = e1 = u1t1 and v1v2t2 = e2 = v1t2. We denote the resulting assembly graph
by Γ = Γ1
u1t1
v1t2
Γ2 where u1t1, v1t2 ∈ E(Γ). Let Γ be a simple assembly graph such that
Γ = Γ1
u1t1
v1t2
Γ2 then the assembly graph Γ2 = Γ \ Γ1, u1t1 ∈ E(Γ). We call the assembly
graphs Γ1 and Γ2 graph splices of Γ.
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Figure 2.18: Graph splices of an assembly graph.
Table 2.1: Assembly numbers I.
Assembly number \# of rigid vertices 2 3 4 5 6 7
1 3 11 64 504 5241 66515
2 0 0 1 9 122 1701
3 0 0 0 0 0 3
Lemma 2.5.9 Let Γ be a simple assembly graph that is irreducible. If |Γ| = 5, then An(Γ) =
1 and if |Γ| = 6 or 7 then An(Γ) ≤ 2.
Proof. Suppose Γ is a simple assembly graph with |Γ| = 5. There are only 9 assembly
graphs with 5 four valent vertices and assembly number 2 [7]. They are: {1123324455,
1233244155, 1123342455, 1123344255, 1233144255, 1123434255, 1212344355, 1221344355,
1123443255}. Neither of them is irreducible because the simple assembly graph that cor-
responds to each of the double-occurrence words has at least one loop incident from the
terminal vertex. Hence if irreducible assembly graph Γ has |Γ| = 5, then An(Γ) = 1.
There is no assembly graph with size 6 and assembly number greater than 2. Hence if
irreducible assembly graph Γ has |Γ| = 6 then An(Γ) ≤ 2. With computer search [7]
we found only three assembly graphs with 7 four valent vertices and assembly number
3, {11233455466277, 11233455266477, 11233244566577}, and none of them is irreducible.
Hence if irreducible assembly graph Γ has |Γ| = 7 then An(Γ) ≤ 2.
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Example 2.5.10 An assembly graph Γw that corresponds to the double-occurrence word
w = 123324456651 is irreducible with An(Γw) = 2 and |Γw| = 6.
Theorem 2.5.11 Let Γ be a simple assembly graph. If Γ is parallel connected and |Γ| = 8,
then An(Γ) ≤ 2.
Proof. One can prove the statement by considering the set of partitions of 8 into two parts,
that is, {{1, 7}, {2, 6}, {3, 5}, {4, 4}} such that |Γ1| = k1 and |Γ2| = k2 with k1 + k2 = 8 and
Γ = Γ2 ◦ {￿￿￿￿p1p2} ◦ Γ1. A computer search shows that among assembly graphs of size 8 there
are 57 with assembly number 3 neither of which are parallel edge connected. ✷
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3 Height sequences and loop saturated assembly graphs
We start this section with some classifications of assembly graphs having small numbers of
rigid vertices. We introduce the notion of loop saturated and interior loop saturated graphs.
The assembly graph Γˆ obtained from a given assembly graph Γ by substituting every edge by
a loop is called the assembly graph obtained from Γ by loop-saturation, or a loop-saturated
graph, and the assembly graph Γˆ◦ obtained from a given assembly graph Γ by substituting
every edge by a loop, except the edges incident to the endpoints, is called the assembly
graph obtained from Γ by interior loop-saturation, or an interior loop-saturated graph. We
prove the one-to-one correspondence relation between the set of minimum Hamiltonian sets
of polygonal paths of Γˆ, and the set of Hamiltonian sets of polygonal paths of Γ. We show
the relation between the assembly number of Γˆ and the size of Γ, and the suﬃcient condition
for every non-increasing sequence of positive integers (d1, . . . , dk) to be the height sequence
of some assembly graphs Γ.
The irreducible assembly words with 2 letters are 1212 and 1221 whose corresponding
assembly graphs are depicted in Figure 3.1(b) and (c), respectively. The assembly graph
corresponding to the reducible word 1122 is depicted in Figure 3.1(d). All these have the
assembly number 1.
(d)
1
21 1 2 1 2
(a) (b) (c)
Figure 3.1: List of assembly graphs of sizes 1 and 2.
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3.1 Loop saturated assembly graphs and assembly numbers
The assembly number of an assembly graph represents the minimum number of scrambled
genes that can be represented by the graph. In particular, we say that an assembly graph
is realizable if it can encode a single gene, in other words, if the graph has a Hamiltonian
polygonal path. In this section, we present properties of assembly numbers.
Table 3.2 shows the assembly numbers for assembly graph isomorphism classes corre-
sponding to graphs with a small number of rigid vertices. These numbers are obtained
by computer calculations [8]. In particular, we notice that the assembly numbers 2 and 3
appear for the first time for graphs with 4 and 7 vertices, respectively. This implies that the
minimum realization number Rmin(n) = min{|Γ| : An(Γ) = n} for n = 2 and n = 3 to be
4 and 7, respectively. In the case of assembly number 2 there is only one realization graph
with 4 vertices out of the total 65 isomorphism classes, and in the case of assembly number
3 there are 3 realization graphs (with 7 vertices) among over 67,000 isomorphism classes.
Table 3.1: Assembly numbers II.
Assembly number \# of rigid vertices 2 3 4 5 6 7
1 3 11 64 504 5241 66515
2 0 0 1 9 122 1701
3 0 0 0 0 0 3
We observe that the assembly number increases if the polygonal paths are “forced” to
travel along certain edges. This enforcement can be obtained by introducing loops on the
edges, therefore introducing the necessity for the polygonal paths to visit vertices of the
loops. Hence, we study the assembly number of graphs obtained by adding loops on edges,
and investigate possible lengths of polygonal paths for such graphs.
We recall that Γ(1) denotes a loop, a simple assembly graph corresponding to the word
11, depicted in Figure 3.1(a).
Definition 3.1.1 The assembly graph Γˆ obtained from a given assembly graph Γ with
substituting every edge by a loop Γ(1) is called the assembly graph obtained from Γ by
loop-saturation, or a loop-saturated graph.
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The assembly graph Γˆ◦ obtained from a given assembly graph Γ by substituting every
edge by a loop Γ(1), except the edges incident to the endpoints, is called the assembly graph
obtained from Γ by interior loop-saturation. A graph obtained in this manner is said to be
an interior loop-saturated graph.
Loop-saturated and interior loop-saturated graphs obtained from graphs with 1 and 2
vertices are depicted in Figure 3.2. If Γˆ is obtained from Γ by loop-saturation, then all
vertices of Γ are vertices of Γˆ. In fact, the vertices of Γˆ consist of those from Γ and vertices
incident to loops added by loop-saturation. Moreover, any loop in Γˆ is incident to a vertex
that is not in Γ. The loop Γ(1) is a loop-saturation of the trivial graph with two endpoints
and no 4-valent vertices.
(2c)
loop−saturation
interior
loop
−saturation
Γ
(1)
Γ
Γ
Γ
Γ
Γ
Γ
Γ
Γ
Γ
Γ
Γ
(2a)
(2b)
Figure 3.2: Loop-saturated and interior loop-saturated graphs.
Definition 3.1.2 For an integer n ≥ 0, the set of assembly graphs obtained by interior
loop-saturation from assembly graphs of size n is denoted by Gn.
For example, G0 consists of only the trivial graph, G1 consists of only one graph corre-
sponding to the assembly word 1221 depicted in Figure 3.2 top left. For n = 2, G2 is the
set of assembly graphs corresponding to the assembly words 1221334554, 1223443551 and
1223441553. These graphs correspond to the interior loop-saturated graphs of graphs of
size 2 in Figure 3.1 and are depicted at the bottom right of Figure 3.2(2a), (2b) and (2c),
respectively. Note that the assembly number of these three graphs is 1.
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Definition 3.1.3 The length of a polygonal path γ, denoted |γ|, is the number of 4-valent
vertices that the path contains.
Definition 3.1.4 Let γ = {γ1, . . . , γk} be a set of polygonal paths in an assembly graph Γ
and assume that |γ1| ≥ |γ2| ≥ · · · ≥ |γk|. The height sequence for γ, denoted by Ht(γ), is a
sequence of positive integers (|γ1|, . . . , |γk|).
Lemma 3.1.5 Let H be a loop-saturated or interior loop-saturated assembly graph with
|H| > 2, and γ = {γ1, γ2, . . . , γk} be a minimal Hamiltonian set of polygonal paths. Then
|γi| is odd for each i = 1, 2, . . . , k.
Proof. Let H be a loop-saturated or interior loop-saturated graph obtained from Γ, and let
L = V (H) \ V (Γ). Then, L is the set of all new vertices obtained by loop saturation of Γ.
Note that the vertices in every polygonal path alternate between vertices in V (Γ) and those
in L. We show that each polygonal path γi in a minimum Hamiltonian set of polygonal
paths starts and ends at a loop. This implies that |γi| is odd.
f
v
ve
Figure 3.3: A polygonal path that doesn’t end at a loop.
Suppose γi is a path in a Hamiltonian set of polygonal paths γ that ends at a vertex
v ∈ V (Γ) (see Figure 3.3). There are two cases; either v is incident to an endpoint and
H = Γˆ◦ is interior loop-saturated, or v is not incident to an endpoint. In the latter case,
consider the end edge of γi denoted by e. Both edges that are neighbors of e with respect
to v are incident to vertices in L (by construction). Let v￿ be one of these vertices and f
the edge with endpoints v and v￿. There exists a polygonal path γj that visits v￿ so v￿ must
be an end-vertex of γj . Then substitute the two polygonal paths γi, γj in the Hamiltonian
set of polygonal paths γ with a single path γifγj . The new set of paths is Hamiltonian
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and contains fewer paths than γ. Hence, γ is not a minimum Hamiltonian set of polygonal
paths.
The case when H = Γˆ◦ is interior loop-saturated and v is adjacent to an endpoint follows
similarly. In this case, because H has more than two vertices, the vertex v is adjacent to at
least two and at most three loops, one of which must be an endpoint of a neighbor of the
last edge e of the polygonal path γi ending at v. ✷
In the case when |H| = 2, H must be the interior loop-saturated graph of Γ(1), and it
has a polygonal path of length 2.
Definition 3.1.6 Let γ = {γ1, γ2, . . . , γt} be a set of polygonal paths for a simple assembly
graph Γ with a height sequence D = (d1, d2, . . . , di, . . . , dt) where di = |γi|. A height
sequence D￿ for Γ is called a height sequence obtained by d moves from D whenever D￿ =
(d1, d2, . . . , di + d, di+1, . . . , dj − d, dj+1, . . . , dt) for some i < j such that di is increased by
d and dj is decreased by d.
Lemma 3.1.7 Any given sequence D = (d1, . . . , dk) of odd integers satisfying d1 ≥ d2 ≥
· · · ≥ dk and
￿k
i=1 di = 3k − 2 is obtained from D0 = (3, . . . , 3, 1) by a sequence of moves
of 2 from the last position that is not 1 to one of the earlier positions that are not 1.
Lemma 3.1.8 For any positive integer k, every non-increasing sequence of positive odd
integers (d1, . . . , dk) satisfying
k￿
i=1
di = 3k − 2 is the height of a Hamiltonian set of polygonal
paths for some assembly graph Γ of size 3k − 2 and An(Γ) = k.
Proof. Let Γ(1) and Γ(2) be the assembly graphs corresponding to the assembly words 11 and
112332, respectively. We construct a graph Γ(k) using the (k − 1)-fold composition Γ(2)k−1
(see Figure 3.4 for an example Γ(2)
4) as Γ(k) = Γ(2)
k−1 ◦ Γ(1). We show that this graph has
the stated property. By construction Γ(k) has 3k − 2 vertices and in [4] it was proven that
An(Γ(k)) = k.
Note that the condition
k￿
i=1
di = 3k − 2 implies that any height sequence of Hamiltonian
polygonal paths must end with 1 and must start with a number greater than 1. Consider the
sequence D0 = (d1, . . . , dk) = (3, . . . , 3, 1). A sequence (5, 3, . . . , 3, 1, 1) is obtained from D0
by decreasing dk−1 by 2 and increasing d1 by 2. We say that we have “moved 2 from dk−1
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to d1” (subtracted 2 from dk−1 and added 2 to d1). Any given sequence D = (d1, . . . , dk)
of odd integers satisfying d1 ≥ d2 ≥ · · · ≥ dk and
￿k
i=1 di = 3k − 2 is obtained from D0 by
a sequence of moves of 2 from the last position that is not 1 to one of the earlier positions
that are not 1. Suppose di ≥ 3 for i = 1, . . . , ￿ and let ti be such that di = 2ti + 1.
Γti(2)
,
i? (2)
9di t i
d i
2
1 4
t
di = 9
Figure 3.4: A segment Γ4(2) for di = 9 with height (9, 1, 1, 1).
For each i associate ti−1 = (di−3)/2 copies of 1s to di. Note that the last 1 in the sequence
is not associated to any of the di’s. Then one computes
￿k
j=1 dj = (k−￿)+
￿￿
i=1 di = 3k−2
so that
￿￿
i=1 di = 2k+ ￿− 2. This implies that
￿￿
i=1 ti = k− 1. Observe that the numbers
of copies of 1s are equal to:
1 +
￿￿
i=1
di − 3
2
=
1
2
￿
2− 3￿+
￿￿
i=1
di
￿
=
1
2
[(2− 3￿) + (2k + ￿− 2)] = k − ￿.
Note that Γ(2)
ti has a Hamiltonian set of polygonal paths of height (2ti+1, 1, . . . , 1) with
ti − 1 copies of 1s (see Figure 3.4 for the case ti = 4). Then Γ(k) = Γ(2)t1 ◦ · · · ◦ Γ(2)t￿ ◦ Γ(1)
has a Hamiltoniam set of polygonal paths of height D = (d1, . . . , d￿, 1, . . . , 1). ✷
Theorem 3.1.9 For any assembly graph Γ with |Γ| = n, the loop-saturated graph Γˆ ob-
tained from Γ has assembly number n + 1 and the interior loop-saturated graph Γˆ◦ has
assembly number n− 1.
Proof. Let Γˆ be loop-saturated graph obtained from Γ with |Γ| = n. Because Γ has 2n+ 1
edges, |Γˆ| = 3n+1. We show that An(Γˆ) = n+1. Let γ = {γ1, γ2, γ3, . . . , γs} be a minimum
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Hamiltonian set of polygonal paths of Γˆ and set |γi| = di for all i = 1, · · · , s. Suppose m
is the number of singletons in γ. The remaining (s − m) of any polygonal paths visit all
vertices of Γ because every path in γ starts and ends at a loop as shown in the proof of
Lemma 3.1.5.
Let ki denote the number of vertices in γi for i = 1, 2, 3, . . . , (s−m). Then
￿s−m
i=1 ki = n.
Hence 3n + 1 =
￿s
i=1 di =
￿s−m
i=1 di +
￿s
i=s−m+1 di =
￿s−m
i=1 (2ki + 1) + m. This implies
that
￿s−m
i=1 (2ki+1) = 2
￿s−m
i=1 ki+ s−m = 3n+1−m. Consequently 2n+ s = 3n+1 and
s = n+ 1 = An(Γˆ).
The claim for Γˆ◦ follows similarly since |Γˆ◦| = 3n− 1. ✷
Definition 3.1.10 Let Γˆ be a loop-saturated assembly graph obtained from Γ(1) by repeat-
ing loop saturation n times. We call Γˆ the n-th loop saturated graph.
Definition 3.1.11 For n ≥ 0, we denote by Ln(Γ) the n-th loop iteration of Γ and LLn =
Ln(Γ(1)) an n-th loop iteration of LL
0 = Γ(1).
Theorem 3.1.12 We have |Ln(Γ(1))| =
￿n
i=0 3
i for n ≥ 0 and An(Ln(Γ(1)) = 3n −
|Ln−1(Γ(1))|, n ≥ 1.
Table 3.2: The n-th loop iteration assembly graph with its size and assembly number, n ≥ 0.
n 0 1 2 3 4 5 −−−
An(LLn) 1 2 5 14 41 122 −−−
|LLn| 1 4 13 40 121 364 −−−
Proof. It is known that |LL0| = |Γ(1)| = 1 and An(LL0) = 1. The second loop saturated
assembly graph L1(Γ(1)) is obtained from LL
0. By Lemma 3.1.9, An(L1(Γ(1)) = |LL0| +
1 = 30 + 1 and |L1(Γ(1))| = 3An(L1(Γ(1)) − 2. This implies An(L1(Γ(1))) = 31 − 30 and
|L1(Γ(1))| = 31 + 30. We use induction to prove the statement. It is true for n = 0.
Assume that it is true for some positive integer s < n. Then |Ls(Γ(1))| =
￿s
i=0 3
i. But
|Ls+1(Γ(1))| = 3|Ls(Γ(1))|+ 1 = 3
￿s
i=0 3
i + 1=
￿s
i=0 3
i+1 =
￿s+1
i=0 3
i.
Next we show that An(Ln(Γ(1))) = 3
n − |Ln−1(Γ(1))|. It is true for n = 1 as 1 =
An(L1(Γ(1))) = 3
1 − |LL0| = 2. Assume that the statement is true for some t < n. This
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implies An(Lt(Γ(1))) = 3
t − |Lt(Γt)|. But An(Lt+1(Γ(1))) = |Lt(Γ(1))| + 1 =
￿t
i=0 3
i + 1
and
￿t+1
i=0 3
i =
￿t
i=0 3
i+3t+1. This implies
￿t+1
i=0 3
t−￿ti=0 3i = 3t+1 and 3t+1−￿ti=0 3i =￿t+1
i=0 3
i − 2￿ti=0 3i = ￿ti=0 3i + 1 = |Lt(Γ(1))| + 1. Consequently An(Lt+1(Γ(1))) =
3t − |Lt−1(Γ(1)))|. ✷
Lemma 3.1.13 For each n ≥ 1, An(Ln(Γ(1))) = 3An(Ln−1(Γ(1)))− 1.
Proof. It holds that |Ln(Γ(1))| = 3|Ln−1(Γ(1))| + 1 and An(Ln(Γ(1))) = |Ln−1(Γ(1))| + 1.
This implies 3An(Ln(Γ(1))) = 3|Ln−1(Γ(1))| + 3 = |Ln(Γ(1))| + 2 and 3An(Ln(Γ(1))) − 1 =
|Ln(Γ(1))|+ 1. Consequently, An(Ln(Γ(1))) = 3An(Ln−1(Γ(1)))− 1, for n ≥ 1. ✷
Lemma 3.1.14 Interior loop-saturated graphs are middle additive.
Proof. Let Γˆ and Γˆ◦ be the loop-saturated and the interior loop-saturated graphs obtained
from Γ respectively. Then Γˆ = Γ(1) ◦ Γˆ◦ ◦ Γ(1) and the lemma follows from Theorem 3.1.9
and Lemma 2.3.6. ✷
Definition 3.1.15 Let Amin(k) be the set of middle additive assembly graphs Γ with
An(Γ) = k and |Γ| is minimum.
Lemma 3.1.16 If Γ is a simple assembly graph and |Γ| ≤ 4, then Γ is not middle additive.
Proof. Let f1 and f2 be edges incident to the initial and terminal endpoints of Γ, respectively.
Consider the assembly graph Γ
￿
= Γ(1) ◦ Γ ◦ Γ(1). Consequently |Γ￿ | ≤ 6 and because
Rmin(3) = 7 (see Table 3.2), An(Γ
￿
) < 3. ✷
The following proposition says that the set of graphs with minimal number of vertices
with respect to Γ is precisely the interior loop-saturated graphs obtained from those with
two 4-valent vertices. The preceding lemma shows that Amin(1) contains only graphs with
5 vertices.
Lemma 3.1.17 Amin(1) = G2.
Proof. There are only three assembly graphs with exactly two 4-valent vertices, see Figure
3.2. The set of assembly graphs G2 obtained from these graphs by interior loop-saturation
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consists of the graph corresponding to 1223443551, 1221334554, and 1223441553 (see Fig-
ure 3.2 (2a), (2b) and (2c)). By Corollary 3.1.14 these three graphs are middle additive.
Let Γ ∈ Amin(1). Then Γ is a simple assembly graph that satisfies middle additive
property and since G2 ⊆ Amin(1), |Γ| = 5. We show that Γ ∈ G2. Let f1 and f2 be initial
and terminal edges of Γ, respectively. Because Γ is middle additive, if we attach two loops to
both edges f1 and f2 we obtain an assembly graph Γ
￿
of assembly number 3. Every simple
assembly graph Γ
￿
with |Γ￿ | = 7 and An(Γ￿) = 3 corresponds to the loop-saturated graphs
obtained from graphs with two 4-valent vertices, by Theorem 3.1.9 and Table 3.2. Hence Γ
must be interior loop-saturated and Γ ∈ G2, i.e., Amin(1) ⊆ G1. ✷
Conjecture 3.1.18 Amin(k) = Gk+1 for any positive integer k.
For a positive integer k, recall from Section 2 that the minimum realization number for
the assembly number k is Rmin(k) = min{|Γ| : An(Γ) = k}, where |Γ| is the number of
4-valent vertices in Γ. A graph Γ with An(Γ)=k and |Γ|=Rmin(k) is called a realization
of the assembly number k, or a minimal realization graph. Let Rmin(k) denote the set of
minimal realization graphs for k.
Lemma 3.1.19 [4] Rmin(k) ≤ 3k − 2.
Theorem 3.1.20 Loop saturated assembly graphs with assembly number k achieve the
upper bound of Rmin(k).
Proof. This lemma is proved by constructing a specific assembly graph Γ(k) for any positive
integer k such that An(Γ(k)) = k and |Γ(k)| = 3k − 2. If |Γ| = n and Γˆ is loop-saturated
graph obtained from Γ then, by Theorem 3.1.9, An(Γˆ) = n+1. Since Γˆ has 3n+1 vertices,
the lemma follows. ✷
3.2 Polygonal paths in loop saturated graphs
Definition 3.2.1 Two polygonal paths γi and γj in the same Hamiltonian set of polygonal
paths γ = {γ1, γ2, γ3, . . . , γk} are called strongly related when they have equal height, that
is, Ht(γi) = Ht(γj), i ￿= j.
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Definition 3.2.2 Let A = {γ | γ is a minimum Hamiltonian set of polygonal paths for
Γ}. An assembly graph Γ, with An(Γ) = k ≥ 1 is called regular if there is a minimum
Hamiltonian set of polygonal paths γ = {γ1, γ2, γ3, . . . , γk} ∈ A, and there is d ∈ N such
that Ht(γi) = d for 1 ≤ i ≤ k.
Example 3.2.3 Consider the simple assembly graph Γw that corresponds to a double-
occurrence word w = 112332445665. Then An(Γ) = 2 and there is a minimum Hamiltonian
set of polygonal paths γ = {γ1, γ2} with Ht(γ1) = 3 = Ht(γ2). Hence Γ is regular.
Definition 3.2.4 A sequence of positive integers D = (d1, d2, d3, . . . , dk) is called graphical,
if it is a height sequence of a simple assembly graph Γ with a minimum Hamiltonian set of
polygonal paths γ = {γ1, γ2, . . . , γk} such that |γi| = di.
For instance D = (1, 1) is not graphical as the simple assembly graph Γ of the smallest size
of assembly number 2 is 4. We say D is regular if Γ is regular.
Definition 3.2.5 A polygonal path γi in a minimum Hamiltonian set of polygonal paths γ
is called initial marker or {terminal marker} if γi starts or {ends} at the initial vertex or
at the {terminal vertex} of Γw, respectively and γi is called double marker polygonal path
if it starts and ends at both end vertices. If γ contains both initial marker and terminal
marker polygonal paths or a double marker polygonal path, it is called composite.
Definition 3.2.6 A simple assembly graph Γw that corresponds to a double-occurrence
word w is called an end-to-end simple assembly graph if there is a composite minimum
Hamiltonian set of polygonal paths γ for Γw.
Let Γw be a simple assembly graph with |Γw| = n and Γˆw a loop saturated assembly
graph obtained from Γw. In [8] it was shown that,
1) |Γˆw| = |E(Γw)| + |Γw| = 3n + 1 where |E(Γw)|, the number of edges of Γw, equals the
number of vertices of Γˆw incident to the loops, and |Γw| equals the number of 4 valent
vertices of |Γˆw|.
2) An(Γˆw) = |Γw| + 1. Let A = {v | v ∈ V (Γˆw) and v is a vertex incident to loops } and
B = {Γ￿ | Γ is a realizable end to end simple assembly graph }. Let ￿Γ be a graph obtained
from Γˆw by replacing each vertex v ∈ A incident to a loop in the loop saturated graph with
end-to-end realizable assembly graph Γ￿ ∈ B with |Γ￿| = m ≥ 1.
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Lemma 3.2.7 An(￿Γ) = An(Γˆw), and |￿Γ| = |Γˆw|+￿v∈A |Γ￿v|− |A|.
Remark 3.2.8 In a loop saturated assembly graph Γˆ obtained from a simple assembly
graph Γ with |Γ| = n, if we replace each v incident to loop with end-to-end realizable
assembly graph Γwi that corresponds to a double-occurrence word wi with |wi| = mi ≥ 1,
then the simple assembly graph ￿Γ formed has An(￿Γ) = n+ 1 and |￿Γ| = |Γ|+￿2n+1i=1 |Γwi |.
Lemma 3.2.9 If a sequence of positive integers D = (d1, d2, d3, · · · , dk) is graphical, then
for any n ∈ N, the sequences D1 = (d1 + n, d2 + n, d3 + n, . . . , dk + n) is graphical, and if
D = (d1, d2, d3, . . . , dk) is regular so is D1.
Proof. Suppose D is graphical. There exists a simple assembly graph Γ with An(Γ) =
k ≥ 1, and a minimum Hamiltonian set of polygonal paths γ with |γ| = k such that
γ = {γ1, γ2, γ3, . . . , γk} and γi = ui1ei1ui2ei2ui3 · · ·uidi , 1 ≤ i ≤ k with eij = uijui(j+1),
1 ≤ j ≤ (di−1) and Ht(γi) = di.
Let Γ￿w be an end-to-end realizable simple assembly graph with |Γ￿w| = n and with a
minimum Hamiltonian set of polygonal path β = {γ￿}. Let f1 = aa1, f2 = anb be edges
incident to the initial vertex a, and to the terminal vertex b which are adjacent to 4-valent
vertices a1, an respectively. Then γ
￿
is a Pab path with Ht(γ
￿
) = n.
Define Γ∗i+1 = Γ∗i
uita
ui(t+1)b
Γ
￿
w for each i ∈ {1, 2, 3, . . . , k − 1} where uit and ui(t+1) are
adjacent vertices for each of the polygonal path γi ∈ γ. We denote Γ∗1 = Γ. Then An(Γ) =
An(Γ∗i+1) and |V (Γ∗i+1)| = |V (Γ)|+in, for each i = {1, 2, 3, . . . , k−1}. Then Γ∗k is an assembly
graph with Hamiltonian set of polygonal paths γ∗ = {γ1+n, γ2+n, γ3+n, . . . , γk+n} with
the height sequence D1 = (d1 + n, d2 + n, d3 + n, . . . , dk + n) relative to γ∗. Hence D1 is
graphical.
Next we prove that D1 is regular. Suppose D is regular. There exists a positive integer
d such that D = (d1, d2, . . . , dk) is graphical with di = d for each 1 ≤ i ≤ k. Let Γ be the
assembly graph with minimum Hamiltonian set of polygonal paths γ = {γ1, γ2, γ3, . . . , γk}
such that Ht(γi) = d for each i ∈ {1, 2, . . . , k}. From the preceding proof D1 = (d+ n, d+
n, . . . , d+ n) is graphical. This implies D1 is regular. ✷
In the preceding examples we see that D1 = (d1+n, d2+n, d3+n, . . . , dk+n) is graphical
or regular does not imply that D is graphical or regular.
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Example 3.2.10 Let Γw be an assembly graph that corresponds to the double-occurrence
word w = 1221344356657887. Then |Γw| = 8, with An(Γ1) = 2, relative to a minimum
Hamiltonian set of polygonal paths γ = {γ1, γ2} where γ1 = 2134, γ2 = 6578. The height
sequence relative to γ is D2 = (d1, d2) = (4, 4). Thus, Γw is regular. Because the only
assembly graph Γt with |Γt| = 4 and An(Γt) = 2, corresponds to the double-occurrence
word t = 11233244, with a height sequence D = (3, 1) ￿= (2, 2) or D = (1, 3) ￿= (2, 2), D is
graphical but not regular.
Example 3.2.11 Let Γw be the assembly graph that corresponds to the double-occurrence
word u = 112332445665. The assembly number is computed An(Γu) = 2 and relative to the
minimum Hamiltonian set of polygonal paths γ = {γ1, γ2}, where γ1 = 123 and γ2 = 456,
γ1 = 1 and γ2 = 32456 or γ1 = 3 and γ2 = 12456. We show the former case, and similarly
one can show the remaining cases. The height sequence is D1 = (d1, d2) = (3, 3). The only
2-partition of 3 is (1+ 2, 1+ 2). The sequence of positive integers D = (2, 2) and D = (1, 1)
are not graphical, because Rmin(2) = 4 with height sequence D = (1, 3).
Let Γ be a simple assembly graph with An(Γ) ≥ 2. Let Γˆ be a loop saturated graph
obtained from Γ such that An(Γˆ) = m and the size of Γˆ is t ∈ N, that is, |Γˆ| = t. There are
some partitions of a positive integer t into m odd numbers so that D
￿
= (d
￿
1, d
￿
2, . . . , d
￿
m) is
not realized as a height sequence of Γˆ, see the example below.
Example 3.2.12 Consider a simple assembly graph Γ that corresponds to the double-
occurrence word w = 11233244. Then the loop saturated graph Γˆ obtained from Γ has size
t = 13 with An(Γˆ) = n+ 1 = 5. But an odd partition D
￿
= (9, 1, 1, 1, 1) of |Γˆ| = 13 has no
minimum Hamiltonian set of polygonal paths that corresponds to D
￿
because Γ has no a
polygonal path γ = {γ1, γ2, γ3, γ4} and with |γ1| = 4.
Lemma 3.2.13 Let Γ be a simple assembly graph with |Γ| = n and D = (d1, d2, . . . , dm)
as height sequence for Γ for some positive integer m. Then every D
￿
= (D1, D2, . . . , Dm)
where Di is a partition of di, is a height sequence for Γ.
Proof. Suppose D = (d1, d2, . . . , dm) for some m is a height sequence for Γ. Let γ =
{γ1, γ2, . . . , γm} be a Hamiltonian set of polygonal paths for Γ such that Ht(γi) = di for
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each i ∈ {1, 2, . . . ,m}. Consider p(di), the collection of all partitions for each number di inD.
Let p(di) = {A1i, A2i, . . . , Ari} for some positive integer r. Given D￿ = (D1, D2, . . . , Dn) for
some n ≥ m where Di ∈ p(di). Let the polygonal path γi visit vertices ai1, ai2, ai3, . . . , ait
such that γi = ai1ei1ai2 · · · ait and γi = γi1γi2 · · · γiti where |γi| = di =
￿ti
j=1 |γij |, |γij | ∈
Aji = {bij1, bij2, bij3, · · · , bijti} ∈ p(di) for each i ∈ {1, 2, . . . ,m}. For each Aji ∈ p(di) and
i ∈ {1, 2, . . . ,m}, polygonal paths {γi1, γi2, . . . , γiti} for Γ are obtained by chopping up the
middle portion of the edges between consecutive vertices based on the size of bijm ∈ Di.
Then γij becomes a separate polygonal path and γi = {γi1, γi2, . . . , γiti} where each γij visits
bijm vertices for m ∈ {1, 2, . . . , ti}. The required set with height sequence D
￿
is obtained as
a height sequence of a union of γij . ✷
Corollary 3.2.14 Given a height sequence for simple assembly graph Γ,D = (d1, d2, . . . , dm).
There are at least Πmi=1|p(di)| height sequences for Γ.
Proof. For each di ∈ D, we denote p(di) as above, i.e p(di) = {A1i, A2i, . . . , Ari}. It holds
that |p(di)| = ri for each set of partitions di ∈ D. Then by Multiplication principle the
number of possible height sequences is r1r2 · · · rm = Πmi=1|p(di)|. ✷
Remark 3.2.15 We denote by P (n, k), the number of partitions of a positive integer n
into k parts. Suppose that (d1, d2, . . . , dk) is a partition of n = |Γ|, with the summands
d1 ≥ d2 ≥ · · · ≥ dk. If dk = 1, then (d1, d2, . . . , dk−1) is a partition of (n − 1), and every
partition of (n − 1) into (k − 1) parts can be obtained in this way. Thus, the number of
partitions of n into k parts, where the smallest part is 1, is precisely P (n−1, k−1). Suppose
that dk ≥ 2. In this case, we see that (d1 − 1, d2 − 1, . . . , dk − 1) is a partition of (n − k)
into exactly k parts, and every partition of (n − k) can be obtained in this way. It follows
that the number of partitions of n into k parts, where the smallest part is at least 2, is
P (n− k, k). Therefore
P (n, k) = P (n− 1, k − 1) + P (n− k, k) for n ≥ 1, P (0, 0) = 1 [5].
Consequently we have the following result.
Corollary 3.2.16 If a simple assembly graph Γ of order n is realizable, then it has at least￿n
i=1 P (n, i) = p(n) many number of Hamiltonian sets of polygonal paths.
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Let Γˆ be a loop saturated assembly graph obtained from Γ with |Γ| = n. Let X =
{v1, v2, . . . , vn} be the set of 4-valent vertices of Γ and Z = V (Γˆ) \X. Then Z is the set of
all new vertices obtained by loop saturation of Γ, that is, set of vertices incident to loops in
Γˆ. Let γ = {γ1, γ2, . . . , γk} be a Hamiltonian set of polygonal paths for Γˆ.
Definition 3.2.17 Let γ = {γ1, γ2, . . . , γk} be a Hamiltonian set of polygonal paths for Γˆ
obtained from Γ by loop saturation. For each γi ∈ γ the domain of γi, dom(γi), is defined
by X ∩ V (γi). The set A = {A1, A2, . . . , Ak} where Aj = dom(γj), for each 1 ≤ j ≤ k is
partitions of X.
Definition 3.2.18 Let γ = {γ1, γ2, . . . , γk} and γ￿ = {γ￿1, γ￿2, . . . , γ￿k} be two minimum
Hamiltonian sets of polygonal paths for Γˆ. We define a relation called loop equivalence ∼
on γ as follows. For each γi ∈ γ and γ￿i ∈ γ￿, γi ∼ γ￿i if dom (γi) = dom(γ￿i) and we say
γ and γ￿ are loop equivalent, that is, γ ∼ γ￿ if for each γi ∈ γ there exists γ￿j ∈ γ￿ with
dom(γi) = dom(γ￿j) and vice versa.
Definition 3.2.19 Let γi = v
(i)
1 e
(i)
1 . . . e
(i)
m v
(i)
m ), for i = 1, 2, be two polygonal paths in an
assembly graph Γ. The two paths γ1 and γ2 are called end equivalent if v
(1)
j = v
(2)
j and e
(1)
j =
e(2)j for j = 1, . . . ,m. In other words, they are end equivalent if they match every where
except end edges. The two paths γ1 and γ2 are said to be equivalent by graph isomorphism
if there is an isomorphism f : Γ→ Γ of a rigid vertex graph such that f(γ1) = γ2.
The two paths are equivalent if they are end equivalent or equivalent by graph isomor-
phism.
Example 3.2.20 Consider polygonal paths γ1 = 1e22e53 and γ2 = 4e62e33, depicted in
Figure 2.5. As dom(γ1) = dom(γ2) = {2}, γ1 ∼ γ2 but γ1 and γ2 are not end equivalent.
Remark 3.2.21 For simple assembly graphs with two endpoints, there are at most two
graph isomorphisms: the identity and the reversal. The reversal is an isomorphism that
exchanges the endpoints. In a loop saturated simple assembly graph, if two polygonal paths
γ1 and γ2 are end equivalent, then they are loop equivalent.
Definition 3.2.22 Let Γ be a simple assembly graph with a polygonal path γ = a1e1 · · ·
eiaiei+1 · · · erar which has a loop at vertex ai. Then we call the path γ=a1e1 · · · ei−1
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ai−1eiaiei+1ai+1erar a loop reduced at vertex ai relative to γ and we denote loop reduced
polygonal path at vertex ai, by γ(ai) = e0a1e1 · · · ai−1eiei+1ai+1 · · · erar.
Example 3.2.23 Consider Γw which corresponds to the double-occurrence word w =
11233244. The set of minimum Hamiltonian set of polygonal paths for Γw is γ = {γi |
γi = {γi1, γi2}} where γ11 = 123 and γ12 = 4, γ21 = 124 and γ22 = 3, and γ31 = 324 and
γ32 = 1. The loop reduced polygonal path for γ1 relative to γ is γ = {{γ11, γ12}} where
γ11 = 123, γ12 = 4.
Definition 3.2.24 Let Γˆ be a loop saturated assembly graph obtained from simple as-
sembly graph Γ with |Γ| = n. Let γ = {γi | γi : {γi1, γi2, . . . , γin+1}} be set of minimum
Hamiltonian set of polygonal paths for Γˆ such that γij = e
i
1ja
i
1je
i
2ja
i
2j · · · eitjaitj for each j.
The loop free polygonal path relative to γij , denoted by Lf (γ
i
j), is a polygonal path for Γ
with loops reduced at vertices aitj ∈ V (γij) for each odd subscripts t ∈ [n+ 1].
Note that V (Lf (γij)) = dom(γ
i
j) and |V (Lf (γi))| = 0 if |γi| = 1.
Example 3.2.25 Let Lf (γij) = e
i
2ja
i
2je
i
4ja
i
4j · · · eitjaitj if t is even and Lf (γij)=ei2jai2jei4jai4j · · ·
ei(t−1)ja
i
(t−1)j if t is odd. Then Lf (γj) = Lf (γt) if and only if γj = γt.
Remark 3.2.26 Let γ and γ￿ be minimum Hamiltonian sets of polygonal paths for loop
saturated assembly graph Γˆ and γi ∈ γ, γ￿i ∈ γ￿. Then Lf (γ) = Lf (γ￿) if and only if
Lf (γi) = Lf (γ￿i).
Definition 3.2.27 Let γ = {γ1, γ2, . . . , γn+1} be a MHSP paths for a loop saturated as-
sembly graph Γˆ with An(Γˆ) = n + 1. Then Lf (γ) = {Lf (γ1), Lf (γ2), . . . , Lf (γn+1)} =
{Lf (γ1), Lf (γ2), . . . , Lf (γt)} for some t+ 1 ≤ i ≤ n such that |γi| = 1.
Note that for each γi ∈ γ such that |γi| ￿= 1, Lf (γi) = βi is a polygonal path in Γ and
Lf (γ) = {Lf (γ1), Lf (γ2), . . . , Lf (γt)} = β is a Hamiltonian set of polygonal paths for Γ.
Remark 3.2.28 Lf (γij) is an edge in Γ with |V (Lf (γij))| = 0 if γi ∈ γ and |γi| = 1.
Definition 3.2.29 Two minimum Hamiltonian set of polygonal paths γ = {γ1, γ2, . . . , γn+1}
and γ￿ = {γ￿1, γ￿2, . . . , γ￿n+1} for Γˆ are called end equivalent if Lf (γi) = Lf (γ￿i) for each
i ∈ [n+ 1].
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Let S = {γ | γ is minimum Hamiltonian set of polygonal paths in Γˆ } and T= {β | β is
Hamiltonian set of paths in Γ }. Consider Aγ = {dom(γ￿) | γ￿ ∈ γ}, and Bβ = {V (β￿) |
β￿ ∈ β }. We have dom(γ) = V(Lf(γ)) =
￿t1
i=1V(Lf(γi)) =
￿t1
i=1 dom(γi) = V(Γ) and
V (β) =
￿t1
i=1 V (β
￿
i) = V (Γ). This implies that Aγ is a partition of V (Γ) relative to γ and
Bβ is a partition of V (Γ) relative to β.
Note that if γ and γ
￿
are minimum Hamiltonian sets of polygonal paths for Γˆ such
that γ = {γ1, γ2, . . . , γn+1} and γ￿ = {γ￿1, γ￿2, . . . , γ￿n+1}, then Lf (γ) = Lf (γ￿) if and only
if Lf (γ) = {Lf (γ1), Lf (γ2), . . . , Lf (γt1)} = Lf (γ￿) = {Lf (γ￿1), Lf (γ￿2), . . . , Lf (γ￿t2)}, that is,
t1 = t2 and Lf (γi) = Lf (γ￿i) for each 1 ≤ i ≤ t1 = t2.
Define Φ : S → T by Φ(γ) = Lf (γ) = β. For each γ, γ￿ ∈ S, Φ(γ) = Φ(γ￿) if and only if
Lf (γ) = Lf (γ￿) if and only if {Lf (γ1), Lf (γ2), . . . , Lf (γt1)} = {Lf (γ￿1), Lf (γ￿2), . . . , Lf (γ￿t2)}
if and only if Lf (γi) = Lf (γ￿i) for i ∈ [t] if and only if γ = γ￿. Let β ∈ T . Then β =
{β1,β2, . . . ,βn} and |E(βi)| = |βi|+ 1. Consider γ￿ = {γ￿1, γ￿2, . . . , γ￿n} with |γi| = 2|βi|+ 1.
This implies
￿t
i=1(2|βi| + 1) = 2
￿t
i=1 |βi| + t = 2n + t. Then γ￿i = {γ￿1, γ￿2, · · · , γ￿t, γ￿t+1,
· · · , γn+1} with |γ￿i| = 1, for each i, t+ 1 ≤ i ≤ n+ 1 is a polygonal path with
￿n+1
i=1 |γ￿i| =
3n + 1 = 3(n + 1) − 2 = |Γˆ|. Consequently γ￿ ∈ S, Φ is surjective, and there is a bijection
Φ : S → T such that Φ(γ) = Lf (γ). Next we show that Aγ = Bβ . Let A￿ ∈ Aγ . There
exists a minimum Hamiltonian set of polygonal paths γ = {γ1, γ2, · · · , γn+1} for Γˆ such that
A￿ = {dom(γ1), dom(γ2), . . . , dom(γn+1)} = {V(Lf(γ1)),V(Lf(γ2)), . . . ,V(Lf(γt))} = V(β)
for some β ∈ T . Thus A￿ ∈ Bβ , and Aγ ⊆ Bβ . Let B￿ ∈ Bβ . There exists a Hamiltonian set
of polygonal paths β = {β1,β2, · · · ,βt} for Γ such that B￿ = {V (β1), V (β2), . . . , V (βt)} =
V (β) = V (Φ(γ)) = {V (Lf (γ1)), V (Lf (γ2)), . . . , V (Lf (γt)), V (Lf (γt+1)), . . . , V (Lf (γn+1))}
∈ Aγ . This implies Bβ ⊆ Aγ . Consequently Aγ = Bβ . This proves the following.
Theorem 3.2.30 There is a one-to-one correspondence between the set of minimum Hamil-
tonian sets of polygonal paths S for Γˆ and the set of Hamiltonian sets of polygonal paths
T for Γ.
Theorem 3.2.31 [8] Let Γ be a simple assembly graph with |Γ| = n, and C is the collection
of all sets of Hamiltonian polygonal paths of Γ. Then
|C| ≤ F2n+1 − 1,
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where Fn is the nth Fibonacci number.
Corollary 3.2.32 If Γˆ is internally loop saturated graph for Γ with |Γ| = n, then the
cardinality of the set of minimum Hamiltonian sets of polygonal paths for Γˆ is at most
F2n+1 − 1 where Fn is the nth Fibonacci number.
Proof. The result follows from Theorem 3.2.30, and Theorem 3.2.31. ✷
Let D = (d1, d2, . . . , dn+1) and D￿ = (k1, k2, . . . , kt) be height sequences for Γˆ and Γ
respectively.
Theorem 3.2.33 Let Γˆ be a loop saturated graph obtained from a simple assembly
graph Γ with |Γ| = n. For each sequence of (n + 1) many odd positive integers D =
(d1, d2, . . . , dn+1) with
￿n+1
i=1 di = |Γˆ|, there is a minimum Hamiltonian set of polygonal
paths γ = {γ1, γ2, . . . , γn+1} with di = |γi| if and only if for each sequence of positive
integers D￿ = (k1, k2, . . . , kt) satisfying
￿t
i=1 ki = |Γ| = n, there is a Hamiltonian set of
polygonal paths β = {β1,β2, . . . ,βt}.
Proof. Suppose for each sequence of n+1 many odd positive integers D = (d1, d2, . . . , dn+1},
with
￿n+1
i=1 di = 3n + 1, there exists a minimum Hamiltonian set of polygonal paths γ =
{γ1, γ2, . . . , γn+1} with |γi| = di, 1 ≤ i ≤ (n + 1). We show that for each positive integer
D￿ = {k1, k2, . . . , kt} with
￿t
i=1 ki = n = |Γ|, there exists a Hamiltonian set of polygonal
paths β = {β1,β2, . . . ,βt}, with |βi| = ki. For each positive integer k, there exists an
odd integer di such that ki =
di−1
2 ; 1 ≤ i ≤ t. Then
￿t
i=1 di = 2n + t. Consider the
sequence D = (d1, d2, . . . , dt, 1, 1, . . . , 1) = {2k1 + 1, 2k2 + 1, . . . , 2kt + 1, 1, . . . , 1}. This
implies
￿n+1
i=1 di = 3n+1 and D is a partition of |Γˆ| = 3n+1 as sum of (n+1) odd positive
integers. By the hypothesis there exists a MHSP paths γ for Γˆ. By Theorem 3.2.30 there
exists a HSP paths β = {β1,β2, . . . ,βt} for each partitions of |Γ| = n.
Conversely, suppose for each sequence of positive integers D￿ = {k1, k2, . . . , kt} satis-
fying
￿t
i=1 ki = n, there exists a Hamiltonian set of polygonal paths β = {β1,β2, . . . ,βt}
for Γ such that |βi| = ki ≥ 1. We show that for each sequence of (n + 1) many odd posi-
tive integers D = (d1, d2, · · · , dt, dt+1 · · · , dn, dn+1) satisfy
￿n+1
i=1 di = 3n + 1 there exist a
minimum Hamiltonian set of polygonal paths γ = {γ1, γ2, . . . , γn+1} with |γi| = di. The
sequence D = (d1, d2, . . . , dt, dt+1, . . . , dn, dn+1} satisfies
￿n+1
i=1 di = 3n + 1 if and only if
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D = {d1, d2, . . . , dt, 1, . . . , 1, 1} such that di = 2ki+1 for some t ≤ n and di = 1 for i ≥ t+1.
This implies
￿t
i=1 ki = n = |Γ|. By the hypothesis there exists Hamiltonian set of paths β
for Γ. By Theorem 3.2.30 there exists a minimum Hamiltonian set of polygonal paths γ for
Γˆ. ✷
Theorem 3.2.34 A simple assembly graph Γ with |Γ| = n is realizable if and only if the
loop saturated graph Γˆ obtained from Γ has a height sequence D = (2n+1,1, 1, . . . , 1￿ ￿￿ ￿
n
) with
n one’s.
Proof. Let Γ be a realizable simple assembly graph with |Γ| = n. By definition, there exists
a minimum Hamiltonian set of polygonal path γ = {γ1} for Γ with |γ1| = n. Let Γˆ be a
loop saturated graph obtained from Γ. Then |Γˆ| = 3n+ 1 and An(Γˆ) = n+ 1.
By Theorem 3.2.30, there is a polygonal path β1 for Γˆ with |β1| = 2|γ1|+1 = 2n+1 and
(3n + 1) − (2n + 1) = n vertices incident to loops visited by n polygonal paths (two loops
are not adjacent). This implies there exists a minimum Hamiltonian set of polygonal paths
β = {β1,β2, . . . ,βn+1} with |β1| = 2|γ1|+ 1 = 2n+ 1 and |βi| = 1, 2 ≤ i ≤ (n+ 1), so that
Γˆ has the desired height sequence D = (2n+ 1, 1, · · · , 1).
Conversely, suppose a loop saturated graph Γˆ obtained from Γ with |Γ| = n has a
height sequence D = (2n + 1, 1, . . . , 1) with n entries are one. For a loop saturated graph
graph Γˆ, polygonal path in the minimum Hamiltonian set starts and ends at a loop. This
implies n tuples of the a minimum Hamiltonian set of polygonal paths γ = {γ1, γ2, . . . , γn+1}
satisfy |γi| = 1 for each 2 ≤ i ≤ (n + 1). Thus, there is a polygonal path γi ∈ γ, with
|γi| = |Γ|+(n+1). Hence, a polygonal path β that visits all v ∈ V (Γ) exists. Consequently,
Γ is realizable. ✷
Theorem 3.2.35 Let Γ be a simple assembly graph of order n, and let Γˆ be its loop
saturated graph. Then the following conditions are equivalent:
1) Each partition of |Γˆ| into (n+ 1) odd positive integers is graphical,
2) Each partition of |Γ| corresponds to a height sequence of a Hamiltonian set of polygonal
paths for Γ,
3) Γ is realizable.
Proof. Follows from Theorem 3.2.33 and Theorem 3.2.34. ✷
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3.3 Catenation of polygonal paths and loop saturated assembly graphs
A polygonal path in the MHSP paths γ of a loop saturated assembly graph Γˆ starts and ends
at vertices incident to loops. The polygonal paths can be reoriented by splicing some of the
paths in γ so that they include edges incident to the 4-valent vertices which are adjacent to
the loop(s). This methods of reorienting polygonal paths of loop saturated assembly graphs
is discussed to investigate some properties of assembly graphs.
Definition 3.3.1 Let Γ be a simple assembly graph with polygonal paths β1 and β2, where
β1 = aif
￿ · · · eai+je,β2 = ai+j+1g · · ·hai+j+th￿
and {ai, · · · , ai+j+t} ⊆ V (Γ) for some i, t ≥ 1 and j ≥ 0. Call catenation of polygonal path
β1 with polygonal path β2 denoted by γ = β1eβ2 if e and g are neighbors.
Definition 3.3.2 If a polygonal path γ is a catenation of β1 with β2, i.e., γ = β1eβ2, then
we call β1 and β2 splits of γ1, and we write split(γ1) = (β1,β2), two paths obtained by
removal of e from γ.
Definition 3.3.3 Let γ1 and γ2 be polygonal paths of a simple assembly graph Γ with
split(γ1) = (β1,β2) and split(γ2) = (β3,β4). We say γ3 is a cross catenation of the polygonal
path γ1 with the polygonal path γ2 if γ3 is a catenation and split(γ3) ∈ {(β1,β4), (β3,β2),
(β1,β3), (β4,β2)}.
Example 3.3.4 Consider the simple assembly graph Γ depicted in Figure 3.5. Let χ1 =
v1e2v2e12v8e14v4e5v3, χ2 = v7e9v6e17v9, χ3 = v5 and χ4 = v10 be polygonal paths for
Γ. Then χ1 and χ2 are catenation of polygonal paths such that χ1 = χ￿1χ￿￿1χ￿￿￿1 where
χ￿1 = v1e2v2, χ￿￿1 = v8, χ￿￿￿1 = v4e5v3 and χ2 = χ￿2χ￿￿2 with χ￿2 = v7 and χ￿￿2 = v6e17v9.
This implies that split(χ1) = (χ￿1,χ￿￿1,χ￿￿￿1 ), split(χ2) = (χ￿2,χ￿￿2). Consider polygonal
paths β1 = v1e2v2e11v7 = χ￿1χ￿2, β2 = v5e8v6e17v9e15v4e5v3 = χ3χ￿￿2χ￿￿￿1 and β3 = v8, β4 = v10.
The set of vertices traversed by χ = {χ1,χ2,χ3,χ4} is the same as the set of vertices
visited by β = {β1,β2,β3,β4}, that is,
￿4
i=1 V (χi) =
￿4
i=1 V (βi) and
￿4
i=1 |χi| =
￿4
i=1 |βi|.
This implies β = {β1,β2,β3,β4} is a minimum Hamiltonian set of polygonal paths for Γ.
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Figure 3.5: A simple assembly graph Γ with minimum Hamiltonian set of polygonal paths
χ = {χ1,χ2,χ3,χ4}.
Thus we can replace the minimum Hamiltonian set of polygonal path χ with the minimum
Hamiltonian set of polygonal paths β for Γ. ✷
Remark 3.3.5 In a loop saturated graph Γˆ, if f1 and f2 are non neighboring edges incident
to a 4-valent vertex v, then exactly one of them is included by a polygonal path in the
minimum Hamiltonian set of polygonal paths that visit vertex v, Theorem 3.2.34.
Lemma 3.3.6 Let Γ be a loop saturated graph with An(Γ) = k and v ∈ V (Γ) is a 4-valent
vertex not incident to loops. Then for every pair of edges f1, f2 incident to the vertex v,
there is a MHSP paths γ = {γ1, γ2, . . . , γk} such that a polygonal path γ￿ ∈ γ includes f1
but no polygonal path includes f2.
Proof . Suppose Γˆ is a loop saturated graph with An(Γˆ) = s. There exists a minimum Hamil-
tonian set of polygonal paths γ = {γ1, γ2, · · · , γs} with |γi| = 3 for each i ∈ {1, 2, . . . , s− 1}
and |γs| = 1, Theorem 3.2.34. Each γ￿ starts or ends at a vertex incident to a loop, Lemma
3.1.5.
A) Suppose none of the polygonal paths in γ visits edges f1, f2 as depicted in Figure
3.6(a). There is a polygonal path γ1 ∈ γ that starts or ends at w1 and a polygonal path
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Figure 3.6: Loop saturated graph with none of the polygonal path in the MHSP visits f1,
f2 (a), and a polygonal path visits vertices including edges f1, f2 (b).
γ2 = tvw2 so that no polygonal path include f1, f2. Without loss of generality we assume
that γ1 visits only w1. A polygonal path γ3 that starts or ends at s exists in γ. Consider
split(γ2) = (χ1,χ￿1) so that γ2 = χ1χ￿1 where χ1 = tv, χ￿1 = w2. Catenate χ1 with γ1.
Let χ￿2 = χ1γ1 = tvw1. The set of polygonal paths {χ￿1,χ￿2} visits the set of vertices
{t, w1, v, w2} which are traversed by {γ1, γ2} ⊆ γ such that V (χ￿1)∪ V (χ￿2) = V (γ1)∪ V (γ2)
and |χ￿1| + |χ￿2| = |γ1| + |γ2|. This implies that π = {χ￿1,χ￿2, γ3, γ4, · · · , γs} is a minimum
Hamiltonian set of polygonal paths for Γˆ that contains a polygonal path χ￿2 which includes
the edge f1 but none of its element include the edge f2.
B) Suppose there exists a polygonal path that includes only edge f2 but none of the
polygonal paths include edge f1, depicted in Figure 3.7(b). There is a set of polygonal
paths {γ1, γ2} ⊆ γ with γ1 = svw2 that includes edge f2 and a polygonal path γ2 that starts
or ends at a vertex t. We assume that γ2 visits only vertex t. Take split(γ1) = (β1, γ￿2) so
that γ1 = β1γ￿2, where β1 = vw2 and γ￿2 = s. Catenate γ2 with β1. Let γ￿1 = γ2β1 = tvw2.
Consider a Hamiltonian set of polygonal paths π = (γ \ {γ1, γ2}) ∪{γ￿1, γ￿2}. The set of
vertices visited by polygonal paths γ￿1 and γ￿2 is {s, v, t, w2} which is the same as the set of
vertices visited by {γ1, γ2}. This implies
￿2
i=1 V (γi) =
￿2
i=1 V (γ
￿
i) and
￿2
i=1 |γi| =
￿2
i=1 |γ￿i|.
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Then π is a MHSP paths for Γˆ. The set π contains polygonal paths that visit vertices
including neither edge f2 nor edge f1. The existence of a minimum Hamiltonian set of
polygonal paths that includes only f1 but not f2 follows from (A) above.
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Figure 3.7: Loop saturated graph Γ with polygonal paths visiting vertices including only
edge f1(a), and a polygonal path visiting vertices including only edge f2 (b).
C) Suppose there are polygonal paths γ1, γ2 ∈ γ that includes edge f1 or f2 respectively,
see Figure 3.6(b). The polygonal path γ1 : w1vs in γ includes edges f1 and f2. There are
polygonal paths γ3, γ4 ∈ γ that start or end at vertices t and w2, respectively.
Take split(γ1) = (β1,φ1,φ2), where φ1 = w1, φ2 = s, and β1 = v. Catenate γ3, β1
with γ4. Let φ3 = γ3β1γ4 = tvw2. This implies
￿3
i=1 V (γi) =
￿3
i=1 V (φi) and
￿3
i=1 |γi| =￿3
i=1 |φi|. Let A = {φ1,φ2,φ3} and B = {γ1, γ2, γ3}. Then γ￿ = (γ \ B) ∪ A is a minimum
Hamiltonian set of polygonal paths containing polygonal paths that include neither f1 nor
f2. The existence of a minimum Hamiltonian set of polygonal paths that includes only f1
but not f2 follows from (A) above. ✷
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4 Strongly-irreducible assembly words
In this chapter, we explore some classifications of double-occurrence words based on sep-
arating larger double-occurrence words into smaller double-occurrence words. Further, we
count and enumerate members of these classes. We introduce insertion and deletion of sym-
bols from strongly-irreducible assembly words. They are associated with the definition of
removing a vertex from a simple assembly graph [4] to show some properties of a strongly-
irreducible assembly word w. Moreover, overlapping and non-overlapping properties of
symbols in assembly words are also discussed to include observations between connected
circle graphs and strongly-irreducible assembly words.
4.1 Types of double-occurrence words
Consider 2n natural numbers labelled on a line in their natural order and introduce a set
of n arcs, each arc containing exactly two points with no two arcs adjacent to the same
point. The resulting diagram is a double-occurrence word of size n, i.e., a complete pairing
of length 2n. Such a diagram is called linearized chord diagram or linked diagram [41, 42].
For example if n = 3, of the possible 15 pairings one is shown in Figure 4.1.
The total number of set of double-occurrence words of length 2n is Wn = (2n − 1)!!
[8, 29].
Definition 4.1.1 Let w = a1a2 · · · a2n be a double-occurrence word over a finite alphabet
Σ. For each a ∈ dom(w) there are indices i and j with 1 ≤ i < j ≤ n such that ai = a = aj .
The subword u(a) = aiai+1 · · · aj is called an a interval .
Two diﬀerent letters a, b ∈ Σ are said to overlap if u(a) = ai1 · · · aj1 and u(b) = ai2 · · · aj2,
then either i1 < i2 < j1 < j2 or i2 < i1 < j2 < j1.
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1 3 5 62 4
Figure 4.1: A linked diagram corresponding to assembly word w = 123123.
For a subword u(a) of w, we say x ∈ dom(u(a)) overlaps with a, if u(x) overlaps with u(a)
and y ∈ dom(u(a)) is non overlap with a if dom(u(y))∩ dom(u(a)) = ∅. We denote the set of
all overlaps and non overlaps of a in u(a) by O(a) and NO(a), respectively.
Given a interval u(a) = aiai+1 · · · aj−1aj . Then a overlaps with ak ∈ dom(u(a)) if and
only if |u(a)|ak = 1 that is ak appears exactly once in the sequence of u(a); otherwise,
non-overlap with a.
Example 4.1.2 Let w = 123431546256. Then the 1-interval u1 = 123431 and 1 overlaps
only with 2 and 4. Then O(1) = {2, 4} and NO(1) = {3}. The 2-interval u2 = 234315462
and 2 overlaps with 1, 5 and 6. This implies O(2) = {1, 5, 6} and NO(2) = {3, 4}.
Definition 4.1.3 Let a1, a2, . . . , at ∈ dom(w). We say a1, a2, . . . , at are in a sequence of
overlaps if ai overlaps with ai+1 for i ∈ {1, 2, . . . , t− 1}.
Observation: An assembly word w = a1a2 · · · a2n is strongly-irreducible if and only if for
each ai ∈ dom(w) there is a sequence of overlaps with a1 = 1 and with a2n.
Definition 4.1.4 A double-occurrence word is palindromic (or symmetric) if it is equal to
its reverse. A double-occurrence word that is palindromic is called a palindrome.
In all three interpretations of double-occurrence words (topological, graph theoretic, and
linked diagrams), the reverse word induces a diagram, isomorphic to the original, with the
orientation reversed. In the topological sense, the orientation refers to the orientation of
the closed curve. While the reverse of a linked diagram may be interpreted as reading
the diagram right-to-left rather than left-to-right. If we wish to count the non-isomorphic
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diagrams generated from double-occurrence words, we observe that each diagram can have
exactly two orientations. Thus, no more than two distinct double-occurrence words can
correspond to the same diagram with regard to a starting base point.
If a graph corresponds to a palindrome, only one distinct double-occurrence word is
associated with the graph. Therefore we may count the number of non-isomorphic graphs
with regard to a base point as
Total Diagrams = (# of Palindromes) +
1
2
(# of Non-Palindromes)
=
(# of D.O. Words) + (# of Palindromes)
2
. (∗)
We will make use of this formula extensively to count the number of distinct graphs corre-
sponding to double-occurrence words with each separation property.
It should be noted that omitting the base point in the closed curve or chord diagram
makes it possible for more than two double-occurrence words to be associated with the
same diagram. For instance, rotating the base point around the circle would lead to 121323,
213231, and 132312 which is 121323, 123132, and 123213 in ascending order, respectively.
Strongly-irreducible and irreducible assembly words
Jacques Touchard was one of the first researchers to comprehensively consider the counting of
double occurrence words. In his paper [44], he classified several types of linked diagrams and
enumerated the number of diagrams containing a fixed number of crossings. He introduced
the classification of “unique systems” and “proper unique systems” which coincide with the
following two definitions for irreducible and strongly-irreducible words.
Definition 4.1.5 If a double-occurrence word w can be written as a product w = uv of
two non-empty double-occurrence words u and v, then w is called reducible; otherwise, it is
called irreducible.
The number of irreducible double-occurrence words has a close connection with the
number of non-isomorphic unlabeled connected Feynman diagrams (also called irreducible
Feynman diagrams [40]) arising in a simplified model of quantum electrodynamics [12, 33].
57
Definition 4.1.6 [4] A non-empty double-occurrence word is strongly-irreducible if it does
not contain a proper subword that is also a double-occurrence word.
The double-occurrence word 12213434 is reducible because it can be written as the
product of the two double-occurrence words 1221 and 3434, but 12344123 is irreducible.
However, since 44 is a proper subword of 12344123 it is not strongly-irreducible. The
word 12132434 is strongly-irreducible. By definition, strongly-irreducible words are also
irreducible, so 12132434 is irreducible as well. In particular 11 is strongly-irreducible.
Strongly-irreducible double-occurrence words are also called connected words [29]. This
terminology is motivated by the circle graph associated with a chord diagram. The circle
graph is formed by representing the chords as vertices and the intersection of those chords as
edges in the graph. In the topological convention, a circle graph is also called an interlinking
graph [10]. Without too many diﬃculties it can be proven that a double-occurrence word
is strongly-irreducible if and only if the circle graph of the corresponding chord diagram is
connected.
Lemma 4.1.7 Every double-occurrence word contains a strongly-irreducible subword.
Proof. If a double-occurrence word w is strongly-irreducible, then w itself is a strongly-
irreducible subword of w. Double-occurrence words which are not strongly-irreducible, by
definition, contain a proper subword w1 which is a double occurrence word and is either
strongly-irreducible or not. If the subword is not strongly-irreducible we check the reducibil-
ity of its proper subwords w2, since w has finite length, we must reach a double-occurrence
word wi, which is a strongly-irreducible proper subword of wi−1, through finite recursion.
Since wi must be a proper subword of w, this completes the proof. ✷
The classification of strongly-irreducible double-occurrence words was introduced in [45]
and the first counting of the strong-irreducibles was done by Stein in [41]. Stein was the first
to count both the strongly-irreducible double-occurrence words and the strongly-irreducible
palindromes, but his counting methods and recursive formulas were simplified in [35] and
later by Klazar in [29]. In Theorem 4.1.10, we present a proof similar to [29] expressed in
terms of language theory.
Using language theory to count double-occurrence words led directly to a characteriza-
tion of the strongly-irreducible double-occurrence words, which we express in Lemma 4.1.9,
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and Theorem 4.1.10 follows as a natural consequence.
Definition 4.1.8 If Σ is a non-empty finite alphabet, then Σ∗ is the free monoid generated
by Σ. A word is any element of Σ∗, and λ is the empty word. If w = uxv for some u, v, x ∈ Σ∗,
then u is a prefix of w, v is a suﬃx of w, and x is a factor of w.
Lemma 4.1.9 Every strongly-irreducible double-occurrence word w in ascending order may
be written in a unique form as w = 1u1v11v2u2 where 1u11u2 and v1v2 are both strongly-
irreducible.
Proof. Let w be strongly-irreducible. Every double-occurrence word w in ascending order
must be of the form w = 1p11p2. Delete both 1’s. Then we have a double-occurrence word
p1p2 = u1xu2, where x is the first strongly-irreducible double-occurrence word of smallest
positive length, by Lemma 4.1.7. Thus u1 and u2 are uniquely defined. Note that u1 and
u2 may be empty words.
Let v1 be the prefix of x which is a suﬃx of p1 and let v2 be the suﬃx of x which is the
prefix of p2. This means that x = v1v2. Neither v1 nor v2 is empty as it would imply that
x is a subword of either p1 or p2 which would constitute a proper subword of w. Since w is
taken to be strongly-irreducible, this cannot be.
We show that 1u11u2 is strongly-irreducible. Suppose not. Then there exists a non-
empty double-occurrence subword z in either u1 or u2 which implies that w contains z and
is not strongly-irreducible. This is a contradiction. Hence 1u11u2 and v1v2 are strongly-
irreducible. ✷
Theorem 4.1.10 The number of strongly-irreducible double-occurrence words Sn with length
2n satisfies the recurrence formula
Sn = (n− 1)
n−1￿
k=1
SkSn−k,
where S1 = 1 and n ≥ 2.
Proof. Note that the only strongly-irreducible double-occurrence word of length 2 is 11, i.e.,
S1 = 1.
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Let u and v be strongly-irreducible double-occurrence words such that the length of v
is 2k, the length of u is 2(n − k), u = 1u11u2, and v = v1v2. Since the length of v is
2k, there are 2k − 1 ways to write v = v1v2 with v1, v2 not empty. By Lemma 4.1.9, each
strongly-irreducible double-occurrence word w of length 2n can be uniquely represented as
w = 1u1v11v2u2. Hence there are 2k− 1 possibilities for such w’s to be formed from each u
and v.
Since there are Sn−k choices for u and Sk choices for v the total counting for Sn when
n ≥ 2 is given by
Sn =
n−1￿
k=1
(2k − 1)SkSn−k = (n− 1)
n−1￿
k=1
SkSn−k. ✷
For completeness, we state Klazar’s counting formula of the strongly-irreducible palin-
dromes. See [29] for the proof.
Theorem 4.1.11 [29] Let Sn and Tn be the number of strongly-irreducible double-occurrence
words and strongly-irreducible palindromes of length 2n, respectively. Then
Tn =
n−2￿
i=1
TiTn−i +
￿n/2￿
i=1
(2n− 4i− 1)SiTn−2i
for n ≥ 2 where T0 = −1 and T1 = 1.
Theorem 4.1.10 and Theorem 4.1.11 correspond to the sequences A000699 and A004300
listed in the on-line Encyclopedia of Integer Sequences, OEIS. For the first few values of
these sequences, see Table 4.1 and Table 4.2 from [8].
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Table 4.1: All double-occurrence words [8].
Symbols All Irreducible strongly-irreducible
1 1 1 1
2 3 2 1
3 15 10 4
4 105 74 27
5 945 706 248
6 10395 8162 2830
7 135135 110410 38232
8 2027025 1708394 593859
9 34459425 29752066 10401712
10 654729075 576037442 202601898
11 13749310575 12277827850 4342263000
12 316234143225 285764591114 101551822350
OEIS A001147 (Kn) A000698 (In) A000699 (Sn)
Table 4.2: Palindromic double-occurrence words [8].
Symbols All Irreducible strongly-irreducible
1 1 1 1
2 3 2 1
3 7 6 2
4 25 20 7
5 81 72 22
6 331 290 96
7 1303 1198 380
8 5937 5452 1853
9 26785 25176 8510
10 133651 125874 44940
11 669351 637926 229836
12 3609673 3448708 1296410
OEIS A047974 (Ln) —— (Jn) A004300 (Tn)
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Lemma 4.1.12 The number of irreducible assembly words In with 2n letters is initially
given by I0 = 1 and
In = (2n− 1)!!−
n−1￿
k=1
(2k − 1)!! In−k for n > 0.
Proof. We shall count the number of irreducible assembly words by subtracting the number
of reducible assembly words from the total number of assembly words with 2n letters.
Without loss of generality, let w = uv be a reducible assembly word with 2n letters such
that u is also irreducible assembly word. If the length of v is 2k, for some 1 ≤ k ≤ n − 1,
then the length of u is 2(n − k). By construction, u is irreducible and is counted among
In−k and v is counted among the (2k − 1)!! possible assembly words of length 2k.
Summing over the possible lengths of v yields the desired count. Since u is irreducible
and v is non-empty, this ensures that each reducible assembly word w is counted exactly
once. ✷
Definition 4.1.13 Let Sn = {w : w = a1a2 · · · a2n, n ≥ 1, u = aiai is no subword of w}.
We call Sn the set of loop free assembly words.
Lemma 4.1.14 The number of loop free assembly words |Sn| is
|Sn| = (2n− 1)!!−
￿n
k=1(−1)k
￿n
k
￿
2k(2n− k)!.
Proof. The set of assembly words on n letters is (2n − 1)!!. Let Ai = { wi | wi is a
double-occurrence word formed with the two letters xi are adjacent }. Thus, the desired
number
|Sn| = (2n− 1)!!− |A1 ∪A2 ∪ · · · ∪An|. (*)
We apply the Principle of Inclusion and Exclusion to find the cardinality of |A1∪A2∪· · ·∪An|.
Suppose a word w is an element of (Ai1 ∩ Ai2 ∩ · · · ∩ Aik). Then w ∈ Aij for each
j ∈ {1, 2, . . . , k} and thus the letters xi1xi1 ;xi2xi2 ; · · · ;xikxik appearing as a subword. The
words for which these k pairs of letters are adjacent are obtained in the following manner:
Form all the words having (2n−k) letters taken from an alphabet obtained from alphabet
Σ by suppressing one copy of each letter from xi1 , xi2 , . . . , xik . Then in each word thus
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formed, repeat the letters xi1 , xi2 , . . . , xik by adding the letters xij immediately after itself
for j ∈ {1, 2, . . . , k}. It follows that
|Ai1 ∩Ai2 ∩ · · · ∩Aik | =
(2n− k)!
(2!)(n−k)
=
2k(2n− k)!
2n
. (∗∗)
Since the indices i1, i2, · · · , ik satisfy 1 ≤ i1 < · · · < ik ≤ n, they can be selected in
￿n
k
￿
ways
and hence the total number of loop free words can be written using (∗), (∗∗) as
|Sn| = (2n− 1)!!−
￿n
1
￿2(2n−1)!
2n +
￿n
2
￿22(2n−2)!
2n − · · ·+ (−1)
n2nn!
2n
= (2n− 1)!!−
n￿
k=1
￿
n
k
￿
(−1)k2k(2n− k)!
2n
. ✷
The number of strongly-irreducible words and strongly-irreducible palindromes has been
previously studied within diﬀerent contexts (for ex. [41]). A nice construction is given in
[29] where strongly-irreducible palindromes are called “connected linked diagrams”.
Lemma 4.1.15 Let w = w1w2 · · ·w2n be a strongly-irreducible word over the alphabet Σ.
There are at most
￿2n
2
￿
+ 2n − 1 strongly-irreducible words that can be formed by insertion
b in w for b ￿∈ w.
Proof. A strongly-irreducible word avoids complete factor bb and bwb. Let m = 2n and
W1 =
￿
j{wj1 : wj1 = ba1 · · · am−j−1bam−j · · · am},
W2 =
￿
j{wj2 : wj2 = a1ba2 · · · am−jbam−j+1 · · · am},
...
Wm−1 = {wjm−1 : wjm−1 = a1a2 · · · am−1−jbamb}.
After successful catenation of b in w find the assembly word corresponds to wij for each
i and j. Then, the number of assembly words in each set of words is |W1| = m − 1,
|W2| = m− 1, |W3| = m− 2, . . . , |Wm−1|=1. This implies the possible number of strongly-
irreducible words is at most
￿m
i=1 |Wi| =
￿2n−1
i=1 i+ 2n− 1 =
￿2n
2
￿
+ 2n− 1. ✷
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4.2 Insertion and deletion of symbols into strongly-irreducible words
Definition 4.2.1 Let Γ1 = (V1, V1) be an assembly graph. We define the assembly graph
Γ2 obtained from Γ1 by deleting a vertex v ∈ V1 as follows. Let γ = (v0, e1, v1, e2, . . . , en, vn)
be a transverse Eulerian path in Γ1. Define Γ2 = (V2, E2) by setting V2 = V1 − {v}, and
E2 = (E1 − (ei, ek, ei+1, ek+1)) ∪ {li, lk}, where vi = vk = v((i + 1) ￿= k), li is a new edge
from vi−1 to vi+1, and lk is a new edge from vk−1 to vk+1. The order of the new edges li
and lk at vertices vi−1, vi+1 and vk−1, vk+1 is inherited from the edges ei,ei+1 and ek, ek+1
respectively, such that locally the rigid vertices vi−1,vi+1,vk−1, and vk+1 remain the same.
In the case when i+ 1 = k, only new edge connecting vi−1 with vi+2 = vk+1 is added. The
new edge li is denoted by li = ￿eiviei+1. It is clear that Γ2 does not depend on the choice of
γ, see Figure 4.2.
1￿kv
ke
1￿je
1￿jvvje
1￿ke
1￿kv
1￿jv
1￿kv
1￿jv
1￿ke
1￿kv
1￿jv
kl
jl
Figure 4.2: Removing a vertex v = vi = vk, in the case when i+ 1 ￿= k.
Notation: {y}tr denotes the positions of the two y￿s that appear at the assembly word w,
that is , for the first time y appears at the t-th position and the second time it appears at
the r-th position.
Definition 4.2.2 Let w = x1x2 · · ·xiyxj · · ·xty · · ·xm−1xm be a double-occurrence word
over the alphabet Σ and let u(y) be the y-interval. By deleting a symbol y that appears at
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the s-th and the r-th position in w, that is , xs = y = xr, we obtain a new double-occurrence
word w1 = x1x2 · · ·xixj · · ·xm. We denote by del1(w) = w1 = w \ {y}sr.
Remark 4.2.3 We use the notation deli(w) to show that we delete i symbols from the
double-occurrence word w at the i-th steps, that is , after deleting (i − 1) symbols one by
one (successively). We call the deletion is the first order if i = 1 and deli(w) = del1(wi−1)
where w0 = w.
A p-source word is a word that is obtained from a strongly-irreducible assembly word
w after deleting the first p largest numbers a1 > a2 > · · · > ap, wp+1 = delp+1(w) =
w \ {{a1}ij , {a2}ts, . . . , {ap}kl } and a1 > x for all x in w1, a2 > y for all y in w2, . . ., ap > z
for each z in wp−1 with aaia is not a subword for wi for each i. If aaia is a subword for wi, we
first delete a followed by ai. We define insertion of a symbol x to the word w1, (x not in w1),
at the i-th and j-th label by ins1(w1)ij = w1 + {x}ij = w2. Thus del1(w) = w1 = w \ {a}ij
implies ins1(w1)ij = w1 + {a}ij = w.
Example 4.2.4 1) Let w = 123425346156. Then w1 = del1(w) = w \ {6}912 is w1 =
1234253415, and w2 = del2(w) = del1(w1) = w1 \ {5}610 is w2 = 12342341 and ins1(w1)912 =
w1 + {x}912 = 12342534x15x = 123425346156 = w. 2) Let u = 1213432545 be given. Then
5 > x, for any x ∈ dom(u) and del1(u) = w \ {5}810 = 12134324 = u1. For any x ∈ u1, 4 > x
but 343 is a subword for u1. In this case, delete 3 first and del2(u) = del1(u1) = u1 \ {3}56 =
121424 = u2 = 121323.
Definition 4.2.5 Let w be a simple assembly word over Σ. A double-occurrence word w1
is called a scattered assembly subword of w if delt(w) = w1 for some non negative integer t.
Note that del0(w) = w.
Example 4.2.6 Consider a double-occurrence word w = 123123, and w1 = del1(w) =
w\{3} = 1212 = w\{1} = w\{2} and w2 = del2(w) = del1(w1) = w1\{2} = w1\{1} = 11.
This implies w has exactly three scattered assembly subwords. The set of scattered assembly
subwords of w is A = {11, 1212, 123123}. Each element of A is strongly-irreducible.
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Example 4.2.7 Given the double-occurrence word w = 123132. The word w is strongly-
irreducible and del1(w) = w \ {3}53 = w \ {2}62 = 1212 and del1(w) = w \ {1} = 1221,
del2(w) = 11. This implies the set of scattered assembly sub words of w isB = {11, 1212, 1221,
123132} and w has reducible scattered assembly subword 1221.
Definition 4.2.8 A strongly-irreducible assembly word that has only strongly-irreducible
scattered assembly subwords is called prime; otherwise, we call it composite.
The double-occurrence words 11, 1212 and 123123 are all primes, but 123132 is composite.
Lemma 4.2.9 Let w = w1bw2bw3 be an assembly word with b ∈ dom(w) and b > x for
each x ∈ dom(w). Then, the subword w￿ = w2w3 is neither a double-occurrence word nor
has a double-occurrence subword.
Proof. From the definition of an assembly word, every symbol x ∈ dom(w) which is less than
b appears once or twice before the first appearances of b. Suppose a symbol x ∈ dom(w)
and x appears twice after the first appearance of b. This implies x > b and a contradiction
to the choice of b. Hence to the subword w￿￿ = w2bw3, each t ∈ dom(w￿￿) appears exactly
once. This implies the subword w￿ = w2w3 of w is neither a double-occurrence word nor
has a double-occurrence subword. ✷
66
5 Circle graphs and chord diagrams
5.1 Chord diagrams and simple assembly graphs
Chord diagrams are fundamental combinatorial objects underlying Vassiliev invariants in
knot theory [27, 34]. Besides its intrinsic combinatorial interest, the enumeration of chord
diagrams is relevant to fields such as the analysis of data in computer science [15, 16]. In this
chapter we use chord diagrams as pictorial representations of double-occurrence words. Two
chord diagrams are isomorphic if one can be obtained by rotation of the other. Two double-
occurrence words related by rotation or reversal determine the same circle graph. Circle
graphs are the intersection graphs of chords in a circle. In this section, properties of chord
diagrams are used to obtain assembly graphs that correspond to strongly-irreducible assem-
bly words. We include sets of chord diagrams that represent simple assembly graphs called
here tangled coils. For every positive integer n, we show the existence of strongly-irreducible
assembly word of size n, and we show the existence of strongly-irreducible assembly graph
with assembly number n. Not all strongly-irreducible assembly words are realizable, but for
each positive integer n there is a realizable strongly-irreducible assembly word of size n. We
investigate how bipartite circle graphs are related to strongly-irreducible assembly graphs
and realizable assembly words. We show that complete bipartite circle graphs correspond
to strongly-irreducible and realizable assembly graphs.
The chord diagram of a double-occurrence word w = c1c2 · · · c2n is obtained by arranging
2n points on a circle, then labeling them with the DOW and then connecting those with
the same label with a chord.
Note that a chord diagram can be defined as a set of chords inscribed in a circle.
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Definition 5.1.1 A circle graph is a graph whose vertices can be put into a one-to-one
correspondence with the chords of a chord diagram such that two vertices are adjacent if,
and only if, their corresponding chords of the circle intersect. The vertices correspond to
the chords, and two vertices are adjacent if, and only if, their chords intersect.
A circle graph is a graph that is isomorphic to the intersection graph of the set of chords in
a chord diagram. See [6, 11] for more information on chord diagrams. Let w = c1c2 · · · c2n
be a double-occurrence word that corresponds to a simple assembly graph Γ. Arrange
2n pairing on a circle and label the points with symbols from the circle in a clockwise
direction. See [18, 33]. We denote by C(w) and S(w) the chord diagram and the circle
graph that corresponds to Γ, respectively. The circle graph S(w) that corresponds to the
simple assembly graph Γw is the graph with the set of vertices V such that an undirected edge
between two vertices a, b ∈ V if, and only if, w = u1au2bu3au4bu5 or w = u1bu2au3bu4au5
for some words u1,u2,. . .,u5. In this case we say symbols a and b interlaced in a double-
occurrence word w, and chords La and Lb intersect in C(w).
Definition 5.1.2 We call a point on the circle (of a chord diagram C(w)) that lies between
the first and the last symbols of the double-occurrence word w, a base point.
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Figure 5.1: Simple assembly graph Γw, chord diagram C(w) and circle graph S(w) that
corresponds to the double-occurrence word w = 12345673214765.
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Example 5.1.3 Consider the double-occurrence word w = 12345673214765. The simple
assembly graph Γw, the chord diagram C(w) and the circle graph S(w) are depicted in
Figure 5.1, where (∗) is a base point.
Let ￿w be a word obtained from assembly word w by deleting both appearances of the last
symbol of w. The length of ￿w is 2(n− 1).
21 12
1 12
233 455 4
1 12
2 3
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1￿n
1￿n n
n
,,,
1 21e , 1 2 32e1e , , 1 2 3 n n-1
1 2 3 4 5 n-2 n-1 n
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￿￿wS
nTC
:
:
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Figure 5.2: C(w), S(w) = Pn, and TCn for some n ≥ 2.
Definition 5.1.4 The tangled coil TCn of size n, for a positive integer n, is an assembly
graph with assembly word
1213243 · · · (n− 1)(n− 2)n(n− 1)n.
Specifically, TC1 = 11, TC2 = 1212, TC3 = 121323, and TCn is obtained from TCn−1
by replacing the last letter (n− 1) by the subword n(n− 1)n.
A path Pn is a graph with vertices {a1, a2, . . . , an} and edges {{a1, a2}, {a2, a3}, . . . ,
{an−1, an}}. It can also be called a path from a1 to an. Thus Pn is an undirected path
with n vertices and (n − 1) edges. We denote by Cn an undirected cycle with n vertices.
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Thus for n ≥ 3, Cn is the graph Pn with one additional edge: {an, a1}. Each vertex i for
each 2 ≤ i ≤ (n − 1) is adjacent to exactly two vertices (i − 1) and (i + 1), but vertex 1 is
adjacent only to vertex 2 and vertex n is adjacent only to vertex (n− 1), that is, the degree
sequence of Pn is (2, 2, 2, . . . , 2, 1, 1). The path Pn is a connected circle graph of TCn.
Example 5.1.5 Consider the path P3 = 1e12e23. Vertex 2 is adjacent to vertices 1 and
3, vertex 1 is adjacent only to vertex 2, and vertex 3 is adjacent to vertex 2. The chord
diagram C(P3) and the circle graph P3 are the second elements of the first and the second
figures depicted in Figure 5.2.
We denote by C(Pn) the chord diagram that corresponds to a circle graph Pn. If wn is the
double-occurrence word that corresponds to a chord diagram C(Pn), we denote Pn = S(wn).
Lemma 5.1.6 Pn is the circle graph of TCn for each n ≥ 2.
Proof. The set A￿ = {wn | wn = 1213243 · · · (n − 1)(n − 2)n(n − 1)n, n ≥ 2 } consists of
assembly words correspond to TCn. We apply induction on n, the size of Pn, to show that
the double-occurrence word that corresponds to Pn for each n ≥ 2 corresponds to TCn and
is in A￿.
Let w2 be a double-occurrence word that corresponds to the chord diagram C(P2) where
P2 = 1e12. This implies chords L1 and L2 intersect and w2 = 1212 is the corresponding
double-occurrence word. (The circle graph P2 and the corresponding chord diagram are
depicted at Figure 5.2). The double-occurrence word w2 = 1212 ∈ A￿ corresponds to TC2.
We have to prove that the lemma holds for any positive integer n ≥ 2. Suppose the lemma is
true for Pt = 1e12e2 · · · (t− 1)ett, for an arbitrary positive integer t ≥ 2. For chord diagram
C(Pt), each chord Li for each i ∈ {2, 3, . . . , (t− 1)} intersects with exactly two chords Li−1
and Li+1, but L1 intersects only with L2 and Lt intersects only with Lt−1, (see Figure 5.2).
Then wt = 1213243 · · · (t−1)(t−2)t(t−1)t is the double-occurrence word that corresponds to
C(Pt) and for simple assembly graph TCt. Consider Pt+1 = 1e12e2 · · · (t− 1)ettet+1(t+ 1).
Then t overlaps only with t − 1 and t + 1, and t + 1 overlaps only with t. Thus chord
Lt+1 intersects with chord Lt, but Lt intersects with Lt−1 and Lt+1. This implies C(Pt+1)
corresponds to a double-occurrence word w￿ = 12132 · · · t(t− 1)(t+ 1)t(t+ 1) = wt+1 ∈ A￿,
a double-occurrence word that corresponds to TC(n+1).
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Consider wt ∈ A￿ for each t ≥ 2, A￿ = { w2=1212, w3 = 121323, w4 = 12132434, . . .,
wt = 1213243 · · · (t − 1)(t − 2)t(t − 1)t }. Consider w2 = 1212 ∈ A￿ that corresponds to a
simple assembly graph TC2. This implies in C(w2), chord L1 intersects with chord L2. The
corresponding S(w2) is a path of size 2. We prove by induction on n that A￿ ⊆ A. Assume
that for ws = 1213243 · · · (s − 1)(s − 2)s(s − 1)s, an assembly word that corresponds to
TCs corresponds to C(ws), S(ws) = Ps. We show that for ws+1 that corresponds to TCs+1,
S(ws+1) = Ps+1. We have ws+1 = 1213243 · · · (s)(s−1)(s+1)(s)(s+1) = uv where ws = us
and v = (s + 1)s(s + 1). This implies if one removes s from u then we obtain ws−1 which
by hypothesis corresponds to S(ws−1) = Ps−1. Since s overlaps with s − 1 and s + 1, this
implies Ps = Ps−1s and Ps+1 = Pss+ 1 and S(ws+1) = Ps+1. ✷
Definition 5.1.7 Let C(w) be a chord diagram that corresponds to the double-occurrence
word w over alphabet Σ. Let x, y ∈ V (C(w)) and x ￿= y. We say that x and y are adjacent
in w if w = w1xyw2 for some w1, w2 in Σ∗.
Note that vertices are adjacent in C(w) if they are adjacent in w.
Definition 5.1.8 Two sets of chords, A and B of a chord diagram C(w) are called separated
if one can draw a line that intersects none of the chord of C(w) but divides a circle into two
parts such that A and B are on opposite halves.
Note that a chord digram that has no separated sets of chords is called connected chord
diagram.
Theorem 5.1.9 Let w = a1a2 · · · a2n be a double-occurrence word that corresponds to the
circle graph S(w). Then w is strongly-irreducible assembly word if, and only if, the circle
graph S(w) is connected.
Proof. The proof follows from Lemma 4.1.9 and Definition 5.1.8. ✷
5.2 Bipartite circle graphs and assembly words
A graph Γ is bipartite if its vertices can be partitioned into two disjoint subsets X and
Y such that each edge connects a vertex from X to vertex from Y . In this case, X and Y
71
are called the partite sets. A bipartite graph with partite sets X and Y is called a complete
bipartite graph if its edge set is of the form E(Γ) = {{x, y} | x ∈ X, y ∈ Y }. We denote
such a graph by Γ = Kn,m, with n = |X|, m = |Y |, and n+m = |Γ|.
A tree is a connected graph that contains no cycle. If Γ is a connected graph, we say
that T is a spanning tree of Γ if Γ and T have the same vertex set, and each edge of T is
also an edge of Γ.
Theorem 5.2.1 [19] If Γ is a tree, then Γ is a circle graph of some graph.
Lemma 5.2.2 Let w be a double-occurrence word such that C(w) = Km,n. Then w is
strongly-irreducible assembly word and An(Γw) = 1.
Proof. Let A = {a1, a2, . . . , an} and B = {b1, b2, . . . , bm} be partite sets of V (C(w)). The
chord La does not intersect with chord La￿ for each a ￿= a￿ in A. Similarly chord Lb is
“parallel” with chord Lb￿ for each b ￿= b￿ in B. Then if one reads the symbols on the circle, a￿s
are followed by b￿s, that is w = a1a2 · · · anb1b2 · · · bibi+1 · · · bmanan−1 · · · a2a1bmbm−1 · · · bi+1
bi · · · b2b1 = uvuRvR, where u = a1a2 · · · an, v = b1b2 · · · bibi+1 · · · bm. We assume that the
base point lies between bi−1 and bi for some i. Let v = w1w2, where w1 = b1b2 · · · bi and
w2 = bi+1 · · · bm and the cyclic permutation of w, that is, w￿ = bi+1 · · · bmanan−1 · · · a2a1bm
bm−1 · · · bi+1bibi−1 · · · b2b1a1a2 · · · anb1b2 · · · bi = w2uRwR2 wR1 uw1 = w2uRvRuw1 where
wR2 w
R
1 = v
R. Let x = w2wR2 , y = uu
R and z = w1wR1 . Then x, y and z are double-occurrence
words.
Consider a Hamiltonian polygonal path β : bm · · · bi+t+j · · · bi+j · · · bi+1bi · · · b1a1 · · · an
for a corresponding simple assembly graph Γw, (see Figure 5.3). This implies that {β} is
the minimum Hamiltonian set of polygonal path for Γw that corresponds to the complete
bipartite circle graph Km,n. Hence An(Γw) = 1. ✷
Lemma 5.2.3 For each positive integer n, there exists a realizable strongly-irreducible as-
sembly graph Γ of order n.
Proof. For n = 1, 2, and 3 the simple assembly graphs that correspond to the double-
occurrence words w = 11, w = 1212 and w = 123123 respectively are realizable strongly-
irreducible assembly graphs. For each positive integer n ≥ 4, consider the circle graph Ka,b
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Figure 5.3: Complete partite graph Km,n and the corresponding realizable simple assembly
graph.
where a+ b = n. The simple assembly graph Γw that corresponds to Ka,b with |w|s = a+ b
is a realizable graph, Lemma 5.2.2. ✷
Definition 5.2.4 Let Γk be a simple assembly graph that corresponds to the assembly word
wk = A1B1A2B2 · · ·B(2k−2)A(2k−1)AR1 B1AR2 B2 · · ·B(2k−2)AR(2k−1) where sequences of ver-
tices Ak and Bk are defined as follows: Ak = (4k − 3)(4k − 2)(4k − 1), and Bk = (4k). We
call Bk, a cut-vertex and Ak, the A-bar vertex.
Note that |Γk+1| = 8k + 3 and wk is strongly-irreducible.
Theorem 5.2.5 For each positive integer n ≥ 1, there is a strongly-irreducible simple
assembly graph Γ with An(Γ) = n.
The proof of the theorem follows after some lemmas.
Let A = {Γk | wk is an assembly word that corresponds to Γk} be the set of simple as-
sembly graphs with sequences of vertices as in the Definition 5.2.4 for k ≥ 2. Then
|Γk+1| = 8k + 3. We show that An(Γk) = k ≥ 2 for each Γk ∈ A.
Lemma 5.2.6 If a polygonal path γ for Γk contains a vertex in Aj and |γ| > 3, then γ
must contain a cut-vertex Bj , or Bj+1.
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Figure 5.4: Polygonal path γ￿ ∈ γ visits only a cut-vertex Bj .
Proof. Every cut-vertex Bj is adjacent to 4 vertices, two in Aj and two in Aj+1. For each
j ≥ 2, pair of vertices (4j − 3) and (4j − 1) in Aj are adjacent to the two cut vertices Bj−1
and Bj+1, and none of the vertices in Aj and in Aj+1 are adjacent. The size of Aj is 3.
Therefore, a polygonal path γ contains a vertex in Aj for some j implies 1 ≤ |γ| ≤ 3 and if
|γ| > 3, the polygonal path γ must contain a cut-vertex Bj−1 or a cut-vertex Bj . ✷
Definition 5.2.7 Two cut vertices Bi and Bj or two A-bar vertices Ai and Aj are adjacent,
if j = i+ 1 or j = i− 1.
Lemma 5.2.8 There is a minimum Hamiltonian set of polygonal paths for Γn such that
every path that visits a cut-vertex visits at least two cut- vertices.
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Figure 5.5: Polygonal path γ￿ ∈ γ visits vertices including only a cut vertex Bj , and polyg-
onal path β1 ∈ γ visits at least Aj+1 and Bj+1.
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Figure 5.6: Polygonal path γ￿ ∈ γ ends at a cut-vertex Bj , and a polygonal path β1 ∈ γ
visits all vertices of Aj+1 but not a cut-vertex Bj+1.
Proof. Let γ = {γ1, γ2, . . . , γs} be a minimum Hamiltonian set of polygonal paths for Γn.
Suppose γ￿ ∈ γ exist that visits only one cut-vertex. We will show that the minimal index
of the cut-vertex visited by a path γ￿ visiting only one cut-vertex can be always increased.
Let Bj be a cut-vertex with the smallest index and visited by the polygonal path γ￿. Two
vertices in Aj and two vertices in Aj+1 are adjacent to Bj ; moreover, Bj−1 and Bj+1 are
cut-vertices adjacent to Bj . We consider the following cases:
Case 1: γ￿ visits Bj but not Aj+1. There are 9 possible cases to be considered for γ￿,
(see figures depicted in Figure 5.4). The red colors correspond to paths in γ and γ￿ being
the one that visits cut-vertex Bj . But all these cases can be reduced by reorienting γ￿ to
the ones in Figures depicted in (i) and (j). Due to symmetry of (i) and (j), we discuss only
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Figure 5.7: A cut-vertex Bj is not the last vertex for a polygonal path γ￿ ∈ γ but visits
vertices in Aj+1, and β2’s last vertex is a cut-vertex Bj+1.
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Figure 5.8: A polygonal path γ￿ ∈ γ visits all vertices of Aj+1 and a cut vertex Bj , β1’s last
vertex is not a cut-vertex Bj+1.
(i).
(1.a) Suppose Bj is the last vertex visited by γ￿ and the polygonal path β1 that visits
at least a vertex in Aj+1 visits Bj+1,(see Figure 5.5). By the minimality of γ all the
vertices of Aj+1 are visited by β1. Without loss of generality we assume that β1 starts
at vertex 4(j + 1) − 1 and let the edge f1 be a neighbor to the edge g1 which is included
by γ￿ and incident to a cut-vertex Bj . Let β1 = Aj+1Bj+1β￿ = (4(j + 1) − 1)(4(j + 1) −
2)(4(j + 1) − 3)Bj+1blueβ￿. We reorient the polygonal paths β1 and γ￿ so that blueγ￿￿ =
AjBj(4(j + 1) − 1)Bj+1(4(j + 1) − 3)(4(j + 1) − 2) is polygonal path, (see the blue path
in Figure 5.5). Thus γˆ = γ \ {γ￿,β1} ∪ {γ￿￿,β￿} is a minimum Hamiltonian set of polygonal
paths and j is not the minimal index of a cut-vertex included by a polygonal path which
visits only one cut-vertex.
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Figure 5.9: A polygonal path γ￿ visits Bj , Aj+1, Bj+1 and a polygonal path γ￿￿ visits
Aj+2, Bj+2, Aj+3 and Bj+3.
(1.b) Suppose Bj is the last vertex visited by γ￿ and the polygonal path β1 that visits a
vertex in Aj+1 does not visit a cut-vertex Bj+1, (see Figure 5.6 ). In this case, γ￿ = AjBj ,
β1 = Aj+1 and β2 = Bj+1 · · · . Consider γ￿￿ = AjBj(4(j+1)−1)(4(j+1)−2)(4(j+1)−3) =
γ￿β1 and β2 : Bj+1. From the minimality of γ it can not happen that {γ￿,β1} ⊆ γ for γ￿
and β1 can be catenated to a single path γ￿￿.
Case 2: Suppose Bj is not the last vertex visited by γ￿ and γ￿ visits at least a vertex in
Aj+1. Because γ￿ visits only one cut-vertex, if it visits at least a vertex in Aj+1 it must end
in Aj+1, (see Figure 5.7). This implies γ￿ visits all of Aj+1. Let γ￿ : γ1BjAj+1.
(2.a) Bj+1 is the last vertex of the path β1 ∈ γ, (see Figure 5.7). In this case, β1 =
Bj+1β￿1. Reorienting the vertices visited by the polygonal paths γ￿ and β1, we get γ￿￿ =
γ1Bj(4(j + 1)− 3)Bj+1(4(j + 1)− 1)(4(j + 1)− 2) and β￿1 = Aj+2 or γ￿￿ = γ1Bj(4(j + 1)−
3)Bj+1(4(j+1)−1)(4(j+1)−2). Then γˆ = γ\{γ￿,β2}∪{γ￿￿,β￿1} is a minimum Hamiltonian
set of polygonal paths such that j is not the minimal index of the cut-vertex included by a
polygonal path that visits only one cut-vertex.
(2.b) Bj+1 is not the last vertex of the polygonal path β1 that visits Bj+1, (see Figure
5.8). Here, γ￿ = γ1BjAj+1 and β1 = β￿1Bj+1(4(j + 2) − 1)(4(j + 2) − 2). Consider γˆ =
γ \ {γ￿,β1} ∪ {γ￿￿,β2} where γ￿￿ : γ1Bj(4(j + 1) − 3)Bj+1(4(j + 1) − 1)(4(j + 1) − 2) and
β2 = (4(j + 2) − 1)(4(j + 2) − 2). This implies that γˆ is a minimum Hamiltonian set of
polygonal paths and j is not the minimal index of the cut-vertex included by a polygonal
path that visits only one cut-vertex.
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Note that in all cases (1.a), (1.b), (2.a), and (2.b) the extension of γ￿ to include a cut-
vertex Bj+1 does not depend on the fact that Bj is the only cut-vertex visited by γ￿. Hence
Bk can be joined by a single polygonal path with Bk−1.
Corollary 5.2.9 In the minimum Hamiltonian set of polygonal path γ, if γ￿ ∈ γ visits at
least two cut-vertices it can be chosen that γ￿ visits at least two A-bar vertices Aj and Aj+1
or Aj−1 and Aj.
Proof. Suppose the polygonal path γ￿ visits two cut vertices Bj and Bj+1. Then either
γ￿ = Aj−1BjAj+1Bj+1 or γ￿ = BjAj+1Bj+1. The former case has two A-bar vertices.
Suppose the later happens. By Lemma 5.2.8, we can assume that the polygonal path
γ￿￿ ∈ γ that visits Aj+2 includes at least two cut vertices. With out loss of generality, we
take γ￿￿ = Aj+2Bj+2Aj+3Bj+3, (see Figure 5.9). Consider γ￿ and γ￿￿. We can rearrange
the vertices so that γ￿ visits Aj+2, that is, γ￿ = BjAj+1Bj+1Aj+2 and γ￿￿ = Bj+2Aj+3Bj+3.
Following the same approach we can extend γ￿￿ so that γ￿￿￿ = Bj+2Aj+3Bj+3Aj+3. ✷
￿
1A 2A
1B 2B
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Figure 5.10: A polygonal path β visits Aj , Bj , Aj+1, Bj+1, . . . , Bj+s−1, Aj+s.
Lemma 5.2.10 Let β be a minimum Hamiltonian set of polygonal paths for Γ. If a polyg-
onal path γ￿ ∈ γ visits exactly one vertex from each A-bar vertices Aj , Aj+1, · · · , Aj+s, then
the portion of the graph that contains vertices Aj , Bj , Aj+1, Bj+1, . . . , Bj+s−1, Aj+s is visited
by at least (s-1) polygonal paths.
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Proof. Consider Figure 5.10. Let β be the polygonal path that visits all the cut vertices
Bj , Bj+1, . . . , Bj+s−1. For triples Aj , Bj and respectively Aj+1, consider vertices 4j − 3, Bj
and 4(j + 1) − 3 or 4j − 1, Bj and 4(j + 1) − 1. The edges f1 = (4j − 3)Bj and f2 =
Bj(4(j + 1)− 3) or g1 = (4j − 1)Bj and g2 = Bj(4(j + 1)− 1) are neighbors in β. We show
the former case, (see Figure 5.10) because of symmetry the later case follows immediately.
In Ap, p ∈ {j + 1, j + 2, . . . , j + s− 1}, because the pairs 4p− 2 and 4p− 1 are unvisited by
β, but adjacent cut-vertices Bp−1 and Bp are included by β, a polygonal path is needed to
visit them. This implies for each pair of vertices 4p − 2 and 4p − 1 in Ap where (j + 1) ≤
p ≤ (j + s− 1), we need a separate polygonal path. This counts at least (s− 1) paths. ✷
Proof of Theorem 5.2.5. For n = 1, the assembly graph Γw1 that corresponds to a strongly-
irreducible assembly word w1 = 1212 has assembly number 1. The simple assembly graph
Γn has 2(n − 1) cut vertices. We choose a minimum Hamiltonian set of polygonal paths
γ such that every path in γ visits at least two cut-vertices, Lemma 5.2.8. This implies
there are at most (n-1) such polygonal paths in γ. Suppose the polygonal path γ￿ visits
r number of A-bar vertices. Then we need at least (r-1) polygonal paths to visit all the
adjacent A-bar vertices. Suppose β = {β1,β2, . . . ,βr} is a set of polygonal paths such that
each polygonal path visits at least two cut-vertices. By Corollary 5.2.9, each path visits
two A-bar vertices. Let p1, p2, . . . , pr be the number of A-bars visited by polygonal paths
through a single vertex, or a whole A-bar be β1,β2, . . . ,βr, respectively. Then
r ≤ (n− 1),￿r
j=1 pj = 2(n− 1) + 1.
By Lemma 5.2.10, we need at least
￿r
j=1(pj − 1) paths. This implies
￿r
j=1(pj − 1) =
2(n−1)+1−r. This number is minimum if r is maximum , that is, r = n−1. Consequently
we have,
￿r
j=1(pj − 1) = n. ✷
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6 Some properties of realization assembly graphs
6.1 Loop free assembly graph
The minimal realization number for some positive integer k, Rmin(k), has a bound 3k − 2,
i.e., Rmin(k) ≤ 3k−2 and has the property Rmin(k) < Rmin(k+1) for every natural number
k [2]. It was left as an open problem to find a lower bound for Rmin(n). We proved that
loop saturated assembly graphs achieve this bound and in this section we show that if a
simple assembly graph has no loops then it is not in Rmin(n).
Let G = (V,E) be a graph. A matching set M in G is a set of pairwise non adjacent
edges, that is, no two edges share a common vertex. A vertex is “matched” if it is incident
to an edge in the matching set. If each vertex in G is matched then we call M a perfect
matching. In perfect matching, |M | = |V (Γ)|2 .
A maximum matching in a graph is a matching set with the maximum number of edges.
Definition 6.1.1 A vertex is free with respect to a matching M if it is not incident with
any edge in M .
Definition 6.1.2 A path is alternating with respect to a matching set M if its edges alter-
nate as being in M and not in M . An augmenting path is an alternating path that starts
and ends with a free vertex.
Theorem 6.1.3 [26] M is not a maximum matching if and only if there exists an augment-
ing path with respect to M.
Theorem 6.1.4 If a simple assembly graph Γ with An(Γ) = k has no loops, then Γ ￿∈
Rmin(k).
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Proof. Let Γ = (V,E) be a simple assembly graph that has no loops with An(Γ) = k.
We show that Γ has at least 3k vertices. Let E = {e0, e1, . . . , e2n} be the set of edges
of Γ successively enumerated along the transversal. Partition E = Eodd ∪ Eeven where
Eodd = {ei | i = 2i + 1, 0 ≤ i ≤ n − 1} and Eeven = {ei | i = 2i, 0 ≤ i ≤ n}. We refer
to the odd numbered edges ei ∈ Eodd as red and to the even numbered edges ei ∈ E2 as
blue. Because the number of vertices equals the number of edges in the induced subgraph
Γ(Eodd), this implies Γ(Eodd) is a collection of cycles.
Construct a simple graph H = (VH , EH) where VH = {C | C is a cycle in Γ(Eodd)},
{C,C ￿} ∈ E(H) if there is a blue edge from a vertex in C to a vertex in C ￿ where C and C ￿
are distinct cycles in Γ(Eodd). Each vertex C ∈ VH is called a blossom.
3e
1C
2C
3CiC
1e
2e
ie
*C
Figure 6.1: Star-like graph S with edge {C∗, C2} in the matching set M and free vertices
C1, C3, C4, . . . , Cj .
Let M be a maximum matching in H. Every vertex in VH is either incident to an edge
in M or it is free.
Since we have maximum matching, all free vertices are adjacent to at least one vertex
incident to a matching edge. Consider the matching edges in M . Let {C,C ￿} ∈ M and
let x1, x2, . . . , xs be free vertices in H adjacent to C or C ￿. Then, they are all incident to
only C and none to C ￿ or all are incident to C ￿ and none are incident to C. Hence if e
is {C,C ￿} a matching edge in V (H) and v is a free vertex adjacent to C, (an endpoint of
e), then all free vertices incident to both endpoints of e must be adjacent to C; otherwise,
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there is an augmented path starting at v, which contradicts the properties of maximum
matching Theorem 6.1.3. We call such C a master blossom. Choose an edge e = e0 ∈ M
and let S0 = Se = {C,C ￿, x1, . . . , xs} where C, C ￿ are endpoints of e and x1, . . . , xs are all
free vertices incident to C. Let e1 ∈ M \ {e0} and set S1 to be the set containing the set
of endpoints of e1 and all free vertices adjacent to the endpoints in e1 but not in S0, that
is, S1 = {v ∈ VH \ {S0} | v is endpoint of e1 or v is adjacent to endpoints of e1}. Continue
in the same manner, and let ei ∈ M \ {e0, e1, . . . , ei−1}. Construct Si to consist of the
endpoints of ei and all free vertices adjacent to endpoints of ei but not in S0 ∪ · · · ∪ Si−1.
Continue until all vertices in VH are exhausted. Consider the Star-like graphs obtained
from Si containing one matching edge and edges incident to free vertices in Si. Observe
that S0, S1, . . . , St forms a partition of H and consequently of Γ.
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Figure 6.2: Leaning forward (a) and leaning backward (b) orientations.
Let S ∈ {S0, S1, . . . , St} as constructed above. The master blossom of a matching edge in
S is denoted it by C∗. (See Figure 6.1 ). For a star-like graph S, for each vertex connecting
C∗ with a vertex in S there is a corresponding blue edge in Γ connecting a vertex in C∗
with a vertex in C. Let T = {f1, f2, · · · , fs} be set of blue edges in Γ corresponding to the
edges in S.
Fix an orientation of C∗ and let {x1, x2, . . . , xs} be the set of vertices in C∗ incident to
f1, f2, . . . , fs. Assume x1, x2, . . . , xs are enumerated according to the orientation of C∗. The
vertices {x1, x2, . . . , xs} are not necessarily all distinct, because each v ∈ V (C∗) ⊆ V (H) is
incident to two red and to two blue edges in Γ, i.e., there may be at most two distinct blue
edges from {f1, f2, . . . , fs} incident to the same vertex.
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Let y, z be two vertices in C∗ adjacent to xi such that the path yxiz follows the orien-
tation of C∗. There are two possibilities for the edge fi. Either fi is neighbor to the red
edge {xi, z}, see Figure 6.2(a), or fi is neighbor to the red edge {y, xi}, see Figure 6.2(b).
The former fi is called leaning forward and the later fi is called leaning backward.
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Figure 6.3: (a) Chasing forward, (b) chasing backward, (c) separation, and (d) join pair of
vertices {xi, xi+1}.
There are four possibilities for fi, fi+1 incident to xi, xi+1: Pair of vertices
(a) {xi, xi+1} ⊆ V (C∗) are called chasing forward, if edges fi and fi+1 are leaning
forward. (b) {xi, xi+1} ⊆ V (C∗) are called chasing backward, if fi and fi+1 are leaning
backward. (c) {xi, xi+1} are called a separation, if fi is leaning backward and fi+1 is leaning
forward. (d) {xi, xi+1} ⊆ V (C∗) is called a join, if the edge fi and the edge fi+1 are leaning
forward and leaning backward respectively.
We observe that in C∗, the number of separations is equal to the number of joins. Note
that if xi = xi+1, then {xi, xi+1} must be a separation. In between any two separations
there must be a join.
Associate the letter “F ￿￿ to each vertex xi if fi is leaning forward, and letter “B” to each
vertex xi if fi is leaning backward.
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The labels on vertices x1, x2, . . . , xs form a cyclic word such as FBFFBB · · ·FB where
each FB is a label of a join, and BF is a label of a separation. Hence, in a cyclic word the
number of FB subwords equals the number of BF subwords.
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ix
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Figure 6.4: Join of pair of vertices along with polygonal path pi.
Note that S consists of at least two vertices (cycles in Γ). Let C1, C2, . . . , Cs be the red
cycles adjacent to the master blossom C∗ and let v1, . . . , vs be the end-points of f1, . . . , fs
in C1, . . . , Cs respectively. Each xi is adjacent to at most two of the the C ￿is and each
fi has only one neighboring red edge in C∗ and only one red edge in Ci, (see Figure 6.4)
pi = wi · · ·wsi−1w0 be the portion of Ci that is a polygonal path in Ci.
We form polygonal paths in the following ways. Let y1, y2, . . ., yr be vertices in C∗
between xi and xi+1, i.e., xi, y1, y2, · · · ,yr, xi+1 is path in the cycle C∗ following the ori-
entation of C∗. Note, if xj = xj+1, or {xj , xj+1} is an edge in C∗ then the set of vertices
between xj , xj+1 is empty. Let δ be the path, y1, y2, . . .,yr or empty if xj = xj+1. Then
we construct polygonal paths in the following ways: γ= vs, vs−1, . . . , v1￿ ￿￿ ￿
pi
, fi, xi, y1, y2, . . . , yr￿ ￿￿ ￿
δ
,
xi+1, fi+1, v
￿
1, . . . , v
￿
t￿ ￿￿ ￿
pi+1
, (see Figure 6.5) for join pjfjxjδxi+1fj+1pi+1. The minimal height of
the polygonal path γ is 5. The equality holds if xi = xi+1 and |pi| = |pi+1| = 2.
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Figure 6.5: Polygonal paths traversing vertices in C∗ and free vertices.
If a pair {xi, xi+1} is chasing forward then consider the path β1 = pifixiδ, if {xi, xi+1} is
chasing backward, consider β2 = pi+1fi+1xi+1δR. The minimum number of vertices of polyg-
onal paths, β1, and β2 is 3. The equality holds when |pi| = 2 = |pi+1| and δ is empty. Suppose
the pair {xi−1, xi} is a separation. Consider the path δ = y1, y2, . . . , yr. Then {xi, xi+1}
is either join or chasing backward. If there are no vertices in between {xi, xi+1}, then δ is
empty and {xi+1, xi+2} is either a join or chasing forward. In both cases fi, xi, fi+1, xi+1
have been encountered in the above constructed paths. Let ΓS be the part of Γ induced
by the vertices in the cycles of S like graph with |ΓS | = m. If there are non-empty r-
separations, there are at least r-joins. Let q be the number of forward or backward chasing
pairs. This implies the number of polygonal paths constructed traversing m vertices of ΓS
are (q + 2r) with minimum number of vertices traversed 3q + 5r + r = 3q + 6r = 3(q + 2r).
Because S is an arbitrary set in the partition S0, S1, . . . St, we have |Γ| ≥ 3An(Γ). ✷
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7 Conclusions and remarks
In this dissertation we discussed combinatorial approaches to counting a Hamiltonian set of
polygonal paths for diﬀerent types of simple assembly graphs. An assembly graph can be
seen as a representation of DNA molecules during certain recombination processes, in which
4-valent vertices represent molecular alignment of the recombination sites.
For a positive integer n, we define a minimal realization number for n to be Rmin(n) =
min{|Γ| = An(Γ) = n}, where |Γ| is the number of 4-valent vertices in Γ. A graph Γ
with Rmin(n) = |Γ| is called a realization of Rmin(n). The set of minimal realization graphs
for some positive integer n, denoted by Rmin(n), has a bound 3n − 2 [8], that is, each
Γ ∈ Rmin(n) has the property that |Γ| ≤ 3n − 2 and Rmin(n) < Rmin(n + 1) for every
natural number n. We prove that loop-saturated assembly graphs achieve this bound, and
if a simple assembly graph has no loops, then it is not in Rmin(n). These facts will help
us to prove an open problem that the set Rmin(n) consists of graphs constructed by loop
saturation. More specifically, any graph obtained by loop saturation is a minimal realization
graph, and any minimal realization graph is obtained by loop saturation.
For an integer n ≥ 0, the set of assembly graphs obtained by interior loop saturation
from assembly graphs with n vertices is denoted by Gn. We introduced additive opera-
tions (middle-additive, left-additive, and right-additive) associated to composing of assembly
graphs. Graphs that necessarily increase the assembly number upon composition represent
“forbidden” structures in the graphs that encode a single scrambled gene. We investigated
such assembly graphs and proved that the middle additive is commutative. We denote the
set of middle additive assembly graphs Γ with An(Γ) = k and |Γ| minimum by Amin(k). We
proved that, if Γ is a simple assembly graph and |Γ| ≤ 4, then Γ is not middle additive. This
problem can be extended to a quest of characterizing the assembly graphs with an assembly
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number so that Amin(k) = Gk+1 for any positive integer k.
A set of polygonal paths whose union contains each vertex of the assembly graph is called
a Hamiltonian set. The assembly number is the cardinality of the minimum Hamiltonian
set in an assembly graph, which can model the minimal number of genes that can result
from the DNA rearrangement. An assembly graph with an assembly number one is called
realizable and represents a single scrambled gene. A non-empty double-occurrence word
that does not contain a proper subword, which is also a double-occurrence word, is called
strongly-irreducible. Not all strongly-irreducible assembly words are realizable. The smallest
size of a strongly-irreducible assembly word which is not realizable that we found so far is
w = 123456789a32145876a9. This property of assembly graphs has to be extended to study
properties of realizable assembly graphs.
We showed that for each positive integer n, there exists a realizable strongly-irreducible
assembly graph Γ of order n, and for each positive integer n ≥ 1, there is a simple assembly
graph Γw that corresponds to a strongly-irreducible assembly word w with An(Γw) = n.
In Chapter 4, we discussed some properties of circle graphs and chord diagrams asso-
ciated with simple assembly graphs and proved that complete bipartite graphs are circle
graphs that correspond to a realizable simple assembly graphs. An immediate consequence
of this result is that bipartite permutation graphs are generated by strongly-irreducible as-
sembly words. We plan to prove that bipartite permutation graphs correspond to realizable
and strongly-irreducible assembly graphs.
We considered the relationship between the number of vertices in the assembly graph and
the height of each element in the minimum Hamiltonian set of polygonal paths. The length
of a polygonal path γ, denoted by |γ|, is defined as the number of 4-valent vertices that the
path contains. If γ = {γ1, . . . , γk} is a set of polygonal paths in an assembly graph with
the property |γ1| ≥ |γ2| ≥ · · · ≥ |γk|, then we defined the height of γ, denoted by Ht(γ), as
a sequence of positive integers (|γ1|, . . . , |γk|). A sequence of positive integer (|γ1|, . . . , |γk|)
is called graphical if there exists a simple assembly graph Γ with height sequence Ht(γ).
An open problem for future research is to find the necessary and suﬃcient condition for a
sequence (|γ1|, . . . , |γk|) of positive integers to be graphical.
Despite their diﬀerences, the intermolecular and intramolecular model formalize the
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recombination events through rewriting operations applied on formal words. Both models
predict the same set of molecules as a result of correct rearrangement. In [13, 25], a finite
initial language and a finite set of templates and smaller alphabets are used to generate
regular languages using iterated template-guided recombination systems. My future research
interest lies in investigating how template-guided recombination, and these two molecular
models, can be related to linear splicing operations defined by Tom Head and Gheorghe
Paun [1, 20, 24, 37, 38].
Motivated by the models for gene rearrangement in some species of ciliates proposed in
[2, 3, 4, 23], in this thesis we apply tools from language theory, graph theory, knot theory
and introduce the notions of height sequence, loop saturated graphs, additive operations and
properties of realization graphs which will help to explore properties of assembly graphs.
Table 7.1: Notations
Notation Meaning
V Set of vertices in graph Γ = (V, E)
E Set of edges in graph Γ = (V, E)
n = |Γ| Cardinality of V
m = |E(Γ)| Cardinality of E
An(Γ) Assembly number of Γ
Amin(k) Middle additive assembly graph graphs Γ with An(Γ) = k and |Γ| is minimum.
Gn Interior loop saturation graph obtained from an assembly graph with n vertices
Rmin(n) min{|Γ| | An(Γ) = n}, where |Γ| is the number of 4-valent vertices in Γ
Rmin(k) The set of minimal realization graphs for k
MHSP paths Minimum Hamiltonian set of polygonal paths
HSP paths Hamiltonian set of polygonal paths
HS paths Hamiltonian set of paths
DOW Double-occurrence word
Km,n Complete bipartite graph
wR Reverse of DOW w
Γw An assembly graph that corresponds to DOW w
ΓwR Reverse of assembly graph Γw
Γ(1) Loop, assembly graph that corresponds to w = 11
Γˆ Loop saturated graph obtained from Γ
Γˆ0 Interior loop saturated graph
C(w) Chord digram that corresponds to Γw
S(w) Circle graph that corresponds to C(w)
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