We have implemented a Lagrange multiplier test for the alternative hypothesis of a nonlinear continuous-time autoregressive model with the instantaneous mean having multiple degrees of nonlinearity. This test is an extension of a Lagrange multiplier test proposed by Tsai & Chan (2000), with the alternative model analogous to the model used in Tsay's (1986) discrete-time work. The performance of the test in the finite-sample case is compared with several existing tests for nonlinearity including Keenan's (1985) (2000) test. The comparison is based on simulated data from some linear autoregressive models, self-exciting threshold autoregressive models, bilinear models and the nonlinear continuous-time autoregressive models for which the Lagrange multiplier test is designed. In general, the test is more powerful than all the other tests. The test is further illustrated with the annual sunspot data and the lynx data.
I
Let {Y t i } i=0,...,N be a time series with possibly unequal time intervals from an underlying continuous-time process. Tsai & Chan (2000) developed Lagrange multiplier tests for the null hypothesis that the underlying continuous-time process is a continuous-time autoregressive model versus the alternative of a nonlinear continuous-time autoregressive model with general nonlinearity in the instantaneous mean function. Tsai & Chan (2000) considered a class of continuous-time nonlinear autoregressive models with additive noise of constant instantaneous variance, called the  ( p) models. An  ( p) process is defined to be a solution of the pth-order differential equation
where g is a measurable function, the superscript (j) denotes j-fold differentiation with respect to t, {W t , tÁ0} is standard Brownian motion, and h and s>0 are parameters. The observations Y t i =X(0) t i for all i. The term g(X(0) t , X(1) t , . . . , X(p−1) t ; h) is referred to as the instantaneous mean of the process, and s as the instantaneous standard deviation; see Tsai & Chan (2000) for further discussion.
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H T  K. S. C Tsai & Chan (2000) considered the problem of testing H 0 : l=0 against H 1 : lN0 in the following  ( p) model:
where
. . , X(p−1) t ]∞ and prime denotes transpose. Let the parameter space be denoted by V and let an arbitrary element of V be denoted by h=(l, n), where l is the parameter of interest and n=(a 0 , . . . , a p ) are nuisance parameters. Under the null hypothesis H 0 : l=0, let the constrained maximum likelihood estimator of n be denoted by n @ 0
, and let the vector of score statistics for l evaluated at l=0 be denoted by S(0, n @ 0 ). The information matrix I(l, n) may be partitioned according to the partitioning of the vector (l, n):
The Lagrange multiplier statistic for H 0 is given by
where I 11·2 =I 11 −I 12 I−1 22 I∞ 12 ; see Cox & Hinkley (1974, p. 324) for further discussion. Alternatively, I(0, n @ 0 ) may be replaced by its expected value. In practice, s2 is a nuisance parameter which is needed in computing (3), and is replaced by the constrained maximum likelihood estimate of s2 under H 0 . The constrained maximum likelihood estimator n @ 0 can be obtained by means of a nonlinear optimisation algorithm; see for example Brockwell & Stramer (1995) . Alternatively, see an unpublished University of Iowa technical report by H. Tsai and K. S. Chan that uses an  approach to obtain an approximate but more efficient constrained maximum likelihood estimator. The latter estimation scheme is adopted in the implementation of the test reported here.
Tsai & Chan (2000) used Euler's method (Milstein, 1995, p. 18) to approximate the stochastic differential equation (2) by a difference equation, which yields a tractable but approximate likelihood function. Using the incomplete data framework, Tsai & Chan (2000) developed formulae for approximating the Lagrange multiplier test statistics. The score is computed by Kalman filtering whereas the information matrices are computed by Kalman filtering and Monte Carlo.
Under a general condition on the Fisher information, Tsai & Chan (2000) showed that the Lagrange multiplier test statistic asymptotically has a x2 distribution with one degree of freedom. Simulation results in Tsai & Chan (2000) showed that the test statistics converge to the x2 distribution much faster if the expected information is used. The Lagrange multiplier test outperforms the other tests in detecting the model for which it is designed. Compared with the other tests, the test has excellent power in detecting bilinear models, but seems less powerful in detecting selfexciting threshold autoregressive nonlinearity. Tsai & Chan's (2000) model is analogous to the alternative model used in Keenan's (1985) discrete-time work. In the discrete-time framework, Tsay's (1986) test is more powerful than Keenan's test (Tsay, 1986) . In the present paper, we consider the following model that is analogous to the alternative model used in Tsay's (1986) discrete-time work:
Note that, for small l's,
and hence the instantaneous mean function is approximately quadratic in the state vector. It is straightforward to replicate the methodology of Tsai & Chan (2000) and to implement the test. The elements of the score vector are given as follows. Let l Y denote the loglikelihood function of the observed data. For 1∏r∏s∏p, d r is a p×1 vector with 1 in position r and 0 elsewhere, and
For the expressions of ∂l Y /∂a j ( j=0, . . . , p) under the null hypothesis, see Tsai & Chan (2000) . In this note some theoretical properties of the Lagrange multiplier test are stated in § 2. Empirical size and power of the new test, as compared to some other tests for nonlinearity, are reported in § 3. The test is illustrated on two real datasets in § 4. An interesting problem for the future is to develop graphical tools for exploring the form of the nonlinearity in the instantaneous mean function, and to model the nonlinear mechanism accordingly.
2. P   L   T 1 (Asymptotic null distribution of the L agrange multiplier statistic). Under the null hypothesis, the statistic defined by equations (3) and (5) This theorem follows readily from the definition of the statistic.
E    
We now use Monte Carlo methods to compare the Lagrange multiplier test with Keenan's (1985) test, Petruccelli & Davies' () test, Tsay's (1986 , 1989 ) tests and Tsai & Chan's (2000 test. The computation of the Lagrange multiplier test and Tsai & Chan's test are both based on the expected information. For simplicity, we choose m=20 and L =100 in computing the Lagrange multiplier test and Tsai & Chan's test; for the interpretations of m and L , see Tsai & Chan (2000) . The values of p, the fitted autoregressive order, are given in Tables 2-4; in Table 1 (7) and (8), and is set to be 1 and 2 for model (6); see Table 1. For ease of comparison, the three models of Tsai & Chan (2000) are used in this study, except for model (6), which is of order p=2 here, whereas it is of order p=1 in Tsai & Chan (2000) . For simplicity, only regularly spaced time series data are simulated. Below, all reported empirical frequencies of rejecting a linear process are based on 1000 realisations, with the nominal critical value being 5%.
Example 1: Nonlinear continuous-time autoregressive model. This is the model that the Lagrange multiplier test is specially designed to detect (s=1):
The empirical frequencies of rejecting a linear process are given in Table 1 . As expected, the power of the Lagrange multiplier test increases with the sample size. For the linear model for which (l 1,1 , l 1,2 , l 2,2 )=(0, 0, 0), the empirical sizes of the Lagrange multiplier test are close to the nominal size of 5%. Among all tests, the Lagrange multiplier test is generally the most powerful and Tsai & Chan's test is the second best. The superiority of the Lagrange multiplier test is most striking for the case when (l 1,1 , l 1,2 , l 2,2 )=k(−1, 2, −1), for 0·2∏k∏1. Table 1 . Example 1: T he empirical frequencies of rejecting a linear model based on 1000 replications generated from model (6). T he nominal size of the test is 5% Tsay (1986) 0·074 0·192 0·220 0·236 0·232 0·184 Keenan (1985) 0·076 0·097 0·148 0·169 0·197 0·128
200  0·488 0·820 0·913 0·961 0·962 0·918  0·180 0·202 0·229 0·266 0·284 0·624
Tests: , Lagrange multiplier; , Tsai & Chan (2000); , Petruccelli & Davies (1986).
Example 2: Self -exciting threshold autoregressive model. This is given by
where a t~N (0, 1), with w 1 =−0·5, 0·0 or 0·5 and w 2 =−2·0 or 0·0. The Monte Carlo results are given in Table 2 . When p=1 is used, the results of the Lagrange multiplier test and Tsai & Chan's test are identical, as dictated by Theorem 2. When the autoregressive order p is increased from 1 to 2, Tsai & Chan's test is still not as good as the other tests, but the Lagrange multiplier test becomes competitive with the other tests.
Example 3: Bilinear model. This is given by
where a t~N (0, 1), with w=1·0 and b=−0·9, −0·5, 0·5 or 0·9. Table 3 shows that the Lagrange Table 2 . Example 2: T he empirical frequencies of rejecting a linear model based on 1000 replications generated from model (7). T he nominal size of the test is 5%
Tsay ( multiplier test results in larger empirical rejection frequencies when the value of p increases from 1 to 2. The Lagrange multiplier test with p=2 has the largest empirical rejection frequencies among all tests.
A
Example 4: Annual average sunspot data (T ong, 1983, pp. 230-57; 1990, pp. 419-29) . Tsay (1989) analysed the annual sunspot data from 1700 to 1979 and concluded that the series is a self-exciting threshold autoregressive process. Here, we apply the Lagrange multiplier test to the square root transformed data from 1700 to 1988, consisting of 289 observations. The results are given in Table 4 . The Akaike information criterion, see Tsai & Chan (2000) for details, suggests a fourth-order process. Both the Lagrange multiplier test and Tsai & Chan's (2000) test seem to indicate an  (4) model.
Example 5: L ynx data (T ong, 1990, pp. 360-418) . This dataset consists of the logarithms of the annual numbers of lynx pelts collected by the Hudson Bay Company over the region of the MacKenzie river, and is the most famous series of many similar lynx pelt series; see Stenseth et al. (1999) . Tong (1990, p. 375) concluded that the lynx series may exhibit discrete-time threshold nonlinearity as it is found to be nonlinear according to several tests designed for detecting threshold 1  289  20  0·5828  0·5828  1112·85  2  289  20  0·0000  0·4522  951·37  3  289  20  0·0037  0·0550  985·64  4  289  20  0·0000  0·0040  941·09  5  289  20  0·0000  0·0457  949·91   Lynx  1  114  20  0·3601  0·3601  278·23  2  114  20  0·0016  0·7685  201·43  3  114  20  0·0164  0·0503  214·10  4  114 nonlinearity. Tong (1983) and Tsay (1989) fitted discrete-time threshold autoregressive models to the lynx data; see also Lin & Pourahmadi (1998) . The Lagrange multiplier test results are given in Table 4 . The Akaike information criterion suggests a fourth-order process. It is interesting to note that the Lagrange multiplier test suggests an  (4) model but Tsai & Chan's (2000) test fails to detect the nonlinearity.
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