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a b s t r a c t
In the present paper we investigate the behavior of the operators Ln(f , x), defined as
Ln(f ; x) = (2n+ 3)!x
n+3
n!(n+ 2)!
∫ ∞
0
tn
(x+ t)2n+4 f (t)dt, x > 0,
and give an estimate of the rate of pointwise convergence of these operators on a Lebesgue
point of bounded variation function f defined on the interval (0,∞). We use analysis
instead of probability methods to obtain the rate of pointwise convergence. This type of
study is different from the earlier studies on such a type of operator.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In 1967 Lupas andMüller [1] introduced the sequence of linear positive operators {Gn},Gn : C(0,∞)→ C(0,∞), called
Gamma operators, defined by
Gn(f ; x) =
∫ ∞
0
gn(x, u)f
(n
u
)
du,
where gn(x, u) = xn+1n! e−xuun, x > 0. Approximation properties of these operators are widely investigated (see e.g. [1–4]).
Recently, Karsli [5] introduced and estimated the rate of convergence for functions with derivatives of bounded variation
on [0,∞) of a new Gamma type operator as (see also [17])
Ln(f ; x) =
∫ ∞
0
gn+2(x, u)du
∫ ∞
0
gn(u, t)f (t)dt
= (2n+ 3)!x
n+3
n!(n+ 2)!
∫ ∞
0
tn
(x+ t)2n+4 f (t)dt, x > 0
where gn(x, u) is the function used by Lupas and Müller in paper [1].
Alternatively Ln(f ; x) can be written as
Ln(f ; x) =
∫ ∞
0
Kn(x, t)f (t)dt (1)
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where
Kn(x, t) := (2n+ 3)!n!(n+ 2)!
xn+3tn
(x+ t)2n+4 , x, t ∈ (0,∞).
We organise the contemporary studies on the rate of pointwise convergence of the operators in two categories.
The ones in the first category refer to the rate of pointwise convergence of the operators for functions of bounded variation
at the points where f (x+) and f (x−) exist. For example, Bojanić and Vuilleumier [6] estimated the rate of convergence of
Fourier Legendre series for functions of bounded variation on the interval [0, 1], Cheng [7] estimated the rate of convergence
of Bernstein polynomials for functions of bounded variation on the interval [0, 1]. In recent years this problemwas extended
to the summation-integral type operators; some of the important papers in this area are due toGupta and Pant [8], Srivastava
and Gupta [9], Gupta and Gupta [10] and Ibikli and Karsli [11] etc.
The ones in the second category refer to the rate of pointwise convergence of the operators for which the points are
Lebesgue points of functions belonging to Lebesgue Spaces. Here the operators can be nonlinear and of arbitrary signs. We
refer the reader to [12–14]. Very recent papers on this subject were written by Karsli [15,16].
The aim of the present paper is to study the behavior of the operators Ln, for functions of bounded variation on [0,∞)
and to give an estimate of the rate of pointwise convergence of the operators (1) on a Lebesgue point of f which are of
bounded variation on (0,∞). In the present paper we use analysis instead of the usual probability methods to obtain the
rate of pointwise convergence. This is the main difference between this study and the previous ones.
Our main theorem is stated as:
Theorem. Let f be a function of bounded variation on every finite subinterval of (0,∞) and satisfying the growth condition:
|f (t)| ≤ M tγ , for some γ > 0, and some absolute constant M. Then for r ∈ N (2r ≥ γ ), x ∈ (0,∞) , ε > 0 and n sufficiently
large, we have
|Ln(f ; x)− f (x)| ≤ 4n+ 2
n∑
k=1
x+ x√
k∨
x− x√
k
(f )+ ε
∫ x+δ
x−δ
Kn(x, t)dt +M22rA(r)x
2r
nr
(2)
where
∨b
a(f ) is the total variation of f on [a, b] and δ := x√n .
2. Auxiliary results
In this section we give certain results, which are necessary to prove our main theorem.
Definition 1 ([12]). A point x ∈ R is called a Lebesgue point of the function f , if
lim
h→0+
1
h
∫ h
0
|f (x+ t)− f (x)|dt = 0, (3)
holds.
Lemma 1 ([5]). For any p ∈ N, p ≤ n+ 2
Ln(tp; x) = (n+ p)!(n+ 2− p)!n!(n+ 2)! x
p. (4)
If we take p = 0, 1, 2 in (4) we get
Ln(1; x) = 1
Ln(t; x) = x− xn+ 2
Ln(t2; x) = x2
and then we get
Ln((t − x)2; x) = 2n+ 2x
2.
Lemma 2 ([5]). For all x ∈ (0,∞) and n sufficiently large, we have
λn(x, t) =
∫ t
0
Kn(x, u)du ≤ 1
(x− t)2
2
n+ 2x
2, 0 ≤ t < x (5)
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and
1− λn(x, z) =
∫ ∞
z
Kn(x, u)du ≤ 1
(z − x)2
2
n+ 2x
2, x < z <∞ (6)
where
Kn(x, u) =
 (2n+ 3)!n!(n+ 2)! x
n+3un
(x+ u)2n+4 0 < u <∞
0, u = 0.
3. Proof of the theorem
Proof. Clearly
|Ln(f ; x)− f (x)| =
∣∣∣∣∣
[(∫ x− x√
n
0
+
∫ x
x− x√
n
+
∫ x+ x√
n
x
+
∫ ∞
x+ x√
n
)
Kn(x, t) [f (t)− f (x)] dt
]∣∣∣∣∣
≤
∣∣∣∣∣
∫ x− x√
n
0
Kn(x, t) [f (t)− f (x)] dt
∣∣∣∣∣+
∣∣∣∣∣
∫ x
x− x√
n
Kn(x, t) [f (t)− f (x)] dt
∣∣∣∣∣
+
∣∣∣∣∣
∫ x+ x√
n
x
Kn(x, t) [f (t)− f (x)] dt
∣∣∣∣∣+
∣∣∣∣∣
∫ ∞
x+ x√
n
Kn(x, t) [f (t)− f (x)] dt
∣∣∣∣∣
= |I1(n, x)| + |I2(n, x)| + |I3(n, x)| + |I4(n, x)|. (7)
Firstly we shall evaluate I2(n, x) and I3(n, x), respectively.
Setting
F(t) :=
∫ x
t
|f (y)− f (x)|dy,
then, according to (3), given any ε > 0 there exists a δ > 0 such that
F(t) ≤ ε(x− t), (8)
for all 0 < x− t ≤ δ. We now denote δ := x√n and estimate I2(x, n), I3(x, n), respectively.
Integrating by parts and using (8) we obtain:
|I2(x, λ)| =
∣∣∣∣−F(x− δ)Kn(x, x− δ)+ ∫ x
x−δ
F(t)
∂
∂t
Kn(x, t) dt
∣∣∣∣
≤ | − F(x− δ)|Kn(x, x− δ)+
∫ x
x−δ
|F(t)| ∂
∂t
Kn(x, t) dt
≤ εδKn(x, x− δ)+ ε
∫ x
x−δ
(x− t) ∂
∂t
Kn(x, t) dt.
Integration by parts again gives
|I2(x, n)| ≤ εδKn(x, x− δ)+ ε
{
−δKn(x, x− δ)+
∫ x
x−δ
Kn(x, t) dt
}
= ε
∫ x
x−δ
Kn(x, t) dt. (9)
We can use a similar method for I3(x, λ). Then, we find the following inequality:
|I3(x, n)| ≤ ε
∫ x+δ
x
Kn(x, t)dt. (10)
Next, we estimate I1(n, x). Alternatively I1(n, x) and I4(n, x) can be written as a Lebesgue–Stieltjes Integral as follows:
|I1(n, x)| =
∣∣∣∣∣
∫ x− x√
n
0
[f (t)− f (x)] dt (λn(x, t))
∣∣∣∣∣
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and
|I4(n, x)| =
∣∣∣∣∣
∫ ∞
x+ x√
n
[f (t)− f (x)] dt (λn(x, t))
∣∣∣∣∣ ,
where λn(x, t) =
∫ t
0 Kn(x, u)du. Using partial Lebesque-Stieltjes integration, we obtain
I1(n, x) =
∫ x− x√
n
0
[f (t)− f (x)] dt (λn(x, t))
=
[
f
(
x− x√
n
)
− f (x)
]
λn
(
x, x− x√
n
)
− [f (0)− f (x)] λn(x, 0)
−
∫ x− x√
n
0
λn(x, t)dt (f (t)− f (x)) .
Since
∣∣∣f (x− x√n)− f (x)∣∣∣ ≤∨xx− x√n (f ), it follows that
|I1(n, x)| ≤
x∨
x− x√
n
(f )
∣∣∣∣λn (x, x− x√n
)∣∣∣∣+ ∫ x− x√n
0
λn(x, t)dt
(
−
x∨
t
(fx)
)
.
By (5), it is clear that
λn
(
x, x− x√
n
)
≤ 1(
x√
n
)2 2n+ 2x2.
It follows that
|I1(n, x)| ≤
x∨
x− x√
n
(f )
1(
x√
n
)2 2n+ 2x2 +
∫ x− x√
n
0
1
(x− t)2
2
n+ 2x
2dt
(
−
x∨
t
(f )
)
=
x∨
x− x√
n
(f )
1(
x√
n
)2 2n+ 2x2 + 2n+ 2x2
∫ x− x√
n
0
1
(x− t)2 dt
(
−
x∨
t
(fx)
)
.
Furthermore, since∫ x− x√
n
0
1
(x− t)2 dt
(
−
x∨
t
(f )
)
= − 1
(x− t)2
x∨
t
(f )
∣∣∣∣∣
x− x√
n
0
+
∫ x− x√
n
0
2
(x− t)3
x∨
t
(f )dt
= − 1(
x√
n
)2 x∨
x− x√
n
(f )+ 1
x2
x∨
0
(f )+
∫ x− x√
n
0
2
(x− t)3
x∨
t
(f )dt.
Putting t = x− x√u in the last integral, we get∫ x− x√
n
0
2
(x− t)3
x∨
t
(f )dt = 1
x2
∫ n
1
x∨
x− x√
u
(f )du = 1
x2
n∑
k=1
x∨
x− x√
k
(f ).
Consequently,
|I1(n, x)| ≤
x∨
x− x√
n
(f )
1(
x√
n
)2 2n+ 2x2 + 2n+ 2x2
− 1(
x√
n
)2 x∨
x− x√
n
(f )+ 1
x2
x∨
0
(f )+ 1
x2
n∑
k=1
x∨
x− x√
k
(f )

= 2
n+ 2x
2
 1
x2
x∨
0
(f )+ 1
x2
n∑
k=1
x∨
x− x√
k
(f )

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= 2
n+ 2
 x∨
0
(f )+
n∑
k=1
x∨
x− x√
k
(f )
 . (11)
Finally, we estimate |I4(n, x)| by first putting
gˆx(t) :=
{
f (t) 0 ≤ t ≤ 2x
f (2x) 2x < t <∞
and then we can rewrite |I4(n, x)| as
|I4(n, x)| =
∫ ∞
x+ x√
n
gˆx(t)dt (λn(x, t))+
∫ ∞
2x
[f (t)− f (2x)] dt (λn(x, t))
= : I4,1(n, x)+ I4,2(n, x).
I4,1(n, x) can be evaluated as follows:
I4,1(n, x) = lim
a→∞
{
f
(
x+ x√
n
)[
1− λn
(
x, x+ x√
n
)]
+ gˆx(a) [λn(x, a)− 1]+
∫ a
2x
f (t)dt (λn(x, t))
}
.
According to (6), we obtain
I4,1(n, x) = 2n+ 2x
2 lim
a→∞

x+ x√
n∨
x
(f )
n
x2
+ gˆx(a) 1
(a− x)2 +
∫ x
0
1
(t − x)2 dt
(
t∨
x
(gˆx)
)
= 2
n+ 2x
2

x+ x√
n∨
x
(f )
n
x2
+
∫ 2x
x+ x√
n
1
(t − x)2 dt
(
t∨
x
(f )
) .
Since ∫ 2x
x+ x√
n
1
(t − x)2 dt
(
t∨
x
(fx)
)
= 1
(t − x)2
t∨
x
(fx)
∣∣∣∣∣
2x
x+ x√
n
+
∫ 2x
x+ x√
n
2
(t − x)3
t∨
x
(fx)dt
= 1
x2
2x∨
x
(fx)− nx2
x+ x√
n∨
x
(fx)+
∫ x− x√
n
0
2
(x− t)3
x∨
t
(fx)dt.
Putting t = x− x√u in the last integral, we get∫ 2x
x+ x√
n
2
(t − x)3
t∨
x
(f )dt = 1
x2
∫ n
1
x+ x√
n∨
x
(f )du = 1
x2
n∑
k=1
x+ x√
k∨
x
(f ).
Hence
I4,1(n, x) ≤ 2n+ 2x
2
 1x2
2x∨
x
(f )+ 1
x2
n−1∑
k=1
x+ x√
k∨
x
(fx)

= 4
n+ 2
n∑
k=1
x+ x√
k∨
x
(f ). (12)
Completing the estimation of |I4(n, x)|, we shall estimate I4,2(n, x). We note that there exists an integer r(2r ≥ γ ) such that
f (t) = O(t2r), for every t > 0. (13)
Since the function f satisfies the growth condition, i.e., |f (t)| ≤ Mtγ , (for some γ > 0, for some constantM > 0) as t →∞
and 2(t − x) ≥ t whenever t ≥ 2x, we obtain
I4,2(n, x) ≤ M22rA(r)x
2r
nr
. (14)
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Combining (12) and (14), we find
|I4(n, x)| ≤ 4n+ 2
n∑
k=1
x+ x√
k∨
x
(f )+M22rA(r)x
2r
nr
. (15)
Putting (9)–(11) and (15) in (7), we obtain
|Ln(f ; x)| ≤ |I1(n, x)| + |I2(n, x)| + |I3(n, x)| + |I4(n, x)|
≤ 2
n+ 2
 x∨
0
(f )+
n∑
k=1
x∨
x− x√
k
(f )
+ ε ∫ x+δ
x−δ
Kn(x, t)dt
+ 4
n+ 2
n∑
k=1
x+ x√
k∨
x
(f )+M22rA(r)x
2r
nr
≤ 4
n+ 2
 n∑
k=1
x+ x√
k∨
x− x√
k
(f )
+ ε ∫ x+δ
x−δ
Kn(x, t)dt +M22rA(r)x
2r
nr
.
This shows that (2) is true. This completes the proof of the theorem. 
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