In the paper a new Bayesian method is presented for the automatic extraction of common areas of images in multicamera systems through the detection of concurrently changing pixels. Unlike existing still-image and motionbased methods our approach does not need any a priori information about the scene, the appearance of objects in the scene, or their motion. The method is validated by demonstrating its successful use on several real-life outdoor stereo video image-sequence pairs.
INTRODUCTION
Extraction of common areas from partially overlapping views of the same scene is a fundamental task in a number of applications involving multi-camera systems, such as stereovision, three-dimensional reconstruction, or object tracking/observation in surveillance systems. The use of a single camera for observation severely limits the possible applications, and even simple applications normally require the use of multiple cameras. However, to exploit the information exchange potentially available with additional cameras, it is necessary to find a correspondence (a registration) between the different image-views. To put this in a more specific way: transforming the activity captured by separate individual video cameras from the respective local image coordinates to a common spatial frame of reference is a prerequisite for global analysis of the activity in the scene.
In the literature on computer vision many examples of how the registration of different views has been achieved are described, together with the problems associated with each method. Basically the existing methods can be divided into two groups: those that are still-image based, and those based on the use of temporal image-sequences.
Still-image matching algorithms [3] [5] [16] [17] are sensitive to small changes in images. They are usable for short-baseline stereo images; but may fail in case of widebaseline stereo images, due to occlusions and changes in color or shape. The views of the scene from the various cameras may be very different, so we cannot base the matching decisions solely on the perceived colors or shapes of objects in the scene.
In motion-based methods the employed algorithm tries to establish correspondences between different views by analyzing the dynamics of the scene as recorded by different cameras. In [2] and [10] the tracks of moving objects are the basic features for the matching of the different views. In this case the capability of robust object tracking is assumed; and this is the weak point of the method. In [14] , a method is reported which finds matching points by calculating comotion statistics. The idea of using co-motion is the same as we employ here; but the drawback of the exhaustive search method as implemented there is the need for a huge amount of memory for storing co-motion statistics for each pixel. In [1] the approach of using co-motion statistics was extended by using gait analysis of human subjects in the scene; this technique makes registration possible even for nonoverlapping views. In [8] a correspondence between only the tracked objects is achieved by analyzing entry/exit events as seen by the different cameras. However, the authors also assume that a robust tracker method is available. In [7] two non-overlapping views were registered by registering two static cameras to a moving camera which view has an overlap with views of the static cameras. The main drawback of the method is that it has exponential complexity. However, they also assume that a robust tracker method is available. In a recent work [11] registration of views is based on the extraction of "interesting" segments of planar trajectories. The success of image-registration is mainly reliant on the accuracy of the object tracker. The authors assumed that only a limited number of objects are observed in both views, which in several practical situations is a restriction which is not acceptable.
In the case of scenes including several objects in random motion, successful registration of images from separate cameras conventionally requires some a priori object definition or some human interaction. However in most cases the extra information of a priori object models is not available, nor is human interaction feasible. We therefore prefer approaches that can establish a correspondence between different views in a fully automatic manner without a priori defined object models. The presented method contains the following steps:
1. 1-4244-0481-9/06/$20.00 C2006 IEEE 5. Estimation of the model that does the matching [1] . In the present paper we discuss only the second step, the extraction of common areas. For the experimental testing of our method all other steps are implemented as in [1] and [15] .
STATISTICAL MODEL FOR THE EXTRACTION OF AREAS OF CONCURRENTLY CHANGING PIXELS
Feature extraction step consists of detection of changes and their filtering for the extraction of significant changes. For the purposes of the present paper we assume that changes were detected in input videos by any method that is preferred by the user. Significant changes were extracted by using entropy based filtering presented in [15] . Here we present our method for the extraction of common areas by detection of concurrently changing pixels. must exist, such that m1i and m2k are corresponding points, so that at the same time changes were, or were not, detected.
The conditional probability P(mli m2k) expresses the frequency of change detection at m1i when change is detected at m2j and can be calculated by the related formula (1) .
P(m1i Im2k) will be high if m1i and m2k are corresponding points, and will be low everywhere else. Applying Bayes's theorem we get:
Considering all the m1i and their dependence on all m2k we can write:
Writing the same for P(m2k) we have: (3) and (4) is a system of linear equations with unknowns P(m,j) and P(m2k) and with coefficients calculated according to (1) . Writing this system in matrix form
where p1 and p 2 are row vectors constructed from probabilities P(m11) and P(m2k), respectively; fH 0 P21 is constructed from matrices PI2 O0 P12 (i, k) = P(mli,m2k) and P21(k, i) = P(m2k,mli) * Let us consider the following matrix (6) constructed from Hl . It is easy to check that the solutions of (7) and (5) are the same. Thus the derived system of linear equations (5) for the calculation of P(m,1) and P(m2k) has a unique solution.
In the following we derive fixed point iteration for (5) . Substituting (2) into (3) gives: are the binarized change-history vectors and K is equal to 8% of the dynamic range, assuming grayscale input videos; cU(t) is the output of change detection at tth frame. P(Mli) r+I= P(Mli)rZY P(M2k IMli)P(M2k)r (9) k Z P(m2k MIj)P(MIj) r
Due to the symmetry of the above considerations with respect to the P(M2k), iteration (9) can be extended with the estimation of P(m2k):
P(m2k)r+l = P(m2k)r z, P(mli M2k)P(mli)r ZP(mii M2j)P(M2j)r i This set of points in the image of each view well defines the projected common viewing area. In Table 1 it can be seen that the regions of interesting points (ROI) are significantly reduced and the obtained two set of points are in the projections (images) of the cameras' OFV, see Figure  2 . This truncated double-iteration method does not supply us with selected point-pairs, but it does give a good estimate of the OFV. (10) The convergence of such iterations when one of the probabilities is fixed is given in [13] , but the convergence of similar double iteration algorithms is not guaranteed [6] . In our case this Bayesian iteration converges to a nearly corresponding point-pair as a unique solution of (7), but this correspondence is by no means exact. Running the procedure again, excluding the previous pairs, we can get more and more nearly correct pairs, as illustrated in Figure  1 . (12) and (13) However, this Bayesian process is very time consuming and the set of resulted point-pairs might need a further selection through optimization. Instead of a fully converged Bayesian iteration series, we can run the series of double iterations only once up to a limited number of iterations. A similar iteration-cutoff is also applied for blind deconvolution [9] . In the iteration (9) and (10) initial values of P(m,1) and P(m2k) are set to 1/ N1 and 1/ N2, where N1 and N2 are the numbers of preselected feature points in images I1 and 12 after the entropy-based processing. We need to select those features which are in OFV1 and OFV2, for which P(m,j) and P(m2k) are increasing. After four double-iterations the algorithm is stopped and those featurepoints are selected for which P(m,1) and P(m2k) are greater than 1/ N1 and 1/ N2 respectively. For estimating the gain of the above approach, we compare the efficiency of the Bayesian approach and the simple searching for the maximal cross-correlation at each feature point. Summation of the values in the map of maximal cross-correlation and the probabilities of the resulted statistical maps are compared. The ratio of the summed values (or "energy") of the real OFV points against the whole image can characterize the statistical efficiency. Table 2 shows these ratios for the resulted probabilities of the early-stopped double-iteration method and for the original maximal cross-correlation values. Let us assume that the number of extracted feature points by the Bayesian iteration is Nf and the number of real OFV points between them is NOFV. Then the ratio NOFV *100 characterizes the statistical efficiency of the Nf method. In correlation based method NOFV feature points were selected with maximal correlation. Table 3 shows the change of this ratio after correlation based selection and Bayesian iteration. Table 2 and 3 clearly shows that after the iterations we can take a useful estimation about the OFV, while other initial statistical values do not concentrate in the OFV. The above Bayesian approach gives a good estimation for the OFVs without any further processing. However, to fit the different views exact point-pairs are needed.
EXPERIMENTAL RESULTS
For testing the performance of our method we captured several videos (length of 300 frames) with different cameras and under different conditions. Sample result of commonarea extraction and final matching can be seen in Figure 2 and Figure 3 . 
DISCUSSION AND FUTURE WORK
We have introduced a new theoretical method to automatically get the correlated area of overlapping cameras when no any structural or motion information is available. The Bayesian approach yields an effective classification of motion points for finding the overlapping views. Similar image features are also may come into interest for correlation, what denotes a future research direction. The goal of this framework is to connect the different cameras view without any human interaction.
