target problem. The stochastic target approach has been introduced by Soner and Touzi [20, 21] to formulate the pricing problem in a control fashion. It has been extended to expectation criteria by Bouchard, Elie and Touzi [5], and applied for quantile hedging [5] , loss constraints in liquidation problems [3] , or loss constraints with small transaction costs [7] . However, the general approach is rather technical and necessitates to solve a non-linear Partial Differential Equations (PDE), when one has first proved a comparison theorem to resolve the uniqueness problem for the value function.
Introduction
We propose in this contribution a method involving numerical implementation for partially hedging financial derivatives on electricity futures contracts. Electricity futures markets present specific features. As a non-storable commodity, electrical energy is delivered as a power over time periods. Similarly, futures contracts exchange a present power price for delivery over a fixed future period against the future quoted price on that period: they refer explicitly to swap contracts, see [2] . Electricity being non-storable, arbitrage arguments do not hold, preventing anyone to construct a term structure via usual tools. As a natural result of liquidity restriction and uncertainty in the future, a limited number of contracts are quoted and the length of their delivery period increases with their time to maturity. This phenomenon we call the granularity of the term structure implies that the most desired and flexible contracts (weekly or monthly-period contracts) are only quoted a short time before their maturity. If one desires a fixed price for power delivered on a given distant month in the future, she shall get a contract covering a wider period, e.g. a quarter or a year contract. However, the risk remains if one is endowed with a derivative upon such a short period contract, before this contract is even quoted. This is the explored situation: we consider here an agent endowed with a derivative upon a non-yet quoted asset. In practice, the unhedgeable risk of such a position is managed by deploying a cross-hedging strategy with a correlated quoted asset, see [22] , [13] and [18] . The risk cannot be completely eliminated without prohibitive cost: the market is incomplete and the methodology requires a pricing criterion, as proposed in the above references. In what follows, we develop a partial hedging procedure in order to satisfy a loss constraint in expectation. We aim at providing a ready-to-implement method to attain such objectives. This necessitates recent tools of stochastic control [5] and numerical approximations of coupled forward backward SDEs. However, we relate constantly the obtained results to well-known formulas and concepts, so that the method is easy to assimilate. We also provide strong and sufficient assumptions in order to avoid involved proofs in difficult cases. We believe that the specific method proposed hereafter can be understood and applied without much effort, and be profitable to a numerous variety of hedging problems.
The approach we adopt has been originated by Föllmer and Leukert [14, 15] but we develop the problem in the framework of control theory. The minimal initial portfolio value needed to satisfy the constraint of expectation of losses can be expressed as a value function of a stochastic
We consider a probability space (Ω, F, P) supporting a Brownian motion W and the variable Λ. The filtration F is given by F t := σ(W s , 0 ≤ s ≤ t) for t < T , and by F t := σ(W s , 0 ≤ s ≤ t)∧σ(Λ) for t ≥ T . Assumption 1. We denote by L the support of Λ, which is supposed to be a bounded subset of R + , and ρ its probability measure on L.
On the period [0, T ], the agent trades with the asset X t,x , which is assumed to be solution to the SDE: dX t,x s = µ(s, X t,x s )ds + σ(s, X t,x s )dW s , for s ≥ t, and X t,x t = x .
We assume the following for X t,x to be well and uniquely defined. 6. µ and σ are such that
Eq. (2) implies the so-called Novikov condition.The submarket composed of only (X t ) t∈[0,T * ] is then a complete market associated to the Brownian subfiltration. The filtration F relates to an incomplete market because of Λ, which is unknown on the interval [0, T ) and cannot be hedged by a self-financed admissible portfolio defined as follows. In that manner, the market can be labelled as semi-complete in the sense of Becherer [1] . 
where ν ∈ U t,y denotes a strategy and U t,y the set of admissible strategies at time t, which is the set of R-valued F-progressively measurable, square-integrable processes such that Y t,x,y,ν s ≥ −κ P − a.s. for all s ∈ [t, T * ] and some κ ≥ 0 representing a finite credit line for the agent.
According to the asset model (1), it is strictly equivalent to consider a hedging portfolio with X t,x on [0, T * ] or a switch at any time r ∈ [T, T * ] for the newly appeared asset ΛX t,x :
We thus assume that the agent trades with X on [0, T * ].
Assumption 3. The final payoff of the option is given by g(ΛX T * ), where the function g is assumed to be Lipschitz continuous.
As it is well-known in the literature, the superhedging price of such an option can be prohibitive, even with Assumption 1 where Λ is bounded. To circumvent this problem, we propose to control the expected losses on partial hedging. That means that the agent gives herself a threshold p < 0 and a loss function to evaluate the loss over her terminal position g(ΛX t,x T * ) − Y t,x,y,ν T * .
Definition 2. A loss function
: R + → R + is assumed to be continuous, strictly convex and strictly increasing on R + with polynomial growth. We normalize the function so that (0) = 0.
The agent's objective at time t is to find the minimal value y and a portfolio strategy ν ∈ U t,y such that
More generally, it will be useful to measure the deviation between the payoff and the hedging portfolio through a general map Ψ :
Assumption 3 and Definition 2 imply that Ψ defined above satisfies the following assumption:
• continuous with polynomial growth in (x, y).
• concave and increasing in y on cl {y ∈ [−κ, ∞) : Ψ(x, y) < 0} for any x ∈ R + .
Notice that Ψ(x, y) = 0 in (5) for any y ≥ g(x), which makes Ψ not invertible on the domain R for any fixed x. Under Assumption 4, we can define the y inverse Ψ −1 (x, p) on R + × R − as a convex increasing function of p, where
As explained above, the valuation approach of (4) has been introduced in [15, 16] . It can be written under the stochastic control form of [5] allowed by the Markovian framework (1)-(3). 
Advanced technicalities and details on the general setting for the stochastic target problem with controlled loss can be found in [5] and [19] . In particular, we introduce the value function V only on the open domain of (x, p), and avoid treating the specific case x = 0 or p = 0. Furthermore, the function V is implicitely bounded by the superhedging price of g(ΛX t,x T * ) as we will see in the next section. Notice that the expectation in (7) involves an integration w.r.t. the law of Λ for t ∈ [0, T ), before the shaping factor Λ is revealed. Thus, the present problem is not standard due to the presence of Λ: the filtration F is not only due to the Brownian motion, and dynamic programming arguments of [5] do not apply directly. The approach we undertake is to separate the complete and incomplete market intervals in a piecewise problem. Example 1. A particular example of loss function we will use in sections 5 and 6 is the special case of lower partial moment
In the case of k = 1, (which is not considered here) we obtain a criterion close to the expected shortfall, independently studied in [12] , whereas allowing k = 0 allows to retrieve precisely the quantile hedging problem [5] , although is not a loss function as in Definition 2 in that case. The case k = 2 gets closer to the quadratic hedging (or mean-variance hedging) objective, but with the advantage of considering only losses, and not gains. Notice that as in equation (8) for k > 1 follows Definition 2 and that Assumption 4 holds with (5) if Assumption 3 holds.
We finish this section with additional notations. In the sequel, we will denote S := S 1 ∪ S 2 where S 1 := [0, T ]×R * + ×R * − and S 2 := [T, T * ]×R * + ×R * − are the two domains of the value function. For any real valued function ϕ, defined on S, we denote by ϕ t or ϕ x the partial derivatives with respect to t or x. Partial derivatives of other variables, or second order partial derivatives are written in the same manner.
3 Solution in complete market
General solution and risk-neutral expectation
On the interval [T, T * ], the variable Λ is known and the asset ΛX is tradable. We assume that Λ takes the value λ ∈ L. On this interval, λ can be seen as a coefficient affecting the loss function Ψ, and the problem (7) follows the standard formulation of [5] : the filtration is generated by the paths of the Brownian motion. In section 4, we reduce the incomplete market setting of period [0, T ) to complete market problem of the form (7) on [T, T * ], in a similar Brownian framework, with a function Ψ which is no more derived from a loss function as in (5) , motivating the introduction of the general function Ψ.
Consequently and without loss of generality, we temporarily assume L = {1}, and omit λ in the notation. On [0, T * ] then, we can work on problem (7) in the Brownian filtration and apply most results of [5] . The filtration F for t ≥ T in that case is given by F t := σ(W s : T ≤ s ≤ t) on a complete probability space (Ω, F, P) with P [Λ = 1] = 1. Proposition 1. Under Assumptions 2 and 4, the function V is given on S by
where J(x, q) := argsup pq − Ψ −1 (x, p) : p ≤ 0 and
with W Qt being the Brownian motion under the probability Q t , the latter being defined by dP t /dQ t = Q t,1 and used for expectation (9) . Finally q is given such that E J X t,x T * , Q t,q
To obtain such a result, we proceed in several steps. We first use Proposition 3.1 in [5] to express problem (7) in the standard form of [20] , see Lemma 1 below. We then apply the Geometric Dynamic Programming Principle (GDP) Principle of [20] in order to obtain a PDE characterization of V in the viscosity sense. These results are recalled in Appendix. We then use properties of the convex conjugate of V to obtain V as the risk-neutral expectation (9) of Proposition 1. 
where α is a F-progressively measurable process taking values in R. Let us denote A t,p the set of such processes such that P t,p,α and αP t,p,α are square-integrable processes. Let Assumptions 2 and 4 hold. Then on S
Since Ψ(x, y) ∈ R − for any (x, y) ∈ R + × R, we can choose P t,p,α to follow dynamics (11) . This implies that α is a real-valued (F t )-progressively measurable process such that (α P t,p,α ) ∈ L 2 ([0, T * ] × Ω), and α ∈ A t,p .
We can now turn to the proof of Proposition 1 by using the GDP recalled in Appendix. The proof follows closely developments of section 4 in [5] , and is given for the sake of clarity, as for the introduction of important objects for section 4.3.
Proof. (Proposition 1)
We divide the proof in three steps 1. We introduce conjugate and local test functions. Let V * be the lower semi-continuous version of V , as defined in Appendix. According to Assumption 4, dynamics (3) and definition (7) , V and V * are increasing functions of p on R − . The boundedness of V implies also the finitness of V * . For (t, x, q) ∈ [0, T * ] × R * + × R * + , we introduce the convex conjugate of V * in p < 0, i.e.,
The map q →Ṽ (., q) is convex and upper-semi-continuous on R * + . Letφ be a smooth function with bounded derivatives, such that
The map q →φ(., q) is convex. Without loss of generality, we can assume thatφ is strictly convex with quadratic growth in q, see the proof in Section 4 of [5] . The convex conjugate ofφ with respect to q is a strictly convex function of p defined by ϕ(t, x, p) := sup {qp −φ(t, x, q) : q ≥ 0}. We can then properly define the map (t,
where the inverse is taken in the p variable. According to the definition ofṼ and the quadratic growth ofφ, there exists p 0 ≤ 0 such that for the fixed q 0 ,
which, by taking the left and right sides of the above equation, implies that (t 0 , x 0 , p 0 ) is a local minimizer of V * − ϕ and (V * − ϕ)(t 0 , x 0 , p 0 ) = 0. The first order condition in the definition of ϕ implies that p 0 = (ϕ p ) −1 (t 0 , x 0 , q 0 ).
2.
We prove thatṼ is subsolution to a linear PDE. In our case, the control ν takes unbounded values by definition of U t,y . It implies, together with Assumption 2, that
for
This holds in particular for the set
which is then composed of elements of the form ((ϕ x + apϕ p /σ)(t 0 , x 0 , p 0 ), a) for a ∈ R. According to Theorem 2 in Appendix and changing ν for its new expression, ϕ in (t 0 , x 0 , p 0 ) verifies
Since ϕ pp (t 0 , x 0 , p 0 ) > 0, the infimum in the above equation is reached for
which can be plugged back into (15) to obtain a new inequality at (t 0 , x 0 , p 0 ):
Recall
By differentiating in p, we get ϕ p (t 0 , x 0 , p 0 ) = q 0 . It follows by differentiating again that at point (t 0 , x 0 , p 0 ) we have the following correspondence:
Plugging (18) into (17), we get thatφ satisfies at (t 0 , x 0 , q 0 )
By arbitrariness of (t 0 ,
The terminal condition is given by the definition ofṼ and Theorem 2 in Appendix:
3. We compare V to a conditional expectation. LetV be the function defined byV (t, x, q) =
where Q t is a P-equivalent measure such that dP/dQ t = Q t,1 . According to the Feynman-Kac formula,V is a supersolution to equation (19) , and thusV ≥Ṽ . According to Assumption 4, p → Ψ −1 (., p) is convex increasing on R − . Thus, for sufficiently large values of q, J(x, q) := arg sup pq − Ψ −1 (x, p) : p ≤ 0 is well-defined and can take any value in R − . By the implicit function theorem, there exists a function q of (t,
By the martingale representation theorem, there exists ν ∈ U t,y such that
and therefore, by definition of the value function y(t, x, p) ≥ V (t, x, p) which provides the equality and (9) for (t, x, p) ∈ S.
Application to the interval [T, T * ]
We now come back to [T, T * ], where the shaping factor Λ, is assumed to take the known value λ at time T . To highlight the effect of λ as a given state parameter for t ≥ T , we denote by V (t, x, p, λ) the value function defined similarly as (7) where Ψ is given by (5) .
We can define the value function on S 2 × L as
Notice that if X is an exponential process, then we can explicitely change V (t, x, p, λ) for V (t, λx, p, 1), recalling the assumption P [Λ = 1] = 1 of the previous section. Let us recall the standard pricing concepts in complete market. Under Assumption 2, we can define Q the Pequivalent martingale measure defined by
In the present setting, Q is the unique risk-neutral measure with the drifted Brownian motion
T θ(s, X s )ds, and we can provide a unique no-arbitrage price for g(λX T * ).
According to Assumption 2 and Assumption 3, we can apply Proposition 6.2, in [17] , which implies that for any λ ∈ L, (t, x) → C(t, x, λ) is Lipschitz continuous in the spatial variable with the same Lipschitz constant K as g. Moreover, C(·, ·, λ) is the unique classical solution of polynomial growth to the Black-Scholes equation
with terminal condition C(T * , x, λ) = g(λx). Now Proposition 1 applies to provide the following when we use a loss function as in Definition 2.
Corollary 1. Let Assumptions 2 and 3 hold. Then V is given on
The solution (25)-(26) can be explicitly computed in simple cases, see [5] can be used in our setting to assert that V is also convex in p. According to what was said about the function
Remark 1. It is noticeable that the value function (25) is composed of the Black-Scholes price of the claim g(λX t,x T * ) minus a term that corresponds to a penalty in the dual expression of the acceptance set if is a risk measure, see [16] . The hedging strategy is to be modified in consequence. First note that (25) is a conditional expectation of a function of two Markov processes (X t,x , Q t,q ), for q well chosen, so that we can write Y t,V (t,x,p),ν s := y(X t,x s , Q t,q s ) := V (s, X t,x s , P t,p s ). According to Corollary 1, y is a regular function, and X t,x , Q t,q are martingales under the probability Q, as well as Y t,V (t,x,p),ν . Therefore Itô formula provides
which allows to deduce the optimal dynamic strategy ν.
Corollary 1 retrieves solutions of [15] . The original problem in the latter is to minimize the expected loss given an initial portfolio value, but the authors prove that our version of the problem is equivalent. The stochastic target problem of Definition 3 is actually linked to an optimal control problem in a similar way, as noticed in the introduction of [5] and developped in [4] . We can introduce the value function giving the minimal loss that can be achieved at time T * , with at time t, the initial capital y, X t,x t = x and the shaping factor Λ = λ.
This corresponds to the problem of finding the best reachable threshold p if the initial portfolio value is given by y at time t. This result is of great use in the forthcoming resolution of the problem before T , by the following connection with V .
Then we have
Moreover the function U is a concave increasing function of y bounded by 0 from above.
Equality (29) is a direct application of Lemma 2.1 in [4] , whereas the properties of U fall from the properties of V and Definition 6.
Solution in incomplete market
We now turn to the solution of the problem before T , i.e., when Λ is unkown. We first provide the face-lifting procedure that allows to reduce the new situation to the one handled in Section 3. This procedure can be done according to two model paradigms:
1. the law ρ of Λ is supposed to be known; 2. only the support L of the law of Λ is supposed to be known.
The first approach is a probabilistic approach with a prior distribution, whereas the second one is a robust approach, in connection with robust finance with parameter uncertainty, see [6] for a control theory version. Finally, the numerical complexity of the face-lifting procedure pushes us to give up explicit formulas for a numerical approach. We thus modify results of Section 3 to provide a convenient formulation of the problem to be numerically approximated in Section 5.
Faced-lifted intermediary condition with prior on the shaping factor
When t < T , the problem (7) cannot be treated with the methodology developped in [5] . To solve the problem, we are guided by the following argument. Considering (t, y) ∈ [0, T ) × [−κ, ∞) and a strategy ν ∈ U t,y , we arrive at time T to the wealth Y t,x,y,ν T ≥ −κ, at the apparition of the exogenous risk factor Λ. Assume that the agent wants to control the expected level of risk p < 0, at time T , by using the portfolio Y t,x,y,ν T . It is obviously not possible with certainty if Λ takes a value λ such that Y t,y,ν T < V (T, X t,x T , p, λ) . However, the optimal strategy after T consists in optimizing the portfolio by trying to achieve the optimal expected level of loss U (T, X t,x T , Y t,y,ν T , λ) given by Definition 6. In the complete market setting, this achievement is possible. Then the expected loss at T resulting from this strategy is averaged among the the realizations of Λ for fixed X t,x T and Y t,y,ν T . The expectation is thus done also with regard to Λ just before T .
The above function Ξ represents the expected optimal level of loss the agent can reach if she attains the wealth y at time T with a state X T,x T = x. This is a direct consequence of Lemma 2 and corollary 1. This property ensures that parts of Assumption 4 hold in the new following problem, in order to apply Theorem 2 of Appendix. In particular, Lemma 4 allows to define a terminal condition with the generalized inverse Ξ −1 .
We now prove that this new problem coincides with the one of Definition 3 on S 1 . . From the flow property of Markov processes X t,x and Y t,x,y,ν (see [20] ) and the tower property of expectation,
By taking the supremum over all possible maps ν(λ) and by Definition 6, we obtain
By integrating in λ over L, and then take the expectation, we immediately get that y ≥V (t, x, p). By arbitrariness of y, V (t, x, p) ≥V (t, x, p). 
By chosing the new admissible control ν ∈ U t,y defined by the concatenation ν t = ν t 1 {t∈[0,T )} + ν * t (Λ)1 {t∈[T,T * ]} , we obtain y ≥ V (t, x, p) for an arbitrary y >V (t, x, p). We thus have equality of V andV on S 1 .
In the present context when the law of Λ is known, the face-lifting procedure of (31) allows to retrieve a stochastic target problem in expectation of [5] on the interval [0, T ]. However, it is improbable that the terminal condition (31) is explicit for non-trivial models.
Variation to a robust approach
Due to the lack of data, or some non stability of the problem, it might be interesting to adopt an approach where the agent wants to control the expected level of loss without assuming the law ρ on L. Under Assumption 1, the robust approach is easy to undertake and is the following. Since the law of Λ is not known, we have to consider the worst case scenario, i.e., the supremum of (31) over a set of probability measures on L. 
which is finite for all (x, y) ∈ R * + × [−κ, ∞) following Lemma 2. The reasoning of the previous section can be applied here with the new intermediary condition E ξ(X t,x T , Y t,x,y,ν T ) ≥ p. We thus introduce the other stochastic target problem with controlled loss if t < T :
The monotonicity of U with respect to λ, provided by some additional assumption on g, leads to a direct solution to Eq. (36). In general, the resolution of problem (37) is similar to (32) with a terminal condition that is more tractable. In the sequel, we thus focus on problem (32).
From the control problem to an expectation formulation
In this section, we want to emphasize formally the link between the solution of the nonlinear PDE (15) (in the proof of Proposition 1) and a simple conditional expectation, in sufficiently regular settings. This idea will be used to propose a numerical scheme to approximate the solution of our partial hedging problem. Assume fo starting that the nonlinear PDE (15) has a classical solutionV on S 1 such that it also verifies
where we recall the specific form of the control (16):
and the terminal condition is
In particular if a * in (39) is well defined (by strict convexity ofV in p) and corresponds to the optimal value in (15), then fomulations (15) and (38) are equivalent. Now let us assume that the functionV such thatV
is well defined, with dynamics under Q given by
and where the feedback control α * is defined for s ∈ [t, T ] by
Assume moreover thatV is sufficiently regular to be a classical solution to the related linear Feynman-Kac PDE
where we recall the specific form of the control (39) given as a function ofV and its derivatives. Now observe thatV is also a classical solution to this linear PDE. Hence, if the classical solution to (44) is unique then we can conclude thatV =V . In the following section, we propose a numerical scheme to solve (38) which relies, in some sense on this relation between the non linear PDE (38) and the conditional expectation (41) with dynamic (42)-(43).
Numerical approximation scheme
In the present section, we propose a numerical algorithm dedicated to the specific problem (41)-(42)-(43). The problem is specific for two reasons. First, the terminal condition at T is given by Ξ −1 wich may be unexplicit and has to be numerically studied. Second, the optimal control is explicitely given by (43) so that the non-linear operator can be replaced by a proper expectation approximation. At this stage, the algorithm is presented as the result of a series of standard approximations. However, we do not provide any analysis of the approximation error induced by this algorithm so that it can only be considered as an heuristic. Nevertheless, some numerical simulations are provided in the next section and emphasize the practical interest of such numerical scheme.
Specification and hedging in complete market
In this section, we will retrieve all the regularity assumptions by specifying the model. The question of the generalization of the presented procedure is a matter that is not treated in this paper. We assume that X is described by a geometrical Brownian motion:
with (µ, σ) ∈ R × R * + . The loss function is given as in Example 1, with k > 1. For the partial lower moment function (x) = x k 1 {x≥0} /k for k > 1, Corollary 1 has an explicit solution, given for t ≥ T by
where in this precise case, C(t, x, λ) is given by the Black-Scholes price of the option with payoff x → g(λx), as in Definition 5. Following section 3, (t, x) → C(t, x, λ) ∈ C 1,2 ([T, T * ) × R * + ) for any λ ∈ L, so that according to (46) all the required partial derivatives of V exist. Note also that V is strictly convex in p since k > 1.
Consequently, we can explicit the strategy to hedge the expected loss constraint. If a * is given by (39), then
All the required derivatives are given by
As anticipated in Remark 1, the strategy consists in hedging the claim g(λX t,x T * ) plus a correcting term corresponding in hedging the constraint P t,p,α * T * .
The intermediary target
In order to initiate the numerical procedure for 0 ≤ t ≤ T , we need to compute the intermediary condition and its partial derivatives intervening in (38). According to (29) and (46),
which provides the value of Ξ(x, y) by integration according to the law ρ of Λ:
A numerical computation of the integral in (49) can be proceeded via numerical integration or Monte-Carlo expectation w.r.t. the law ρ. This in turn allows to obtain the desired function Ξ −1 , since the latter is monotonous in p.
Let us introduce four real-valued functions
for n = k − 1, k − 2, recalling that k denotes the exponent parameter determining the loss function (8) . Then by a straightforward calculus we derive the partial derivative of Ξ −1 as follows
The
can be computed numerically with the same methods as Ξ −1 . Having these derivatives, it is thus possible to obtain the values of controls at time T , (ν * (T, x, p), a * (T, x, p)), given by (47) and (39).
Discrete time approximation and regression scheme
The approximation scheme that is proposed here is first based on a time discretization of the forward-backward dynamic determined by the system (41)-(42)-(43).
Time discretization
Let us define a deterministic time grid π := {0 = t 0 < . . . < t N := T } with regular mesh |t i+1 −t i | = T /N =: ∆t. We consider in this paragraph a dicrete time approximation of the process (X 0,x 0 , P 0,p 0 ,α * ) solution of (42) with initial condition at time 0, (X 0,x 0 0 , P 0,p 0 ,α * 0 ) = (x 0 , p 0 ). The process X 0,x 0 possesses an exact discretization at times (t i ) i=0..N which is denoted (X i ) i=0..N , with increments of the Brownian motion given by
( i ) i=0,··· ,N −1 being a sequence of i.i.d. centered and standard Gaussian random variables. We introduce the sequence of random variables (P a * i ) i=0···N obtained by taking the exponential of the Euler approximation of log(P 0,p 0 ,α * ) on the mesh π. Then, we can approximate the solution of (42), at the mesh instants π by the Markov chain (X i , P a * i ) i=0,··· ,N satisfying the following dynamic for i = 0, . . . , N − 1:
with the initial condition, X 0 = x 0 and P a * 0 = p 0 and where at each time step i, a * i is actually the function given by (39) at time t i
In the sequel, we will denote X i,x i+1 and P i,x,p,a i i+1 the random variables satisfying equation (53) with X i = x, P a * i = p and the function a * i = a i .
5.3.2
Piecewise constant approximation of a * i and tangent process formula Assume that at the dicrete time t i , for i ∈ {0, · · · , N − 1}, a piecewise constant approximation of a * i is available, such that for any positive reals x and p, we have the approximationâ i defined as followsâ
where (C i,r ) r=1,···R is a partition of R * + × R * − and (a i,r ) r=1,···R is a sequence of reals. By the expectation formula (41), we obtain that the solution of problem (32) and equivalently (7) satisfies the following backward dynamic for i ∈ {0, · · · , N − 1}
Then, one can approximateV at the discrete instants of the mesh π, by injecting in the above formula two approximations consisting in:
) by the Markov chain approximation (X i,x i+1 , P i,p,x,a * i i+1 ), obtained by the Euler scheme (53); 2. replacing the function a * i by the piecewise constant approximationâ i (55); For i ∈ {0, · · · , N − 1}, we defineV i the resulting approximation ofV (t i , ·, ·) satisfying the following backward approximation schemê
Let us assume, at this stage, thatV i+1 is a given approximation ofV (t i+1 , ·, ·), which is two times continuously differentiable w.r.t. both variables. Now recall thatâ i is supposed to be constant on C i,r , for any r ∈ {1, · · · , R}. Then, for any (x, p) ∈ Int(C i,r ), (X i,x i+1 , P i,x,p,â i i+1 ) follows a log-normal distribution (53) and we can apply tangent process approach [10] on (56) to obtain thatV i is two times continuously differentiable and a backward formula for the derivatives
) .
(57)
Piecewise constant regression and fixed point algorithm
Besides, recall that a * i is defined as a function ofV p (t i , ·, ·),V px (t i , ·, ·) andV pp (t i , ·, ·) according to equation (54). Similarly, we want to impose the same relation betweenâ i andV i p ,V i px andV i pp . For this purpose, let us define the map f → T i (f ) such that for any real valued function f defined on R * + × R * − ,
for all (x, p) ∈ R * + × R * − . Notice that the map T i , defined above, depends implicitly on the previous approximationsV i+1 p ,V i+1 px andV i+1 pp . Thenâ i could be obtained as a piecewise constant approximation of a fixed point of T i .
One way to do this, is to approximate T i byT i , obtained in replacing the conditional expectation, in (58), by a regression operator,Ê i , on a set of regression functions which are piecewise constant. Consider for instance the following set of regression functions (1 C i,r ) r=1,··· ,R . We intro-duceT
so thatT i (f ) is automatically piecewise constant on the partition (C i,r ) r=1,··· ,R . Adding up all these approximations, we finally obtain, at each point, t i , of the mesh grid, π, an approximation (
by the following algorithm applied with a fixed tolerance parameter ε > 0:
.
(60)
From step A(N − 1) to A(0) : a) ;
Notice that limiting the previous algorithm to one fixed point iteration (in B(i, a)) reduces to an explicit scheme for whichâ i is given as a function of the derivatives at the next time step t i+1 ,
px , V i+1 pp ) and the controlâ i+1 . However, in practice at most three iterations are sufficient to obtain reasonable convergence to the fixed point. In theory, the contraction ofT i should be proved for a sufficiently small time step ∆t. But this is left for future works. If we don't proceed to a convergence analysis of the scheme with N , for a general diffusion and general loss function, we can still provide a numerical confirmation of the relevance of the method. To validate the algorithm we proceed in Section 6 to a comparison between the explicit formula of Corollary 1 and the value provided by the algorithm.
Numerical tests
The present section is devoted to tests on real and simulated data meant to illustrate the interest of the partial hedging strategy developped in this article and to validate the numerical scheme introduced in the previous section. We proceed into four steps. First, we fit the parameters of the exponential model (1) on real data. Then, we point out the importance of the risk induced by the random shaping factor, by evaluating the hedging error implied, on real data, by the naive Black-Scholes hedging strategy based on a prediction of the shaping factor (without taking into account its randomness). This naive hedging approach will constitute our benchmark. To validate the numerical approximation scheme introduced in Section 5, we analyse its performance on the explicit case of Section 3. We finally compare the partial hedging procedure, on simulations, to the benchmark that shall be introduced right away.
Black-Scholes benchmark
We consider the following Black-Scholes strategy for a naive agent. The naive agent assumes that the set L reduces to a singleton {λ 0 }. This belief is accepted for example as a raw approximation of the expected value of Λ. In this situation, the previous setting reduces to the case of Section 3. However, since the market is complete, the naive agent desires to put in place a complete hedging strategy allowed by the Black-Scholes framework. The naive benchmark is thus given by 1. an initial value provided by the Black-Scholes price of the contingent claim g(λ 0 X t,x T * ), given by equation (23): C(t, x, λ 0 ).
2.
A hedging strategy, associated to that belief, and given by the delta-hedging procedure
After the apparition at T of the asset ΛX, the option price is impacted immediately by the real value taken by Λ, different from λ 0 , but the portfolio stays self-financed, and continuous. We assume here that the naive agent continues with the delta-hedging strategy until T * .
3.
A terminal hedging error that spreads from time T with value ε T := C(T, x, λ 0 )−C(T, x, Λ).
In the Black-Scholes setting, by a simple no-arbitrage argument and wero interest rate, this error remains constant until T * .
The motivation of such a strategy is to average the losses by averaging the possible values taken by Λ. This is however wrong as the price of the derivative is mostly a non-linear function of the underlying price. In the studied example of the Call option below, if λ is fixed, we obtain a non-linear function of the strike:
Analysis on real data
To provide a realistic framework, we refer to historical data. This allows to propose a model for L and Λ, and values for parameters (µ, σ) of the exponential dynamics (1). The available data designates daily quotations of futures prices on the French Power Market, provided by EEX. We consider a delivery period covering the period from October 2004 to March 2011, i.e., 78 Month delivery Futures during their whole quotation period and the respective Quarter delivery futures contracts covering them. Two estimations are made out of it.
1. This provides 78 observations for a supposedly repeated realisation of the random variable Λ. The average isΛ = 1.0012 and its variance V (Λ) = 0.081. We then assume that Λ follows a scaled beta law with these characteristics: Λ ∼ 3β(114, 227). This is justified by the fact that Λ shall have a bounded support, which is assumed here to be the interval [0, 3].
2. The parameters µ and σ in the exponential dynamics (1) are computed on the aggregated returns of month futures and quarter futures. Here, µ contains the discount rate (since we assumed that the interest rate is null by omitting it). The obtained driftμ is null, and the obtained (yearly) volatilityσ = 28%.
To quantify the impact of neglecting the uncertainty on the shaping factor Λ = λ * , on the performance of the hedging strategy, we have implemented, on real data, the naive Black-Scholes hedging strategy supposing different given parameters λ varying around the real observed value λ * with an amplitude of error of 50%. In our tests, we have considered call options on our 78 Month delivery futures with various maturities ans strikes as indicated on Figure 1 . The resulting hedging error can be decomposed into four sources:
1. hedging at discrete times (the Delta hedging strategy is indeed implemented daily); 2. errors on the dynamical model or on the parameters (the hedging instrument may not have i.i.d. log-returns with log-normal distributions,μ andσ are only estimations);
3. the limited number of hedging scenario inducing a statistical error;
4. error on the shaping factor value.
The scope of this paper focuses specifically on the latter source of error. Hence, to distinguish the contribution of each error and to separate the fourth one, we have represented in Figure 1 four quantities:
1. Real error We evaluate the hedging error using the naive strategy on real data.
Simulated Error (78 data)
We then do the same on simulated data on the same time grid, and with the same number of trajectories (78). This allows to quantify the error due to the model and the parameters estimation, by comparing it to the previous error.
Simulated Error (78x100 data)
We repeat this procedure with a greater number of simulations (78 × 100) in order to confirm that the previous error is not erroneous because of the low number of studied trajectories.
Theoretical error
We represent the error induced by hedging in the Black-Scholes framework (in continuous time) with the wrong shaping factor. This represents exclusively the hedging error due to the error on the shaping factor. Notice that for t ≥ T , λ * is known, hence on [T, T * ] the naive Black-Scholes strategy is equal to the complete market replication strategy that would have been implented from time 0 if λ * was known. Hence the theoritical hedging error reduces to the difference between the values at time T of the naive hedging portfolio (with the wrong value of λ) and the perfect hedging portfolio (with the right value of λ = λ * ):
Altogether, the results presented in Figure 1 push to the following temporary conclusions. An error on the value of Λ can significantly impact the error. After that, the main error is due to the discretization of the hedging strategy. Hence, it is worth developping a specific methodology to take into account the uncertainty of the shaping factor in the hedging strategy.
Convergence of the approximation scheme to explicit solution
We shall test the efficiency of the algorithm presented in Section 5. To do so, we compute the hedging strategy and the value function in the specific case of Section 3.2. Assume without loss of generality that Λ = 1. Recall that we obtain the following explicit expression for the P-martingale P t,p,α initialized at time t ≥ T and the function v for any s ∈ [t, T * ], 
Observe that P t,p,α s can be expressed as a function of X t,x s i.e. P t,p,α s = p(t, s, X t,x s ). Hence we analyse the performance of our algorithm by observing its ability to approximate the one dimensional real valued function u s such that 3. The loss function is the partial moment loss function of Section 5 with k = 2, and the threshold p varies enough to evaluate its impact. In the following comparison, we consider the square root of the obtained error in order to express it in euros. This justifies the terminology shortfall, which is a monetary homogeneous quantity.
4.
Strategies are rebalanced daily, T = 128 days and T * = 184 days, one year corresponds to 250 days and X 0 = 50.89. Figure 3 sums up the simulations and compares, for the different values of K, the value function as a function of p. Figure 4 provides a comparison between the two approaches for another criterion: the conditional Value-at-Risk, or expected shortfall. These two figures lead us to the two following conclusions. The first one is that the partial hedging procedure SR allows to hedge the quadratic loss function more efficiently and with less initial amount of money than the BS strategy. The second figure illustrates the fact that this new strategy stays more interesting for another risk criteria than the one used in the specified control problem, providing also possible robustness of the consideration of the shaping factor Λ in our model.
Appendix: Geometric Dynamic Principle and HJB equation
In what follows, we put ourselves in the Brownian filtration setting of [21] and [5] , which encompasses our framework. We omit the presence of Λ by assuming P [Λ = 1] = 1 and place ourselves on the interval [0, T * ]. We provide one side of the GDP used to derive the supersolution property. . We assume that V is locally bounded on S, so that V * is finite. In what follows, we introduce only the supersolution property for V * , deriving from Theorem 1, in the special case given by dynamics (1),(3) and (11) .
For ε ≥ 0, we introduce the relaxed operator Θ →F ε (Θ) for the variable Θ = (t, x, p, d, d 
to finally introduceF * (Θ) := lim sup F ε (Θ ) : ε 0, Θ → Θ . We adopt the convention sup ∅ = −∞ and F * ϕ =F * (t, x, p, ϕ(x, p), ϕ x (t, x), ϕ p (t, x), ϕ xx (t, x), ϕ pp (t, x), ϕ xp (t, x)) for a smooth function ϕ. We hence formulate the supersolution property of V * . For definitions and use of viscosity solutions, we refer to [11] . The supersolution property inside the domain is given by Theorem 2.1 and Corollary 3.1 in [5] . The boundary condition at t = T * is given by Theorem 2.2 in [5] . In our case, by assuming the concavity of Ψ in y, we have the convexity of Ψ −1 in the p variable. We also have N 0 (Θ) = ∅ for any Θ. According to these two properties, the terminal condition takes a much more simple form. Altogether, we obtain the following. 
There is a special Cauchy boundary problem for p = 0 we elude here. In our case, since Ψ(0) = 0, the stochastic target problem reduces to the superhedging problem. The target must be reached P-almost surely and we obtain directly the HJB equation of [21] . In our complete market framework, it straightly provides the Black-Scholes equation (24) to which V * (., 0) is also a viscosity solution.
