Abstract
Introduction
Digital images are widely used in a number of applications. It is seen that uncompressed digital images would need larger storage capacity and wider transmission bandwidth for effective utilization of picture information in modern applications. Hence efficient image compression solutions are becoming more critical with the recent growth of data intensive, multimedia-based web applications. Consequently image data compression has become an important area of research in the field of image processing for transmission and storage of image data. Reconstruction of images back to the original from the compressed image with minimum loss is the key issue in these applications. In order to obtain high compression rates in image coding, it is necessary to remove as much redundancy without loosing the image quality.
The block truncation coding (BTC) is a fast, simple algorithm used for coding images at good quality and at low to moderate compression ratios. The basic algorithm of BTC was developed in 1979 by Delp and Mitchell [1] , by incorporating ideas relative to how one could exploit statistical moments in the context of image compression. Since its introduction, the BTC algorithm has been modified in various ways and several different basic algorithms under the generic name BTC have been appeared in literature [2] [3] [4] . All these BTC algorithms are simple, computationally fast and capable in fine edge preservation. However, due to insufficient quantization levels, it produces ragged edges in the reconstructed images. Another problem of BTC is its high bit rate. For a fixed block size BTC, the bit rate is about 2 bits/pixel. There are some BTC algorithms [5] [6] , which can obtain a lower bit rate. However, the computation is complex so that it is hard to implement in real time processing.
Visual pattern image coding [7] is a high performance algorithm in the area of BTC. Various psychophysical and physiological models of biological image sensing and processing have been utilized in the design of visual patterns for image encoding. High compression ratio and reduced coding/decoding complexity are the merits of the algorithm. Yang and Tsai [8] propose an improved BTC (IBTC) method using a set of predefined line and edge bit planes based on the concept of visual pattern image coding [7, 9] . Experimental results show that the proposed approach is effective in preserving reconstructed image quality and gaining reasonable lower bit rates.
In this paper, a BTC scheme that employs a set of predefined bit planes for encoding the bit plane generated by the conventional BTC is presented. This set of bit planes is defined independently of the images to be encoded and each pattern is visually sensitive to the human visual system. The bit rate of the proposed scheme is effectively reduced by incorporating the Huffman encoding [10] for transmitting the index of the predefined bit plane. This method has demonstrated in producing perceptually high quality reconstructed images with reduced bit rate and high peak signal to noise ratio (PSNR) values.
Block truncation coding
The BTC is a two level non-parametric binary encoder based on moment preserving quantization that adapts to the local properties of the image. The input image is first divided into non-overlapping blocks of size n×n, (here, we take n = 4) and each block is coded individually. The algorithm preserves the first two sample moments, mean and standard deviation of each pixel block. Let m = n 2 and X 1 , X 2 , …., X m be the pixels values in a block of the original image. The block first and second sample moments of X i pixels are computed by
The bit plane with values 1s and 0s is generated by the one bit non-parametric binary encoder defined by , 1
where X th is the threshold and is taken as the mean of the block X .
Each 4×4 block is coded by the values of block mean and block standard deviation, together with the 4×4 bit plane consisting of 0s and 1s. The bit rate for basic BTC is 2 bits/pixel. So the compressed image data contains mean, standard deviation, and bit plane of all the 4×4 blocks. Each input block is transmitted as bit plane along with quantized information on the X and σ .
At the receiver end, each bit plane is reconstructed such that X and σ are preserved. For each pixel with value X i , the output levels a and b are computed by
where p and q are the number of 0s and 1s in each bit plane, respectively. Each image block is reconstructed by calculating a and b using equations (4) and (5) and assigning these values to pixels in accordance with 0s and 1s in the bit plane. In the bit planes there can be blocks with all the values either 0 or 1, such blocks are visually continuous indicating no edges in them. The sample mean is used to represent that block. So while reconstructing the image, such blocks are given a reconstruction value equal to the mean.
Design of predefined bit planes and image coding
In conventional BTC, the basic parameters generated are mean, standard deviation, and bit plane. For a 4×4 block, the bit plane consists of 16 bits, resulting 2 16 (=65536) possible number of bit planes. However, most of the bit planes do not appear in the coding of images resulting very low contribution to the visual quality of the reconstructed image. Also, some different bit planes produce very similar visual perception result due to the properties of the human visual system. This necessitates to focus on the design of a small set of visually sensitive bit planes.
A new class of image coding schemes generally referred to as second generation coding schemes based on a two-component source model has been reported in literature [11] . An image could be decomposed into a discontinuous component representing intensity variations that occur due to the presence of distinct objects such as edges or lines and a continuous component representing slow intensity variations due to texture or irregularity of surface or indistinct small objects. An image block of size, say 4×4 is visually continuous if all the pixel values in the block are almost the same. On the contrary, if the variations of the pixel values in the block are abrupt, the block is a visually discontinuous one. Dapang and Alan [7] reported that visually continuous blocks are represented as uniform regions, whereas visually discontinuous blocks are coded as localized patterns interpreted as edges or lines. Based on this concept of visual continuity and visual discontinuity, a set of edge and line bit planes is defined. These bit planes are defined independently of the images to be encoded. For each input image block, the procedure of conventional BTC algorithm is followed until the bit plane is generated. Then the bit plane is looked for the maximum correlation in the set of predefined bit planes, resulting a best-match predefined bit plane. In order to find the best-match predefined bit plane, the bit difference (BD) between the bit plane generated by the conventional BTC and each predefined bit plane is first calculated by 4 4 ( ) 1 1
where B j is the bit plane generated for the j th input image block and P predefined bit plane from the set of 32 bit planes, respectively, and ⊕ denotes the modulo-2 addition. The pattern, which yields the minimum BD is the best-match predefined bit plane. If there is more than one best match, one of the best matches is randomly selected. The set of all best-match predefined bit planes each corresponding to an input image block is sorted in descending order to select those bit planes which appear more frequently for input images. These more frequently used bit planes are selected in sets of n = 8, 16, and 32. Then each of the original bit plane of the input image is once again matched for maximum correlation with the selected n predefined bit planes. The index of the best-match predefined bit plane is transmitted along with the quantized mean and standard deviation for encoding each of the input image blocks.
The reconstruction procedure is the same as the conventional BTC with an exemption that the bit plane is first generated at the receiver with the transmitted index value. With the use of the 32 predefined bit planes representing edges and lines, each input image block of size 4×4 can be coded by indices with at most 5 bits instead of bit plane with 16 bits directly. Assuming that both the transmitter and receiver are provided with the set of 32 predefined bit planes. The bit rate is about 0.9375 bits/pixel for 4×4 blocks if all the 32 predefined bit planes are used. The mean and standard deviation are quantized to 6 and 4 bits, respectively [1] . From the set of 32 bit planes, bit planes which appear more frequently in the input images are selected in sets of 8 and 16. With these small sets of bit planes, the bit rate is again reduced with minimum distortion in the reconstructed image. The bit rate is about 0.8125 and 0.875 bits/pixel if the set of predefined bit planes used are 8 and 16, respectively. We can reduce further the bit rate by encoding the indices of the predefined bit planes by Huffman encoding. Thus the overall bit rate (BR) can be calculated by 16 
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where M, SD, and HEI are the number of bits used for mean, standard deviation, and Huffman encoded index of the predefined bit plane, respectively. For n =32, the number of bits used for direct indexing is 5 whereas with Huffman encoding it is < 5. Similarly for n = 8 and 16, with Huffman encoding the number of bits used is less than direct indexing.
Experimental results and discussions
The performance of the proposed system has been tested with a set of four gray scale images, namely, Cameraman, Lena, Building, and Peppers each of size 256×256. For comparison, the IBTC [8] is also implemented. The commonly used measures in a variety of image coding system, root mean square error (RMSE) and PSNR are used to evaluate the performance of the proposed method. They are defined as follows
where ( ) , I x y is the original image, ( ) ' , I x y is the reconstructed image, and X×Y is the dimensions of the images. A lower value of RMSE means lesser error in the reconstruction, and as seen from the inverse relation between the RMSE and PSNR, this translates to a high value of PSNR. Logically, a higher value of PSNR is preferable because of the higher signal to noise ratio. Here, the signal is the original image and the noise is the error in reconstruction. So a compression method having lower RMSE and corresponding high PSNR values could be recognized as a better scheme. Table 1 shows the performance results of the images decoded by the IBTC and the proposed method. The performance of the proposed method for all the set of predefined bit planes is better with lower RMSE and higher PSNR values than the IBTC for all the test images. Table 2 shows the improvements in PSNR and bit rate of the proposed method. The average improvements in PSNR of the proposed method for the sets of predefined bit planes, n = 8, 16, and 32 over the IBTC are 0.265, 0.385, and 0.210 dB, respectively. It indicates that the proposed method with set of 16 predefined bit planes performs slightly better than with the other two sets of predefined bit planes with an average PSNR gain of 0.385 dB. When all the set of predefined bit planes, n = 8, 16, and 32 used in the proposed method, the resulting average bit rates are 0.8051, 0.8557, and 0.9111 bits/pixel, respectively, whereas the corresponding bit rates for the IBTC are 0.8125, 0.8750, and 0.9375 bits/pixel, respectively [8] . As we are concerned with a set of 32 predefined bit planes, the values corresponding to 64 bit planes [8] are not listed in tables 1 and 2. More over the set with 16 predefined bit planes is more significant in the proposed method. Even with the smallest set of 8 predefined bit planes at lower bit rate, the reconstructed image has acceptable visual quality. Visually, all the test images are reconstructed well, but the proposed method has shown to be superior with slightly better PSNR values compared to the IBTC. Figure 2 shows the reconstructed image by the proposed method for the sample test image of Lena. Even with the set of 8 predefined bit planes at an average bit rate of 0.8051 bits/pixel, the resulting reconstructed image has minimum distortion and is still acceptable. This is due to the selection of a small set of predefined bit planes that occur more frequently in the input image.
Conclusions
An improved BTC scheme based on the use of a set of predefined bit planes has been proposed. A set of edge and line bit planes based on the concept of visual continuity and discontinuity is defined. Huffman encoding is used to encode the index of the predefined bit planes to reduce the bit rate. Experimental results have shown that improved lower bit rates and acceptable visual quality reconstructed image have been obtained compared to IBTC [8] .
