The purpose of this study was to derive the qualitative dynamical properties of a simple type of voluntary rhythmical activity. To this end, rhythmic finger movements were examined in the steady-state and when momentarily perturbed by a torque pulse. It was found that: (a) movement frequency, amplitude, and peak velocity were stable under perturbation, signalling the presence of an attractor; and (b) the dimensionality of that attractor, as measured by the correlation integral, was approximately equal to that of the simplest limit-cycle oscillators. Also, (c) the strength of the attractor was constant with increasing movement frequency; and (d) the Fourier spectra of the steady-state trials showed an alternating harmonic pattern. These results are consistent with a previouslyderived nonlinear oscillator model. However, (e) the oscillation was phase-advanced by perturbation overall, and a consistent phase-dependent phase-shift pattern occurred. These phase-response results are inconsistent with our previous limit-cycle model. The overall phase-advance also shows that any central pattern generator responsible for generating the rhythm must be non-trivially modulated by the limb being controlled.
(e.g., Carpenter & Grossberg, 1983; Lennard, 1985; Selverston, 1980) ? However, because biological rhythms are so ubiquitous and occur over such a large variety of particular physical (e.g., neural or biochemical) structures, it is also important to look for macroscopic commonalities across these instantiations. This latter type of approach focuses on the more global, generic properties of the rhythmic behaviors themselves and complements more microscopic analyses.
In this article, we report on the macroscopic dynamical properties of a simple, one-joint voluntary rhythmic movement. In a previous study (Kay, Kelso, Saltzman, & Schaner, 1987) , we found that similar movements displayed an invariant relationship between two basic parameters-frequency and amplitude-that characterize rhythm. We derived a simple dynamical model that could account for this relation. In that study, only steady-state rhythms were investigated, and only these basic kinematic parameters were studied. The purpose of the present article is to provide as complete and detailed a dynamical description of a rhythmic task as possible, both during steady-state rhythms and when the moving limb is momentarily perturbed. In developing a broader data base relevant to this class of movements, we also discuss more detailed, yet still abstract, models of how these movements might be generated and controlled.
where m is the mass, a. the linear damping coefficient, k the linear stiffness coefficient, and X() is the equilibrium position. In rhythmical tasks the appropriate qualitative dynamical description is a cycle. If the cycle is stable in certain respects, it is termed a periodic or limit-cycle attractor. A limit-cycle attractor, like a point attractor, attracts trajectories from arbitrary initial conditions, but a stable oscillation of fixed amplitude and frequency is attained. For the simplest oscillatory models, a suitable set of dynamical coordinates are position and velocity. These coordinates define a phase space, and in this space (here, the phase plane), the limit-cycle is a closed loop or orbit. In addition to stable
Qualitative Dynamics
The approach adopted in our work for conceptualizing and modeling complex biological behavior is that of qualitative dynamics, an outgrowth of dynamical systems theory (e.g., Abraham & Shaw, 1982; Thompson & Stewart, 1986) . Qualitative dynamics takes as data the evolution of a system's observable characteristics/descriptors, and describes that evolution in terms of a set of equations of motion. The first step, prior to writing down any equations at all, is to classify the system's behavior qualitatively into generic categories or behavioral forms. As the data base is expanded, more refined and more quantitative statements are derived, including candidate dynamical equations and precise values for the equations' parameters. For example, the movement of a single limb to a target is described qualitatively as a point attractor. A point attractor is a stable equilibrium point that attracts all trajectories from arbitrary initial conditions. Point attractor dynamics have the property that a transient perturbation applied during movement does not deter achievement of the equilibrium point: Transient perturbation is equivalent dynamically to a resetting of initial conditions of the system's state variables (e.g., position and velocity). A simple example of point attractor dynamics is the damped linear mass-spring, describable by a second-order linear differential equation: mx +a.x + k(x-xa) =0
(1) frequency and amplitude, the limit-cycle's orbit can display characteristic scaling relation among its kinematic observables. For example, the wellknown van der Pol oscillator (van der Pol, 1926) , displays a constant amplitude across a wide range of oscillation frequencies, and is described by the following second-order nonlinear differential equation: mx +a.x + y(x-xa)2x + k(x-xa) =0 (2) where y is the coefficient of the nonlinear van der Pol damping term. In the closely-related Rayleigh oscillator (Jordan & Smith, 1977) , frequency and amplitude vary according to the inverse function. In both of these oscillators, the limit-cycle's stability is due to the presence of nonlinear damping, or escapement, functions (Andronov & Chaikin, 1949; Kugler & Turvey, 1987; Kugler, Turvey, Schmidt, & Rosenblum, in press; Minorsky, 1974) .
In providing a qualitative dynamical account of rhythmical movements, we have investigated the following properties related to limit-cycle dynamics:
Presence ofan Attractor
The first major property is that the behavior being modeled can be characterized as a limitcycle attractor. Is an attractor actually present? This question can be answered by comparing kinematic variables such as frequency and amplitude before and after delivery of a transient mechanical perturbation.
Strength of the Attractor
Given the presence of an attractor, an important property is its strength of attraction. Trajectories perturbed away from limit-cycles return more rapidly to strong attractors than to weak ones. Also, different oscillators have different functions relating attractor strength and various kinematic observables, such as frequency. For example, the strength of the van der Pol and other similar oscillators is constant across frequency and is constant regardless of where the oscillation is perturbed. The limit-cycle strength can be estimated by measuring the time taken for the system to return to the limit-cycle following perturbation: Shorter returns to the limit-cycle are associated with stronger attractors.
Phase Response Characteristics
An important descriptor of any rhythmic process is its phase response to perturbation (e.g., Stein, 1976; Winfree, 1980; Yamanishi, Kawato, & Suzuki, 1979) . The question is whether the perturbation has the effect of shifting the rhythm in time with respect to an unperturbed, control rhythm. The amount of the shift is usually normalized to the period of the oscillation and is thus termed the phase shift. Phase shift patterns can be used to distinguish candidate oscillator models. For example, the sinusoidally-forced linear damped mass-spring, mx + ax + k(x-xo) =Fcos(wt) (3) cannot be phase-shifted by a mechanical perturbation to the mass. Following the transient, the mass resumes its pre-perturbation phase relation with the driver, which is unaffected by such perturbations. On the other hand, the van der Pol oscillator has no external driving term and can be phase shifted. Furthermore, it has a characteristic pattern of phase shift, depending on where in the cycle the motion is perturbed and also on the magnitude of the perturbation.
Dimensionality of the Attractor
A fourth property of a limit-cycle is its dimensionality. The limit-cycles that the Rayleigh and van der Pol oscillators produce are onedimensional because they form a simple closed curve in phase space: The motions are purely periodic. Oscillating biological systems are not ideal mathematical systems, however. They are never exactly periodic: When plotted on the phase plane,.a rhythmic movement trajectory appears as a band around some average closed curve (see Figure la) . Is the variability we see due to a purely random, noisy process, or is another deterministic process present? If the variability is due to noise, then it may be modeled by the addition of a stochastic forcing function to the main oscillator equation; for example, the stochastic function may be interpretable as random fluctuations in the recruitment of motor units. On the other hand, the band of variability may be the result of an additional deterministic process; for example, a secondary oscillation having a frequency that is incommensurate with the larger-scale oscillation may be present. Such a situation may reflect an interaction of central and peripheral oscillatory processes. In that case, the limit-cycle is two-dimensional-one dimension for each oscillatory process-and is an example of a very different class of dynamical behavior, quasi-periodicity. A third way in which bands on the phase plane may be produced is by a deterministic chaotic process (Thompson & Stewart, 1986) , which exhibits trajectories that have fractional (or fractal; Mandelbrot, 1983) dimension. If the band of variability were to be produced by either of the deterministic methods, second-order dynamics would be inadequate. That is, second-order dynamics cannot generate two-dimensional limit-cycle or chaotic attractors; the order of the dynamics must be third or greater (Thompson & Stewart, 1986) . Such models are different at a fundamental level of qualitative dynamics from lower-order models with added noise (which can be thought of as an additional infinite-dimensional process).
Thus, in order to distinguish among these three possibilities, one must assess the dimensionality of the attractor. Standard waveform analysis techniques cannot be relied upon to perform this task. The Fast Fourier Transform (FIT), for example, may not detect the presence of a second incommensurate frequency if it is very close to the dominant frequency, and the spectrum of a chaotic system may be indistinguishable from that of stochastic noise (Berge, Pomeau, & Vidal, 1984) . In the present article, we use a computation that allows us to estimate the dimensionality of our movement trajectories directly (Grassberger & Procaccia, 1983; see Kay, 1988 , for a tutorial on dimensionality analysis in the context of motor skills research).
Fourier Spectra of the Movement Trajectories
Although standard Fourier series methods do not afford a determination of the dimensionality of the attractors underlying the movement trajectories observed, they can provide key information regarding the structure of the dynamics producing such behaviors. All of the oscillators mentioned so far have characteristic spectra: The spectrum of the driven linear mass-spring has only one Fourier component, the fundamental, after decay of the initial transient. The van der Pol and Rayleigh oscillators' spectra contain a fundamental frequency and its odd harmonics, that is, the frequencies that are odd multiples of the fundamental. Their spectra contain much less energy in the even harmonics, and this is true for a very broad class of oscillators that contain certain symmetries in the structure of the dynamical equations. For example, the Rayleigh oscillator contains damping terms that are all in odd powers of the velocity (x and xJ), and the damping function is symmetric about the origin (x,x) = (xQ ,0). Such a symmetry is mathematically termed odd symmetry. If even-powered damping terms are added, this symmetry is broken, and the spectrum contains even harmonics as well.
Preview of Methodology
In generating a broad descriptive base for rhythmic movements, we adopted two basic experimental protocols, involving perturbation trials and steady-state trials. We used transient mechanical perturbations to test for the presence of an attractor, to measure the attractor strength, and to measure the system's phase response characteristics. In these trials, (a) the subject rhythmically cycled the index finger for several cycles, (b) the experimenter delivered a single torque-pulse perturbation, and (c) the subject continued cycling for several more cycles. Because of the great number of trials required for the phase response analysis, these trials were kept to a relatively short duration, 15 s to 25 s. In order to assess the dimensionality and Fourier spectrum of movement trajectories, the same subjects were required to perform steady-state (uninterrupted) trials of 50 s duration.
Method Subjects
The subjects were 4 right-handed male volunteers; Subjects 2 and 4 were trained musicians (cellist and percussionist, respectively), whereas subjects 1 and 3 had no musical training. Each subject participated in two experimental sessions, each session consisting of 3 hr of actual data collection.
Apparatus
The apparatus was a modification of one described in detail on previous occasions (Kelso, Holt, Rubin, & Kugler, 1981; see Figure 2 ). It consisted of a freely rotating finger manipulandum that allowed flexion and extension about the first joint (metacarpophalangeal) of the index finger in the horizontal plane. Two transducers were attached to the apparatus's vertical rotation shaft: a precision DC potentiometer (which measured ( Axis of rotation J angular position of the finger) and a tachometer (which measured angular velocity). In addition, a DC torque motor was attached to the top of the shaft. The output signals of the transducers and the control voltage applied to the torque motor were recorded with a 16-track FM tape recorder for later digitization. The tachometer signal was also used in combination with threshold-detection and delay circuitry to provide a trigger for delivering perturbations.
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I--- Combining the two magnitudes, two directions, and eight phases of perturbation gave a total of 32 perturbation conditions. One trial of each of these conditions was collected in each block; order of presentation was randomized within each block. However, perturbation was not always delivered at the desired phase angle, because of false triggering (especially for the slower movements, which exhibited somewhat noisy velocity signals) and variations in cycle duration within and across trials. Also, a small number of perturbation trials (16 of 1,280) were lost because of experimenter error. Nevertheless, a wide scatter of phase locations was sampled (see Figure 3 ).
Data Reduction and Dependent Measures Signal Processing
After the experimental sessions, the recorded transducer and torque control signals were played appropriate torque pulse. For example, perturbations were delivered at approximately 0°b y detecting a positive velocity peak and introducing a one-quarter period delay. The cycle period used to calculate each perturbation-trial block's phase delays was measured for the last few cycles of the immediately preceding steady-state trial. Thus, the set of delays that were used throughout a perturbation-trial block were specific to that block. All four combinations of perturbation magnitude and direction were delivered at each phase angle within each block.
Procedure Overall Experimental Protocol
Subjects were placed in a dentist's chair, and their right (dominant) forearm was placed in a pre-formed splint, which was rigidly attached to the finger-positioning device in such a way that the flexion-extension axis of the index finger's first joint was directly in line with the positioner's vertical axis. Vision of the finger was not excluded.
For all trials, we instructed subjects to cyclically flex and extend their index finger "at a comfortable rate." They were not instructed explicitly about the amplitude of movement; for example, they were not told to move the finger maximally. For the steady-state trials, subjects were required to cycle continuously for a period of 1 min; 50 s from the middle portion of these trials were later analyzed.
Perturbation trials were conducted as follows: First, the subject started cycling and, after a few cycles, would indicate to the experimenter if he was comfortable. The experimenter waited several more cycles, and then set the perturbation delivery process into motion (see next section). After the delivery of a perturbation, the experi. menter collected several more cycles of data. A trial lasted from 15 to 25 s, depending on the subject's preferred tempo. Subjects were instructed not to actively resist the perturbation, but rather to try to return to a steady rhythm similar to that produced before the perturbation as quickly and as easily as possible.
Five blocks of trials, each consisting of 1 steadystate trial followed by 32 perturbation trials (a total of 165 trials), were collected in each session; each block lasted approximately 30 min.
Delivery of Perturbations
On every perturbation trial, a torque-pulse perturbation of one of two magnitudes (estimated at approximately 30 and 60 in-oz of torque) and directions (flexion, extension) was delivered by the DC torque motor. The pulse was 50 ms in duration, and of constant amplitude.
In order to sample sufficiently the various portions of a movement cycle, we attempted to insert the perturbation in eight different angular sections on the phase plane, spaced at 45°i ntervals (see Figure 3) . After initiation by the experimenter, external circuitry detected positive and negative peaks in the velocity signal, introduced one of four delays (zero, one-eighth, one-fourth, and three-eighths of a cycle period, plus a constant 30 ms), and triggered the back and digitized at 200 samples/s, with 12-bit resolution. For the perturbation trials, the digitized position data were smoothed with a 35 ms (5 sample) triangular window. In two of the eight sessions (Session 1 for Subjects 2 & 3), we experienced mechanical problems with the tachometer (although a good scatter of perturbations on the phase plane was still delivered), and so for these sessions we computed angular velocity from the smoothed position data by using a two-point central difference algorithm. Both transduced and derived velocity data were smoothed with a 55 ms (9 sample) triangular window (see Kay, Munhall, V.-Bateson, & Kelso, 1985 , for smoothing and differentiation details). The digitized torque control signal was used to locate the onsets and offsets of the torque pulses. All of the following analyses were performed on the digitized signals. An example of all three digitized signals is shown in Figure 4 .
Perturbation Trial Measures
Kinematic Measures: Frequency, Amplitude, and Peak Velocity. For the perturbation trials, we measured frequency, amplitude, and peak velocity of movement cycles both before perturbation and after return to stable behavior following perturbation (see below for the return-to-stability criteria). A cycle was defined as the occurrence of two (successive) peak extension events, which, along with peak flexions, were identified by a 850
peak-picking algorithm applied to the position data. Peak velocities were measured using the same peak-picker on the velocity data, for velocities of extension and flexion movements (positive and negative peaks, respectively). Cycle frequency (in Hz) was defined as the inverse of the time (in seconds) between two peak extensions, and cycle amplitude (peak-to-peak, in degrees) was defined as the average of the extensionflexion, flexion-extension half-cycle excursions. After obtaining these measures for each cycle, means and standard deviations across all steadystate cycles (pre-and post-perturbation) for each perturbation trial were obtained. The Results section reports these within-trial summary data, because of the large number of cycles collected (approximately 20,000).
Estimate of relaxation time and attractor strength. We displayed all perturbation trials on the position-velocity phase plane in order to estimate the point at which the movement trajectory returned to stable rhythmic behavior (see Figure 1b) . Two criteria had to be met simultaneously in order for the post-perturbation rhythm to be termed stable: (a) The trajectory on the phase plane had to return within a band around the average pre-perturbation cycle and remain either inside of or reasonably near this band; and (b) the frequency of cycling had to settle to a stable value, whether or not that frequency was equal to the pre-perturbation frequency. Thus, 11<1> is the amount the post-perturbation rhythm has been phase-shifted in relation to the pre-perturbation rhythm, and <1>' is the phase at which the perturbation would have been turned off in a new cycle if it were delivered at the same old phase in a' control cycle (a cycle formed by the continuation of the average pre-perturbation rhythm). The computation is appropriate only if the pre-and post-perturbation cycle periods agree Phase response analysis. The phase of the new (post-return) rhythm in relation to the old (preperturbation) rhythm was determined as follows (see also Winfree, 1980; Yamanishi et aI., 1979) : At peak extension events, the phase of the oscillation was defined as zero, and for all other points between peak extensions, phase = (tJT), where t is the time (in seconds) from the most recent peak extension to another event of interest and T is the average pre-perturbation cycle period (in seconds). Thus, phase is not defined according to the phase angle on the phase plane. Rather, it is defined as a measure of relative temporal location within the cycle, normalized to units of cycle periods, 0 S phase < 1. The time at perturbation offset, tp, was normalized as before by T to define the trial's old phase, <1>. The elapsed time from the offset of perturbation to the first peak extension event following return to stable oscillation, te, was measured and' normalized to define the cophase of the new rhythm, e. The temporal shift, I1t, was defined as I1t = (t p + te) (mod T), and normalized to define the rhythm's phase shift, 11<1> = I1tJT = (<I> + e) (mod 1) and the new phase~=(<I> + 11<1» (mod 1) (see Figure 5) .
begin. here
The band of return was computed as follows: An average amplitude of the pre-perturbation oscillation on the phase plane, rL(e), was computed for each trial in each of 32 phase-plane sectors. The band of return was set to [1 ± n/e] times rLee), plus one-half of its standard deviation. In this calculation , e is the base of the natural logarithm (e = 2.717.. .), and the number n was chosen so that the trajectory was perturbed outside the band (n was set to 0.5 for most trials, and to 0.25 for trials in which the perturbation had a smaller effect). The elapsed time between the offset of the perturbation and the time at which both of these criteria were first met was termed the relaxation time, Trel. We found that frequency distributions ofTrel were positively skewed, typical of measurements constrained to be greater than zero. To perform statistical analyses, we used the log transform of the raw data; the reported results are the anti-log transforms of the means so obtained. The T rel in theory can depend on how far the trajectory is perturbed from the limit-cycle, and therefore gives only an indirect indication of the attractor's strength. In order to measure more directly a limit-cycle attractor's strength, the actual form of the return process should be known a priori. Lacking that knowledge, we assumed that trajectories away from the limit-cycle take the form of spirals winding back to the limit-cycle, which is in qualitative accord with the appearance of our trajectories on the phase plane. That is, we assumed that the return process can be approximated by relaxation in amplitude only (excluding, e.g., phase angle), which can be modeled by a first-order linear system displaying exponential decay. The return process was deemed to begin at the time of perturbation offset and end at TreI For each sample of the return process, the following expression for (J was computed (Figure 1b ; see Appendix for details of <is derivation):
where t is the elapsed time (in seconds) after the perturbation offset; ret) is the displacement from the center of oscillation of the return trajectory at time t; rL(t) is the average displacement of the pre-perturbation limit-cycle in the same phase sector as the return trajectory at time t; and reO) and TL(O) are the same quantities but measured at the moment of perturbation offset. The sample values of (J were averaged to provide a value for the entire return process. Like TreI. the frequency distributions of (J were positively skewed; we applied the log transform to (J in order to perform statistical tests.
where a is an arbitrary constant and v is the correlation dimension of the time series (Grassberger & Procaccia, 1983) . This relation must hold over a finite range of distance values for the computation to be valid; that is, in a log-log plot, C and L should be linearly related over some values of L, where the slope of the line over that range is interpreted to be the correlation dimension.
In addition, C(L) was computed for a range of embedding dimensions. These computations entailed creating multi-dimensional vectors from time-shifted copies of the original singledimensional time series as follows:
where k is a positive integer indexing the embedding dimension, and T is a fixed number of samples of time-delay. The standard higher-dimensional Euclidean metrics were used in defining L for embedding dimensions k > 1. Embedding dimensions greater than one were used because the dimension of the underlying dynamics are a priori unknown, and the computation is valid only when k is greater than or equal to the dimension of the dynamics (one criterion for k is that it must be at least 2v + 1; Holzfuss & Mayer-Kress, 1986 ). For each embedding dimension, Equations 7 and 8 were used to compute C(L) and v.
For this data set, L, the inter-sample distance, ranged over 4096 (2 12 ) discrete values for trials with maximal signal range; the average range was approximately three-fourths of this range, or 3072 discrete values. The L was further discretized into 256 distance bins for the actual correlation integral computation, so that C(L) would have a sufficient number of data points for each bin. In addition, the 10,000-point data records were down-sampled 4:1 to reduce the computational burden. The effective N for each trial was thus 2,500-a relatively small number for this kind of computation (see Abraham et al., 1986 , for use of the algorithm with small data sets). We computed C(L) for embedding dimensions 1 to 10, to ensure that k was much greater than 2n + 1. An interdimension lag (T) corresponding to 1/4 of the mean cycle period for each trial was used (Abraham et al., 1986; see Fraser & Swinney, 1986 , for another criterion for picking lags). Across trials, this ranged from 6 to 32 samples.
A typical plot of C(L) versus L, in logarithmic coordinates, is shown in Figure 6a . Plotting the local slope of this function versus L, a length. interval over which the function approximated a straight line was visually determined for exactly; however, because these numbers almost never exactly agreed, we accepted postperturbation deviations of ±5% from the preperturbation period (Yamanishi et al., 1979) .
To assess the pattern of phase shift that the rhythm exhibits, we constructed a phase transition curve (PTC), plotting new phase cp' vs. old phase cp. Because this function is biperiodic, in the sense that cp' is a periodic function (with period 1) of cp and vice versa, a biperiodic function was used to curve-fit the data; standard linear regression techniques are inappropriate here because the arithmetic is actually being performed on the unit circle (Yamanishi et al., 1979) . A least-squares fit was performed using the following function:
where a is the overall linear slope of the function; Co is the intercept, which indicates the phase shift averaged across all old phases; and Bk and Ck are the weights on the sine and cosine terms. The error, E, to be minimized was defined as a function of the difference, d, between the measured cp' data and the estimated cp'prcd. Steady-State Trial Measures Dimensionality. We assessed the correlation dimension of the angular position time-series for the steady-state trials by computing the spatial correlation integral, C(L) (Grassberger & Procaccia, 1983) . Representing the data points of each steady-state trial as x(i) (i =1,u.,N; N =the number of data points), C was defined for each possible difference in angular position, L, between sample values as:
where ij =1,...,N; i *' j; and I x(i) -xU) I is the Euclidean distance between angular position values. In the limit, as N approaches infinity,
each embedding dimension (i.e., where the slope was roughly constant; see Figure 6b ).
-2.0 segment lengths were constrained to be greater than 5 distance bins and less than 25 distance bins in length (Kay, 1988) . We then plotted the slope of the best-fit segment for each embedding dimension, interpreted as v, as a function of embedding dimension (see Figure 6c for a typical plot) to see whether it converged to a stable value. Although this method of computing the correlation dimension does not afford an estimation of error, the cross-trial standard deviations of v serve as a rough indication of error (see Holzfuss & MayerKress, 1986 , for direct error analysis methods). Spectral analysis. The digital Fourier transform (OF!') was applied to the unfiltered position data from the steady-state trials. The 1024-point OF!' on the data revealed no significant spectral components (viz., above the noise floor) above 20 Hz. Subsequently, trials were down-sampled, to 5:1, to produce an effective Nyquist frequency of 20 Hz, and then a 1024-point OF!' was performed on the middle portion of the resultant 2000-sample files (Figure 7 ). This scaling interval was about 25 distance bins wide in most cases. On this interval, the segment having the least-squared error for a linear fit of log(C(L» versus log(L) was found. The best-fit Spectral peaks were determined visually on a high-resolution graphics screen, and their amplitudes calibrated to degrees. Because of the amount of data that could reasonably be collected in the perturbation trials, OFTs will not be reported on the steady-state portions of those trials; the spectral resolution was very poor in these much smaller data sets. 
Results

Perturbation-Trial Data
In 300 of the trials in which the perturbation was delivered in the flexion direction, the finger hit the flexion stop-post (this never happened for extension-pulse trials). We eliminated these trials from the phase response and relaxation time analyses, because these computations rely on the precise nature of the system's transient behavior, which may have been obscured by this effect. The resultant N for these measures was 962 trials. In 19 trials, the initial displacement of the trajectory from the average pre-perturbation cycle (r(O) -I'L(O» was less than all subsequently measured displacements; that is, the trajectory was perturbed too near the average pre-perturbation cycle to perform a measurement of cr. The N for this measure, then, was 943. All trials were retained, however, for the following analyses of the other kinematic observables (frequency, amplitude, and peak velocity), since only the steady-state portions of the trials are used for these analyses.
Stability of kinematic observables. Tables 1 and  2 present the average pre-and post-perturbation values for within-trial frequency, amplitude, and peak velocity, averaged across all trials within each experimental session.
SUbject Session Frequency
(In deg.) In 2x2x2x2 repeated-measures analyses of variance (ANOVAs), with session, perturbation direction (toward extension or flexion), perturbation magnitude (small or large), and time of measurement (pre-, or post-perturbation) as variables, no main effects or interactions were found for either frequency or amplitude. For peak velocity, a 2x2x2x2x2 ANOVA was performed, with the additional factor of cycle half (extension or flexion), and the only significant effects found were the Session x Time of Measurement two-way interaction (F[1,3l = 10.66, p < .05), which was embedded within the four-way Session x Direction x Magnitude x Time of Measurement interaction (F[l,3] = 11.54, p < .05), neither of which are of interest here. Overall, pre-and post-perturbation values for all three kinematic observables were quite similar. In addition, there was no systematic difference between peak velocity going into extension and peak velocity going into flexion.
In summary, the stability of the kinematic observables of frequency, amplitude, and peak velocity indicate that a periodic attractor is indeed present.
Relaxation time and attractor strength. The same ANOVA on CJ revealed significant main effects of session (F[l,3] = 24.70,p <.05) and perturbation magnitude (F[l,3] =48.18, P < .01).
The CJ was smaller (indicating a weaker attractor) in the first session than the second (8.82 and 10.05 respectively), and was larger for the weak torque pulses than for the strong ones (10.10 and 8.58 respectively). The three-way Session x Direction x Magnitude interaction was also significant (F[1,3] = 36.91,p < .01).
We performed one-way ANOVAs on Trel and CJto determine how uniform each was with respect to the phase angle of perturbation onset. Observed onset angles were binned into eight sectors, 0°· 45°, 45°-90°, ... , 315°·360°. Phase angle had no effect on Trel (F[7,21] = 1.09, p > .1), but significantly affected CJ (F[7,21] =3.09, p < .05). As can be seen in Figure 3 , CJ increases with increasing phase angle, starting from about 315°a nd going counterclockwise on the phase plane. In order to assess how TreI and CJ scale with movement frequency, we performed correlations across all subjects' data, because the range of observed frequencies within each subject's data SUbject Session Intercept R2 fit 1 R2 fit 2 R2 fit 3 was too small to allow such an analysis. The linear correlation of 10g(TreI) and log(frequency)
was not significant, r(N =961) =.05, p >.1. The linear correlation oflog(CJ) and log(frequency) was also nonsignificant, r(N = 943) = -.050, p > .1 . In summary, neither relaxation time nor attractor strength were correlated with movement frequency, that is, both were effectively constant across the range of frequencies we observed. The range of Trel values was rather small, and CJ was not uniform on the phase plane.
Phase response. Only trials in which the mean post-perturbation frequency differed from the mean pre-perturbation frequency by less than or equal to ±5% were used in this analysis. 823 of the 962 no-hit trials met this criterion. A typical phase transition curve (PTC; old phase <p vs. new phase <p') is shown in Figure 8 , along with the data's best periodic fit. For each of the subjects' PTCs, the data tended to scatter around a line parallel to the~= <p line.! Accordingly, the linear slope parameter a in Equation 5 was fixed to 1.0, and the remainder of the parameters were determined by least-squares fitting. Three constrained multiple regressions were performed. First, the intercept was forced to zero, and the coefficients on the sine and cosine terms were obtained, as well as the overall R2. The second regression fixed the sine and cosine terms to zero, leaving the intercept free to vary. The third fit was performed with all parameters (except slope) free to vary. Table 4 lists the intercepts found in the third fit and the R2s for all three fits. A paired t-test comparing the R2s of the first and third fits indicates that the intercept added significantly to the regression of new phase on old phase (t(7) = 2.948, p < .05). The intercept was always in the interval (.0, .5), indicating that the post-perturbation rhythm phase-led the control rhythm; that is, the phase response averaged Session Subject across all old phases in all cases was a phase advance-no phase delays were observed.2 The mean phase shift was .0750, significantly greater than zero (one-tailed t(7) = 6.43, p < .01). Incremental Fs (Kerlinger & Pedhazur, 1973) for each Subject x Session combination were all significant at the .05 level or better (range: F(1,106) ;::; 4.82 to F(1,123) =86.45).
Most of the flexion-pulse trials that were omitted from this analysis (due to subjects hitting the stop) were delivered during the flexion portion of the cycle, and so these phases were somewhat underrepresented in the phase response analysis. Thus, the possibility exists that the fits obtained from the overall data set were biased. Accordingly, separate analyses (fits 1 and 3 described earlier) were carried out on the extension-and flexionpulse data. In neither case did the paired t-test comparing the R2 s of fits 1 and 3 reach significance (t(7) =1.46 and 1.67, for extension and flexion respectively), probably because the Ns in these sub-analyses were so low. However, for the extension-pulse data, in which few data points were eliminated, 6 of 8 of the incremental Fs were significant (range: F(1,61) = 2.56 to F(1,70) = 60.84), and the corresponding overall phase shifts were phase advances. The two nonsignificant intercepts were also in the phase advance direction. For the flexion-pulse data, only 3 of 8 incremental Fs reached significance (range: F(1,27) =.471 to F(1,29) =61.22). Again, these were phase advances, and 4 of the remaining 5 intercepts were in the direction of phase advance. The only phase delay observed in the entire data set was nonsignificant. Phase advance did not depend on direction of perturbation (t(7) = 0.86, p > .4), averaging .0710 and .0596 for extension and flexion pulses respectively, both of which were significantly greater than zero (one-tailed t(7) = 5.99,p < .01, and 3.14,p < .05, respectively). Similar results were obtained when the two perturbation-strength conditions were separately analyzed. A paired t-test of the R2s comparing fits 1 and 3 was significant for the weak condition (t(7) = 2.58, p < .05), but was not significant for the strong condition (t(7) = 1.875, p > .1). Six out of eight of the incremental Fs reached significance in both weak and strong conditions (weak range: F(1,55) =.315 to F(I,52) =58.28; strong range: F(1,33) =1.598 to F(I,51) =62.13). The magnitude of the phase advance did not depend on perturbation strength (t(7) = 0.43, p > .6), with cross-subject means of .0675 and .0589 for the weak and strong perturbations respectively, both of which were significantly greater than zero (one-tailed t(7) =4.73, p < .01, and 2.95, p < .05, respectively).
In addition to the overall phase advance, there was a consistent phase-dependent pattern of phase shift, as revealed by the contributions of the sine and cosine terms. A paired t-test comparing the R2s of fits 2 and 3 was significant (t(7) =4.024, p < .01). In 6 of the 8 sessions the incremental Fs were significant (range: F(4,106) =2.448 to F(4,86) = 9.554). Collapsing the data across these six sessions, there were two old phases at which the phase advance reached local maxima, at <\l = .22 and <\l = .67. These correspond to about halfway through the flexion and extension half-cycles of movement, respectively. Furthermore, there were local minima at approximately <\l = .4 and <\l = .96, corresponding roughly to peak extension and peak flexion (see Figure 9 ). .01
Old Phase Figure 9 . Phase shift (~(jl) as a function of old phase «(jl), for the biperiodic fit, across all sessions that showed a significant effect for sinusoidal components.
The Ns for the extension-and flexion-pulse and weak-and strong-pulse data subsets were too small to allow separate analyses of phase-dependent patterns within these conditions, because of the large number of parameters in these fits.
In all of the results here, no differences were found between the non-musicians (Subjects 1 & 3) and musicians (Subjects 2 & 4) (cf. Yamanishi et a1., 1979) .
In summary, we found that the rhythm was consistently phase-shifted overall (Le., phaseadvanced across all sampled old phases) and that there was a consistent phase-dependent pattern of phase shift. Also, phase response did not depend on direction or magnitude of perturbation.
Steady-State Trial Data
Dimensionality. For all steady-state trials, the computed correlation dimension v did not converge to a stable value with increasing embedding dimension, but rather continued to increase slightly, a pattern frequently observed in such analyses (Mayer-Kress, 1986 ; see Figure 6c ). For a few trials, the computation was repeated for embedding dimensions k =1 to 20, and the same lack of convergence occurred. Grassberger and Procaccia's (1983) algorithm is known to introduce systematic errors in the estimates of v for high values of embedding dimensions (Mayer-Kress, 1986 ), but the embedding dimension used for the final determination of v should be as large as possible, to ensure that it is larger than the dimension of the underlying dynamics. Mayer-Kress and Layne (1986) have recommended that the correlation dimension be measured from the results for k = 7, for low dimensional attractors. Table 5 reports the within-session means and standard deviations of the computed correlation dimension v and the scaling interval endpoints over which the computation was performed, for k = 7.
We performed 2x5 ANOVAs, with session and trial as variables, were performed on v and the interval endpoints; no effects or interactions were found. The observed v-values were similar to the value found for a sine wave with added quasi-random noise 0.20 ± .1, Abraham et a1., 1986) .3 Note that the scaling intervals include the amplitudes of the fundamentals found in the spectral analysis (see Table 5 ). For amplitudes below the scaling interval, v scaled linearly with embedding dimension; that is, it was approximately equal to k for all k, indicating infinite-dimensional (e.g., stochastic) behavior for these short lengths. For amplitudes above the scaling interval, the correlation integral C(L) saturated, indicating zero-dimensional behavior at the largest scale (i.e., at the largest length scales, all behavior looks like a point attractor; Kay, 1988) . In summary, the dimensionality results indicate that the attractor is a low dimensional one, consistent with a single oscillatory process at the medium length scales coexisting with a stochastic process at the smaller length scales.
Spectral analysis. Table 5 lists the amplitudes of the first four spectral peaks found in the dimension trials, averaged within session, from the fundamental Fl to the fourth partial of the fundamental, F4. All partials found were harmonically related to the fundamental (within the resolution of the DFT). The data exhibit relatively weak harmonic content, the sum of the amplitudes ofF2' F 3 , and F4 on average being only 12% of the amplitude of Fl. However, the third partial was greater in amplitude than the second (paired-trial t(39) = 2.724,p < .01).
In summary, the odd harmonics appear to predominate in the movements' spectra, consistent with the simple nonlinear oscillators discussed in the Introduction.
DISCUSSION
To a great extent, these rhythmical movements display the dynamical behavior of very simple limit-cycles. The stability of the kinematics in the face of perturbation indicates that an attractor is present. The dimensionality results show that this attractor is of low dimension, not inconsistent with a one-dimensional limit-cycle at the intermediate amplitude scales and stochastic noise at the smaller amplitude scales.
Many of the present results are consistent with a previously derived hybrid model (Kay et aI., 1987) . The hybrid oscillator is a combination of the van der Pol and Rayleigh oscillators: mx + ax + 13*3 + y(x-xo)'lx + k(x-Xo) = 0 (10) where~is the coefficient of the Rayleigh nonlinear damping term (cf. Equation 2). Kay et al. found that this oscillator best modeled the covariation of frequency and amplitude of wrist movements in the unperturbed case. In the present data set, the observed relaxation time is a function of the magnitude of perturbation only and was constant across movement frequency, as predicted by the hybrid model. The attractor strength is also constant across movement frequency, also as predicted by the hybrid model. A further agreement with this model is the spectra of the steady-state trials. The harmonic structure of the hybrid (as well as the van der Pol and Rayleigh) oscillator contains only every other harmonic for a wide range of attractor strength. Although our movement data exhibited both even and odd harmonics, the observed pattern-with the even harmonic F2 relatively attenuated compared with the odd harmonic F3-was similar in form to the harmonic structure of these simple nonlinear oscillators.
However, there are two discrepancies between the model and the present data, both of which were revealed by perturbation. First, the movement's strength of attraction is non-uniform on the phase plane, unlike the hybrid model. Thus, the behavior of the movement when it is not on the limit-cycle is different from that of the model. Second, the observed pattern of phase response differs from the pattern predicted by the hybrid or similar oscillators. Although these oscillators can be phase-shifted by mechanical perturbation at particular old phases, they do not exhibit an overall phase-shift when averaged across all possible old phases. The model of mechanical perturbation to the hybrid oscillator, for example, is as follows: When the perturbation is off, the equation of motion is Equation 10. When the perturbation is on, a torque pulse is added as a forcing function:
In effect, the perturbation serves only to reset the initial conditions, that is, the mechanical state of the system, to effectively new starting values. For small r, the post-perturbation initial conditions are only slightly different from the preperturbation locus, and the phase shift produced for any particular old phase (4)) is small, diverging only slightly from the 4> = 4>' line. Consider one direction of perturbation: Suppose r is positive, and, in a model of our rhythmic movements, corresponds to extension pulses. In the oscillator's "extension" half-cycle, r has the effect of speeding up the motion, because it is in the direction of motion and so assists it in getting to peak extension. Thus, in this half-cycle the hybrid oscillator is phase-advanced by an extension pulse. In the flexion half-cycle, an extension pulse has the effect of slowing down the motion, because it is in the direction opposite to the motion, holding it back from peak flexion. In this halfcycle, the oscillator is phase-delayed by an extension pulse. With uniform sampling of perturbation phase over the entire cycle, these effects balance exactly, and no average phase shift results whatsoever (see Figure 10) . Thus, when the PTC for the hybrid is fitted across all possible perturbation phases, the intercept is always nonsignificant for small perturbations, in contrast to the significant positive intercepts found in the present data. 4 In addition, the phase-dependent pattern of phase shift for the hybrid oscillator is quite different from the observed data: instead of two peaks at roughly halfway through the extension and flexion half-cycles, this oscillator's PTC exhibits a peak during the extension half-cycle and a trough during the flexion half-cycle, for extension pulses.
The pattern of advances and delays is reversed for flexion pulses (r < 0), but, again, the overall phase shift is zero and only one peak occurs in the PTC.
It seems likely, therefore, that second-order, time-invariant dynamical systems may be inadequate for capturing the patterns of phaseresponse of our movement data. One possibility is to modify the assumption of time-invariance: perhaps, in addition to transiently affecting the mechanical state of the system (which it surely does), the perturbation has an additional transient effect on the system's parameters.
The overall phase advance we observed indicates that, on average, the movement temporarily speeds up in response to the perturbation. This would occur if the stiffness of the movement system temporarily increases, either during the perturbation itself or for a short period of time afterward, or both. Stiffening up the hybrid oscillator leads· to the following equation of motion for the duration of the perturbation: mx +ax +px 3 + y(x-xo)2x. +k(f)(x-Xo)= r (12) where k is now a function of the perturbation. In order to match the experimental results, this stiffening function should be independent of both magnitude and direction of the torque pulse (r), and so may be written as k _[leo when r = 0 (13) leo + ilk when r *" 0 where ko is the stiffness during steady-state portions, and ilk is some positive number. This model's PTC has an overall phase advance, but it has the same phase-dependent pattern of phase shift (one maximum and one minimum) as the hybrid in Equation 11. In order to match the data's phase-dependent pattern, we must choose another stiffness function, and it may have to be a radically different one. It is also possible, of course, that the hybrid is simply the wrong candidate dynamical system, and other systems of different structure or higher order are required to model our data.
One example is composed of two oscillatory components: a central nervous system oscillator driving a peripheral limb segment with its own oscillatory biomechanical dynamics. Counting each oscillatory component as a second-order process, this situation would be described by a fourth-order system of differential equations. Our results suggest that if this model is to be taken seriously, the central oscillator is not independent of the limb's dynamics (Grillner, 1981 ; Saltzman Kelso, 1987; Turvey, Rosenblum, Schmidt, & Kugler, 1986; Wing, 1980) . If there is a central timekeeper, it is affected by perturbations delivered to the limb being controlled. In other words, the coupling between the central timer and the peripheral musculo-skeletal oscillator is fundamentally bi-directional, not uni-directional. Explicit central pattern generator models for this activity must, therefore, include feedback from the peripheral, controlled system.5
In summary, we have obtained a fairly complete characterization of the dynamical behavior of a simple rhythmical voluntary movement. Many of these characteristics agree quite closely with simple one-dimensional limit-cycle dynamics. However, certain aspects of the present data set do not, and work remains to be done to understand these differences. The present data set constrains the form that any model of this type of behavior might assume; some classes of dynamics (e.g., some forms of second-order dynamics with time-invariant parameterizations) have been excluded as possible models. It remains to be seen whether these results generalize to different classes of rhythmic movement-for example, involuntary tremor oscillations or multi-joint and multi-limb tasks-or whether, in those instances, qualitatively different dynamics prevail.
where r'(0) is the displacement from the limitcycle at t =O. Solving for (j gives 
APPENDIX
Derivation of a Measure of Limit-Cycle Attractor Strength
Assume that the return to the limit-cycle following perturbation is a linear relaxation process in amplitude only; that is, the return trajectory spirals back to the limit-cycle, with the radial displacement from the limit-cycle decaying exponentially back. Let r'(t) = r(t) -rL(t) (A1) where r(t) is the radial displacement of the return trajectory at time t from the center of oscillation and IL(t) is the radial displacement of the limitcycle from the center of oscillation at the same phase angle of the return trajectory at time t. The assumption of linear relaxation can now be explicitly written as where In is the natural logarithm function. The (j can be measured any time after the perturbation is turned off, but for practical purposes, some end to the return process must be defined. Under the decay assumption, the computation is valid for trajectories starting both outside and inside the limit-cycle. Also, the return process takes an infinite amount of time, but a real return would be buried in the variation of the observed behavior after some finite time. Furthermore, the computation is valid only when the numerator in the argument of the logarithmic function is larger than the denominator.
Note that the (j in this article corresponds to oJm in Equation A9 in Kay et al. (1987) . That is, it represents the relaxation constant of the linearized return process of the van der Pol oscillator, normalized to unit mass. The return processes of the van der Pol, Rayleigh, and hybrid oscillators are all nonlinear (Jordan & Smith, 1977) . They are more nonlinear given larger nonlinear damping terms and greater distances from the limit cycle. We have chosen to assume linearity in order to simplifY the extraction of our attractor strength measure. 
