Abstract. Given a finitely aligned k-graph Λ, we let Λ i denote the (k−1)-graph formed by removing all edges of degree e i from Λ. We show that the Toeplitz-Cuntz-Krieger
Introduction
Higher-rank graphs were first introduced by Kumjian and Pask as a generalisation of directed graphs [17] . Loosely speaking, a higher-rank graph of rank k (or simply a kgraph) is a countable small category Λ together with a functor d : Λ → N k satisfying the following factorisation property: for any λ ∈ Λ and m, n ∈ N k with d(λ) = m + n, there exist unique µ, ν ∈ Λ with d(µ) = m and d(ν) = n such that λ = µν. In the same paper, Kumjian and Pask showed how to associate a C * -algebra to each row finite higher-rank graph Λ with no sources, which we call the Cuntz-Krieger algebra of Λ. Subsequently Raeburn, Sims, and Yeend [23] , showed how to relax the hypotheses of [17] , and defined Cuntz-Krieger algebras for arbitrary finitely aligned higher-rank graphs. Sims subsequently defined relative Cuntz-Krieger algebras for finitely aligned higherrank graphs, which includes the class of Toeplitz-Cuntz-Krieger algebras as a special case [28, 29] .
In this article, we show how the Toeplitz-Cuntz-Krieger algebra and Cuntz-Krieger algebra of a finitely aligned higher-rank graph Λ may be viewed as iterated Toeplitz and iterated Cuntz-Pimsner algebras over C 0 (Λ 0 ) (the space of functions on the graph's vertex set that vanish at infinity) respectively. Writing e 1 , . . . , e k for the standard generators of N k , we let Λ i denote the higher-rank graph formed by removing all edges of degree e i from Λ. In Theorem 3.7 we show that the Toeplitz-Cuntz-Krieger algebra of Λ may be realised as the Toeplitz algebra of a Hilbert bimodule whose coefficient algebra is the Toeplitz-Cuntz-Krieger algebra of Λ i . In Theorem 4.16 we show that, provided Λ is locally-convex, the Cuntz-Krieger algebra of Λ may be realised as the Cuntz-Pimsner algebra of a Hilbert bimodule whose coefficient algebra is the Cuntz-Krieger algebra of Λ i . Repeatedly removing all edges of a fixed degree from Λ eventually leaves a graph consisting solely of vertices, whose Toeplitz-Cuntz-Krieger and Cuntz-Krieger algebras are both isomorphic to C 0 (Λ 0 ). When k = 1 the bimodule we construct is equivalent to associated to higher-rank graphs, and do not want to delve into the theory of product systems. Furthermore, the isomorphisms given by Theorem 3.7 and Theorem 4.16 are more explicit than those given by combining the results of [12] and [31, Section 5.3] .
In the analysis of [11, Section 2.6] , the assumption that Λ has no sources serves two key purposes. Firstly, it ensures that the inclusion of Λ i in Λ induces an (injective) * -homomorphism from C * (Λ i ) to C * (Λ) (which we use to construct our bimodule), and secondly, it implies that C * (Λ i ) acts faithfully on our bimodule. The assumption that Λ is row finite is used to ensure that C * (Λ i ) acts compactly on our bimodule. Combining these two hypotheses, we concluded in [11, Theorem 2.6.12 ] that the Katsura ideal of our bimodule was all of C * (Λ i ), which made it relatively easy to determine the structure of the bimodule's Cuntz-Pimsner algebra. As shown in [12, Example 5.4] and Remark 4.7, if Λ has sources, then C * (Λ) need not contain a copy of C * (Λ i ). In Proposition 4.6, we show that this issue can be avoided, provided we restrict our attention to locally-convex graphs. Allowing Λ to have sources and/or infinite-receivers can also result in the Katsura ideal being a proper ideal of C * (Λ i ), and the majority of Section 4 is spent determining what the ideal looks like in this situation.
Our strategy is to show that the Katsura ideal is gauge-invariant (see Proposition 4.9), and then use the results of [30] to determine its generators. Given a finitely aligned kgraph Σ, it follows from [30, Theorem 4.6 ] that if I is a gauge-invariant ideal of C * (Σ), then I is generated as an ideal by its vertex projections and a collection of projections corresponding to certain finite exhaustive subsets of a subgraph of Σ. In Proposition A.1 we show that it suffices to consider only those finite exhaustive sets consisting of edges. We present this result separately in an appendix since it may may be of general interest to those investigating gauge-invariant ideals of higher-rank graph algebras.
Applying these results to our bimodule, we show in Proposition 4.14 that the Katsura ideal is generated as an ideal by the vertex projections corresponding to vertices admitting a finite and non-zero number of edges of degree e i (see Proposition 4.12) and a collection of projections corresponding to finite exhaustive subsets of a subgraph of Λ i that can be extended to finite exhaustive subsets of Λ (see Lemma 4. 13 for the precise description). With this description of the Katsura ideal it is then relatively straightforward to check that the Cuntz-Pimsner algebra of our bimodule coincides with the Cuntz-Krieger algebra of our original graph.
Finally, we point out that the results in Section 4 suggest that the hypothesis of faithful and compact actions present in the author's work on iterating the Cuntz-Nica-Pimsner construction for compactly aligned product systems (see [12, Theorem 5.20] ) can be relaxed (at least for product systems over N k ). The idea would be to develop a suitable notion of local-convexity for product systems (see the discussion before and after [12, Example 5.4] ), and then make use of Katsura's work on gauge-invariant ideals of CuntzPimsner algebras [16, Theorem 8.6 ].
Preliminaries

Hilbert bimodules and their associated C
* -algebras. Let A be a C * -algebra. An inner product A-module is a complex vector space X equipped with a right action of A and a map ·, · A : X × X → A, linear in its second argument, such that for any x, y ∈ X and a ∈ A, we have (i) x, y A = y, x A defines a norm on X. If X is complete with respect to this norm, we say that X is a Hilbert A-module.
We say that a map T : X → X is adjointable if there exists a map T * : X → X such that T x, y A = x, T * y A for each x, y ∈ X. Every adjointable operator T is automatically linear and continuous, and the adjoint T * is unique. The collection of adjointable operators on X, denoted by L A (X), equipped with the operator norm is a C * -algebra. For each x, y ∈ X there is an adjointable operator Θ x,y ∈ L A (X) defined by Θ x,y (z) = x · y, z A . We call operators of this form generalised rank-one operators. The closed subspace K A (X) := span{Θ x,y : x, y ∈ X} is an essential ideal of L A (X), whose elements we refer to as generalised compact operators.
A Hilbert A-bimodule consists of a Hilbert A-module X together with a * -homomorphism φ : A → L A (X). We think of φ as implementing a left action of A on X, and frequently write a · x for φ(a)(x). Since each φ(a) ∈ L A (X) is A-linear, we have that a · (x · b) = (a · x) · b for each a, b ∈ A and x ∈ X. If we let A act on itself by left and right multiplication, and define an A-valued inner product on A by a, b A := a * b, we get a Hilbert A-bimodule, which we denote by A A A . We say that a map between two Hilbert A-bimodules is a Hilbert A-bimodule isomorphism if it is left A-linear, surjective, and preserves the A-valued inner product (this last condition implies that the map is right A-linear and injective).
The balanced tensor product of two Hilbert A-bimodules X and Y , denoted by X ⊗ A Y , is the completion of the complex vector space spanned by elements x ⊗ A y where x ∈ X and y ∈ Y , subject to the relation (x · a) ⊗ A y = x ⊗ A (a · y), in the norm determined by the A-valued inner product x ⊗ A y, w ⊗ z A = y, x, w A · z A . There are right and left actions of A on X ⊗ A Y determined by a · (x ⊗ A y) · b = (a · x) ⊗ A (y · b), which gives X ⊗ A Y the structure of a Hilbert A-bimodule. We define the balanced tensor powers of X as follows: X ⊗0 := A A A , X ⊗1 := X, and X ⊗n := X ⊗ A X ⊗n−1 for n ≥ 2. A Toeplitz representation of a Hilbert A-bimodule X in a C * -algebra B consists of a pair of maps (ψ, π), where ψ : X → B is linear and π : A → B is a * -homomorphism, satisfying the following relations (T1) ψ(a · x) = π(a)ψ(x) for each a ∈ A, x ∈ X; (T2) ψ(x · a) = ψ(x)π(a) for each a ∈ A, x ∈ X; (T3) ψ(x) * ψ(y) = π( x, y A ) for each x, y ∈ X.
Given a Hilbert A-bimodule X, we define the Fock space F X to be the set of sequences (x n ) ∞ n=0 such that x n ∈ X ⊗n for each n ≥ 0 and n≥0 x n , x n A converges in A. One can then show that (x n ) ∞ n=0 , (y n ) ∞ n=0 A := n≥0 x n , y n A converges in A for each (x n ) ∞ n=0 , (y n ) ∞ n=0 ∈ F X . Letting A act on F X component-wise gives F X the structure of a Hilbert A-bimodule [19, p.6] . It follows that there exists a * -homomorphism
Routine calculations show that the pair (ψ, π) is a Toeplitz representation of X in L A (F X ), which we call the Fock representation of X. Proposition 1.8 of [13] shows that a Toeplitz representation (ψ, π) of a Hilbert A-bimodule X gives rise to Toeplitz representations of the tensor powers of X. If we define ψ ⊗0 := π, ψ ⊗1 := ψ, and, for n ≥ 2, let ψ ⊗n be the linear map determined inductively by ψ ⊗n (x ⊗ A y) = ψ(x)ψ ⊗n−1 (y) for each x ∈ X and y ∈ X ⊗n−1 , then (ψ ⊗n , π) is a Toeplitz representation of X ⊗n for each n ∈ N ∪ {0}. Using relations (T1)-(T3) and the Hewitt-Cohen-Blanchard factorisation theorem [24, Proposition 2.31], it can be shown that the C * -subalgebra generated by ψ(X) ∪ π(A) is span {ψ ⊗m (x)ψ ⊗n (y) * : m, n ≥ 0, x ∈ X ⊗m , y ∈ X ⊗n }. Theorem 2.10 of [20] can be used to show that there exists a C * -algebra T X , which we call the Toeplitz algebra of X, and a Toeplitz representation (i X , i A ) of X in T X , that are universal in the following sense:
It follows that T X is equal to span{i
The universal property of the Toeplitz algebra ensures it carries a strongly continuous action of the circle group γ : T → Aut(T X ), which we call the gauge action. The action is determined by γ z (i X (x)) = zi X (x) and γ z (i A (a)) = i A (a) for each z ∈ T, x ∈ X, and a ∈ A.
In [15] Katsura defined what has come to be accepted as the correct notion of a Cuntz-Pimsner algebra for a Hilbert bimodule with a non-faithful left action.
Given a Toeplitz representation (ψ, π) of a Hilbert A-bimodule X in a C * -algebra B, by [22, Proposition 8.11] there exists a * -homomorphism (ψ, π) (1) :
We also let ker(φ) ⊥ := {a ∈ A : ab = 0 for all b ∈ ker(φ)}. We then say that (ψ, π) is CuntzPimsner covariant if (ψ, π)
(1) (φ(a)) = π(a) for every a ∈ J X := φ −1 (K A (X)) ∩ ker(φ) ⊥ . Theorem 2.10 of [20] can again be used to show that there exists a C * -algebra O X , which we call the Cuntz-Pimsner algebra of X, and a Cuntz-Pimsner covariant Toeplitz representation (j X , j A ) of X in O X that are universal in the following sense:
It follows that O X is a quotient of T X , and routine calculations show that the gauge action on the Toeplitz algebra descends to this quotient.
2.2.
Higher-rank graphs and their associated C * -algebras. A higher-rank graph of rank k (also known simply as a k-graph) consists of a countable small category Λ and a functor d : Λ → N k , called the degree map, satisfying the following factorisation property: for any m, n ∈ N k and λ ∈ Λ with d(λ) = m+n, there exist unique µ, ν ∈ Λ with d(µ) = m and d(ν) = n such that λ = µ • ν. Since we think of the morphisms in the category as paths in a graph, we write λµ for λ • µ whenever λ, µ ∈ Λ with dom(λ) = cod(µ).
The factorisation property has some important consequences. Firstly, it follows easily that d −1 (0) = {id o : o ∈ Obj(Λ)}. Secondly, if λ ∈ Λ and m, n ∈ N k are such that m ≤ n ≤ d(λ), then two applications of the factorisation property shows that there exist unique µ, ν, η ∈ Λ with λ = µνη and
We write λ(0, m) for µ, λ(m, n) for ν, and λ(n, d(λ)) for η.
The following notation and terminology is standard when working with higher-rank graphs. We write e i for the ith generator of N k , and n i for the ith component of n ∈ N k . We define a partial order on N k by m ≤ n ⇐⇒ m i ≤ n i for all i. For any nonempty finite set E := {m 1 , . . . , m n } ⊆ N k , we write E and E for the component-wise maximum and minimum of m 1 , . . . , m n (and define ∅ and ∅ to be zero). For simplicity's sake, we write m ∨ n for {m, n}, and m ∧ n for {m, n}. For each n ∈ N k , we define Λ n := {λ ∈ Λ : d(λ) = n}. For each λ ∈ Λ, we define r(λ) := id(cod(λ)) ∈ Λ 0 and s(λ) := id(dom(λ)) ∈ Λ 0 . The maps r, s : Λ → Λ 0 are called the range and source maps of Λ. Given a subset E ⊆ Λ and λ ∈ Λ, we define λE := {λµ : µ ∈ E, s(λ) = r(µ)} and Eλ := {µλ : µ ∈ E, r(λ) = s(µ)}. We say that a k-graph Λ has no sources if for every v ∈ Λ 0 and every n ∈ N k , the set vΛ n is nonempty. For n ∈ N k , we define
(a simple induction argument shows that each vΛ ≤n is always nonempty). We say that a k-graph Λ is locallyconvex if whenever λ ∈ Λ e i and µ ∈ Λ e j with i = j and r(λ) = r(µ), we have s(λ)Λ e j = ∅ and s(µ)Λ e i = ∅. Before we look at associating C * -algebras to higher-rank graphs, we need to discuss the concept of (minimal) common extensions. For µ, ν ∈ Λ we set CE(µ, ν) := µΛ ∩ νΛ and
We call elements of CE(µ, ν) common extensions of µ and ν, and elements of MCE(µ, ν) minimal common extensions of µ and ν. We also define
That is, a common extension of µ, ν ∈ Λ is a path that ends with both µ and ν, and a minimal common extension is a common extension that has minimal degree (i.e.
Elements of Λ min (µ, ν) are then ordered pairs of paths that when prepended to µ and ν respectively give a minimal common extension. The factorisation property implies that if λ is a common extension of µ and ν, then
We can also extend the notion of minimal common extensions from pairs of paths to arbitrary nonempty finite subsets G ⊆ Λ by setting CE(G) := ν∈G νΛ and MCE(G) :
. We say that a higher-rank graph Λ is finitely aligned if Λ min (µ, ν) is finite (possibly empty) for every µ, ν ∈ Λ (equivalently MCE(µ, ν) is finite for every µ, ν ∈ Λ).
Given v ∈ Λ 0 , we say that a set E ⊆ vΛ is exhaustive in Λ if for each µ ∈ vΛ there exists ν ∈ E such that Λ min (µ, ν) is nonempty. We point out that if v ∈ E, then E is automatically exhaustive. We write FE(Λ) := v∈Λ 0 {E ⊆ vΛ \ {v} : E is finite and exhaustive in Λ}.
For E ∈ FE(Λ), we write r(E) for the vertex v ∈ Λ 0 such that E ⊆ vΛ. We also define vFE(Λ) := {E ∈ FE(Λ) : r(E) = v}.
We now define Toeplitz-Cuntz-Krieger families for finitely aligned k-graphs. We say that a collection {q λ : λ ∈ Λ} of elements in a C * -algebra is a Toeplitz-Cuntz-Krieger Λ-family if (TCK1) {q v : v ∈ Λ 0 } is a set of mutually orthogonal projections; (TCK2) q µ q ν = q µν for all µ, ν ∈ Λ with s(µ) = r(ν); (TCK3) q * µ q ν = (α,β)∈Λ min (µ,ν) q α q * β for all µ, ν ∈ Λ, where the empty sum is interpreted as zero. It follows from relation (TCK3) that q * λ q µ = δ λ,µ q s(λ) for λ, µ ∈ Λ with d(λ) = d(µ), and so by (TCK1) Toeplitz-Cuntz-Krieger families consist of partial isometries. Furthermore, relations (TCK1)-(TCK3) imply that C * ({q λ : λ ∈ Λ}) = span{q λ q * µ : λ, µ ∈ Λ}. Given a vertex v ∈ Λ 0 and a finite set E ⊆ vΛ, we fix the following notation
Using Theorem 2.10 of [20] , it can be shown that there exists a C * -algebra T C * (Λ), which we call the Toeplitz-Cuntz-Krieger algebra of Λ, and a Toeplitz-Cuntz-Krieger Λ-family {t
, that are universal in the following sense
It is useful to know when the * -homomorphism induced by the universal property of T C * (Λ) is faithful: by [30, Theorem 3.15] , if {q λ : λ ∈ Λ} is a Toeplitz-Cuntz-Krieger Λ-family, then π q is faithful provided each vertex projection q v is nonzero and ∆(q) E = 0 for each E ∈ FE(Λ).
We say that a Toeplitz-Cuntz-Krieger Λ-family {q λ : λ ∈ Λ} is a Cuntz-Krieger Λ-family if (CK) ∆(q) E = 0 for each E ∈ FE(Λ).
It follows from Theorem 2.10 of [20] that there exists a C * -algebra C * (Λ), which we call the Cuntz-Krieger algebra of Λ, and a Cuntz-Krieger Λ-family {s
, that are universal in the following sense (i) C * (Λ) is generated by {s Λ λ : λ ∈ Λ}; (ii) if {q λ : λ ∈ Λ} is a Cuntz-Krieger Λ-family in a C * -algebra B, then there exists a * -homomorphism π q : C * (Λ) → B that carries s Λ λ to q λ for each λ ∈ Λ. The universal property of the Cuntz-Krieger algebra gives the existence of an action
, which we call the gauge action, such that γ
An ε/3 argument shows that γ Λ is strongly continuous. The gauge action can be used to determine when representations of Cuntz-Krieger algebras are faithful (see [23, Theorem 4.2] ). If π : C * (Λ) → B is a representation in a C * -algebra B, then π is injective provided π(s Λ v ) = 0 for each v ∈ Λ 0 and there exists a strongly continuous action θ :
3. Realising T C * (Λ) as a Toeplitz algebra
Given a k-graph Λ (with k ≥ 1), we fix i ∈ {1, . . . , k} and let Λ i := {λ ∈ Λ : d(λ) i = 0} (i.e. we remove all edges of degree e i from Λ). Restricting the degree functor gives Λ i the structure of a (k − 1)-graph. In this section we show how the Toeplitz-Cuntz-Krieger algebra of Λ may be realised as the Toeplitz algebra of a Hilbert T C * (Λ i )-bimodule. We will define the Hilbert T C * (Λ i )-bimodule that we are interested in to be a certain closed subspace of T C * (Λ). To equip this set with left and right actions of T C * (Λ i ) we want a * -homomorphism from T C * (Λ i ) to T C * (Λ). Moreover, to ensure that we have a T C * (Λ i )-valued inner product, we need to know that this * -homomorphism is injective.
Proposition 3.1. Let Λ be a finitely aligned k-graph. Then there exists an injective
Proof. Clearly, the collection {t
, and so by the universal property of T C * (Λ i ), there exists a * -homomorphism
Routine calculations show that for each λ ∈ Λ, there exists w λ ∈ B( 2 (Λ)) such that w λ ξ µ = δ s(λ),r(µ) ξ λµ for each µ ∈ Λ (where {ξ λ : λ ∈ Λ} is the canonical orthonormal basis for 2 (Λ)). Further straightforward calculations show that the adjoint of w λ is determined by the formula w * λ ξ ν = ξ η if ν = λη for some η ∈ Λ 0 otherwise, and that the collection {w λ : λ ∈ Λ} is a Toeplitz-Cuntz-Krieger Λ-family in B( 2 (Λ)). Since the * -homomorphism π w : T C * (Λ) → B( 2 (Λ)) that sends t Λ λ to w λ is necessarily norm-decreasing, and w λ ξ s(λ) = ξ λ = 0 for each λ ∈ Λ, we conclude that each t Λ λ in the universal Toeplitz-Cuntz-Krieger Λ-family is nonzero. In particular, t Λ v = 0 for each v ∈ Λ 0 . Thus, to prove that φ is injective, by [30, Theorem 3.15] , it remains to show that ∆(t Λ ) E = 0 for each E ∈ FE(Λ i ). A simple calculation shows that for each µ ∈ Λ,
Using the injective * -homomorphism from the previous proposition, we define a collection of Hilbert T C * (Λ i )-bimodules.
Proposition 3.2. Let Λ be a finitely aligned k-graph. For each n ≥ 0, define
taking the closure with respect to the norm on T C * (Λ). Then X n is a Hilbert T C * (Λ i )-module with inner product and right action given by
Moreover, the norm on X n induced by ·, · n T C * (Λ i ) agrees with the norm on T C * (Λ).
Additionally, there exists a * -homomorphism ψ n :
Proof. By [21, Lemma 3.2(1)] (see also [7] for a more categorical approach), if
then X n is a Hilbert T C * (Λ i )-module with inner product and right action given by (3.1), and the norm on X n agrees with the norm on T C * (Λ). Let us check that (i) holds. Fix paths λ, λ , µ, µ ∈ Λ with d(
Hence, making use of relation (TCK3), we see that
Since the adjoint and multiplication are both continuous on T C * (Λ) and
). Now we check that (ii) holds. Again, by linearity and continuity, it suffices to show that
as required. It remains to show that there exists a * -homomorphism ψ n :
Thus, an application of relation (TCK3) shows that φ t
By linearity and continuity it follows that φ(T C * (Λ i ))X n ⊆ X n . It follows from [21, Lemma 3.2 (2) ] that for each a ∈ T C * (Λ i ) the map ψ n (a) : X n → X n defined by ψ n (a)(x) := φ(a)x is adjointable. Since φ is a * -homomorphism, it follows that the map ψ n :
Our aim is to show that the Toeplitz algebra of the Hilbert T C * (Λ i )-bimodule X := X 1 is isomorphic to the Toeplitz-Cuntz-Krieger algebra of Λ. Before we do this we need to analyse the tensor powers of X. Firstly, we need a lemma telling us how, given paths η, ρ ∈ Λ, we can factorise elements of Λ min (η, ρ).
Lemma 3.3. Let Λ be a finitely aligned k-graph. For each η, ρ ∈ Λ and m ∈ N k with m ≤ d(ρ), we have
Proof. To start we prove that
which shows that ηαγ = ρδ ∈ CE(η, ρ). We show that the common extension ηαγ = ρδ of η and ρ is minimal by computing the degree of ρδ.
, this must be the same as
On the other hand, suppose that
for the penultimate equality, we see that
, and we conclude that (αγ, δ) ∈ Λ min (η, ρ). Next we check that
Since ηλ = ρτ , we see that
As m ≤ d(ρ), this must be the same as
As ηλ = ρτ and m ≤ d(ρ) this is equal to
As m ≤ d(ρ), this is the same as
Proposition 3.4. Let Λ be a finitely aligned k-graph. Define X n as in Proposition 3.2 and set X := X 1 . Then for each n ∈ N ∪ {0}, there exists a Hilbert
. We will define this collection of maps inductively.
Fix n ≥ 0 and suppose that Ω n :
Using the fact that Ω n is left T C * (Λ i )-linear for the second equality, we see that
Since Ω n is inner product preserving, this is equal to
.
Thus, there exists a well-defined norm-decreasing map
, which extends to X n+1 by continuity. We denote this extension by Ω n+1 . The previous calculation then shows that Ω n+1 is inner product preserving.
We now show that
To simplify this expression, observe that if (α, β) ∈ Λ min (η, λ(0, e i )), then
Since d(να) ≥ e i , the factorisation property gives that (να)(0, e i ) = (ναγ)(0, e i ) and (να)(e i , d(να))γ = (ναγ)(e i , d(ναγ)). Assembling these arguments and using Lemma 3.3 for the third equality, we have
Using the fact that X n+1 = span{t
we conclude, by linearity and continuity, that Ω n+1 is left
the last equality, we see that
for each m ≥ 0 and the map Ω n : X n → X ⊗n is surjective, we conclude that Ω n+1 is surjective. We have now shown that Ω n+1 is inner product preserving and surjective. Thus, Ω n+1 is adjointable (with adjoint Ω
We now work towards showing that the Toeplitz algebra of the Hilbert T C * (Λ i )-bimodule X is isomorphic to the Toeplitz-Cuntz-Krieger algebra of Λ. The idea is to use the universal properties of T X and T C * (Λ) to get * -homomorphisms between the two C * -algebras, and then argue that these maps are mutually inverse. Firstly, we need a result telling us how the Hilbert T C * (Λ i )-bimodule isomorphisms from Proposition 3.4 interact with the tensor product.
Lemma 3.5. Let {Ω n : n ≥ 0} be the collection of Hilbert T C * (Λ i )-bimodule isomorphisms defined in Proposition 3.4. Then for any m, n ≥ 0 and x ∈ X m , y ∈ X n ,
In particular, if λ, µ ∈ Λ with r(µ) = s(λ), then
Proof. We will use induction on m. The m = 0 case is equivalent to the left T C * (Λ i )-linearity of Ω n , which we proved in Proposition 3.4. Now suppose that (3.4) holds for some m ≥ 0. Let n ≥ 0 and fix λ, µ, ν, τ ∈ Λ with d(
Applying the inductive hypothesis, and using relation (TCK3) in T C * (Λ) for the final equality, we see that
(3.5)
Since d(λ) ≥ (m + 1)e i ≥ e i , (3.5) must be equal to
for each j ≥ 0, we conclude that (3.4) holds for m + 1 as well.
We now get a * -homomorphism from T C * (Λ) to T X by exhibiting a Toeplitz-CuntzKrieger Λ-family in T X . Proposition 3.6. Let Λ be a finitely aligned k-graph. Define X n as in Proposition 3.2 and set X := X 1 . Consider the collection of Hilbert T C * (Λ i )-bimodule isomorphisms {Ω n : n ≥ 0} defined in Proposition 3.4. For each λ ∈ Λ, define u λ ∈ T X by
Proof. Firstly, we check that {u λ : λ ∈ Λ} satisfies (TCK1). For any v ∈ Λ 0 , we see that
is a * -homomorphism and {t
0 } is a collection of mutually orthogonal projections, it follows that the set {u v : v ∈ Λ 0 } also consists of mutually orthogonal projections.
Next we check that {u λ : λ ∈ Λ} satisfies (TCK2). Fix λ, µ ∈ Λ with r(µ) = s(λ). Making use of Lemma 3.5, we see that
Finally we check that {u λ : λ ∈ Λ} satisfies (TCK3). Let λ, µ ∈ Λ. Suppose that
, and it follows that
where the last equality comes from the fact that {t
we can apply the previous working to (u * λ u µ ) * = u * µ u λ . This completes the proof that {u λ : λ ∈ Λ} satisfies (TCK3). Hence, {u λ : λ ∈ Λ} is a ToeplitzCuntz-Krieger Λ-family in T X . The universal property of T C * (Λ) then induces a * -
It is considerably easier to get a * -homomorphism from T X to T C * (Λ). Once we have it, there is still some work left to show that it is the inverse of the * -homomorphism
Theorem 3.7. Let Λ be a finitely aligned k-graph. Define X n as in Proposition 3.2 and set X := X 1 . Let ι : X → T C * (Λ) denote the inclusion map. Then (ι, φ) is a Toeplitz representation of X in T C * (Λ), and hence, by the universal property of T X , there exists a * -homomorphism ι × T φ :
Proof. It is elementary to check that (ι, φ) is a Toeplitz representation of X in T C * (Λ). Observe that for any x ∈ X and a ∈ A, we have ι(a · x) = a · x = φ(a)x = φ(a)ι(x) and ι(x · a) = x · a = xφ(a) = ι(x)φ(a), which proves that (ι, φ) satisfies (T1) and (T2). If
, and so (ι, φ) satisfies (T3).
It remains to check that ι × T φ and π u are mutually inverse.
For any λ ∈ Λ with d(λ) i = 1 and µ ∈ Λ i , we see that
Thus, ι × T φ and π u are mutually inverse.
Corollary 3.8. Let Λ be a finitely aligned k-graph. Then the * -homomorphism Φ :
Proof. We will use induction on k. If k = 0, then the map Φ is an isomorphism between C 0 (Λ) and T C * (Λ), and so of course gives a KK-equivalence. Suppose that the result holds for some k ≥ 0 and let Λ be a finitely aligned (k + 1)-graph. Fix i ∈ {1, . . . , k + 1} and let Φ :
By Proposition 3.2 and Theorem 3.7 there exists a Hilbert
Since higher-rank graphs are, by definition, countable categories, T C * (Λ i ) is separable and X is countably generated as a right T C * (Λ i )-module. Thus, by [21, Theorem 4.4], the * -homomorphism i T C * (Λ i ) induces a KK-equivalence between T C * (Λ i ) and T X . Hence, the * -homomorphism Φ :
Remark 3.9. Since KK-equivalent C * -algebras have the same K-theory, we have an alternative proof of [5, Theorem 1.1] that K 0 (T C * (Λ)) ∼ = v∈Λ 0 Z and K 1 (T C * (Λ)) ∼ = 0 for any finitely aligned k-graph.
Realising C * (Λ) as a Cuntz-Pimsner algebra
In Section 3 we showed how the Toeplitz-Cuntz-Krieger algebra of a finitely aligned k-graph Λ can be realised as the Toeplitz algebra of a Hilbert T C * (Λ i )-bimodule. In this section we prove an analogous result for Cuntz-Krieger algebras, defining a Hilbert C * (Λ i )-bimodule (which, for simplicity, we also denote by X) and showing that the CuntzPimsner algebra of this bimodule is isomorphic to C * (Λ). Our methodology is very similar to that of Section 3. Similar to Proposition 3.1, the first step is to show that the inclusion of Λ i in Λ induces an (injective) * -homomorphism from C * (Λ i ) to C * (Λ). However, unlike in Proposition 3.1, such a * -homomorphism need not exist unless we place additional constraints on the graph (see Remark 4.7 for an example of what can go wrong). In the analysis of [11, Chapter 2] , to get around this problem we assumed that Λ had no sources (see [11, Proposition 2.6.4] ). In Proposition 4.6 we improve the situation, by showing that local-convexity of Λ is sufficient. Before we prove Proposition 4.6, we prove some (probably) well-known properties of locally-convex higher-rank graphs that we will need.
Proof. We use induction on the quantity L(ν) :
Proof. Firstly, suppose that µ ∈ Λ ≤m and ν ∈ Λ ≤n with s(µ) = r(ν).
Then by the factorisation property, s(µν)Λ e i = s(ν)Λ e i = ∅. Thus, µν ∈ Λ ≤m+n . Now suppose that Λ is locally-convex. We need to show that We now work towards showing that the inclusion of Λ i in Λ induces a * -homomorphism from C * (Λ i ) to C * (Λ). The key point is that when Λ is locally-convex, finite-exhaustive subsets of Λ i are also exhaustive in Λ.
Definition 4.3. Let Λ be a k-graph. For any E ⊆ Λ and µ ∈ Λ, we define
Informally speaking, Ext Λ (µ; E) is the set of paths in Λ that when prepended to µ give a minimal common extension of µ with something in E. . Let Λ be a finitely aligned k-graph. Fix v ∈ Λ 0 and let E ⊆ vΛ be a finite exhaustive set in Λ. Then for any µ ∈ vΛ, the set Ext Λ (µ; E) ⊆ s(µ)Λ is finite and exhaustive in Λ.
Proof. Firstly, we check that Ext Λ (µ; E) is finite. For each λ ∈ E, since Λ is finitely aligned, the set {α ∈ Λ : µα ∈ MCE(µ, λ)} is finite. As E is finite, Ext Λ (µ; E) is the finite union of finite sets, and so finite. It remains to verify that Ext Λ (µ; E) is exhaustive in Λ. Fix σ ∈ s(µ)Λ. Since µσ ∈ vΛ and E ⊆ vΛ is exhaustive in Λ, there exists λ ∈ E and α, β ∈ Λ such that µσα = λβ ∈ MCE(λ, µσ).
which shows that µτ ∈ MCE(µ, λ). As λ ∈ E, we see that τ ∈ Ext Λ (µ; E). Furthermore,
which shows that CE(τ, σ) = ∅, and so MCE(τ, σ) = ∅. Therefore, Ext Λ (µ; E) is exhaustive in Λ.
Proof. We need to show that if E ∈ FE(Λ i
, this forces α = s(τ ), and so τ = µβ. Moreover, since µ ∈ Ext Λ i (λ ; E), we know that λ µ = σξ ∈ MCE(λ , σ) for some σ ∈ E and ξ ∈ Λ i . Therefore, σξβλ i = λ µβλ i = λ τ λ i = λ λ i τ = λτ. Thus, CE(σ, λ) = ∅, and so MCE(σ, λ) = ∅. As σ ∈ E, we conclude that E is exhaustive in Λ. Proposition 4.6. Let Λ be a finitely aligned locally-convex k-graph. Then there exists an injective * -homomorphism φ :
Proof. We claim that {s
The same argument as in the proof of Proposition 3.1 shows that {s Λ λ : λ ∈ Λ i } satisfies (TCK1), (TCK2), and (TCK3), so we need only worry about checking that relation (CK) holds. With this in mind, fix v ∈ (Λ i ) 0 = Λ 0 and suppose that E ∈ vFE(Λ i ) . By Lemma 4.5, E is exhaustive in Λ. As {s Λ λ : λ ∈ Λ} satisfies relation (CK), we conclude that {s 
Remark 4.7. There are simple examples to show what can go wrong if we do not have a locally-convex graph. Consider the 2-graph Λ consisting of just two edges λ ∈ Λ e 1 and µ ∈ Λ e 2 with common range v and distinct sources. In this situation the second part of Lemma 4.2 is false: the path λ ∈ Λ ≤e 1 +e 2 cannot be written in the form ην where η ∈ Λ ≤e 2 and ν ∈ Λ ≤e 1 (due to the presence of the edge µ, the vertex v is not in Λ ≤e 2 ). Furthermore, {λ} is exhaustive in Λ 2 , but not exhaustive in Λ since MCE(λ, µ) = ∅. Thus the conclusion of Lemma 4.5 need not hold if we drop the local-convexity hypothesis. This example also shows that the conclusion of Proposition 4.6 is false if we drop the localconvexity hypothesis. The Cuntz-Krieger relation in C * (Λ i ) says that s
On the other hand, the Cuntz-Krieger relation in C * (Λ) (applied to the finite exhaustive set {λ, µ}) gives
since λ and µ have no common extensions. Hence, if there existed a * -homomorphism φ from C * (Λ i ) to C * (Λ) induced by the inclusion of Λ i in Λ, we would have that
Thus, s We are now ready to define the collection of Hilbert C * (Λ i )-bimodules that we are interested in. Suppose that Λ is locally-convex so that the injective * -homomorphism φ from Proposition 4.6 exists. The same working as in Proposition 3.2 shows that
has the structure of a Hilbert C * (Λ i )-bimodule for each n ∈ N ∪ {0}, with actions and inner product given by a · x · b := φ(a)xφ(b) and x, y n C * (Λ i ) := φ −1 (x * y) for each x, y ∈ X n and a, b ∈ C * (Λ i ). For notational convenience, we set X := X 1 , and write ·, · C * (Λ i ) for ·, · 1 C * (Λ i ) . We again write ψ for the * -homomorphism that implements the left action of C * (Λ i ) on X. For each n ∈ N ∪ {0}, the same working as in Proposition 3.4 gives a Hilbert C * (Λ i )-bimodule isomorphism Ω n : X n → X ⊗n , where, in particular, Ω 0 = φ
and Ω 1 is the identity map. Our goal is to now analyse the Cuntz-Pimsner algebra of X. In order to do this, we need to get a grip on the Katsura ideal
In [11, Lemma 2.6.7] we showed that if Λ has no sources, then C * (Λ i ) acts faithfully on X. Lemma 2.6.8 of [11] also shows that if vΛ e i is finite for each v ∈ Λ 0 , then C * (Λ i ) acts compactly on X. Thus, when Λ is row finite and has no sources the Katsura ideal of X is all of C * (Λ i ). Consequently, to determine whether a Toeplitz representation of X was Cuntz-Pimsner covariant, we only needed to check that the covariance relation held on the generating set {s [11, Theorem 2.6.12] ). In this paper we are not assuming that the graph Λ is source free and row finite (recall, our only assumption so far is that Λ is locally-convex), and so it is not immediately obvious what the Katsura ideal looks like, and whether it has a 'nice' generating set that is easy to work with. Our strategy is to show that J X is gauge-invariant and calculate its generators using [30, Theorem 4.6]. We begin in Proposition 4.9 by showing that the ideals ker(ψ), ker(ψ) ⊥ , and ψ −1 (K C * (Λ i ) (X)) are all gauge-invariant. First, we require a lemma.
Lemma 4.8. Let Λ be a locally-convex finitely aligned k-graph. For each z ∈ T k−1 , there exists a unitary U z ∈ L C * (Λ i ) (X) such that
Proof. We show that for each z ∈ T k−1 , the formula s
z (a) , where λ ∈ Λ e i , a ∈ C * (Λ i ), extends by linearity and continuity to a map on X. Let m ∈ N and fix λ 1 , . . . , λ m ∈ Λ e i and a 1 , . . . , a m ∈ C * (Λ i ). Then
Since λ 1 , . . . , λ m all have degree e i , relation (TCK3) implies that s
, and so the previous line is equal to m j,l=1
, where the last equality follows from the fact that γ z is an automorphism, and hence isometric. Finally, this is the same as m j,l=1
Thus, the formula s
z (a) extends by linearity and continuity to an inner product preserving map on X, which we denote by U z . The map U z is surjective since, for any λ ∈ Λ e i and a ∈ C * (Λ i ), we have
It remains to check that for each z ∈ T k−1 and a ∈ C * (Λ i ), we have
To see this, fix η, ρ, ν, τ ∈ Λ i and λ ∈ Λ e i . Then
Hence,
Therefore,
Proposition 4.9. Let Λ be a locally-convex finitely aligned k-graph. Then ker(ψ), ker(ψ) ⊥ , and
Proof. We begin by showing that ker(ψ) is gauge-invariant. For z ∈ T k−1 , let U z be the map described in Lemma 4.8. For a ∈ ker(ψ), we have ψ γ
ψ). From this we also see that ker(ψ)
⊥ is gauge-invariant: if a ∈ ker(ψ) ⊥ , b ∈ ker(ψ), and z ∈ T k−1 , then γ
) is gauge-invariant. This follows from the fact that
Now that we know the Katsura ideal J X is gauge-invariant, we seek to apply the analysis of [30, Section 4] to determine its generators. Note that when k = 2 we could also apply the somewhat simpler analysis of [3] , which deals just with directed graphs. Loosely speaking, if Σ is a finitely-aligned k-graph, then a gauge-invariant ideal of C * (Σ) is generated (as an ideal) by its vertex projections and a collection of projections corresponding to certain finite exhaustive subsets of a subgraph of Σ. We now summarise the parts of [30] that we will need.
Suppose I is a gauge-invariant ideal of C * (Σ). By [30, Lemma 4.3] the set 
then [30, Theorem 4.6] (along with Proposition A.1) tells us that I is generated as an ideal of C * (Σ) by the collection of projections
We now determine the generators of the gauge-invariant ideal ker(ψ). We will see that due to the local-convexity of Λ, the ideal ker(ψ) is generated (as an ideal of C * (Λ i )) precisely by those vertex projections that act trivially on X, and that these projections correspond to the vertices that do not admit an edge of degree e i . Proposition 4.10. Let Λ be a locally-convex finitely aligned k-graph. Consider the gaugeinvariant ideal ker(ψ) of C * (Λ i ). Then
Hence, ker(ψ) is generated as an ideal of C * (Λ i ) by the collection of vertex projections {s
Proof. For any v ∈ Λ 0 , λ ∈ Λ e i , and a ∈ C * (Λ i ), we see that
Since X = span{s Λ λ φ(a) : λ ∈ Λ e i , a ∈ C * (Λ i )}, part (i) now follows immediately. We now prove part (ii). Suppose E ∈ FE(Λ i \ Λ i H ker(ψ) ). We claim that r(E)Λ e i is nonempty. Since E is nonempty, we can choose ν ∈ E. Then s(ν) ∈ H ker(ψ) , and so s(ν)Λ e i = ∅ by part (i). By the factorisation property, r(E)Λ e i = r(ν)Λ e i = ∅, which proves the claim. Next we show that E ∈ FE(Λ i ). Fix λ ∈ r(E)Λ i . Since Λ is locallyconvex and r(E)Λ e i = ∅, we must have that s(λ)Λ e i = ∅. Thus, s(λ) ∈ H ker(ψ) , and we see that λ ∈ r(E)
which is certainly an element of ker(ψ). This completes the proof of part (ii).
We will use the following product to sum transformation repeatedly, so we state it as a separate result.
Lemma 4.11. Let Λ be a finitely aligned k-graph and {r λ : λ ∈ Λ} a Toeplitz-CuntzKrieger Λ-family. Then for each v ∈ Λ 0 and each nonempty finite set F ⊆ vΛ we have
In particular, if n ∈ N k and F is a nonempty finite subset of vΛ n , then
Proof. To prove (4.1), we will use induction on |F |. Clearly, when |F | = 1 (say F = {λ}), both sides of (4.1) are r v − r λ r * λ . So suppose that (4.1) holds whenever |F | = n and fix a set F ⊆ vΛ with |F | = n + 1. Then for any µ ∈ F , the inductive hypothesis gives
Applying relation (TCK3) to the product in the last sum, shows that this is equal to
Thus, (4.1) follows by induction. To see how (4.2) follows from (4.1), observe that if F ⊆ vΛ n , then for any
The next result tells us precisely which vertex projections belong to the gauge-invariant ideals ker(ψ) ⊥ and ψ −1 (K C * (Λ i ) (X)) (and so to J X ).
Proposition 4.12. Let Λ be a locally-convex finitely aligned k-graph. Then for any vertex v ∈ Λ 0 , s
v ∈ ker(ψ) ⊥ if and only if vΛ e i is nonempty, and s v a = 0 for each a ∈ ker(ψ). Since Proposition 4.10 tells us that ker(ψ) is generated as an ideal of C * (Λ i ) by the projections {s
w : wΛ e i = ∅}, it suffices to show that s
whenever λ, ν ∈ Λ i and w ∈ Λ 0 is such that wΛ e i = ∅. Now s
is certainly zero if r(λ) = v, or s(λ) = s(ν), or r(ν) = w, so we suppose otherwise. Since vΛ e i = ∅ and λ ∈ Λ i , the local convexity of Λ forces s(λ)Λ e i = ∅. Since s(λ) = s(ν), the factorisation property then implies that r(ν)Λ e i = ∅. But this is impossible since r(ν) = w. Thus, s
⊥ . We conclude that s
v ∈ ker(ψ) ⊥ if and only if vΛ e i is nonempty. Now we move on to proving that s We claim that for any v ∈ Λ 0 , the set vΛ e i is exhaustive in Λ provided it is nonempty. To see this, suppose that λ ∈ vΛ. We need to show there exists µ ∈ vΛ e i such that
, then the local-convexity of Λ allows us to choose an edge ν ∈ s(λ)Λ e i . With µ := (λν)(0, e i ) ∈ vΛ e i , we have (ν, (λν)(e i , d(λν))) ∈ Λ min (λ, µ). Thus, vΛ e i is exhaustive in Λ. Thus, if vΛ e i is finite and nonempty, then relation (CK) tells us that ∆(s Λ ) vΛ e i = 0. Applying Lemma 4.11 with F = vΛ e i , we conclude that s
We note that for each λ ∈ vΛ e i , s Λ λ ∈ X. To show that s
when vΛ e i is finite, it suffices to show that (4.3) holds. If vΛ e i = ∅, then the right-hand side of (4.3) is the empty sum, and so zero, whilst ψ(s Λ i v ) = 0 by Proposition 4.10. On the other hand, if vΛ e i is nonempty and finite, then for any µ ∈ Λ e i and a ∈ C * (Λ i ), we have
Since X = span{s 
, then vΛ e i is finite. Looking for a contradiction, suppose that vΛ e i is infinite and ψ(s
Since F is finite and vΛ e i is infinite, we can choose ν ∈ vΛ e i \ F . Then s Λ ν ∈ X and ψ(s
However, since d(µ) = d(ν) for each µ ∈ F , we have that MCE(µ, ν) = ∅ for every µ ∈ F , and so
Since the norm on X is the restriction of the norm on C * (Λ), we have that
which is a contradiction. Now that we have determined H J X , we move on toB J X . In contrast to ker(ψ), where the setB ker(ψ) did not contribute any nonzero generators, the ideal ψ
is not necessarily generated solely by its vertex projections (i.e. the projections corresponding to vertices that admit finitely many edges of degree e i ). The purpose of the next lemma is to determine for which finite exhaustive sets
does the projection ∆(s Λ i ) E belong to the Katsura ideal. We were somewhat surprised to discover that this occurs if and only if E can be extended to an exhaustive subset of Λ by adding in a finite collection of edges of degree e i . Lemma 4.13. Let Λ be a locally-convex finitely aligned k-graph.
, and we just need to check the reverse set inclusion. If λ ∈ r(E)Λ i , then s(λ)Λ e i = ∅ by the factorisation property, and so s(λ) ∈ H J X by Proposition 4.12. Hence, λ ∈ r(E)Λ i \ Λ i H J X , which proves the claim. Consequently, E ∈ r(E)FE(Λ i ), and relation (CK) in C * (Λ i ) says that ∆(s Λ i ) E = 0, which is certainly in ker(ψ)
⊥ . On the other hand, if r(E)Λ e i = ∅, then s
r(E) ∈ ker(ψ) ⊥ by Proposition 4.12.
Since ker(ψ) ⊥ is an ideal of C * (Λ i ), we see that ∆(s
⊥ . Now suppose that there exists a set F ⊆ r(E)Λ e i such that E ∪ F ∈ FE(Λ). Applying the Cuntz-Krieger relation in C * (Λ), Lemma 4.11 gives
Splitting this sum, we get that
Since E ⊆ Λ i , we can use Lemma 4.11 again to see that
Thus, ∆(s
, and we conclude that ∆(s
where
and the c (µ,ν) are constants. We define F := {λ(0, e i ) : λ ∈ r(E)H} and claim that E ∪ F ∈ FE(Λ). Since E and H are finite, so is E ∪ F . Furthermore, since r(E) ∈ E, and F consists of edges, we see that r(E) ∈ E ∪ F . Thus, it remains to show that E ∪ F is exhaustive in Λ. Looking for a contradiction, suppose that there exists some τ ∈ r(E)Λ that does not have a minimal common extension with anything in E ∪ F . We consider the situations where
Firstly, we consider the case where d(τ ) i = 1 (note: this implies that s Λ τ ∈ X). Clearly, if ν ∈ H and r(ν) = r(E), then MCE(ν, τ ) = ∅. Since MCE(τ, ν(0, e i )) is, by assumption, empty for each ν ∈ r(E)H, the factorisation property implies that MCE(τ, ν) = ∅ for each ν ∈ H. Hence,
Similarly, since MCE(τ, λ) = ∅ for each λ ∈ E, we have that
and so
Since s
Now consider the situation when d(τ ) i = 0. Consider the case where r(E)Λ e i is nonempty. The local-convexity of Λ allows us to choose ξ ∈ s(τ )Λ e i , and so by the argument in the previous paragraph we can find λ ∈ E ∪ F such that MCE(τ ξ, λ) = ∅. The factorisation property then implies that MCE(τ, λ) = ∅. On the other hand, if r(E)Λ e i is empty, then s
r(E) ∈ ker(ψ), and so
which is impossible if MCE(τ, λ) = ∅ for each λ ∈ E. Hence, MCE(τ, λ) is nonempty for some λ ∈ E. It remains to consider the case where d(τ ) i ≥ 2. Let K τ := {j : r(E)Λ e j = ∅, d(τ ) j = 0} (this could be the empty set). Since Λ is locally-convex, we may choose ξ ∈ s(τ )Λ j∈Kτ e j .
for all j = i. Hence, we can find λ ∈ E ∪ F such that MCE(τ , λ) = ∅. If λ ∈ F (which is a subset of Λ e i ), then τ must extend λ because d(τ ) ≥ e i . Hence, τ ξ also extends λ, and we have that {τ ξ} = MCE(τ ξ, λ). By the factorisation property, it follows that MCE(τ, λ) = ∅. Alternatively, λ ∈ E, and so λ ∈ Λ e j for some j = i. Since d(τ ) j = d(τ ξ) j ≥ 1 by our choice of ξ, we see that τ (and so τ ξ) must extend λ. Thus, {τ ξ} = MCE(τ ξ, λ). Hence, by the factorisation property MCE(τ, λ) = ∅. This completes the proof of the claim that E ∪ F is exhaustive in Λ.
We now have enough information to give a complete description of the Katsura ideal. Proposition 4.14. Let Λ be a locally-convex finitely aligned k-graph. Then
and
Furthermore, the Katsura ideal J X is generated as an ideal of C * (Λ i ) by the collection of projections
Proof. We proved in Lemma 4.12 that
. This gives us the description ofB J X . The first paragraph of the proof of Lemma 4.13 shows that if E ∈ FE(Λ i \ Λ i H J X ) and r(E)Λ e i = ∅, then E ∈ FE(Λ i ), and so ∆(s Λ i ) E = 0. Consequently, [30, Theorem 4.6] and Proposition A.1 tell us that the collection of projections in (4.8) generate the gauge-invariant ideal J X .
The next example illustrates the subtlety addressed by Proposition 4.14 for graphs with infinite receivers, and served as the main motivation for the formulation of Lemma 4.13. We thank Aidan Sims for bringing this example to our attention. where blue (solid) edges have degree e 1 and red (dashed) edges have degree e 2 . Let i = 2 (i.e. we are removing the red (dashed) edges from the graph). Proposition 4.12 tells us that
We now determine the finite exhaustive sets in the graphs Λ 2 and
Observe that {λ} is contained in {λ, µ} ∈ FE(Λ). For each η ∈ vΛ e 2 \ {µ}, we have that
Moreover, for each η ∈ vΛ e 2 \ {µ}, the singleton set {s(η)Λ e 1 } is exhaustive in Λ. Hence, we conclude that FE(Λ 2 ) = {{s(η)Λ e 1 } : η ∈ vΛ e 2 \ {µ}}
Since s(η)Λ e 2 = ∅ for each η ∈ vΛ e 2 \ {µ}, Proposition 4.14 tells us that J X is generated as an ideal of C * (Λ 2 ) by the projections
Furthermore, for any w ∈ s(vΛ e 1 \ {λ}), Proposition 4.12 tells us that ψ s
which is a rank-one operator. By Lemma 4.13, we also get that ψ s
We now use Proposition 4.14 to prove our main theorem: when Λ is locally-convex, O X and C * (Λ) are isomorphic.
Theorem 4.16. Let Λ be a locally-convex finitely aligned k-graph. If we let ι :
Proof. The proof is very similar to the analogous statement for Toeplitz algebras in Theorem 3.7. We begin by showing that (ι, φ) is a Cuntz-Pimsner covariant Toeplitz representation of X in C * (Λ). Exactly the same argument as in the proof of Theorem 3.7 shows that (ι, φ) is a Toeplitz representation. It remains to check that (ι, φ) is Cuntz-Pimsner covariant, i.e. (ι, φ)
(
Using the generating set of J X that we found in Proposition 4.14, it suffices to show that:
Let us check (i) first. If v ∈ Λ 0 with 0 < |vΛ e i | < ∞ and a, b ∈ C * (Λ i ), making use of Proposition 4.12, we see that ψ as
Thus, using Proposition 4.12 again, we get that (ι, φ)
(1) ψ as
This completes the proof of (i).
Next we check (ii). Fix
Suppose that there exists F ⊆ r(E)Λ e i such that E ∪ F ∈ FE(Λ). By Lemma 4.13, we have that
Thus, combining equations (4.4) and (4.5) for the second equality, we see that
We conclude that (ι, φ) is a Cuntz-Pimsner covariant Toeplitz representation of X in C * (Λ). Hence, there exists a * -homomorphism
Next, we show that the collection {u λ : λ ∈ Λ} ⊆ O X of partial isometries defined by
is a Cuntz-Krieger Λ-family. The same calculations as in the proof of Theorem 3.7 show that {u λ : λ ∈ Λ} is a Toeplitz-Cuntz-Krieger Λ-family. Thus, it remains to check that {u λ : λ ∈ Λ} satisfies (CK). By [23, Theorem C.1] , it suffices to show that if v ∈ Λ 0 and E ⊆ k j=1 vΛ e j belongs to vFE(Λ), then ∆(u) E = 0. Firstly we consider the case where E ∩ Λ e i = ∅. Then E = E ∩ Λ i ∈ vFE(Λ i ), and so
where the last equality comes from applying the Cuntz-Krieger relation in C * (Λ i ). It remains to consider the situation where E ∩ Λ e i = ∅. Using Lemma 4.11, we get that
Since ∅ = E ∩ Λ e i ⊆ vΛ e i , Proposition 4.12 tells us that s
as well. Since the Toeplitz representation j X is, by definition, Cuntz-Pimsner covariant, to establish that ∆(u) E = 0, we need only verify that
Again applying Lemma 4.11 (now to the Cuntz-Krieger Λ-family {s Λ λ : λ ∈ Λ}), and recalling that E is finite and exhaustive in Λ, we get that
Rearranging, we see that
and so (4.9) follows. Thus, {u λ : λ ∈ Λ} is a Cuntz-Krieger Λ-family in O X . The universal property of
Exactly the same argument as in Theorem 3.7 shows that π u and ι × O φ are mutually inverse. We conclude that C * (Λ) ∼ = O X .
Relationships to other constructions
5.1. Graph correspondences. It is well known that if E = (E 0 , E 1 , r, s) is a directed graph, then the graph algebra C * (E) can be realised as the Cuntz-Pimsner algebra of a Hilbert C 0 (E 0 )-bimodule. We briefly summarise this procedure and show that it is a special case of our construction when k = 1. For a, b ∈ C 0 (E 0 ) and x, y ∈ C c (E
x(e)y(e)
for each e ∈ E 1 and v ∈ E 0 . Taking the completion of C c (E 1 ) with respect to the seminorm induced by ·, · C 0 (E 0 ) gives a Hilbert C 0 (E 0 )-bimodule X(E) (see [24, Lemma 2.16 ] for the details of this procedure), which we call the graph correspondence. For v ∈ E 0 and e ∈ E 1 we write δ v and δ e for the point masses of v and e, which we view as elements of C 0 (E 0 ) and C c (E 1 ) ⊆ X(E) respectively. It follows from [22, Example 8.8 ] that the Katsura ideal of the graph correspondence is J X(E) = span{δ v : 0 < |r −1 (v)| < ∞}. Moreover, [22, Example 8.13 ] tells us that the maps s E v → j C 0 (E 0 ) (δ v ) and s E e → j X(E) (δ e ) for v ∈ E 0 and e ∈ E 1 induce an isomorphism from C * (E) to O X(E) . Let Λ be the path category of E. Then Λ is a locally-convex 1-graph, and we can apply our procedure from Section 4 to Λ. Removing all edges of degree e 1 from Λ leaves Λ 1 = E 0 , and so
1 }, which (if we identify the respective coefficient algebras) is isomorphic to X(E) as a Hilbert bimodule via the map s Λ e → δ e . Thus, the isomorphism given by Theorem 4.16 is the same as that given by [22, Example 8.13] . For this reason we like to think of the construction in Section 4 as a higher-rank graph correspondence. It is also not difficult to see that the description of the Katsura ideal for the graph correspondence given by [22, Example 8.13 ] is just a special case of Proposition 4.14. Since Λ 1 \ Λ 1 H J X consists of just vertices, it follows that FE(Λ 1 \ Λ 1 H J X ) = ∅, and soB J X = ∅. Thus, Proposition 4.14 tells us that J X is generated as an ideal of C * (Λ 1 ) by the vertex projections {s Λ 1 v : 0 < |vE 1 | < ∞}, and so J X = span{s
5.2.
Iterating the Nica-Toeplitz and Cuntz-Nica-Pimsner construction. Sims and Yeend showed in [31, Section 5.3] that the Cuntz-Krieger algebra of a finitely aligned k-graph may be realised as the Cuntz-Nica-Pimsner algebra of a compactly aligned product system over N k . In [12] we showed how the Nica-Toeplitz and Cuntz-Nica-Pimsner algebras of a compactly aligned product system over N k can be realised as iterated Toeplitz and iterated Cuntz-Pimsner algebras respectively. We now briefly explain how the results of the current paper can be deduced by combining these two constructions (at least for row finite graphs with no sources). For the relevant background information on product systems and their associated C * -algebras we direct the reader to [31] . Let Λ be a finitely aligned k-graph. For n ∈ N k , (Λ n , Λ 0 , r| Λ n , s| Λ n ) is a directed graph, and we write X(Λ) n for the associated graph correspondence. It can be shown that there exists an associative multiplication on X(Λ) := n∈N k X(Λ) n such that δ µ δ ν = δ s(µ),r(ν) δ µν for each µ, ν ∈ Λ. This multiplication induces a Hilbert C 0 (Λ 0 )-bimodule isomorphism from the balanced tensor product X(Λ) m ⊗ C 0 (Λ 0 ) X(Λ) n to X(Λ) m+n for each m, n ∈ N k , and so X(Λ) has the structure of a compactly aligned product system over N k with coefficient algebra C 0 (Λ 0 ). It can then be shown that there is an isomorphism from the Nica-Toeplitz algebra N T X(Λ) to T C * (Λ) that maps i X(Λ) (δ λ ) to t Λ λ for each λ ∈ Λ. Similarly there exists an isomorphism from the Cuntz-Nica-Pimsner algebra N O X(Λ) to C * (Λ) mapping j X(Λ) (δ λ ) to s Λ λ for each λ ∈ Λ. Fix i ∈ {1, . . . , k}. Then X := {n∈N k :n i =0} X(Λ) n has the structure of a compactly aligned product system over N (k−1) . Clearly, X is isomorphic as a product system to X(Λ i ), and so 
has the structure of a Hilbert N T X -bimodule with operations
and a, b ∈ N T X . After identifying the coefficient algebras N T X and T C * (Λ i ), routine calculations show that the map 
which we can identify with the bimodule X from Section 4. Finally, [12, Theorems 4.17 and 5.20] imply that the inclusions Y
(the latter assuming that C 0 (Λ 0 ) acts faithfully and compactly on each X(Λ) n ). Consequently, in the situation where Λ is row finite and has no sources, the main result of this paper (Theorem 4.16) can be obtained by combining [31, Proposition 5.4 ] and the results of [12] .
5.3. Semi-saturated circle actions and generalised crossed products. Let B be a C * -algebra and α : T → Aut(B) an action of the circle group. For each n ∈ Z, we define the nth spectral subspace for α to be B n := {b ∈ B : α z (b) = z n b for each z ∈ T}. It is routine to check that each B n is a closed subspace of B, and B 0 (which we call the fixed point algebra of α) is also closed under multiplication and taking adjoints. Moreover, B * n = B −n and B n B m ⊆ B n+m for each n, m ∈ Z. In particular, since B 0 B 1 B 0 ⊆ B 1 and B * 1 B 1 ⊆ B 0 , [21, Lemma 3.2(1)] tells us that B 1 is a Hilbert B 0 -bimodule with left and right actions given by multiplication and inner product ξ, η B 0 = ξ * η for each ξ, η ∈ B 1 . In fact, since B 1 B * 1 ⊆ B 0 , B 1 also has a left B 0 -valued inner product given by B 0 ξ, η = ξη * for each ξ, η ∈ B 1 , which gives B 1 the structure of a left Hilbert B 0 -bimodule. It is straightforward to see that the two inner products satisfy the imprimitivity condition
1 , then both of these inner products are full, and B 1 is a B 0 -B 0 imprimitivity bimodule (see [24, Definition 3.1] ). If the action α is semi-saturated in the sense that B is generated as a C * -algebra by the fixed point algebra B 0 and the first spectral subspace B 1 (see [10, Definition 4.1]), then [1, Theorem 3.1] says that B can be realised as the generalised crossed product B 0 B 1 Z. Proposition 3.7 of [14] tells us that B 0 B 1 Z is canonically isomorphic to O B 1 , and so we conclude that any C * -algebra with a semi-saturated circle action may be realised as the Cuntz-Pimsner algebra of a Hilbert bimodule whose coefficient algebra is equal to the fixed point algebra of the action. Now suppose that Λ is some locally-convex finitely aligned k-graph and resume the notation of Section 4. Let γ Λ i : T → Aut(C * (Λ)) denote the restriction of the gauge action γ Λ : T k → Aut(C * (Λ)) to the ith coordinate of T k . The nth spectral subspace for γ
16 tells us that φ(C * (Λ i )) and X generate C * (Λ), and so we see immediately that γ Λ i is a semi-saturated action. Consequently, the discussion in the previous paragraph shows that C * (Λ) can be realised as the Cuntz-Pimsner algebra of the Hilbert C * (Λ) 0 -bimodule C * (Λ) 1 . We now explain how this decomposition of C * (Λ) as a Cuntz-Pimsner algebra relates to that given by Theorem 4.16.
The first point to note is that whilst φ(C * (Λ i )) and X are always subsets of C * (Λ) 0 and C * (Λ) 1 respectively, these containments are usually strict. Thus, the descriptions of C * (Λ) given by [1, Theorem 3.1] and Theorem 4.16 are not the same. For example consider the 1-graph Σ consisting of a single vertex and n ≥ 2 loops {e 1 , . . . , e n }. Then C * (Σ) is the Cuntz algebra O n , and removing all the edges from Σ leaves the graph Σ 1 consisting of just one vertex. Hence, φ(C * (Σ 1 )) ∼ = C, whilst we see that s
) for each i ∈ {1, . . . , n} (in fact C * (Σ) 0 is the UHF algebra M n ∞ ). In general, the bimodules X and C * (Λ) 1 (and their respective coefficient algebras C * (Λ i ) and C * (Λ) 0 ) are related by Pimsner's process of extending the scalars (see [21, Section 2] and [2, Section 3.1] for the details): the map
extends by linearity and continuity to an Hilbert C * (Λ) 0 -bimodule isomorphism from
Another key difference between our procedure for realising C * (Λ) as a Cuntz-Pimsner algebra and that of [1] is the existence of a left inner product satisfying the imprimitivity condition. Since C * (Λ) 1 C * (Λ) 1 * ⊆ C * (Λ) 0 , the spectral subspace C * (Λ) 1 carries a left C * (Λ) 0 -valued inner product given by C * (Λ) 0 ξ, η = ξη * , and the left and right inner products on C * (Λ) 1 satisfy (5.1). On the other hand, it is not true in general that XX * ⊆ φ(C * (Λ i )). For example, if we return to the 1-graph Σ discussed above, then s
). It would be interesting to see what the condition XX * ⊆ φ(C * (Λ i )) implies about the structure of the graph Λ: as the next result shows, this condition determines precisely when X also has the structure of a left Hilbert C * (Λ i )-bimodule and the two inner products satisfy the imprimitivity condition. Proof. It follows from [15, Proposition 5.18 ] that X has left C * (Λ i )-valued inner product with the required properties if and only if K C * (Λ i ) (X) ⊆ ψ(J X ). By [21, Lemma 3.2(3)], the * -homomorphism (ι, φ) (1) : K C * (Λ i ) (X) → XX * , which sends Θ x,y to ι(x)ι(y) * = xy * for each x, y ∈ X, is an isomorphism. By Theorem 4.16, the Toeplitz representation (ι, φ) is Cuntz-Pimsner covariant, and so (ι, φ) (1) • ψ and φ agree on J X . Thus, X has a left C * (Λ i )-valued inner product with the required properties if and only if XX * ⊆ φ(J X ). Consequently, to prove the result it remains to show that XX * ⊆ φ(C * (Λ i )) implies XX * ⊆ φ(J X ). Suppose XX * ⊆ φ(C * (Λ i )). Since XX * = span{s , and so a ∈ ψ −1 (K C * (Λ i ) (X)). Thus, it remains to show that a ∈ ker(ψ) ⊥ .
By Proposition 4.10, ker(ψ) is generated as an ideal of C * (Λ i ) by the collection of vertex projections {s As s(ν) = s(η), the factorisation property implies that vΛ e i = ∅, which is impossible. Hence, a ∈ ker(ψ) ⊥ , and we conclude that a ∈ J X . Thus, s Λ λ s Λ µ * = φ(a) ∈ φ(J X ) as required.
Finally, we note that even when XX * is not contained in φ(C * (Λ i )), X can still have the structure of a left C * (Λ i )-bimodule, provided we do not require that the two inner products satisfy the imprimitivity condition. If E is a directed graph, then, as shown in [26, Proposition 3.8] , the graph correspondence X(E) has a left C 0 (E 0 )-valued inner product given by C 0 (E 0 ) f, g (v) = e∈r −1 (v) f (e)g(e) for f, g ∈ C c (E 1 ), v ∈ Λ 0 , which gives X(E) the structure of a left Hilbert C 0 (E 0 )-bimodule. It is straightforward to see that the left and right C 0 (E 0 )-valued inner products on X(E) do not satisfy the imprimitivity condition (as predicted by Proposition 5.1): if e, f ∈ E 1 are distinct edges with common range, then C 0 (E 0 ) δ e , δ e · δ f = δ r(e) · δ f = δ f = 0 = δ e,f δ e · δ s(e) = δ e · δ e , δ f C 0 (E 0 ) . However, the left and right inner products on X(E) are compatible in the sense that the right action of C 0 (E 0 ) is adjointable with respect to the left inner product and the left action of C 0 (E 0 ) is adjointable with respect to the right inner product. As shown in [4, Remark 1.9], this compatibility condition is automatic if the two inner products satisfy the imprimitivity condition. Thus, the graph correspondence X(E) is a bi-Hilbertian C * (Λ i )-bimodule in the sense of [25, Definition 2.1]. Unfortunately, we have so far been unable to determine whether an analogous left inner product exists for the bimodule X associated to graphs of rank 2 or more. This is certainly an issue worth exploring further: if X has the structure of a bi-Hilbertian C * (Λ i )-bimodule, then the results of [2, 27, 25, 26 ] could be applied to higher-rank graph algebras. In this appendix we show that to get a generating set for I, we need only consider those finite exhaustive sets in the collection B I consisting of edges. We make use of this refinement of [30, Theorem 4.6] in our proof of Lemma 4.13.
To this end, we prove in the next result that if
and F ∈ B I , then ∆(s Σ ) F belongs to the ideal of C * (Σ) generated by the collection of projections {∆(s Σ ) E : E ∈B I }. Our proof uses the same techniques as deployed in [23, Appendix C] to show that a Toeplitz-Cuntz-Krieger Σ-family {q λ : λ ∈ Σ} satisfies relation (CK) if and only if ∆(q) E = 0 for each E ∈ FE(Σ) with E ⊆ k j=1 Σ e j .
Proposition A.1. Let Σ be a finitely aligned k-graph. Suppose I is a gauge-invariant ideal of C * (Σ). Let J denote the ideal of C * (Σ) generated by the projections {∆(s Σ ) E : E ∈B I }. Then E ∈ B I =⇒ ∆(s Σ ) E ∈ J.
(A.1)
Proof. We will prove the result using induction on L(E) := k j=1 max{d(λ) j : λ ∈ E}. If E ∈ B I and L(E) = 1, then E ⊆ Σ e j for some j ∈ {1, . . . , k}, and so E ∈B I . Thus, ∆(s Σ ) E ∈ J as required. Now let n ≥ 1 and suppose that (A.1) holds whenever L(E) ≤ n. Fix F ∈ B I with L(F ) = n + 1. Define
Since F ∈ FE(Σ \ ΣH I ), [23, Lemma C.6] tells us that I(F ) ∈ FE(Σ \ ΣH I ). Moreover, since ∆(s Σ ) F ∈ I, and each element of F extends an element of I(F ), we see that
Thus, I(F ) ∈B I . For each µ ∈ I(F ), we also define Ext Σ\ΣH I (µ; F ) := λ∈F {α ∈ s(µ)(Σ \ ΣH I ) : µα ∈ MCE(µ, λ)}.
We claim that ∆(s Σ ) Ext Σ\ΣH I (µ;F ) ∈ J. (A.2)
If s(µ) ∈ Ext Σ\ΣH I (µ; F ), then ∆(s Σ ) Ext Σ\ΣH I (µ;F ) = 0 which is certainly in J, so we may as well suppose that s(µ) ∈ Ext Σ\ΣH I (µ; F ). Since F ∈ FE(Σ \ ΣH I ), it follows from [23, Lemma C.5] that Ext Σ\ΣH I (µ; F ) ∈ s(µ)FE(Σ \ ΣH I ). Since ∆(s Σ ) F ∈ I, we can use [30, Lemma 3.7] Observe that if µ ∈ I(F ) and λ ∈ Ext Σ\ΣH I (µ; F ), then there exists ν ∈ F such that µλ ∈ MCE(µ, ν), and so s Combining the last two calculations, we see that
Taking the product as µ ranges over I(F ) and recalling that ∆(s Σ ) Ext Σ\ΣH I (µ;F ) ∈ J and Remark A.2. The results of [30] in fact deal with the more general situation of twisted relative Cuntz-Krieger algebras associated to higher-rank graphs. In this more general setting the analogous version of Proposition A.1 still holds using exactly the same argument: all our calculations take place in the diagonal subalgebra (which is the same regardless of the twist) and do not make use of relation (CK).
