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Abstract: We investigate dual formulae 0, f which result from a variation of an interpolatory technique used by 
Markoff to generate Gaussian quadrature formulae Q,f. Dual formulae e,f with n nodes prove to have degree of 
precision greater than or equal to 2n - 2 and thus include Gaussian quadrature. Discussing the position of the 
nodes of dual formulae we give a complete characterisation of a system of polynomials which are orthogonal with 
respect to a sign-changing weight function. Further we demonstrate some interesting properties of Gaussian 
quadrature in comparison with dual formulae. 
1. Introduction 
This paper is concerned with dual quadrature formulae (cf. [2,3,6,9]). These lead to the 
delicate problem of finding orthogonal polynomials for special weight functions which do not 
preserve the sign throughout the interval [a, b] of integration. Nevertheless the polynomials 
have all roots distinct, real and in (a, b) as do the classical orthogonal polynomials with 
respect to sign-preserving weight functions. One should realize that this is-in a simplified 
version-the situation of Kronrod- and Patterson-extensions of Gaussian quadratull for- 
mulae, which are in common use in quadrature routines. The theory of these extended 
quadrature formulae is far from being explored, and so this paper contributes to close this 
gap. 
Markoff [5] gave an elegant characterisation of Gaussian quadrature formulae by construct- 
ing them via Hermite interpolation. Let 
Hn(fY x> z z$I [vi(x>f(xi) + Pi(x>f’(xi)l 
be the Hermitian interpolating polynomial of degree 2n - 1 satisfying 
HY)( f, Xi) = f”‘(Xi) ) i=l(l)n, j=O,l. 
(1) 
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Then the formula 
Q,f= Iab IVx)K(.L x) dx = ,$ [Aif(xi) + W’W 
is the unique Gaussian formula of degree 2n - 1 iff Bi = 0, i = l(l)n. The system Bi = 0 
establishes an orthogonality relation for the nodal polynomial 
of QJ, i.e. pnIP,_r ’ with respect to W(x). (We assume that W(X) is a nonnegative, 
integrable weight function.) The resulting nodes xi are known to be real, simple and in (a, b). 
A variation of Markoff’s idea leads to the so called dual quadrature formulae Q,f (see [2,6]): 
Approximate the integrand f(x) by dH,(F, x)/d x now applied to the integral function F(x) of 
f(x) defined by 
F(x) = [ f(t) dt . 
We thus have that 
f = HL(F, x) with F’(x) = f(x) . 
Definition. The quadrature formula 
&, f ~ ~b W(X)H~(F, X) dX = ~~ [Ai f(Xi) ’ BiF(xi)] 
is called a dual quadrature formula iff the nodes X;. are chosen such that 
(2) 
(3) 
&=O, i = l(l)n . (4) 
In [3] it is mentioned that the dual quadrature formulae are identical with some other classes 
of quadrature formulae; as the proof of this fact did not match the topic of [3], it is presented 
in the following theorem. 
Remarks. (1) In order to separate dual formulae 0, f from Gaussian formulae Q, f we always 
mark the dual one-as well as its nodes Xi and weights A,-by a bar. 
(2) Taking into account that H,( f, x) = f(x) identically for all f E P2n_1 we see that the 
approximation (2) is exact for all polynomials of degree 2n - 2. This property is carried over 
to the dual formula (3): 
a,~+-= lb w(x)+) dx Vf E b-2 . (5) 
This property (5) exhibits that dual formulae are not uniquely determined by (4) because 
there are only 2n - 1 conditions emerging from (5) in order to calculate the 2n parameters Xi, 
Ai, i = l(l)n, which characterise a, f. 
’ P, in the space of polynomials of degree less than or equal to n. 
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Indeed we shall show that every formula of degree ~2n - 2 is a dual formula, including the 
unique Gaussian formula Q, f of degree 2n - 1. To this end we investigate Gaussian formulae 
in the context of their dual formulae, and we obtain some interesting new properties of 
Gaussian formulae (see Section 3). Further we discuss the position of the nodes Xi of the dual 
formulae e,f. We thus obtain some new results on systems of polynomials orthogonal with 
respect to a sign-changing weight function. 
2. Dual quadrature-xistence and properties 
As we have already seen the dual n-point quadrature formulae a,f establish a one- 
parameter-family of quadratures with degree 2n - 2. In order to characterise a certain 
formula of this family the parameter has to be specified. There are several possibilities to do 
this (see e.g. [9]). However, in view of applicability an obvious choice is to prescribe one of 
the nodes, say z = X1 (or alternatively one of the weights A,). Thus we arrive at Gaussian 
quadratures with one preassigned node. 
Theorem 1. An n point quadrature formula of degree 2n - 2 is a dual quadrature formula, and 
vice versa. 
Proof. The system Bi = 0, i = l(l)n, explicitly yields 
I 
ab W(x)v;(x) dx = 0 , i = l(l)n , (6) 
where V;(X) E P’2n_2. Because of the interpolating properties of H,( f, x) we see that v:(x) has 
the n simple roots Xi, j = l(l)n. Hence 
with si n_Z E P,_,. Thus (6) is equivalent with 
I 
b W(x)(x - z).Q_~(x) fi (x - xi) dx = 0, i = 2(l)n , (7) a j=2 
where z = X1 is considered as a preassigned node. (7) is an orthogonality condition for the 
nodal polynomial 
4?l-l(‘) E ,G Cx - 'j> 
of the remaining nodes of (z, f, which says that q,_,(x) is orthogonal to P’,_, with respect to 
the weight function 
IV(x) = W(x)(x - z) . 
Following a well known theorem (see e.g. [4]) (7) is-together with the fact that 0, f is 
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interpolatory-a necessary and sufficient condition for Q, f to be a formula of degree 2n - 2, 
possessing the prescribed node z = X1, and the free nodes xi, j = 2( 1)n. 0 
By virtue of the preceding theorem the existence of dual quadrature formulae is governed 
by the question whether or not there exist orthogonal polynomials q,_1(x) with respect to the 
weight function I@(X). As I@(X) has a simple zero in (a, b) if z E (a, b) the classical theory of 
orthogonal polynomials is not applicable. Nevertheless concerning existence we have (see [4]). 
Theorem 2. Let { pi}~+, p,(x) = x2 + ~,_~x’-’ + - * * be the unique system of orthogonal polyno- 
mials with respect o W(x) 3 0. 
(i) For each n E N there is a unique polynomial q,_1 E pn_l, qn_l = xn-’ + bn_2xnp2 + * * *, 
which is orthogonal to P,_, with respect o w(x) = W(x)(x - z) if and only if 
Pn-I(WO. 
(ii) If q,pl(x) exists then its representation is 
4,-1(x) = l P&)P,-1(x) - P,-l(z)P,(x) 
PAZ) z-x 
Remarks. (1) Theorem 2 assures the existence of infinitely many dual quadrature formulae 
Q,, f for every n E N, their nodes are the zeros of 
t,(x) = (x - z)q,-1(x) * 
The only exclusion: None of the zeros of P,_~(x) is a node of Q, f. 
(2) If z is one of the nodes of the Gaussian quadrature Q, f, i.e. 
p,(z) = 0 and P,-~(z) Z 0 
we have from (8) that identically 
t,(x) = P,(X) f 
Hence Gaussian quadrature is a dual quadrature, too, namely the only one of degree 2n - 1. 
We shall show later that the Gaussian formula Q, f has further interesting properties if 
compared with the other dual formulae of degree 2n - 2. 
(3) Also another well known quadrature formula is included by Theorem 2, namely the 
Radau formula for z = a or z = b (which implies p,_,(z) # 0). In this case I&‘(x) has constant 
sign in (a, b) and the classical theory of orthogonal polynomials applies. 
(4) The polynomials t,(x) were considered by Riesz [8]. Riesz showed that t,(x) has n real, 
simple zeros, and that at least n - 1 of them are in (a, b). Bezikovii: [l] gave necessary and 
sufficient conditions for all zeros to lie in [a, b], but he considered only those quadratures with 
a preassigned node outside (a, b). 
The subject of the subsequent investigations is to characterise-in dependence of the 
prescribed node z-the position of the zeros of qn_* (x) relative to the interval (a, b), and to 
the zeros of p,(x) and P,~~(x), respectively. The most interesting case is z E (a, b) for which 
we present a detailed analysis. 
The formulation of the following Theorem 3 seems to be a bit complicated, however, this is 
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typical for our problem. A set of Lemmata to prepare the theorem could give a formally more 
elegant but surely a less readable version. 
Let x4, xi”, i = l( 1)n - 1, be the zeros of the polynomials qEP1, q,b_l which are orthogonal 
with respect to 
W(x)(x - a) and W(x)(x - b) , 
respectively. The zeros of pk(x) are denoted by x~,~, i = l(l)k. Assume that the zeros are 
arranged by magnitude 
‘l,k < X2,k < . ’ * < ‘k,k * 
Using this notation we have 
Theorem 3. The position of the zeros xi, j = 2( l)n of q,_ , (x) I P,-, with respect to P(X) = 
W(x)(x - 2) is determined us follows: 
(i) Let z E (-a, a], then 
Xi E (Xj-l,n_],xq_l] ) j=2(1)n ' 
(ii) Let z E (a, xI,J, then 
'j E(xq-,7 xj,,l 7 
j = 2(l)n . 
(iii) Let z E (x~_~,~, x!_,], then 
xj E Cxj,n> xF] > i = 2(l)n - 1 and x, E (x,,,, b] . 
(iv) Let z E(x~-,,x~-~,~-~), then 
ijE(xF?xj,,-,) > i=2(l)n-1 and x,E(b,m). 
(v) Let z E (xj-l,n-l, x9_,], then 
X1 E (-co, a] and ij E (xj,,_*, x;] , j = 2(l)n - 1 . 
Remark. Figure 1 illustrates how the position of the zeros fj of qn_l changes as the node z is 
moving inside the interval (a, b). Here W(x) = 1, IZ = 3 and [a, b] = [-1, 11. 
If z = a, x4 and x; are the zeros of q,_,(x). Moving z to the first zero of p, implies that the 
further zeros x~,~ and x3+ are the zeros of qnPI as well. This corresponds to Gaussian 
quadrature. 
If z = xt we have that xi and b are the zeros of qnPI and by moving further right towards 
x1 n the greatest zero of qn_l is urged to leave the interval (a, b), and it tends even to ~0 if z 
tends to x1 n_l from left. Hence the geometrical meaning of the condition pn_l (z) # 0 is that 
otherwise qn_l would have degree it - 2 because one of its zeros fades away to ~0. 
If z moves right from x1 n_ 1 this zero reappears from --co and reaches the lower limit a if 
z = ~4. The other distributions of the zeros of qn_l (x) are copies of that just described. 
We obtain them by interchanging the part of the prescribed zero, and one of the free nodes. 
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Remark. In [lo] a similar problem is treated. However, there the zeros of q,_,(x) are only 
related to those of P,_~(x) and p,(x), not to those of q:_,(x) and q:_,(x), and not in 
dependence of a prescribed node. So Theorem 3 is much more precise in details, and it is 
nearer to practical applications since a parameter used in [lo] cannot be considered to have 
any practical importance. 
Proof of Theorem 3. The proof of the total five statements of the theorem is very tedious and 
needs repeatedly similar considerations, however, a more elegant and ingenious proof is not 
yet known. 
Hence we restrict to one of the five statements: We prove that 
if z E (X1+, xf) then X, E (x,,,, b) . 
Mainly we use (8) for some different choices of z and x: 
P,-,(4(x - 4%1(x) =P,-l(z)P,(4 - P,(Z)P,-l(X) . (9) 
We evaluate (9) for x = x,,, and x = b, respectively, and multiply both equations to obtain 
P:-&)(%,” - z)@ - 4%-,(%,,)CL1(~) 
= -P,(z)p,-,(x,,,)[p,-,(z)p,(b) - Pnmn-I@)l . (10) 
This is because of pn(xn+) = 0. As the leading coefficient of p,(x) is 1 we have for x > x1,- that 
p,(x) > 0 for even IZ and p,(x) < 0 for odd y1 .
Hence, because of x~,~ < z < xi < x~,~, we obtain that 
p,(z) < 0 for even II and p,(z) > 0 for odd n . (11) 
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any case that x,,, x~_~,~_~) we that 
Pn-1(%J (12) 
In a second step we replace z by b in (9) and obtain for the corresponding polynomial 
L(x): 
P,-,(b)(x - 0L-1(x) = P,-,(0,(x) - P,(b)P,&) . (13) 
As q:_,(x) has leading coefficient one (from Theorem 2) we have that 
q:_,(z) <O for even y1 and qi_I(z) > 0 for odd IZ , 
because z < x:. We take into account that z - b < 0 and p,_,(b) > 0, and if we replace x by 
the = E (~i,~, _x;) in (13’) we finally obtain the equation 
Collecting the arguments we have from (ll), (12), and (14) that both sides of equation (10) 
are negative for odd as well as for even ~1. Hence 
(%7,, - z)(b - 2) > 0 
implies that 
s,-,(%,,)L*(b) < 0 * 
This assures the existence of a zero of q,_ 1(x) in (x,,, , b). By quite similar arguments we 
prove that there is only one zero in this interval. Cl 
We finally note that the weights A i of Q,, f are positive independently of the position of the 
zeros. Together with the fact that degree( Q,f) 2 2n - 2 this implies that the quadrature 
procedure Q, f converges to the integral for every f E C[a, b] if n tends to infinity. This is a 
simple consequence of the Banach-Steinhaus theorem. 
In the last section we show that in more than one view the Gaussian quadrature formula 
Q, f is an outstanding member of the family of its dual quadratures Q, f. 
3. Gaussian quadratures as dual quadratures 
The Gaussian quadrature formula Q, f is the only dual formula Q, f of degree 2n - 1. In 
addition Q, f has. the following properties (for details cf. [3]): 
Denote by 
and by 
d, = ,$a~,, ]ij - Fk] the diameter 
of the quadrature formula Q, f. 
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Let W(x) be symmetric, i.e. W(x) = FV(a + b -x). Then 
(1) min {X,. , “,l 
Vi = vi = Vi(x,, . . . ) XJ ) 
i.e., the Gaussian formula Q,f minimizes vi among all dual formulae Q, f. 
(2) min (X,, ,X,) d,=d,=d,(x 1,‘. .,x,), 
i.e., Q,f minimizes d, among all formulae Q,f. 
The numerical importance of these properties is demonstrated in [3]. The symmetric 
Gaussian formulae Q, f are not only marked out by these two minimality properties in the set 
of dual quadrature formulae Q, f but also by the following property. 
Theorem 4. If W(x) = W(a + b - x) is a symmetric weight function, then the only symmetric 
dual formula &, f whose nodes satisfy 
Xi = a + b - ,i?,,I_i+l , i=l(l)n, (15) 
is the Gaussian formula Q, f. 
Proof. Without loss of generality we assume that [a, b] = [-1, 11. 
(i) Let Q, f be the Gaussian formula Q, f. Then it is known from the theory of orthogonal 
polynomials that (15) is valid. 
(ii) On th e o th er hand let (15) be valid for Qn f. As Q, f has degree 2n - 2 then in any case 
the only fact that remains to be proven is 
I 
1 
e 2-l 2 = _, w>x 2n-1 dx = 0. 
A sufficient condition for this to be true is that 
Aj = A,_i+, , i = l(l)[&n] . 
We show that this is true indeed. 
By definition we have (see (l), (3)), that 
Ai’ 
I 
I 
-1 
W(x)p:(x) dx , i = l(l)n , 
where pi(x) = (x - Xi)hf(x), and 
_ 
hi(X) = fi Z-Z! . 
j=1 X; - Xj 
j#i 
Assume first that n = 2m is even. Then by (15) we obtain for the cardinal polynomials A,(x) 
the representations 
AX4 = 
(x + x;)2 n’2 x2 n( 
-pq 2 
4xT ) 
I 
j=l 2; -2; ’ 
Iii 
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and 
77 
We separate the even part 
and thus we have that 
and 
&(X) = (x + Xi)(X2 - x;)gi(x) ) 
~u,_i+l(x) = (x - xi)(x2 - xF)gi(x) ’ 
Finally 
I 
1 
Ai - A,_,+1 = 2xi _1 VV(x)[(x2 - X;)gi(x)]’ dx = 0, i = l(l)$z , 
since the integrand is an odd function. 
The case 12 = 2m - 1, i # m, is treated analogously while for i = m there is nothing further 
left to be proved since X, = 0, and hence A, does not contribute to Q,,x~~- I. 
This completes the proof. q 
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