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Abstract
The integration of surface normals for the purpose of computing the
shape of a surface in 3D space is a classic problem in computer vision.
However, even nowadays it is still a challenging task to devise a method
that combines the flexibility to work on non-trivial computational domains
with high accuracy, robustness and computational efficiency.
By uniting a classic approach for surface normal integration with mod-
ern computational techniques we construct a solver that fulfils these re-
quirements. Building upon the Poisson integration model we propose to
use an iterative Krylov subspace solver as a core step in tackling the task.
While such a method can be very efficient, it may only show its full po-
tential when combined with a suitable numerical preconditioning and a
problem-specific initialisation.
We perform a thorough numerical study in order to identify an appro-
priate preconditioner for our purpose. To address the issue of a suitable
initialisation we propose to compute this initial state via a recently devel-
oped fast marching integrator. Detailed numerical experiments illuminate
the benefits of this novel combination. In addition, we show on real-world
photometric stereo datasets that the developed numerical framework is
flexible enough to tackle modern computer vision applications.
1 Introduction
The integration of surface normals is a fundamental task in computer vision.
Classic examples for processes where this technique is often applied are image
edition [36], shape from shading as analysed by Horn [22] and photometric
stereo (PS), see the pioneering work of Woodham [50]. Regarding PS, some
modern applications include facial recognition [53], industrial product quality
control [44], object preservation in digital heritage [12], or new utilities for
potential use in the area of the video (game) industry or robotics [16], among
many others.
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In this paper we illustrate surface normal integration at hand of the PS
problem which serves as a role model for potential applications. The task of
PS is to compute the 3D surface of an object from multiple images of the same
scene under different illumination conditions. The standard method of PS is
divided into two stages. In a first step the depth of an unknown surface in
3D space is computed in terms of a field of surface normals, or equivalently, a
corresponding gradient field. In a subsequent step this needs to be integrated
in order to obtain the depth of the surface.
To handle the integration step, many different approaches and methods have
been developed during the last decades. However, despite all these developments
there is still the need for approaches that combine a high accuracy of the recon-
struction with robustness against noise and outliers and a reasonable compu-
tational efficiency for working with high-resolution cameras and corresponding
imagery.
Computational Issues Let us briefly elaborate on the demands on an ideal
integrator. As discussed e.g. in [17] a practical issue is the robustness with re-
spect to noise and outliers. Since computer vision processes such as PS rely on
simplified assumptions that often do not capture realistic illumination and sur-
face reflectance, such artefacts may often arise when estimating surface normals
at hand of real-world input images. Therefore, the determined depth gradient
field is not noise-free and it may also contain outliers. This may have a strong
influence on the integration process.
Secondly, objects of interest for 3D reconstruction are typically in the centre
of a photographed scene. Therefore, they are only displayed on some part of an
input image. The sharp gradient usually representing the transition from fore-
ground to background is a difficult feature for most surface normal integrators
and generally influences the shape estimation of the object of interest. Because
of this it is desirable to consider only image segments that represent the object
of interest and not the background. Although similar difficulties (sharp gra-
dients) also arise for discontinuous surfaces that may appear at self-occlusions
of an object [10], we do not tackle this issue in the present article. Instead,
we neglect self-occlusions and focus on reconstructing a smooth surface on the
possibly non-rectangular subset of the image domain representing the object of
interest. Related to this point, another important aspect is the computational
time and cost saving that can be achieved by the simultaneous decreasing of the
number of elements of the computational domain. With respect to reconstruc-
tion quality and efficiency, an ideal solver for surface normal integration should
thus work on non-rectangular domains.
Finally, to capture as much detail as possible of a 3D reconstruction, camera
technology evolves and the resolution of images tends to increase continually.
This means, the integrator has to work accurately and fast for various sizes of
input images, including large images at least of size 1000× 1000 pixels. Conse-
quently, the computational efficiency of a solver is a key requirement for many
possible modern and future applications.
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To summarise, one can identify the desirable properties of robustness with
respect to noise and outliers, ability to work on non-rectangular domains and
the efficiency of the method meaning that one aims for an accurate solution
using reasonable computational resources (such as time and memory).
Related Work In order to solve the problem of surface normal integration
many methods have been developed during the last decades that take into ac-
count the abovementioned issues in individual aspects.
According to Klette and Schlu¨ns [27], the integration methods can be clas-
sified in two categories, local and global integration methods.
The most basic local method, also referred to as direct line-integration
scheme [8, 39, 51], is based on the line integral technique and the fact that
a closed path on a continuous surface should be zero. These methods are in
general quite fast, however as by their local nature, the solution of the re-
construction depends on the integration path. Another more recent local ap-
proach is based on an eikonal-type equation for normal integration, which can
be solved by applying the computationally quite efficient fast marching (FM)
method [3, 14, 21]. However, a common disadvantage of all the local approaches
is the sensitivity with regard to noise and discontinuities which eventually leads
to error accumulation in the reconstruction.
In order to minimise error accumulation it is preferable to adopt a global
approach based on the calculus of variations. Horn and Brooks [22] proposed
the classic and most natural variational method for the intended task by casting
the corresponding functional in a format that results in a least-squares approxi-
mation. The necessary optimality condition represented by the Euler-Lagrange
equation of the classic functional is given by the Poisson equation which is an el-
liptic partial differential equation (PDE). This approach to the surface normal
integration problem is often called Poisson integration. The arising practical
task amounts to solve the linear system of equations that corresponds to the
discretised Poisson equation.
Direct methods for solving the latter system, as for instance Cholesky factori-
sation, can be fast, however this type of solvers may use substantial memory and
appears to be rather impractical for images larger than 1000× 1000. Moreover,
if based on matrix factorisation the factorisation itself is relatively expensive
to compute. Generally, direct methods offer an extremely high accuracy of the
result but one must pay computationally a price for that. In contrast, iterative
methods are naturally not tweaked for extremely high accuracy but are very fast
in computing approximate solutions. They require less memory space and are
thus inherently more attractive candidates for this application, however, they
involve some non-trivial aspects (upon which we elaborate) which makes a tool
that is not straightforward to use.
An alternative approach to solve the least-squares functional has been intro-
duced by Frankot and Chellappa [13]. The main idea is to transform the problem
to the frequency domain where a solution can be computed very fast in linear
time through the Fast Fourier Transform (FFT), if periodic boundary condi-
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tions are assumed. The latter unfavourable condition can be resolved with the
use of the Discrete Cosine Transform (DCT) as shown by Simchony et al. [43].
However, these methods remain limited to rectangular domains. To apply these
methods on non-rectangular domains require introducing a zero-padding in the
gradient field which may lead to an unnecessary bias in the solution. Some
conceptually related basis function approaches include the use of wavelets [48]
and shapelets [28]. The method of Frankot and Chelappa was enhanced by Wei
and Klette [49] to improve the accuracy and robustness against noise. Another
approach is proposed by Karacali and Snyder [24] who make use of an additional
adaptive smoothing for noise reduction.
Among all the mentioned global techniques variational methods offer a high
robustness with respect to noise and outliers. Therefore, many extensions have
been developed in modern works [1, 2, 9, 10, 18, 37, 38]. Agrawal et al. [1] use
anisotropic instead of isotropic weights for the gradients during the integration.
The paper [10] shows a numerical study of several functionals, in particular non-
quadratic and non-convex regularisations. To reduce the influence of outliers the
L1 norm has also become an important regularisation instrument, see [9, 38].
In [2] the extension to Lp minimisation with 0 < p < 1 is presented. Two
other recent works are [37] where the use of alternative optimisation schemes is
explored and [18] where the proposed formulation leads to the task of solving a
Sylvester equation. Nevertheless, the mentioned methods have some drawbacks.
By the application of additional regularisations as e.g. in [1, 2, 9, 10, 37, 38]
the reconstruction of the depth is quite time-consuming and the correct setting
of parameters is more difficult, whereas the approach of Harker and O’Leary
in [18] is only efficient for rectangular domains Ω.
As a conclusion of the achievements of previous works, the problem of surface
normal integration on non-rectangular domains is not perfectly solved by now.
The main challenge is still to find a balance between the quality and the com-
putational time to generate the result. Thereby, one should take into account
that for achieving a high quality in 3D object reconstruction the resolution of
images tends to increase continually and thus the computational efficiency is
surely a key requirement for many potential current and future applications.
Our Contributions To bring the aspects of quality, robustness and compu-
tational efficiency into balance, we go back to the powerful classic approach of
Horn and Brooks as the variational framework has the benefit of high model-
ing flexibility. In detail, our contributions when extending this classic path of
research are:
(i) Building upon a recent conference paper where we compared several
Krylov subspace methods for surface normal integration [5], we investigate the
use of the preconditioned conjugate gradient (PCG) method for performing
Poisson integration over non-trivial computational domains. While such meth-
ods constitute advanced yet standard methods in numerical computing [31, 40],
they still do not belong to the standard tools in image processing, computer
vision and graphics. To be more precise, we propose to employ the conjugate
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gradient (CG) scheme as the iterative solver and we explore modern variations
of the incomplete Cholesky (IC) decomposition for preconditioning. The thor-
ough numerical investigation performed here represents a significant extension
of our conference paper.
(ii) For computing a good initialisation for the PCG solver we propose to
employ a recent FM integrator [14] already mentioned above. The main advan-
tages of the FM integrator are its flexibility for use with non-trivial domains
coupled with a low computational complexity. While we proposed this means
of initialisation already in the work [5] which we extend here, let us note that
due to our other numerical extensions the conclusion we can draw in this paper
is a much sharper one.
(iii) We prove experimentally that our resulting, combined novel method
unites the advantages of flexibility and robustness of variational methods with
low computational times and low memory requirements. (iv) We propose a
simple yet effective modification of gradient fields containing severe outliers for
use with Poisson integration methods.
Let us note that the abovementioned building blocks of our method rep-
resent a pragmatic choice among the current tools in numerical computing.
Moreover, as demonstrated by our new integration model that is specifically
designed for tackling data with outliers, our numerical proceeding is readily
adapted to possible new Poisson-based integration models. This together with
the well-engineered algorithm for our application, i.e. the FM initialisation and
fine-tuned algorithmic parameters, makes the method we propose a unique, ef-
ficient and flexible procedure.
2 Surface Normal Integration
The mathematical set-up of surface normal integration (SNI) can be described
as follows. We assume that for a domain Ω a normal field n := n(x, y) =
[n1(x, y), n2(x, y), n3(x, y)]
>
is given for each grid point (x, y) ∈ Ω. The task
is to recover a surface S, which can be represented as a depth map v(x, y)
over (x, y) ∈ Ω, such that n is the normal field of v. Assuming orthographic
projection1, a normal field n of a surface at (x, y, v(x, y)) ∈ R3 can be written
as
n(x, y) :=
[−vx,−vy, 1]>√‖∇v‖2 + 1 (1)
with vx :=
∂v
∂x , vy :=
∂v
∂y and ∇v := [vx, vy]>. Moreover, the components of n
are given by partial derivatives of v with
(vx, vy) =
(
−n1
n3
,−n2
n3
)
= (p, q) (2)
where we think of p and q as given data.
1The perspective integration problem can be formulated in a similar way, provided that
the change of variable v = log v is introduced [11].
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In this section, we present the building blocks of our new algorithm in two
steps, first the fast marching integrator and afterwards the iterative Poisson
solver relying on the conjugate gradient method supplemented by (modified)
incomplete Cholesky preconditioning. In the presentation of the Poisson in-
tegration we also demonstrate by a novel adaptation for handling data with
outliers the flexibility of the arising discrete computational model.
Let us note that the detailed description of the fast marching integrator can
be found in the conference papers [3, 14], and the presentation of the components
of the CG scheme can be found in literature on Krylov subspace solvers, see
e.g. [40]. We still recall here the algorithms in some detail because there are
important parameters that need to be set and some choices to make: since
the efficiency of integrators depends largely on such practical implementation
details, we think that our explanations generate an additional value beyond a
plain description of the methods.
While our discretisation of the Poisson equation is a standard one, we deal
with non-trivial boundary conditions in our application which necessitates a
thorough description of the latter. The construction of our non-standard numer-
ical boundary conditions, which is often overlooked in the literature, is another
technical contribution to the field.
2.1 The Fast Marching Integrator
We recall for the convenience of the reader some of the relevant developments
from [3, 14, 21]. In these works it has been shown that it is possible to tackle
the problem of surface normal integration via the following PDE-based model
in w = v + λf :
‖∇w‖ =
√
(p+ λfx)2 + (q + λfy)2 (3)
where λ > 0 and f : R→ R are user-defined. Let us note that the FM integrator
requires parameter λ to be tuned, yet is not a crucial choice as any large number
λ 0 will work [14].2
Using PDE (3) we do not compute the depth function v directly, but instead
we solve in a first step for w. Let us note that this intermediate step is necessary
for the successful application of the FM method, in order to avoid local minima
and ensure that any initial point can be considered [21].
It turns out that a natural candidate for f is the squared Euclidean distance
function with the minimum in the centre of the domain (x0, y0) = (0, 0), i.e.
f := f(x, y) = x2 + y2 (4)
Note that other choices for f are possible [3]. Then in (3) on the right hand
side, (p, q) are the given data and ∇f is known. As boundary condition we may
employ w(0, 0) = 0. After the computation of w we easily compute the sought
depth map v via v = w − λf .
2In our experiments, we used the value λ = 105.
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Numerical Upwinding A crucial point of the FM integrator is the correct
discretisation of the derivatives of f in (3). In order to obtain a stable method,
an upwind discretisation for the partial derivatives of f is required, reading as
fx :=
[
max
(fi,j − fi−1,j
∆x
,
fi,j − fi+1,j
∆x
, 0
)]2
(5)
and analogously for fy, where we make use of grid widths ∆x and ∆y.
Making use of the same discretisation for the components of ∇w, one obtains
a quadratic equation that needs to be solved for every pixel except at the initial
pixel (0, 0) where some depth value is prescribed.
Let us note that the initial point can be chosen in practice anywhere, i.e.
there is no restriction to (0, 0).
Non-convex Domains If the above method is used without modification
over non-convex domains, the FM integrator eventually fails to reconstruct the
solution. The reason is that the original, unmodified squared Euclidean distance
does not yield a meaningful distance from the starting point to pixels without
a connection by a direct line in the integration domain. In other words, the
unmodified scheme just works over convex domains.
To overcome the problem, a suitable distance which calculates the shortest
path from the starting point to every point on the computational domain is
necessary.
To this end, the use of a geodesic distance function d is advocated [14].
The proceeding is as follows, relying on similar ideas as used e.g. in [26] for
path planning. In a first step we solve an eikonal equation ‖∇d‖ = 1 over all
the points of the domain with d := 0 at the chosen start point. This can of
course be done again with the FM method. Then, in a second step we are able
to compute the depth map v. Therefore, we use equation (3) for w, with the
squared geodesic distance function d instead of f and using (5). Afterwards we
recover v via v = w − λd.
The Fast Marching Algorithm The idea of FM goes back to the works [19,
41, 46]. For a comprehensive introduction see e.g. [42]. The benefit of FM is its
relatively low complexity of O(n log n) where n is the number of points in the
computational domain.3
Let us briefly describe the FM strategy. The principle behind FM is that
information advances from smaller values w to larger values w, meeting thereby
each point of the computational domain just once. To this end, one may employ
three disjoint sets of nodes as discussed in detail in [6, 42]: (s1) accepted nodes,
(s2) trial nodes and (s3) far nodes. The values wi,j of set (s1) are considered
known and will not be changed. A member wi,j in set (s2) is always at a
neighbour of an accepted node. This is the set where the computation actually
takes place and the values of wi,j can still change. In set (s3) are the nodes wi,j
3When using the untidy priority queue structure [52] the complexity may even be lowered
to O(n).
7
where an approximate solution has not yet been computed as these are not in
a neighbourhood of a member of (s1).
The FM algorithm can then be described by the following procedure until
all nodes are accepted:
(a) Find the grid point A in (s2) with the smallest value and change it to
(s1).
(b) Place all neighbours of A into (s2) if they are not there already and com-
pute the arrival time for all of them, if they are not already in (s1).
(c) If the set (s2) is not empty, return to (a).
Let us finally note that for initialisation, one may take the node at (0, 0) which
bears the boundary condition of the PDE (3) and put it into set (s1).
An efficient implementation amounts to store the nodes in (s2) in a heap
data structure, so the smallest element in step (a) can be chosen as fast as
possible.
2.2 Poisson Integration
The first part of this section is dedicated to modeling. We first briefly review the
classic variational approach to the Poisson integration problem, cf. [11, 18, 22,
37, 43]. The handling of extremely noisy data eventually motivates modifications
with regard to the underlying energy functional (6), compare e.g. [37]. We
demonstrate by proposing a new model dealing with outliers that the Poisson
integration framework is flexible enough to deal with such modern models.
The second part is devoted to the numerics. We propose a dedicated, to
some part non-standard discretisation for our application.
Classic Poisson Integration (PI) Model In order to recover the surface
it is common to minimise the least squares error between the input and the
gradient field of v via minimising
J(v) =
∫∫
Ω
‖∇v − g‖2 dx dy
=
∫∫
Ω
(vx − p)2 + (vy − q)2 dx dy (6)
where we denote g = [p, q]
>
.
A minimiser v of (6) must satisfy the associated Euler-Lagrange equation
which is equivalent to the following Poisson equation
∆v = div(p, q) = px + qy (7)
that is usually complemented by (natural) Neumann boundary conditions
(∇v − g) · µ = 0, where the vector µ is normal to ∂Ω. In this case, the
uniqueness of the solution is guaranteed, apart from an additional constant.
Thus, one recovers the shape but not an account of absolute depth (as by FM
integration).
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A Modified PDE for Normal Fields with Outliers We will now demon-
strate exemplarily that the PI framework is flexible enough to allow to deal also
with gradient fields featuring strong outliers. To this end, we propose a simple,
yet effective way to modify the PI model in order to limit the influence of out-
liers. Other variations for different applications, e.g. self-occlusions [10, 37], are
of course also possible.
Let us briefly recall that the classic model (6) which leads to the Poisson
equation (7) is based on a simple least-squares approach. On locations (x, y)
corresponding to outliers, the values p(x, y) and q(x, y) are not reliable, and one
would prefer to limit the influence of these corrupted data.
Therefore, we modify the Poisson equation (7) by introducing a space-
dependent fidelity term ν := ν(x, y) via
∆v = ∇ ·
(
1
1 + ν
[p, q]
>
)
(8)
Let us note that a similar strategy, namely to introduce modeling improvements
in a PDE that is originally the Euler-Lagrange equation of an energy functional
instead of modifying the latter, is occasionally employed in computer vision, see
e.g. [54]. However, we do not tinker here with the core of PDE i.e. the Laplace
operator ∆, we merely install a preprocessing by modifying the right hand side
of the Poisson equation.
The key to an effective preprocessing is of course to consider the role of ν so
that it smoothes the surface only at locations where the input gradient is not
reliable. Thus, we have to seek a function ν(x, y) which would be close to zero
if the input gradient is reliable, and takes high values when it is not.
Let us remark that the integrability term
I(x, y) := py − qx = ∇ · [−q, p]> (9)
should vanish if the surface is C2-smooth. This argument was used in [37] to
suggest an integrability-based weighted least-squares functional able to recover
discontinuity jumps, which generally correspond to a high integrability absolute
value.
Since integrability not only indicates the location of discontinuities, but also
that of the outliers, we suggest to use this integrability term in the context of
finding a smooth surface explaining a corrupted gradient. For this purpose, we
introduce the following choice for our regularisation parameter:
ν(x, y) = exp
(I(x, y)2)− 1 (10)
which holds the desired properties (i) to vanish when integrability is low (reliable
gradients), and (ii) to take a high value when integrability is high (outliers).
Putting it altogether, our new model amounts to the resolution of the fol-
lowing equation:
∆v = ∇ ·

p︷ ︸︸ ︷
p
exp
{
(py − qx)2
} ,
q︷ ︸︸ ︷
q
exp
{
(py − qx)2
}

>
(11)
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which is another Poisson equation, where the right hand side can be computed
a priori from the input gradient.
Let us emphasise that all methods dedicated to SNI by resolution of such a
Poisson equation are straightforward to adapt: it is enough to replace (p, q) by
(p, q). The algorithmic complexity for all of such approaches remains exactly
the same. The practical validity of this simple new model and the benefit of
better numerics for it are demonstrated in Section 4.
In the main part of our paper, we will stick for simplicity of presentation to
the classic model (7) and come back to the proposed modification in Section 4.
Discretisation of the Poisson Equation A useful standard numerical ap-
proach to solve the Poisson PDE as in (7) or (11) makes use of finite differences.
Often div(p, q) and ∆v = vxx+vyy are approximated by central differences. For
simplicity we suppose that the grid size is ∆x = ∆y = 1 as is common practice
in image processing. Then, a suitable discrete version of the Laplacian is given
in stencil notation by
∆v(xi, yj) ≈
1
1 -4 1
1
· vi,j (12)
and for the divergence by
div(pi,j , qi,j) ≈ 1
2
-1 0 1 · pi,j + 1
2
1
0
-1
· qi,j (13)
with the measured gradient g = [p, q]
>
. Making use of (12) and (13) for the
discretisation of (7) leads to
−4vi,j+(vi+1,j + vi−1,j + vi,j+1 + vi,j−1) =
pi+1,j − pi−1,j + qi,j+1 − qi,j−1
2
(14)
which corresponds to a linear system Ax = b, where the vectors x and b are
obtained by stacking the unknown values vi,j and the given data, respectively.
The matrix A contains the coefficients arising by the discretisation of the Laplace
operator ∆.
We employ in all experiments here the above discretisation, as it is very
simple and still gives results of high quality. While other discretisations as e.g.
of higher order are of course possible [18], let us note that this implies that
one should change the parameter settings of the method as we propose it. One
would also have to adapt the dedicated numerical boundary conditions.
Non-standard Numerical Boundary Conditions At this point it should
be noted that the stencils in (12), (13) and the subsequent equation (14) are only
valid for inner points of the computational domain. Indeed, when pixel (i, j) is
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located near the border of Ω, some of the four neighbour values {vi+1,j , vi−1,j ,
vi,j+1, vi,j−1} in (14) refer to the depth outside Ω. The same holds for the data
values {pi+1,j , pi−1,j , qi,j+1, qi,j−1}: some of these values are unknown when
(i, j) is near the border. To handle this, a numerical boundary condition must
be invoked.
Using empirical Dirichlet (e.g., using discrete sine transform [43]) or homo-
geneous Neumann boundary conditions [1] may result in biased 3D reconstruc-
tions near the border. The so-called “natural” condition (∇v − g) · µ = 0 [22]
is preferred, because it is the only one which is justified.
Let us emphasise that it is not a trivial task to define suitable boundary
conditions for {pi+1,j , pi−1,j , qi,j+1, qi,j−1}. As we opt for a common strategy
for discretising values of p, q, v, we employ the following non-standard procedure
which has turned out to be preferable in experimental evaluations. Whenever
p, q, v values outside Ω are involved in (14), we discretise this boundary condition
using the mean of forward and backward first-order finite differences. This
allows us to express the values outside Ω in terms of values inside Ω. To clarify
this aspect, let us distinguish the boundaries according to the number of missing
neighbours.
When only one neighbour is missing There are four types of boundary
pixels having exactly one of the four neighbours outside Ω (respectively lower,
upper, right and left borders). Let us first consider the case of a “lower bound-
ary”, i.e. a pixel (i, j) ∈ Ω such that (i − 1, j), (i + 1, j), (i, j + 1) ∈ Ω3 but
(i, j − 1) /∈ Ω. Then, Eq. (14) involves the undefined quantities vi,j−1 and
qi,j−1. Yet, discretisation of the natural boundary condition, at pixel (i, j − 1),
by forward differences, provides the following equation:
vi,j − vi,j−1 = qi,j−1 (15)
On the other hand the natural boundary condition can be also discretised at
pixel (i, j) by backward differences, leading to:
vi,j − vi,j−1 = qi,j (16)
Taking the mean of the forward (15) and backward (16) discretisations, we
obtain:
vi,j − vi,j−1 = qi,j−1 + qi,j
2
(17)
Now, plugging (17) into (14), the undefined quantities actually vanish, and one
obtains:
−3vi,j+(vi+1,j + vi−1,j + vi,j+1) =
pi+1,j − pi−1,j + qi,j+1 + qi,j
2
(18)
In other words, the stencil for the Laplacian is replaced by
∆v(xi, yj) ≈
1
1 -3 1 · vi,j
11
and that for the divergence by
div(pi,j , qi,j) ≈ 1
2
-1 0 1 · pi,j + 1
2
1
1
0
· qi,j (19)
The corresponding stencils for upper, left and right borders are obtained by
straightforward adaptations of this procedure.
When two neighbours are missing Boundary pixels having exactly two
neighbours outside Ω are either “corners” (e.g., (i, j − 1) and (i+ 1, j) inside Ω
but (i−1, j) and (i, j+1) outside Ω) or “lines” (e.g. (i−1, j) and (i+1, j) inside
Ω, but (i, j − 1) and (i, j + 1) outside Ω). For “lines”, the natural boundary
condition must be discretised four times (both forward and backward, on the
two locations of missing data). Applying a similar rationale as in the previous
case, we obtain the following stencils for “vertical” lines:
∆v(xi, yj) ≈
1
-2
1
· vi,j
and
div(pi,j , qi,j) ≈ 1
2
0 0 0 · pi,j + 1
2
1
0
-1
· qi,j (20)
A straightforward adaptation provides the stencils for the “horizontal” lines.
Applying the same procedure for corners, we obtain, for instance for the “top-
left” corner:
∆v(xi, yj) ≈ -2 1
1
· vi,j
and
div(pi,j , qi,j) ≈ 1
2
0 1 1 · pi,j + 1
2
0
-1
-1
· qi,j (21)
Again, it is straightforward to find the other three discretisations for the other
corner types.
When three neighbours are missing In this last case, we discretise the
boundary condition six times (forward and backward, for each missing neigh-
bour). Most quantities actually vanish. For instance, for the case where only
the right neighbour (i+ 1, j) is inside Ω, we obtain the following stencils:
∆v(xi, yj) ≈ -1 1 · vi,j
12
and
div(pi,j , qi,j) ≈ 1
2
0 1 1 · pi,j + 1
2
0
0
0
· qi,j (22)
In the end, we obtain explicit stencils for all the fourteen types of boundary
pixels. Let us emphasise that, apart from 4-connectivity, we introduced no
assumption on the shape of Ω.
Summarising the Discretisation The discretisation procedure defines a
sparse linear system of equations Ax = b. Incorporating Neumann boundary
conditions the matrix A is symmetric, positive semidefinite, diagonal dominant
and its null space contains the vector e := [1, . . . , 1]T . In other words, A is a
rank-1 deficient and singular matrix.
2.3 Iterative Krylov Subspace Methods
As indicated, in consequence of the enormous computer memory costs the ap-
plication of a direct solver to deal with the above linear system appears to be
impractical for large images. Therefore, we propose an iterative solver to handle
this problem.
A modern class of iterative solvers designed for use with large sparse linear
systems is the class of Krylov subspace solvers, for a detailed exposition see
e.g. [32, 40]. The main idea behind the Krylov approach is to search for an
approximate solution of Ax = b, with A ∈ Rn×n a large regular sparse ma-
trix and b ∈ Rn, in a suitable low-dimensional (affine) subspace of Rn that is
constructed iteratively.
This construction is in general not directly visible in the formulation of a
Krylov subspace method, as these are often described in terms of a reformu-
lation of solving Ax = b as an optimisation task. An important example for
this is given by the classic conjugate gradient (CG) method of Hestenes and
Stiefel [20] which is still an adequate iterative solver for problems involving
sparse symmetric matrices as in (14)4.
About the Conjugate Gradient Method As it is of special importance
for this work, let us briefly recall some properties of the CG method; a more
technical, complete exposition can be found in many textbooks on numerical
computing, see e.g. [32–34, 40].
Note that a useful implementation of CG is given in the Matlab package.
However, some knowledge about the technique is useful in order to understand
some algorithmic properties. Moreover, it is a crucial point in the effective
application of the CG method to be aware of its critical parameters. In our
exposition we aim to make clear the corresponding points.
4While in general also positive definiteness is required, this point is more delicate. We
comment later on the applicability in our case.
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The CG method requires a symmetric and positive definite matrixA ∈ Rn×n.
In its construction it combines the gradient descent method with the method
of conjugate directions. It can be derived from making use of the fact, that for
such a matrix the solution of Ax = b is exactly the minimum of the function
F (x) =
1
2
〈x, Ax〉2 − 〈b,x〉2 (23)
since
∇F (x) = 0 ⇔ Ax = b (24)
Thereby, 〈·, ·〉2 means the Euclidean scalar product.
Let us now denote the k-th Krylov subspace by Kk. Then, Kk := Kk(A, r0)
is a subspace of Rn defined as
Kk := span
(
r0, Ar0, A
2r0, . . . A
k−1r0
)
(25)
This means Kk is generated from an initial residual vector r0 = b − Ax0 by
successive multiplications with the system matrix A.
Let us briefly highlight some important theoretical considerations. The na-
ture of an iterative Krylov subspace method is, that the computed approximate
solution xk is in x0+Kk(A, r0), i.e. it is determined by the k-th Krylov subspace.
Thereby, the index k is also the k-th iteration of the iterative scheme.
For the CG method, one can show that the approximate solutions xk are
optimal in the sense that they minimise the so-called energy norm of the error
vector. This means, if x? is a solution of the system Ax = b, that xk minimises
‖x? − xk‖A for the A-norm ‖y‖A :=
√
y>Ay. Note again that xk is restricted
to the search in the k-th Krylov subspace. In other words, the CG method gives
in the k-th iteration the best solution available in the generated subspace. Since
the dimension of the Krylov subspace is increased in each step of the iteration,
theoretical convergence is achieved at latest after the n-th step of the method
if the sought solution is in Rn.
Practical Issues An useful observation on the Krylov subspace methods is,
that they can obviously benefit a lot from a good educated guess of the solution
which could be used as the initial iterate x0. Therefore, we consider x0 as an
important open parameter of the method that can be addressed in a proper
way.
Moreover, an iterative method also requires the user to set a tolerance defin-
ing the usual stopping criterion: if the norm of the relative residual is below the
tolerance, the algorithm stops.
However, there is a priori no means to say in which regime the tolerance
has to be chosen. This is one of the issues that make a reliable and efficient
application of the method not so straightforward. It will be one of the aims of
our experiments to determine for our application a reasonable tolerance.
While our presentation of the CG method relates to ideal theoretical prop-
erties, in practice numerical rounding errors appear and one may suffer from
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severe convergence problems for very large systems. Thus, a preconditioning
is recommended to enforce all the beneficial properties of the algorithm, along
with fast convergence. However, as it turns out it will require a thorough study
to identify the most useful parameters in the preconditioning method.
Let us note that the CG method is applicable even though our matrix A is
just positive semidefinite. The positive definiteness is useful for avoiding division
by zero within the CG algorithm. If A is positive semidefinite, theoretically it
may happen that one needs to restart the scheme using a different initialisation.
In practice this situation rarely occurs.
Preconditioning The basic idea of preconditioning is to multiply the origi-
nally arising system Ax = b from the left with a matrix P such that P approx-
imates A−1. The modified system PAx = Pb is in general better conditioned
and much more efficient to solve. For sparse matrices A, typically precondition-
ers are defined over the same sparse structure of entries of A.
Dealing with symmetric matrices such as in our case, the incomplete Cholesky
(IC) decomposition [15] is often used for constructing a common and very ef-
ficient preconditioner for the CG method [4, 25, 30]. As a consequence of [5]
we study here the application of the IC preconditioner and its modified version
MIC.
Let us briefly describe the underlying ideas. The complete decomposition
of A will be given by A = LLT + F . If the lower triangular matrix L is
allowed to have non-zero entries anywhere in the lower matrix, then F is the
zero matrix and the decomposition is the standard Cholesky decomposition.
However, in the context of sparse systems only the structure of entries in A is
used in defining L, so that the factorisation will be incomplete. Thus, in our
case the lower triangular matrix L keeps the same non-zero pattern as that of
the lower triangular part of A. The general form of the preconditioning then
amounts to the transformation from Ax = b to Apxp = bp with
Ap = L−1AL−T , xp = L−Tx and bp = L−1b (26)
Practical Issues Let us identify another important computational parameter.
The mentioned approach to take as the sparsity pattern of L the existing pattern
in A is often called IC(0). If one extends the sparsity pattern of L by additional
non-zero elements (usually in the vicinity of existing entries) then the closeness
between the product LLT and A is potentially improved. This proceeding is
often denoted as numerical fill-in strategy IC(τ), called ”drop tolerance“, where
the parameter τ > 0 describes a dropping criterion, cf. [40]. The approach can
be described as follows: new fill-ins are accepted only if the elements are greater
than a local drop tolerance τ . It turns out that the corresponding PCG method
is applicable for positive semidefinite matrices, see for example [23, 45].
When dealing with a discretised elliptic PDE as in (7) or (8), the modified IC
(MIC) factorisation can lead to an even better preconditioner, for an overview on
MIC see [4, 33]. The idea behind the modification is to force the preconditioner
to have the same row sums as the original matrix A. This can be accomplished
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by adding dropped fill-ins to the diagonal. The latter is known as MIC(0) and
can be combined with the abovementioned drop tolerance strategy to MIC(τ).
Let us mention, that MIC can lead to possible pivot breakdowns. This problem
can be circumvented by a global diagonal shift applied to A prior to determining
the incomplete factorization, see [29]. Therefore, the factorization5 of A˜ =
A+α diag(A) is performed, where α > 0 and diag(A) is the diagonal part of A.
Note that the diagonal part of A never contains a zero value.
Adding fill-ins may obviously lead to a better preconditioner and a poten-
tially better convergence rate. On the other hand, it becomes computationally
more expensive to compute the preconditioner itself. Thus, there is a trade-off
between the latter effect and the improved convergence rate, an important issue
upon which we will elaborate for our application.
2.4 On the FM-PCG Normal Integrator
Caused by its local nature the reconstructions computed by FM often have a
lower quality compared to results of global approaches. On the other hand, the
empowering effect of preconditioning the Poisson integration may still not suffice
for achieving a high efficiency. The basic idea we follow now is that if one starts
the PCG with a proper initialisation x0 obtained by FM integration, instead
of the standard case x0 = 0, the PCG normal integrator could benefit from a
significant speed-up. This idea together with a dedicated numerical evaluation
leading to the definition of a well-engineered choice of computational parameters
of the numerical PCG solver is the core of our proposed method.
In the following, we first determine the important building blocks and pa-
rameters of our algorithm. This is done in Section 3. It will become evident
how the individual methods perform and how they compare.
After that we will show in Section 4 that our proposed FM-PCG normal
integrator in which suitable building blocks are put together is highly competi-
tive and in many instances superior to the state-of-the-art methods for surface
normal integration.
3 Numerical Evaluation
We now demonstrate relevant properties of several state-of-the-art methods for
surface normal integration. For this purpose, we give a careful evaluation re-
garding the accuracy of the reconstruction, the influence of boundary conditions,
the flexibility to handling non-rectangular domains, the robustness against noisy
data and the computational efficiency – the main challenges for an advanced sur-
face normal integrator. On the technical side, let us note that the experiments
were conducted on a I7 processor at 2.9GHz.
5We denote the combined methods of MIC(τ) and the shifted incomplete Cholesky version
as MIC(τ, α).
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Test Datasets To evaluate the proposed surface normal integrators, we repre-
sent examples of possible applications in gradient-domain image reconstruction
(PET imaging, Poisson image editing) and surface-from-gradient (photometric
stereo). The gradients of the “Phantom” and “Lena” images were constructed
using finite differences, while both the surface and the gradient of the “Peaks”,
“Sombrero” and “Vase” datasets are analytically known, preventing any bias
due to finite difference approximations.
Let us note that our test datasets also address fundamental aspects one may
typically find in gradient fields obtained from real-world problems: sharp gra-
dients (“Phantom”), highly fluctuating gradients oriented in all grid directions
representing for instance textured areas (“Lena”) and smoothly varying gradi-
ent fields (“Peaks”). The gradient field of the “Vase” dataset shows difficulties
like a non-trivial computational domain.
3.1 Existing Relevant Integration Methods
The fast and accurate surface normal integrators are not abundant. For a
meaningful assessment we have to compare our novel FM-PCG approach with
the Fast Fourier Transform (FFT) method of Frankot and Chellappa [13] and
the Discrete Cosine Transform (DCT) extended by Simchony et al. [43] which
are two of the most popular methods in science and industry. Furthermore,
we include the recent method of Harker and O’Leary [18] which relies on the
formulation of the integration problem as a Sylvester equation. It will be helpful
to consider in a first step the building blocks of our approach, i.e. FM and
CG-based Poisson integration, in a separate way. Hence, we also include in
our comparison the FM method from [14]. As for Poisson integration, only
Jacobi [10, 11] and Gauss-Seidel [37] iterations were employed so far, hence we
consider [20] as reference for CG-Poisson integration.
To highlight the differences between the methods, we establish for the be-
ginning a comparison with respect to their algorithmic complexity, the type
of admissible boundary conditions and the requirement for the computational
domain Ω, see Table 1. While the algorithmic complexity is an indicator for
the speed of a solver, the admissible boundary conditions and the handling
of non-rectangular domains influence its accuracy. The ability to handle non-
rectangular domains improves also its computational efficiency.
The findings in Table 1 already indicate the potential usefulness of a mixture
of FM and CG-Poisson as both are free of constraints in the last two criteria
and so their combination may lead to a reasonable computational efficiency of
the Poisson solver. Although the other methods have their strengths in the
algorithmic complexity and in the application of boundary conditions (apart
from FFT), we will see that the flexible handling of domains is a fundamental
task and a key requirement of an ideal solver for surface normal integration.
6Assuming Ω is square. For rectangular domains of size nr ×nc, the complexity is O(n3c).
7Without using preconditioning techniques.
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Table 1: Comparison of five existing fast and accurate surface normal inte-
gration methods based on three criteria: their algorithmic complexity w.r.t. the
number n of pixels inside the computational domain Ω (the lower the better),
the type of boundary condition (BC) they use (free boundaries are expected
to reduce bias), and the requirement for Ω to be rectangular or not (handling
non-rectangular domains can be important for accuracy and algorithmic speed).
Method Ref. Complexity BC Non-rect.
FFT [13] n log n periodic no
DCT [43] n log n free no
FM [14] n log n free yes
Sylvester [18] n
3
2 6 free no
CG-Poisson [20] n3 7 free yes
3.2 Stopping Criterion for CG-Poisson
Among the considered methods, the Poisson solver (conjugate gradient method),
where solving the discrete Poisson equation (7) corresponds to a linear system
Ax = b, is the only iterative scheme. As indicated in Section 2.3, a practical
solution can be reached quickly after a small number k of iterations, whereby k
cannot be verified exactly. The general stopping criterion of an iterative method
can be based on the relative residual ‖b−Ax‖‖b‖ which we analyse in this paragraph.
To guarantee the efficiency of the CG-Poisson solver it is necessary to define
the number k of iterations depending on the quality of the reconstruction in
the iterative process. To tackle this issue we examined the comparison between
the MSE8 and the relative residual during each CG iteration. Let us note
that due to the fact that the solution of the linear system (14) is not unique
an additive ambiguity v 7→ v + c, c ∈ R in the integration problem (c is the
“integration constant”) occurs. Therefore, in each numerical experiment we
chose the additive constant c which minimises the MSE, for fair comparison.
To determine a proper relative residual, we verified the datasets “Lena”,
“Peaks”, “Phantom”, “Sombrero” and “Vase” on rectangular and non-rectangular
domains. All test cases showed similar results like the graphs in Figure 1 for
the reconstruction of the “Sombrero” surface (see Figure 2).
In this experiment the iterative solver CG-Poisson is stopped when the rel-
ative residual is lower than 10−6. However, it can be seen clearly, that after
around iteration 250 the quality measured by the MSE cannot be improved and
therefore more than 400 iterations are without success. This numerical steady
state of the MSE and therefore of the residual will be found in regions where
the relative residual is between 10−3 and 10−4, thus we consider the stopping
criterion of 10−4 for the subsequent experiments as suitable and ”safe“.
8The mean squared error (MSE) is used to quantify the error of the reconstruction. We
employed it to estimate the amount of the error contained in the reconstruction compared to
the original.
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Figure 1: MSE vs. relative residual during CG iterations, for the “Sombrero”
dataset. Although arbitrary relative accuracy can be reached, it is not useful
to go beyond a 10−3 residual, since such refinements have very few impact on
the quality of the reconstruction, as shown by the MSE graph. Similar results
were obtained for all the datasets used in this paper. Hence, we set as stopping
criterion a 10−4 relative residual, which can be considered as “safe”.
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Figure 2: The “Sombrero” surface (256× 256) used in this experiment, whose
gradient can be calculated analytically. Note that the depth values are periodic
on the boundaries.
3.3 Accuracy of the Solvers
First of all we analyse the general quality of the methods listed in Table 1 for
the “Sombrero” dataset over a quadratic domain of size 256 × 256. In this
example the gradient can be calculated in an analytical way and furthermore
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the boundary condition is periodic. Consulting Table 1 it is obvious that all
methods have no restrictions and consequently no discrimination.
Basically all methods, see Figure 3, provide a satisfactory reconstruction,
only FM produces a less accurate solution. This can be viewed more easily
in Table 2, where the values of the measurements9 MSE and SSIM10 and the
CPU time (in seconds) are illustrated. The accuracy of all methods is similar,
merely the solution of FM with 1.16 for MSE and 0.98 for SSIM is slightly
worse. In contrast the CPU times vary strongly, in this case FFT and DCT,
which need around 0.01 s, are unbeatable. The times for FM and Sylvester are
in a reasonable range, solely the standard CG-Poisson with around 1.06 s shows
unacceptable running costs and is consequently quite inefficient. For problems
of surface reconstruction with the indicated conditions the choice of a solver is
fairly easy, namely the frequency domain methods FFT and DCT.
Table 2: Results on the “Sombrero” dataset (256 × 256). As expected, all
methods provide reasonably accurate solutions. Yet, one can remark that the
FM result is slightly less accurate: this is due to error accumulation by the local
nature of FM, while the other methods are global. The reconstructed surfaces
are shown in Figure 3.
Method MSE (px) SSIM CPU (s)
FFT [13] 0.17 1.00 < 0.01
DCT [43] 0.19 1.00 0.01
FM [14] 1.16 0.98 0.07
Sylvester [18] 0.15 1.00 0.18
CG-Poisson [20] 0.15 1.00 1.06
3.4 Influence of Boundary Conditions
The handling of boundary conditions is a necessary issue which cannot be ig-
nored. As we will show, different boundary conditions lead to surface recon-
structions of different accuracy. The assumption of Dirichlet, periodic or ho-
mogeneous Neumann boundary conditions is often not justified and may even
be unrealistic in some applications. A better choice is to use the “natural”
boundary condition (see [22]) which corresponds to the Neumann type.
The behaviour of the discussed solvers for unjustified boundary conditions,
particularly for FFT, is illustrated by the “Peaks” dataset in Figure 4 and the
associated Table 3. Almost all methods provide good reconstructions, also the
FM result is acceptable. Only FFT, with 7.19 for MSE and 0.96 for SSIM, is
strongly inferior and unusable for real surfaces, since the accuracy will be lost.
9We tested the two common measurements MSE and SSIM. A superior reconstruction has
a small value (tends to zero) for MSE and a value close to one (tends to one) for the SSIM.
10The structural similarity (SSIM) index is a method for predicting the perceived quality
of an image, see [47].
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Figure 3: Results on the “Sombrero” dataset (cf. Table 2).
Ground truth FFT [13]
DCT [43] FM [14]
Sylvester [18] CG-Poisson [20]
Basically our results show that FFT-based methods enforcing periodic bound-
ary conditions can be discarded from the list of candidates for an ideal solver.
Once again CG-Poisson is a very accurate integrator, but DCT and Sylvester
are much faster and provide useful results. However, we may point out again in
advance that enforcing the domain Ω to be rectangular may lead to difficulties
w.r.t. the transition from foreground to background of an object.
3.5 Influence of Noisy Data
An interesting point in many applications is the question of the influence of
noise on the quality of the reconstructions referring to the different methods.
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Table 3: Results on the “Peaks” dataset (128×128). Methods enforcing periodic
BC fail at providing a good reconstruction. The reconstructed surfaces are
shown in Figure 4.
Method MSE (px) SSIM CPU (s)
FFT [13] 7.19 0.96 < 0.01
DCT [43] 0.09 1.00 < 0.01
FM [14] 0.80 0.99 0.03
Sylvester [18] 0.02 1.00 0.05
CG-Poisson [20] 0.02 1.00 0.29
Usually, the correctness of the given data, without noise, cannot be guaranteed.
Therefore, it is essential to have a robust surface normal integrator with respect
to noisy data.
To study the influence of noise, we should consider a dataset which, apart
from noise, is perfect. Based on this aspect, a very reasonable test example is
the “Sombrero” dataset, see Figure 3. The advantage of “Sombrero” is that
the gradient of this object is known analytically and not only in an approxi-
mated way. Furthermore, the computational domain Ω is rectangular and the
boundary conditions are periodic. For this test we added to the known gradi-
ents11 a Gaussian noise with a standard deviation σ varying from 0% to 20% of
‖[p, q]>‖∞.
The graph in Figure 5, which compares the MSE versus the standard devi-
ation of Gaussian noise, illustrates the robustness of the tested methods. The
best performance is achieved by FFT, DCT and CG-Poisson, even for strong
noisy data with a standard deviation of 20%.
The results of Sylvester are similar, however the method contains weaknesses
in examples with noise of higher standard deviation i.e. larger than 10%.
As the FM integrator accumulates errors during the front propagation, we
observe as expected when increasing the noise that this integrator is not a useful
choice for highly noisy data.
To conclude, if the accuracy of the given data is not available then FFT,
DCT and CG-Poisson are the most secure integrators.
3.6 Handling of Non-rectangular Domains
In this experiment we consider the situation when the gradient values are only
known on a non-rectangular part of the grid. Applying methods dedicated to
rectangular grids [13, 18, 43] requires to empirically fixing the values [p, q] :=
[0, 0] outside Ω, see Figure 6, inducing a bias.
11In the context of photometric stereo, it would be more realistic to add noise to the input
images rather than to the gradient [35]. Nevertheless, evaluating the robustness of integrators
to noisy gradients remains useful in order to compare their intrinsic properties.
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Figure 4: Results on the “Peaks” dataset (cf. Table 3).
Ground truth FFT [13]
DCT [43] FM [14]
Sylvester [18] CG-Poisson [20]
This can be explained as follows: filling the gradient with null values out-
side Ω creates discontinuities between the fore- and the background, preventing
one from obtaining reasonable results since all the solvers considered here are
intended to reconstruct smooth surfaces. This problem is illustrated in Fig-
ure 7 for the “Vase” dataset with the corresponding Table 4 for the selected
measurements MSE and SSIM.
The methods can be classified into two groups. In contrast to FM and CG-
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Figure 5: The MSE as a function of the standard deviation of a Gaussian noise,
expressed in percentage of the maximal amplitude of the gradient, added to the
gradient. The methods FFT, DCT and CG-Poisson provide the best results
for different levels of Gaussian noise. The Sylvester method leads to reasonable
results for a noise level lower than 10%. Since the FM approach propagates
information in a single pass, it obviously also propagates errors, inducing a
reduced robustness compared to all other approaches.
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Figure 6: Mask for the evaluation of the “Vase” dataset. The gradient values
are only known on a non-rectangular part Ω of the grid, which is represented by
the white region. The FM and the CG-Poisson integrators can handle easily any
form of domain Ω. In contrast FFT, DCT and Sylvester rely on a rectangular
domain and therefore the values [p, q] := [0, 0] need to be fixed outside Ω, which
is represented by the black region.
Poisson, the methods FFT, DCT and Sylvester, which cannot handle flexible
domains, provide inaccurate reconstructions which are not useful. The non-
applicability of these methods is a considerable problem, since real-world input
images for 3D reconstruction are typically in the centre of a photographed scene.
This requires the flexibility to tackle non-rectangular domains, which is neces-
sary as we have shown here to get accurate (and efficient) reconstructions.
As a conclusion of this experiment it can be predicted that all methods
24
Table 4: Results on the “Vase” dataset (320×320). Methods dedicated to rect-
angular domains are clearly biased if Ω is not rectangular. The corresponding
reconstructed surfaces are shown in Figure 7.
Method MSE (px) SSIM CPU (s)
FFT [13] 5.71 0.99 0.01
DCT [43] 5.69 0.99 0.02
FM [14] 0.71 1.00 0.15
Sylvester [18] 5.99 0.98 0.36
CG-Poisson [20] 0.01 1.00 0.52
Figure 7: Results on the “Vase” dataset (cf. Table 4).
Ground truth FFT [13] DCT [43]
FM [14] Sylvester [18] CG-Poisson [20]
except FM and CG-Poisson are not realisable as an ideal, high-quality normal
integrator for many future applications.
Let us note that we also have shown that FM and CG-Poisson have com-
plementing properties and disadvantages – the former is fast but inaccurate,
and the latter is slow but accurate. At this point the combination of FM as
initialisation, and a Krylov-based Poisson solver is clearly motivated as these
should combine to a fast and accurate solver.
3.7 Summary of the Evaluation
In the previous experiments we tested different scenarios, which arise in real-
world applications. It was found that boundary conditions and noisy data may
have a strong effect on the 3D reconstructions. If rectangular domains can be
considered the DCT method seems to be a realistic choice of a normal integrator
followed by Sylvester and CG-Poisson. In fact the former one is unbeatably fast.
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However, the handling of non-rectangular domains, which is a practical issue
in many industrial applications, cannot be underestimated. This important
scenario leads to inaccuracies in the reconstructions of DCT and Sylvester. In
this context FM and CG-Poisson achieve better results.
One can observe a certain lack in robustness w.r.t. noise of the FM integrator,
especially along directions not aligned with the grid structure, see for instance
the results in [5]. This is because of the causality concept behind the FM scheme;
errors that once appear are transported over the computational domain. This
is not the case using Poisson reconstruction, which is a global approach and
includes a regularising mechanism via the underlying least squares model.
Due to the possibly non-rectangular nature of the domains we aim to tackle,
we cannot use fast Poisson solvers as e.g. in [43] to solve the arising discrete
Poisson equations numerically. Instead, we explicitely constructed linear sys-
tems and solved them using the CG solver as often done by practitioners. Nev-
ertheless, the unmodified CG-Poisson solver is still quite inefficient.
4 Accelerating CG-Poisson
Let us now demonstrate the advantages of the proposed FM-PCG approach
compared to other state-of-the-art methods. Thereby, we give a careful evalua-
tion of all the components of our novel algorithm.
4.1 Preconditioned CG-Poisson
In a first step we analyse the behaviour of the CG solver applying an additional
preconditioner. This step is supposed to improve the condition number and
convergence speed of an iterative solver in relation to the number k of iterations
and therefore the saving of computational time to reach the stopping criterion.
As examples of actual preconditioners, we checked12 IC(τ) and MIC(τ, α)
for the test dataset “Phantom” (see Figure 8) for different input sizes. It was
observed, that MIC(τ, α∗) beates IC(τ) if we used α∗ = 10−3 for the global
diagonal shift 13. In the following, we denoted for reasons of clarity MIC(τ, α∗)
as MIC(τ)∗. The results of the MIC(0)∗, without a fill-in strategy, are shown
in Table 5 (third column) and illustrate its usefulness compared to the non-
preconditioned CG-Poisson (second column). By using MIC(0)∗ we save lots
of iterations and therefore we can reduce the time costs a lot: for example one
can save around 2700 iterations and thus more than 1250 s for an image of size
4096× 4096.
Now we want to show how useful a fill-in strategy can be. In the columns four
to eight we tested different fill-in strategies from MIC(10−1)∗ to MIC(10−5)∗
12Due to the fact that pivot breakdowns for MIC(τ) are possible, we considered the shifted
MIC version MIC(τ, α). All methods are predefined functions in MATLAB.
13This is an experimentally determined value.
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Table 5: Number of iterations and CPU time required to reach a 10−4 rela-
tive residual for the conjugate gradient algorithm, using the shifted Modified
Incomplete Cholesky (MIC) preconditioner with different drop tolerances and
different “Phantom” sizes. The 10−3 drop tolerance is the one which provides
the fastest results. Using a larger drop tolerance allows to reduce the number
of required iterations, but the time used for computing the preconditioner dra-
matically increases. Note that we were unable to compute the preconditioner
MIC(10−5)∗ for the 40962 dataset, because our 32GB of available memory were
not sufficient.
No precond. MIC(0)∗ MIC(10−1)∗ MIC(10−2)∗
Size it. CPU (s) it. CPU (s) it. CPU (s) it. CPU (s)
642 131 0.04 19 0.01 19 0.01 10 0.01
1282 236 0.14 29 0.05 29 0.05 15 0.04
2562 432 0.86 40 0.30 40 0.26 23 0.21
5122 604 4.75 70 1.43 70 1.50 28 0.88
10242 1059 35.55 91 7.38 91 7.52 49 5.15
20482 1718 233.49 160 49.89 160 49.89 79 31.29
40962 2969 1577.81 247 290.93 247 290.54 134 196.1
MIC(10−3)∗ MIC(10−4)∗ MIC(10−5)∗
Size it. CPU (s) it. CPU (s) it. CPU (s)
642 5 0.01 4 0.01 4 0.02
1282 9 0.04 6 0.06 7 0.12
2562 11 0.18 7 0.25 11 0.53
5122 18 0.89 13 1.22 14 2.29
10242 30 5.02 19 5.96 24 11.83
20482 49 28.76 34 35.09 39 65.06
40962 80 171.44 41 173.5 N/A N/A
14. A closer examination of Table 5 shows that MIC(10−3)∗ provides the best
balance between the time to compute the preconditioner and the time apply
PCG. As an example, see again the image of size 4096 × 4096, we can reduce
the number of iterations from 247 to 80 and need around 170 s instead of 290 s.
Thus, the application of a preconditioning, here shifted MIC, seems to be
a useful solution to accelerate the CG-Poisson integrator, nevertheless it is not
sufficient to be competitive to the common fast methods. However, we will see
that with a proper initialisation, this standard preconditioner can already be
considered as efficient.
14If the value τ in MIC(τ)∗ tends to zero then the preconditioned matrix is more dense
– having more non-zero elements. As a consequence, the preconditioner is better, however it
costs more time to compute the preconditioner itself.
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Figure 8: The “Phantom” image used in this experiment. Its gradient is un-
known, hence we approximate it numerically by first-order forward differences.
We used this dataset for comparing preconditioners, for different image sizes,
from 64× 64 to 4096× 4096.
Table 6: Number of iterations and CPU time for applying the PCG algorithm,
starting from the FM solution rather than from the trivial state. The indicated
CPU time includes the time for computing the FM initialisation. Using FM
as initial guess allows saving a lot of computations: the computation time to
solve the 40962 problem is reduced from 26 min (without FM initialisation nor
preconditioning, see second column in Table 5, to 1 min (with FM initialisation
and preconditioning, see column 6).
No precond. MIC(0)∗ MIC(10−1)∗ MIC(10−2)∗
Size it. CPU (s) it. CPU (s) it. CPU (s) it. CPU (s)
642 119 0.05 16 0.02 16 0.02 8 0.02
1282 210 0.17 25 0.10 25 0.10 13 0.09
2562 240 0.74 35 0.32 35 0.31 15 0.24
5122 281 2.48 36 1.18 36 1.21 15 0.92
10242 316 12.80 40 5.19 40 5.20 18 4.06
20482 339 55.44 45 23.14 45 23.28 19 13.08
40962 349 232.95 46 98.70 46 99.30 19 76.34
MIC(10−3)∗ MIC(10−4)∗ MIC(10−5)∗
Size it. CPU (s) it. CPU (s) it. CPU (s)
642 4 0.02 3 0.02 3 0.04
1282 7 0.09 5 0.12 6 0.16
2562 7 0.23 5 0.30 6 0.54
5122 9 0.93 5 1.07 6 2.22
10242 9 3.97 5 4.92 8 9.28
20482 9 17.12 5 21.47 8 39.91
40962 9 74.04 5 107.24 N/A N/A
28
4.2 Appropriate Initialisation
The suggested preconditioned CG-Poisson (PCG-Poisson) method is not widely
known in computer vision, although this practicable method is surely not new
and commonly used in numerical computing. However, using an appropriate
initialisation which shall decrease the number of iterations and reduce the run
time costs, we propose a novel scheme for the surface normal integration (SNI)
task. Accordingly, our proposed method consists of two steps: in a first step the
FM solution is computed in a fast and efficient way; after that, the Krylov-based
technique with shifted modified incomplete Cholesky (MIC) is applied.
To show the effect of the new FM initialisation, the latter test for the “Phan-
tom” dataset is repeated and evaluated anew, see Table 6. Starting from the
FM solution, which needs comparatively short computation time see Table 7)
also for large images, gives a dramatic speed-up.
Table 7: CPU time for the performing of FM on “Phantom” dataset for different
sizes.
Size 642 1282 2562 5122 10242 20482 40962
CPU (s) < 0.01 0.03 0.08 0.28 1.20 5.14 21.79
A closer look at Tables 5 and 6 shows a significant difference, even without a
fill-in strategy (compare both third columns). At first, let us consider the case
without preconditioner: starting with the trivial solution leads to a constant
increase of iterations (factor around 1.7) with simultaneous increasing of the
image size. In contrast the number of iterations increases very slowly by using
FM initialisation. The effect of this phenomenon is a notable, strong time cost
reduction for large data: for 512× 512 images, we can save more than 2 s (from
4.75 s to 2.48 s), and for 4096 × 4096 images the time can be reduced from
1578 s to 233 s.
The case of an additional preconditioning leads to similar results. Test-
ing anew MIC(τ)∗ with MIC(10−1)∗ to MIC(10−5)∗ shows once more that
MIC(10−3)∗ provides the best results, see Table 6. Using a FM initialisation
reduces the required iterations to reach the stopping criterion a lot and therefore
the combination of FM and shifted MIC leads to fast reconstructions. In case of
an image of size 4096×4096 the novel approach, including the FM performing in
21.79 s (see Table 7), saves around 100 s (from 171 s to 74 s) and 71 iterations
compared with the trivial initialisation and MIC(10−3)∗.
Finally, using the novel approach instead of the standard CG-Poisson solver
leads to an incredible speed-up, see Table 8. Without considering the com-
putation of the FM initialisation, the construction of the system and the pre-
conditioner, the pure time to solve the system can be amazingly reduced from
1551.96 s to 18.90 s. The findings of this experiment show impressively that
choosing FM as initialisation accelerates the method a lot when it comes to
standard preconditioners like (shifted modified) incomplete Cholesky. Thus, we
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believe that our novel FM-PCG method with shifted MIC preconditioning is a
relevant contribution to the field of fast and accurate surface normal integrators.
Table 8: Repartition of CPU time between system construction, precondition-
ing and system resolution, for the 40962 example. Knowing that the system and
the preconditioner can often be pre-computed, this makes even more obvious
the gain one can expect by choosing an appropriate initialisation such as by the
FM result. CG refers to the resolution of the system by conjugate gradient,
and +CG to the accelerated resolution by choosing the FM initialisation (not
including the 21.79 s required for FM).
Syst. constr. Precond. CG +CG
No precond. 25.85 0 1551.96 185.31
MIC(10−3)∗ 25.85 7.50 138.09 18.90
4.3 Evaluation of the FM-PCG Solver
To clarify the strength of our proposed FM-PCG solver against the standard
solvers FFT, DCT and the “Sylvester” method of Harker and O’Leary, we evalu-
ate the reconstructions of the datasets “Phantom”, “Lena”, “Peaks” and “Vase”
on rectangular and non-rectangular domains with the associated values of MSE.
At first we examine the “Phantom”, “Lena’ and “Peaks” datasets on a rectangu-
lar domain in Tables 9, 10 and 11. All examples contain the ”natural“ boundary
equation, moreover “Phantom” and “Lena” have sharp gradients and are more
realistic.
It should be clear that FFT and DCT are the fastest methods, however the
quality of FFT is not adequate and the results are unusable. Furthermore, it
can be seen that the FM-PCG solver is the best integrator with respect to sharp
gradients (see Table 10).
Table 9: Results on the “Phantom” dataset (1024× 1024).
Method MSE (px) CPU (s)
FFT [13] 138.6 0.06
DCT [43] 127.31 0.13
FM [14] 163.13 1.20
Sylvester [18] 169.41 5.78
FM-PCG 127.89 4.23
Finally, a user would employ the method with the best speed/quality bal-
ance, which is on rectangular domains probably DCT followed by Sylvester and
our proposed FM-PCG solver. However, as already mentioned, simple rectan-
gular domains are quite unrealistic in many applications in science and industry.
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Table 10: Results on the “Lena” dataset (512× 512).
Method MSE (px) CPU (s)
FFT [13] 402.37 0.02
DCT [43] 132.08 0.03
FM [14] 509.15 0.28
Sylvester [18] 113.92 0.71
FM-PCG 94.07 1.24
Table 11: Results on the “Peaks” dataset (128× 128).
Method MSE (px) CPU (s)
FFT [13] 7.19 < 0.01
DCT [43] 0.09 < 0.01
FM [14] 0.8 0.03
Sylvester [18] 0.01 0.07
FM-PCG 0.02 0.07
Hence, we analyse in Tables 12, 13, 14 and 15 the results on flexible domains,
with the accompanying computational domains depicted in Figure 9.
Figure 9: Masks for the evaluation of “Phantom”, “Lena”, “Peaks” and “Vase”
datasets. It should be noted that FM and CG-Poisson work only on the part Ω,
represented by the white regions. By contrast, FFT, DCT and Sylvester work
on the whole rectangular domain. (a) One and the same synthetic mask for
“Phantom”, “Lena” and “Peaks” datasets. (b) Expedient mask for the “Vase”
dataset.
(a) (b)
All experiments show the expected behaviour of the employed methods. The
FM-PCG solution has by far the best quality. It is even faster than Sylvester.
An assessment in relation to the best performance in speed/quality balance
is not quite easy and is depending on the exact application. Is the speed of
secondary importance then the best choice is FM-PCG, otherwise DCT.
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Table 12: Results on the “Phantom” dataset on the non-rectangular domain
shown in Figure 9-a.
Method MSE (px) CPU (s)
FFT [13] 351.72 0.06
DCT [43] 309.72 0.14
FM [14] 162.43 0.70
Sylvester [18] 348.98 5.54
FM-PCG 131.02 2.06
Table 13: Results on the “Lena” dataset on the non-rectangular domain shown
in Figure 9-a.
Method MSE (px) CPU (s)
FFT [13] 199.59 0.01
DCT [43] 149.00 0.03
FM [14] 444.02 0.19
Sylvester [18] 175.82 0.70
FM-PCG 123.64 0.65
Table 14: Results on the “Peaks” dataset on the non-rectangular domain shown
in Figure 9-a.
Method MSE (px) CPU (s)
FFT [13] 15.69 < 0.01
DCT [43] 7.23 < 0.01
FM [14] 0.86 0.01
Sylvester [18] 7.20 0.06
FM-PCG 0.03 0.03
Table 15: Results on the “Vase” dataset on the non-rectangular domain shown
in Figure 9-b.
Method MSE (px) CPU (s)
FFT [13] 5.71 0.01
DCT [43] 5.69 0.02
FM [14] 0.71 0.06
Sylvester [18] 5.99 0.38
FM-PCG 0.03 0.14
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4.4 Real-world Photometric Stereo Data
The previous examples have been rather simple. For this reason we consider
a more realistic real-world application in photometric stereo, which definitely
contains noisy data. We used the “Scholar” dataset15, which consists of 20
images of a Lambertian surface, taken from the same angle of view but under
20 known, non-coplanar, lightings (see Figure 10).
Table 16: Results on the PS dataset. Our method (initialisation by FM, then re-
finement by PCG from this initial guess) provides the most accurate results. We
show the CPU time, as well as the mean MSE and SSIM on the 20 reprojected
images.
Method MSE (px) SSIM CPU (s)
FFT [13] 365.43 0.86 0.09
DCT [43] 330.55 0.87 0.15
FM [14] 582.65 0.78 0.45
Sylvester [18] 377.68 0.74 5.81
FM-PCG 286.69 0.88 6.25
The normals and the albedo were calculated using the classical photometric
stereo approach by Woodham [50]. Then, we integrated the normals using the
different solvers. Eventually, we a posteriori recomputed the normals through
finite differences from the recovered depth map, before “reprojecting” the images
using the estimated shape and albedo. By comparing the initial images with
the reprojected ones, we obtain two criteria (MSE and SSIM) for evaluating the
methods on each image. The results shown in Table 16 are the mean of the 20
corresponding values.
Once again FM-PCG is the most accurate integrator and is as fast as Sylvester.
Nevertheless, the fast computational time of DCT is unattainable.
4.5 Handling Outliers
Let us now consider the case of standard photometric stereo applied to surfaces
whose reflectance incorporates an additive off-Lambertian component (specu-
larities). As can be seen from Fig. 11 and Table 17 all the integration methods
we consider here are by construction highly sensitive to the presence of outliers.
In order to handle such outliers, we modify the Poisson integration frame-
work according to the model (11). As we already pointed out, all the methods
relying on the Poisson equation can be adapted to this model. Therefore, we can
employ here by construction the FFT [13], the DCT [43], and our new FM-PCG
method. We found that using these modified inputs for the other SNI methods,
such as FM [14] and Sylvester [18], also yields improved results. Hence, our im-
proved model can be considered as a generic improvement for use with existing
15http://vision.seas.harvard.edu/qsfs/Data.html
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Figure 10: Application to photometric stereo (PS). (a-c) Three images (among
20), of size 1070×1070, acquired from the same point of view but under different
lightings. After estimating the surface normals by PS, we integrated them by (d)
FM, before (e) refining this initial guess by PCG iterations. The full integration
process required a few seconds. (f-g) MSE (in pixels) on the reprojected images,
computed from the surface estimated (f) by FM and (g) FM-PCG . (blue is 0,
and red is > 1000). Due to the local nature of FM, radial propagation of errors
is visible. After corrections by CG, such artefacts are eliminated. Remaining
bias is due to shadows. These results are experimentally compared with existing
methods in Table 16.
(a) (b) (c)
(d) (e)
(f) (g)
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Table 17: Results on the specular PS dataset (see Fig. 11). All methods present
a similar systematic bias due to the outliers located on the specular points.
Method MSE (px) SSIM CPU (s)
FFT [13] 66.68 0.92 < 0.01
DCT [43] 46.16 0.95 0.01
FM [14] 94.25 0.90 0.09
Sylvester [18] 928.69 0.55 0.30
FM-PCG 40.48 0.96 0.24
Table 18: Results of the improved methods on the same data set as in Table 17.
All MSE are significantly reduced.
Method MSE (px) SSIM CPU (s)
FFT [13] 17.26 0.95 < 0.01
DCT [43] 14.79 0.96 0.01
FM [14] 34.47 0.91 0.09
Sylvester [18] 21.93 0.88 0.31
FM-PCG 10.41 0.96 0.27
SNI methods, enforcing robustness to outliers. This is illustrated in Figure 12
and Table 18.
5 Conclusion and Perspectives
We demonstrated the properties of the proposed FM-PCG surface normal inte-
grator. It combines all efficiency benefits of FM, Krylov-based and precondition-
ing components while retaining the robustness and accuracy of the underlying
variational approach.
We think that all the desirable points, shown in Section 4, including espe-
cially the flexibility in handling non-trivial domains are met by the proposed
method. It can be clearly recognised that the proposed new integration scheme
generates the most accurate reconstructions independently from the underly-
ing conditions. The computational costs are very low and in most cases faster
than the recent Sylvester method of Harker and O’Leary. Only the DCT is
much faster, however in DCT results one observes a loss of quality when the
computational domain is not rectangular.
Therefore, the FM-PCG integrator is a good choice for applications which
require an extremely accurate and robust 3D reconstruction at relatively low
computational costs.
Nonetheless, our integration method remains limited to smooth surfaces.
Studying the impact of appropriate preconditioning and initialisation on iter-
ative methods which allow depth discontinuities, as for instance [10, 37], con-
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stitutes an interesting perspective. We also consider extending our study to
multi-view normal field integration [7] as an exciting perspective, which would
allow the recovery of a full 3D shape, instead of a depth map.
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Figure 11: (a-c) Three (out of 12) real-world images, of size 320 × 320, of a
photometric stereo dataset. The eyes of the owl are highly specular. This
induces a bias in the reconstructions, as shown in the reconstructions using (d)
FM or (e) the proposed FM-PCG integrator. (f-g) The corresponding MSE on
the reprojected images shows that the bias is very localized (blue is 0, and red
is > 1000).
(a) (b) (c)
(d) (e)
(f) (g)
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Figure 12: Result of the (a) improved FM and (b) improved FM-PCG methods
introducing a smoothness constraint on the outliers location. The corresponding
(c) and (d) MSE maps show that errors due to the outliers are much reduced.
(a) (b)
(c) (d)
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