Abstract: An approach based on recurrence quantification analysis (RQA) measures is proposed to detect the low observable target within sea clutter in this study. Based on the criterion named the fixed amount of nearest neighbours, recurrence plots (RPs) are constructed. RQA measures are used to describe the line structures of the RPs. According to the differences between the RQA measures of sea clutter with and without a target, the low observable target within sea clutter can be detected. Four sea clutter datasets under different sea conditions in the IPIX OHGR database are selected to analyse the target detection performance of RQA measures. Compared with the multifractal correlation spectrum approach and the cell average constant false alarm rate detector, the author's approach can achieve a higher detection probability. Furthermore, the authors analyse the receiver operating characteristic curves of RQA measures in all of polarisations under different sea conditions. The experimental results show that the horizontal-horizontal polarisation dataset and one of the horizontal-vertical and vertical-horizontal polarisation datasets should be selected for the target detection, and the significant wave height has a greater influence on the target detection performance than the wind speed does.
Introduction
Sea clutter is an echo from the sea surface that is illuminated by the transmitted electromagnetic wave, which can reflect the physical properties of the sea surface. It is important to detect low observable targets within sea clutter because some targets, such as low-flying aircraft, submarine periscopes, small pieces of ice, navigation buoys, small marine vessels and so on, can significantly threaten the coastal security and navigation safety. The characteristics of sea clutter depend on the shape of the sea surface. There are many factors, including the significant wave height, wave period, wave direction, wind speed, wind direction and so on, that can influence sea clutter. Therefore it is very difficult to model sea clutter and to detect low observable targets within sea clutter.
Traditionally, sea clutter was often studied in terms of certain simple statistical models such as Rayleigh and Gaussian distributions [1] . With the development of high-resolution radar, sea clutter data have been proven to be non-Gaussian [2] , non-linear [3] and non-stationary [4] , which has motivated researchers to employ log-normal, log-Weibull, compound-K and compound-Gaussian distributions to model sea clutter amplitude statistics [5, 6] . With the development of target detection approaches based on statistical theory, new statistical models can describe sea clutter better. However, most statistical distributions are based on data fitting, which can only offer limited analytical and physical understanding of sea clutter, and cannot estimate many parameters of statistical distributions accurately.
In addition to these stochastic models, chaos theory was also used to detect targets within sea clutter. Haykin and Puthusserypady [7] concluded that the underlying dynamics of sea clutter were indeed chaotic by computing the correlation dimension and Lyapunov exponents. However, this conclusion was questioned by some scholars. Gao et al. [8] analysed a large number of clutter datasets that were gathered under various sea and weather conditions and did not observe any chaotic feature in any of these data. Meanwhile, Gao performed a multifractal analysis and found that sea clutter data can be modelled as multiplicative multifractal data with a lognormal envelope distribution. Therefore, in recent years, increasing a number of fractal methods have been used to analyse the features of radar signals from the sea surface, including the fractal error, fractal dimension [9, 10] and multifractal analysis [11] [12] [13] .
Overall, the approaches can generally be divided into two types: statistics-based approaches and fractal-based approaches. The constant false alarm ratio (CFAR) is an important approach of radar target detection that is based on statistical theory and has many merits. However, the signal-to-clutter plus noise ratio (SCNR) should be higher for obtaining the higher detection probability when the false alarm probability is constant. As low observable targets are often masked by sea clutter returns and have a low SCNR, the detection probability will be low if the CFAR is used to detect low observable targets. In contrast to the stochastic approach where sea clutter is viewed as a random process with a large number of degrees of freedom, the fractal-based approach envisages deterministic rules for the underlying sea clutter dynamics. Fractal theory has been applied to the target detection field for several decades. The Hurst exponent and fractal dimension now are calculated easily with high accuracy, and the results of target detection based on these fractal theories are good. A recurrence plot (RP) was proposed by Eckmann et al. in 1987 [14] , which is also a good tool to analyse dynamic characteristics of the non-stationary time series. Therefore the RP is introduced to analyse sea clutter from a new perspective in this study.
The investigation of the recurrence reveals typical properties of the system and may help to predict its future behaviour. After reconstructing the phase space of a one-dimensional (1D) time series, a RP can be constructed based on the local recurrence structures of the points in the reconstructed phase space (RPS). There are two types of characteristic pattern in the RP, typology and textures [14] , which are caused by the typical dynamical behaviour. Typology reveals a large-scale impression about a RP and can be classified in homogeneous, periodic, drift and disrupted typologies. Textures refer to small-scale patterns, which can be typically classified in single dots, diagonal lines as well as vertical and horizontal lines. Although the recurrence can be observed directly in the RP, the recurrence structures cannot be analysed quantitatively. To solve this problem, a recurrence quantification analysis (RQA) was proposed by Webber and Zbilut [15] . Based on the recurrence density and the diagonal and vertical lines, some measures, including the recurrence rate, determinism, Shannon entropy, laminarity and so on, were proposed. The emergence of RQA has furthered the use of RP in many fields such as economics [16] , acoustic [17] and medical [18] .
In this paper, RQA will be used to analyse four sea clutter datasets under different sea conditions in the IPIX OHGR database. As the RQA measures can reveal the dynamical properties by quantifying the recurrence structures in the RP, we will use them to explore the differences between the dynamic characteristics of sea clutter with and without the target. Based on those differences, we will analyse the detection performances of the RQA measures for the low observable target within the sea clutter in detail. Meanwhile, the dynamic characteristics of sea clutter are influenced by the sea conditions. Therefore, we will discuss how the sea conditions influence the target detection performance of the RQA measures. This paper is organised as follows: Section 2 introduces the datasets and selects the suitable parameters to construct the RP of sea clutter. The detection performance analysis of the RQA measures for the low observable target within sea clutter under different sea conditions is presented in Section 3. Finally, Section 4 summarises the conclusions.
2 RPs construction of the sea clutter
Datasets
The real sea clutter data, which were collected during a measurement campaign at Osborne Head Gunnery Range (OHGR) in November 1993 with the Master University IPIX X-band radar [19] , were used. The radar was located on a cliff facing the Atlantic Ocean at a height of 100 feet above the mean sea level. Co and Cross-pol measurements were recorded, therefore horizontal-horizontal (HH), vertical-vertical (VV), horizontal-vertical (HV) and vertical-horizontal (VH) polarisations were all available. The number of samples in each range bin was 131 072. This database has been used to identify the radar features that are the most useful in detecting low observable targets within sea clutter. The target was a spherical block of Styrofoam, wrapped with wire mesh, floating on the sea surface. The target had a diameter of 1 m, and the average target-to-clutter ratio varied in the range of 0-6 dB. The range bins without targets were called sea clutter bins. The range bins in which the targets were strongest were called primary bins, while the neighbouring range bins in which the targets were also visible were called secondary bins.
There were 14 sea clutter datasets in the IPIX OHGR database. Four datasets could not be used because their amplitude data were affected by clipping, and the remaining ten datasets could be used for the target detection. We selected the #17, #26, #311 and #320 datasets for RQA. When the #17 and #26 datasets were collected, the target was target A, and the significant wave height was different, but the wind speed was same. When the #311 and #320 datasets were collected, the target was target C, and the wind speed was different, but the significant wave height was same. The signal from target C was stronger than that from target A. The results of these datasets reflect the detection performances of the RQA measures under different sea conditions. In this study, we used only the amplitude sea clutter data, and did not do analyse the coherent data. The significant wave height, the wind speed and the range bins that contained the target are shown in Table 1 .
Recurrence plot
RPs are the graphical tools that depict the different occasions when dynamical systems visit the same region of the phase space. The first step in producing an RP is to expand the 1D time series into a higher dimensional RPS. According to Takens' theorem, it is possible to reconstruct the original phase-space topology of a dynamical system from embedding vectors of univariate measurements of the system state, provided that the embedding dimension m is sufficiently greater than the dimension of the underlying system. Letting {x r } N r=1 represents the time series, the vector of RPS is
where m is the embedding dimension and t ≥ 1 is the embedding delay. The recurrence matrix of the embedding vectors can be created by www.ietdl.org
where · is a norm and ε is a threshold distance.
Parameters selection
Three parameters, including the embedding dimension m, the embedding delay t and the threshold ε, are important for constructing the RP. In the literature [20] , when Haykin and Puthusserypady analysed the same sea clutter datasets as those in this study, these authors selected the embedding dimension m = 5 based on mutual information and the embedding delay t = 11 using the approach of global false nearest neighbour. We also use the same approach to analyse the #17 dataset. The calculated result of the embedding dimension was 4 or 5; we selected the larger value 5 to ensure that typical behaviour of the underlying system was represented. The calculated result of the embedding delay of sea clutter without target was 9 or 10, and that of sea clutter with target was 12 or 13. Therefore we selected the median value 11 as the embedding delay. The results are the same as those in the literature [20] .
Another crucial parameter is the threshold ε. If the selected ε is too small, the number of recurrence points is low, and the recurrence structure of the underlying system cannot be completely characterised. However, if the selected ε is too large, some thicker and longer diagonal structures may lead to many artefacts. Therefore the selection of ε should be made carefully. Several criteria have been advocated according to different measures, such as a few percent of the maximum phase diameter [21] , the recurrence point density by seeking a scaling region [22] and the standard deviation of the time series [23] . In this study, we selected another criterion named the fixed amount of nearest neighbours. Using this neighbourhood criterion, the threshold for each state variable V(r) can be adjusted in a way that the recurrence point density has a fixed predetermined value [24] . For the sea clutter datasets, the recurrence point density was selected as 5%, indicating that for a state variable V(r) in the phase space, the distances between it and the other state variables were sorted from small to large, and only the top 5% nearest state variables could be considered the recurrence points. This recurrence point density is enough to show the structures of the RPs of sea clutter.
We selected 1000 time series samples (over the same period of time) of each range bin (HH) of the #17 dataset, reconstructed the phase spaces and obtained the RPs according to the above criterion, some of which are shown in Fig. 1 .
On small scales, the line structures, for example, in the blue rectangles of Figs 3 Target detection performance analysis based on the RQA measures
RQA measures
The RQA introduces numerical measures that allow for the quantification of the structure and complexity of RPs. The commonly used measures in the RQA method are defined as follows [24] :
(1) Determinism (DET). DET is the ratio of recurrence points that form the diagonal structures (of at least length l min ) to all of the recurrence points. The diagonal characteristics of the RP reflect the repetitive occurrence of similar sequences in the observed system. Processes with uncorrelated or weakly correlated, stochastic or chaotic behaviour cause no or very short diagonals, whereas deterministic processes cause longer diagonals and less single, isolated recurrence points. The DET was computed as follows
where p(ε, l ) is the frequency distribution of the lengths l of the diagonal lines.
(2) Entropy (ENTR). The Shannon entropy of the probability to identify a diagonal line of exactly the length l in the RP. The ENTR was computed as follows
The ENTR reflects the complexity of the RP with respect to the diagonal lines, for example, for uncorrelated noise the value of the ENTR is relatively small, indicating its low complexity.
(3) Laminarity (LAM). LAM is the ratio between the recurrence points forming the vertical structures and the entire set of recurrence points
where p(ε, v) is the probability of the length v of the vertical lines and v min is the minimal length of the vertical line. A vertical line occurs only when the state of the system does not change or changes slowly, so the LAM represents the occurrence of laminar states in the system. 
and is called the trapping time. The TT estimates the mean time during which the system will be at a specific state or how long the state will be maintained. The length of every range bin dataset was 131 072, which is too long for RQA because of the limitation of computing power. According to the temporal correlation analysis of the same sea clutter in the literature [25] , a strong correlation time is ∼10 ms. Therefore we divided the sea clutter time series into 131 segments of 1000 samples each, which is 10 ms in length, with no overlap sample between two adjacent segments. We reconstructed the RP of every segment and estimated its RQA measures as mentioned above. To visually indicate the differences in the RQA measures between sea clutter with and without the target, the mean values of the RQA measures of all of the segments of each range bin were calculated. The results of the #17 dataset are shown in Fig. 2 . By looking at Fig. 2 , we see that all of the RQA measures between sea clutter with and without the target have some differences. The reason for these differences is that in the data of sea clutter with the target, the sea clutter signal is restrained by the target signal, thereby changing the amplitudes of sea clutter. The results show that the RQA measures can clearly reflect the differences. We use the first figure in Fig. 2 as an example to illustrate the differences. www.ietdl.org
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As shown in Table 2 , the ninth range bin of the #17 dataset is the primary bin, and the eighth, tenth and eleventh range bins are secondary bins. All of these bins have the target. In these four range bins, the mean values of DET are greater than those of other ten range bins without the target. For example, in HH polarisation, the mean values of DET in the eighth, ninth, tenth and eleventh range bins are 0.52, 0.65, 0.64 and 0.42, respectively. However, the values in the sea clutter range bins are ∼0.25. Based on these differences, if a suitable threshold is selected, the target bins can be detected. However, the differences in each polarisation are in varying degrees. In Fig. 2 , the differences in VV polarisation are smaller than those of the three polarisations. Therefore, for the #17 dataset, the target detection performance may be the poorest in VV polarisation. Among the other three polarisations, the differences in the RQA measures in HH polarisation are the largest, and the target detection performance may be the best.
In addition, the #26, #311 and #320 datasets are also analysed, and some results are shown in Figs. 3-5 .
The results of the #26, #311 and #320 datasets that are plotted in Figs. 3-5 show that the target detection performances in HV and VH polarisations are better than those in HH and VV polarisations, and that target detection performances in VV polarisation are the poorest.
Analysis based on the receiver operating characteristic (ROC) curves of the RQA measures:
To further analyse, the target detection performance of the RQA measures, we also evaluated the false alarm probability and the detection probability, which are two important criteria for judging the target detection performance. However, if we want a higher detection probability, we have to endure a higher false alarm probability. There is a balance between these probabilities. For each the RQA measure in all of the polarisations of all of the datasets, we computed the false alarm probabilities and the detection probabilities above different thresholds. Owing to there is no analytical equation of relationship between the false alarm probabilities with thresholds in our approach, we have to evaluate the thresholds according to the real data. For example, we find the maximum and minimum of DET measures of all range bins in HH polarisations, divide the difference between the two values into 100 equal values, and use the values as the different thresholds to compute the false alarm probabilities and the detection probabilities. The ROC curves are plotted in Fig. 6 . From the results in Fig. 6 , we can observe that when the false alarm probability is fixed, the value of the detection probability in HH polarisation is the largest, and the value in VV polarisation is the smallest. For example, in the figure of DET, we set the false alarm probability to 0.1 (−1 on the log scale), the detection probability in HH polarisation is 0.87, and the detection probabilities in VV, HV and VH polarisations are 0.75, 0.83 and 0.84, respectively. Therefore for the #17 dataset, the target detection performance is the best in HH polarisation, and is the poorest in VV polarisation. The same conclusion can be drawn from Fig. 2 .
All of the RQA measures of the #17 dataset are used to detect the targets. Which measure is the best? To answer this question, we selected HH polarisation in which the performance of detection is the best and compared the ROC curves of all of the RQA measure. The results are shown in Fig. 7 .
From Fig. 7 , we discover that the target detection performances of DET, ENTR, LAM and TT are similar, so for the #26, #311 and #320 datasets, only the ROC curves of LAM in all of the polarisations are plotted in Fig. 8 .
In Figs. 6 and 8 , if the false alarm probability is set to 0.001 (−3 on the log scale), the corresponding largest value of detection probabilities of the #17, #26, #311 and #320 datasets are 0.4, 0.35, 0.64 and 0.65, respectively. The probability of detection is relatively low at this false alarm probability in all cases, which reflects the low SCNR in the datasets.
From Fig. 8 , we can also draw the same conclusion as that by Figs. 3-5 . For the #26, #311 and #320 datasets, the target detection performances are the best in HV and VH polarisations and the poorest in VV polarisation. In HH polarisation, the target detection performances fall somewhere in the middle.
When we use the RQA measures to detect the target, which polarisation dataset should be used? We see that the target detection performances of VV polarisation datasets are always the poorest, so this polarisation should not be used. The target detection performance of HH polarisation dataset is the best in the #17 datasets (Fig. 6) , whereas the target detection performances of HV and VH polarisations are better than those of HH polarisation in the #26, #311 and #320 datasets (Fig. 8) . The above analysis shows that when the RQA measures are used for the target detection, HH, HV and VH polarisation datasets should be selected. However, HV and VH polarisation curves always overlap. Therefore it is enough to select only one of them (HV or VH). Which polarisation has the best target detection www.ietdl.org 454 performance may be relevant to the sea conditions because the sea condition of the #17 dataset is higher than those of the #26, #311 and #320 datasets. The relationship between the target detection performances and the sea condition parameters is discussed in the next section.
Analysis under different sea conditions:
As shown in Table 2 , when sea clutter data were collected, the sea conditions were different. To analyse the target detection performances under different sea conditions, the ROC curves of the LAM of the four datasets are plotted in Fig. 9 .
When the #17 and #26 datasets were collected, the radar parameters, the targets and the wind speeds were same, but the significant wave heights were different. The wave height of the #17 dataset was greater. As shown in Fig. 9 , when the false alarm probability is between 0.0016 and 0.1 (−2.8 and −1 on the log scale), the detection probability of the #26 dataset is greater than that of the #17 dataset. However, when the false alarm probability is below 0.0016 (−2.8 on the log scale), the reverse is true. Therefore at the higher false alarm probability, the higher the waves, more difficult it is to detect the target within the sea clutter.
When the #311 and #320 datasets were collected, the radar parameters, the targets and the significant wave heights were same, but the wind speeds were different. The wind speed of the #311 dataset was greater. In Fig. 9 , the ROC curves of the #311 and #320 datasets almost overlap, indicating that the wind speed has less of an impact on the target detection performance.
Although the targets and the wind speeds are different, when the four curves are compared together, the detection performances of the #311 and #320 datasets are also better than those of the #17 dataset. One reason is that the signal of the target C was strengthened, and the other reason is that the significant wave height was only 0.9 m when these data were collected. These results further indicate that the significant wave height is an important factor that influences the target detection performance.
Comparison of different approaches
In the literature [12] , multifractal correlation spectrum was proposed for the target detection and the detection probabilities of the #17 dataset in HH and VV polarisations were evaluated when the false alarm probability was set to 0.05. In this study, the detection probabilities were also computed under the same conditions as those in the literature [12] using our approach. The results are shown in Table 2 . Table 2 shows that the detection probabilities that were based on the RQA measures are all larger than those of the multifractal correlation spectrum, indicating that our approach is better.
In addition, the CA-CFAR detector was also compared with our approach. As it is hard to obtain enough experimental data with variable SCNR, we used (7) [26] to evaluate the relationship between the false alarm probability and the detection probability based on the Rayleigh clutter statistics. The RQA measure is ENTR of the #17dataset in HH polarisation P D = (P FA ) 1/(1+x) (7) where P D is the detection probability, P FA is the false alarm probability and χ is the SCNR. As the average target-to-clutter ratio of sea clutter varies in the range of 0-6 dB, SCNR is set to the largest value (6 dB). The results are shown in Fig. 10 . The performance of our approach is better than that of the CA-CFAR detector.
Conclusions
In this paper, four datasets of IPIX radar data were analysed using the recurrence quantification analysis. For every dataset, we divided the long time series of each polarisation into 131 segments. Then, we reconstructed the phase space by selecting the feasible embedding dimension and embedding delay. After determining the threshold ε, the RP of each segment was constructed and the corresponding four RQA measures were calculated. Based on the differences in the RQA measures of sea clutter with and without the target, the low observable target was detected. In addition, according to the mean values and the ROC curves of these RQA measures, we analysed the target detection performance of our approach. The results show that the polarisation, in which the detection performance is the best, varies with changes in the sea conditions. The significant wave height has a greater influence on the target detection performance than the wind speed does. However, if we select HH polarisation dataset and HV or VH polarisation datasets, they are enough to detect the target without considering the sea conditions. We also compared the detection performance of our approach with the multifractal correlation spectrum approach and the CA-CFAR detector. The comparisons indicate that our approach is better.
In this paper, we have considered the influences of significant wave height and wind speed on target detection. In future, we will study the effect of additional sea state parameters and investigate possible improvements to detection performance by combining detection approaches, especially under more complex sea conditions.
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