A variety of blind equalization algorithms exist. These algorithms, which draw on some theoretical justification for the demonstration or analysis of their purportedly ideal convergence properties, almost invariably rely on the input data being independent and identically distribut,ed (i.i.d.). In contrast, in this paper we show that input correlation can have a marked effect on the character of algorithm convergence. We demonstrate that under sui table input data correlation and channels: i ) undesirable local minima present in the i.i.d. case are absent for certain correlated sources implying ideal global convergence for some situations and, ii) the most commonly employed practical algorithm can exhibit ill-convergence to closed-eye minima even under the popular single spike initialization when an eye-opening equalizer parameterization is possible.
INTRODUCTION
In high performance telecommunication systems, coded modulated signals are employed and the receiver has to typically perform the twin tasks of equalization and decoding. The need for equalization arises from the dispersion of the transmitted symbols intersymbol interference) over the input symbols will display some degree of correlation (reflected in the second and higher order statistics) due to the redundancy introduced in the coding process which is designed to mitigate the effects of noise. Therefore, it may be unrealistic, as is done in many theoretical equalization studies, to assume the data samples can be drawn from an i.i.d. process.
In this paper we make two contributions to the investigation into the effects of input data correlation on the convergence behavior of blind equalization algorithms and pose a number of important open questions which naturally arise from this work. The first contribution deals with the detrimental effects of correlation where a well behaved system in the i.i.d. case displays ill-convergence when the data sequence is generated by a particular RIarkov source. The second contribution deals with an extreme case of the beneficial effects of correlation where all stable undesirable local minima present in the i.i.d. case for a well studied example disappear for a range of input data correlations. These results point to the care that, should be taken when considering the most suitable blind algorithm for a data source of a known correlation. Contrarywise, these results illustrate that there may be advantages in carefully designing the input correlation, perhaps via coding, to assist in the blind equalization identification process. In particular, we use the Constant Modulus Algorithm (CMA), also known as the Godard Algorithm [l] , to illustrate these correlation effects, although it is not deemed that such effects are confined strictly to the CMA algorithm.
Consider the channel/equalization system as in 
MARKOV SOURCE MODEL
Consider the source to be modelled as a finite state Markov process with the probability transition matrix Z. This implies that the source is correlated (for the particular parameters used herein). The element is the transition probability from state j to state i. The states are indexed by the binary encoding of last n states, where a $1 source element corresponds to a 1 and a -1 source element corresponds to a 0 (e.g. state #3 for the case n = 4 represents 
which may be written as,
Assuming that the received signal is fourth order weakly stationary, the fourth and second moments of the received signal may be represented by,
Now the matrix equation above can be written as,
CHANGING NUMBER OF STATIONARY
The multi-modality of the CMA error surface resultin from similar channel-equalizer examples (but i.i.d. source7 has been shown in [3] . From these earlier presentations of 2 tap equalizers, it has been seen that there generally are 2 minima exhibiting globally best performance, 2 minima exhibiting lesser performance (with 4 saddle points and a local maximum a t the origin). It is appropriate to ask if this is always the case. Computations show that this is not always true, the number of stationary points on the error surface can change.
In Figure 2 , a Markov source resulting from 21 given in (2) is filtered through a channel with impulse response [1.0 0.3 0.091, The resulting received signal is then used to compute numerical estimates of the necessary correlation quantities (Rooo, Rool, etc). These values (see Tables 1  and 2 ) are then substituted into ( 6 ) allowing computation of the roots of each of the two equations.
Each point on the curves in Figure 2 re1)resent.s an equalizer parameterization that is a solution to some row of (S), in other words, a parameterization where e = 0 for some i. The intersections of these curves then correspond to the simultaneous solutions of these equations, hence stationary points of the CMA algorithm. Note that for this received signal correlation (due to correlated source 1 , and channel The resulting received signal has different correlations, hence different polynomial coefficients (Tables 1 and 2 ) .
In this case the number of stationary points (shown by the intersections) is only 5, as in Figure 3 . Thus, the error surface has only global minima (2 minima of same performance due to symmetry). The error surface has been deformed in a way as to change the number of minima. I t is interesting to note that this correlation allows any equalizer initialization to converge to an open-eye equalizer setting. 
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the number of minima is equal to the number of saddles. Two cubic equations can have at most 9 simultaneous solutions. Also, the number of minima has to be an even number. Hence, the only other possibility is to have 5 solutions with 2 minima.
CORRELATION AND CHANNEL COMBINATION PRODUCES ONLY CLOSED-EYE STATIONARY POINTS
A more disturbing example is found below. Here a different correlated source (source "2" given by ZZ as in (7)) which has spectrum as shown in Figure 8 and correlations found in Tables 1 and 2 . When used in conjunction with the [ 1 0.641 channel this source produces a CMA error surface possessing only 2 minima with the added twist that both of these minima of are closed eye (Figure 4) . In this situation the source correlation has produced an error surface with only global closed-eye minima. Notice that this o c c m in spite of the existence of a fairly good eye-opening equalizer parameterization. Figure 5 confirms this analysis by initializing the equalizer at an approximat,e channel inverse. With this "omniscient" open-eye initialization, the CMA adaptation then brings the equalizer to a closed-eye a parameterization.
It should be pointed out that a small perturbation in source correlation (achieved by slightly changing the elements of 2 2 , to produce E3 as in (7) and (8)) produces again the familiar CMA error surface with 9 stationary points. The curves intersect a t an parameterization allowing eye-opening equalization ( Figure 6 ). Here, the trajectones of a CMA simulation display this behavior in Figure  7 .
While we have seen a large number of cases where the number of stationary points can be changed between 5 and 9 due t o source correlation, we have chosen this particular example to demonstrate that small changes in the source correlation can produce markedly different behavior of the CMA algorithm. Regarding the similarity of the spectra of the source signals and the differing convergent behavior, it is suggested that spectral measurements alone may not be beneficial in flagging algorithmic (niis)convergence. 
