In this paper we describe the asymptotic behavior, in the exponential time scale, of solutions to quasi-linear parabolic equations with a small parameter at the second order term and the long time behavior of corresponding diffusion processes. In particular, we discuss the exit problem and metastability for the processes corresponding to quasi-linear initial-boundary value problems.
Introduction
Consider a dynamical systemẊ
together with its stochastic perturbations dX x,ε t = b(X x,ε t )dt + εσ(X x,ε t )dW t , X
x,ε
Here ε > 0 is a small parameter, W t is a Wiener process in R d , and the coefficients σ and b are assumed to be Lipschitz continuous. The diffusion matrix a(x) = (a ij (x)) = σ(x)σ * (x) is assumed to be non-degenerate for all x.
Let D be a bounded domain in R d with infinitely smooth boundary ∂D. In this paper, with the exception of the last section, we assume that there is a point x 0 ∈ D such that for each x ∈ D the trajectory of the dynamical system (1) starting at x is attracted to x 0 . We assume that (b(x), n(x)) < 0 for x ∈ ∂D, where n(x) is the exterior normal to the boundary of D. Let τ ε = min{t : X x,ε t ∈ ∂D} be the first time when X x,ε t reaches the boundary of D.
If ε is small, then on any finite time interval the trajectories of the process X x,ε t defined by (2) are close to the corresponding non-perturbed trajectory with probability close to one. Therefore, with high probability X x,ε t enters a small neighborhood of the equilibrium point x 0 before leaving D. The process eventually exits D as a result of large deviations of X x,ε t from X x t ( [6] , see also [8] ). The large deviations are governed by the normalized action functional Here a ij be the elements of the inverse matrix, that is a ij = (a −1 ) ij , and S 0,T (ϕ) = +∞ if ϕ is not absolutely continuous. It is proved in [6] that ε 2 ln τ ε converges in probability, as ε ↓ 0, to V 0 = min x∈∂D V (x 0 , x). Moreover, if the minimum V 0 of V (x 0 , x) on ∂D is achieved at a unique point x * (which is true in the generic case), then X x,ε τ ε converges to x * in probability as ε ↓ 0. These statements imply various results for PDE's with a small parameter at the second order derivatives. In particular, consider the following initial-boundary value problem:
a ij (x) ∂ 2 w ε (t, x) ∂x i ∂x j + b(x) · ∇ x w ε (t, x), x ∈ D, t > 0,
where g, for the sake of brevity, is assumed to be continuous on D. The case when u(t, x)| x∈∂D = ψ(x) with ψ = g can be considered in a similar way. Assume that the minimum V 0 of V (x 0 , x) on ∂D is achieved at a unique point x * . Let t : R + → R be a function such that t(ε) ≍ exp(λ/ε 2 ) as ε ↓ 0 with λ > 0, that is ln(t(ε)) ∼ λ/ε 2 as ε ↓ 0.
Then lim ε↓0
More general perturbations of T t may lead to nonlinear semigroups. Namely, consider the following problem:
a ij (x, u ε ) ∂ 2 u ε (t, x) ∂x i ∂x j + b(x) · ∇ x u ε (t, x), x ∈ D, t > 0, (5) u ε (0, x) = g(x), x ∈ D; u ε (t, x) = g(x), t ≥ 0, x ∈ ∂D.
When the coefficients are sufficiently smooth and the matrix a is positive-definite, the solution u ε exists and is unique in the appropriate function space (see Section 2.1 below). We can now define the semigroup T ε t on C(D) via T ε t g(x) = u ε (t, x), where u ε is the solution of (5)- (6) with initial-boundary data g.
For t > 0 and x ∈ D, we can define X t,x,ε s , s ∈ [0, t], as the process which starts at x and solves dX t,x,ε s = b(X t,x,ε s )ds + εσ(X t,x,ε s , u ε (t − s, X t,x,ε s ))dW s , s ≤ τ ε ∧ t,
τ ε = min{s : X t,x,ε s ∈ ∂D}, X t,x,ε s = X t,x,ε
where σ ij , 1 ≤ i, j ≤ d, are Lipschitz continuous and such that σσ * = a. The process X t,x,ε s will be called the nonlinear stochastic perturbation of (1) . More precisely, X t,x,ε s corresponds to the nonlinear semigroup defined by (5) . As in the linear case, we have the following relation between u ε and the process X t,x,ε s : u ε (t, x) = Eg(X t,x,ε t∧τ ε ).
One of the important questions in the study of parabolic linear and nonlinear equations is the one concerning the behavior of solutions (or, in probabilistic terms, behavior of the corresponding diffusion process) as t → ∞. In our case, when the small parameter ε 2 is present in front of the second order term, the limit of u ε (t, x) as ε → 0, t → ∞, depends on the manner in which (ε, t) approaches (0, ∞). In the linear case this problem has been studied in [4] (see also [6] , [8] ).
In Section 3 we study the asymptotic behavior of solutions to (5)-(6) when ε ↓ 0 and t = t(ε) ≍ exp(λ/ε 2 ). As a first step, we shall introduce a family of linear problems which can be obtained from (5)-(6) by replacing the second variable in the coefficients a ij in the right hand side of (5) by a constant c. The asymptotics of u ε can be then expressed in terms of the functions V 0 (c) and g(x * (c)), where V 0 (c) is the minimum of the quasi-potential of the linear problem and x * (c) is the point where this minimum is achieved.
In Section 4 we study the exit problem for the process X t,x,ε s
. We shall see that new effects appear when nonlinear stochastic perturbations are considered. In particular, even in the generic case, the distribution of the exit location X t,x,ε t∧τ ε need not be concentrated in one point.
Some related problems concern the notion of metastability for nonlinear perturbations of dynamical systems with several equilibrium points. Let us consider the dynamical system (1) in R d and its perturbations (2) . As before, σ and b are assumed to be Lipschitz continuous. Now we shall assume that the system has a finite number of asymptotically stable equilibrium points x 1 , ..., x k such that for almost every x ∈ R d , with respect to the Lebesgue measure, the trajectory of (1) starting at x is attracted to one of the points x 1 , ...x k . We shall also assume that the vector field b satisfies (b(x), x) ≤ A − B|x| 2 for some positive constants A and B. The case of more general asymptotically stable attractors (for instance, limit cycles) can be considered similarly, however for the sake of brevity we restrict ourselves to the case of equilibriums.
The general theory of metastability was developed in [4] in the framework of large deviations (see also [6] , [5] , [8] ). It was shown, in particular, that for a generic vector field b satisfying the assumptions above, for almost every x ∈ R d and λ > 0, with probability which tends to one when ε ↓ 0, the trajectory X x,ε t of (2) spends most of the time in the time interval [0, exp(λ/ε
2 )] near a point x λ ∈ {x 1 , ...x k }. This point is called the metastable state for the trajectory starting at x in the time scale exp(λ/ε 2 ). The metastable state can be determined by examining the values of the quasi-potential. Namely, let
These numbers determine a hierarchy of cycles along which the system switches from one metastable state to another with the growth of λ ( [4] ). We can also study metastability for nonlinear perturbations of dynamical systems. It turns out that now the transition between the equilibrium points does not occur "immediately in the exponential time scale". This implies that now metastable states should be replaced by metastable distributions between the equilibriums. The description of metastable distributions is based on the study of the asymptotic behavior of solutions to (5)-(6) when ε ↓ 0 and t = t(ε) ≍ exp(λ/ε 2 ). Note that metastable distributions also arise in [1] , [3] , but for reasons which are different from what is discussed in this paper. Such a modification to the notion of metastability leads to a modified notion of stochastic resonance.
We briefly address the problems of metastability in Section 5, where we also consider other generalizations and some examples. The issue of metastability in the case of an arbitrary number of equilibrium points and cycles will be addressed in a forthcoming paper.
In this paper we considered nonlinear perturbations of a system with an asymptotically stable equilibrium. In this case, the exit from a domain containing this equilibrium occurs due to large deviations, and the exit time and exit distribution essentially depend on the perturbation. A related singular perturbation problem arises in the case when the equilbrium is stable but not asymptotically stable: for instance when the unperturbed system is Hamiltonian. Nonlinear stochastic perturbations in this case lead to a nonlinear version of the averaging principle. Say, in the case of one degree of freedom, the limiting slow motion is a diffusion process corresponding to a nonlinear operator on the graph (compare with [6] , Chapter 8) related to the Hamiltonian. We will consider these problems in one of the forthcoming papers.
Preliminaries and Notations

Quasi-Linear Equation
Let D ⊂ R d be a bounded domain with infinitely smooth boundary ∂D. We shall say that f : D → R belongs to C 2 (D) if f and all of its partial derivatives up to the second order are bounded and continuous in D. We shall say that a function f : Let
Let g be an infinitely smooth function defined in a neighborhood of D. If ε > 0 and the coefficients a and b and the function g satisfy the assumptions listed above, then the equation (5)- (6) has a unique solution in the class of functions
). If g were to be only continuous on D, the existence and uniqueness of solutions to (5)-(6) would hold in the class of functions which are locally C 1,2 -smooth inside (0, ∞) × D and continuous up to the boundary. However, to simplify notations in later sections, we impose the smoothness condition on g.
Action Functional
Let α be a symmetric d × d matrix whose elements α ij are bounded and Lipschitz continuous on R d and satisfy
Let α ij be the elements of the inverse matrix, that is α ij = (α −1 ) ij , and σ be a square matrix such that α = σσ * . We choose σ in such a way that σ ij are also bounded and Lipschitz continuous.
Let S α 0,T be the normalized action functional for the family of processes X
where b is a bounded Lipschitz continuous vector field on R d . Thus
for absolutely continuous ϕ defined on [0, T ], ϕ 0 = x, and S α 0,T (ϕ) = ∞ if ϕ is not absolutely continuous or if ϕ 0 = x (see [6] ). Let V α (x, y) be the quasi-potential for the
3 Asymptotics of the Solution
Formulation of the Result
Recall that (b(x), n(x)) < 0 for x ∈ ∂D, where n(x) is the exterior normal to the boundary of D. We shall assume that there is an equilibrium point x 0 ∈ D for the vector field b, and that all the trajectories of the dynamical systemẋ(t) = b(x(t)) starting in D are attracted to x 0 . We also assume that there is r > 0 such that
for some positive constant c and all x in the r-neighborhood of x 0 . Let δ > 0, D δ = {x : x ∈ D, dist(x, ∂D) > δ}, and u ε be the solution of (5)- (6) . We shall be interested in the asymptotic behavior of u ε (exp(λ/ε 2 ), x), where λ is fixed, x ∈ D δ , and ε ↓ 0. Let
where a(x, c) is extended to an arbitrary bounded Lipschitz continuous function satisfying
We next make some assumptions about the quasi-potential. It is not difficult to see that these assumptions are satisfied by a quasi-potential corresponding to generic a and b.
We shall assume that for all but finitely many points c ∈ [g min , g max ] the minimum in (8) is attained at a single point which will be denoted by x * (c). We assume that in the remaining points c 1 , ..., c k the minimum is attained at two points of the boundary. In this case the function x * : [g min , g max ] → ∂D is piece-wise continuous and has left and right limits at the points of discontinuity, as follows from the formula for the quasi-potential.
where the minimum of the quasi-potential is attained, and similarly we define x * 2 (c i ) if c i = g max as the point distinct from x * 1 (c i ) where the minimum of the quasi-potential is attained. We assume that x *
2 (c i )). We can now define the piece-wise continuous function G :
Let c 0 = g(x 0 ) and define c 1 as follows:
We shall require that the graph of G pass from the left of the diagonal to the right of the diagonal at c 1 . More precisely, we shall assume that if c 1 > g min , then for every δ 0 > 0 there exists δ ∈ (0, δ 0 ] such that
and if c 1 < g max , then for every δ 0 > 0 there exists δ ∈ (0, δ 0 ] such that
We also require that c 0 not coincide with any of the points of discontinuity c i for which
Here we use the convention that the minimum of an empty set is +∞ and the maximum of an empty set is −∞. 
where u ε is the solution to (5)-(6).
Remark. From Theorem 3.1 and the definition of the function c(λ) it follows that
Moreover, from the proof of Theorem 3.1 provided below it easily follows that the limit is uniform in (x, λ) ∈ D δ × [λ, ∞) for each λ > λ max . Therefore, for each δ > 0 and λ > λ max there is ε 0 > 0 such that
the thick line represents the graph of c(λ)
It is important to note that with the boundary values of g fixed, the limit c 1 may still depend on the initial function through its value c 0 at the equilibrium point. In the generic case, when the interval [g min , g max ] can be represented as a finite union of intervals I 1 ∪ ... ∪ I m , such that on the interior of each of the intervals the function G(c) − c is either strictly positive or strictly negative, the values of c 0 belonging to the interior of the same interval will correspond to the same value of c 1 .
The proof of Theorem 3.1 will use some properties of diffusion processes stated in the following section. Theorem 3.1 implies various results concerning the exit problem and metastability for the process X t,x,ε s defined above. These questions will be considered in Sections 4 and 5.
Properties of the Diffusion Processes
In this section we shall consider diffusion processes which are somewhat more general than those introduced in Section 2.2. Namely, we shall allow the diffusion matrix to be time dependent. The results stated in this section easily follow from the arguments of [6] , Chapter 4.
Let α be a symmetric d × d matrix whose elements α ij are Lipschitz continuous on
where k and K are positive constants. Let σ be a square matrix such that α = σσ * . We choose σ in such a way that σ ij are also bounded and Lipschitz continuous.
Let X
where b is a bounded Lipschitz continuous vector field on R d . Clearly, the law of this process depends on σ only through α = σσ * . For x ∈ D, let τ ε be the first time when the process reaches the boundary of D. Thus X x,ε τ ε is the location of the first exit of the process X x,ε t from the domain D. If α is close to a function which does not depend on time, then the asymptotics, as ε ↓ 0, of X x,ε τ ε and τ ε can be described in terms of the quasi-potential. More precisely, let σ be a bounded Lipschitz continuous matrix valued function on R d such that
where α = σσ * . Let A be the set of points in ∂D at which min x∈∂D V α (x 0 , x) is attained. This minimum will be denoted by v. 
and every x ∈ D δ we have:
The next lemma only requires the boundedness of the quadratic form α from above and below. Lemma 3.3. Suppose that positive constants k and K are fixed. There exists v 0 > 0 such that for every 0 < δ < v 0 there is a function ρ : R + → R + with lim ε↓0 ρ(ε) = 0, such that for every α that is Lipschitz continuous and satisfies (9) and every x ∈ D δ we have:
An easy corollary of this lemma is that at an exponential time the process either can be found in a small neighborhood of x 0 or has earlier crossed the boundary of the domain. (9), every x ∈ D and t ≥ exp(δ/ε 2 ) we have:
Proof. Let δ 1 > 0 be sufficiently small so that there is a domain D with smooth boundary such that
If the process does not reach ∂D by the time t − exp(δ/ε 2 ), then we can apply Part (B) of Lemma 3.3 to the domain D and the process starting at X x,ε t−exp(δ/ε 2 ) , and the result follows from the Markov property.
Preliminary Lemmas
The next step in the proof of Theorem 3.1 is to establish that u ε (exp(t/ε 2 ), x) is nearly constant on D δ if t > 0 is fixed and ε is sufficiently small. This is accomplished in Lemma 3.7 below. 
Here a ij (t, y) = a ij (x 0 + εy, u ε (t, x 0 + εy)) are uniformly bounded in ε and satisfy
/ε| is bounded uniformly in ε and |∇ y a ij (t, y)| can be estimated from above by a constant times 1 + |∇ y v ε (t, y)| for (t, y) ∈ Q, uniformly in ε. Since the distance between Q 0 and the boundary of Q is positive and |v ε | is uniformly bounded in Q by max(|g 1 |, |g 2 |), we can apply the a priori estimate (see Theorem 4, Chapter 5.2 of [7] or Theorem 6, Chapter 6.2 of [7] ) to bound sup (t,x)∈Q 0 |∇ y v ε | by a constant C independent of ε. This immediately implies (12).
We shall need the following simple lemma about diffusion processes with the drift directed towards the origin.
t be the process starting at x that satisfies dY
Then for every r, δ > 0 there are R, s 0 and ε 0 , which depend on b and σ only through k 1 ,
holds for x ∈ B r (0) and 0 < ε ≤ ε 0 .
Proof. Let h : R → [0, 1] be a smooth even function with negative derivative on (1/2, 1), such that h(x) = 1 for 0 ≤ x ≤ 1/2 and h(x) = 0 for x ≥ 1. Let
If R and s 0 are sufficiently large and ε 0 is sufficiently small, then f (s 0 | ln ε|, x) > 1 − δ/2 for x ∈ B r (0), 0 < ε ≤ ε 0 . By the Ito formula,
where L is the generator of the process Y x t . In order to estimate the integral in the right hand side, we note that
where the constant C depends on k 1 and k 2 . By taking R sufficiently large, we can bound the expectation of the integral from below by −δ/2, thus proving (13).
Lemma 3.7. For every positive λ 0 and δ there is positive ε 0 such that
Proof. Choose r > 0 small enough so that (b(x), x − x 0 ) ≤ −c|x − x 0 | 2 for some positive constant c and all x ∈ B 2r (x 0 ). First, let us prove a slightly weaker version of the lemma, namely that under the same assumptions (14) holds for all x ∈ B r (x 0 ), ε ≤ ε 0 and λ ≥ λ 0 .
Let X λ,x,ε s , s ∈ [0, exp(λ/ε 2 )], be the process that starts at x and satisfies
where
Lipschitz continuous and such that σσ * = a. (If the minimum in the definition of τ ε is taken over an empty set, then it is considered to be equal to +∞.)
In order to avoid confusion, let us note that we switched the notation, using X λ,x,ε s with superscript λ for the process on the interval [0, exp(λ/ε 2 )] with exp(λ/ε 2 ) inside the coefficient in the right hand side of (15). The notation X t,x,ε s with superscript t still applies to the process defined in (7).
Given s 0 > 0, we can define
From Lemma 3.3 applied to the domain B 2r (x 0 ) and Lemma 3.6 it follows that for every δ ′ > 0 there are positive s 0 , ε 0 and R such that
for all λ ≥ λ 0 , x ∈ B r (x 0 ) and ε ≤ ε 0 . Using the Feynman-Kac formula, we can write u ε (exp(λ/ε 2 ), x) as follows:
Therefore,
The first term in the right hand side can be made smaller than δ/2 by (16), while the second term can be made smaller than δ/2 by Lemma 3.5. Thus (14) is true if we require that x ∈ B r (x 0 ). Next, let us prove the original statement. For v 0 > 0, define
From Lemma 3.3 it follows that there is 0 < v 0 < λ 0 such that
where the limit is uniform in λ ≥ λ 0 , x ∈ D δ . Using the Feynman-Kac formula, we can write u ε (exp(λ/ε 2 ), x) as follows:
The first term in the right hand side tends to zero by (17), while the second term tends to zero since we proved that the lemma is true if we require that x ∈ B r (x 0 ).
Proof of the Theorem on the Asymptotics of the Solution
In this section we prove Theorem 3.1. First, we examine the behavior of u ε for times which are small in the logarithmic scale.
Lemma 3.8. There is a positive v 0 such that for every 0 < δ < v 0 there is ε 0 > 0 such that
Proof. This lemma immediately follows from Lemma 3.3.
The next three lemmas, central to the proof of Theorem 3.1, rule out certain types of behavior for the function u ε .
Lemma 3.9. Suppose that a 1 ≤ µ n < λ n ≤ a 2 for some constants a 1 , a 2 > 0, ε n ↓ 0 as n → ∞, and
for all large enough n.
Proof. Consider the process X λn,x 0 ,εn s given by (15) with τ εn being the first time when this process reaches the boundary of D. Define
The left hand side in this formula is equal to β 2 . If (18) does not hold, then by Part (C) of Lemma 3.3 and Lemma 3.7 the right hand side can be made arbitrarily close to β 1 along a subsequence.
Lemma 3.10. Suppose that a 1 ≤ µ n < λ n ≤ a 2 for some constants a 1 , a 2 > 0, ε n ↓ 0 as n → ∞, and
If g min < β 1 < β 2 < g max , then neither of the following is possible:
then neither of the following is possible:
(
Proof. (A) Let us assume that λ n < M(β 2 ) − δ. We can find λ a ij (x, β 2 ) . Let τ ε be the first time when the process defined in (10) reaches the boundary of D. By part (B) of Lemma 3.2, we can choose κ > 0 such that whenever α is Lipschitz continuous and satisfies (9) and (11), we have
for x ∈ D δ , where ρ does not depend on α and satisfies lim ε↓0 ρ(ε) = 0. Choose
, if ε n is sufficiently small. Consider the process X λ ′ n ,x 0 ,εn s given by (15), with τ εn now being the first time when this process reaches the boundary of D, and
Then
The left hand side in this formula is equal to β 2 , while the right hand side can be made arbitrarily close to β 2 − β ′ by considering sufficiently small ε n due to (20), Corollary 3.4 (which applies due to Lemma 3.9) and Lemma 3.7. This leads to a contradiction.
(B) Assume that G(c) < β 2 − δ for c ∈ [β 2 − δ, β 2 + δ]. Let A be the set (consisting of either one or two points) where the minimum of V a(·,β 2 ) (x 0 , x) is attained. From the definition of G it follows that g(A) ⊂ (−∞, β 2 − δ). By part (C) of Lemma 3.2, we can choose κ > 0 such that whenever α is Lipschitz continuous and satisfies (9) and (11), we have
for x ∈ D δ and all sufficiently small ε. As in case (A), we can find β ′ > 0 and µ n ≤ µ
and (21) holds for
, if ε n is sufficiently small. We can again employ formula (23) in which the left hand side is equal to β 2 . The right hand side can be written as Eu
The first term in the right hand side here can be made arbitrarily close to P(τ εn < τ εn )(β 2 − β ′ ) by Corollary 3.4 and Lemma 3.7. The second term on the right hand side can be estimated from above for large n by P(τ εn = τ εn )(β 2 − δ/4) due to (24). This leads to a contradiction.
The proof of (A ′ ) and (B ′ ) is completely similar to the proof of (A) and (B).
Proof. We shall only consider the first statement since the second one is completely similar. Note that lim inf
Indeed, otherwise by Lemma 3.8 there are β 2 < β 1 < c 0 and sequences v 0 ≤ µ n < λ n ≤ λ and ε n ↓ 0 such that (19) holds. Note that the graph of G goes above the diagonal in a neighborhood of c 0 , while β 1 and β 2 can be taken arbitrarily close to c 0 . Therefore, Part (B ′ ) of Lemma 3.10 leads to a contradiction. Thus, if (25) does not hold, then is there are δ > 0 and a sequence ε n ↓ 0 such that
We choose δ sufficiently small so that the graph of G goes above the diagonal on the interval [c 0 − 2δ, c(λ) − δ/2]. Take δ ′ > 0 which will be specified later. For each c ∈ [c 0 − δ, c(λ) − δ], by part (A) of Lemma 3.2, we can choose κ(c) > 0 such that whenever α is Lipschitz continuous and satisfies (9) and (11) with α ij (x) = a ij (x, c) we have 
for large enough n along the same subsequence. If this were not the case, then we would have 
, if ε n is sufficiently small. Consider the process X λ,x 0 ,εn s given by (15), with τ εn being the first time when this process reaches the boundary of D, and
The left hand side does not exceed
′ is sufficiently small and n is sufficiently large), then from (27) and (28) it follows that the right hand side can be made larger than inf
′ . This leads to a contradiction if δ ′ is small enough since G is a piece-wise continuous function which stays above the diagonal on
We have thus established that u εn (exp(λ ′ /ε 2 n ), x 0 ) ≤ β i−1 . We can then extract a further subsequence such that u εn (exp(λ ′ /ε 2 n ), x 0 ) belongs to one of the intervals [β j−1 , β j ] with j < i. We can then take λ ′′ < λ ′ and repeat the argument above to show that u εn (exp(λ ′′ /ε 2 n ), x 0 ) ≤ β j−1 . After at most k such steps, we obtain λ < λ such that u εn (exp( λ/ε 2 n ), x 0 ) ≤ β 0 along a subsequence, and λ can be chosen to be arbitrarily close to λ. This, however, is a contradiction with (26).
Proof of Theorem 3.1. By Lemma 3.7, it is sufficient to prove that
Case 1:
Take c 0 < β 1 < β 2 < lim sup ε↓0 u ε (exp(λ/ε 2 ), x 0 ) such that M(β 2 ) > λ. By Lemma 3.8, there are sequences ε n ↓ 0 and v 0 ≤ µ n < λ n ≤ λ such that (19) holds. Thus Part (A) of 
Then, since G is piece-wise continuous and passes from the left of the diagonal to the right of the diagonal at c 1 , we can find δ > 0 and β 1 ,β 2 such that
and G(c) < β 2 − δ for c ∈ [β 2 − δ, β 2 + δ]. By Lemma 3.8, there are sequences ε n ↓ 0 and v 0 ≤ µ n < λ n ≤ λ such that (19) holds. Thus Part (B) of Lemma 3.10 leads to a contradiction with (31). The inequality
can be ruled out in the same way by referring to Part (B ′ ) of Lemma 3.10.
We can repeat the arguments of Case 2 to show that (32) implies that c(λ) < c 1 . Then, since λ is a point of continuity of c(λ), we can find β 1 , β 2 such that
and M(β 2 ) > λ. By Lemma 3.8, there are sequences ε n ↓ 0 and v 0 ≤ µ n < λ n ≤ λ such that (19) holds. Thus Part (A) of Lemma 3.10 leads to a contradiction with (32). Finally, from Lemma 3.11 it follows that lim inf
Case 4: λ ≥ M(c 0 ), c 1 < c 0 . This is completely similar to Case 3.
Remark. If instead of the constant λ in the argument of the function u ε in Theorem 3.1, we have a positive function λ(ε) such that lim ε↓0 λ(ε) = λ > 0, then
The proof of this statement requires only simple modifications to the proof of Theorem 3.1.
Exit From the Domain
Let the differential operator L ε and the function G satisfy the assumptions of Section 3.1. Let x ∈ D and λ > 0. Recall that X λ,x,ε s , s ∈ [0, exp(λ/ε
2 )], is the process defined in (15), with τ ε being the first time when this process reaches the boundary of D. We put τ ε = ∞ on the event that the process does not reach the boundary by the time exp(λ/ε 2 ). Let
is the location where the process first exits the domain. Let ρ ε be the measure on D induced by X λ,x,ε τ ε :
Let µ ε be the restriction of ρ ε to ∂D:
Note that µ ε is not a probability measure, since P(X λ,x,ε τ ε ∈ ∂D) < 1. In this section we shall examine the asymptotics of ρ ε and µ ε when ε ↓ 0. We shall distinguish several cases corresponding to different values of λ. First consider the case when 0 < λ < M(c 0 ).
Proof. From Lemma 3.3 it follows that for δ > 0 there is 0 < v 0 < λ such that
uniformly in x ∈ D δ . We claim that for each κ > 0,
Indeed, otherwise by Lemma 3.7 we could find sequences ε n ↓ 0 and
Suppose that the former is the case and that c 1 = c 0 (the argument in the cases when c 1 > c 0 and c 1 < c 0 is similar). Then, from the conditions imposed on the function G in Section 3.1 it follows that there are c 0 < β 1 < β 2 < lim sup n→∞ u εn (exp(λ n /ε 2 n ), x 0 ) such that the graph of G goes below the diagonal in a neighborhood of the interval
This contradicts Part (B) of Lemma 3.10, thus establishing (36). From (36) and Part (A) of Lemma 3.2 it follows that P(τ ε ≤ exp(λ/ε 2 ) − exp(v 0 /ε 2 )) tends to zero as ε ↓ 0. From Corollary 3.4 it then follows that P(X c 1 ) and G 1 (c 1 ) = G 2 (c 1 ) , then µ ε weakly converges to a probability measure µ concentrated at those two points. In this case µ(x *
Similarly to the proof of Lemma 4.1, and using the fact that u ε (exp(λ/ε 2 ), x 0 ) converges to c 1 for each λ > λ max , we can show that
for each κ > 0. Let A = {x * (c 1 )} if the minimum min x∈∂D V a(·,c 1 ) (x 0 , x) is achieved at a single point, and A = {x * 1 (c 1 ), x * 2 (c 1 )} if the minimum is achieved at two points. Recall that τ ε is the first time when the process X λ,x,ε s
reaches the boundary of D. From (37) and Lemma 3.2 it follows that
and for every δ > 0 we have
This immediately implies the desired result for the case of a single minimum point. Let U δ (y) ⊆ ∂D denote the δ neighborhood of a point y on the boundary. In the case when the minimum is achieved at two points, we note that
where the left hand side tends to c 1 , while the right hand side is equal to
where lim ε↓0 α(ε) = 0, as follows from (38) and (39). It also follows from (38) and (39) 
, be the probability that the process X λ,x,ε s reaches the boundary of D by the time exp(λ/ε
Since 
).
Since G is piece-wise continuous and its graph is above the diagonal in a neighborhood of [c 0 , c(λ)], the function α is a unique continuous function which satisfies the differential equation Proof. Assume first that the minimum of the quasi-potential is achieved at a unique point x * (c) for each c in a neighborhood of [c 0 , c(λ)], and therefore G is a continuous function there. Take δ, δ ′ > 0 which will be specified later and δ 
, and B k,x,ε be the event that
uniformly in x ∈ D δ ′′ . Since G is continuous, we can also make sure that δ is small enough so that lim
uniformly in x ∈ D δ ′′ . We can write u ε (exp(λ/ε 2 ), x) in two different ways
). Upon subtracting the right hand sides of these two equalities, using the Markov property, Corollary 3.4, Lemma 3.7 and (43), we obtain
where h 1 (i, ε) ≤ δ ′ and lim ε↓0 h 2 (i, ε) = 0. This implies the desired result once we recall that δ ′ and δ can be taken arbitrarily small, since (44) shows that α ε is a type of Euler's method approximation to the solution of (41).
The condition of continuity of G can be easily removed once we recall that G may have at most finitely many points of discontinuity.
Remark. Using similar arguments it is not difficult to show that
Moreover, using (44) and (42) it is possible to show that in order to find the limit of µ ε , one can take ν, which is the limit of ν ε , and then take its push-forward by the function x * (since ν is an absolutely continuous measure, it is not essential that x * may be undefined in a finite number of points). The push-forward of ν will be denoted by µ. Thus
Combining this with Lemmas 4.1 and 4.2 and Corollary 3.4, we can can formulate the following theorem. Proof. The corollary immediately follows from Theorems 3.1 and 4.4 and the probabilistic representation of the solution to the initial-boundary value problem.
Generalizations and Examples
The Case of a Nonlinear First Order Term
We could allow the coefficient at the first order term to depend on u ε in (5)- (6):
All the assumptions made in Sections 2.1 and 3.1 remain in force, other than the following: instead of assuming that b is a vector valued function on D, we assume that b, b 1 ∈ C 2 (D × R), and there is a positive constant k ′ such that (b(x, u), n(x)) < −k ′ for x ∈ ∂D, u ∈ R, where n(x) is the exterior normal to the boundary of D. Moreover, we assume that for each u the vector field b(·, u) has a unique equilibrium point x 0 which does not depend on u and that all the trajectories of the dynamical system x ′ (t) = b(x(t), u) starting in D are attracted to x 0 . We now assume that there is a smooth function v defined on D, such that v(x 0 ) = 0, v(x) > 0 for x = x 0 , and (b(x, u), ∇v(x)) ≤ −c|x − x 0 | 2 for some positive constant c, all u and all x.
The definition of the function M(c) from Section 3.1 needs to be modified to allow for the dependence of the drift term on a parameter. Namely, now a ij (x, c) ∂ 2 u ε (t, x) ∂x i ∂x j + b(x, c) · ∇ x u ε (t, x).
x 2 to a neighborhood of x 1 occurs in time of order exp(M x 2 ,x 1 (c 2 )/ε 2 ), while the transition from x 1 and x 2 to the boundary occurs in time of order exp(M x 1 ,∂D (c 1 , c 2 )/ε 2 ) and exp(M x 2 ,∂D (c 1 , c 2 )/ε 2 ), respectively. In this section we would like to study the equation at a time scale which is sufficiently large for the process to make excursions between the neighborhoods of x 1 and x 2 and back, yet not too large so that the process starting at x 1 or x 2 does not exit the domain. Therefore we assume that max( sup In the second example we assume that D ⊂ R d contains the origin x 0 = 0. Let the operator L ε be as follows
a ij (u) ∂ 2 u(t, x)
where a is a positive-definite matrix which depends smoothly on u, and A is a matrix with negative eigenvalues which depends smoothly on u. As has been demonstrated in [2] , the quasi-potential, which we shall denote by V c , is given by the quadratic form 
