We investigate p-form electromagnetism-with the Maxwell and KalbRamond fields as lowest-order cases-on discrete spacetimes, including not only the regular lattices commonly used in lattice gauge theory, but also more general examples. After constructing a maximally general model of discrete spacetime suitable for our purpose-a chain complex equipped with an inner product on (p + 1)-cochains-we study both the classical and quantum versions of the theory, with either R or U(1) as gauge group. We find results-such as a 'p-form Bohm-Aharonov effect'-that depend in interesting ways on the cohomology of spacetime. We quantize the theory via the Euclidean path integral formalism, where the natural kernels in the U(1) theory are not Gaussians but theta functions. As a special case of the general theory, we show that p-form electromagnetism in p + 1 dimensions has an exact solution which reduces when p = 1 to the Abelian case of 2D Yang-Mills theory as studied by Migdal and Witten. Our main result describes p-form electromagnetism as a 'chain field theory'-a theory analogous to a topological quantum field theory, but with chain complexes replacing manifolds. This makes precise a notion of time evolution in the context of discrete spacetimes of arbitrary topology.
Introduction
For the relativist, describing electromagnetism as a gauge theory has obvious appeal. The language of fibre bundles in which gauge theory is written provides a coherent framework for doing field theory in curved spacetimes of arbitrary dimension and with very general global topology. The bundle formalism emphasizes the idea that there is no canonical way to compare 'states at x' with 'states at y' when x and y are distinct points of spacetime-the notion of a connection is central. Briefly, gauge theory has much of the sort of flexibility that relativists like to demand.
In contrast, discrete analogues of gauge theory tend to be much more rigid. Field theories are often discretized using lattice methods [26, 32] , in which Euclidean spacetime is approximated by a regular hypercubical lattice aZ 4 , where a is some fixed length called the lattice spacing. The lattice way of doing field theory has certain advantages, both as a means of regularizing path integrals and because numerical computations necessitate discretization of fields. But lattice gauge theory also represents a certain theoretical compromise. As Zee has pointed out (see chapter VII.1 of his textbook [41] ), lattice gauge theory rescues gauge invariance from the 'mangling' it suffers in perturbative field theory-including the introduction of unphysical 'ghost fields' necessary to make sense of the results-but does so at the expense of Lorentz invariance. The discretization shatters the symmetry of spacetime. The lattice picks out preferred directions. And the situation is worse for those interested in spacetimes more general than affine Minkowski space: there is no such thing as a diffeomorphism-invariant lattice.
Of course, lattice gauge theory is often considered merely as a computational tool for doing calculations in ordinary continuum gauge theory. One expects to recover Lorentz invariance in the limit a → 0, after Wick rotation. If we are really interested in manifestly discrete theories of physics, however, the success of lattice gauge theory in its usual form is not very satisfying: we would like to have 'unmangled' gauge invariance without doing such drastic damage to spacetime's symmetry. In the context of quantum gravity, where spacetime itself is a dynamical variable, the 'spin foam' approach avoids picking out preferred directions in spacetime by integrating over possible discretizations; in lattice electromagnetism we should at least like to have a theory which allows discretizations more general than the hypercubical lattices of lattice gauge theory, with the hope of recovering something that looks like diffeomorphism invariance at large scales.
More generally, we would like such a flexible discretization of p-form electromagnetism, the generalization of Maxwell's theory one obtains by replacing the gauge field A by a p-form [1] . More precisely, the gauge field in electromagnetism is a connection on a U(1)-bundle, which may be thought of in local coordinates as a 1-form
and this may be generalized to a p-form:
The electromagnetic field, locally the 2-form F = dA, is globally just the curvature of the connection A. In direct analogy, the p-form electromagnetic field is described locally by the (p + 1)-form
The classical equations of motion for p-form electromagnetism, which we might call the p-form Maxwell equations, look formally identical to the 1-form case [6] :
But here, since F is a (p + 1)-form, d F is a p-form, so the current J must also be a p-form. One sees how the dimensions get boosted: whereas the current in ordinary electromagnetism is fundamentally one dimensional, corresponding to zero-dimensional point particles tracing out one-dimensional curves, 2-form electromagnetism has a two-dimensional current. One might expect such a theory to describe one-dimensional charges sweeping out surfaces in spacetime. It is thus not surprising that something like this shows up in string theory, where it is called the 'Kalb-Ramond field' [20, 25] . Integrating the Kalb-Ramond field over the string's worldsheet gives a term in the action, analogous to the term in the action of a charged particle given by integrating the vector potential A along the particle's worldline. A natural question which has been pursued by Baez and others is how to describe p-form electromagnetism, and other 'higher gauge theories' [7, 34] with more general gauge group, globally. In fact, putting 'p-form gauge theory' on the same global footing as ordinary gauge theory requires some higher-dimensional generalization of the notion of fibre bundle [7, 9, 11, 27] . In particular, one needs to know what is meant by parallel transporting a (p − 1)-dimensional extended object along a p-dimensional submanifold, rather than merely translating point particles along paths.
Remarkably, many of the technical difficulties of defining 'higher gauge theory' melt away in a discrete setting when the gauge group is Abelian, that is, in the case of discrete p-form electromagnetism! The need for the bundle formalism in gauge theory arises from the possibility that the gauge field might be 'twisted' in a global way. But in the lattice context, changes in the gauge field occur not continuously but in discrete steps. It therefore becomes impossible to decide if the field is 'twisted' around some noncontractible loop. Moreover, the Abelian nature of electromagnetism allows higher-dimensional generalization to be carried out in a straightforward way. Rather than increasingly rich algebraic structures necessary for boosting the dimension in non-Abelian gauge theory, higher-dimensional electromagnetism can always be described in terms of chain complexes of Abelian groups. In fact, p-form electromagnetism on discrete spacetime turns out to be no more difficult than ordinary electromagnetism.
The author hopes that this detailed and pedagogical study of discrete p-form electromagnetism will serve as a starting point for further study in both lattice gauge theory and higher-dimensional analogues of gauge theories, both fields of active research, as well as theories at their interface. A subsidiary motivation is to smooth the reader's way towards an understanding of discrete models of spacetime which arise in the study of quantum gravity, especially 'spin foams'. It is also hoped that the expository flavour of this paper will make it accessible to a wider variety of readers, including physicists wishing to see an elegant treatment of lattice gauge theory and mathematicians wishing to see applications of homological algebra and category theory in physics.
The plan of the paper is as follows. Section 2 serves as an invitation to much of the material that follows it, with the intent of explaining as quickly as possible the path integral approach to discrete quantum electromagnetism. As typical in lattice gauge theory, we work in this section and throughout the paper in Euclidean (i.e. 'Wick rotated') spacetime. In this section, and until section 7, we consider p-form electromagnetism with gauge group R, as opposed to the usual U (1) . Readers already well acquainted with path integrals in lattice gauge theory may wish to skim through this to fix notation and then move on to section 3.
In section 3, we begin a more careful approach, considering first which mathematical model of discrete spacetime is appropriate for the description of an Abelian p-form gauge theory. The essential ingredient is a chain complex of free Abelian groups, with bases corresponding to the 'atomic' cells of discrete spacetime.
In section 4, we first define the fields of p-form electromagnetism on the spacetime model developed in the previous section. We then draw a comparison to the continuum theory and use this to construct an appropriate form for the action in the discrete context. In the final subsection, it shown that, just as ordinary gauge theories are particularly simple in two dimensions, p-form electromagnetism simplifies greatly in p + 1 dimensions. In fact, the natural choice for the action leads to a theory which is 'almost' a topological quantum field theory-it is what we call a 'volumetric field theory'-where the volume of spacetime is the only nontopological input.
Section 5 considers the classical theory arising from the action derived in section 4. It is shown that, quite surprisingly, under certain conditions classical p-form electromagnetism has a strongly topological character. More precisely, when these conditions are met, the space of classical solutions in the absence of charged matter depends only on the topology of spacetime.
In section 6, a topological criterion is found for the convergence of the path integral when the gauge group is R, and path integrals are computed explicitly in examples. The p-form analogue of the Bohm-Aharonov effect is also discussed.
In section 7, we examine the relationship between the groups R and U(1) as gauge groups for electromagnetism and use the formalism developed in previous sections for the R theory to set up path integrals in the more usual U(1) case. Since with the latter gauge group the configuration space is a torus, these path integrals turn out to involve not Gaussian integrals in the ordinary sense, but the analogous integrals on tori, which are integrals of theta functions. We consider these theta function integrals in detail in section 7.2 before setting up the path integral for the U(1) theory in section 7.3.
Before concluding section 7, we return in 7.4 to the case of p-form electromagnetism in p + 1 dimensions, this time in the U(1) setting, and make explicit the connection to 2D Yang-Mills theory. We compute the partition function for lattice p-form electromagnetism on any discretization of an arbitrary compact oriented (p + 1)-manifold.
The final section of the paper, section 8, presents the main result of this work: a description of lattice p-form electromagnetism that parallels the category-theoretic description of topological field theory. The importance of this result is that it gives a rigorous description of time evolution in lattice p-form electromagnetism. Namely, it allows an n-dimensional discrete spacetime to be split into (n − 1)-dimensional slices representing space and provides time evolution operators between the Hilbert spaces of states on these. This final section is somewhat more technically demanding than the rest of the paper. In particular, it assumes at least a passing knowledge of categories and functors. For those readers less familiar with category theory, a highly readable introduction which also emphasizes applications to physics is the book by Geroch [18] . The more technical aspects of category theory needed in this section are all covered in Mac Lane's textbook [28] .
Survey: from n-graphs to path integrals
A discrete model of spacetime might begin with a simple discrete set of points, the 'events'. Soon however, if we want to write theories that look like their desired continuum limits, we are forced to equip our model with additional data. In the context of gauge theory, for example, we would like to be able to define an analogue of the connection and take holonomies along paths, and this requires that we specify ways of getting from one event to another. This has the effect of turning our model into a graph, with events as vertices and paths between events as finite strings of edges:
Likewise, the desire to give meaning to notions such as area and curvature makes it natural to fill in empty spaces bounded by edges with two-dimensional faces, or plaquettes. Thus, our model becomes a '2-graph':
In a similar way, we are led to adjoin three-dimensional cells bounded by plaquettes, and so on, all the way up to the highest dimension of the spacetime. In general, an n-dimensional discrete spacetime should be constructed from n + 1 distinct classes of geometric objects: vertices, edges between vertices, plaquettes bounded by edges, 3-cells bounded by plaquettes, . . . and n-cells bounded by (n − 1)-cells. Spacetime thus becomes an 'n-graph'.
The problem is that nobody knows what an n-graph is! Of course, we have some solid ideas of what an n-graph should be like, but there seems to be no accepted intrinsic definition that is flexible enough to encompass every would-be example. We take up this issue in section 3.
For now, let us rely on our intuitive notion of a 2-graph as a combinatorial object consisting of finite sets of vertices, edges and plaquettes, and begin with a naive attempt at discretizing quantum electromagnetism in two dimensions. Let V be the set of vertices, E the set of edges and P the set of plaquettes or faces. An edge is just a line segment or curve connecting one vertex to another, while a plaquette is a two-dimensional surface whose boundary consists of one or more edges. A simple example, with two vertices, three edges and two plaquettes, is depicted below:
where we label the elements of V , E and P using lower-case letters v, e and p, with subscripts to distinguish between them. As a matter of convenience in computations, we have also assigned an arbitrary orientation to each cell. The usual gauge group for electromagnetism is U(1), but there is another obvious choice, namely R. We will follow the latter alternative in the first part of this paper, both because a noncompact gauge group in electromagnetism is interesting in its own right and because the construction of the U(1) path integral in section 7 is made easier having established the formalism with gauge group R. In lattice gauge theory, the gauge field or connection A assigns to each edge in the lattice an element of the gauge group:
A: E → R, so the space of connections is just
Suppose γ is an edge path through the spacetime lattice-a concatenation γ = e 
Note that since the gauge group is Abelian, we need not pick a starting vertex for the loop-we may traverse the edges in any order, so long as we take orientations into account. This fact will be of great use to us in section 3.2.
As is standard practice in lattice gauge theory, we quantize this theory using the Euclidean path integral approach. We must therefore specify the form of the action for the gauge field. Roughly, when there are no sources present, the action should be a positive quadratic function of the curvature, so that the connections with zero curvature have the least action, hence are most probable. In section 4, we discuss in more detail what the action for a given connection should look like. In the case of lattice R electromagnetism in two dimensions, we find that the best choice for the action is
where F i := F (p i ) is the curvature induced by the connection on the ith plaquette, V i is the area of the ith plaquette and e 2 is the square of the charge on the electron (or if you wish, the fine structure constant α = e 2 /hc, since we are using units withh = c = 1). An observable O in our theory is a real-valued function of the gauge field:
O: A → R, so we can try to calculate its expected value, using our action S(A), as
In certain cases, it might be difficult to define exactly what this means. For example, if our lattice is infinite, then we must deal with the difficulties of defining measures on infinitedimensional Euclidean space. However, even in the finite-dimensional case, where DA = d E A is just Lebesgue measure on A = R E , path integrals like that for O above are almost always ill defined. To see this, imagine calculating the partition function
say for the little two-plaquette complex above, to be definite. If the plaquette areas are V 1 and V 2 , then the action for this example becomes
Note that this action is unaffected by the gauge transformation
so that one cross section of the integrand exp(−S) looks like this:
where the direction of gauge freedom is obvious. In particular, exp(−S) equals 1 along an entire line through the origin of A = R E . Because the gauge group R is noncompact, the partition function therefore diverges.
Let us recall how gauge freedom manifests itself in the lattice context. First, for each directed edge e ∈ E in the lattice, let s(e), t (e) ∈ V denote the source and target vertices of e, respectively,
Then let φ be any function of the vertices of spacetime valued in the gauge group, in our case
and define the differential of φ by
dφ: E → R, dφ(e)= φ(t (e)) − φ(s(e)).
It is easy to see that a gauge transformation
does not affect the holonomy of A around a loop, since the contributions from dφ all cancel in pairs. It is thus convenient to think of a gauge transformation as being a map from the set of vertices to the gauge group, in our case an element of
A common way of eliminating divergences caused by gauge freedom is gauge fixing. Fixing a gauge means choosing some method to pick one representative of each gaugeequivalence class [A] and doing path integrals over just these. There are problems with this approach, however. In a general gauge theory, it might not even be possible to fix a smooth, global gauge over which to integrate. But even when we can do this, the arbitrary choice involved in fixing a gauge is undesirable, philosophically. Gauge fixing amounts to pretending that a quotient space of A, the space of connections modulo gauge transformations, is a subspace. A better approach is to use the quotient space directly. Namely, G is a group which acts on the space A of connections by
Modding out by the action of G on A gives the quotient space A/G consisting of gaugeequivalence classes of connections, and we do path integrals like
When gauge fixing works, path integrals over A/G give the same results as gauge fixing. But integrating over A/G is more general and involves no arbitrary choices. Since a physical observable in gauge theory is required to be gauge invariant, it can be considered a function on the physical configuration space A/G. We calculate path integrals on A/G explicitly for the R theory in section 6. In the case of noncompact gauge group, even factoring out all of the gauge freedom may be insufficient to regularize our path integrals. In particular, there are certain topological conditions our spacetime must meet for this programme to give convergent path integrals. As a consequence, in the case where the gauge group is R, we must sometimes take more drastic measures if we want finite path integrals, and this leads to some interesting differences between the cases G = R and G = U(1) as gauge groups for electromagnetism. These differences are related to the Bohm-Aharonov effect, which has higher-dimensional generalizations in the case of p-form electromagnetism. We discuss this issue in section 7, where we also study path integrals in the U(1) theory.
Discrete spacetime as an n-complex
Just as the concept of a manifold is fundamental to an elegant treatment of general relativity, lattice gauge theory must give due attention to the spacetime lattice itself. In particular, we should say with some precision what we mean when we describe discrete spacetime as an 'n-graph'. We make no attempt in this section at giving the most general definition of n-graph suitable for describing arbitrary discrete gauge theories. Rather, we show that for Abelian gauge theory, we really only need a weaker notion-what we shall call an 'n-complex'.
The n-graph problem
Formulating a precise definition of n-graph is not an easy task. Ideally, we should be able to describe n-graphs in a purely combinatorial way: an n-graph should consist of sets of various kinds of cells, together with maps telling how the cells are linked together. An ordinary (directed) graph, for example, is specified by a set V of vertices and a set E of edges, together with source and target maps s, t: E → V telling at which vertex each edge begins and ends.
If one tries copying this definition to define a notion of n-graph, one quickly realizes the immensity of the combinatorial problem at hand! Even if we only wish to add two-dimensional faces, or plaquettes, complete generality requires an infinite number of new sets and set maps; whereas an edge has only two ends, a 2D face can have arbitrarily many sides:
What's more, the specified maps must satisfy certain equations. For example, in the pentagonal plaquette we must impose equations stating that the zeroth and fourth edges have the same source vertex, that the target of the second edge is the source of the third, and so on (three more equations). These equations are called incidence relations.
And it gets worse. A 3-cell may have arbitrarily many faces, each of which may have any number of sides . . .
There are various attempts at formalizing the notion of n-graph in a fully satisfactory way, most relying heavily on category theory, or rather n-category theory, which itself is still under development. At the present state of the art, however, we are forced to make compromises of one sort or another. Each of these compromises carries with it its own weaknesses.
We could, for example, restrict the allowable shapes of cells. Allowing only simplices as cells, for example, lets us define 'simplicial n-graphs' as simplicial sets [29] , where we simply remove any cells of dimension greater than n. Similarly, we could define 'cubical n-graphs' using cubical sets [19] . If we are only interested in lattice gauge theory as a computational tool, these should be sufficient, and indeed the study of lattice gauge theory began with regular cubical lattices. However, if we really believe spacetime is discrete at some scale, then there seems to be no a priori physical justification for imposing such strong conditions on the shapes of cells! For this reason, piecewise-linear CW complexes (or PLCW complexes, for short) [23, 24] have been used as discrete models of spacetime in loop quantum gravity [4, 5] . These allow a wider variety of cell shapes and are quite handy if, for example, we want to chop up a manifold with boundary into polyhedra:
Unlike simplicial sets, however, we do not know how to define PLCW complexes intrinsically-they rely on an ambient space for their construction. This too is undesirable for physics, analogous to defining the spacetime manifold in relativity as a submanifold of some higher-dimensional Euclidean space. In addition, the polyhedral cells in PLCW complexes would not allow, for example, plaquettes bounded by only one or two edges: or 3-cells bounded by fewer than four plaquettes, like these:
and so on. The problem with all of these is that they involve curved sides; cells in PLCW complexes must be constructible in Euclidean space using only polyhedra with straight sides. So in fact, even our simple two-plaquette example from section 2 is not a PLCW complex. Worse, a typical graph is not a one-dimensional PLCW complex, so PLCW complexes are hardly a candidate for general n-graphs.
Homological n-complexes
Luckily, it turns out that in gauge theory, and even 'higher gauge theory', we can avoid many of the technical issues with n-graphs when the gauge group is Abelian-that is, in the case of p-form electromagnetism. To see why, note that taking the holonomy of a connection along some path through a graph, we multiply group elements of the edges composing the path in order. In a non-Abelian gauge theory, this requires that we keep close track of how the edges are interconnected. This is manageable for one-dimensional holonomies, but in 'p-form gauge theory', where holonomy involves multiplying group elements labelling p-cells, it is difficult to know what order to use. In general, the holonomy depends intimately on the incidence relations of the n-graph-that is, on the details of how cells are linked up-and keeping track of this requires a fairly sophisticated notion of n-graph. If the gauge group is Abelian, however, then the order in which we apply the group operation is unimportant, and all that matters is the orientation of each cell! For us, spacetime will be a (homological) 'cell complex' M, which we define as follows. First, M consists of a list of sets
where we call X k = X k (M) the set of k-cells in M. Now intuitively, the boundary of a k-cell should be a 'sum' of (k − 1)-cells. To formalize such sums, for each k we let C k = C k (M) be the free Abelian group on the set X k . In other words, C k just consists of all formal linear combinations of k-cells, with integer coefficients. We call the elements of C k the k-chains in M. We then hypothesize boundary maps ∂ k : C k → C k−1 and require that these be linear over Z. If we let ∂ 0 : C 0 → 0 be the unique map from C 0 to the trivial group, then the boundary maps fit together like this:
and the topological maxim 'the boundary of a boundary is zero', popularized by Wheeler [13, 31] , demands that applying two boundary maps in succession give the zero map. In homological algebra, such a sequence of maps ∂:
We will say that the cell complex is n dimensional, or that it is an n-complex, provided X k = ∅ for all k > n. 1 When the cell complex is n dimensional, we might as well truncate the chain and write simply
We may now summarize the definition in a concise way.
Definition 1. An n-dimensional homological cell complex, or n-complex, M is a chain complex
In a certain sense, this definition is perhaps too inclusive. We could take, for instance, the sets X k of cells to be any sets whatsoever and let each boundary map ∂ be the zero map. One can also concoct other sorts of perverse examples, all falling squarely within the bounds of the definition, but with seemingly no connection between the boundary maps and the geometric notion of boundary.
The point is that, although the result might be strange or impractical, one actually can write a theory of electromagnetism on such n-complexes. Our attitude will be simply that it is up to the user of the definition to decide what additional conditions to impose to guarantee more 'reasonable' n-complexes. But to see that our definition of an n-complex at least does include the sort of discrete spacetimes we really are interested in and to show how the definition might be used in practice, an example or two might be in order.
Example 1.
In section 2, we had the following spacetime:
But now, instead of simply talking about the sets X 0 = V , X 1 = E and X 2 = P of vertices, edges and plaquettes, we make them into free Abelian groups
with ordered bases V , E and P, respectively. We define the boundary map ∂: C 1 → C 0 by assigning to each edge e ∈ C 1 its target minus its source:
∂(e) = t (e) − s(e).
In particular, since all three edges in this example go from v 1 to v 2 , we have
Similarly, we define the boundary of a plaquette p ∈ C 2 by taking the sum of the edges around its physical boundary, but with opposite sign if an edge points opposite to the plaquette orientation. Thus, in our example,
It is easy to check that ∂∂(p 1 ) = ∂∂(p 2 ) = 0, as required.
Example 2. As a second example, take the solid tetrahedron: which has four vertices, six edges, four plaquettes and one 3-cell. Here we have left out the labels on plaquettes, to avoid cluttering the diagram, but for convenience we take the ith plaquette p i to be the triangular face whose vertices include all vertices but v i . On each plaquette, let us take the orientation such that its three edges are traversed in numerically increasing order (or a cyclic permutation). To specify the orientation of the 3-cell c, we call each of its faces positively oriented if its orientation is counterclockwise when viewed from inside c. The resulting chain complex then looks like this:
with the boundary maps represented by the matrices
Again, we can easily verify that ∂ 0 ∂ 1 , ∂ 1 ∂ 2 and ∂ 2 ∂ 3 are all zero, so we really do get a chain complex.
Note that in passing from the physical model of a spacetime lattice to its corresponding n-complex, one is actually throwing away quite a lot of information! Given a chain complex, it may be impossible to reconstruct every detail of how cells in the original model might have been hooked together. Applying the boundary map to a k-cell only tells us 'how many times' each (k − 1)-cell is included in its boundary, with possible cancellation. For example, in the cylinder with one plaquette p:
we have ∂p = e 1 −e 2 + e 3 + e 2 = e 1 + e 3 , leaving no trace of the fact that e 2 is actually included twice in the physical boundary of p, with opposite orientation.
We must emphasize that we are free to discard all of these incidence data only because electromagnetism is Abelian. As we shall soon see, almost everything we need for electromagnetism is contained in the chain complex of spacetime. We can even think of discrete spacetime as being its chain complex, a perspective which we explore more fully in section 8.
The discrete gauge field and the action

p-connections, curvature and gauge transformations
In p-form electromagnetism, the analogue of the connection A is locally a p-form, making the electromagnetic field F = dA a (p + 1)-form. In lattice p-form electromagnetism, we thus define a p-connection to be a map assigning to each p-cell an element of the gauge group:
where for our purposes G = R or U (1) . But in the framework introduced in the previous section, we can now speak of not only p-cells but also their formal linear combinations. The real beauty of this viewpoint is that we can extend A to a homomorphism of Abelian groups
in a unique way. That is, we can consider a p-connection to be an element of the dual space
which we dub the space of G-valued p-cochains. Likewise, the curvature is a linear functional on the space of (p + 1)-cells or an element of C p+1 (M; G). Since the boundary maps form a chain complex,
we get a chain complex of the dual spaces in the opposite direction, the associated cochain complex, by taking the adjoint of each boundary map:
That is, given ω ∈ C i , we define the coboundary maps
. Dropping the subscripts on both the boundary and coboundary maps usually causes no confusion and we can write more cleanly
This definition justifies the name cochain complex: it is easy to see that ∂∂ = 0 implies dd = 0.
Using the coboundary maps, we define the curvature of a p-connection A to be the (p + 1)-cochain dA. Likewise, a gauge transformation is a (p − 1)-cochain φ which acts on a p-connection A via A → A + dφ. Thus, one part of the cochain complex looks like this:
For p = 1, these definitions are precisely the definitions in ordinary continuum electromagnetism, except that the complex in question is the cochain complex above, rather than the de Rham complex of differential forms. When G = R, so that the duals C q (M, R) ∼ = R X k are vector spaces, there is an especially strong parallel between our cochain complex and the de Rham complex. In this case, we will slip between the two vocabularies at will, calling cochains 'forms' whenever convenient. Following the language of differential forms, we often call the coboundary maps d i differentials and say that a k-cochain ω is closed if dω = 0 or exact if ω = dη for some (k − 1)-cochain η. The equation dd = 0 then has its usual de Rham translation, 'all exact forms are closed'.
Action for R p-form electromagnetism
In ordinary continuum electromagnetism, the Lagrangian for the free electromagnetic field F = dA is given by
This equation holds for free p-form electromagnetism as well, where F is the p-form field
To write a lattice version of this theory, we thus seem to need discrete analogues of the wedge product ∧ and the Hodge star operator . The Hodge star in differential geometry turns q-forms into (n − q)-forms, so we seem to need a map:
for each q = 0, 1, . . . , n. Likewise, for an analogue of the wedge product of differential forms we would want
Defining these maps seems to be the main obstacle to completely formulating a discrete analogue of the theory of differential forms. In certain special cases, it is known what these operations should look like. For example, for simplicial complexes, the best approximation to the wedge product of differential forms is the 'cup product' ∪ of cochains [21] . For the Hodge star, a cubical complex is more convenient, since Hodge duality is related to Poincaré duality, and the Poincaré dual of a cubical lattice is also cubical 2 . But we would rather not impose any restrictions on the shapes of cells in our spacetime model. Forcing the lattice to be too regular goes against relativity's lesson that spacetime, at least on the macroscopic level, does not have preferred directions the way a crystal lattice does.
Luckily, if we resist the temptation to dissect the formula for the action
we can instead discretize the whole thing in one fell swoop! The key observation is that
defines an inner product, the Hodge inner product, on differential (p + 1)-forms. So in the lattice theory, if we equip our (p + 1)-cochains with an inner product
then we can define the action corresponding to the field F = dA to be S = 1 2e 2 F, F . What this inner product should look like for a given lattice depends on the structure and the dimension of the lattice. We shall not dig too deeply into this issue, but just mention a few 'reasonable' requirements. For this it is useful to write the inner product as
where the implicit sum is over all pairs of (p + 1)-cells c i , c j . One sensible condition that might be imposed on this inner product is a 'locality condition'. That is, we do not expect the action to have correlations between distant points in spacetime, so we might require that h ij vanish whenever c i , c j are 'nonadjacent' (p + 1)-cells. Also, when the details of lattice geometry are carefully accounted for, the defining equation of the Hodge star operator:
implies that the off-diagonal entries of h ij should depend on the physical angle between the corresponding cells. In particular, on a regular cubical lattice, we expect h ij to be a diagonal matrix. Note that neither the locality condition nor any geometric data used to build the inner product can be derived from the chain complex itself. Both constitute additional structure in the spacetime model.
At this point, we are prepared to formally define the path integral for lattice p-form electromagnetism with gauge group R. Using the action defined above, we define the partition function
The constant factor in front is purely a matter of convenience, chosen because
is a normalized Gaussian in the curvature variables F i = F (c i ) with respect to Lebesgue measure on F = C p+1 . We are free to introduce such a factor-or, equivalently, to shift the origin of the action by the log of this factor-since it does not change the physics: expectation values of observables are unaffected. Of course, this also means that we are free to ignore this factor when calculating expectation values.
For the sake of simplicity, many of our examples in this paper involve electromagnetism in two dimensions. For this reason, we next turn briefly away from our more general development of the theory to consider this special case. More generally, we consider the case of p-form electromagnetism in p + 1 dimensions and find that the requisite inner product on (p + 1)-cochains has a natural and simple form.
The case of p + 1 dimensions and volumetric field theory
Ordinary gauge theories in two dimensions are notably well behaved [3, 39] . One of the reasons electromagnetism in two dimensions is especially nice is that the electromagnetic field, being a 2-form, can be written simply as a scalar field times the volume form (or, perhaps more properly, the 'area form'):
This allows us to choose the best possible inner product on 1-cochains-an exact analogue of the Hodge inner product-without having to define a discrete Hodge star operator in detail. In particular, the only Hodge duals we really need to consider are the trivial ones: vol = 1 and 1 = vol. More generally, and for the same reason, we can do discrete p-form electromagnetism and avoid any unpleasant entanglements with the Hodge star as long as we work in (p + 1)-dimensional spacetime.
Since the usual Lagrangian for
2e 2 vol. Now, if we want to discretize this theory, we clearly want a fine enough lattice that the value of the scalar curvature field f in the above equations is essentially constant over any 
Combining these last two results, we find a candidate for the action which now uses only variables that are available to us directly in the lattice model:
To get the total action, we just sum over (p + 1)-cells. Recalling from section 4.2 that the action is given by
the corresponding inner product on (p + 1)-cochains for p-form electromagnetism in p + 1 dimensions is thus
Here V i := vol(x i ), where we now use vol to denote the discrete volume form-an R-valued (p + 1)-cochain vol:C p+1 → R that assigns to each (p + 1)-cell its volume. Specializing the path integral (1) to the action above, we obtain the definition of the partition function for p-form electromagnetism in p + 1 dimensions:
The normalization factor is particularly handy in this case, since one can use the identity
2 √ 2πσ 2 to take the limit of Z as the volume of a single (p + 1)-cell approaches zero; the result is the partition function one would obtain by simply ignoring that cell in the lattice. This is a desirable feature if one wishes to take the continuum limit of the lattice theory. We shall see in section 7.4 that the results of Witten [39] suggest that the properly normalized partition function indeed has the correct continuum limit.
In fact, though our derivation of the action in this section was based on the assumption of a sufficiently fine lattice, the resulting quantum theory does not depend at all on how fine a lattice we choose. Just as Witten has noted for 2D Yang-Mills theory, there is a strong sense in which the quantum theory of p-form electromagnetism in p + 1 dimensions is 'almost topological'. Namely, the theory requires only one nontopological datum: the volume of spacetime. It is thus what we might call a volumetric quantum field theory.
To begin seeing why the p-form theory in p+1 dimensions is volumetric, consider splitting a (p + 1)-cell of volume V in two by slicing through it with a new p-cell, leaving some fraction of the original volume on either side. Schematically,
We wish to compare the curvature F 0 on the original (p + 1)-cell to the sum F = F 1 + F 2 in the finer discretization. The curvature on the original cell is a Gaussian random variable with probability measure
On the other hand, the joint probability measure for the random variables F 1 and F 2 is
Making the change of variables
we can rewrite this as a measure for F and G:
To get a measure for F = F 1 + F 2 , we now have only to integrate out the G-dependence from µ F,G . After completing the square in G and integrating, we find
which is the same as µ F 0 . What this calculation shows is that we are free to rediscretize our spacetime by knocking down or inserting new p-cells, and that we will always get the same results, as long as we only ask questions that can be asked for either discretization. In the end, the only freedom in the theory besides the topology is the total volume of the spacetime. We take a deeper look at the volumetric nature of p-form electromagnetism in p + 1 dimensions in section 7.4. For now, we return to the general development and study the classical lattice theory.
Classical p-form electromagnetism
Discrete p-form Maxwell equations
Let us return to discrete spacetimes of arbitrary dimension and obtain the classical equations of motion-the discrete analogue of Maxwell's equations, or rather their p-form generalizationfor the case where the gauge group is R. Formally, the action in our theory is the map
where , is the inner product on (p + 1)-cochains introduced in the previous section. We get
where d † is the Hilbert space adjoint of the linear operator d. We therefore find the equation of motion:
which is our discrete analogue of the vacuum p-form Maxwell equations
It is worth noting the relationship between the continuum and lattice versions of the Maxwell equations. In particular, this means understanding the relationship between the two kinds of dualities showing up in these equations. In Riemannian signature, the Hodge operator satisfies 2 ω = (−1) p(n−p) ω when acting on any p-form ω. So given a p-form A and
where in the second step we did an integration by parts. Thus,
Note that while F naturally lives on the Poincaré dual lattice, d F lives on the original lattice, so the p-form Maxwell equations d F = J make perfect sense on the lattice, without reference to dual lattices, even for nonvanishing p-current J .
The topological character of lattice p-form electromagnetism
In fact, the vacuum p-form Maxwell equations
can be simplified further in the present context. If F = dA satisfies this equation, then we have
In Lorentzian physics, we draw no strong conclusions from this calculation. But in the Riemannian case, the inner product , is positive definite, and hence the classical equations of motion for free discrete p-form electromagnetism reduce to
This is shocking if we are accustomed to electromagnetism on Minkowski spacetime. It means, in particular, that our theory has no analogue of electromagnetic waves propagating through a vacuum! Moreover, the same proof works not only in the discrete case but also, for example, for Riemannian p-form electromagnetism on a compact manifold. The two assumptions leading to the conclusion that F = 0 are that (1) we have an inner product defined on all (p + 1)-forms F and (2) this inner product is positive definite. In Minkowski spacetime, the Hodge inner product F ∧ G is neither defined for all (p + 1)-forms, nor positive definite, so even compactly supported p-form electromagnetic fields in the vacuum need not vanish. There are of course other well-known theories whose classical equations of motion amount to stating that some curvature F vanishes, including BF theory [5] (also called 'topological Yang-Mills theory' in 2D or 'topological gravity' in 4D) and Chern-Simons theory [6] , with 3D general relativity as a special case of both of these [40] . One major difference between p-form electromagnetism under conditions (1) and (2) and these theories is that p-form electromagnetism is not about ordinary flat connections on bundles, but about flat p-connections on p-bundles [7] . But even in the case p = 1, there are important differences.
Most notable from the relativist's perspective is that p-form electromagnetism, unlike general relativity, BF theory or Chern-Simons, relies on a fixed background structure. Namely, one must specify an inner product on (p + 1)-cochains. This inner product encodes geometrical data, since it corresponds to the Hodge inner product, which is metric dependent. Although the classical equation of motion F = 0 is independent of the choice of inner product, the inner product is crucial to write the Lagrangian. Even more importantly, unlike some genuine TQFTs whose Lagrangians are superficially background metric dependent, quantum p-form electromagnetism has expectation values which depend on the background structure. Thus, while we might argue that p-form electromagnetism on a finite lattice is 'topological' as a classical field theory, it is not in general a topological quantum field theory.
There is one way we might try to weasel out of the conclusion F = 0 in cases where conditions (1) and (2) are met. Namely, we can take a pre-gauge theory perspective on electromagnetism and take F as the fundamental field of classical electromagnetism, rather than A. If the field strength F is not necessarily the differential of any gauge potential, then dF = 0 is not automatically satisfied, so we must include it explicitly in the p-form Maxwell equations
We will see that these equations do have solutions other than F = 0, but only on spacetimes with nontrivial (p + 1)th cohomology-roughly, spacetimes with 'holes' of the type which can be enclosed by a surface of dimension p + 1. We shall soon see that classical p-form electromagnetism from this perspective also has a strongly topological character. Let us recall some basic constructions from topology. Consider some small portion of a complex of R-valued cochains
Cohomology classifies topological spaces by comparing two subspaces of C q :
For the cochain complex of any spacetime lattice we have, by the identity dd = 0,
That is, every q-coboundary is a q-cocycle. Whether the converse of this statement is true depends on the particular topology of the spacetime lattice. If every q-cocycle is a q-coboundary, so that B q and Z q are equal, we say that the cochain complex is exact at C q . In topologically interesting spacetimes (or regions of spacetime), exactness may fail, and we measure the failure of exactness by taking the quotient space
called the qth cohomology with real coefficients. Now, we have just seen that the vacuum discrete p-form Maxwell equations
have two possible interpretations.
(i) Considering the gauge potential A as fundamental, the positive definiteness of the inner product on (p+1)-forms reduces the equations of motion to F = 0. From this perspective, the space of solutions of the vacuum discrete p-form Maxwell equations consists of gaugeequivalence classes of flat p-connections. But this is just
the pth cohomology.
(ii) Considering the field strength F as fundamental, solutions of the vacuum discrete p-form Maxwell equations are (p + 1)-forms F satisfying
As explained below, by Hodge's theorem we have an isomorphism
so that from this perspective, solutions are classified by the (p + 1)th cohomology.
From either viewpoint, the classical theory is thus 'topological' in the sense that its space of solutions is determined up to canonical isomorphism by the cohomology of spacetime. The two viewpoints however disagree on which cohomology group determines the solutions.
To fully understand interpretation (ii), it is helpful to consider an alternate viewpoint on cohomology-a viewpoint which is useful whenever we have a cochain complex of (possibly indefinite) inner product spaces. When we have such a complex C, each of the differentials
and dd = 0 together with nondegeneracy of the inner product implies
together with nondegeneracy implies that a coclosed q-form is precisely a q-form which is orthogonal to all exact q-forms. Similarly, a closed q-form is one which is orthogonal to all coexact q-forms. These facts may be combined to obtain the orthogonal direct sum
known as the Hodge decomposition. In the case q = p + 1, the middle summand is just the space of solutions of the p-form Maxwell's equations. When the inner product on C q is positive definite, as it is in Riemannian physics, we can go further, since it is then simple to show that (ker d † ∩ ker d) = ker where
is the Laplacian on C q , and a cochain in its kernel is said to be harmonic. The Hodge decomposition is precisely the statement that any form is uniquely the sum of exact, harmonic and coexact parts. However, even in the case of indefinite inner products, as in Lorentzian physics, we can use (3) to establish an isomorphism between the (q + 1)th cohomology and the space of closed and coclosed (q + 1)-forms
This result is a version of Hodge's theorem 3 . Identifying these two spaces, we can therefore write
as an alternate version of the Hodge decomposition of C q . Since the free p-form Maxwell equations for F simply state that F is closed and coclosed, when we have an inner product defined on all (p + 1)-forms, solutions of Maxwell's equations are classified by the (p + 1)th cohomology, which may be identified (in Riemannian signature) with the space of harmonic (p + 1)-forms.
In the following section, we investigate the implications of cohomology to quantum p-form electromagnetism. We shall see in particular that cohomology provides a criterion for the convergence of the path integral.
Path integrals with gauge group R
Cohomological criterion for path integral convergence
When G = R, we saw in section 2 that the path integral
diverges due to gauge freedom. Indeed, in the language of cohomology, the existence of gauge freedom means G = B p is nontrivial, and in this case, writing
where the second equality follows from gauge invariance of the action.
To eliminate these divergences, it is therefore necessary that we eliminate any gauge freedom from our space of p-connections. The standard procedure is to pass to the quotient space in contrast with the analogous picture from section 2. This gives us a theory in which path integrals are always convergent, but it amounts to ignoring the 'p-form Bohm-Aharonov effect', as we shall soon see.
Whether the pth cohomology is trivial or not, we can calculate the path integral formally on the physical configuration space of connections mod gauge transformations as
where N = dim A/G and the adjoint d † is defined relative to the standard dot product on
Of course (4) is purely formal unless
One can calculate expected values of observables using standard techniques for dealing with divergent path integrals in quantum field theory, such as imposing a cut-off on the magnitude of the connection and taking a limit.
Examples
Let us consider two examples: one in which modding out by gauge transformations is sufficient to render the path integral finite and other in which it is not. First, let us calculate the partition function for the simple spacetime we considered in section 2: Since the number φ 2 − φ 1 ∈ R may be chosen arbitrarily, the space of gauge transformations is just the one-dimensional subspace
Similarly, the curvature F is given by
so the space of flat connections is
Thus, due to the simple topology of the model, the flat connections in this case are precisely the pure gauge connections. In other words, the first cohomology is trivial:
To evaluate the path integral over the space C 
Then the action becomes
. Now integrating over A/G is a snap! Since the 2 × 2 matrix in the above expression is nonsingular, the standard Gaussian integral formula now gives a finite result for the path integral (2):
As a second example, consider again the case of ordinary 1-form electromagnetism in two dimensions, but this time in a spacetime with the topology of a torus: Note in the diagram that objects with the same label are identified. Let us first calculate the cohomology of this lattice. The cochain complex
has differentials represented by the matrices
We are particularly interested in the first cohomology, since it relates flat connections to gauge transformations. Some basic linear algebra shows that
and therefore
Physically, this says that there are flat connections A on the torus which are not gauge equivalent to the trivial connection and that there are two degrees of freedom for such connections. In electromagnetism, we also interpret H 1 ∼ = R 2 by saying that there are two Bohm-Aharonov modes [6, 41] .
For the sake of characterizing the topology more fully, we should calculate the other cohomology groups as well. We find
For doing path integrals on this lattice, it is convenient to take the following orthonormal basis for C 1 : 
For simplicity, let us assume that the area of each plaquette is 1, so the action becomes 
So we see that to make the path integral for R electromagnetism on the torus converge, we must kill off both of the Bohm-Aharonov modes, in addition to factoring out gauge freedom.
One can give a manifestly convergent description of p-form electromagnetism on the torus without ignoring the Bohm-Aharonov effect, but only by switching the gauge group to U(1). We return to the torus example in section 7.4 where we in fact compute the U(1) partition function more generally for any surface of genus g 0.
Path integrals and the p-form Bohm-Aharonov effect
We have seen that the criterion in R electromagnetism for path integrals over the physical configuration space A/G to converge is that the first cohomology be trivial, or in other words that the spacetime has no Bohm-Aharonov modes:
More generally, p-form electromagnetism has what we might call the p-form Bohm-Aharonov effect, but whereas the ordinary Bohm-Aharonov effect applies to regions of spacetime with nontrivial first cohomology, the p-form version depends on the pth cohomology. We have also seen that getting path integrals in R p-form electromagnetism to converge requires killing off all 'p-form Bohm-Aharonov modes': 
In other words, when there are no p-form Bohm-Aharonov modes and d p is surjective, we can just as well do path integrals over the space of curvatures F, rather than over the space of p-connections, at least in the absence of matter. In our first example in the previous subsection, H 1 is trivial and every possible curvature is d of some connection, so we could calculate the partition function more easily as In the case where the pth cohomology is trivial and d:C p → C p+1 is onto, this is equivalent to the previous two options and generally far easier to calculate. This option is however less viable when we add matter, since matter fields typically couple to the A field, not F.
, the space of curvatures F, subject to the constraint dF = 0. This is like the previous option, but works even when d:C p → C p+1 is not onto. The practical trade-off is that the constraint makes calculating integrals less straightforward. Like the previous option, this works best in the free field setting. The major difficulty in the case of gauge group R is that none of these options allows us to take any p-form Bohm-Aharonov modes into account and get convergent path integrals. Of course, it is not convergent partition functions that matter in quantum field theory, but convergent expectation values. The fact that the infinities are not removable in nontrivial cohomology without factoring out p-form Bohm-Aharonov modes indicates that these infinities are actually an intrinsic physical aspect of the theory. While one could make a deeper analysis of the R-theory, we instead resolve the issue in section 7 by switching to the compact gauge group U (1) , where all divergences disappear.
U (1) p-form electromagnetism
Gauge groups for p-form electromagnetism: R versus U(1)
We have seen that eliminating all of the divergences from path integrals in R p-form electromagnetism requires that we factor out not only all of the gauge freedom, but also the Bohm-Aharonov modes. This is undesirable: the Bohm-Aharonov effect is an empirical fact in ordinary 1-form electromagnetism. Neither should we rule out the p-form BohmAharonov effect in our calculations. This is one advantage of doing p-form electromagnetism with gauge group U(1): the U(1) theory is free of divergences, even in cases where the pth cohomology is nontrivial! Better yet, U(1) path integrals converge even before we factor out the gauge freedom. The reason for this is simple. The space of U (1) Though a compact gauge group clearly has certain advantages, as it turns out, the U(1) theory can be obtained most easily by appealing to the R theory. In particular, without having developed the R theory, it would be difficult to guess the best action to use in evaluating U(1) path integrals. The reason is that since the curvature lies not in the vector space R X p+1 but in the mere group U (1) X p+1 , we do not have the same analogy between cochains and differential forms as we had in the R case. In particular, we cannot rely directly on an inner product of cochains for the action as we did in the R case in section 4. What we will show is that we can turn p-form electromagnetism with gauge group R into p-form electromagnetism with gauge group U(1), essentially by 'wrapping the real line around the circle'.
The key to understanding the relationship between the Abelian gauge groups R and U(1) is the short exact sequence:
where the second map is the usual inclusion and the third sends x ∈ R to e 2πix ∈ U(1). This says that we map R to U(1) by winding the line around the circle once every 2π and that the kernel of this map is precisely Z. Now given any R p-connection
we get a U(1)p-connection A := e 2πiA :C p → U (1) by composition with the homomorphism R → U (1) . We thus get a map hom(C p , R) → hom(C p , U(1)), A →Â and the fact that the above sequence of Abelian groups is exact implies that the kernel of this map is hom(C p , Z). Moreover, since C p is free, every U(1)p-connection comes from an R p-connection in precisely this way. Given a p-connection A:C p → U(1), map each generator c in the basis X p of C p to someÃ(c) ∈ R with exp(2π iÃ(c)) = A(c). This defines an R p-connectionÃ which 'lifts' A:
That is, we have the identitŷ A = A. In fact, each of the sequences
is exact, thus giving a short exact sequence of chain maps:
which we may write more succinctly as
Lattice p-form electromagnetism with Abelian gauge group G is all about the cochain complex hom(C • , G). We may thus express the physical content of the above exact sequence of chain maps by saying that there is a projection from the theory with gauge group R to the theory with gauge group U(1), as we wanted, and that the kernel of this projection is a theory with gauge group Z. Metaphorically, 
is exact. One critical implication of the exact sequence of cochain complexes is that two R p-connections A, A ∈ hom(C p , R) which are gauge equivalent, say (1)) which are gauge equivalent:
A −Â = dφ,φ ∈ hom(C p−1 , U (1)). Briefly, R gauge equivalence implies U(1) gauge equivalence.
But for some topologies, there is a genuine difference between the two choices of gauge group: R-valued cohomology is oblivious to 'torsion'. A simple example is a space which is sometimes called an 'm-fold dunce cap', DC m . This can be constructed from one vertex v, one edge e and one plaquette p which is sewn along its boundary around the looped edge in such a way that it wraps around m times: The dunce cap has cohomology groups
for G = U(1). The significant difference is in the first cohomology. The fact that H 1 is trivial in the R case shows that every R-valued 1-cocycle is a 1-coboundary. Said another way, all flat R connections on DC m are gauge equivalent:
In fact, this result is not surprising given our particular construction of DC m -there is only one flat R connection, the zero connection. But in the U(1) case, H 1 is a cyclic group of order m. It is not hard to see why. There are m flat U(1) connections on DC m , given by assigning to the edge e any one of the m distinct mth roots of unity in U(1).
Gaussian integrals on a torus
In the U(1) version of lattice electromagnetism, the holonomy of the connection takes values on the circle U(1). To do path integrals, we need the analogue of a Gaussian on a circle, which we obtain from the ordinary Gaussian by wrapping the real line around the circle using the exact sequence of groups discussed in the previous section. In particular, since
2 dx √ 2πσ is a probability measure on R,
is a probability measure on U(1) = R/2π Z. Since the normalized Haar measure on U(1) is dθ/2π , it is really the function
which is the appropriate analogue of the Gaussian function on the circle. Because of this analogy, we refer to both the measure (5) and the corresponding function (6) as 'circular Gaussians'. We can use circular Gaussian measure to calculate the expected value of a function f :U(1) → R of the random variable θ as follows:
What this calculation shows is that integrating a function f :U(1) → R against the measure in (5) is the same as extending f to a periodic function f :R → R and then integrating this against the usual Gaussian measure.
More generally, a Gaussian on
can be wrapped around a torus, with each of the N coordinates wrapping around a circle as in the one-dimensional case, to give
which we might call a 'toroidal Gaussian'. Since a periodic function on R N (or, equivalently, a function on the N-torus) can be expanded in a Fourier series, we should work out the expected values for each element of the Fourier basis {e
In fact, what we are calling 'toroidal Gaussians' are actually famous special functions in their own right, though they are usually presented in a slightly different form. Using the Fourier coefficient e im k θ k above, one can expand the toroidal Gaussian itself in the basis {e imθ }, resulting in the identity
The form on the right-hand side of this equality makes it easier to recognize that our circular Gaussian is really
where ϑ denotes the theta function. This is defined by
where z ∈ C N and is a symmetric N × N complex matrix with positive definite imaginary part [33] . When convenient, we continue to write this theta function as e − 1 2 θ·Qθ and think of it as a 'toroidal Gaussian'. We engage in this gross abuse of notation because it is evocative of the analogy to Gaussians on R N . In particular, it is suggestive of how one actually calculates integrals using the corresponding 'theta measure'-by unrolling the torus to R N and integrating an ordinary Gaussian.
What we have seen is that theta functions are to tori as Gaussians are to Euclidean spaces. This may be seen in other ways as well: the theta function is the fundamental solution of the heat equation on a torus, just as the Gaussian is the fundamental solution of the heat equation in Euclidean space. For our purposes, the upshot is that theta functions are the natural kernels to use in path integrals in U(1) lattice p-form electromagnetism. We turn now to the task of calculating such path integrals.
U(1) path integrals
Recall that for gauge group R, our action for discrete p-form electromagnetism is given by
where h ij is the matrix of the inner product relative to the basis of (p + 1)-cochains consisting of dual (p + 1)-cells. As discussed in the previous subsection, making the transition from R to U(1) involves replacing the ordinary Gaussian exp(−S) in the real variables F i by a 'toroidal Gaussian' in the U(1)-valued variables F i :
where N = |X p+1 | is the number of (p + 1)-cells in the spacetime, which we now assume to be finite. Note that we do not define the action S but only the analogue of its exponential e −S , which is all we need for doing path integrals.
In defining the path integral in the R theory, we normalized the corresponding Gaussian function of the curvature with respect to Lebesgue measure. Accordingly, we here use a theta function normalized with respect to Haar measure on U(1) X p+1 . The path integral is thus
where, because of the compactness of the group, there is no need to mod out by gauge transformations and we simply integrate over all p-connections, with respect to Haar measure
The U(1) theory in p + 1 dimensions and relation to 2D Yang-Mills
Just as in the case of gauge group R, the U(1) theory in p + 1 dimensions is greatly simplified by the fact that the inner product on R-valued (p + 1)-cochains is diagonal in the canonical basis of dual (p + 1)-cells, with volumes of (p + 1)-cells as weights. The resulting partition function obtained from (10) is
It is well known that 2D Yang-Mills theory has a particularly nice lattice formulation, originally introduced by Migdal [30] and later worked out in greater generality by Witten [39] . We wish to show now that in the case p = 1, n = 2, our theory for discrete electromagnetism agrees with the U(1) version of Witten's lattice Yang-Mills theory in two dimensions. In general, Witten defines the lattice Yang-Mills partition function to be
where Irrep(G) is the set of isomorphism classes of irreducible representations of the gauge group G, χ ρ is the character-the trace in the representation ρ-of the plaquette holonomy F and C is the quadratic Casimir operator corresponding to the Killing form on G. Following Witten's convention, we write Z = Z(V ) where V = vol(c) is the total volume of spacetime.
Let us specialize to the case G = U(1). U(1) = R/2π Z has only one-dimensional irreducible representations ρ n , labelled by integers, where ρ n (θ ):C → C is simply multiplication by e inθ . The characters are thus
Next, since u (1) is an Abelian Lie algebra, the quadratic Casimir is not determined by the Killing form as it is for semisimple Lie algebras. However, the circle U(1) has an obvious Riemannian metric, and the quadratic Casimir determined by this metric is simply C(ρ n ) = n 2 . Thus, for 2D electromagnetism, the Yang-Mills partition function (12) becomes
At first, this seems rather different from (11) . However, specializing the theta function identity (8) to one dimension, we obtain
Substitution of this identity produces an alternative expression for the partition function:
which is the same as (11) with p = 1. The results obtained by Witten [39] are thus applicable to the theory we have developed here as well. In particular, 2D lattice electromagnetism as we have developed has the correct continuum limit. Better yet, just as in 2D Yang-Mills, the lattice theory is independent of the discretization, so that in path integral calculations one need not use a lattice finer than the observables one is interested in. Witten's results for Yang-Mills theory on a surface carry over directly. It is perhaps worth working this out explicitly in the U(1) theory, since we have now developed the machinery to easily do so. For simplicity, we confine our attention to compact orientable surfaces. A surface of genus g > 0 can be described by the usual pairwise gluing of edges of a single polygon with 4g sides, with edges labelled e 1 , e 2 , e The plaquette has vanishing boundary, as do each of its edges since they each begin and end at the single vertex in the discretization. Hence, every discrete connection is flat and gauge transformations act trivially. The cochain complex is thus
from which we can easily read off the cohomology:
. For the path integral, we thus have
where we have used the theta function identity (13) . This formula is also valid for the case g = 0, a sphere, which can be constructed from a bigon by identifying its two edges. These results are of course just as we would obtain by specializing Witten's 2D Yang-Mills partition function to the case G = U(1). Yet our theory allows one to go further, in the Abelian case, describing the p-form theory on analogous decompositions of closed (p + 1)-manifolds. For example, we can describe a Kalb-Ramond field on the 3-torus, which has an obvious lattice decomposition which may be constructed by identifying opposite faces of a cube just as a torus is constructed by identifying sides of a square. The lattice suggested by this construction has a single 3-cell, three plaquettes, three edges and one vertex. Gauge transformations assign phases to edges, but these act trivially on the space of 2-connections, since each plaquette is itself a torus, hence has vanishing boundary. Similarly, all 2-connections on this lattice are flat, since the boundary of the single 3-cell also vanishes. Each of the differentials in the cochain complex thus vanishes:
Calculation of the partition function is nearly identical to the 1-form case on the 2-torus. We get
In fact, it is easy to see that this result generalizes to closed manifolds of any dimension. 
By discretization independence, this holds for any lattice decomposition M, hence also in the continuum limit.
One can of course obtain similar results in nonorientable cases, but we shall not do so here.
We have said that p-form electromagnetism is 'volumetric' in p + 1 dimensions. What is somewhat surprising, as the above result shows, is that it is in a sense purely volumetric: the Abelian nature of the theory makes it relatively insensitive to the topology. Indeed, considering Witten's non-Abelian 2D results together with the partition function for the Abelian p-form theory we have described, one might expect the partition function in 'p-form Yang-Mills' theory, if such a theory exists, to be of the form
for a closed oriented (p +1)-manifold M of Euler characteristic χ(M) and volume V . Whether there actually is an exactly solvable non-Abelian 'p-Yang-Mills theory' in p + 1 dimensions is an interesting question in higher gauge theory, which we leave open to future research.
Chain field theory
We have seen in sections 4.3 and 7.4 that lattice p-form electromagnetism in p + 1 dimensions has many similarities with topological quantum field theory-it is what we have called a 'volumetric field theory'. The fact that the volume of spacetime is the only nontopological input to the theory is special to p + 1 dimensions and is intimately linked to discretization independence, just as in 2D Yang-Mills. In more general dimension, discretization independence does not hold, and the calculation (7) of expectation values for theta integrals shows that the quantum theory depends in a local way on the chosen inner product on (p + 1)-cochains. But even in arbitrary spacetime dimension n > p, it is interesting to see to what extent p-form electromagnetism can be given a description which parallels Atiyah's functorial definition of TQFT [2] . In this section, we find that this goal can indeed be realized to a large extent. We warn the reader that this section requires a slight jump in mathematical sophistication. In particular, we need to assume an acquaintance with category theory, referring the reader to [28] for details not presented here.
In topological quantum field theory, 'space' at any given time is a compact (n − 1)-dimensional manifold, whereas spacetime is an n-dimensional cobordism connecting two slices of space. This is easiest to visualize when n = 2, where space is necessarily just a union of circles and a cobordism between slices of space is a 2-manifold with boundary 4 :
A TQFT assigns to each (n − 1)-manifold S representing space its Hilbert space of states
Z(S) and to each cobordism M:S → S between (n − 1)-manifolds a linear operator Z(M):Z(S) → Z(S )
, which we can think of as a 'time evolution' operator. More precisely, a topological quantum field theory is a symmetric monoidal functor [28] Z:nCob → Hilb from the category of smooth n-dimensional cobordisms to the category of Hilbert spaces.
Since we have described discrete spacetime in electromagnetism using chain complexes, we would like to define a chain field theory to be a symmetric monoidal functor
where nChain is a category patterned after the category nCob, but with manifolds replaced by chain complexes. However, as we have already noted, the Lagrangian for electromagnetism does not depend merely on topological data. In particular, it relies on having an inner product on (p + 1)-forms. Consequently, the category nChain will have a richer structure than nCob.
Accordingly, an object S in the category nChain should be an (n − 1)-complex (in the sense of definition 1) 5 :
equipped with an inner product on R-valued (p + 1)-cochains:
To make our path integrals well defined, we demand that an object S has finitely many cells, so that, in particular, the dimension of S p+1 is finite.
To define a morphism from S to S ∈ nChain, let M be an n-complex, also with finitely many cells, whose chain complex M • is equipped with injective chain maps
sending basis elements to basis elements. That is, for each k ∈ {0, 1, . . . , n − 1} we have subgroup inclusions i:S k → M k and i :S k → M k such that the following diagram is commutative.
We also equip M with an inner product on R-valued (p + 1)-cochains:
and demand that M preserve the inner products from S and S in the following sense. First, since M p+1 is free, we can think of S p+1 = hom(S p+1 , R) as a subgroup of M p+1 = hom(M p+1 , R) simply by extending any ω ∈ S p+1 trivially to M p+1 . That is, ω becomes a member of M p+1 by letting it be zero on M p+1 \S p+1 . We then demand that the inner product , M is precisely , S when restricted to S p+1 × S p+1 . A morphism in nChain will be defined as a certain equivalence class of the gadgets described in the previous paragraph. Suppose we have two such gadgets from S to S : Similarly, when we compose two chain cobordisms M:S → S and N :S → S represented by
we must get a new cobordism NM:S → S
by 'gluing M and N together along S '. Thinking of M and N as the physical lattices whence they derive, we want NM to have as n-cells all of the n-cells of both M and N. This leads us to define (NM) n := M n ⊕ N n . Likewise, NM should have all lower-dimensional faces of both M and N, except that we identify cells in M and N if they come from the same cell in S under the gluing maps
The natural way to accomplish this is to let
In other words, each NM k is the direct sum
to be equivalent if they are equal as elements of S k . In particular, the diagram
commutes, where the unlabelled arrows are the obvious injections. Moreover, this is the best way to make such a commutative square, in the sense that if K • is any other chain complex of Abelian groups equipped with chain maps α and β such that
Category theorists express this 'universal property' of NM by saying that diagram (14) is a pushout square [28] . We mention this here because the pushout property streamlines the proofs of theorems 2 and 3. Note that (NM) k are still free, since the direct sum of free Abelian groups is free and identifying two basis elements of a free Abelian group gives a free Abelian group. We must define the inner product on (p + 1)-forms on the composite NM. Since NM consists of all of the cells of N and M, there is a canonical way to do this. Given F, G ∈ hom((NM) p+1 , R), we define
Here the first two terms are just the inner products on M and N, while the third term corrects for double counting on the common boundary S of M and N. Specifically, if x i and x j are both (p + 1)-cells in S , then since S is a subcomplex of both M and N, each of the first terms in the inner product contains a term of the form x i , x j . Subtracting F | S , G| S S thus eliminates the extra x i , x j term. The reader already convinced, or else willing to accept on faith, that nChain as we have described does indeed form a category may skip ahead to theorem 3, where we prove the main result. For the more rigorously oriented, we collect some of the remaining technical details in the proof of the following theorem.
Theorem 2. nChain is a symmetric monoidal category.
Proof. To show nChain is a category, we must show that composition of morphisms is well defined (i.e. that it respects equivalence classes), that it is associative and that identity morphisms exist.
Suppose M ∼ M are two representatives of a chain cobordism from S to S , and N ∼ N representatives of a cobordism from S to S . We must show that NM ∼ N M . By the equivalence relation ∼, there exist basis-preserving isomorphisms
such that the following diagrams commute:
commutes, so that the two parenthesizations are equal as equivalence classes. In fact, α is just the obvious isomorphism. Checking the details is lengthy but not difficult. In fact, the equivalence relation in the definition of chain cobordism is motivated entirely by the need for associativity. The identity morphism from S to S consists of two identity chain maps
which in expanded notation is the diagram
Here we explicitly write in the position S n = 0 in the middle row just to emphasize that we are thinking of S both as an object, an (n − 1)-complex, and as a morphism, an n-complex. We write this identity morphism as 1 S :S → S. To see that this does satisfy the left and right identity axioms, suppose M:S → S , N:S → S. Then it is a routine exercise to check that the diagrams
commute, where the vertical arrows are the obvious isomorphisms induced by the inclusions of S into M and N. This completes the proof that nChain is a category. A monoidal category is a category with a 'tensor product', so we must describe this product in nChain. In nCob the tensor product is just the disjoint union of spaces; in nChain the obvious analogue is the direct sum of chain complexes, at both object and morphism levels. Given objects S and C, define S ⊕ C to be the chain complex S • ⊕ C • , with inner product on p-cochains given by , = , S + , C .
Similarly, for morphisms M:S → S and N
to be the class of basis-preserving and inner-product-preserving chain maps
The identity for ⊕ is the trivial chain complex 0 • : 0 0 0 and the associator and unit laws are inherited from the obvious Abelian group isomorphisms
Making nChain a symmetric monoidal category requires that we also specify a 'symmetry' or 'braiding' which lets us switch the order in the tensor product. This comes from the Abelian group isomorphism G ⊕ H ∼ = H ⊕ G in an obvious way. Checking that these constructions actually yield a symmetric monoidal category involves checking certain 'coherence laws' guaranteeing the associator, unit laws and braiding get along appropriately. This is a lengthy process, but not a difficult one. We refer the reader to [28] for the detailed definitions of monoidal and symmetric monoidal categories.
Having established the category nChain as the analogue of nCob for chain complexes, we are now ready to formally state the definition of chain field theory.
Definition 2.
A chain field theory is a symmetric monoidal functor from nChain to Hilb.
The main example is provided by the following.
Theorem 3. Lattice p-form electromagnetism gives a chain field theory.
Before proving this theorem, we remark that for cobordisms we must modify our definition of the action slightly. The idea of the modified action we shall use for cobordisms M:S → S is that the action on p-cells in the 'boundary' S + S should only count half as much as the action on cells in the interior. This keeps us from 'overcounting' the action when we compose
S → S is a chain cobordism, let us rename our old naive actionS, so that
in the R case. If A is a p-connection on the spacetime cobordism M:S → S , we then define the action on M to be
(A| S ).
In the U(1) case, we do not define the action, but only its 'exponential'-the theta function in equation (9) (1)) .
Quantization gives the Hilbert space of states, the space of all square-integrable functions on classical field configurations. We thus define
Z(S) := L 2 A(S) G(S)
. 
where for convenience in this section we absorb the normalization factor into the definition of the measure DA.
To show functoriality, we must show that this definition of Z respects identity morphisms and composition. First, suppose we apply Z to the identity cobordism 1 S :S → S, i.e. This comes from the definition of the action on a cobordism in the case where the gauge group is R. Using this and definition (15) of the inner product for a composite of cobordisms, we obtain between the identity in Hilb and Z applied to the identity in nChain. The existence of φ is obvious: Z(0) is the space of L 2 functions on a one-point set, i.e. complex numbers, and C is the identity for the tensor product of Hilbert spaces. To complete the proof that the functor is symmetric monoidal, one must work out what is and check that and φ satisfy the required coherence laws. We leave these details to the reader, whom we again refer to Mac Lane's textbook [28] for the definitions.
Hence, Z(S) is the identity on Z(S) = L 2 (A(S)/G(S)). As usual, showing that
S(A) + S(A ) =S(A) +S(A ) −
Let us turn briefly to examples. Naturally, the simplest examples are of the sort we have considered throughout the paper: p-form electromagnetism in p + 1 dimensions. To describe 2D electromagnetism, in particular, we can rely on our knowledge of 2D topological field theory. TQFTs in two dimensions are particularly simple to describe completely, since in the category 2Cob every object is a finite disjoint union of circles and the morphisms can be given a finite description in terms of generators and relations. Specifically, morphisms in 2Cob are generated by a 3-punctured sphere (pair of trousers) and a disc, thought of, respectively, as cobordisms from one circle to two circles and from zero circles to one circle, together with inverted versions of both of these:
Likewise, in 2D lattice electromagnetism we can in some sense get away with a small list of chain cobordisms. We note, however, that as 2D electromagnetism is not merely topological, we must allow each chain cobordism to have arbitrarily chosen total area. By discretization independence, we may as well choose the simplest possible discretizations for both space and spacetime. Thus, we consider space to be a union of m circles, each consisting of a single vertex and edge. This corresponds to the chain complex:
We build chain cobordisms between these by composing and tensoring those in the following list. In the list, we show both the chain cobordism M and the chain field theory time evolution operator Z(M), computed using (16).
• Trousers:
e ikA e −k 2 e 2 V /2 e ikA1 e ikA2
• Upside-down trousers:
e ikA1 e ikA2 δ k1k δ k2k e −k 2 e 2 V /2 e ikA
• The cap:
• The cup:
e ikA e −k 2 e 2 V /2
• The cylinder: if we were describing 2D topological field theory, this list would have ended with the previous item. Since 2D electromagnetism is 'volumetric', one must describe how states evolve not only at topology changes, but also as 'time' passes-actually, as spacetime volume is swept out-when no topology change takes place. This is described by the cylinder: A further interesting discussion related to this example appears in notes by Baez [8] . Much of what Baez discusses is of course equally applicable to the p-form theory in p + 1 dimensions. The higher-dimensional cases of p-form electromagnetism in p + 1 dimensions provide additional chain field theory examples which are simple to work out in as many particular cases as one wishes. A complete characterization is harder in these cases, of course, since there are more compact orientable p-manifolds-more choices of topology for 'space'-when p > 1.
We wish to emphasize, however, that while our examples have been drawn from the (p + 1)-dimensional theory, the machinery of chain field theory is more broadly applicable. One can calculate time evolution operators on any abstract chain cobordism, given any inner product on (p + 1)-cochains. Of course, one imagines the chain cobordisms as coming from cellular decompositions of smooth cobordisms, and in this case one would ideally pick this inner product such that the classical theory has the correct continuum limit. Though we have skirted this issue for n > p + 1 in the present paper in favour of developing the chain field theory idea, an interesting continuation of this project would be to study, for example, chain field theories coming from 3D lattice electromagnetism or 4D lattice Kalb-Ramond theory. Doing these will require a more detailed analysis of discrete differential geometry than what we have needed here, but should be tractable, at least in the case of a regular lattice. In particular, one could consider objects in nChain arising from cubical discretizations of flat tori.
