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Products of Differences in Prime Order Finite Fields
Giorgis Petridis
Abstract
There exists an absolute constant C with the following property. Let A ⊆ Fp
be a set in the prime order finite field with p elements. Suppose that |A| > Cp5/8.
The set
(A±A)(A±A) = {(a1 ± a2)(a3 ± a4) : a1, a2, a3, a4 ∈ A}
contains at least p/2 elements.
1 Introduction
Landau’s Ω and O notation is used above and throughout the paper. We investigate
the following sum-product question in Fp, the finite field with p elements where p is a
prime. Let A ⊆ Fp be a set. When is the set
(A− A)(A− A) = {(a1 − a2)(a3 − a4) : a1, a2, a3, a4 ∈ A} ⊆ Fp
“large”? There is a number of results in the literature that address this type of question
(in fact over finite fields of not necessarily prime order).
(1) (A− A)(A− A) = Fp when |A| > p
3/4 (Hart, Iosevich, and Solymosi [11]).
(2) |(A−A)(A−A)| = Ω(p) when |A| = Ω(p2/3) (Bennet, Hart, Iosevich, Pakianathan,
and Rudnev [3]).
(3) (A− A) . . . (A− A)︸ ︷︷ ︸
k terms
= Fp when |A| = Ω(p
1/2) for some k = O(log log(p)) inde-
pendent of A (Balog [2]).
The author is supported by the NSF DMS Grant 1500984.
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The introduction of [2] discusses the problem in more detail and its connection to
(additive and multiplicative) characters. We strengthen (2) in the following way.
Theorem 1. Let p be a prime and A ⊆ Fp be a set in the finite field with p elements.
Suppose that B,C,D are translates of non-zero dilates of A, that is of the form c+λA
for 0 6= λ, c ∈ Fp. Suppose that |A| = Ω(p
3/7). The number of solutions to
(a− b)(c− d) = (a′ − b′)(c′ − d′) with a, a′ ∈ A, . . . , d, d′ ∈ D
is
|A|8
p
+O(p2/3|A|16/3).
Hence if |A| = Ω(p5/8), then the number of solutions is O(|A|8/p) and consequently
|(A±A)(A±A)| >
p
2
.
(A± A)(A± A) is used as shorthand for three different sets like
(A− A)(A+ A) = {(a1 − a2)(a3 + a4) : a1, a2, a3, a4 ∈ A}.
A number of sum-product results in finite fields can be summarised as ‘|A| = Ω(p2/3)
implies that a specific set determined by sums and products of elements of A is about
as large as it can be’. We list the state of the art for the best known instances of the
sum-product phenomenon using standard set theoretic addition such as: AA + AA =
{a1a2 + a3a4 : ai ∈ A} and (A− A)
2 + (A− A)2 = {(a1 − a2)
2 + (a3 − a4)
2 : ai ∈ A}.
(i) |AA+ AA| = Ω(min{p, |A|3/2}) (Rudnev [15]; see also [7, 10, 12]).
(ii) |(A−A)2+(A−A)2| = Ω(p) when |A| > p2/3 (Chapman, Erdog˘an, Hart, Iosevich,
and Koh [6]; see also [9, 12]).
(iii) |A + AA| = Ω(min{p, |A|3/2}) (Roche-Newton, Rudnev, and Shkredov [14]; see
also [16, 12]).
(vi) |A(A + A)| = Ω(min{p, |A|3/2}) (Aksoy-Yazici, Murphy, Rudnev, and Shkredov
[1]; see also [12]).
The hypothesis on |A| in Theorem 1 is below the p2/3 threshold. To the best of our
knowledge this is the first instance in the literature for such sum-product questions.
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It appears that the method does not generalise to the above questions, partly because
addition and multiplication are not interchangeable in distributive laws.
The proof relies on the following explicit version of Bourgain’s Theorem C from [4],
communicated to us by Misha Rudnev. Let E+(A, ξA) be the number of solutions to
a1 + ξa2 = a3 + ξa4 with the ai ∈ A and E+(A) = E+(A,A). For each ξ 6= 0, we have
the inequality E+(A, ξA) ≤ |A|
3. Rudnev’s theorem gives strong quantitative bounds
on the statement that the |A|3 order of magnitude is attained for only few ξ.
Theorem 2 (Rudnev). Let p be a prime and A ⊆ Fp and X ⊆ Fp \ {0}. Suppose that
|A|2|X| = O(p2). The following inequality is true.
∑
x∈X
E+(A, xA) = O(E+(A)
1/2(|A|3/2|X|3/4 + |A||X|)) = O(|A|3|X|3/4+ |A|5/2|X|).
By virtue of Bourgain’s Theorem C, where it is further assumed that |X| ≤ |A| and the
exponent of |X| in the right hand side is 1 − δ for some unspecified absolute positive
δ > 0, one could prove a weaker version of Theorem 1 where the hypothesis would be
|A| = Ω(p2/3−c) for some absolute positive constant c > 0 depending on unspecified
absolute constants appearing in Bourgain’s paper. Rudev’s explicit version of Theorem
C steams from a recent result of Aksoy-Yazici, Murphy, Rudnev, and Shkredov in [1],
which is based on an adaption of a theorem of Guth and Katz from their solution to
the Erdo˝s distinct distance problem on the plane [8] (see also [15, 14]). It is analogous,
albeit weaker, to a result of Murphy, Roche-Newton, and Shkredov over R [13].
The first part of Theorem 1 can be stated in terms of multiplicative characters in Fp.
For simplify we state it for the special case when A = B = C = D.
1
p− 1
∑
χ mult.
∣∣∣∣∣ ∑
a,a′∈A
χ(a− a′)
∣∣∣∣∣
4
=
|A|8
p− 1
+O(p2/3|A|16/3).
The structure of the paper is linear. Some organisational and notational remarks: A
sketch of the proof of Theorem 1 is given in Section 3. The condition that p is a prime
appears in statements only when it is necessary. We denote by a
b
the product ab−1.
Acknowledgement. The author would like to thank Antal Balog and Alex Iosevich
for their encouragement to work on this problem, and Brendan Murphy, Misha Rudnev,
and Olly Roche-Newton for generously sharing their insight.
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2 Additive energies of a set and its dilates
We begin by defining the additive energy of a set and its dilate and listing some of its
properties, which will be instrumental in the proof of Theorem 1.
We use standard notation on set operations. For sets A,B ⊆ Fp we denote by A+B =
{a + b : a ∈ A, b ∈ B} their sum set. For ξ ∈ Fp we denote by ξA = {ξa : a ∈ A} the
dilate of A by ξ.
We also use representation functions of the following kind
rA+BA(x) = number of solutions to x = a+ ba
′ with a, a′ ∈ A and b ∈ B.
Note that, say, the dilate sum A+ ξA is the support of the function rA+ξA.
Definition. Let 0 6= ξ ∈ Fp. The additive energy of A and ξA is defined in the
following equivalent ways
E+(A, ξA) =
∑
x∈Fp
r2A±ξA(x)
= number of solutions to (a1 − a2) = ξ(a3 − a4) with the ai ∈ A
= |A|2 + number of solutions to
a1 − a2
a3 − a4
= ξ with the ai ∈ A.
The Cauchy-Schwarz inequality and the identity
∑
x rA+ξA(x) = |A|
2 (each ordered
pair (a1, a2) ∈ A× A contributes 1 to the sum) imply
E+(A, ξA) ≥
(
∑
x rA+ξA(x))
2
|supp(rA+ξA)|
≥
|A|4
p
. (1)
The proof of Theorem 1 is based on an exact expression for the sum of the E+(A, ξA)
over all 0 6= ξ ∈ Fp due to Bourgain, Katz, and Tao [5].
Lemma 3 (Bourgain , Katz, Tao). Let A ⊆ Fp. The following identity holds.∑
06=ξ∈Fp
E+(A, ξA) = |A|
4 + p|A|2 − 2|A|3.
Hence for every set S ⊆ Fp \ {0} we have the following inequality
∑
ξ∈S
(
E+(A, ξA)−
|A|4
p
)
≤ p|A|2.
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Proof. The first statement is Lemma 1 in [5]. The second follows by the Cauchy-
Schwarz lower bound on E+(A, ξA) stated in (1):
∑
ξ∈S
(
E+(A, ξA)−
|A|4
p
)
(1)
≤
∑
06=ξ∈Fp
(
E+(A, ξA)−
|A|4
p
)
=
∑
06=ξ∈Fp
E+(A, ξA)−
p− 1
p
|A|4
= |A|4 + p|A|2 − 2|A|3 − |A|4 +
|A|4
p
≤ p|A|2.
The Bourgain-Katz-Tao calculation implies that E+(A, ξA) = Ω(|A|
3) for O(p/|A|)
many ξ. We deduce stronger quantitative bounds from Theorem 2.
Lemma 4. Let p be a prime, A ⊆ Fp, and K = O(max{p/|A|, |A|
1/2}). The number
of ξ ∈ Fp \ {0} such that E+(A, ξA) > |A|
3/K is O(K4).
Proof. Let X be the set of ξ in question.
We first prove that |A|2|X| = O(p2), as is required in the statement of Theorem 2. The
K = O(p/|A|) condition implies that E+(A, ξA) = Ω(|A|
4/p) and so Lemma 3 implies
that |X| = O(p|A|2/(|A|3/K)) = O(Kp/|A|). Therefore |A|2|X| = O(Kp|A|) = O(p2).
Next we use the K = O(|A|1/2) condition to prove that |X| < |A|2. Suppose not. Then
the |A|5/2|X| term would dominate in the conclusion of Theorem 2 and we would get
|X||A|3
K
<
∑
ξ∈X
E+(A, ξA) = O(|A|
5/2|X|},
which would imply K = Ω(|A|1/2). So we must have |X| ≤ |A|2 and so the |A|3|X|3/4
term dominates in the conclusion of Theorem 2. This implies
|X|
|A|3
K
≤
∑
ξ∈X
E+(A, ξA) = O(|X|
3/4|A|3).
It follows that |X| = O(K4).
Note that the K = O(p/|A|) condition is not restrictive, as the proof implies.
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3 Sketch of the proof of Theorem 1
Before giving a detailed proof of Theorem 1, we present a quick overview of the argu-
ment when A = B = C = D. The intention is to illustrate why we can go bellow the
p2/3 threshold for (A − A)(A − A). There naturally is considerable overlap between
this section and the subsequent, where a detailed proof is given.
(A − A)(A − A) is the support of the function r := r(A−A)(A−A), which counts the
number of representations of x ∈ Fp of the form (a1− a2)(a3− a4) with a1, . . . , a4 ∈ A.
The Cauchy-Schwarz inequality implies that
|(A−A)(A−A)| ≥
|A|8∑
x r(x)
2
.
The heuristic that random sets should minimise the second moment of r suggests that∑
r(x)2 ≥ |A|8/p. Theorem 1 follows from the fact that |A|8/p is the correct order of
magnitude for
∑
r(x)2 provided that |A| = Ω(p5/8).
To see why this is the case, we observe that, roughly speaking,
∑
x∈Fp
r(x)2 =
∑
ai∈A
|{(a1 − a2)(a3 − a4) = (a5 − a6)(a7 − a8)}|
≃
∑
ai∈A
∣∣∣∣
{
a1 − a2
a7 − a8
=
a5 − a6
a3 − a4
}∣∣∣∣
≃
∑
ξ 6=0
E+(A, ξA)
2.
To bound
∑
E+(A, ξA)
2, we express each E+(A, ξA) = |A|
4/p+Eξ for some 0 ≤ Eξ ≤
|A|3. Then
∑
ξ 6=0
E+(A, ξA)
2 ≃
∑
ξ 6=0
(
|A|4
p
)2
+
∑
ξ 6=0
E2ξ .
The first sum on the right side is about |A|8/p. Our task is to bound the second sum.
Let us begin with a trivial bound.
∑
ξ 6=0
E2ξ ≤ |A|
3
∑
ξ 6=0
Eξ
Lemma 3
≤ p|A|5.
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Noting that
p|A|5 ≤
|A|8
p
⇐⇒ |A|3 ≥ p2,
we observe that |(A−A)(A− A)| = Ω(p) when |A| = Ω(p2/3).
This simple argument is sharp only when a positive proportion of the sum
∑
ξ 6=0
Eξ
Lemma 3
≃ p|A|2
comes from the values of ξ where Eξ = Ω(|A|
3).
If this were the case, then there would be Ω(p/|A|) values of ξ for which E+(A, ξA) ≃
Eξ = Ω(|A|
3). This would contradict Lemma 4. This means that
∑
E2ξ is considerably
smaller than p|A|5, which in turn allows one to go below the p2/3 threshold.
4 An explicit Theorem C
Let us now prove Theorem 2. For notational brevity, we express sets of solutions to
equations like (a− b)(c− d) = (a′ − b′)(c′ − d′) by
{(a− b)(c− d) = (a′ − b′)(c′ − d′)}.
Proof of Theorem 2.
∑
x∈X
E+(A, xA) =
∑
ai∈A,x∈X
|{a1 − a2 = x(a3 − a4)}|
=
∑
t∈Fp
∑
ai∈A,x∈X
|{a1 − a2 = t = x(a3 − a4)}|
=
∑
t∈Fp
rA−A(t)rX(A−A)(t)
C-S
≤

∑
t∈Fp
rA−A(t)
2

1/2

∑
t∈Fp
rX(A−A)(t)
2

1/2
= E+(A)
1/2

∑
t∈Fp
∑
ai∈A,xj∈X
|{x1(a1 − a2) = t = x2(a3 − a4)}|

1/2
7
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= E+(A)
1/2

 ∑
ai∈A,xj∈X
|{x1(a1 − a2) = x2(a3 − a4)}|

1/2 .
We apply Theorem 19 in [1] to bound the bracketed term under the hypothesis |A|2|X| =
O(p2). In the notation of [1], we apply Theorem 19 (or the discussion above it) to
B = X and C = A. So P = A × X and hence |L| = |A||X|. We note that
|L||A| = |A|2|X| = O(p2). Therefore the number of solutions to x1(a1−a2) = x2(a3−a4)
with the ai ∈ A and xj ∈ X is
O(|A|3|X|3/2 + |A|2|X|(|A|+ |X|)) = O(|A|3|X|3/2 + |A|2|X|2).
The theorem follows by the inequalities (m+n)1/2 ≤ m1/2+n1/2 and E+(A) ≤ |A|
3.
Murphy communicated to us the following analogous result for multiplicative energies,
which, like Theorem 2, is analogous, albeit weaker, to a result of Murphy, Roche-
Newton, and Shkredov from [13]. We define the multiplicative energy of A and its
translate A+ ξ as follows.
E×(A,A+ ξ) = number of solutions to a1(a2 + ξ) = a3(a4 + ξ) with the ai ∈ A.
The multiplicative energy of A is defined by E×(A) = E×(A,A) and is at most |A|
3.
Theorem 5 (Murphy). Let p be a prime and A,X ⊆ Fp. Suppose that |A|
2|X| =
O(p2). The following inequality is true.
∑
x∈X
E×(A,A+x) = O(E×(A)
1/2(|A|3/2|X|3/4+ |X||A|)) = O(|X|3/4|A|3+ |X||A|5/2).
5 Bringing additive energies into the calculation
To prove Theorem 1 we express (A− B)(C −D) as the support of the representation
function r := r(A−B)(C−D) and bound the second moment of r, which equals the number
of solutions to the given equation. The rest follows from the Cauchy-Schwarz inequality.
The proof is split in two parts: The first where we reduce the question to bounding∑
ξ 6=0
E+(A, ξA)
2; and the second where via Theorem 2 and Lemma 3 we bound the sum∑
ξ 6=0
E+(A, ξA)
2. In this section we complete the first step.
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Recall that B,C,D are translates of non-zero dilates of A and that for x ∈ Fp we take
r(x) = number of solutions to (a− b)(c− d) = x with a ∈ A, . . . , d ∈ D. (2)
Lemma 6. Let A ⊆ Fp and B,C,D be translates of non-zero dilates of A. The number
of solutions to
(a− b)(c− d) = (a′ − b′)(c′ − d′) with a, a′ ∈ A, . . . , d, d′ ∈ D
is O(|A|6) +
∑
ξ 6=0
E+(A, ξA)
2.
Proof. We denote the set of solutions to (a− b)(c− d) = (a′ − b′)(c′ − d′) by
{(a− b)(c− d) = (a′ − b′)(c′ − d′)}.
The number of solutions where (a− b)(c− d) = (a′ − b′)(c′ − d′) = 0 is O(|A|6). From
now on we consider non-zero solutions. To denote this we put a ∗ over sums. We have
the following string of inequalities.
∑
a,a′∈A
∑
b,b′∈B
∑
c,c′∈C
∑
d,d′∈D
|{(a− b)(c− d) = (a′ − b′)(c′ − d′) 6= 0}|
=
∑
a,a′∈A
∗∑
b,b′∈B
∑
c,c′∈C
∗∑
d,d′∈D
|{(a− b)(c− d) = (a′ − b′)(c′ − d′)}|
=
∑
a,a′∈A
∗∑
b,b′∈B
∑
c,c′∈C
∗∑
d,d′∈D
∣∣∣∣
{
a− b
a′ − b′
=
c− d
c′ − d′
}∣∣∣∣
=
∑
ξ 6=0
∑
a,a′∈A
∗∑
b,b′∈B
∑
c,c′∈C
∗∑
d,d′∈D
∣∣∣∣
{
a− b
a′ − b′
= ξ =
c− d
c′ − d′
}∣∣∣∣
=
∑
ξ 6=0
( ∑
a,a′∈A
∗∑
b,b′∈B
∣∣∣∣
{
a− b
a′ − b′
= ξ
}∣∣∣∣
)(∑
c,c′∈C
∗∑
d,d′∈D
∣∣∣∣
{
c− d
c′ − d′
= ξ
}∣∣∣∣
)
. (3)
For ξ 6= 0,
∑
a,a′∈A
∗∑
b,b′∈B
∣∣∣∣
{
a− b
a′ − b′
= ξ
}∣∣∣∣ = ∑
a,a′∈A
∗∑
b,b′∈B
|{a− ξa′ = b− ξb′}|
=
∑
x
∑
a,a′∈A
∗∑
b,b′∈B
|{a− ξa′ = x = b− ξb′}|
9
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≤
∑
x
rA−ξA(x)rB−ξB(x)
≤
√√√√(∑
x
rA−ξA(x)2
)(∑
x
rB−ξB(x)2
)
=
√
E+(A, ξA)E+(B, ξB)
= E+(A, ξA).
In the last step we used the fact that if B = c+ λA, then E+(A) = E+(B).
We similarly have
∑
c,c′∈C
∗∑
d,d′∈D
∣∣∣∣
{
c− d
c′ − d′
= ξ
}∣∣∣∣ ≤ E+(A, ξA).
So inequality (3) becomes
∑
a,a′∈A
∑
b,b′∈B
∑
c,c′∈C
∑
d,d′∈D
|{(a− b)(c− d) = (a′ − b′)(c′ − d′) 6= 0} ≤
∑
ξ 6=0
E+(A, ξA)
2.
The lemma follows by adding the “ξ = 0 term”.
We continue with some more rearranging.
Lemma 7. Let A ⊆ Fp. The following identity holds.
∑
ξ 6=0
E+(A, ξA)
2 ≤
|A|8
p
+ 2|A|6 +
∑
ξ 6=0
(
E+(A, ξA)−
|A|4
p
)2
.
Proof.
∑
ξ 6=0
(
E+(A, ξA)−
|A|4
p
)2
=
∑
ξ 6=0
E+(A, ξA)
2 − 2
|A|4
p
∑
ξ 6=0
E+(A, ξA) + (p− 1)
|A|8
p2
Lemma 3
=
∑
ξ 6=0
E+(A, ξA)
2 −
|A|8
p
− 2|A|6 + 4
|A|7
p
−
|A|8
p2
≥
∑
ξ 6=0
E+(A, ξA)
2 − 2|A|6 −
|A|8
p
.
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6 The sum of the squares of additive energies
The next and more substantial step is to use Lemma 4 to, essentially, bound the sum
of the squares of the additive energies.
Proposition 8. Let p be a prime and A ⊆ Fp. The following inequality holds.
∑
ξ 6=0
(
E+(A, ξA)−
|A|4
p
)2
= O(p2/3|A|16/3 + p|A|9/2).
Proof. We split the calculation in three parts. Let K = O(max{p/|A|, |A|1/2) be a
parameter to be determined later.
For “very small” E+(A, ξA) we use Lemma 3.
∑
E+(A,ξA)≤|A|5/2
(
E+(A, ξA)−
|A|4
p
)2
≤ |A|5/2
∑
ξ 6=0
(
E+(A, ξA)−
|A|4
p
)
Lem. 3
= p|A|9/2.
(4)
Similarly, for “small” E+(A, ξA) we have
∑
E+(A,ξA)≤
|A|3
K
(
E+(A, ξA)−
|A|4
p
)2
≤
p|A|5
K
. (5)
For “large” E+(A,Aξ) we define an integer k via 2
k−1 < K ≤ 2k and consider sets
X1, . . . , Xk defined by
Xi =
{
ξ 6= 0 :
|A|3
2i
< E+(A, ξA) ≤
|A|3
2i−1
}
.
By Lemma 4 we conclude |Xi| = O(2
4i). So
∑
E+(A,ξA)>
|A|3
K
(
E+(A, ξA)−
|A|4
p
)2
≤
∑
E+(A,ξA)>
|A|3
K
E+(A, ξA)
2
=
k∑
i=1
∑
ξ∈Xi
E+(A, ξA)
2
≤
k∑
i=1
|Xi|
|A|6
22i
G. Petridis
= O
(
|A|6
k∑
i=1
22i
)
= O(22k|A|6)
= O(K2|A|6). (6)
Therefore
∑
ξ 6=0
(
E+(A, ξA)−
|A|4
p
)2
≤
∑
E+(A,ξA)≤|A|5/2
(
E+(A, ξA)−
|A|4
p
)2
+
∑
E+(A,ξA)≤
|A|3
K
(
E+(A, ξA)−
|A|4
p
)2
+
∑
E+(A,ξA)>
|A|3
K
(
E+(A, ξA)−
|A|4
p
)2
(4),(5),(6)
= O
(
p|A|9/2 +
p|A|5
K
+ |A|6K2
)
.
To optimise K we equate the two expressions containing it.
p|A|5
K
= |A|6K2 ⇐⇒ K3 =
p
|A|
⇐⇒ K =
(
p
|A|
)1/3
,
crucially noting that the above value is indeed O(
√
p/|A|). We have already assumed
that K = O(|A|1/2).
Taking K = (p/|A|)1/3 produces the stated upper bound.
7 Conclusion of the proof of Theorem 1
We are finally in position to prove Theorem 1.
Proof of Theorem 1. By Lemmata 6 and 7, the number of solutions to
(a− b)(c− d) = (a′ − b′)(c′ − d′) with a, a′ ∈ A, . . . , d, d′ ∈ D
is
|A|8
p
+O(p2/3|A|16/3 + p|A|9/2 + |A|6) =
|A|8
p
+O(p2/3|A|16/3 + p|A|9/2).
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When |A| = Ω(p5/8), the first term dominates the second and third.
For the final conclusion we note that (A−B)(C −D) is the support of the function r
defined in (2) on p. 9. By the Cauchy-Schwarz inequality
|(A− B)(C −D)| ≥
(∑
x∈Fp
r(x)
)2
∑
x∈Fp
r(x)2
=
|A|8∑
x∈Fp
r(x)2
because each ordered quadruple (a, b, c, d) ∈ A×B × C ×D contributes 1 to the sum∑
x r(x).
In the |A| = Ω(p5/8) range, the sum
∑
x r(x)
2 = O(|A|8/p) because it is nothing other
than the number of solutions to
(a− b)(c− d) = (a′ − b′)(c′ − d′) with a, a′ ∈ A, . . . , d, d′ ∈ D.
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