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Mechanical oscillators have been demonstrated with very high quality factors over a wide range of
frequencies. These also couple to a wide variety of fields and forces, making them ideal as sensors.
The realization of a mechanically-based quantum bit could therefore provide an important new
platform for quantum computation and sensing. Here we show that by coupling one of the flexural
modes of a suspended carbon nanotube to the charge states of a double quantum dot defined in the
nanotube, it is possible to induce sufficient anharmonicity in the mechanical oscillator so that the
coupled system can be used as a mechanical quantum bit. This can however only be achieved when
the device enters the ultrastrong coupling regime. We discuss the conditions for the anharmonicity to
appear, and we show that the Hamiltonian can be mapped onto an anharmonic oscillator, allowing
us to work out the energy level structure and how decoherence from the quantum dot and the
mechanical oscillator are inherited by the qubit. Remarkably, the dephasing due to the quantum
dot is expected to be reduced by several orders of magnitude in the coupled system. We also outline
qubit control and readout protocols.
I. INTRODUCTION
Mechanical systems have important applications in
quantum information and quantum sensing, with for ex-
ample significant recent interest in their use for frequency
conversion between optical and microwave signals [1–6],
the sensing of weak forces using position detection at
or beyond the quantum limit [7, 8], and demonstrations
of mechanically-based quantum buses and memory ele-
ments [9–13]. Realizing a quantum bit (qubit) based on
a mechanical oscillator is thus a highly desirable goal,
providing the quantum information community with a
new platform for quantum information processing and
storage with a number of unique features. A hallmark of
mechanical resonators is their ability to couple to a vari-
ety of external perturbations, as any force leads to a me-
chanical displacement; a mechanical qubit could thus en-
able quantum sensing of a wide range of force-generating
fields. Another outstanding aspect is that mechanical
oscillators can be designed to exhibit very large qual-
ity factors, thus well-isolated from their environment,
with correspondingly long coherence times. A mechan-
ical oscillator can be made into a qubit by introducing
a controlled anharmonicity, thereby introducing energy-
dependent spacing in the oscillator’s quantized energy
spectrum [14, 15]. The anharmonicity then enables the
controlled and selective excitation of energy states of the
system, for example the ground and first excited state,
without populating other states, breaking the strong cor-
respondence principle that otherwise limits the quantum
control of harmonic systems.
Notwithstanding the apparent simplicity of this idea,
finding mechanical oscillators with sufficiently strong and
controllable anharmonicity is not trivial. In Ref. 14 and
15, anharmonicity induced by proximity to a buckling in-
stability has been proposed. However, such a scheme is
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Figure 1. Schematic of the proposed setup. A suspended
carbon nanotube hosting a double quantum dot, whose one-
electron charged state is coupled to the second flexural mode.
(a) Sketch of the electronic confinement potential and of the
two main parameters, the hopping amplitude t and the en-
ergy difference  between the two single-charge states. (b)
Physical realization. One of the gate electrodes is connected
to a microwave cavity for dispersive qubit readout.
difficult to achieve experimentally. Here we consider the
possibility of coupling one of the flexural modes of a car-
bon nanotube to an integrated double quantum dot, the
dot itself defined in the nanotube, illustrated in Fig. 1.
By tuning independently the gate voltages for the two
quantum dots, it is possible to select the low-energy elec-
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2tronic states so that only those with a single (additional)
electron on the double quantum dot are energetically ac-
cessible, where the excess electron can sit either on the
left or the right dot. This charged two-level system is
electrostatically coupled to the displacement of the os-
cillator, in particular to the second flexural mode, as il-
lustrated in Fig. 1. We show in the following that for
sufficiently strong electro-mechanical coupling, the dou-
ble quantum dot induces a bistability in the mechanical
mode, by reducing and then changing the sign of the
quadratic term of the effective mechanical potential. We
find that for strong but none-the-less reachable coupling
constants, it is possible in this way to generate an an-
harmonicity sufficient to transform the mechanical os-
cillator into a qubit; this does however require entering
the so-called ultrastrong coupling regime, where the cou-
pling strength is larger than the mechanical energy level
spacing. Remarkably, we also find that in the disper-
sive limit of large detuning of the oscillator frequency
and the electronic two-level system energy splitting, the
problem can be mapped onto the Hamiltonian of the
quantum-anharmonic oscillator, allowing use of results
from that system in this work. Following a description
of the anharmonically-coupled system, we investigate the
decoherence induced by the charged two-level system on
the mechanical qubit, as well as how standard protocols
for quantum manipulation can be implemented. The re-
duction of the decoherence rate of the mechanical qubit
with respect to that of the charged two-level system can
be made larger than 103 with parameters accessible ex-
perimentally.
II. MODEL
We consider a suspended carbon nanotube (cf. Fig. 1)
similar to those demonstrated by a number of groups
[16–19]. It has been shown that it is possible to use mul-
tiples gates to fine-tune the electrostatic potential along
the suspended part of the nanotube [17, 20, 21]. It is
thus possible to form a double-well potential to engi-
neer a double quantum dot (cf. Fig. 1). We consider the
case when only two states, each with one excess electron,
are energetically accessible [22], the other states being at
higher energy due to the Coulomb interaction. The two
single-charge states, corresponding to an electron on the
left or right dot, are coupled by a hopping term t/2 be-
tween the two single-charge states. Their relative energy
difference, , can be controlled by varying the two gate
voltages. The two states couple to the nanotube flexural
modes. By placing the double dot in the center of the
nanotube, the coupling of the two charge states with the
second (anti-symmetric) mechanical mode is maximized
[cf. Fig. 1]. A model Hamiltonian capturing the basic
physics of this system can be written down:
H =
p2
2m
+
mω2mx
2
2
+

2
σz +
t
2
σx − h¯g x
xz
σz , (1)
where the first two terms describe the relevant mechani-
cal mode of frequency ωm/2pi with effective mass m, dis-
placement x, momentum p, and we have introduced the
zero-point quantum fluctuation xz = (h¯/2mωm)
1/2 with
h¯ the reduced Planck constant. The electronic response
has been reduced to a two-level system, where the two
Pauli matrices σz and σx represent the dot charge en-
ergy splitting and inter-dot charge hopping, respectively.
Finally h¯g/xz is the variation of the force acting on the
mechanical mode when the charge switches from one dot
to the other. The value and sign of g can be tuned over
a large range by adjusting the gate voltages [23].
In Appendix A we give a microscopic derivation of the
Hamiltonian with the explicit form of the coupling terms.
III. BORN-OPPENHEIMER PICTURE
To gain an insight into the physics of the problem,
it is instructive to first consider a semi-classical Born-
Oppenheimer picture, valid for h¯ωm 
√
t2 + 2. We di-
agonalize H given by Eq. (1), neglecting the p2 term and
regarding x as a classical variable. The two eigenvalues
read:
ε±(x) = mω2mx
2/2±
√
(− 2h¯gx/xz)2 + t2/2. (2)
In the spirit of Born-Oppenheimer approximation, the
energy profile ε± can be regarded as an effective poten-
tial for the oscillator, which depends on which charge
quantum level is occupied. Taylor-expanding ε±(x) for
small x and  = 0 one finds:
ε± = ± t
2
+
mω2m
2
(
1± 4h¯g
2
ωmt
)
x2∓ 4m
2ω2mh¯
3g4
t3
x4 + . . . .
(3)
The coupling to the double dot leads to a renormaliza-
tion of the quadratic coefficient and the appearance of a
quartic (and higher) terms. The interaction stiffens the
resonating frequency of the upper branch while softening
the lower one. In particular, for g > gscc = (ωmt/4h¯)
1/2,
the quadratic coefficient of the lower branch becomes neg-
ative. This leads to a double-well potential and a bista-
bility similar to that predicted for a single quantum dot
coupled to a mechanical oscillator [24–26].
Figure 2 shows the evolution of the two branches of
the potential as a function of the coupling constant g, for
an experimentally-accessible value of t = 20h¯ωm. One
clearly sees the formation of the double well-potential for
g > gscc . For g = g
sc
c the potential of the lower branch is
purely quartic (thick line). Thus one expects that tuning
g close to this critical value, it should be possible to mod-
ify, over a large range, the ratio between the quadratic
and quartic terms and consequently tune the degree of
anharmonicity of the system at will.
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Figure 2. Effective potentials +(x) (red) and −(x) (blue)
from Eq. (2) for t/h¯ωm = 20 and the values of (4g/ωm)
2 =
0, 10, 20, 30, 40, 50, with the first and last line explicitly
indicated in the figure. The potential for g = gscc = ωm
√
5 is
shown with a thicker line.
IV. FULL QUANTUM DESCRIPTION
A. Conditions for anharmonicity
The validity of the qualitative description of the pre-
vious section can be confirmed in the general case by
numerical diagonalization of the Hamiltonian given by
Eq. (1) in a truncated Hilbert space. Using a basis com-
prising the 102 lowest harmonic oscillator states largely
suffices to reach convergence and we find the Hamiltonian
eigenvectors |n〉 and eigenstates En for the problem. The
result for the lowest set of energy levels is shown in Fig. 3.
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Figure 3. Lowest-lying energy eigenvalues En of the Hamil-
tonian (1) for  = 0 and t = 20h¯ωm as a function of g/ωm.
The Born-Oppenheimer potential given by Eq. (2) and the
energy levels are shown in the insets for g = 0 and g = 3.2ωm.
The dashed line indicates the lowest non-interacting electronic
level −t/2. The semiclassical critical value for the bistability
is gscc /ωm =
√
5 ≈ 2.23. The value of g = g5% ≈ 1.8ωm for
which the anharmonicity is 5% is also shown.
We first notice that for g ∼ gscc , the ground state
crosses the lowest non-interacting electronic level, indi-
cated by the dashed line −t/2, preceding the formation
of two bound states in the double-well. Note that one
expects that this crossing should occur for a coupling
larger than gscc , since for this value the problem reduces
to a quartic oscillator, for which the ground state has
a positive value [27] similarly to the harmonic oscillator
zero-point motion h¯ωm/2. For g  gscc , the two bound
states have the same energy [cfr. the upper-right inset in
Fig. 3] and are sufficiently far from each other that their
overlap is negligible. In Fig. 3, the third level remains
well separated from the first two, and merges with the
fourth level for large g. The anharmonicity, defined as
a =
(E2 − E1)− (E1 − E0)
E1 − E0 , (4)
thus diverges as we increase g from 0 to a value of the
order of gscc . As discussed in the introduction, this an-
harmonicity is crucial to enabling quantum control of the
qubit formed by the first two levels, |0〉 and |1〉. A min-
imum requirement is that the transition frequency be-
tween |0〉 and |1〉 needs to differ from that between |1〉
and |2〉 by much more than the spectral linewidth of the
states. As a practical example, in the superconducting
transmon qubit [28], an anharmonicity of the order of 5%
suffices to afford full quantum control of the qubit states.
In the following we will thus consider 5% anharmonicity
as a (somewhat arbitrary) requirement; this is sufficient
to find the relevant coupling scale required to implement
the mechanical qubit.
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Figure 4. Contour plot of the anharmonicity a in the (t, g)
plane. The contour line for a = 0.05 is thicker, and defines
the function g5%(t). The kink at t ≈ 1.54h¯ωm of this function,
better seen in the inset, is due to the avoided crossing between
the charge and oscillator eigenstates that occurs at that value
of t. It indicates the region where the eigenstate begins to
have a predominantly charge nature.
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Figure 5. Wavefunctions of the two qubit states |0〉 (upper panels) and |1〉 (lower panels) for t/h¯ωm = 20, g/ωm = 0.1, 1.8,
and 3.0. We plot -〈σx〉(x) (yellow), 〈σz〉(x) (green), and ψn+(x)2 + ψn−(x)2 (blue). Note that for small coupling the yellow
and blue lines perfectly overlap. The probability of occupation of the first single-harmonic oscillator states are indicated in the
insets.
Resorting again to numerical diagonalization, we
present in Fig. 4 a contour plot for the dependence of
the anharmonicity on the parameters t and g. The thick
contour line for a = 0.05 defines the function g5%, which
gives the required coupling to obtain a 5% anharmonicity.
The region for t < 2h¯ωm presents a more complex struc-
ture. A weaker coupling is required to reach the needed
anharmonicity. But in this region the first two levels in-
herit the properties of the double quantum dot to a large
extend, so that we will not discuss it further. Here we ex-
plore the mechanical qubit in the parameter range when
t > 2h¯ωm, so that the nature of the two lowest energy
states of the coupled system becomes mechanical. A siz-
able anharmonicity can only be reached when operating
the device near or in the ultra-strong coupling regime,
g > ωm, as seen in Fig. 4.
B. Eigenstates
It is interesting to investigate the nature of the two
qubit states |0〉 and |1〉. In the position representa-
tion, the wavefunction is given by ψnσ(x) = 〈x, σ|n〉,
where |x, σ〉 is the eigenstate of the displacement, |n〉 the
Hamiltonian eigenstate, and σz operators with eigenval-
ues x and σ, respectively. The wavefunction ψnσ(x) can
be chosen to be real-valued. Instead of looking directly
at ψnσ(x), it is more interesting to consider the aver-
ages of the operators σi as a function of x: 〈σi〉(x) =∑
σ,σ′ ψnσ(x)σiψnσ′(x). Since by symmetry 〈σy〉 = 0,
only 〈σx〉 = 2ψn+ψn− and 〈σz〉 = ψ2n+ − ψ2n− are non-
vanishing.
We display in Fig. 5 these two components as well
as the total probability for the oscillator displacement
ψ2 = ψ2n+ + ψ
2
n− (blue curve in Fig. 5). The function
〈σz〉(x) gives the distribution of the charge (green curve
in Fig. 5), while 〈σx〉(x) indicates the strength of the
coherent superposition of the two charge-states (yellow
curve in Fig. 5). These two quantities are in competi-
tion. From the figure, one sees that for weak coupling
〈σz〉(x) ≈ 0, and the displacement probability distribu-
tion coincides with −〈σx〉(x). At the value of g = g5%,
the distribution of the charge depends on x, for both
states. Finally for the bistable case with g/ωm = 3.0, one
reaches the limit where |〈σz〉(x)| is close to the displace-
ment probability, indicating a full correlation between
the displacement and the charge. We also show in the
figure the distribution of the harmonic oscillator states.
One clearly sees that for g = g5%, the two states are still
mainly eigenstates of the mechanical oscillator.
C. Mapping in the dispersive regime
The numerical diagonalization shows that the semi-
classical picture provides a good qualitative description.
A natural question is then how far one can extend this
picture. For this reason, we looked for a unitary trans-
formation U that could map the Hamiltonian given in
Eq. (1) onto that of a simple anharmonic oscillator. In
the limit of g/|t/h¯ − ωm|  1, known as the dispersive
limit, we find a U such that, at fourth order in g, we can
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Figure 6. Comparison between numerical (full line) and
analytical (dashed line) dependence of the anharmonicity pa-
rameter a for three values of the coupling g/ωm=0.5, 1, 1.5.
write HT = U
†HU with
HT =
t
2
σz +
h¯ωm
4
[
α1pˆ
2 + α2xˆ
2 + σz(α3xˆ
2 + α4xˆ
4)
]
.
(5)
[We discarded the constant h¯3g2ωm/(t
2 − h¯2ω2m).] Here
we introduce the quadratures xˆ = x/xz = a
† + a,
pˆ = p/(mωmxz) = i(a
† − a), with [xˆ, pˆ] = 2i, where
a and a† are the creation and destruction operators for
the harmonic oscillator eigenstates. The four coefficients
read
α1 = 1 +
128h¯6g4t2ω2m
∆6∆23
, α2 = 1− 16h¯
4g4t2
∆4∆23
, (6)
α3 =
4h¯tg2
ωm∆2
, α4 = −4h¯
3tg4(3t2 + h¯2ω2m)
3ωm∆6
, (7)
where ∆2 = t2−(h¯ωm)2, ∆23 = t2−9(h¯ωm)2. The deriva-
tion and the definition of U are given in Appendix B.
Remarkably we find that within this approximation,
it is possible to map the problem onto a new descrip-
tion with two anharmonic oscillators, one for each charge
branch. The upper branch is unstable if we stop the ex-
pansion at x4, since it has a negative quartic term. This
description thus holds for a small but non-zero value of
the ratio h¯ωm/t, giving a more accurate description than
the simpler Born-Oppenheimer approach.
The anharmonic oscillator is a well-studied problem
[29]. When the quadratic part is positive, it is convenient
to write the lower branch of Eq. (5) in the standard form,
H = h¯ω′m(xˆ
2 + pˆ2 + λxˆ4)/4. (8)
This can be done by the scaling xˆ = ξxˆ′ and pˆ = pˆ′/ξ, so
that the commutation relation is preserved [xˆ′, pˆ′] = 2i,
with
ξ = [α1/(α2 − α3)]1/4 , (9)
The renormalized resonant frequency reads ω′m =
ωm[α1(α2 + σα3)]
1/2 and the quartic coefficient is
λ =
α4α
1/2
1
(α2 − α3)3/2 . (10)
Note that we now consider only positive values of ω′m,
but Eq. (5) holds also in the bistable region. The an-
harmonicity a defined in Eq. (4) becomes a function of
λ only. Using the expression (1.17) of Ref. 29 for the
eigenvalues in terms of λ and Eq. (10), one can obtain an
analytical expression for the anharmonicity in terms of
the parameters ωm, t, and g with a reasonable accuracy,
as can be seen in Fig. 6. One finds that the 5% anhar-
monicity is achieved for λc ≈ 0.0225 (the exact numerical
result is λc = 0.0220).
D. Operators acting on the qubit
In order to study the control, readout, and decoherence
of the qubit formed by the two states |0〉 and |1〉, it is
necessary to find the projection of the physical operators
σi, xˆ, and pˆ in the Hilbert space spanned by these states
{|0〉, |1〉}. In this space, any operator can be written
as a linear combination of the unit matrix (τ0) and the
three Pauli matrices, that we define here as {τx, τy, τz},
to distinguish them from the operators σi acting in the
charge space. The Hamiltonian of the qubit then simply
reads (E1 − E0)τz/2. One can calculate numerically the
matrix elements of any operator in the qubit sub-space
and then obtain its form in terms of a sum of the four
τ -matrices. We find for the charge variables

σx|qb = β1τ0 + β2τz,
σy|qb = β3τy,
σz|qb = β4τx,
(11)
and for the oscillator variables
{
xˆ|qb = β5τx ,
pˆ|qb = β6τy. (12)
The six coefficients can be obtained numerically, but it is
also interesting to obtain approximate analytical expres-
sions for them. This can be achieved using the unitary
6transformation introduced above (see Appendix B):
β1 = −1 + 4(h¯g)2 (h¯ωm)
2 − th¯ωmξ2 + t2ξ4
∆4ξ2
+ g4β1,4 ,
(13)
β2 = −2(h¯g)2 (h¯ωm)
2 + t2ξ4
∆4ξ2
+ g4β2,4 , (14)
β3 =
2h¯2gωm
∆2ξ
+ g3β3,3 , (15)
β4 =
2h¯gtξ
∆2
+ g3β4,3 , (16)
β5 = ξ − 2h¯
3g2tωmξ
∆4
+ g4β5,4 , (17)
β6 =
1
ξ
− 2h¯
3g2tωm
∆2ξ
+ g4β6,4. (18)
The coefficients for g3 and g4 are given by Eqs. (B16)-
(B21) in the Appendix.
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Figure 7. Coefficients βi of the operator projections in the
qubit space, obtained by numerical diagonalization (full lines)
and from the analytical approximation to fourth order in g
(dashed lines). The value of t is fixed here to 20h¯ωm.
We show in Fig. 7 the behavior of the analytic co-
efficients as a function of g/ωm for t/h¯ωm = 20, and
compare to the exact numerical results. The analytical
expressions again give a good description in the interest-
ing range g < g5%. In particular, these expressions allow
us to recognize that β2 and β3 are parametrically small
for g ≈ ωm  t/h¯.
Another important result given by the expressions for
the βi is the charge component of the qubit. This can
be identified with the value of the β4 coefficient, which
gives the projection of the charge operator σz in the qubit
space. This coefficient vanishes linearly in g, and it re-
mains small up to g ≈ √ωmt/h¯ when t  h¯ωm. In this
case, we thus expect that the qubit has a predominantly
mechanical character in its degrees of freedom, measured
by the β5 and β6 coefficients, which remain of the order
of unity.
E. Qubit Manipulation
The values of β are also crucial to understanding how
to manipulate the qubit. This is achieved using a com-
pletely classical oscillating voltage applied to a nearby
wire, turned on for some duration with a calibrated am-
plitude. The anharmonicity of the system allows this
classical signal to achieve quantum control. One can find
the effect of an oscillating voltage on the qubit by con-
sidering how this voltage couples to the σi and xˆ oper-
ators. In Appendix A, we derive these couplings for a
potential V ACg12 coupled asymmetrically to the two gates
controlling the electrochemical potential of each dot [cfr.
Eq. (A23)]. We find that the potential couples to σz and
xˆ with the coefficients λev/e and λmvxz, respectively (see
Appendix A for the explicit expressions). Since both xˆ
and σz project on τx, we find that the coupling to the
oscillating field is just λvτxV
AC
g12 with
λv = λ
mvxzβ5 + λ
evβ4/e . (19)
This indicates that one can use standard methods to ma-
nipulate the qubit state, e.g. by using nuclear magnetic
resonance methods by driving the qubit states at a fre-
quency ωD with pulses that induce, in the rotating frame,
a term (E1 − E0 − h¯ωD)τz/2 + λvV 0g12τx [30]. The an-
harmonicity guarantees that the second excited state will
not be populated by these manipulations.
F. Qubit Readout
Reading out the state of the qubit can be realised by
coupling the system to a microwave superconducting cav-
ity and using a dispersive interaction, analogous to what
is done with superconducting qubits [31, 32]. The cou-
pling can be obtained from the expression of the coupling
to an oscillating voltage (cfr. A21 and A22) with the
substitution V AC → Vz(b + b†), where b is the destruc-
tion operator of the photons in the cavity and Vz is the
zero-point motion voltage of the cavity. The coupling
Hamiltonian reads
Hqb−cav = h¯gvτx(b+ b†) (20)
with gv = λvVz (cfr. Eq. (19)). A standard method
is then to perform a dispersive measurement of the su-
perconducting cavity frequency, which is modified by a
slightly different amount depending on the qubit state.
By performing a standard unitary transformation [33]
one can eliminate the τx term and obtain for the qubit
and cavity Hamiltonian
H = (E1 − E0)τz/2 + (h¯ωc + χσz)b†b (21)
where ωc is the cavity resonating frequency and χ =
h¯2g2v/(E1−E0− h¯ωc) the dispersive shift. Since the res-
onating frequency depends now on the qubit state, this
allows us to perform an efficient quantum non-destructive
readout of the qubit state.
7The proposed system allows also another possibility.
Detection of the qubit can be realised by coupling the
system to a microwave cavity tuned at the transition fre-
quency (En0 − E0)/h¯ between the ground state and the
high-energy state n0. The occupation of the ground state
can be detected by measuring the photon transmitted
phase [34]. Since the microwave cavity couples mainly to
the charge, the ideal high-energy state should have a large
matrix element with the σz operator: 〈n0|σz|0〉. The
main difficulty of this approach is that the excited state
|1〉 could also have a large overlap with the same operator
to an other state, say n1. In order to be able to discrimi-
nate these two cases one needs that the anharmonicity for
these states, a′ = [(En1−E1)−(En0−E0)]/(En0−E0), is
sufficiently large. We choose for n0 and n1 the two states
that maximize the matrix element of σz with the ground
and the first excited states, respectively. For weak cou-
pling n0 (n1) is given by the mechanical oscillator in the
ground (first excited) state and the double dot in the ex-
cited state. We plot in Fig. 8 the ratio a′ for g = g5% as
a function of t/h¯ωm.
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Figure 8. Anharmonicity for the higher excited states: a′ =
[(En1−E1)−(En0−E0)]/(En0−E0) as a function of t/h¯ωm for
g = g5%. The anharmonicity is sufficient to allow a detection
of the qubit state by spectroscopy. Inset: expected spectrum
(with a 0.1ωm added width) obtained with a signal coupling
to σz for three different values of t/h¯ωm and g = g5%(t). The
full (dashed) line is the signal for the transition |0〉 → |n〉
(|1〉 → |n〉). The main peak are obtained for the case n = n0
(n = n1).
We find that for t < 20ωm, the anharmonicity a
′ re-
mains larger that 4%, thus being of the same order or
larger than the anharmonicity a of the first two excited
qubit states. This proves that one can therefore also
use this state spectroscopy method to read out the qubit
state.
V. DECOHERENCE
The double quantum dot and the mechanical oscilla-
tor are unavoidably coupled to the environment, which
induces decoherence and incoherent transitions between
energy levels. The decoherence rate of the double quan-
tum dot charge qubit is much larger than that of the me-
chanical resonator, so that it will limit the performances
of the mechanical qubit. Best values for the decoherence
rate are in the MHz range [35].
In order to study how the nano-mechanical qubit in-
herits the decoherence of its two sub-system components,
we begin by constructing a simple model for the coupling
of the sub-systems to the environment.
We write the coupling Hamiltonian as
HI = Aˆ
cEˆ1 + xˆEˆ2 , (22)
where Aˆc =
∑
i=x,y,z viσi = ~v · ~σ is the most general
operator in the charge subspace (see for instance [36]).
The operators Eˆ1 and Eˆ2 are given by the sum of opera-
tors, themselves involving many degrees of freedom that
model the environment of the charge and the mechanical
oscillator, respectively (the coupling constant is absorbed
in the Eˆ-operators so that Aˆc and xˆ are dimension-
less). We assume that we know the correlation functions
Ci(t) = 〈Eˆi(t)Eˆi(0)〉, as well as their Fourier transforms
Si(ω) =
∫
dteiωtCi(t), and that the charge and mechan-
ical environments are independent, 〈Eˆ1(t)Eˆ2(0)〉 = 0. If
Si(ω) is a sufficiently smooth function for ω close to the
qubit resonant frequency, the three parameters vi give a
complete description of the coupling to the environment
of the charge system. For the mechanical oscillator, we
parametrize the coupling to the environment with a sin-
gle damping rate γ.
One can then use the standard procedure, integrat-
ing out the environmental degrees of freedom and find-
ing an equation for the reduced density matrix ρ in the
Born-Markov and rotating-wave approximations. The
rate equations have the standard form:
ρ˙nn = −ρnn
∑
p6=n
Γn→p +
∑
p 6=n
ρppΓp→n, (23)
ρ˙nm = −
∑
p 6=n
Γn→p/2 +
∑
p 6=m
Γm→p/2 + Γφnm
 ρnm,
(24)
where ρnm = 〈n|ρ|m〉 is the matrix element of ρ in the
eigenstate basis |n〉 of the Hamiltonian (1) with eigenval-
ues En. The rates read:
Γn→m = 2piS1(ωnm)|Acnm|2 + 2piS2(ωnm)|xnm|2,
Γφnm = piS1(0)(A
c
nn −Acmm)2 + piS2(0)(xnn − xmm)2
where ωnm = (En − Em)/h¯, Onm = 〈n|O|m〉, and Γφnm
is the pure dephasing rate. These equations hold at non-
zero temperature T , with Si(ω) = Si(−ω)eh¯ω/kBT and
kB is the Boltzmann constant. When only two levels are
present one finds
ρ˙00 = −ρ00Γ0→1 + ρ11Γ1→0 (25)
ρ˙01 = −ρ01(Γ0→1 + Γ1→0 + 2Γφ01)/2 . (26)
8In the following we focus on the two rates Γ1→0 and Γ
φ
01.
(We do not consider the case of equally-spaced levels in-
ducing transfer of coherence between higher states [37].)
A. Non-interacting case
Let us begin with the non-interacting case (g = 0)
in order to define the rates. We have two independent
systems: the double quantum dot and the mechanical os-
cillator. For the oscillator, one finds Γm1→0 = 2piS2(ωm) =
γ(1 + nth), where nth = 1/(e
h¯ωm/kBT − 1) and Γm,φ12 = 0.
For the charge system, we begin by diagonalizing the
Hamiltonian H0 = (σz + tσx)/2, performing a rota-
tion by an angle θ = arctan(t/) around the y axis:
U(θ) = e−iθσy/2. One has
U(θ)†σxU(θ) = cos θσx − sin θσz, (27)
U(θ)†σzU(θ) = sin θσx + cos θσz, (28)
with σy invariant. The charge Hamiltonian coupled to
the environment then becomes
H ′ = U†HU =
1
2
√
t2 + 2σz + ~v′~σEˆ1, (29)
with v′x = cos θvx + sin θvz, v
′
z = − sin θvx + cos θvz, and
v′y = vy. This gives the rates
Γc1→0(θ) = 2piS1
(√
2 + t2
)
[(cos θvx + sin θvz)
2 + vy
2] ,
(30)
Γc,φ01 (θ) = 4piSE(0)(sin θvx − cos θvz)2 . (31)
According to these equations, the pure dephasing and
decay rates depend on the value of θ (i.e. the ratio /t).
Since the environmental spectrum depends only on the
charge energy splitting, the ratios
RD ≡ Γ
c
0→1(0)
Γc0→1(pi/2)
=
v2x + v
2
y
v2z + v
2
x
, (32)
Rφ ≡ Γ
c,φ
01 (0)
Γc,φ01 (pi/2)
=
v2z
v2x
, (33)
depend only on the values of vi. One can then, at least in
principle, measure the rates for the same energy splitting√
t2 + 2 and the two values of θ, 0 and pi/2. This gives
RD and Rφ that can be used to express vy and vz in
terms of vx:
v2y = [R
D(1 +Rφ)− 1]v2x , (34)
v2z = R
φv2x . (35)
B. Interacting case
We can now consider the interacting case. We will ex-
ploit the fact that the operators σi and xˆ in the subspace
spanned by {|0〉, |1〉} can be written in terms of the τi op-
erators [Eq. (11) and Eq. (12)]. We neglect the decay rate
from and to the third level, which is small as it is only
due to oscillator damping and vanishes exponentially for
kBT  h¯ωm. We obtain then the following results for
the decay and decoherence rate of the nanomechanical
qubit:
Γqb1→0 = 2piS1(ω10)(v
2
zβ
2
4 + v
2
yβ
2
3) + 2piS2(ω10)β
2
5 ,
Γqb,φ01 = 4piS1(0)v
2
xβ
2
2 .
Using the relations (34)-(35) and assuming that
Si(ω10) ≈ Si(ωm), we find
Γqb1→0 = Γ
c
1→0(pi/2)
Rφβ
2
4 + [R
D(1 +Rφ)− 1]β22
1 +Rφ
+β25γ(1 + nth) (36)
Γqb,φ01 = β
2
2Γ
c,φ
01 (pi/2) . (37)
In the region of interest, we can use the analytical ex-
pressions for βi. For h¯ωm/t  1 we can drop the term
proportional to β22  β24 and obtain
Γqb1→0 ≈
Rφ
1 +Rφ
4h¯2g2t2ωm
∆4ω′m
Γc1→0(pi/2)
+
ωm
ω′m
[
1− 4h¯
3g2tωm
∆4
]
γ(1 + nth) . (38)
The pure dephasing is controlled by β22 ≈ (h¯g/t)4  1.
The dephasing is thus strongly reduced in the nanome-
chanical qubit in comparison to the charge system.
We can evaluate numerically the reduction of the
decay and pure-dephasing rates for the case RD =
Rφ = 1. The result for Γqb1→0(g5%)/Γ
qb
1→0(g = 0) and
Γqb,φ10 (g5%)/Γ
qb,φ
10 (g = 0) is shown in Fig. 9 as a function
of t for γ = 0. As expected from the analytical expres-
sions, the larger the value of t, the larger the reduction
in the decoherence. This is a natural consequence of the
mechanical nature of the qubit in this limit.
VI. PROSPECT FOR EXPERIMENTAL
IMPLEMENTATION
The results found in the two previous sections are very
promising for the experimental realization of a nanome-
chanical qubit. In this section we discuss possible exper-
imental implementations using currently available tech-
nology. As discussed in the introduction, the double
quantum dot can be realized in a suspendend carbon
nanotube and coupled to the second mechanical flexural
mode of the nanotube. Such a device has been recently
measured at 2 K [17], reporting values t/2pih¯ = 49 − 96
GHz with a tunable value of , a second mechanical mode
of frequency ωm/2pi = 327 MHz with a mechanical qual-
ity factor Q = 4 ·103 and a coupling constant g/2pi = 320
MHz. Taking these parameters, we have t/h¯ωm up to
150-300, and g/ωm ≈ 1, noting that of course t can be
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Figure 9. Ratio of the decay rate Γqb1→0(g5%)/Γ
qb
1→0(g = 0)
and pure decoherence rate Γqb,φ10 (g5%)/Γ
qb,φ
10 (g = 0) as a func-
tion of t/ωm. We assume R
D = Rφ = 1 and we neglect oscil-
lator damping (γ = 0). The vertical dashed line indicates the
beginning of the region where the qubit becomes dominated
by the two charge states, i.e. where t < 1.54h¯ωm (cfr. also
inset of Fig. 4).
tuned to lower values. Choosing t = 7h¯ωm, we can oper-
ate on the g5% line (cfr. Fig. 4) without changing other
parameters. At this value of g, we already have a siz-
able reduction of both the decoherence and decay rates
of the mechanical qubit Γ1→0 and Γ
φ
10 [cfr. Fig. 9] com-
pared to that of the charge double quantum dot. The
experiment at 2 K realized with a device fabricated on a
Si substrate reports an incoherent tunnelling rate Γ1→0
estimated to 2pi · 510 MHz, which is clearly too large
to use for qubit operations, but improvements should
be possible, by operating the device at 10 mK to sup-
press the decoherence induced by low-frequency vibra-
tions (phonon) modes, by producing devices on sapphire
substrates that host a minimal number of charge fluctu-
ators, and by current-annealing the nanotube in-situ in
the dilution fridge to remove all the contamination ad-
sorbed on the surface of the nanotube [38]. Double-dot
structures have been created in non-suspended carbon
nanotubes, and have been coupled to superconducting
cavities [39].
One can thus target a mechanical resonator cooled at
10 mK with ωm/2pi in the range of 0.6-1 GHz using a nan-
otube that is shorter and/or is under mechanical tension.
A value of t/h¯ωm = 10 will then require a coupling con-
stant of the order of 1.1h¯ωm, which can be obtained by
reducing the nanotube-gate separation and/or increasing
the voltage applied on the gate electrode. With these val-
ues the reduction of the decoherence rate of the mechani-
cal qubit with respect to that of the double quantum dot
will be about 103. Assuming that the decoherence rate
of the order of 3 MHz can be obtained, as was achieved
in GaAs coupled double quantum dots [35], it should be
possible to implement most of the standard protocols for
quantum computation using a mechanical qubit with a 3
kHz decoherence rate.
Another possible implementation consists in using a
nonsuspended GaAs double quantum dot with 3 MHz
charge decoherence rate coupled to a suspended metal
beam, such as a carbon nanotube.
VII. CONCLUSIONS
In conclusion we have shown that coupling a double
quantum dot capacitively to the second flexural mode
of a suspended carbon nanotube, and appropriately tun-
ing the hopping amplitude between the two charge states
of the quantum dot, one can introduce a strong an-
harmonicity in the spectrum of the mechanical mode.
This enables one to address directly the first two en-
ergy quasi-mechanical eigenstates without populating the
third state (cfr. Fig. 4). These two states form a qubit
with mainly a mechanical character. Manipulation and
read-out is then possible with standard techniques, but
at the same time, we found that the coupling to the en-
vironment is strongly reduced. The main benefit is the
reduction of up to 3-4 orders of magnitude of the pure-
dephasing rate, with respect to the charge two-level sys-
tem. The mechanical qubit can be used to couple to a
wide number of modalities for external fields, including
acceleration, magnetic forces or other forces.
We also found a unitary transformation, valid in the
dispersive limit of g/|t/h¯−ωm|  1, that maps the prob-
lem to the anharmonic oscillator, giving the explicit ex-
pressions of the main physical operators in the qubit sub-
space.
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Appendix A: Electrostatics and derivation of the
coupling constants
We give here a derivation of the Hamiltonian. For that
we need to calculate the electrostatic energy of the sys-
tem. The only subtle point is the contribution of the volt-
age sources, as it is well known for the Coulomb block-
ade problem [40]. One needs the electrostatic energy as
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a function of the charges in the system, and not of the
voltages; this is particularly important for the expression
of the mechanical force. Following Ref. 22 (appendix A)
the electrostatic problem of N conductors plus a ground
conductor can be treated by introducing a capacitance
matrix C
(0)
ij for which the charges on the conductor i can
be related to the potentials of the other conductors:
Qi =
N∑
j=0
C
(0)
ij Vj . (A1)
Here C
(0)
ii =
∑
i 6=j cij and C
(0)
ij = −cij , where cij is
the capacitance between conductor i and j and clearly
tC = C. We include in the list of conductors the ground
with the index 0. The relation given by Eq. (A1) cannot
be inverted, since the capacitance matrix has vanishing
determinant. This just indicates that one can shift all
the potential by a constant. One can then set one of the
potential to 0, say the ground, and eliminate one line of
the matrix, which we choose to be that related to the
charge on the ground. The N × N capacitance matrix
obtained in this way, Cij , is then invertible and one can
write
Vi =
N∑
j=1
(
C−1
)
ij
Qj . (A2)
The total energy of the system is U =
∑N
i=0 ViQi/2.
With our choice of V0 = 0, it reduces to U =∑N
i=1 ViQi/2 =
tV Q/2, where we introduced the vec-
tor notation for the charge and the potentials. Using the
capacitance matrix we have
U =
1
2
tV CV =
1
2
tQC−1Q. (A3)
In typical problems one needs to include potential
sources. These can be modeled with metallic leads with
a macroscopic capacitance to the ground CB → ∞, and
the charge on this island QB → ∞ with QB/CB = VB
constant. In the following, without loss of generality, we
will assume that the capacitances of all sources have the
same value CB .
The relevant energy for the problem at hand is the
energy expressed as a function of the charges in all the
metallic islands and leads. The mechanical displacement
x of any mechanical element of the circuit induces a
change in the capacitance matrix, which acquires a de-
pendence on the displacement C(x). (For simplicity we
consider a single mechanical mode whose displacement is
parametrized by the variable x; generalization to several
modes is straightforward.)
The expression for the potential energy is thus
U(Q, x) =
1
2
tQC(x)
−1
Q . (A4)
From this expression we can find the expression of the
potential energy as a function of the charges in the dots
and x. We can then eliminate the charges in the leads
by using their potentials. For this we need to invert the
matrix C exploiting the large CB limit. Following Ref. 22
we first divide the indices in c and v, for charge nodes
and voltage sources, respectively. We can write
C =
(
Ccc Ccv
Cvc Cvv
)
. (A5)
The inverse of this matrix can be written as follows(
C−1
)
cc
= C−1cc + C
−1
cc CcvDCvcC
−1
cc (A6)(
C−1
)
vc
= −DCvcC−1cc (A7)(
C−1
)
vv
= C−1vv (1− CvcC−1cc CcvD) (A8)
where D = (Cvv − CvcC−1cc Ccv)−1. Since we eliminated
the ground metal island, the only macroscopic matrix
elements left are in the diagonal part of Cvv ∼ CB
(cfr. Eq. (A17) in the following). We can then simplify
greatly the inverse since to leading order in CB one has
D = 1/CB , (
C−1
)
cc
= C−1cc , (A9)(
C−1
)
vc
= −CvcC−1cc /CB , (A10)(
C−1
)
vv
= 1/CB . (A11)
This allows to express the energy as follows:
U =
1
2
tQcC
−1
cc Qc − tQcC−1cc CcvQv/CB +
1
2
tQvQv/CB ,
(A12)
but Qv/CB = Vv are the sources voltages and the last
term is independent of Qc. We thus have
U =
1
2
tQcC
−1
cc Qc − tQcC−1cc CcvVv . (A13)
1. Couplings
From this expression we can derive the coupling to
the mechanical displacement and to the voltage applied
to a nearby gate electrode. For this, we include the
x dependence of the capacitances and the substitution
Vv = V
DC
v +V
AC
v , where V
DC
v is the static part and V
AC
v
the oscillating part of the voltage. If a gate electrode
is part of an electromagnetic cavity, one can obtain the
coupling to the photon creation and destruction opera-
tors via the substitution V ACv = V
z
v (bv + b
†
v), where V
z
v
is the zero-point motion voltage of the cavity and bv the
destruction operator for the photons.
We now need a description in terms of the charge fields.
Let us associate to each charge variation δqic the occupa-
tion operator ni with eigenvalues 0 or 1 so that the op-
erator for the total number of charges can be written as
Qc = Q
0
c +
∑
i niδq
i
c. The index i can take into account
spin or other degrees of freedom and we included a back-
ground frozen charge Q0c . By including this expression
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into (A13), at lowest order in x we obtain
U = UC + x
∑
i
ni
λemi +∑
j 6=i
njλ
em
ij

+
∑
i
niλ
ev
ivV
AC
v + xλ
mv
v V
AC
v (A14)
where
UC =
∑
i
ni
tδqicC
−1
cc
Q0c − CcvV DCv +∑
j
1
2
δqjcnj

(A15)
is the pure Coulomb part and the other three terms de-
scribe the interaction between the three degrees of free-
dom x, V AC, and ni, which are associated with the in-
dices m, v, and e, respectively. (We discarded the con-
stant U0 =
tQ0cC
−1
cc Q
0
c/2− tQ0cC−1cc CcvV DCv .) Here
λemi = ∂x
[(
tQ0c +
tδqic
2
)
C−1cc − V DCv CvcC−1cc
]
δqic
(A16)
and λemij =
tδqic∂xC
−1
cc δq
j
c/2 are the electromechani-
cal couplings, λeviv = −tδqicC−1cc Ccv the voltage-electron
coupling, and λmvv = −tQ0c∂x(C−1cc Ccv) the mechanical
oscillator-voltage coupling.
Q1, V1
CLCB CBCR
Cg
CB
VL VR
Vg
V=0
Q1, V1
CLCB
Cg1
CB
VL
Q2, V2
CBCR
Cg2
CB
VR
Cm
Vg1 Vg2
a)
b)
V=0
Figure 10. Network of capacitances representing the (a)
single- and (b) double-dot circuit. The capacitances CB are
used to model the voltage sources.
2. Single- and double-dot cases
We now consider two examples.
(i) The single dot. In this case we have 4 metallic
entities, one for the dot, 3 for the left, right and gate
leads [cfr. Fig. 10 (a)]. The matrix C reads:
C =
 C1 −CR −CL −Cg−CR CB + CR 0 0−CL 0 CB + CL 0
−Cg 0 0 CB + Cg
 (A17)
with obvious notation for the capacitances and with C1 =
CL+CR+Cg. This gives Ccc = C1, Ccv = −(CR, CL, Cg),
and Cvv = CB + diag(CR, CL, Cg). We assume that only
Cg depends on x, this gives ∂xCcc = ∂xCg = C
′
g and
∂xCcv = −C ′g(0, 0, 1). We also have δqic = −e (with
e the electron charge) and for simplicity we report the
expressions for VL = VR = 0. We then have for the
couplings
λemi = eC
′
g[Q0 − (C1 − Cg)Vg − e/2], (A18)
λemij = −e2C ′g/(2C1), λmvv = −C ′gQ0(CR, CL, Cg −
C1)/C
2
1 . The last coupling constant is related to λ
em.
(ii) Double dot. Let us consider a double dot, with
each dot coupled to a gate voltage [cfr. Fig. 10 (b)]. The
capacitance matrix is:
Ccc =
(
C1 −Cm
−Cm C2
)
, (A19)
Ccv = −
(
CL Cg1 0 0
0 0 Cg2 CR
)
, (A20)
and Cvv = CB + diag(CL, Cg1, Cg2, CR). Here Ci =
CL + Cm + Cgi. We can distinguish two types of n op-
erators, one for the dot 1 (n1) and the other for the dot
2 (n2). We have δq
1
c = (−e, 0) and δq2c = (0,−e). For
simplicity in the following we assume a symmetric situ-
ation CL = CR = C, VL = VR = 0, C1 = C2 = CS
Q0c = (Q0, Q0), and Vv = (0, Vg1, Vg2, 0). For our spe-
cific problem, for which the interesting mechanical mode
is the second one, we assume that Cg1(x) = Cg2(−x) by
symmetry, so that C ′g1 = −C ′g2. With this hypothesis we
find for the coupling constants:
λem1 + λ
em
2 =
eC ′g(C + 2Cm)(e− 4Q0)(Vg1 − Vg2)
2(C2S − C2m)
λem1 − λem2 =
C ′ge[4Q0 − 2e+ eC(Vg1 + Vg2)]
2(C2S − C2m)
λev1v = −e
(CCS , CgCS , CgCm, CCm)
C2S − C2m
λev2v = −e
(CCm, CgCm, CgCS , CCS)
C2S − C2m
λmvv = Q0C
′
g
(−C, 2Cm + C,−2Cm − C,C)
C2S − C2m
and λem12 = 0. For Vg1 = Vg2, λ
em
1 = −λem2 = λem leading
to the Hamiltonian term that we used in the main text:
λx(n1 − n2). When we reduce the Hilbert space to the
two charge states (1, 0) and (0, 1), this Hamiltonian term
12
can be written as λxσz ≡ −h¯g(x/xz)σz. In this basis
n1 = (σz + 1)/2 and n2 = (1− σz)/2. We also have the
coupling of the charge of the dots to the voltages of the
gate electrodes:
Hev =
eCg
2
[
1
V ACg1 + V
AC
g2
CS − Cm − σz
V ACg1 − V ACg2
CS + Cm
]
. (A21)
Finally the direct coupling between the mechanical oscil-
lator and the voltages of the gate electrodes is:
Hmv = Q0C
′
g
C + 2Cm
C2S − C2m
x(V ACg1 − V ACg2 ) . (A22)
In order to compare the last two coupling constants we
can write this part of the Hamiltonian as follows
H =
[
λevσz/e+ λ
mvxz(a+ a
†)
]
V ACg12 (A23)
with λev = eCg(CS + Cm)/2, λ
mv = Q0C
′
g(C +
2Cm)/(C
2
S − C2m), V ACg12 = V ACg1 − V ACg2 , and we used
x = xz(a + a
†). The ratio of the two coupling constant
is then of the order of
λmvxz
λev/e
=
Q0
e
C ′g
Cg
xz
C + 2Cm
CS − Cm (A24)
In general this ratio is small ∼ (Q0/e)(xz/L) where L =
Cg/C
′
g is typically of the order of the distance of the
nanotube from the gate. Thus the oscillating voltage
field couples mainly to the charge degree of freedom.
Appendix B: Mapping of the Hamiltonian on the
anharmonic oscillator in the dispersive regime
In this Appendix we show that the Hamiltonian for
the system we are considering given by Eq. (1) can be
mapped in the dispersive regime on the Hamiltonian of
an anharmonic oscillator. We begin by considering H for
 = 0. It reduces to H = tσx/2 + h¯ωma
†a− h¯g(a+a†)σz.
Performing a rotation of pi/2 around the y-axis in the
charge space with the operator Ur = e
−ipiσy/4 = (1 −
iσy)/
√
2, one has that U†rσxUr = σz and U
†
rσzUr = −σz,
with σy left unchanged. The Hamiltonian is then in the
standard form for the Rabi model:
H1 = U
†
rHUr =
t
2
σz + h¯ωma
†a+ h¯g(a+ a†)σx. (B1)
This model has a long history describing the coupling
of electromagnetic radiation to a two-level system, but
only very recently it has been diagonalized analytically
[41]. In practice it is difficult to make use of this solu-
tion, but for the case considered in the present paper, an
approximate solution, which holds in the so called disper-
sive limit of |t− h¯ωm|  g, could be sufficient to obtain
an accurate description of the system. As described in
Ref. 42, it exists a unitary transformation D1 such that
H2 = D
†
1H1D1 = t
σz
2
+
h¯ωm
4
(pˆ2 + xˆ2) + σzxˆ
2 th¯g
2
∆2
+ . . .
(B2)
where we recall ∆2 = t2 − (h¯ωm)2, xˆ = a† + a, and
pˆ = i(a† − a), with [xˆ, pˆ] = 2i. The Hamiltonian is
quadratic in xˆ and pˆ and commutes with σz. It can thus
be diagonalized
H2 = tσz/2 +
∑
σ=±
[ωσpiσ(1/2 + c
†
σcσ)], (B3)
where
xˆ =
∑
σ
(ωm/ωσ)
1/2(c†σ + cσ)piσ, (B4)
pˆ =
∑
σ
(ωσ/ωm)
1/2i(c†σ − cσ)piσ, (B5)
and
ωσ = ωm[1 + 4σth¯g
2/ωm∆
2]1/2 (B6)
is the mechanical frequency of each branch, piσ =
(1 + σσz)/2 is the projector on the σ branch, and
[cσ, c
†
σ′ ] = δσ,σ′ . Note that this result reduces to the
Born-Oppenheimer picture for h¯ωm/t → 0. It describes
two harmonic oscillators, with different resonating fre-
quencies, the lower branch being softened and the upper
being hardened by the interaction.
The transformation found in Ref. [42] allows to simplify
the Hamiltonian only at order 2 in h¯g/|t− h¯ωm|. For our
purposes we need a transformation allowing to obtain the
form of the Hamiltonian up to the quartic terms in xˆ. For
this reason we look for an higher-order unitary transfor-
mation D that allows to map H1 to HT = D
†H1D (the
full unitary transformation acting on H includes the ro-
tation U = UrD) with HT given by Eq. (5) of the main
text valid at order four in g/(t/h¯− ωm).
In general one can express any unitary transformation
as D = eA, where A = −A†. We begin by expressing the
transformation of Ref. [42] in terms of the operators xˆ
and pˆ:
A1 =
ih¯g
∆2
(tσyx+ h¯ωmσxp) . (B7)
The transformed operators can be found using the stan-
dard relation:
eAOe−A =
∑
n
1
n!
COn , (B8)
with COn = [A,C
O
n−1], and C
O
0 = O. Performing the
expansion at order 2 for O = H1 and A = A1 one ob-
tains the expression for H2. Performing the expansion
at order 4 generates the sought terms x4, but also other
terms proportional to x3σx, xpxσy and x
2p2σz. In order
to eliminate these terms we add two terms to the A1 op-
erator so that A = A1 + g
3A3 + g
4A4. By inspection of
the terms generated one can realize that A3 should in-
volve only cubic terms in xˆ and pˆ, while A4 only quartic
terms. These terms are multiplied by any of the three
Pauli matrices and the unit matrix. This leaves 12 free
13
parameters for A3 and 15 free parameters for A4. By
imposing that the cubic and quartic terms (apart from
x4) vanish, we find an explicit expression for A3 and A4
A3 =
4ith¯3
3∆23∆
6
[
4σxth¯ωm[xˆpˆxˆ(3h¯
2ω2m − t2) + 2h¯2ω2mpˆ3]
+σy[8t
2h¯2ω2mpˆxˆpˆ+ xˆ
3(−t4 + 6t2h¯2ω2m + 3h¯4ω4m)]
]
(B9)
A4 =
iσz(xˆ
3pˆ+ pˆxˆ3)th¯5ωm(11t
2 − 3h¯2ω2m)
6∆23∆
6
. (B10)
This leads to the Hamiltonian (5) with the coefficients
given by Eqs. (6)-(7). Note that the coefficients α1 and
α2 are very close to one in the limit h¯ωm/t 1 since the
correction scale like (h¯g/t)4 and h¯4g4ω2m/t
6.
We thus have shown that the Born-Oppenheimer pic-
ture gives a qualitatively correct description of the prob-
lem, even deep in the quantum regime when h¯ωm is
not negligible in front of t. This implies a non-trivial
unitary transformation that, in contrast with the Born-
Oppenheimer picture, mixes the mechanical and charge
degrees of freedom. The second important difference is
that the coefficients for the quadratic and quartic terms
differs from the ones of the semiclassical case. These are
of course important if a quantitative description of the
anharmonicity is needed.
1. Form of the operators in the qubit Hilbert space
In order to study the decoherence and the way in which
the mechanical qubit can be manipulated it is important
to obtain the projection of the main operators on the
Hilbert subspace formed by the lowest two Hamiltonian
eigenstates. This of course can be done numerically in
a straightforward way, but it is also useful to have sim-
ple, though approximate, expressions for the form of the
operators. For this purpose one can apply the unitary
transformations U = UrD, introduced above, to find the
expression of the relevant operators in the base for which
the Hamiltonian reduces to the form (5) at order g4. We
are interested by the Pauli matrices for the charge sector
and the xˆ and pˆ operators, for the oscillator sector. Let’s
define OT = U†OU .
We obtain:
σTx = σz + 2h¯g
pˆσyh¯ωm − σxxˆt
∆2
− 2h¯2g2σzxˆ
2t2 + 2th¯ωm + pˆ
2σz(h¯ωm)
2
∆4
+ o(g3), (B11)
σTy = σy − 2h¯2gωm
pˆσx
∆2
+ h¯3g2ωm
σxt(xˆpˆ+ pˆxˆ)− 2pˆ2σyh¯ωm
∆4
+ o(g3), (B12)
σTz = −σx − 2h¯gt
xˆσz
∆2
+ h¯2g2t
2σzxˆ
2t− σyh¯ωm(xˆpˆ+ pˆxˆ)
∆4
+ o(g3), (B13)
xˆT = xˆ+ 2h¯2gωm
σx
∆2
+ 2h¯3g2
σzxˆtωm
∆4
+ o(g3) , (B14)
pˆT = pˆ− 2h¯gt σy
∆2
+ 2h¯3g2
σz pˆtωm
∆4
+ o(g3) . (B15)
The projection in the subspace of the first two-excited
states can be readily calculated by neglecting the quartic
term of the Hamiltonian given by Eq. (5). This implies
a scaling of the xˆ and pˆ operators by the factor ξ defined
by Eq. (9): xˆ→ ξxˆ and pˆ→ pˆ/ξ. The result at order 4 in
g gives that only 6 components are non-vanishing, out of
the possible 16. These are given by Eq. (11) and Eq. (12)
in the main text. The expression for the β coeficient is
given in the main text (13)-(18) to order g2. From
these expression one can see how the different degrees
of freedom are mixed by the interaction. For instance,
the displacement acquires a σx component, which in this
basis is the charge operator. On the other side the charge
operator σz acquires a component of the displacement
operator. We give here the g3 and g4 terms (we use
h¯ = 1 in these expressions):
14
β14 =
16t
(
6ω2mt
3
(
9ξ4 + 2
)
ξ4 − 4ω3mt2
(
15ξ4 + 16
)
ξ2 + 9ω4mt
(
3ξ8 + 4ξ4 + 8
)− 18ω5mξ6 + 14ωmt4ξ6 − 9t5ξ8)
3∆8∆23ξ
4
(B16)
β24 =
16t
(−4ω2mt3 (9ξ4 + 2) ξ4 + 2ω3mt2 (15ξ4 + 16) ξ2 − 6ω4mt (3ξ8 + 4ξ4 + 8)+ 9ω5mξ6 − 7ωmt4ξ6 + 6t5ξ8)
3∆8∆23ξ
4
(B17)
β33 =
96ω3mt
2
(
ξ4 + 2
)− 32ωmt4ξ4
3∆6∆23ξ
3
(B18)
β43 =
8
(
2ω2mt
3
(
9ξ4 + 4
)
+ 9ω4mtξ
4 − 3t5ξ4)
3∆6∆23ξ
(B19)
β54 =
2ωmt
(
3ξ4
(−58ω2mt2 − 15ω4m + 9t4)− 64ω2mt2 − 96ωmtξ2(t− ωm)(ωm + t))
3∆8∆23ξ
(B20)
β64 =
2ωmt
(
ξ4
(−66ω2mt2 − 27ω4m + 29t4)− 192ω2mt2 + 96ωmtξ2(t− ωm)(ω + t))
3∆8∆2ξ3
. (B21)
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