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06 Re´alisation de bige`bres (III).
Module induit,bige`bre enveloppante, dual.
L’exemple des champs de vecteurs sur Cp et
leur inte´gration.
Eric Mourre .
July 6, 2018
Abstract
In this article an interpretation and a proof of some classical
theorems in analysis on the integration of analytic vectors fields are de-
rived from the algebraic method of realization of bialgebras which are
constructed with the data of a linear application from a coalgebra into
the algebra of right (or left) invariant operators on an approximated
coalgebra [3], [4],[5]. The results are obtained from these general alge-
braic construction and theorems by introducing the more restrictive
notion of induced module. Then the associated envelopping bialgebra
is defined and naturally belongs to the dual of the tensor algebra over
the approximated coalgebra .
An interesting technical contribution is due to the ”coproduct”, or
coproducts given by the approximated coalgebra, in the classical case
of vectors fields at least.
Centre de Physique Theorique ,C.N.R.S. Luminy case 907, 13288 Marseille
Cedex 9, France ; U.M.R. 6207. CPT-P57-2006
1 Introduction .
Dans les articles pre´ce´dents [3],[5] une me´thode purement alge´brique de
re´alisation de bige`bres est pre´sente´e dans un cadre plutoˆt ge´ne´ral , et en suite
un the´ore`me de dualite´ est de´montre´ sous des hypothe`ses plus restrictives,
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adapte´es a` la re´alisation de bige`bres telles que par exemple les ge´ne´ralisations
bien connues de l’alge`bre enveloppante d’une alge`bre de Lie de dimension finie
[2]. Cet article a pour but de montrer comment l’on peut de´finir, construire,
et utiliser l’alge`bre enveloppante des champs de vecteurs sur Cp, et son dual,
et retrouver la the´orie de Cauchy pour l’inte´gration des champs de vecteurs
analytiques sur Cp , a` partir de la me´thode ge´ne´rale de re´alisation de bige`bres
et du the´ore`me de dualite´. En particulier on utilisera la notion de coge`bre
approche´e: Fa, dual restreint de limites inductives particulie`res d’alge`bres
de dimensions finies, ainsi que la notion d’ope´rateurs invariants a` droite, ou
a` gauche, sur l’alge`bre tensorielle T (Fa) construite sur Fa, notions et outils
introduits dans la version re´vise´e [4] (plus alge´brique).
La partie the´orique de cet article est restreinte a` l’introduction du proble`me
inte´ressant de l’induction de relations sur un module alge´brique de T (Fa)
pour l’action d’une classe d’ope´rateurs invariants a` gauche (paragraphe2).
Cette approche ge´ne´rale permettra d’interpre´ter une classe d’ope´rateurs in-
variants a` gauche comme champs de vecteurs sur un module alge´brique que
les relations induites rendent alors home´omorphe a` l’alge`bre des fonctions
polynomiales sur Cp (paragraphe 3 ); la partie technique est de´taille´e, dans
ce cadre plutoˆt ge´ne´ral , pour le the´ore`me d’existence concernant l’inte´gration
des champs de vecteurs analytiques, l’interpre´tation, et l’utilisation du co-
produit sur la coge`bre approche´e Fa.
En ce qui concerne la discussion the´orique sur les modules induits et la
construction de modules particuliers admettant une notion de champs de
vecteurs non triviale, on a e´te´ amene´ a` supposer des hypothe`ses fortes sur la
structure de leurs relations .
2 Coge`bre approche´e, ope´rateurs invariants a`
droite sur son alge`bre tensorielle, et re´alisations
de bige`bres.
2.1 Coge`bres approche´es adapte´es a` la re´alisation des
champs de vecteurs sur Cp.
Soit V l’espace vectoriel CN
p
, les matrices e´le´mentaires sur cet espace vecto-
riel serons note´es Emn ou` n = (n1, n2, .., np) et m = (m1, m2, .., mp), sont des
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multi-indices a` p composantes. Sur l’espace vectoriel de ces matrices on a une
structure d’alge`bre et on appelle E la limite inductive obtenue par les injec-
tions des sous espaces vectoriels C(0,n1)×(0,n2)×..×(0,np) dans C(0,m1)×(0,m2)×..×(0,mp)
lorsque ni ≤ mi pour tout i ∈ (1, 2, .., p).
Le dual restreint de cette limite inductive particulie`re d’alge`bres est muni
d’une structure de coge`bre approche´e [4] ; en particulier une coge`bre ap-
proche´e est aussi , comme espace vectoriel, une limite inductive de coge`bres
de dimensions finies ; on note cette coge`bre approche´e par Fa et ses e´le´ments:
fmn , n et m e´tant des multi-indices a` p e´le´ments . Le coproduit a` priori formel
est de´fini par :
∆Ff
m
n =
∑
k∈Np
fmk ⊗ f
k
n
Dans ce qui suit on notera les multi-indices a` p e´le´ments , n et on de´signera
par |n| = supi∈(1,..,p) ni .
Definition 2.1 Ope´rateurs invariants a` droite ou a` gauche re´guliers, sur la
coge`bre approche´e Fa .
Un ope´rateur Or ou matrice d’e´le´ments O
m
n est dit re´gulier si et seulement si
il existe c ∈ N tel que Omn = 0 quand |n−m| > c.
Les ope´rateurs invariants a` droite, resp. invariants a` gauche re´guliers, sont
les ope´rateurs dans End(Fa) obtenus par des ope´rateurs re´guliers de la fac¸on
suivante : x ∈ Invd, r(Fa) :
x(fmn ) =
∑
k
fmk (Or).f
k
n ,
et x ∈ Invg, r(Fa) :
x(fmn ) =
∑
k
fmk .f
k
n(Or).
Le fait de ne conside´rer que des contractions du coproduit par des ope´rateurs
re´guliers rame`ne les sommations a` priori infinies a` des sommations finies .
Remarquons que la coge`bre approche´e Fa est bien munie d’une counite´ (a`
droite et a` gauche): ǫFa , correspondant aux contractions du coproduit formel
par l’ope´rateur identite´.
Pour introduire la notion de champs de vecteurs , dans un cadre ge´ne´ral,
on aura besoin d’induire des relations sur un sous module de T (Fa) par
des choix particuliers; pour cela, de meˆme que pour e´tudier partiellement
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l’alge`bre enveloppante associe´e au champs de vecteurs sur Cp on aura besoin
des deux the´ore`mes ge´ne´raux suivants qui sont essentiellement expose´s de
manie`re alge´brique dans un cadre non co-commutatif, dans les articles [3],
[4], [5] . Le the´ore`me 2.1 suivant est en fait une le´ge`re extension du the´ore`me
correspondant de [4] parce qu’ici on utilise les ope´rateurs invariants a` droite
construits avec des ope´rateurs re´guliers. D’autre part on utilise implicitement
l’alge`bre tensorielle construite sur une limite inductive : voir [1].
2.2 Re´alisation de bige`bres.
Definition 2.2 Une coge`bre L est un espace vectoriel muni d’un coproduit
∆L coassociatif et d’une counite´ ǫL ( a` droite et a` gauche ).
The´ore`me 2.1 Soit une application line´aire x : L → Invd, r(Fa) de la
coge`bre L dans les ope´rateurs invariants a` droite re´guliers sur la coge`bre
approche´e Fa . Alors:
A) Il existe une unique application linaire
X : L→ Invd(T (Fa)) ⊂ End(T (Fa)),
qui ve´rifie :
1) X(l)(1) = ǫL(l).1, pour 1 ∈ T (Fa) ;
2) X(l)(f) = x(l)(f), ∀f ∈ Fa ;
3) pour tout w1, w2 ∈ T (Fa) , X(l)(w1.w2) =
∑
kX(l
′
k)(w1).X(l
′′
k)(w2),
ou` ∆L(l) =
∑
k l
′
k ⊗ l
′′
k ;
4) pour tout n ≥ 0 , X(l) : ⊗nFa → ⊗
nFa
5)les ope´rateurs X(l) sont des ope´rateurs invariants a` droite sur l’alge`bre
tensorielle T (Fa).
B) L’alge`bre Ux ⊂ End(T (Fa)) engendre´e par les ope´rateurs X(l) et l’identite´
est munie d’une unique structure de bige`bre Ux(∆L, ǫL), ou`
∆L : Ux → Ux⊗Ux e´tend par morphisme d’alge`bres le coproduit de´fini sur les
ge´ne´rateurs: ∆L(X(l)) =
∑
kX(l
′
k)⊗X(l
′′
k) , ∆id = id⊗ id, et ou` la counite´
ǫL est le morphime d’alge`bres ve´rifiant : ǫL(id) = 1, ǫL(X(l)) = ǫL(l) .
Remarque1) Le the´ore`me est e´nnonce´ pour les ope´rateurs invariants a` droite,
mais reste valable pour les ope´rateurs invariants a` gauche puisque pour s’y
ramener il suffit de conside´rer la coge`bre approche´e oppose´e de la coge`bre
approche´e Fa.
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remarque 2) Le the´ore`me ci-dessus est ge´ne´ral, puisqu’il n’y a pas de restric-
tions sur la coge`bre L, ni sur la forme particulie`re des ope´rateurs invariants a`
droite re´guliers x(l) . Pour introduire dans ce cadre l’alge`bre enveloppante as-
socie´e aux champs de vecteurs sur Cp, la coge`bre L sera choisie comme e´tant
une coge`bre de Leibnitz, c’est a` dire le dual d’une alge`bre K posse´dant une
unite´ k0 et des e´le´ments ki ve´rifiant: ki.kj = 0 pour i et j 6= 0. De plus pour
pouvoir parler de champs de vecteurs sur Cp il nous faudra induire (graˆce au
the´ore`me de dualite´, et aux caracte´risations des relations qu’il fournit), par
le choix des ope´rateurs x(li), des relations sur un sous module commun de
T (Fa) telles, qu’il soit isomorphe a` l’alge`bre des fonctions polynomiales sur
Cp .
On verra l’interpre´tation et l’utilite´ du coproduit sur la coge`bre approche´e
Fa. Pour cela, ainsi que pour rester dans le cadre plus ge´ne´rale d’alge`bres en-
veloppante non co-commutatives on aura besoin du the´ore`me de dualite´ dont
nous allons de´crire le roˆle et donner l’ e´nnonce´ dans le paragraphe suivant .
2.3 The´ore`me de dualite´ .
Definition 2.3 Une coge`bre de type fini est une coge`bre telle que tout sous
espace vectoriel de dimension fini soit contenu dans une sous coge`bre de di-
mension finie.
Soit x : L→ Invd, r(Fa), une application line´aire d’une coge`bre de type fini
dans les ope´rateurs invariants a` droite re´guliers sur la coge`bre approche´e Fa,
et X(l) les ope´rateurs invariants a` droite agissant sur T (Fa),
X(l) ∈ Invd(T (Fa)) ⊂ End(T (Fa)) ,
donne´s par le the´ore`me 2.1, et Ux(∆L, ǫL) la bige`bre engendre´e par les ope´rateurs
X(l) et l’identite´ dans Invd(T (Fa)).
Cette construction nous donne donc une repre´sentation de l’alge`bre T (L) sur
T (Fa) : un morphime πx : T (L)→ Invd(T (Fa)); de plus cette repre´sentation
est une action de la bige`bre libre T (L) sur l’alge`bre T (Fa) c’est a` dire:
w ∈ T (L) , et z1, z2 ∈ T (Fa) nous avons :
πx(w)(z1.z2) =
∑
k
πx(w
′
k)(z1).πx(w
′′
k)(z2) , ∆L(w) =
∑
k
w
′
k ⊗ w
′′
k .
Par de´finition une relation de l’alge`bre Ux est un e´le´ment w de l’alge`bre T (L)
tel que πx(w) = 0 ∈ Ux ⊂ End(T (Fa)) .
5
Etant donne´e l’application line´aire x : L → Invd, r(Fa), d’une coge`bre de
type fini dans les ope´rateurs invariants a` droite re´guliers sur la coge`bre ap-
proche´e Fa, nous allons e´tudier graˆce au the´ore`me de dualite´ la structure
des relations induites sur T (Fa) par la donne´e de cette application x et plus
pre´cisemment, les relations induites sur un module alge´brique.
Definition 2.4 Les modules alge´briques de Fa pour l’action des ope´rateurs
invariants a` droite sont fournis par les vecteurs colonnes de la coge`bre ap-
proche´e fnm, m e´tant fixe´; pour l’action des ope´rateurs invariants a` gauche
les modules alge´briques e´tant les vecteurs lignes .
Remarque Dans cet article on se limitera dans la pratique aux seules
coge`bres approche´es de´crites plus haut, c.a.d : Fa = (f
m
n , n,m ∈ N
p), p
e´tant fixe´; cette restriction est en fait inutile puisque pour p arbitraire les
e´le´ments font eux meˆmes partie du dual restreint d’une double limite induc-
tives d’alge`bres de dimensions finies avec unite´s. De plus il faut mention-
ner la stabilite´ par somme directe et produit tensoriel des limites inductives
particulie`res d’alge`bres dont une restriction du dual de´finissent les coge`bres
approche´es; on a donc la meˆme stabilite´ pour les coge`bres approche´es.
Pour introduire le roˆle du the´ore`me de dualite´ dans le proble`me de l’induction
de relations inte´ressantes sur un module alge´brique d’une coge`bre approche´e
Fa, conside´rons donc la donne´e ge´ne´rale d’une application line´aire
x : L → Invg, r(Fa), ou` L est une coge`bre de type finie et Ux(∆L, ǫL) la
bige`bre contruite par le the´ore`me [2.1] et πx : T (L) → Ux ⊂ Invg(T (Fa)) le
morphisme de bige`bres alors de´fini. Soit L0, une sous coge`bre de dimension
finie de L; la restriction de x a` la sous coge`bre L0, nous donne une application
x0 : L0 → Invg, r(Fa).
Par de´finition pour l ∈ L0 nous avons :
x0(l)(f
m
n ) =
∑
k
fmk .f
k
n(Or(l)) .
Conside´rons donc l’application: x0,t : l → Or(l); par transposition on obtient
une application : y0 : Fa → K0, ou` K0 est l’alge`bre duale de la coge`bre L0.
La restriction de cette application a` toute coge`bre de dimension finie de la
forme:
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(fmn , |n|, |m| ≤ q) est bien de´finie . Mais pour comprendre la nature des rela-
tions accessibles sur T (Fa) il nous faudra utiliser le the´ore`me de dualite´, voir
[5], suivant qui d’ailleurs ne s’applique pas directement meˆme pour l’e´tude
des relations entre les seuls e´le´ments fmn , |n|, |m| ≤ q.
La version du the´ore`me de dualite´ suivant, concernant les applications line´aires
d’une coge`bre de dimension finie dans les ope´rateurs invariants a` gauche sur
une coge`bre de dimension finie, reste valable, puisque les ope´rateurs invari-
ants a` gauche sont des ope´rateurs invariants a` droite sur la coge`bre oppose´e:
F op oppose´e a` F .
The´ore`me 2.2 (The´ore`me de Dualite´ .) Soient K et E deux alge`bres
associatives de dimensions finies, avec unite´s et L et F les coge`bres duales.
Soit une application line´aire x : L→ Invd(F ) et y : F → Invd(L) l’application
obtenue par transposition de l’application x. Soient πx et πy les mophismes
de bige`bres associe´s:
πx : T (L)→ Ux(∆L, ǫL) ⊂ Invd(T (F )) , et πy : T (F )→ Vy(∆F , ǫF ) ⊂ Invd(T (L)) .
Alors:
A) pour tout w ∈ T (L) et tout z ∈ T (F )nous avons:
ǫF ◦ πx(w)(z) = ǫL ◦ πy(τ(z))(τ(w)).
ou` τ est l’anti-automorphisme d’alge`bre tensorielle correspondant au ren-
versement de l’ordre des tenseurs .
B) Un e´le´ment w ∈ T (L) est une relation dans Ux si et seulement si :
πx(w)(z) = 0, ∀z ∈ T (F ) ,
ou
ǫF ◦ πx(w)(z) = 0, ∀z ∈ T (F ) ,
ou
ǫL ◦ πy(z)(τ(w)) = 0, ∀z ∈ T (F ) .
C) Un e´le´ment z ∈ T (F ) est une relation dans Vy si et seulement si:
πy(z)(w) = 0, ∀w ∈ T (L) ,
ou
ǫL ◦ πy(z)(w) = 0, ∀w ∈ T (L) ,
ou
ǫF ◦ πx(w)(τ(z)) = 0, ∀w ∈ T (L) .
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2.4 Dualite´ entre les bige`bres re´alise´es Ux(∆L, ǫL) et
V opy (∆F , ǫF ).
Definition 2.5 La dualite´ canonique entre un ope´rateur invariant a` droite
ou a` gauche a, agissant sur une coge`bre C est < a, c >= ǫC ◦ a(c), c ∈ C .
Pour deux coge`bres de dimensions finies, quand une application line´aire x
d’une coge`bre L dans les ope´rateurs invariants a` droite sur une coge`bre F
est donne´e , l’application transpose´e est donc du meˆme type et donc l’on
construit les bige`bres Ux et Vy ; pour tout u ∈ Ux , u est contruit par la
donne´e d’une classe d’e´quivalence w ∈ T (L)/Ix et u = πx(w); le coproduit
∆L est bien de´fini par morphisme d’alge`bres. De plus dans [5] il est montre´
que l’ide´al Ix est aussi un coide´al, (re´union de coide´aux de dimensions finies,
qui sont explicitement de´crits). Il en est de meˆme pour la bige`bre Vy =
πy(T (F )) ⊂ Invd(T (L)); les classes d’e´quivalence donnant les e´le´ments v ∈
Vy, sont aussi de´finies part un ide´al Iy ⊂ T (F ) qui est aussi un coide´al, et
τ(Iy) = I
op
y , est donc, aussi un coide´al pour le meˆme coproduit ∆F , ou le
coproduit oppose´ ∆opF .On note V
op
y (∆F , ǫF ) la bige`bre quotient: T (F )/I
op
y .
a) C’est une bige`bre re´alise´e : V opy (∆F , ǫF ) = πy ◦ τ(T (F )).
b) Soit un e´le´ment vop ∈ T (F )/Iopy = V
op
y et un e´le´ment u ∈ Ux;
< u, Iopy >=< πy(Iy), τ(w) >= 0, et le couplage < u, v
op > entre Ux et V
op
y
est bien de´fini ; il est non de´ge´ne´re´. En effet pour u 6= 0 il existe z ∈ T (F )
tel que ǫF ◦ πx(u)(z) 6= 0; les e´le´ments de V
op e´tant de la forme τ(z + Iy) on
a: < u, τ(τz + Iy) > 6= 0.
De meˆme si z 6= 0 ∈ T (F )/Iopy , πy(τ(z)) 6= 0, et il existe u ∈ Ux tel que
< u, z > 6= 0.
Par construction dans le cas des bige`bres Ux et V
op
y , l’on a :
< u, z1.z2 > =
∑
k
< u
′
k, z1 > . < u
′′
k, z2 >, (1)
< u1.u2, z > =
∑
k
< u2, z
′
k > . < u1, z
′′
k > . (2)
Il suffit de de´montrer (2) .D’apre´s le the´ore`me de dualite´ et les faits que ǫU ,
et ∆V , sont des morphismes d’alge`bres l’on a :
< u1.u2, z >= ǫU ◦ πy(τ(z))(τ(u2).τ(u1))
=
∑
k ǫU ◦ πy(τ(z
′
k))(τ(u2)).ǫU ◦ πy(τ(z
′′
k ))(τ(u1)) ;
ce qui donne le re´sultat en utilisant a` nouveau la dualite´.
Les the´ore`mes ci-dessus ainsi que les notations sont largement suffisants
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pour l’exposition de la construction de l’alge`bre enveloppante des champs
de vecteurs sur Cp et de son dual, ainsi que pour de´montrer et interpre´ter
l’inte´gration de ceux-ci .
Mais pour motiver les restrictions que nous allons devoir apporter a` la donne´e
x : L → Invg, r(Fa), pour avoir une de´finition de la notion de champs de
vecteurs associe´s a` un module induit dans un cadre plus ge´ne´ral, nous pour-
suivons l’exposition du proble`me de l’e´tude des relations sur T (Fa) induites
par la donne´e d’une application line´aire x d’une coge`bre L dans Invg, r(Fa).
2.5 Induction de relations sur un module alge´brique
et notion de champs de vecteurs.
Soit x : L→ Invg, r(Fa), une application line´aire d’une coge`bre de type fini
dans les ope´rateurs invariants a` gauche re´guliers sur la coge`bre approche´e Fa,
et soient X(l) les ope´rateurs invariants a` gauche agissant sur T (Fa),
X(l) ∈ Invg(T (Fa)) ⊂ End(T (Fa)) ,
donne´s par le the´ore`me 2.1 , et Ux(∆L, ǫL) la bige`bre engendre´e par les
ope´rateursX(l) et l’identite´ dans Invg(T (Fa)). On rappelle que ces ope´rateurs
peuvent eˆtre conside´re´s comme des ope´rateurs invariants a` droite x(l) ∈
Invd, r(Fa(∆
op
F )) et respectivement X(l) ∈ Invd(T (Fa(∆
op
F ))).
Cette construction nous a donne´ donc une repre´sentation de l’alge`bre T (L)
sur T (Fa) et le morphime πx : T (L) → Invd(T (Fa(∆
op
F ))) nous a donne´ une
repre´sentation qui est une action de la bige`bre libre T (L) sur l’alge`bre T (Fa):
w ∈ T (L) , et z1, z2 ∈ T (Fa) nous avons:
πx(w)(z1.z2) =
∑
k
πx(w
′
k)(z1).πx(w
′′
k)(z2) , ou ∆L(w) =
∑
k
w
′
k ⊗ w
′′
k .
Par de´finition une relation de l’alge`bre Ux est un e´le´ment w de l’alge`bre T (L)
tel que πx(w) = 0 ∈ Ux ⊂ End(T (Fa)) .
Le proble`me est maintenant de munir un module alge´brique de Fa de re-
lations accessibles.
Un module alge´brique de Fa pour l’action des ope´rateurs invariants a` gauche
est obtenu par un vecteur ligne de la coge`bre approche´e fmn , m e´tant fixe´ .
Soient L0, une coge`bre de dimension finie et x0 une application line´aire
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x0 : L0 → Invg, r(Fa).
Par de´finition pour l ∈ L0 nous avons :
x0(l)(f
m
n ) =
∑
k
fmk f
k
n(O(l)) .
Soit l’application: x0,t : l → O(l); par transposition on obtient une applica-
tion : y0 : Fa → K0, ou` K0 est l’alge`bre duale de la coge`bre L0.
La de´finition d’une relation dans T (Fa) est la suivante.
Definition 2.6 z ∈ T (Fa) est une relation si et seulement si
ǫFa ◦ πx0(w)(z) = 0 , ∀w ∈ T (L0)
Mais ce type de relations, n’est pas accessible et inte´ressant directement ;
pour cela il faut restreindre la donne´e de l’application line´aire
x0 : L0 → Invg, r(Fa) .
Definition 2.7 Module induit. On dira qu’une application line´aire
x0 : L0 → Invg, r(Fa), L0 e´tant une coge`bre de dimension finie, induit sur
un module alge´brique une structure d’alge`bre si et seulement si, il existe
une suite strictement croissante (qα)α ∈ N telle que les ope´rateurs x0(L0)
laissent les coge`bres Fqα invariantes pour tout α , ou` Fq de´signe la coge`bre
(fmn , |m| ≤ q , |n| ≤ q ) avec |n| = supi∈(1,..,p) ni .
Dans ce cas les relations dans T (Fa) sont accessibles par le the´ore`me de
dualite´ par l’interme´diaire des relations entre les e´le´ments d’une coge`bre Fqα.
En particulier les relations entre les e´le´ments d’un module alge´brique seront
donc accessibles; d’autre part ce sont les seules qui seront bien pre´serve´es
par de´finition dans la notion suivante de bige`bre enveloppante associe´e a` un
module induit.
Definition 2.8 (Bige`bre enveloppante associe´e a` un module induit.)
Une application line´aire x0 : L0 → Invg, r(Fa(∆F )) e´tant donne´e, satis-
faisant les conditions ci-dessus, soit Mk un module alge´brique de Fa, fixe´,
pour l’action des ope´rateurs invariants a` gauche , et l’ide´al : Iy0,Mk , associe´
par la construction pre´ce´dente dans T (Mk) ⊂ T (Fa) ; on appellera bige`bre
enveloppante de ce module induit Mk,y0, la re´union de toutes les bige`bres
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Uxβ , construites a` partir de la donne´e d’une coge`bre Lβ et d’une application
xβ : Lβ → Invg, r(Fa(∆F )), telles que l’action de la bige`bre Uxβ sur T (Fa)
laisse l’ide´al Iy0,Mk invariant .
Nous allons pour conclure ce paragraphe the´orique de´crire des proprie´te´s
suffisantes, sur la structure des relations d’un module induit qui permet-
tent de pre´ciser les conditions pour construire des applications xβ : Lβ →
Invg, r(Fa), telles que les ope´rateurs Xβ(l) pre´servent les relations du mod-
ule induit .
2.6 Une condition suffisante pour qu’un module induit
admette des champs de vecteurs .
Soit la donne´e d’une application line´aire x0 d’une coge`bre L0 de dimen-
sion finie dans les ope´rateurs invariants a` gauche sur la coge`bre approche´e
(Fmn , n,m ∈ N
p), satisfaisant aux conditions de la de´finition 2.7 . On
de´signera cette coge`bre approche´e par Fa(∆F ) , et on conside`re le module
alge´brique
Mo = (f
o
n , n ∈ N
p , o = (0, .., 0) ∈ Np).
La donne´e x0 : L0 → Invg, r(Fa) de´finit,
a) les ope´rateurs x0(l)(f
m
n ) =
∑
k f
m
k .f
k
n(Or(l)) ∈ Invg, r(Fa)
b) les ope´rateurs X(l) ∈ Ux0(∆L0 , ǫL0);
c) l’ide´al des relations associe´es au module induit : Mo,y0 = T (Mo)/Iy0,Mo.
Dans la coge`bre L0 soit le sous espace vectoriel L
0 , L0 = kerǫ le noyau
de la counite´ . On suppose de plus: L0 = L
1 ⊕ L0 avec L1 sous coge`bre de
L0 et que x0(l)(f
o
o ) = ǫL0(l).f
o
o , l ∈ L0 de sorte que f
o
o soit identifie´ a` l’unite´
du module induit .
L’approche naturelle de la construction d’applications xβ intervenant dans
la de´finition de l’alge`bre enveloppante d’un module induit consiste dans la
construction d’applications line´aires
β : L0 → Hom(M0, T (Mo)) .
Soit l’application xβ :
xβ : L0 → Hom(Mo, T (Mo)) de´finie par:
xβ(L
1) = x0(L
1), et ∀l ∈ L0 , xβ(l) = β(l) .
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D’apre´s le Lemme 2.1 de [3] il existe une application line´aire unique X :
L0 → End(T (Mo)) qui satisfasse :
a)
X(l)(1) = ǫ(l).1 , 1 ∈ T (Mo) ,
b)
X(l)(M0) = xβ(l)(Mo)
c)
X(l)(m1.m2) =
∑
k
X(l
′
k)(m1).X(l
′′
k)(m2) , m1 , m2 ∈ T (Mo) .
D’autre part conside´rons l’espace vectoriel V de dimension p :
V = (f o(1,0..0), f
o
(0,1,0..,0), .., f
0
(0,..,1))
Notons ces e´le´ments fi , i ∈ (1, 2, .., p) . Soit T (V ) ⊂ T (Mo) et supposons
qu’il existe un sous espace vectoriel de T (V ) ⊂ T (Mo) que l’on prendra pour
simplifier engendre´ par les vecteurs de la forme :
(f1)
n1 ⊗ ..⊗ (fp)
np = fn
et supposons qu’ils ve´rifient :
A) ces e´le´ments sont line´airement inde´pendants modulo Iyo,Mo ;
B) c’est un syste`me de ge´ne´rateurs pour T (Mo) modulo Iyo,Mo;
C) tout e´le´ment de cet espace vectoriel :
∑
n∈Np
anf
n
ou` les coefficients sont presque tous nuls, est dans Mo modulo Iyo,Mo .
Sous ces hypothe`ses A,B,C sur l’ide´al Iy0,Mo la donne´e d’une application :
β : L0 → Hom(V, T (V )) permet de de´finir une application line´aire xβ :
L0 → Invg, r(Mo) ⊂ Invg, r(Fa) telle que les ope´rateurs Xβ(l) , l ∈ L0,
alors construits pre´servent l’ide´al Iy0,Mo .
Remarque : L’hypothe`se B) est e´videmment forte mais peut eˆtre le´ge`rement
affaiblie.
Ce type de construction n’est e´videmment pas ne´cessaire dans le cas des
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champs de vecteurs sur Cp, parce que l’on dispose de formules combina-
toires e´le´mentaires qui permettent d’utiliser directement le the´ore`me 2.2 et
la de´finition 2.6 .
Par contre l’inte´reˆt re´side dans la dualite´ canonique qui existe alors entre
l’alge`bre enveloppante du module induit et T (Fa) et donc aussi T (Mo), ce
qui va nous permettre de de´montrer des the´ore`mes d’existence et de les in-
terpre´ter comme e´tant les the´ore`mes de Cauchy d’inte´gration des champs de
vecteurs. La coge`bre approche´e jouant ici un roˆle de ”coge`bre” universelle;
en particulier le roˆle de son ”coproduit” est essentiel et, donne ainsi dans ce
cas pre´cis une interpre´tation et une de´monstation purement alge´brique des
the´ore`mes d’inte´gration des champs de vecteurs.
La raison essentielle pour laquelle la partie the´orique de cet article a e´te´ de-
veloppe´e dans une optique non co-commutative, re´side dans les faits que le
the´ore`me de dualite´, associe´ a` la me´thode de re´alisation de bige`bres a` par-
tir de la donne´e d’une application line´aire d’une coge`bre L a` valeurs dans
les ope´rateurs invariants a` droite (ou a` gauche ) sur une coge`bre appoche´e
sont essentiellement des the´ore`mes ge´ne´raux d’alge`bre [3], [4], [5] , mais qui
permettent de donner dans ce cadre une interpre´tation et une de´monstration
des the´ore`mes d’inte´gration des champs de vecteurs sur Cp; la structure de
coge`bre approche´e Fa est essentielle pour ce qui concerne l’existence, et la
dualite´ pour ce qui concerne l’interpre´tation.
3 Alge`bre enveloppante et dual de´finis par les
champs de vecteurs sur Cp et leur inte´gration.
3.1 Module induit Mo,y0 .
Soit la coge`bre approche´e Fa = (f
m
n , m, n ∈ N
p) , et le module alge´brique
Mo = (f
o
n , o = (0..0), n ∈ N
p). On veux induire a` partir de l’application
line´aire x0 : L0 → Invg, r(Fa) ou` L0 est la coge`bre de Leibnitz de dimension
p+1 , l0, l1, .., lp , ∆l0 = l0⊗ l0 , ∆li = l0⊗ li+ li⊗ l0 , i 6= 0 et par le choix
des ope´rateurs x0(l) ∈ Invg, r(Fa) la structure d’alge`bre commutative sur le
module Mo ve´rifiant les relations : f
o
n ⊗ f
o
m = f
o
n+m.
Notations:
Soit n ∈ N on de´signera par i(n) ∈ Np l’ele´ments (0, ..0, n, 0, .., 0) , n e´tant
situe´ , a` la ie`me place.
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Conside´rons l’application
x0,t(li) =
∑
n∈N
n.E
i(n−1)
i(n) .
Les ope´rateurs invariants a` gauche re´guliers sur Fa, x0(li) transforment :
x0(li)(f
k
n) = nif
k
n−i(1)
x0(l0) = Id .
Proposition 3.1 L’application x0 : L0 → Invg, r(Fa) ci-dessus est l’unique
application x0 de´finie sur la coge`bre de Leibnitz qui induisent les relations :
f on ⊗ f
o
m = f
o
m+n
et qui satisfasse sur les ge´ne´rateurs: x0(li)f
o
o = 0 et x0(li)f
o
j(1) = δ(i, j).f
o
o
pour i > 0.
De´monstration. Soient les ope´rateurs invariants a` gauche di = X(li) donne´s
par le the´ore`me 2.1; ils agissent sur T (Fa) comme de´rivations et il est facile
de montrer qu’ils commuttent entre eux. Dans notre cas (the´ore`me 2.2.C) la
coge`bre L0 e´tant co-commutative, la structure induite sur T (Fa) est commu-
tative. Calculons donc:
ǫF ◦ d
n1
1 ◦ .. ◦ d
np
p (f
o
α ⊗ f
o
β − f
o
α+β ) .
D’une part l’on a :
ǫF ◦ d
nf oα = δ(n, α)α!
D’autre part l’on a :
∆Ld
n =
∑
p+q=n
n!/p!q!.dp ⊗ dq
Ce qui montre que l’on a bien les relations attendues sur le module induit:
Mo,y0 ⊂ T (Fa)/Iy0; il y a pour ce qui concerne T (Fa) d’autres relations
inte´ressantes induites par l’actions des ope´rateurs invariants a` gauche di , i ∈
(1, .., p) ; mais ces relations ne seront pas pre´serve´es en ge´ne´ral par l’action
des champs de vecteurs associe´s au sous moduleMo,y0; les relations pre´serve´es
seront par de´finition et construction en particulier celles de Mo,y0 .
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3.2 Sous bige`bre enveloppante engendre´e par les champs
de vecteurs sur Cp.
Construction des champs de vecteurs dans le cadre du module Mo,y0.
Pour i ∈ (1, 2, .., p) soient:
Ai =
∑
m∈Np
aimf
o
m ∈Mo ⊂ Fa ;
a` proprement parler ou pour simplifier la lecture on doit ou l’on peut sup-
poser, que les aim sont nuls excepte´s pour un nombre fini de valeurs m ; on
dira que le champ de vecteurs est analytique , sur un ouvert O ⊂ Cp si les
se´ries :
Ai(z) =
∑
m∈Np
aimz
m1
1 ..z
mp
p
de´finissent des fonctions analytiques sur cet ouvert .
Conside´rons l’application xA de la coge`bre L0 dans les ope´rateurs invariants
a` gauche re´guliers sur Fa de´finie par: xA(lo) = id et
xA(li)(f
o
n) = ni(
∑
m∈Np
aim.f
o
n+m−i(1)) .
Il est clair que ceci de´finit uniquement les ope´rateurs invariants a` gauche
xA(li) sur Fa et par constuction XA(li) sur T (Fa) :
xA,t =
∑
n∈Np
∑
i∈(1,..,p)
ni.
∑
m
aimE
n+m−i(1)
n
Soit la bige`bre UxA(∆L0 , ǫL0) ⊂ Invg(T (Fa)), donne´e par le the´ore`me 2.1
dans le cas re´gulier; l’on a alors :
Proposition 3.2 L’alge`bre UxA engendre´e dans End(T (Fa)) par les ope´rateurs
invariants a` gauche re´guliers XA(li) ∈ UxA(∆L0 , ǫL0) pre´serve les relations
du module induit Mo,y0 :
f op ⊗ f
o
q = f
o
p+q
De´monstration. Calculons :
XA(li)(f
o
p ⊗ f
o
q − f
o
p+q) ;
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parce que les ope´rateurs xA(li) agissent par construction par de´rivation, la
premie`re partie de l’expression s’ e´crit :
pi(
∑
m∈Np
aimf
o
p+m−i(1))⊗ f
o
q + f
o
p ⊗ qi(
∑
m∈Np
aimf
o
q+m−i(1)) ;
d’autre part la deuxie`me partie s’e´crit :
(pi + qi)(
∑
m∈Np
aim.f
o
p+q+m−i(1))
Et ces deux expressions coincident bien modulo les relations du module in-
duit; elles sont donc pre´serve´es .
Definition 3.1 Champs de vecteurs de composantes (Ai)i∈(1,..,p). C’est par
de´finition la de´rivation DA obtenue par DA =
∑
i∈(1,..,p)XA(li).
Definition 3.2 Bige`bre enveloppante et son dual associe´s aux champs de
vecteurs .
Conside´rons la coge`bre L somme directe des coge`bres LA = L0, de dimension
p+1, permettant de repre´senter l’action des champs de vecteurs sur le module
Mo,y0 par des ope´rateurs invariants a` gauche re´guliers sur T (Fa); on de´finit
ainsi une application line´aire:
x = ⊕A xA : L→ Invg, r(Fa) , L = ⊕ALA , LA = L0 ,
et la bige`bre Ux(∆L, ǫL) ⊂ Invg(T (Fa)) admet donc un coproduit et une
counite´ bien de´finis. De plus T (Fa) dont les seules relations bien e´tablies
sont les relations polynomiales du module Mo,y0 , joue donc le roˆle de dual
pour de la bige`bre engendre´e par les ope´rateurs DA ∈ Ux .
The´ore`me 3.1 Soit ǫF la counite´ sur T (Fa); pour toute suite d’ e´le´ments
DA1, DA2 , .., DAn dans la bige`bre Ux(∆L, ǫL) agissant sur T (Fa) l’on a , en
particulier :
ǫF (DA1◦DA2 ..◦DAn(f
α
β )) =
∑
k1
∑
k2
..
∑
kn
ǫF (DA1(f
α
k1
)).ǫF (DA2(f
k1
k2
))..ǫF (DAn(f
kn
β )).
Les sommations e´tant convergentes :
|ǫF (DA1 ◦DA2 .. ◦DAn(f
α
β ))| ≤
(deg(α) + n)!
deg(α)!
.m(A1).m(A2)...m(An).deg(β) .
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ou` :
deg(α) =
∑
i∈(1,..,p)
αi et m(DA) = sup
i∈(1,..,p)
∑
m
|aim|.
Si deg(β) > deg(α) + n+ 1 , alors l’expression est nulle.
Ce the´ore`me illustre en particulier l’inte´reˆt de la construction de bige`bres
par la donne´e d’une application line´aire d’une coge`bre a` valeurs dans les
ope´rateurs invariants a` gauche sur une coge`bre approche´e , ce qui permet
d’interpre´ter de fac¸on universelle la loie de composition dans une alge`bre en-
veloppante en utilisant le coproduit dans le dual qui s’exprime en terme du
coproduit dans la coge`bre approche´e.
De´monstration.
Calculons ǫF (DA(f
k1
k2
)) par construction
DAf
k1
k2
=
∑
i∈(1,..,p)XA(li)f
k1
k2
=
∑
i∈(1,..,p)(k2)i.
∑
m∈Np a
i
mf
k1
k2+m−i(1)
.
Remarquons que ǫF ((k2)i.a
i
mf
k1
k2+m−i(1)
) est non nul seulement si
le degre´ deg(k2) ≤ deg(k1) + 1 ou` deg(k) =
∑
i∈(1,..,p) ki, k ∈ N
p.
Par simplicite´ introduisons la quantite´ suivante, associe´e a` chaque champ de
vecteurs DA: m(DA) = supi∈(1,..,p)
∑
m |a
i
m| .
Alors on a les majorations suivantes pour ǫF (DA(f
k1
k2
)) :
|ǫF (DA(f
k1
k2
))| ≤ deg(k2).m(A) ≤ (deg(k1) + 1).m(A).
Ainsi on obtient:
ǫF (DA1 ◦DA2.. ◦DAn(f
α
β )) <
(deg(α) + n)!
deg(α)!
.m(A1).m(A2)...m(An).deg(β) .
L’expression est nulle si deg(β) est supe´rieure a` deg(α) + n+ 1.
The´ore`me 3.2 Soient deux champs de vecteurs analytiques A , B et DA , DB
les de´rivations associe´es (def.3.1) ; conside´rons dans l’alge`bre enveloppante
e´tendue et t ∈ C : et.DA =
∑
n∈N
tn
n!
DnA. Alors:
a) ǫF (e
t.DA(f oβ)) existe, t ∈ C pour |t| < 1/m(A) .
b) Soient les champs de vecteurs A et B et les nombres m(A), m(B) alors:
ǫF (e
t2.DB ◦ et1.DA(f oβ))
existe pour : |t1|.m(A) + |t2|.m(B) < 1
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De´monstration.
Le terme ge´ne´rique de la se´rie t
n
n!
ǫF (D
n
A(f
o
β)) est donc borne´ d’apre´s le th.3.1
par (|t|)n.m(A)n et donc pour |t| < 1/m(A) la se´rie est convergente. De
meˆme ǫF (e
t2.DB ◦ et1.DA(f oβ)) est obtenu par la somme double sur n ∈ N et
m ∈ N dont le terme ge´ne´rique est d’apre´s le th.3.1 majore´ par :
(t2.m(B))
n
n!
.
(t1.m(A))
m
m!
(n+m)! ,
et cette somme double est e´gale a` :
∑
p∈N
(t2.m(B) + t1m(A))
p.
Ce qui est convergent sous l’hypothe`se du thm.3.2 ; les proprie´te´s de diffe´rentiabilite´
en t1, et t2 deviennent alors e´videntes sous les meˆmes hypothe`ses.
Remarque
Il faut noter la tre´s faible de´pendance en deg(β) intervenant dans le the´ore`me
3.1 .
3.3 Interpre´tation : inte´gration des champs de vecteurs
sur Cp .
L’interpre´tation dans le cadre de bige`bres en dualite´ est base´e dans le cas
de bige`bres enveloppantes construites a` partir de coge`bres de type Leib-
nitz sur les faits que l’on obtient des repre´sentations de T (Fa) et en par-
ticulier du module induit Mo,y0 a` partir de coide´aux a` gauche minimaux de
l’alge`bre enveloppante que l’on obtient dans notre cas par l’exponentielle
d’une de´rivation :
∆L(e
t.DA) = et.DA ⊗ et.DA .
De plus de manie`re ge´ne´rale, ǫF est un morphisme de l’alge`bre tensorielle
T (Fa) dans C . Soit f
o
n ∈ Mo,y0 ; en rappelant que i(1) repre´sente l’e´le´ment
dans Np : (0, .0, 1, 0..0) la valeur 1 e´tant situe´e a` la ie`me place et en notant
f 0i = f
0
i(1) ∈Mo,y0 on a : f
o
n = (f1)
n1.(f2)
n2 ..(fp)
np.
En utilisant les proprie´te´s mentionne´es on obtient:
ǫF (e
t.DA(f on)) = ǫF (e
t.DA(f o1 ))
n1.ǫF (e
t.DA(f o2 ))
n2...ǫF (e
t.DA(f op ))
np.
Notons
yi(t) = ǫF (e
t.DA(f oi )) , pour i ∈ (1, .., p).
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d
dt
yi(t) = ǫF (e
t.DA ◦ DA(f
o
i )) = ǫF (e
t.DA(
∑
m a
i
mf
o
m)) . Et d’apre´s les re-
marques ci-dessus, ceci nous donne:
d
dt
yi(t) = A
i(y1(t), y2(t).., yp(t)) , ∀i ∈ (1, .., p).
yi(0) = 0 ∀i ∈ (1, ..p) .
Plus ge´ne´ralement soit (x1, .., xp) ∈ Cp , en conside´rant les ope´rateurs invari-
ants a` gauche e´le´mentaires, qui ont donne´ les de´rivations di commuttant en-
tre elles, on construit ex
i.di et donc l’on construit l’homomorphisme d’alge`bre
ex
i.di ◦ et.DA. Pour x dans un ouvert approprie´ l’on de´note :
yi,x(t) = ǫF (e
xi.di ◦ et.DA(f oi )) = ǫF (e
t.DAx ◦ ex
i.di(f oi ))
ou` DAx = e
xi.di ◦DA ◦ e
−xi.di , et en choisissant t ve´rifiant |t|.m(Ax) < 1 pour
tout x dans l’ouvert conside´re´ , l’on obtient le the´ore`me suivant :
The´ore`me 3.3 Pour tout champ de vecteurs analytiques A pour tout x ∈ Op
un ouvert a` adhe´rence compacte de Cp, il existe 0 ∈ O ⊂ C un voisinage de
l’origine dans C tel que pour t ∈ O, et x ∈ Op l’on a : m(Ax).|t| < 1 et les
fonctions :
yi,x(t) = ǫF (e
xi.di ◦ et.DA(f oi ))
ve´rifient:
d
dt
yi,x(t) = A
i(y1,x(t), y2,x(t), .., yp,x(t)) ,
et
yi,x(0) = xi , ∀i ∈ (1, .., p).
Rappelons que pour tout champ de vecteurs analytiques sur Cp, la quantite´
m(A) est donne´e par ;
m(A) = sup
i∈(1,2,..,p)
∑
m∈Np
|aim| ,
ou` la i-e`me composante du champ est donne´e pour z = (z1, .., zp) ∈ C
p par :
Ai(z) =
∑
m∈Np
aim.z
m1
1 .z
m2
2 ...z
mp
p .
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Remarques :
A) Les estimations ci-dessus sont des estimations ge´ne´rales valables pour tous
les champs de vecteurs. Nous avons de´ja` signale´ que dans ce cas nous avions
peu d’informations sur le dual T (Fa) a` l’exception de celles concernant le
module induit . Mais s’il s’agit d’e´tudier un champ de vecteurs particulier la
seule donne´e de l’application line´aire xA de la coge`bre de Leibnitz LA de di-
mension p+1 ou 1+1 a` valeurs dans les ope´rateurs invariants a` gauche sur la
coge`bre approche´e Fa, induit des relations sur T (Fa) dont l’e´tude the´orique
est plus abordable.
B) Remarquons que lorsqu’il existe un sous espace de dimension fini du
module Mo invariant par la de´rivation DA de´finie par le champ de vecteurs,
qu’alors l’inte´gration sur la sous alge`bre engendre´e dans Mo par ce sous es-
pace, est ramene´e a` une exponentielle d’un matrice de dimension finie et
donc ne pre´sente pas de singularite´s a` temps fini. Cette remarque met en
e´vidence les diffe´rences et les liens dans le cadre de la dualite´ expose´e en-
tre les alge`bres de Lie de dimensions finies , et l’alge`bre de Lie des champs
de vecteurs que l’on peut inclure dans un meˆme cadre en introduisant les
ope´rateurs invariants a` gauche (ou` a` droite ) sur une coge`bre approche´e
et leurs actions sur T (Fa) de´finies par des applications convenables d’une
coge`bre L dans Invg(Fa) . La possibilite´ de l’existence de singularite´s dans
l’inte´gration d’un champ de vecteurs est intrinsecte a` la non existence dans
le module d’un sous espace vectoriel de dimension fini, invariant par l’action
de ce champ de vecteurs, comme le montrent des exemples e´le´mentaires en
dimension 1 .
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