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The generic fiber of moduli spaces of bounded local
G-shtukas
Urs Hartl and Eva Viehmann
Abstract
Moduli spaces of bounded local G-shtukas are a group-theoretic generalization of the func-
tion field analog of Rapoport and Zink’s moduli spaces of p-divisible groups. In this article
we generalize some very prominent concepts in the theory of Rapoport-Zink spaces to our set-
ting. More precisely, we define period spaces, as well as the period map from a moduli space
of bounded local G-shtukas to the corresponding period space, and we determine the image of
the period map. Furthermore, we define a tower of coverings of the generic fiber of the moduli
space which is equipped with a Hecke action and an action of a suitable automorphism group.
Finally we consider the ℓ-adic cohomology of these towers.
Mathematics Subject Classification (2000): 20G25 (11G09, 14L05, 14M15)
1 Introduction
Towers of moduli spaces of p-divisible groups with additional structure as defined by Drinfeld
[Drin76] and Rapoport and Zink [RaZi96] have become a central topic in the study of the geometric
realization of local Langlands correspondences. These towers consist of covering spaces of the
generic fiber of moduli spaces of p-divisible groups with EL or PEL structure. They carry a Hecke
action and an action of an associated automorphism group of the defining p-divisible group with
extra structure, and possess a period morphism to a p-adic period space. Recently, generalizations
of these moduli spaces to groups of unramified Hodge type (instead of PEL type) have been
defined by Kim [Kim13] and Howard and Pappas [HoPa15]. Conjecturally, in all these cases,
the cohomology of the tower realizes local Langlands correspondences. Several cases of these
conjectures have been shown so far, compare for example [Farg04], [Chen14]. However, in general,
still very little is known.
In the present paper we define the analogous towers, cohomology groups and period spaces in
the function field case, and study their basic properties. This generalizes Drinfeld’s work [Drin76].
We thus provide the foundations for a similar theory as the one initiated by Drinfeld, Rapoport
and Zink. It is conceivable that the cohomology of our towers likewise realizes local Langlands
correspondences. For Drinfeld’s towers [Drin76] this was conjectured by Carayol [Cara90] and
proved by Boyer [Boye99] and Hausberger [Haus05] building on work of Laumon, Rapoport and
Stuhler [LRS93]. One major difference in our context is that instead of being restricted to groups
of PEL or Hodge type, there is a natural and group-theoretic way to define moduli spaces of local
G-shtukas for any reductive group G. Furthermore, one can also define more general boundedness
conditions than minuscule bounds which would be the direct analog of the number field situation.
To give an overview of their definition let Fq be a finite field with q elements, let F be a fixed
algebraic closure of Fq, and let Fq[[z]] and Fq[[ζ]] be the power series rings over Fq in the (inde-
pendent) variables z, resp. ζ. As base schemes we will consider the category NilpFq [[ζ]] consisting
of schemes over SpecFq[[ζ]] on which ζ is locally nilpotent. Let G be a parahoric group scheme
over SpecFq[[z]] in the sense of [BrTi72, Définition 5.2.6] and [HaRa03] with connected reductive
generic fiber. (One may ask whether the assumptions on G can be relaxed, but we crucially use
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the ind-projectivity of FℓG in the central Propositions 2.5 and 7.8 below; see the beginning of
Section 2 for more explanations.)
Let S ∈ NilpFq[[ζ]] and let H be a sheaf of groups on S for the fpqc topology. By a (right)
H-torsor on S we mean a sheaf H for the fpqc topology on S together with a (right) action of
the sheaf H such that H is isomorphic to H on an fpqc covering of S. Here H is viewed as an
H-torsor by right multiplication. Let LG and L+G be the loop group and the group of positive
loops associated with G; compare Section 2. Let G be an L+G-torsor on S. Via the inclusion of
sheaves L+G ⊂ LG we can associate an LG-torsor LG with G. Also for an LG-torsor G on S we
denote by σ∗G the pullback of G under the q-Frobenius morphism σ := Frobq : S → S.
Definition 1.1. A local G-shtuka over some S ∈ NilpFq [[ζ]] is a pair G = (G, τG) consisting of an
L+G-torsor G on S and an isomorphism of the associated LG-torsors τG : σ∗LG ∼−→ LG.
A quasi-isogeny g : (G′, τG′ ) → (G, τG) between local G-shtukas over S is an isomorphism
g : LG′ ∼−→ LG of the associated LG-torsors with g ◦ τG′ = τG ◦ σ∗g.
Local G-shtukas were introduced and studied in [HaVi11, HaVi12] in the case where G is a
constant split reductive group over Fq, and in [GeLa11, Hart11] for G = GLr. The general case
was considered in [ArHa14]. For a local G-shtuka G over S there exists an étale covering S′ → S
and a trivialization G ×S S′ ∼=
(
(L+G)S′ , bσ
∗
)
with b ∈ LG(S′); see [HaVi11, Proposition 2.2(c)]
and [ArHa14, Proposition 2.4].
Note that we may view Spf Fq[[ζ]] as an ind-scheme. By FℓG we denote the flag variety of G
over Fq, compare Section 2. We may form the fiber product F̂ℓG := FℓG ×̂Fq Spf Fq[[ζ]] in the
category of ind-schemes. By [ArHa14, Theorem 4.4] it represents the functor on NilpFq [[ζ]] with
F̂ℓG(S) =
{
Isomorphism classes of pairs (G, δ) where G is an L+G-torsor on S and
δ : LG ∼−→ LGS is an isomorphism of the associated LG-torsors
}
. (1.1)
We consider local G-shtukas that satisfy an additional boundedness condition. Similarly to
[ArHa14, § 4.2] we introduce the notion of a bound Zˆ and its reflex ring RZˆ , which is a finite
extension of Fq[[ζ]]. Our bounds are defined as closed ind-subschemes Zˆ ⊂ F̂ℓG,R = FℓG ×̂Fq Spf R
satisfying certain additional properties. Here R is a finite extension of Fq[[ζ]]. In particular, we
allow more general bounds than usual, in the sense that they do not have to correspond directly
to some coweight µ (which in the classical context even had to be minuscule). We consider local
G-shtukas G = (G, τG) over schemes in NilpR
Zˆ
such that the singularities of the morphism τ−1G
are bounded by Zˆ, compare Definition 2.1. In this case we say that G is bounded by Zˆ−1; see
Remark 2.2(a) for a comment on this terminology. These bounded local G-shtukas can be seen
as the function field analogs of p-divisible groups with extra structure. We write RZˆ = κ[[ξ]], let
E := EZˆ := κ((ξ)) be its fraction field, and let R˘Zˆ = F[[ξ]] and E˘ := E˘Zˆ := F((ξ)) be the completions
of the maximal unramified extensions.
One can then consider the usual Rapoport-Zink type moduli space representing the following
functor: Let G0 be a local G-shtuka over F, and consider the functor M˘Zˆ
−1
G0
: (NilpR˘
Zˆ
)o −→ Sets ,
S 7−→
{
Isomorphism classes of (G, δ¯) : where G is a local G-shtuka over S
bounded by Zˆ−1 and δ¯ : GS¯ → G0,S¯ is a quasi-isogeny over S¯
}
.
Here S¯ := VS(ζ) is the zero locus of ζ in S. The functor M˘Zˆ−1G0 is ind-representable by a for-
mal scheme over Spf R˘Zˆ which is locally formally of finite type and separated; see [ArHa14,
Theorem 4.18]. The group J = QIsogF(G0) of self-quasi-isogenies of G0 acts on M˘Zˆ
−1
G0
via
g : (G, δ¯) 7→ (G, g ◦ δ¯) for g ∈ QIsogF(G0).
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We consider the generic fiber (M˘Zˆ−1G0 )an of this moduli space, as a strictly E˘-analytic space
in the sense of Berkovich [Berk90, Berk93]. Using the fully faithful functors [Berk93, § 1.6] and
[Hube96, (1.1.11)] from strictly E˘-analytic spaces to rigid analytic spaces over E˘, respectively from
rigid analytic spaces to Huber’s analytic adic spaces, many of the results below can be formulated
likewise in terms of rigid analytic, respectively analytic adic spaces. However, as we want to use
étale fundamental groups and local systems on these spaces, we prefer in this work the Berkovich
point of view for which such a theory exists in the literature.
As in [ArHa14, Definition 3.5] we consider the rational (dual) Tate module of the universal local
G-shtuka over each connected component Y of (M˘Zˆ−1G0 )an, see Section 7. It is a tensor functor
VˇG, • : RepFq((z)) G→ RepcontFq((z))
(
πe´t1 (Y, s¯)
)
.
Here RepFq((z)) G denotes the Tannakian category of Fq((z))-rational representations of G, and
RepcontFq((z))
(
πe´t1 (Y, s¯)
)
denotes the category of finite-dimensional Fq((z))-vector spaces with a contin-
uous action of de Jong’s [deJo95, § 2] étale fundamental group πe´t1 (Y, s¯) where s¯ is a fixed base
point in the given component.
Trivializing the rational Tate module up to the action of K for each compact open subgroup
K ⊂ G(Fq((z))) we obtain a tower (M˘K)K of analytic spaces. Each of the spaces is equipped with
an action of the group J = QIsogF(G0) which is induced by the action on the moduli space M˘Zˆ
−1
G0
itself. Furthermore, the group G
(
Fq((z))
)
acts vertically on the tower via Hecke operators, i.e. for
g ∈ G(Fq((z))) we have compatible isomorphisms g : M˘K ∼−→ M˘g−1Kg.
In the last section we consider the ℓ-adic cohomology with compact support of the spaces M˘K
and their limit overK together with induced actions of J , of G
(
Fq((z))
)
, and of the Weil groupWE .
We provide basic finiteness properties of these cohomology groups and representations. Note that
Tate modules, towers of moduli spaces of local G-shtukas and their cohomology are also considered
in a similar, but slightly different context by Neupert in [Neup16]. There, the relation to moduli
spaces of global G-shtukas and their cohomology is studied.
Besides this construction of the tower of moduli spaces, our second main topic is the definition
of the associated period space and the properties of the period morphism. Period spaces are
strictly Fq((ζ))-analytic spaces in the sense of Berkovich [Berk90, Berk93]. Since we allow more
general bounds than those associated with minuscule coweights, these period spaces have to be
defined as subspaces of an affine Grassmannian instead of a (classical) flag variety. To define them
we consider the group scheme G ×Fq[[z]] SpecFq((ζ))[[z − ζ]] under the homomorphism Fq[[z]] →
Fq((ζ))[[z− ζ]], z 7→ z = ζ +(z− ζ). Note that as this induces an inclusion Fq((z))→ Fq((ζ))[[z− ζ]],
this group is reductive. The associated affine Grassmannian GrBdRG is the sheaf of sets for the fpqc
topology on SpecFq((ζ)) associated with the presheaf
X 7−→ G(OX((z − ζ)))/G(OX [[z − ζ]]). (1.2)
GrBdRG is an ind-scheme over SpecFq((ζ)), which is ind-projective by [PaRa08, Theorem 1.4] and
[Rich13, Theorem A]. Here, the notation BdR refers to the fact that if C is the completion of an
algebraic closure of Fq((ζ)), then C((z − ζ)) is the function field analog of Fontaine’s p-adic period
field BdR, compare [Hart09, 2.9].
For our fixed bound Zˆ we call the associated E-analytic space Han
G,Zˆ
:= Zˆan the space of Hodge-
Pink G-structures bounded by Zˆ. It is the E-analytic space associated with a projective variety
HG,Zˆ over E = EZˆ by Proposition 2.5(d) and is a closed subscheme of GrBdRG ⊗̂Fq((ζ))E. Let G0 be
the local G-shtuka over F from above and fix a trivialization G0 ∼= (L+GF, bσ∗), where b ∈ LG(F)
represents the Frobenius morphism. The period space H˘wa
G,Zˆ,b
is then defined as the set of all
γ ∈ H˘an
G,Zˆ
:= Han
G,Zˆ
⊗̂EE˘ such that (b, γ) is weakly admissible. For the usual condition of weak
admissibility (checked on all representations of G) we refer to Definition 4.3. Likewise one defines
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the admissible locus H˘a
G,Zˆ,b
in H˘an
G,Zˆ
as the subset over which the universal σ-bundle has slope
zero. In Theorem 4.20 we show that H˘wa
G,Zˆ,b
and H˘a
G,Zˆ,b
are open paracompact strictly E˘-analytic
subspaces of H˘an
G,Zˆ
.
We prove that there is an étale period morphism
π˘ : (M˘Zˆ−1G0 )
an −→ H˘a
G,Zˆ,b
.
Very roughly, it is defined as follows: Consider the filtration on the universal local G-shtuka
on (M˘Zˆ−1G0 )an induced by the image of the inverse of the universal Frobenius morphism τGuniv .
This filtration is the function field analog of the Hodge filtration on the de Rham cohomology
and is bounded by Zˆ. Using the universal quasi-isogeny, one can associate with it a natural
filtration on the base change of G0, which is bounded by Zˆ. Strictly speaking, we carry out this
construction rather with the Hodge-Pink G-structure instead of the filtration; see Definition 4.1
and Remark 4.4(a). The reason for this is again that as we allow non-minuscule bounds, the
Hodge-Pink G-structure contains more information than just the Hodge filtration. The former
yields a point of H˘a
G,Zˆ,b
. This period morphism also induces compatible period morphisms for all
elements M˘K of the tower of coverings. In Theorem 8.1(a) we show that the image of the period
morphism is equal to a suitable union of connected components of H˘a
G,Zˆ,b
.
Certainly our results are no surprise in view of the analogy between the theory of local G-
shtukas and the theory of p-divisible groups [Hart09, § 3.9]. Nevertheless, the proofs are far from
obvious, technically quite involved, and largely different from the techniques used for p-divisible
groups [Hart13].
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2 Bounded local G-shtukas
Recall that we fixed a parahoric group scheme G over SpecFq[[z]].
For an Fq-scheme S we let OS [[z]] be the sheaf of OS-algebras on S for the fpqc topology whose
ring of sections on an S-scheme Y is the ring of power series OS [[z]](Y ) := Γ(Y,OY )[[z]]. This is
indeed a sheaf being the countable direct product of OS . A sheafM ofOS [[z]]-modules on S which is
finite free fpqc-locally on S is already finite free Zariski-locally on S by [HaVi11, Proposition 2.3].
We call those modules locally free sheaves of OS [[z]]-modules. Let OS((z)) be the fpqc sheaf of
OS-algebras on S associated with the presheaf Y 7→ Γ(Y,OY )[[z]][ 1z ]. If Y is quasi-compact thenOS((z))(Y ) = Γ(Y,OY )[[z]][ 1z ] by [StPr, Tag 009F]. The group of positive loops associated with G is
the infinite-dimensional affine group scheme L+G over Fq whose S-valued points are L+G(S) :=
G
(OS [[z]](S)) = G(Γ(S,OS)[[z]]). The group of loops associated with G is the ind-group-scheme
LG over Fq which represents the fpqc sheaf of groups S 7−→ LG(S) := G
(OS((z))(S)). A good
reference for the theory of ind-schemes is [BeDr, §7.11]. The affine flag variety FℓG associated
with G is the fpqc sheaf associated with the presheaf
S 7−→ LG(S)/L+G(S) = G(OS((z))(S))/G(OS [[z]](S))
on the category of Fq-schemes. Pappas and Rapoport [PaRa08, Theorem 1.4] and Richarz [Rich13,
Theorem A] show that FℓG is represented by an ind-scheme which is ind-projective over Fq, and
that the natural morphism LG→ FℓG admits sections locally for the étale topology. We crucially
use the ind-projectivity of FℓG in Propositions 2.5 and 7.8 below. By [PaRa08, Theorem 0.1], after
base change to F the connected components of LG⊗̂FqF and FℓG⊗̂FqF are in canonical bijection to
the coinvariants π1(G)I . Here π1(G) is Borovoi’s fundamental group [Boro98, Chapter 1] defined
as π1(G) := X∗(T )/(coroot lattice) for a maximal torus T of G. Moreover, π1(G)I denotes the
group of coinvariants under the inertia subgroup I of Γ = Gal
(
Fq((z))
sep
/Fq((z))
)
. The bijection
π0(FℓG⊗̂FqF) = π0(LG⊗̂FqF) ∼= π1(G)I is induced by the Kottwitz homomorphism κG : LG(F) =
G(F((z)))→ π1(G)I (introduced by Kottwitz in [Kott97], for the reformulation used here compare
[PaRa08, 2.a.2]). It induces a bijection between the set π0(LG) = π0(FℓG) and the set of 〈σ〉-orbits
in π1(G)I by [Neup16, Lemma 2.2.6], a set which is in general no longer a group.
If A = Fq[[z]] or A = Fq((z)) we let RepAG denote the category of (algebraic) representations of
G on finite free A-modules. In order to define boundedness conditions we consider representations
ρ : G → SLr over Fq[[z]] and the induced functor G 7→ ρ∗G from L+G-torsors to L+ SLr-torsors,
which in turn yields a morphism ρ∗ : F̂ℓG → F̂ℓSLr . Here, F̂ℓG := FℓG ×̂Fq Spf Fq[[ζ]]. The category
of L+ SLr-torsors on S is equivalent to the category of pairs (M,α), where M is a finite locally free
OS [[z]]-module of rank r on S and α : ∧rOS [[z]] M ∼−→ OS [[z]] is an isomorphism of OS [[z]]-modules,
with isomorphisms as morphisms. We denote the OS [[z]]-module associated with an L+ SLr-torsor
S by M(S). For example, M((L+ SLr)S) = OS [[z]]⊕r. For a positive integer n we consider the
closed ind-subscheme of F̂ℓSLr given by
F̂ℓ(n)SLr (S) :=
{(S, δ : LS ∼−→ (L SLr)S) ∈ F̂ℓSLr(S) : for all j = 1, . . . , r we have∧j
OS[[z]]
M(δ)
(
M(S)) ⊂ (z − ζ)n(j2−jr) ·∧jOS [[z]] M((L+ SLr)S)} . (2.1)
It is a ζ-adic formal scheme over Spf Fq[[ζ]] by [HaVi11, Proposition 5.5]; see Example 2.9 below
for more explanations. Note that the compatibility with the isomorphism α : ∧r M(S) ∼−→ OS [[z]]
is equivalent to the assertion that the inclusion of the exterior powers in (2.1) is an equality for
j = r, because
(S, δ) ∈ F̂ℓSLr(S) implies ∧rM(δ) = α.
We now define bounds by requiring minimal conditions needed to obtain the results of this
article. In Remark 2.8 we will discuss further conditions that seem reasonable to impose, but that
we do not need to assume in this article. We will then also describe more explicitly which bounds
can arise. Note that our definition is related to, but more restrictive than the one in [ArHa14,
Definitions 4.5 and 4.8].
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Definition 2.1. (a) We fix an algebraic closure Fq((ζ))
alg of Fq((ζ)), and consider pairs (R, ZˆR),
where R/Fq[[ζ]] is a finite extension of discrete valuation rings such that R ⊂ Fq((ζ))alg, and
where ZˆR ⊂ F̂ℓG,R := FℓG ×̂Fq Spf R is a closed ind-subscheme. Two such pairs (R, ZˆR) and
(R′, Zˆ ′R′) are equivalent if for some finite extension of discrete valuation rings R˜/Fq[[ζ]] with
R,R′ ⊂ R˜ the two closed ind-subschemes ZˆR ×̂Spf R Spf R˜ and Zˆ ′R′ ×̂Spf R′ Spf R˜ of F̂ℓG,R˜ are
equal. By [ArHa14, Remark 4.6] this then holds for all such rings R˜.
(b) A bound is an equivalence class Zˆ := [(R, ZˆR)] of pairs (R, ZˆR) as above satisfying the
following properties.
(i) All ZˆR ⊂ F̂ℓG,R are stable under the left L+G-action.
(ii) The special fiber ZR := ZˆR ×̂Spf R SpecκR is a quasi-compact subscheme of FℓG ×̂Fq κR
where κR is the residue field of R. (By [ArHa14, Remark 4.10] this implies that the ZˆR
are formal schemes in the sense of [EGA, Inew].)
(iii) ZˆR is a ζ-adic formal scheme over Spf R.
(iv) There is a faithful representation ρ : G →֒ SLr over Fq[[z]] and a positive integer n such
that all the induced morphisms ρ∗ : ZˆR → F̂ℓSLr,R factor through F̂ℓ
(n)
SLr,R.
(v) Let ZˆanR be the strictly R[
1
ζ ]-analytic space associated with ZˆR, which by Proposi-
tion 2.5(d) also is the strictly R[ 1ζ ]-analytic space associated with a closed subscheme
of the affine Grassmannian GrBdRG ×Fq((ζ)) SpecR[ 1ζ ] from (1.2). Then all the ZˆanR are
invariant under the left multiplication of G
(
• [[z − ζ]]) on GrBdRG .
(c) The reflex ring RZˆ of a bound Zˆ = [(R, ZˆR)] is the intersection of the fixed field of {γ ∈
AutFq[[ζ]](Fq((ζ))
alg
) : γ(Zˆ) = Zˆ } in Fq((ζ))alg with all the finite extensions R ⊂ Fq((ζ))alg of
Fq[[ζ]] over which a representative ZˆR of Zˆ exists. We write RZˆ = κ[[ξ]] and call its fraction
field E := EZˆ = κ((ξ)) the reflex field of Zˆ. We let R˘Zˆ := F[[ξ]] and E˘ := E˘Zˆ := F((ξ)) be the
completions of their maximal unramified extensions, where F is an algebraic closure of the
finite field κ.
(d) Let Zˆ = [(R, ZˆR)] be a bound with reflex ring RZˆ . Let G and G′ be L+G-torsors over a
scheme S ∈ NilpR
Zˆ
and let δ : LG ∼−→ LG′ be an isomorphism of the associated LG-torsors.
We consider an étale covering S′ → S over which trivializations α : G ∼−→ (L+G)S′ and
α′ : G′ ∼−→ (L+G)S′ exist. Then the automorphism α′ ◦ δ ◦ α−1 of (LG)S′ corresponds to a
morphism S′ → LG ×̂Fq Spf RZˆ . We say that δ is bounded by Zˆ if for every such trivialization
and for every finite extension R of Fq[[ζ]] over which a representative ZˆR of Zˆ exists the
induced morphism
S′ ×̂R
Zˆ
Spf R −→ LG ×̂Fq Spf R −→ F̂ℓG,R
factors through ZˆR. Furthermore, we say that a local G-shtuka G = (G, τG) is bounded by Zˆ
if τG is bounded by Zˆ, and, even more importantly, that G is bounded by Zˆ−1 if the inverse
τ−1G of its Frobenius is bounded by Zˆ, compare the remark below.
Let us explain the conditions of this definition in more detail.
Remark 2.2. (a) The definition of a bound in Definition 2.1(b) is more restrictive than the one
in [ArHa14, Definition 4.8] where only conditions (b)(i) and (b)(ii) were required. The reason is
that in [ArHa14] the content of Proposition 2.5 below was not needed and the R[ 1ζ ]-analytic spaces
(ZˆR)
an were not considered.
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In this article we will mainly consider local G-shtukas which are bounded by Zˆ−1. This defi-
nition coincides with the notion of boundedness from [ArHa14, Definition 4.8(b)] in the following
way. If Zˆ is a bound in the sense of [ArHa14, Definition 4.8], like for example our bound Zˆ, then
by Lemma 2.10 below, there is a bound Zˆ−1 in the sense of [ArHa14, Definition 4.8] and τ−1G is
bounded by Zˆ if and only if τG is bounded by Zˆ
−1.
(b) The reflex ring in Definition 2.1(c) is always the ring of integers of a finite extension of Fq((ζ)).
For a detailed explanation of the definition of the reflex ring and a comparison with the number
field case see [ArHa14, Remark 4.7]. We do not know whether in general Zˆ has a representative
over the reflex ring. In contrast, the equivalence class of the ZR := ZˆR ×̂Spf R SpecκR always has
a representative Z ⊂ FℓG ×̂Fq Specκ over the residue field κ of the reflex ring RZˆ , because the
Galois descent for closed ind-subschemes of FℓG is effective. We call Z the special fiber of Zˆ. It is
a projective scheme over κ by [HaVi11, Lemma 5.4] because FℓG is ind-projective.
(c) The condition of Definition 2.1(d) is satisfied for all trivializations α and α′ and for all such
finite extensions R of Fq[[ζ]] if and only if it is satisfied for one trivialization and for one such finite
extension. Indeed, by the L+G-invariance of Zˆ the definition is independent of the trivializations.
That one finite extension suffices follows from [ArHa14, Remark 4.6].
(d) At first glance one might think that conditions (b)(i) and (b)(v) of Definition 2.1 are related.
However, in Example 2.6 we show that we really need to impose both of them.
Before we discuss properties of bounds we recall the following well-known lemma.
Lemma 2.3. Let f : X → Y be a morphism of locally noetherian adic formal schemes. Then f is
a closed immersion in the sense of [EGA, Inew, Definition 10.14.2] if and only if f is adic and an
ind-closed immersion of ind-schemes.
Proof. By definition f is a closed immersion if and only if there is a covering of Y by open affine
formal subschemes Spf B such that X ×Y Spf B ∼= Spf B/a for an ideal a ⊂ B. In particular, if
I ⊂ B is a finitely generated ideal of definition of Spf B then I · B/a is an ideal of definition of
Spf B/a and so f is adic. Moreover, Spf B = lim
←−
SpecB/In and Spf B/a = lim
←−
SpecB/(a + In)
and so f is an ind-closed immersion of ind-schemes.
To prove the converse let I ⊂ OY be an ideal sheaf of definition. Since f is adic, I·OX is an ideal
sheaf of definition ofX . That f is an ind-closed immersion means thatXn := (X,OX/In) →֒ Yn :=
(Y,OY /In) is a closed immersion of schemes. So there is a sheaf of ideals an ⊂ OY /In defining Xn.
Moreover, an = an+1 · OY /In, because Xn = Xn+1×Yn+1 Yn. Let a := lim
←−
an ⊂ lim
←−
OY /In = OY .
Since Y is locally noetherian a is a coherent sheaf of OY -modules by [EGA, Inew, Theorem 10.10.2].
Then Xn = (X,
(OY /(a + In))|X) and X = (X, (OY /a)|X). This proves that f is a closed
immersion in the sense of [EGA, Inew, Definition 10.14.2].
Remark 2.4. Without the assumption that f is adic the conclusion of the lemma is false as the
following example shows. Let Y = lim
−→
Yn with Yn = SpecFq[[ζ]][x]/(ζn) and X = lim
−→
Xn with
Xn = SpecFq[[ζ]][x]/(ζ, x)n. Then X = Spf Fq[[ζ, x]] → Y = Spf Fq[[ζ]]〈x〉, with the notation of
(6.3), is an ind-closed immersion of ind-schemes, but not a closed immersion of formal schemes.
In the next proposition we associate with a bound Zˆ a strictly Fq((ζ))-analytic space in the
sense of Berkovich [Berk90, Berk93]. On the category of Fq((ζ))-analytic spaces we consider the
étale topology; see [Berk93, §4.1].
Proposition 2.5. Let Zˆ = [(R, ZˆR)] be a bound with reflex ring RZˆ , and let E := EZˆ := RZˆ [
1
ζ ] be
its field of fractions. We only assume that Z satisfies conditions (b)(i) – (b)(iv) from Definition 2.1,
but not condition (b)(v), whose formulation uses the results of the present proposition.
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(a) Then for every representation ρ : G→ SLr over Fq[[z]] there is a positive integer n such that
all the induced morphisms ρ∗ : ZˆR →֒ F̂ℓG,R → F̂ℓSLr,R factor through F̂ℓ
(n)
SLr ,R.
(b) F̂ℓ(n)SLr is a ζ-adic formal scheme, projective over Spf Fq[[ζ]]. The corresponding strictly Fq((ζ))-
analytic space
(F̂ℓ(n)SLr)an represents the sheaf of sets for the étale topology associated with the
presheaf
X 7−→
{
g mod SLr
(OX [[z − ζ]]) ∈ SLr(OX((z − ζ)))/ SLr(OX [[z − ζ]]) :
all j × j-minors of g lie in (z − ζ)n(j2−jr)OX [[z − ζ]] for all j
}
.
(c) If n and ρ are as in (a) such that ρ is faithful with quasi-affine quotient SLr /G then all
ρ∗ : ZˆR →֒ F̂ℓ
(n)
SLr ,R are closed immersions of formal schemes over Spf R in the sense of
[EGA, Inew, Definition 10.14.2].
(d) All ZˆR are ζ-adic formal schemes, projective over Spf R. All their associated R[
1
ζ ]-analytic
spaces (ZˆR)
an arise by base change to R[ 1ζ ] from one strictly EZˆ-analytic space Zˆ
an := (ZˆE)
an
associated with a projective scheme ZˆE over SpecEZˆ . The latter is a closed subscheme of
the affine Grassmannian GrBdRG ×Fq((ζ)) SpecEZˆ from (1.2).
Remark. The proof of statements (c) and (d) uses the ind-projectivity of the affine flag variety
FℓG. If G is not parahoric, it is not clear to us whether ρ∗ : ZˆR →֒ F̂ℓ
(n)
SLr,R is a locally closed
immersion of ζ-adic formal schemes.
Proof of Proposition 2.5. (a) Let ρ′ : G →֒ SLr′ and n′ be the representation and the integer from
Definition 2.1(b) for which all ρ′∗ : ZˆR → F̂ℓSLr′ ,R factor through F̂ℓ
(n′)
SLr′ ,R
. Let L̂ SLr′,R :=
L SLr′ ×̂Fq Spf R and define L̂ SL
(n′)
r′,R := L̂ SLr′,R ×̂F̂ℓSL
r′
,R
F̂ℓ(n
′)
SLr′ ,R
. Then L̂ SL
(n′)
r′,R(S) ={
g ∈ L̂ SLr′,R(S) : all j × j-minors of g lie in (z − ζ)n′(j2−jr′)OS(S)[[z]] ∀ j = 1, . . . , r′
}
.
This implies that L̂ SL
(n′)
r′,R is an infinite-dimensional affine formal scheme over Spf R. Thus its closed
subscheme L̂G
(n′)
R := (LG ×̂Fq Spf R) ×̂L̂ SLr′,R L̂ SL
(n′)
r′,R is also affine. By [ArHa14, Remark 4.10]
the ind-schemes ZˆR are in fact formal schemes over Spf R in the sense of [EGA, Inew]. Since the mor-
phism LG→ FℓG has sections étale locally there is an étale covering of formal schemes Zˆ ′R → ZˆR
such that the morphism Zˆ ′R → F̂ℓG,R factors through L̂G
(n′)
R . Let Spf A ⊂ Zˆ ′R be an affine open
formal subscheme with Spf A = lim
−→
SpecAi for some Ai. The induced compatible collection of
morphisms SpecAi → L̂G
(n′)
R →֒ L̂ SL
(n′)
r′,R corresponds to a compatible collection of ring homomor-
phismsO(L̂ SL(n
′)
r′,R)→ O(L̂G
(n′)
R )→ Ai and thus to a homomorphismO(L̂ SL
(n′)
r′,R)→ O(L̂G
(n′)
R )→
A. We view the latter as an element b ∈ SLr′
(
A[[z]][ 1z−ζ ]
)∩ ((z− ζ)−n′(r′−1)A[[z]])r′×r′ . It actually
lies in G
(
A[[z]][ 1z−ζ ]
)
, because the closed ind-subscheme LG →֒ L SLr′ is defined by the equations
which applied to the entries of a matrix in SLr′ cut out the closed subgroup ρ
′ : G →֒ SLr′ .
If now ρ : G→ SLr is any representation over Fq[[z]] then we claim that there is a positive integer
n which only depends on ρ and n′ such that ρ(b) ∈ SLr
(
A[[z]][ 1z−ζ ]
)
and all j×j minors of ρ(b) lie in
(z−ζ)n(j2−jr)A[[z]] for all j. Indeed, equality for j = r always holds as the image of ρ is in SLr. For
the other j we realize ρ as a subquotient of
⊕i0
i=1(ρ
′)⊗li⊗ (ρ′∨)⊗mi for suitable i0, li and mi. Then
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it is enough to show the claim for this direct sum. Here we can bound all minors by bounds only
depending on n′, i0, and the li andmi. The claim follows. Thus ρ∗ : ZˆR → F̂ℓSLr,R factors through
F̂ℓ(n)SLr,R because the equations defining the closed ind-subscheme F̂ℓ
(n)
SLr,R ⊂ F̂ℓSLr,R vanish on the
étale covering Zˆ ′R → ZˆR.
(b) To show that F̂ℓ(n)SLr(S) is projective over Spf Fq[[ζ]] we use the equivalence between L+ SLr-
torsors over S and pairs (M,α) where M is a locally free OS [[z]]-module on S and α : ∧r M ∼−→
OS [[z]] is an isomorphism of OS [[z]]-modules. Under this equivalence we may identify F̂ℓ
(n)
SLr(S)
with the set{
locally free OS [[z]]-submodules M ⊂ (z − ζ)−n(r−1)OS [[z]]⊕r such that for all j = 1, . . . , r∧j
OS [[z]]
M ⊂ (z − ζ)n(j2−jr) ·∧jOS[[z]]OS [[z]]⊕r with equality for j = r } .
Note that the quotient (z − ζ)−n(r−1)OS [[z]]⊕r/M is finite locally free as OS-module by [HaVi11,
Lemma 4.3]. From Cramer’s rule one sees that the above condition for j = r− 1 implies that M ⊃
(z− ζ)n(r−1)OS [[z]]⊕r. By considering the image M of (z− ζ)n(r−1)M in
(OS [[z]]/(z− ζ)2n(r−1))⊕r
and using arguments similar to [HaHe13, Lemma 2.5], see also [Scha14, Proposition 2.4.6], we
obtain a closed embedding of F̂ℓ(n)SLr into the formal ζ-adic completion
(QuotOr | SpecFq [[ζ]][z]/(z−ζ)2n(r−1) | SpecFq [[ζ]])×SpecFq [[ζ]] Spf Fq[[ζ]]
of Grothendieck’s Quot-scheme whose points over a SpecFq[[ζ]]-scheme S are
(QuotOr | SpecFq[[ζ]][z]/(z−ζ)2n(r−1) | SpecFq[[ζ]])(S) ={
finitely presented OS [[z]]/(z − ζ)2n(r−1)-submodules M ⊂
(OS [[z]]/(z − ζ)2n(r−1))⊕r
whose quotient is finite locally free over OS
}
;
see [FGA, n◦221, Theorem 3.1] or [AlKl80, Theorem 2.6]. By the projectivity of the Quot-scheme,
F̂ℓ(n)SLr is projective over Spf Fq[[ζ]]. If X is an Fq((ζ))-analytic space then OX [[z]]/(z − ζ)2n(r−1) =
OX [[z− ζ]]/(z− ζ)2n(r−1). From this the description of the sheaf represented by
(F̂ℓ(n)SLr)an follows.
(c) If ρ : G →֒ SLr is a faithful representation with quasi-affine quotient SLr /ρ(G) then Pappas
and Rapoport [PaRa08, Theorem 1.4] show that the induced morphism ρ∗ : FℓG →֒ FℓSLr is a
locally ind-closed immersion of ind-schemes. Since FℓG is ind-proper by [Rich13, Theorem A] this
is even an ind-closed immersion. Since ZˆR is a ζ-adic formal scheme by Definition 2.1(b)(iii) all
ρ∗ : ZˆR →֒ F̂ℓ
(n)
SLr ,R are adic ind-closed immersions of formal schemes over Spf R, and hence closed
immersions by Lemma 2.3.
(d) By [PaRa08, Proposition 1.3] there is a faithful representation ρ : G →֒ SLr as in (a) with
quasi-affine quotient SLr /ρ(G). Therefore all ZˆR are projective over Spf R by (b) and (c). The
associated strictly R[ 1ζ ]-analytic space (ZˆR)
an is Zariski-closed in the projective R[ 1ζ ]-analytic space
(F̂ℓ(n)SLr,R)an. By [ArHa14, Remark 4.7(f)] there is an R over which a representative ZˆR exists, such
that R[ 1ζ ] is Galois over EZˆ and ZˆR is invariant under Gal(R[
1
ζ ]/EZˆ). Since the Galois descent for
projective EZˆ -schemes is effective by [SGA 1, Chapitre VIII, Corollaire 7.7], the (Zˆ)
an
R descend to
a strictly EZˆ -analytic space (ZˆE)
an associated with a projective scheme ZˆE over SpecEZˆ .
By our proof of (a) above there is an étale covering of ZˆR formed by formal schemes Spf A on
which a lift to G
(
A[[z]][ 1z−ζ ]
)
exists. Under the map A[[z]] →֒ A[ 1ζ ][[z − ζ]], z 7→ z = ζ + (z − ζ)
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it gives rise to a lift to G
(
A[ 1ζ ]((z − ζ))
)
on the associated R[ 1ζ ]-analytic space (Spf A)
an. By (a)
this matrix descends to the universal section of GrBdRG over (ZˆR)
an. By Galois descent it descends
further to (ZˆE)
an and provides the closed immersion into GrBdRG ×Fq((ζ)) SpecEZˆ .
Example 2.6. We give an example of an ind-scheme Zˆ satisfying all properties of a bound in
Definition 2.1 except for (b)(v) to show that this condition is not implied by (b)(i). Let Zˆ ⊂ F̂ℓ(1)SL2
be the ind-closure of Yˆ ⊂ F̂ℓ(1)SL2 given by
Yˆ (B) := L+ SL2(B) ·
{(
a b
c d
) ∈ L SL2(B) : a, b, d ∈ B[[z]], c ∈ ζz−ζB[[z]]} · L+ SL2(B)/L+ SL2(B)
for any Fq[[ζ]]-algebra B. This satisfies all conditions in the definition of bounds except for possibly
(b)(v). Notice further that the special fiber of Zˆ consists just of the one point L+ SL2 /L
+ SL2.
We have that x =
(
1 0
ζ
z−ζ 1
)
and y =
(
z−ζ 0
0
1
z−ζ
)
are elements of L SL2(B) for all B such that
ζ is nilpotent in B. Therefore, x ∈ Zˆ(Spf Fq[[ζ]]) as one can see by reducing modulo (ζi) for all i.
However, already considering the reduction modulo ζ shows that y is not an element of Zˆ(Fq[[ζ]]).
On the other hand,
y =
(
1 −ζ−1(z−ζ)
0 1
)
· x ·
(
z−ζ ζ−1
−ζ 0
)
∈ SL2(Fq((ζ))[[z − ζ]]) · x · SL2(Fq((ζ))[[z − ζ]]).
This shows that Zˆan is not invariant under multiplication with SL2( • [[z − ζ]]) on the left.
We need condition (b)(v) of Definition 2.1 mainly in form of the following lemma.
Lemma 2.7. Let Zˆ be a bound. Then Zˆan⊗E
Zˆ
E˘Zˆ is invariant under left and right multiplication
with LG(F).
Here, as always, we use the morphism F((z))→ OX [[z−ζ]], z 7→ z = ζ+(z−ζ) for an E˘Zˆ -scheme
X and the induced homomorphism LG(F) = G
(
F((z))
)→ G(OX [[z − ζ]]) to define the actions.
Proof. This follows directly from the right invariance of Zˆan as a subscheme of the affine Grass-
mannian, and the left invariance imposed in condition (b)(v) of Definition 2.1.
Remark 2.8. We discuss some possible additional assumptions on bounds.
(a) The set π0(F̂ℓG,R) coincides with the set of Γ-orbits in π1(G)I by [Neup16, Lemma 2.2.6].
Every bound is a disjoint union of its intersections with the various connected components
of F̂ℓG,R, and thus we also obtain similar decompositions of base schemes for bounded local
G-shtukas, and later of the corresponding moduli spaces. If one wants to consider only one of
these disjoint parts at a time, one has to assume that there is a Γ-orbit of elements ξ ∈ π1(G)I
such that the ZˆR are contained in the corresponding connected component of F̂ℓG,R.
Also compare the non-emptiness condition of Theorem 4.20, which is in terms of π1(G)Γ
instead of π1(G)I/Γ. The natural projection map π1(G)I/Γ → π1(G)Γ is surjective but in
general not injective. Thus there may be several connected components of a given bound
that lead to non-empty parts of the period domain.
(b) If one wants to compare properties of the generic and the special fiber of a moduli space
of local G-shtukas bounded by Zˆ−1 (as defined in Section 3) it might be useful to consider
bounds Zˆ satisfying certain flatness or extension properties.
Assumptions (b)(i) and (b)(v) of Definition 2.1 imply that the closed points of the special fiber
Z from Remark 2.2(b), resp. of the analytic space Zˆan of Zˆ from Proposition 2.5(d), consist
of the points of a finite set N0 of L
+G-cosets, resp. a finite set Nan of G
(
L[[z − ζ]])-cosets.
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The former cosets are parametrized by some quotient W¯ of the extended affine Weyl group
W˜ of G with respect to a chosen maximal torus T of GFq((z)). Let L0 ⊃ Fq((ζ)) be a finite
separable field extension over which TL0 := T ×Fq((z)),z 7→ζ SpecL0 (and therefore also GL0)
splits. As G
(
L0[[z− ζ]]
) ⊂ G(L0((z− ζ))) is a hyperspecial maximal bounded open subgroup,
every G
(
L0[[z − ζ]]
)
-coset is of the form G
(
L0[[z − ζ]]
)
µ(z − ζ)G(L0[[z − ζ]])/G(L0[[z − ζ]])
for a uniquely determined µ ∈ X∗(TL0)dom = X∗(T )dom where dominance is with respect to
some chosen Borel subgroup. It would thus be interesting to see if such flatness conditions
can be formulated in terms of the associated sets N0 ⊂ W¯ and Nan ⊂ X∗(T )dom. However,
for the present paper we do not need any such condition.
(c) Given the discussion above, one might ask if bounds should just be defined by the corre-
sponding sets of double cosets of their geometric points. Even under assumptions as discussed
above, our definition gives some more freedom in the sense that the nilpotent structure of
the bound may still vary.
Example 2.9. As a special example we consider a split reductive group G0 over Fq, and we
set G := G0 ×Fq SpecFq[[z]]. Let T ⊂ G0 be a maximal split torus over Fq. Let B be a Borel
subgroup containing T and B its opposite Borel. Let µ ∈ X∗(T )dom be a dominant coweight. In
[HaVi11, Definition 3.5] we define “boundedness by (µ, z − ζ)” as follows. We consider a finite
generating system Λ of the monoid of dominant weights X∗(T )dom, and for all λ ∈ Λ the Weyl
module Vλ :=
(
IndG0
B
(−λ)dom
)
∨
. Let Y be the connected component of F̂ℓG corresponding to
the image µ# ∈ π1(G)I = π1(G) = π1(G0) = π0(F̂ℓG) of µ, and let G be the universal L+G
torsor and δ : LG ∼−→ LGY the universal isomorphism of LG-torsors over Y from (1.1). For the
representation ρλ : G → GL(Vλ) in RepFq((z)) G we consider the sheaves of OY [[z]]-modules ρλ∗G
and ρλ∗(L
+G)Y = OY [[z]]⊕ dimVλ associated with the L+G-torsors G and (L+G)Y over Y . The
isomorphism δ induces an isomorphism ρλ∗δ : ρλ∗G⊗OY [[z]]OY ((z)) ∼−→ ρλ∗(L+G)Y ⊗OY [[z]]OY ((z)).
According to [HaVi11, Definition 3.5] “δ is bounded by (µ, z − ζ)” if for all λ ∈ Λ
ρλ∗δ (ρλ∗G) ⊂ (z − ζ) −〈 (−λ)dom,µ〉 · ρλ∗(L+G)Y .
In terms of Definition 2.1 this can be described as follows. Let M ∈ LGL(Vλ)(Sλ) be the universal
element over the ind-scheme Sλ := LGL(Vλ) ×̂Fq Spf Fq[[ζ]]. Let Sλ ⊂ Sλ be the closed ind-
subscheme where the matrix (z − ζ)〈 (−λ)dom,µ〉M has entries in OSλ [[z]], and let
Zˆλ := Sλ/(L
+GL(Vλ) ×̂Fq Spf Fq[[ζ]]) ⊂ F̂ℓGL(Vλ) .
Write Λ = {λ1, . . . , λm} and for each λi consider the morphism ρλi∗ : Y → F̂ℓGL(Vλi ) induced from
ρλi . Let Zˆ
−1
G0,µ
be the base change of the closed ind-subscheme Zˆλ1 ×̂Spf Fq[[ζ]] . . . ×̂Spf Fq[[ζ]] Zˆλm
under the morphism
∏
i ρλi∗ : Y → F̂ℓGL(Vλ1 ) ×̂Fq [[ζ]] . . . ×̂Fq[[ζ]] F̂ℓGL(Vλm ). Then a local G-shtuka is
bounded by Zˆ−1G0,µ if and only if it is “bounded by (µ, z−ζ)” in the sense of [HaVi11, Definition 3.5].
The bound Zˆ−1G0,µ has reflex ring Fq[[ζ]] and Zˆ
−1
G0,µ
is a representative of this bound over the reflex
ring.
In this case, the double cosets occurring in the description of the sets of closed points of the
generic and of the special fiber of bounds are both parametrized by the set X∗(T )dom, and for our
particular bound, both the generic fiber and the special fiber correspond to the union of all double
cosets for µ′  µ. In terms of Remark 2.8 condition (a) and N0 = Nan from (b) are satisfied. The
nilpotent structure as discussed in Remark 2.8(c) is in general not so clear in this case.
However, if for example G0 = GLr and µ = 2nρ
∨ where 2ρ∨ = (r − 1, . . . , 1− r) is the sum of
the positive coroots of G0, then the bound Zˆ
−1
GLr,µ
⊂ F̂ℓGLr equals F̂ℓ
(n)
SLr ⊂ F̂ℓSLr ⊂ F̂ℓGLr by
[HaVi11, Lemma 4.3].
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For the sake of completeness we want to add the following lemma which was used in Re-
mark 2.2(a).
Lemma 2.10. Let Zˆ = [(R, ZˆR)] be a bound in the sense of [ArHa14, Definition 4.8]. Consider
the subsheaves Zˆ−1R ⊂ F̂ℓG,R defined on schemes S in NilpR as the subset Zˆ−1R (S) of F̂ℓG,R(S)
given by{
x ∈ F̂ℓG,R(S) : there is an étale covering f : S′ → S and an element g ∈ LG(S′)
such that f∗x = g · L+G(S′) in F̂ℓG,R(S′) and g−1 · L+G(S′) ∈ ZˆR(S′)
}
.
Then Zˆ−1 = [(R, Zˆ−1R )] is a bound in the sense of [ArHa14, Definition 4.8] with the same reflex
ring RZˆ as Zˆ. Moreover for two L
+G-torsors G and G′ over a scheme S ∈ NilpR
Zˆ
, an isomorphism
δ : LG ∼−→ LG′ between the associated LG-torsors is bounded by Zˆ if and only if δ−1 is bounded by
Zˆ−1.
Proof. The subset is well defined, because ZˆR is by Definition 2.1(b)(i) invariant under multiplica-
tion with L+G on the left. We fix a faithful representation ρ : G →֒ SLr and consider the induced
morphism ρ∗ : FℓG →֒ FℓSLr . The ind-scheme structure on FℓG,R is given as the inductive limit
of the schemes
Xn := F̂ℓG ×̂F̂ℓSLr F̂ℓ
(n)
SLr ×̂Fq [[ζ]] SpecR/(ζn),
where F̂ℓ(n)SLr was defined in (2.1). We must show that Zˆ−1R ×F̂ℓG,R Xn is representable by a closed
subscheme of Xn. Let Yn := Xn ×̂F̂ℓG,R
(
LG ×̂Fq SpecR/(ζn)
)
. Since Xn ×̂F̂ℓG,R ZˆR ⊂ Xn is a
closed subscheme, the base change Zn := Yn ×̂Xn Xn ×̂F̂ℓG,R ZˆR is a closed subscheme of Yn, on
which L+GR/(ζn) := L
+G ×̂Fq SpecR/(ζn) acts by multiplication on the left. By Cramer’s rule
(e.g. [Bour70, III.8.6, Formulas (21) and (22)]) the inversion g 7→ g−1 on LG induces isomorphisms
of Xn with the quotient sheaf L
+GR/(ζn)\Yn and of Zˆ−1R ×F̂ℓG,RXn with L+GR/(ζn)\Zn. Therefore
it suffices to show that the morphism L+GR/(ζn)\Zn → L+GR/(ζn)\Yn of sheaves is representable
by a closed immersion. The latter follows by fpqc descent [BLR90, § 6.1, Theorem 6] and [EGA,
IV2, Proposition 2.7.1] from the fact that the diagram
Zn
  //

Yn

L+GR/(ζn)\Zn // L+GR/(ζn)\Yn
is cartesian and the right vertical arrow is an affine faithfully flat morphism of schemes. This
proves that Zˆ−1R ⊂ F̂ℓG,R is representable by a closed ind-subscheme. By construction it satisfies
the invariance under left multiplication by L+G from Definition 2.1(b)(i).
To show that Zˆ−1R satisfies Definition 2.1(b)(ii) let S
′ be an étale covering of the special fiber
ZR of ZˆR, such that the closed immersion ZR →֒ F̂ℓG,R ×̂R SpecκR lifts to a morphism S′ →
LG ×̂Fq SpecκR, which we view as an element g−1 ∈ LG(S′). Since ZR is quasi-compact, we
may choose S′ to be quasi-compact. Then the element g · L+G(S′) in F̂ℓG,R(S′) corresponds to a
morphism S′ → F̂ℓG,R ×̂R Spec κR which factors through Z−1R . The morphism L+G ×̂Fq S′→ Z−1R ,
(h, g) 7→ hg · L+G is a surjective morphism of ind-schemes. Therefore Z−1R is a quasi-compact
scheme.
The equality of reflex rings follows from the fact that γ(Zˆ) = Zˆ if and only if γ(Zˆ−1) = Zˆ−1
for γ ∈ AutFq [[ζ]](Fq((ζ))alg). Finally the statement about the boundedness of δ and δ−1 is clear
from the definition of the Zˆ−1R .
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Example 2.11. We revert to Example 2.9. If G0 = GLr or G0 = SLr then
ZˆG0,µ := (Zˆ
−1
G0,µ
)−1 = Zˆ−1G0,(−µ)dom
by Cramer’s rule (e.g. [Bour70, III.8.6, Formulas (21) and (22)]). However, this is not true for
general G0. For example let G0 = PGL2 and char(Fq) = 2. We choose Λ to consist of the only
positive root α. The corresponding Weyl module Vα is the dual of the adjoint representation. With
respect to the decomposition Vα = (LieT ⊕ LieUα ⊕ LieU−α)∨ it is given by
ρα : PGL2 → GL(Vα) , g =
(
a b
c d
)
7→

1 acdet g
bd
det g
0 a
2
det g
b2
det g
0 c
2
det g
d2
det g
 .
We let µ ∈ X∗(T )dom be the dominant coweight with µ(a) = ( a 00 1 ). Then (−µ)dom = µ and 〈µ, α〉 =
1. Over the Fq[[ζ]]/(ζ)-algebra B = Fq[ε]/(ε2) the element g =
(
1 ε
z
0 z
) ∈ LG(B) = PGL2(B((z)))
lies in Zˆ−1PGL2,µ, but g
−1 =
(
z − ε
z
0 1
)
does not belong to Zˆ−1PGL2,µ because
ρα(g) =
 1 0
ε
z
0 1z 0
0 0 z
 and ρα(g−1) =
 1 0 −
ε
z2
0 z 0
0 0 1z
 .
So ZˆPGL2,µ 6= Zˆ−1PGL2,(−µ)dom in this case. Note that nevertheless, the underlying topological
spaces of these two bounds coincide by Remark 2.8(b). So the difference lies in the nilpotent
structure.
3 Rapoport-Zink spaces for bounded local G-shtukas
To recall the definition of Rapoport-Zink spaces for local G-shtukas let G0 be a local G-shtuka
over F. Since F has no non-trivial étale coverings, we may fix a trivialization G0 ∼=
(
(L+G)F, bσ
∗
)
where b ∈ LG(F) represents the Frobenius morphism. In all that follows we may replace G0 by
a quasi-isogenous local G-shtuka G′0 ∼=
(
(L+G)F, b
′σ∗
)
. In terms of the trivializations this means
that there is an h ∈ LG(F) with b′ = h−1bσ∗(h).
Definition 3.1. Let Zˆ = [(R, ZˆR)] be a bound with reflex ring RZˆ = κ[[ξ]], set R˘Zˆ := F[[ξ]], and
consider the functor
M˘Zˆ−1G0 : (NilpR˘Zˆ )
o −→ Sets
S 7−→
{
Isomorphism classes of (G, δ¯) : where G is a local G-shtuka over S
bounded by Zˆ−1 and δ¯ : GS¯ → G0,S¯ is a quasi-isogeny over S¯
}
Here S¯ := VS(ζ) is the zero locus of ζ in S.
The group QIsogF(G0) of quasi-isogenies of G0 acts on the functor M˘Zˆ
−1
G0
via j : (G, δ¯) 7→
(G, j ◦ δ¯) for j ∈ QIsogF(G0).
Remark 3.2. Since G0 ∼=
(
(L+G)F, bσ
∗
)
we can identify QIsogF(G0) ∼= Jb
(
Fq((z))
)
where Jb is
the connected algebraic group over Fq((z)) which is defined by its functor of points that assigns to
an Fq((z))-algebra A the group
Jb(A) :=
{
g ∈ G(A ⊗Fq((z)) F((z))) : g−1 b σ∗(g) = b
}
; (3.1)
see [ArHa14, Remark 4.16].
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Remark 3.3. As in the arithmetic case (compare [RaZi96, 3.48]) we have a Weil descent datum α
on the functor M˘Zˆ−1G0 . To define it, let S ∈ NilpR˘Zˆ and let f : S → Spf R˘Zˆ and f¯ : S¯ → Spec R˘Zˆ/(ζ)
be the structure morphisms. Let ϕ be the Frobenius of R˘Zˆ = F[[ξ]] over RZˆ = κ[[ξ]] and let Sϕ
be the scheme S together with the structure morphism ϕ ◦ f : S → Spf R˘Zˆ . If #κ = qe the
inclusion F →֒ R˘Zˆ is equivariant for the action of ϕ on R˘Zˆ and the action of σe on F. To define
α : M˘Zˆ−1G0 (S) ∼−→ (ϕ∗M˘Zˆ
−1
G0
)(S) := M˘Zˆ−1G0 (Sϕ) let (G, δ¯) be a point in the first set. To make the
definition more clear we write G0,S¯ = f¯
∗(G0). Then we set α(G, δ¯) = (G, f¯∗(τeG0)−1 ◦ δ¯), i.e. we
replace the quasi-isogeny δ¯ by the composite GS¯ → f¯∗(G0) → f¯∗σe∗(G0) = (ϕ¯f¯)∗(G0). Although
this Weil descent datum is in general not effective, M˘Zˆ−1G0 always descends to a finite unramified
extension of R˘Zˆ ; see Remark 3.5(b).
As in Remark 2.2(a) and (b) we let Zˆ−1 be the bound from Lemma 2.10, and we let Z−1 be the
special fiber of Zˆ−1 over κ. We define the associated affine Deligne-Lusztig variety as the reduced
closed ind-subscheme XZ−1(b) ⊂ FℓG whose K-valued points (for any field extension K of F) are
given by
XZ−1(b)(K) :=
{
g ∈ FℓG(K) : g−1 b σ∗(g) ∈ Z−1(K)
}
. (3.2)
In [ArHa14, Theorem 4.18 and Corollary 4.26] the following theorem was proved.
Theorem 3.4. The functor M˘Zˆ−1G0 : (Nilp R˘Zˆ )
o → Sets from Definition 3.1 is ind-representable
by a formal scheme over Spf R˘Zˆ which is locally formally of finite type and separated. It is an
ind-closed ind-subscheme of FℓG ×̂Fq Spf R˘Zˆ . Its underlying reduced subscheme equals XZ−1(b),
which is a scheme locally of finite type and separated over F, all of whose irreducible components
are projective.
The formal scheme representing M˘Zˆ−1G0 is called a Rapoport-Zink space for bounded local G-
shtukas. Recall that a formal scheme over R˘Zˆ in the sense of [EGA, Inew, 10] is called locally
formally of finite type if it is locally noetherian and adic and its reduced subscheme is locally of
finite type over F.
Remark 3.5. (a) With the element b ∈ LG(F) Kottwitz associates a slope homomorphism
νb : DF((z)) → GF((z)), called Newton point (or Newton polygon) of b; see [Kott85, 4.2]. Here D
is the diagonalizable pro-algebraic group over F((z)) with character group Q. The slope homomor-
phism is characterized by assigning the slope filtration of(
V ⊗Fq((z)) F((z)), ρ(b)σ∗
)
to any (V, ρ) in RepFq((z)) G; see [Kott85, Section 4]. Furthermore, Kottwitz shows that σ-conjuga-
ting b amounts to conjugating νb by the corresponding element. One can thus associate with the
σ-conjugacy class [b] a well-defined G
(
F((z))
)
-conjugacy class {νb} in Hom(DF((z)), GF((z))), which
moreover is invariant under σ by [Kott85, 4.4].
The second important invariant of [b] is defined as follows. Consider again the Kottwitz ho-
momorphism κG : LG(F) → π1(G)I as explained in [PaRa08, 2.a.2]. We compose κG with the
projection to π1(G)Γ. This then yields a well-defined map (again denoted κG) from the set of σ-
conjugacy classes B(G) to π1(G)Γ (see [Kott97]). Together, νb and κG([b]) determine [b] uniquely.
We denote by [b]# the images of κG(b) in π1(G)Γ and in π1(G)Γ,Q := π1(G)Γ ⊗Z Q. The latter
equals the image of the conjugacy class {νb} in π1(G)Γ,Q; see [RaRi96, Theorem 1.15(iii)].
(b) Since F is algebraically closed and the generic fiber of G is connected reductive we may replace
b by h−1bσ∗(h) and assume that b ∈ LG(F) satisfies a decency equation for a positive integer s,
that is, sνb : DF((z)) → GF((z)) factors through Gm, and
(bσ)s = sνb(z)σ
s in LG(F)⋊ 〈σ〉; (3.3)
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see [Kott85, Section 4]. Let Fqs ⊂ F be the finite field extension of Fq of degree s. Then b ∈
LG(Fqs), νb is defined over Fqs((z)) ([RaZi96, Corollary 1.9]) and Jb ×Fq((z)) Fqs((z)) is an inner
form of the centralizer of the 1-parameter subgroup sνb of G, a Levi subgroup of GFqs ((z)); see
[RaZi96, Corollary 1.14]. In particular Jb
(
Fq((z))
) ⊂ G(Fqs((z))) = LG(Fqs). Moreover, in this
case M˘Zˆ−1G0 descends by [ArHa14, Theorem 4.18] to a formal scheme locally formally of finite type
over (Fqs · κ)[[ξ]] where Fqs · κ is the compositum inside F.
(c) If more generally we start with a local G-shtuka G0 over any field k in NilpRZˆ we can define
the Rapoport-Zink functor MZˆ−1G0 as in Definition 3.1 on the category Nilpk[[ξ]]. Then G0 ⊗k k
alg
is trivial and decent, and hence MZˆ−1G0 ⊗k k
alg is ind-representable by a formal scheme locally
formally of finite type over kalg[[ξ]]. By an unpublished result of Eike Lau on Galois descent of
formal schemes locally formally of finite type, already MZˆ−1G0 is ind-representable by a formal
scheme locally formally of finite type over k[[ξ]]. However, we will not use this in the rest of this
work.
4 Period spaces for bounded local G-shtukas
In this section we construct period spaces. These will be strictly Fq((ζ))-analytic spaces in the
sense of Berkovich [Berk90, Berk93]. We equip the category of Fq((ζ))-schemes and the category
of Fq((ζ))-analytic spaces with the étale topology; see [Berk93, §4.1]. Recall the group scheme
G×Fq [[z]] SpecFq((ζ))[[z− ζ]], which is reductive because Fq[[z]]→ Fq((ζ))[[z− ζ]], z 7→ z = ζ+(z− ζ)
factors through Fq((z)), and recall its affine Grassmannian Gr
BdR
G from (1.2). For G = GLr, Hilbert
90 for loop groups [HaVi11, Proposition 2.3] shows that
GrBdRGLr (L) = GLr
(
L((z − ζ)))/GLr(L[[z − ζ]])
for any field extension L/Fq((ζ)).
Again for all G as above, the morphism of sheaves of sets on SpecFq((ζ))
G
(OX((z − ζ)))→ GrBdRG (X)
admits local sections for the étale topology. By [Spri09, Proposition 13.1.1] there is a finite
separable field extension L0 ⊃ Fq((ζ)) such that GL0 := G ⊗Fq[[z]],z 7→ζ L0 splits. Therefore the
group G ⊗Fq[[z]] Fq((ζ))((z − ζ)) over Fq((ζ))((z − ζ)) is unramified. Thus the inertia group of
Gal
(
Fq((ζ))((z − ζ))sep/Fq((ζ))((z − ζ))
)
acts trivially on π1(G) and the connected components of
GrBdRG ⊗̂Fq((ζ))Fq((ζ))alg are in canonical bijection with π1(G) by [PaRa08, Theorem 5.1]. For every
field extension L ⊂ Fq((ζ))alg of Fq((ζ)) we then obtain from [Neup16, Lemma 2.2.6] that
π0
(
GrBdRG ⊗̂Fq((z))L
) ∼= π1(G)/Gal(Lsep/L) (4.1)
where the quotient is the set of Gal(Lsep/L)-orbits. It has a natural projection to the group of
coinvariants π1(G)ΓL . In particular π0
(
GrBdRG ⊗̂Fq((z))L0
)
= π1(G).
Definition 4.1. Let X be an Fq((ζ))-scheme or a strictly Fq((ζ))-analytic space. A Hodge-Pink
G-structure over X is an element γ in GrBdRG (X). For a Hodge-Pink G-structure γ ∈ GrBdRG (L)
with values in a field L we let γ# ∈ π1(G)Γ be its image under the projection π0(GrBdRG )→ π1(G)Γ
induced by (4.1).
A Hodge-Pink structure of rank r over X is a sheaf q on X of OX [[z − ζ]]-submodules of
OX((z− ζ))r which is finitely generated as OX [[z− ζ]]-module, is a direct summand as OX -module,
and satisfies OX((z − ζ)) · q = OX((z − ζ))r.
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Remark 4.2. By [Scha14, Proposition 2.2.5] a Hodge-Pink structure q of rank r over X is Zariski-
locally on X free of rank r as OX [[z−ζ]]-module. In particular, it is of the form q = γ ·OX [[z−ζ]]r ⊂
OX((z − ζ))r for a uniquely determined Hodge-Pink GLr-structure γ ∈ GrBdRGLr (X) over X . This
yields an equivalence between Hodge-Pink GLr-structures and Hodge-Pink structures of rank r
over X .
To define the notion of weak admissibility recall from [HaKi15, Definitions 5.1 and 5.2] that a
z-isocrystal over F is a pair (D, τD) consisting of a finite-dimensional F((z))-vector space D and an
F((z))-isomorphism τD : σ∗D
∼−→ D. A Hodge-Pink structure on (D, τD) over a field extension L
of F((ζ)) is a free L[[z − ζ]]-submodule qD ⊂ D ⊗F((z)) L((z − ζ)) of full rank. Here, as always, we
use the homomorphism F((z)) →֒ F((ζ))[[z − ζ]], z 7→ z = ζ + (z − ζ).
Definition 4.3. Assume that F((ζ)) ⊂ L and let b ∈ LG(F) and γ ∈ GrBdRG (L).
(a) Let ρ : GFq((z)) → GLr,Fq((z)) be in RepFq((z)) G and set V = Fq((z))⊕r, the representation
space. We consider the elements ρ(b) ∈ GLr(F((z))) and ρ(γ) ∈ GrBdRGLr (L) = GLr
(
L((z −
ζ))
)
/GLr
(
L[[z − ζ]]). Then we define the z-isocrystal
Db(V, ρ) := (D, τD) :=
(
V ⊗Fq((z)) F((z)), ρ(σ∗b)σ∗
)
over F and the Hodge-Pink structure
qD(V ) := ρ(γ) · V ⊗Fq((z)) L[[z − ζ]] ⊂ V ⊗Fq((z)) L((z − ζ)) = D ⊗F((z)) L((z − ζ))
on it over L. We set Db,γ(V ) :=
(
V ⊗Fq((z)) F((z)), ρ(σ∗b)σ∗, qD(V )
)
.
(b) Let D = (D, τD, qD) be a z-isocrystal over F with Hodge-Pink structure over L and let det τD
be the determinant of the matrix representing τD with respect to an F((z))-basis of D. The
z-adic valuation tN (D) := ordz(det τD) is independent of this basis and is called the Newton
degree of D. The integer tH(D) with ∧rqD = (z − ζ)−tH (D) ∧r pD is called the Hodge degree
of D, where pD := D ⊗F((z)) L[[z − ζ]].
In particular, we have tN (Db,γ(V )) = ordz(det ρ(σ
∗b)) = ordz(det ρ(b)) and tH(Db,γ(V )) =
− ordz−ζ(det ρ(γ)).
(c) We say that D is weakly admissible if tH(D) = tN (D) and the following equivalent conditions
are satisfied (compare [Hart11, Definition 2.2.4])
• tH(D′) ≤ tN (D′) for every strict subobject
D′ =
(
D′, τD|σ∗D′ , qD ∩D′ ⊗F((z)) L((z − ζ))
)
(4.2)
of D, where D′ ⊂ D is a τD-stable F((z))-subspace,
• tH(D′′) ≥ tN (D′′) for every strict quotient object D′′ = (D′′, τD′′ , qD′′) of D, where
f : D→ D′′ is a τD-stable F((z))-quotient space and qD′′ = (f ⊗ id)(qD).
Remark 4.4. (a) The Hodge-Pink structure qD on (D, τD) induces a decreasing Hodge-Pink
filtration on DL := D ⊗F((z)),z 7→ζ L = pD/(z − ζ)pD given by
FiliDL :=
(
(z − ζ)iqD ∩ pD
)/(
(z − ζ)iqD ∩ (z − ζ)pD
)
= im
(
(z − ζ)iqD ∩ pD → DL
)
.
If (D, τD, F il
•DL) is weakly admissible in the sense of Fontaine, see [Font79, Définition 4.1.4],
then (D, τD, qD) is weakly admissible, but the converse is false in general. An example is D =
F((z))2, τD = z−1, qD =
(
z−ζ
1
)
L[[z − ζ]] + (z − ζ)2pD and D′ =
(
0
1
)
F((z)). This is due to the
facts that our Hodge slope tH(D, τD, qD) equals Fontaine’s Hodge slope tH(D, τD, F il
•DL) :=
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∑
i∈Z i·dimL FiliDL/F ili+1DL, see [Hart11, p. 1290 before Definition 2.2.4], and that the subspace
FiliD′L of D
′
L induced by D
′ from (4.2) is (in general strictly) contained in D′L ∩ FiliDL.
(b) We obtain an Fq((z))-linear tensor functor Db,γ : V 7→ Db,γ(V ). Namely, if f : (V, ρ)→ (V ′, ρ′)
is a morphism in RepFq((z)) G and (D, τD, qD) = Db,γ(V ) and (D
′, τD′ , qD′) = Db,γ(V
′), then
σ∗f = f and so f ◦ τD = f ◦ ρ(σ∗b) = ρ′(σ∗b) ◦ f = τD′ ◦ σ∗f and f(qD) ⊂ qD′ . Furthermore, the
compatibility with tensor products
(D, τD, qD)⊗ (D′, τD′ , qD′) := (D ⊗F((z)) D′, τD ⊗ τD′ , qD ⊗L[[z−ζ]] qD′)
is clear.
If L is a finite field extension of F((ζ)) then “weakly admissible implies admissible” by the
analog [Hart11, Theorem 2.5.3] of the theorem of Colmez and Fontaine [CoFo00, Théorème A].
More precisely, when Db,γ(V ) is weakly admissible then it is even admissible, that is it arises from
a local shtuka over OL via the analog H of Fontaine’s mysterious functor; see [Hart11, §2.3] or
Theorem 8.1 below. In contrast, if L is algebraically closed, weakly admissible does not imply
admissible. In general there is a criterion for admissibility in terms of σ-bundles over the analog
of the Robba ring as follows.
We consider field extensions L of Fq((ζ)) equipped with an absolute value | . | : L → R≥0 ex-
tending the ζ-adic absolute value on Fq((ζ)) such that L is complete with respect to | . |. We call
such an L a complete valued field extension of Fq((ζ)), and we let L := L̂alg be the completion of
an algebraic closure of L. For a rational number s > 0 we define the ring
L〈 zζs , z−1} :=
{ ∞∑
i=−∞
biz
i : bi ∈ L, |bi| |ζ|s′i → 0 (i→ ±∞) for all s′ ≥ s
}
.
It equals the ring of rigid analytic functions on the punctured disc {0 < |z| ≤ |ζ|s} over L of radius
|ζ|s. The ring L〈 zζs , z−1} is the function field analog of the Robba ring; see [Hart09, §2.8]. It
contains the element
t− :=
∏
i∈N0
(
1− ζq
i
z
)
, which satisfies t− = (1− ζz ) · σ∗(t−) . (4.3)
Definition 4.5. Let s ∈ Q satisfy 1 > s > 1q . A σ-bundle (on {0 < |z| ≤ |ζ|s}) over L
is a pair F = (F , τF ) consisting of a locally free L〈 zζs , z−1}-module F of finite rank together
with an isomorphism τF : σ
∗F ∼−→ ι∗F of L〈 zζqs , z−1}-modules, where σ∗F := F ⊗L〈 zζs ,z−1}, σ
L〈 zζqs , z−1} and ι∗F := F ⊗L〈 zζs ,z−1}, ι L〈
z
ζqs , z
−1} for the natural inclusion ι : L〈 zζs , z−1} →֒
L〈 zζqs , z−1},
∑
i biz
i 7→ ∑i bizi. The abelian group Homσ(F ,F ′) of morphisms between two σ-
bundles F = (F , τF ) and F ′ = (F ′, τF ′) consists of all L〈 zζs , z−1}-homomorphisms f : F → F ′
which satisfy τF ′ ◦ σ∗f = ι∗f ◦ τF .
The category of σ-bundles over L is an Fq((z))-linear rigid additive tensor category with unit
object O(0) := (L〈 zζs , z−1}, τO(0) = id).
Example 4.6. For d ∈ Z we define the σ-bundle O(d) over L as the pair (L〈 zζs , z−1}, τO(d) =
z−d · id). For more examples let d and n be relatively prime integers with n > 0. Consider the
matrix
Ad,n :=

0 0 z−d
1 0
0
0 0 1 0
 ∈ GLn(L〈 zζs , z−1}).
Let Fd,n =
(
L〈 zζs , z−1}
n
, τFd,n = Ad,n
)
. It is a σ-bundle of rank n over L. As a special case if
n = 1 we obtain Fd,1 = O(d).
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Proposition 4.7 ([HaPi04, Theorem 11.1 and Corollary 11.8]). If L is algebraically closed (and
complete) every σ-bundle F is isomorphic to a direct sum⊕iFdi,ni for uniquely determined pairs
(di, ni) up to permutation with gcd(di, ni) = 1. One has ∧nF ∼= Fd,1 = O(d) where n = rkF =∑
i ni and d =
∑
i di. One calls d the degree of F .
Proposition 4.8 ([HaPi04, Proposition 8.5]). If L is algebraically closed (and complete) then
Homσ(Fd,n, Fd′,n′) 6= (0) if and only if d/n ≤ d′/n′.
Let D = (D, τD, qD) be a z-isocrystal over F with a Hodge-Pink structure over a complete
valued field extension L of F((ζ)). To define the σ-bundles associated with D we first define the
σ-bundle
E := E(D) := D ⊗F((z)) L〈 zζs , z−1} , τE := τD ⊗ id , E(D) = (E , τE)
over L. Then E(D) ⊗ L[[z − ζ]] = pD := D ⊗F((z)) L[[z − ζ]] and the Hodge-Pink structure qD ⊂
E ⊗ L[[z − ζ]][ 1z−ζ ] defines a σ-bundle F(D) over L which is a modification of E(D) at z = ζq
i
for
i ∈ N0 as follows. Consider the isomorphism ηi :=
(
τE ◦ . . . ◦ (σi−1)∗τE
)⊗ id
ηi : (σ
i)∗
(
pD[
1
z−ζ ]
)
=
(
(σi)∗E)⊗ L[[z − ζqi ]][ 1
z−ζqi
] ∼−→ E ⊗ L[[z − ζqi ]][ 1
z−ζqi
] .
We define F = F(D) as the L〈 zζs , z−1}-submodule of E [ 1t− ] which coincides with E outside z = ζq
i
for i ∈ N0 and at z = ζqi satisfies F ⊗ L[[z − ζqi ]] = ηi(σi∗qD), that is
F := {m ∈ E [ 1t− ] : η−1i (m) ∈ σi∗qD for i ∈ N0 } . (4.4)
This can equivalently be viewed as the global sections over {0 < |z| ≤ |ζ|s} of the sheaf F˜ obtained
as the modification of the sheaf associated with E at the discrete set {z = ζqi : i ∈ N0} according
to the rule given in (4.4).
By construction τE induces on F the structure of a σ-bundle F(D) = (F , τF ) over L, and F(D)
is the unique σ-subbundle of E [ 1t− ] which coincides with E outside z = ζq
i
for i ∈ N0 and satisfies
F ⊗ L[[z − ζ]] = qD. This characterization implies that the assignment D 7→
(E(D), F(D)) is an
Fq((z))-linear tensor functor.
Definition 4.9. The pair of σ-bundles associated with D is the pair
(E(D), F(D)) constructed
above.
The z-isocrystal with Hodge-Pink structure D is said to be admissible if F(D) ⊗L〈 z
ζs
,z−1}
L〈 zζs , z−1} ∼= (F0,1)⊕ dimD.
In the notation of Definition 4.3 let D = Db,γ(V ) for a representation ρ : G → GL(V ) in
RepFq((z)) G and write
(Eb,γ(V ), Fb,γ(V )) := (E(D), F(D)).
As a motivation for this definition note that D is admissible if and only if it arises from a local
GLr-shtuka over OL by [Hart11, Theorem 2.4.7 and Definition 2.3.3].
Proposition 4.10 ([Hart11, Lemma 2.4.5]). For every z-isocrystal with Hodge-Pink structure
D over L the degree (defined in Proposition 4.7) satisfies degF(D) = tH(D) − tN (D) and
deg E(D) = −tN(D).
Corollary 4.11. If Db,γ(V ) is admissible then Db,γ(V ) is weakly admissible.
Proof. IfD := Db,γ(V ) is admissible then F(D)⊗L〈 z
ζs
,z−1}L〈 zζs , z−1} ∼= (F0,1)⊕ dimV and therefore
tH(D)− tN (D) = deg(F(D)) = 0. If D′ ⊂ D is a strict subobject then F(D′) ⊂ F(D) is a σ-sub-
bundle. It satisfies F(D′) ⊗L〈 z
ζs
,z−1} L〈 zζs , z−1} ∼=
⊕
i Fdi,ni for some di, ni by Proposition 4.7.
By Proposition 4.8 all di ≤ 0 and hence tH(D′)− tN (D′) = degF(D′) =
∑
i di ≤ 0.
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Lemma 4.12. Let νb : DF((z)) → GF((z)) be the Newton point associated with b; see Remark 3.5(a).
Let ρ : G → GL(V ) be a representation in RepFq((z)) G. Then under the canonical identifications
π1
(
GL(V )
)
Γ
= π1
(
GL(V )
)
= Z and Hom(DF((z)),Gm) = Q we have
ρ∗(γ
#) = tH
(
Db,γ(V )
)
and detV ◦ρ ◦ νb = tN
(
Db,γ(V )
)
.
In particular, the images [b]# and γ# of νb and γ in π1(G)Γ,Q := π1(G)Γ⊗ZQ coincide if and only
if tN
(
Db,γ(V )
)
= tH
(
Db,γ(V )
)
for all V ∈ RepFq((z)) G.
Proof. Since νb and νσ∗b are conjugate via b it suffices to show that detV ◦ρ ◦ νσ∗b = tN
(
Db,γ(V ).
The latter follows from the construction of νσ∗b in [Kott85, § 4.2]. The statement about tH follows
from the fact that ρ∗(γ
#) = ρ(γ)# = − ordz−ζ
(
det ρ(γ)) under the identification π0(Gr
BdR
GL(V )) =
π1(GL(V ))Γ ∼= Z. If [b]# = γ# holds in π1(G)Γ,Q then ρ∗([b]#) = ρ∗(γ#) in π1(GL(V ))Γ,Q ∼= Q.
Under the last isomorphism we have ρ∗([b]
#) = (ρ ◦ νb)# = detV ◦ρ ◦ νb. This proves one direction
of the last assertion. For the other direction we use the isomorphism π1(G)Γ,Q ∼= π1(Gab)Γ,Q ∼=
X∗(Gab)Γ,Q where Gab denotes the maximal abelian quotient of G (compare [RaRi96, Theo-
rem 1.15(ii)]). Now assume that [b]# 6= γ#. Then there is a homomorphism ϕ : π1(G)Γ,Q → Q
of Q-vector spaces such that ϕ([b]#) 6= ϕ(γ#). We have Hom(π1(G)Γ,Q,Q) ∼= X∗(Gab)ΓQ, thus a
non-zero integral multiple of ϕ induces a morphism ρ : G→ Gab → Gm over Fq((z))sep which is Γ-
invariant and therefore defined over Fq((z)). For this representation ρ we then have tN
(
Db,γ(V )
) 6=
tH
(
Db,γ(V )
)
.
Definition 4.13. We say that the pair (b, γ) ∈ LG(F) × GrBdRG (L) is (weakly) admissible if
[b]# = γ# in π1(G)Γ,Q and one of the following equivalent conditions holds:
(a) Db,γ(V ) is (weakly) admissible for every representation V in RepFq((z)) G,
(b) Db,γ(V ) is (weakly) admissible for some faithful representation V in RepFq((z)) G.
In addition, (b, γ) is neutral if [b]# = γ# in π1(G)Γ already without tensoring with Q.
Remark 4.14. If Db,γ(V ) is (weakly) admissible for every representation V in RepFq((z)) G, then
[b]# = γ# automatically holds in π1(G)Γ,Q by Lemma 4.12.
In the analogous situation in mixed characteristic, the condition [b]# = γ# also follows from
(b), due to the fact that in that case every W as in the beginning of the following proof is even a
direct summand of U .
Proof of the equivalence in Definition 4.13. Clearly (a) implies (b). For the converse fix a faithful
representation V . Then every Fq((z))-rational representation W of GFq((z)) is a subquotient of
U :=
⊕r
i=1 V
⊗li ⊗ (V ∨)⊗mi for suitable r, li and mi. If Db,γ(V ) is weakly admissible then this
also holds for Db,γ(U) by [Hart11, Theorem 2.2.5]. Likewise, if Db,γ(V ) is admissible we use the
compatibility of the functor V 7→ Fb,γ(V ) with direct sums, tensor products and duals to compute
Fb,γ(U) ∼=
r⊕
i=1
Fb,γ(V )⊗li ⊗ (Fb,γ(V )∨)⊗mi
∼=
r⊕
i=1
(F0,1⊕ dimV )⊗li ⊗ ((F0,1⊕ dimV )∨)⊗mi
∼= F0,1⊕ dimU .
So if Db,γ(V ) is admissible also Db,γ(U) is. Therefore it suffices to show that (weak) admissibility
is preserved under passage to sub-representations and quotient representations.
By Lemma 4.12 the condition [b]# = γ# in π1(G)Γ,Q implies tN
(
Db,γ(W )
)
= tH
(
Db,γ(W )
)
for all representations W . Now let U be a representation such that Db,γ(U) is weakly admissible.
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Then the equivalent conditions from Definition 4.3(c) show that for every sub-representation or
quotient representation W of U also Db,γ(W ) is weakly admissible.
If Db,γ(U) is actually admissible then Fb,γ(U)⊗L〈 z
ζs
,z−1} L〈 zζs , z−1} ∼= F0,1⊕ dimU . If W ⊂ U
is a sub-representation then the σ-sub-bundle Fb,γ(W ) ⊂ Fb,γ(U) satisfies Fb,γ(W ) ⊗L〈 z
ζs
,z−1}
L〈 zζs , z−1} ∼=
⊕
iFdi,ni for some di, ni by Proposition 4.7. By Proposition 4.8 all di ≤ 0. Since∑
i
di = degFb,γ(W ) = tH
(
Db,γ(W )
)− tN(Db,γ(W )) = 0
by Proposition 4.10, all di must be zero and Fb,γ(W ) is admissible. Dually ifW is a quotient repre-
sentation of U , the σ-quotient-bundle Fb,γ(W ) ofFb,γ(U) satisfies Fb,γ(W )⊗L〈 z
ζs
,z−1}L〈 zζs , z−1} ∼=⊕
iFdi,ni for some di, ni with di ≥ 0 by Proposition 4.8. Again degFb,γ(W ) = 0 implies di = 0
and Fb,γ(W ) is admissible.
Remark 4.15. Let b ∈ LG(F). Let L0 be a finite field extension of Fq((ζ)) for which GL0 :=
G ×Fq[[z]],z 7→ζ L0 is split. Let T be a maximal split torus of GL0 which contains the image of
the Newton point νb : DF((z)) → GF((z)); see Remark 3.5(a). We may view νb as an element of
X∗(T )Q := X∗(T ) ⊗Z Q. Let L be a complete valued field extension of the completion of the
maximal unramified extension L˘0 of L0 and let γ ∈ GrBdRG (L). By the Cartan decomposition there
is a unique dominant cocharacter µγ ∈ X∗(T ) called the Hodge point of γ such that
γ ∈ G(L[[z − ζ]]) · µγ(z − ζ) ·G(L[[z − ζ]])/G(L[[z − ζ]]) ⊂ GrBdRG (L).
If (b, γ) is weakly admissible then νb  µγ (see [DOR10, Theorem 9.5.10], which is for the arith-
metic context, but gives a proof that can directly be translated to our situation), in other words
([b], {µγ}) is acceptable in the sense of [RaVi14, Definition 2.5]. The converse of this is not true.
However, if µ ∈ X∗(T ) is dominant with νb  µ, then one can show that there exists a cocharacter
Intg ◦µ : Gm,L → GL with g ∈ G(L) for a finite extension L ⊃ L˘0, which induces a weakly admis-
sible Hodge-Pink filtration on Db(V ) for all V . Indeed, this can be shown in the same way as the
arithmetic counterpart, compare [DOR10, Theorem 9.5.10]. Then by Remark 4.4(a), Db,γ(V ) is
weakly admissible (and even admissible) for every Hodge-Pink G-structure γ ∈ GrBdRG (L) which
induces Intg ◦µ, like for example γ = g ·µ(z− ζ). For more details and references in the arithmetic
context compare also the discussion in [RaVi14, Section 2.2 and Proposition 3.1].
We next want to define period spaces in the bounded situation. Let Zˆ = [(R, ZˆR)] be a bound
as in Definition 2.1 with reflex ring RZˆ = κ[[ξ]] and set E := EZˆ = κ((ξ)) and E˘ := F((ξ)). By
Proposition 2.5(d) the associated strictly R[ 1ζ ]-analytic spaces Zˆ
an
R arise by base change to R[
1
ζ ]
from a strictly EZˆ -analytic space Zˆ
an associated with a projective scheme ZˆE over SpecEZˆ , which
is a closed subscheme of the affine Grassmannian GrBdRG,E := Gr
BdR
G ×Fq((ζ)) SpecEZˆ .
Definition 4.16. We call HG,Zˆ := ZˆE the space of Hodge-Pink G-structures bounded by Zˆ and
set H˘G,Zˆ := HG,Zˆ ×EZˆ Spec E˘. Let G0 =
(
(L+G)F, bσ
∗
)
be a local G-shtuka over F. We define
the period spaces of (weakly) admissible Hodge-Pink G-structures on G0 bounded by Zˆ as
H˘wa
G,Zˆ,b
:=
{
γ ∈ H˘an
G,Zˆ
: the pair (b, γ) is weakly admissible
}
,
H˘a
G,Zˆ,b
:=
{
γ ∈ H˘an
G,Zˆ
: the pair (b, γ) is admissible
}
and
H˘na
G,Zˆ,b
:=
{
γ ∈ H˘an
G,Zˆ
: the pair (b, γ) is admissible and neutral
}
.
H˘na
G,Zˆ,b
equals the intersection of H˘a
G,Zˆ,b
with the union of those connected components of H˘G,Zˆ
which map to [b]# ∈ π1(G)Γ under the map π0(H˘G,Zˆ) → π0(GrBdRG )→ π1(G)Γ induced by (4.1).
In particular, H˘na
G,Zˆ,b
is a union of connected components of H˘a
G,Zˆ,b
.
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Remark 4.17. If E˘ ⊂ L then the homomorphism F((z))→ L[[z − ζ]], z 7→ z = ζ + (z − ζ) induces
a homomorphism LG(F) = G
(
F((z))
)→ G(L[[z− ζ]]). Thus if b′ = g b σ∗(g−1) for some g ∈ LG(F)
one can check that γ 7→ σ∗(g) · γ =: γ′ maps H˘wa
G,Zˆ,b
isomorphically onto H˘wa
G,Zˆ,b′
(and likewise for
H˘a
G,Zˆ,b′
and H˘na
G,Zˆ,b′
), because σ∗(g) maps H˘an
G,Zˆ
to itself by Lemma 2.7, and induces isomorphisms
Db′,γ′(V )
∼= Db,γ(V ) and Fb′,γ′(V ) ∼= Fb,γ(V ). In particular H˘waG,Zˆ,b′ , H˘aG,Zˆ,b′ and H˘naG,Zˆ,b′ are
invariant under the group Jb
(
Fq((z))
)
= QIsogF
(
(L+G)F, bσ
∗
)
from (3.1).
Proposition 4.18. The space H˘a
G,Zˆ,b
is contained in H˘wa
G,Zˆ,b
with H˘a
G,Zˆ,b
(L) = H˘wa
G,Zˆ,b
(L) for all
complete valued field extensions L/E˘ satisfying the following condition: Let L be the completion
of an algebraic closure of L, let ℓ¯ ⊂ L be a subfield isomorphic to the residue field of L under the
residue map OL→ OL/mL, and let L˜ be the closure of the compositum ℓ¯L inside L. (In particular,
if the residue field of L is perfect, then L˜ is the completion of the maximal unramified extension
of L.) The condition is that L˜ does not contain an element a with 0 < |a| < 1 such that all the
q-power roots of a also lie in L˜.
Proof. The inclusion H˘a
G,Zˆ,b
⊂ H˘wa
G,Zˆ,b
follows from Corollary 4.11. The equality H˘a
G,Zˆ,b
(L) =
H˘wa
G,Zˆ,b
(L) for the mentioned fields was proved in [Hart11, Theorem 2.5.3].
Remark 4.19. (a) The condition of the proposition, and hence H˘a
G,Zˆ,b
(L) = H˘wa
G,Zˆ,b
(L) holds, if
the value group of L does not contain a non-zero element which is arbitrarily often divisible by q.
This is due to the fact that the value groups of L and L˜ coincide. In particular, this is the case if
L is a finite field extension of E˘, or more generally if L is discretely valued, or even if the value
group of L is finitely generated. See [Hart11, Condition (2.3) on page 1294] for further discussion
of this condition.
(b) If L violates the condition, for example if L is algebraically closed and complete, it can happen
that H˘a
G,Zˆ,b
(L) ( H˘wa
G,Zˆ,b
(L). Examples in the case G = GLr were given in [Hart11, Example 3.3.2].
Theorem 4.20. The period space H˘wa
G,Zˆ,b
and the admissible locus H˘a
G,Zˆ,b
are open paracompact
strictly E˘-analytic subspaces of H˘an
G,Zˆ
. The intersections of any connected component of H˘an
G,Zˆ
with H˘wa
G,Zˆ,b
and H˘a
G,Zˆ,b
are arcwise connected. In the terminology of Remarks 2.8(b) and 4.15 the
spaces H˘wa
G,Zˆ,b
and H˘a
G,Zˆ,b
intersect after base change to L˘0 precisely those connected components of
GrBdR
G,L˘0
whose image in π1(G) = π0(Gr
BdR
G,L˘0
) (using (4.1)) is of the form µ# ∈ π1(G) for a µ ∈ Nan
with νb  µ.
Proof. Choose a faithful representation ρ : G →֒ GLr in RepFq((z)) G which factors through SLr,
and let n be an integer as in Proposition 2.5(a) for which ρ∗ : Zˆ → F̂ℓSLr factors through F̂ℓ
(n)
SLr =
ZˆGLr ,2nρ∨ ; see Examples 2.9 and 2.11. By Proposition 2.5 the E˘-analytic space H˘anG,Zˆ is a subspace
of HanGLr,2nρ∨⊗̂Fq((ζ))E˘, where HanGLr,2nρ∨ := (ZˆGLr ,2nρ∨)an. On the connected components of H˘anG,Zˆ
where [b]# = γ# in π1(G)Γ,Q we have by Definition 4.13
H˘wa
G,Zˆ,b
= H˘an
G,Zˆ
∩ H˘waGLr,2nρ∨,ρ(b)⊗̂F((ζ))E˘ and
H˘a
G,Zˆ,b
= H˘an
G,Zˆ
∩ H˘aGLr,2nρ∨,ρ(b)⊗̂F((ζ))E˘.
The intersections of the other components with H˘wa
G,Zˆ,b
and H˘a
G,Zˆ,b
are empty. Since every open
subspace of the compact E˘-analytic space H˘an
G,Zˆ
is paracompact by [Hart11, Lemma A.2.6], it
21
suffices to show that H˘waGLr ,2nρ∨,ρ(b) and H˘aGLr,2nρ∨,ρ(b) are open in H˘anGLr ,2nρ∨⊗̂F((ζ))E˘. An analogous
statement was proved in [Hart11, Theorems 3.2.2 and 3.2.4] for the quasi-projective Schubert cell
C˘ := GLr
(
• [[z − ζ]]) · (2nρ∨)(z − ζ) ·GLr( • [[z − ζ]])/GLr( • [[z − ζ]])
from [Hart11, Definition 3.1.6], which is open and dense in the Schubert variety H˘GLr,2nρ∨ . Let us
explain how to modify that proof to obtain a proof of the assertion above. The Schubert cell is a
homogeneous space C˘ = G˜/S; see [Hart11, p. 1318]. The properties that were needed in the proofs
of [Hart11, Theorems 3.2.2 and 3.2.4] were the following two. The morphism G˜an → C˘an is smooth,
and therefore C˘an carries the quotient topology under the morphism G˜an → C˘an. Secondly, the
universal Hodge-Pink structure on C˘ is given on G˜ by a universal matrix g in GLr
(OG˜[[z− ζ]]/(z−
ζ)2n(r−1)
)
.
For our purpose here we modify this as follows. Since LG → FℓG has local sections for
the étale topology, there is an étale covering X of H˘anGLr ,2nρ∨ on which the universal Hodge-
Pink G-structure is given by a universal element h in G
(OX((z − ζ))) which satisfies ρ(h) ∈
Mr
(
(z − ζ)−n(r−1)OX [[z − ζ]]
)
. We replace g by (z − ζ)n(r−1)ρ(h) mod (z − ζ)2n(r−1) and use
that H˘anGLr,2nρ∨ carries the quotient topology under the morphism X → H˘anGLr ,2nρ∨ by [Berk93,
Corollary 3.7.4]. With these modifications the proofs of [Hart11, Theorems 3.2.2 and 3.2.4] carry
over to our situation.
The connectedness of H˘wa
G,Zˆ,b
and H˘a
G,Zˆ,b
can be proved by the same arguments as in [Hart11,
Theorem 3.2.5].
It remains to compute which connected components of GrBdR
G,L˘0
meet H˘a
G,Zˆ,b
and H˘wa
G,Zˆ,b
. By
Remark 4.15 for every point γ ∈ H˘wa
G,Zˆ,b
⊗̂E˘L˘0 the Hodge point µγ ∈ X∗(T ) lies in Nan and νb  µγ .
In particular, γ lies in the component with image µ#γ ∈ π1(G). Conversely, let µ ∈ Nan with νb  µ.
Then Remark 4.15 implies that there is a point γ ∈ GrBdR
G,L˘0
with Hodge point µ such that (b, γ) is
weakly admissible. By Remark 2.8(b) the point γ lies in H˘a
G,Zˆ,b
and H˘wa
G,Zˆ,b
, and moreover, it lies
in the connected component of GrBdR
G,L˘0
with image µ# in π0(Gr
BdR
G,L˘0
) = π1(G).
5 Local systems of Fq((z))-vector spaces
Definition 5.1. For a ring A we let FModA denote the category of finite locally free A-modules.
If the ring A is either Fq[[z]] or Fq((z)) and Π is a topological group we denote by Rep
cont
A (Π) the
category of continuous representations in finite free A-modules, and by
forget : RepcontA
(
πe´t1 (X, x¯)
) −→ FModA (5.1)
the forgetful fiber functor. Moreover, we let
ω◦A : RepAG −→ FModA (5.2)
be the forgetful fiber functor. We also write ω◦ := ω◦Fq((z)). Then Aut
⊗(ω◦) = GFq((z)) by [DeMi82,
Theorem 2.11] and Aut⊗(ω◦Fq [[z]]) = G by [Wedh04, Corollary 5.20].
Let X be a strictly L-analytic space, where L is a field extensions of Fq((ζ)) which is complete
with respect to an absolute value | . | : L→ R≥0 extending the ζ-adic absolute value on Fq((ζ)). For
any group or ring A we denote by A the locally constant sheaf on the étale site Xe´t of X .
We recall de Jong’s [deJo95, § 2] definition of the étale fundamental group of X . De Jong calls a
morphism f : Y → X of L-analytic spaces an étale covering space of X if for every analytic point x
of X there exists an open neighborhood U ⊂ X such that Y ×X U is a disjoint union of L-analytic
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spaces Vi each mapping finite étale to U . The étale covering spaces of X form a category Cov
e´t
X .
It contains the full subcategory CovalgX of finite étale covering spaces.
A geometric base point x¯ of X is a morphism x¯ : BSpec(L)→ X where we denote by BSpec(L)
the Berkovich spectrum of an algebraically closed complete extension L of L. For a geometric base
point x¯ of X define the fiber functors at x¯
F e´tx¯ := F
e´t
X,x¯ : Cov
e´t
X −→ Sets , F e´tx¯
(
f : Y → X) := { y¯ : BSpec(L)→ Y with f ◦ y¯ = x¯ }
F algx¯ := F
alg
X,x¯ : Cov
alg
X −→ Sets , F algx¯ := F e´tx¯ |Covalg
X
. (5.3)
The étale fundamental group πe´t1 (X, x¯) and the algebraic fundamental group π
alg
1 (X, x¯) of X are
the automorphism groups
πe´t1 (X, x¯) := Aut(F
e´t
x¯ ) and π
alg
1 (X, x¯) := Aut(F
alg
x¯ ) .
These fundamental groups classify (finite) étale covering spaces in the sense that F e´tx¯ induces an
equivalence
F e´tx¯ : {disjoint unions of objects of Cove´tX} −→ πe´t1 (X, x¯)-Sets . (5.4)
Connected coverings correspond to πe´t1 (X, x¯)-orbits, and similarly for F
alg
x¯ ; see [deJo95, Theorem
2.10]. Here πe´t1 (X, x¯)-Sets (respectively π
alg
1 (X, x¯)-Sets) is the category of discrete (respectively
finite) sets endowed with a continuous left action of πe´t1 (X, x¯) (respectively π
alg
1 (X, x¯)).
The natural continuous group homomorphism πe´t1 (X, x¯) → πalg1 (X, x¯) has dense image. The
étale fundamental group πe´t1 (X, x¯) is Hausdorff and pro-discrete, π
alg
1 (X, x¯) is pro-finite and every
continuous homomorphism from πe´t1 (X, x¯) to a pro-finite group factors through π
alg
1 (X, x¯); see
[deJo95, Lemma 2.7 and Theorem 2.10]. In particular, RepcontFq[[z]]
(
πe´t1 (X, x¯)
)
= RepcontFq [[z]]
(
πalg1 (X, x¯)
)
,
but this is not true for representations on Fq((z))-vector spaces.
For the following overview we follow [Hart11, Definition A4.4].
Definition 5.2. A local system of Fq[[z]]-lattices on X is a projective system F = (Fn, in) of
sheaves Fn of Fq[[z]]/(zn)-modules on Xe´t, such that
(a) Fn is étale locally a constant free Fq[[z]]/(zn)-module of finite rank
(b) in⊗ id : Fn⊗Fq[[z]]/(zn) Fq[[z]]/(zn−1) ∼−→ Fn−1 is an isomorphism of sheaves of Fq[[z]]/(zn−1)-
modules.
The category Fq[[z]]-LocX of local systems of Fq[[z]]-lattices with the obvious morphisms is an
additive Fq[[z]]-linear rigid tensor category. If x¯ is a geometric point of X
Fx¯ := lim
←−
(Fn,x¯, in) .
is the stalk Fx¯ of F at x¯. It is a finite free Fq[[z]]-module. Starting from Fq[[z]]-lattices one defines
local systems of Fq((z))-vector spaces and their stalks as in [deJo95, § 4], or [Hart11, Definition
A4.4].
Local systems of Fq((z))-vector spaces form a category Fq((z))-LocX . It is an abelian Fq((z))-
linear rigid tensor category. The theory of these local systems parallels the theory of local systems
of Qℓ-vector spaces developed in [deJo95]. In particular there is the following description.
Proposition 5.3. (Compare [deJo95, Corollary 4.2].) For any geometric point x¯ of X there is a
natural Fq[[z]]-linear tensor functor
ωx¯ : Fq[[z]]-LocX −→ RepcontFq[[z]]
(
πalg1 (X, x¯)
)
= RepcontFq[[z]]
(
πe´t1 (X, x¯)
)
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and a natural Fq((z))-linear tensor functor
ωx¯ : Fq((z))-LocX −→ RepcontFq((z))
(
πe´t1 (X, x¯)
)
which assigns to a local system F ∈ Fq[[z]]-LocX , respectively V ∈ Fq((z))-LocX the representation
of πalg1 (X, x¯) on Fx¯, respectively of πe´t1 (X, x¯) on Vx¯. These tensor functors are equivalences if X
is connected.
Proof. De Jong [deJo95, Corollary 4.2] proved this for Qℓ and the statement for Fq((z)) is proved
verbatim. We indicate the (easier) argument for Fq[[z]]. Let F = (Fn, in) ∈ Fq[[z]]-LocX . Then the
Fn are represented by finite étale covering spaces Yn of X . This yields an action of πalg1 (X, x¯) on
F algx¯ (Yn) = Fn,x¯ and on Fx¯ := lim
←−
(Fn,x¯, in).
Let A = Fq[[z]] or A = Fq((z)) and recall the forgetful fiber functor ω◦A : RepAG → FModA
from Definition 5.1. If A = Fq((z)) we let in addition ω˜ : RepFq((z)) G → FModA be another fiber
functor, and we let G˜ := Aut⊗(ω˜) be the group scheme over Fq((z)) of tensor automorphisms of ω˜;
see [DeMi82, Theorem 2.11]. Then Isom⊗(ω◦, ω˜) is a left G-torsor and a right G˜-torsor over Fq((z))
and corresponds to a cohomology class cl(ω◦, ω˜) ∈ H1(Fq((z)), G) by [DeMi82, Theorem 3.2]. The
group G˜ is isomorphic to the inner form of G defined by the image of cl(ω◦, ω˜) in H1(Fq((z)), Gad),
where G→ Gad is the adjoint quotient. If A = Fq[[z]] we set ω˜ := ω◦Fq[[z]] and G˜ := G. This is no
restriction because Lang’s Theorem [Lang56, Theorem 2] stating H1(Fq[[z]], G) = H
1(Fq, G) = (1)
implies that all fiber functors RepFq [[z]] G→ FModFq[[z]] are isomorphic to ω◦Fq[[z]].
Let X be connected, let x¯ be a geometric base point of X , and recall the forgetful fiber functor
forget : RepcontA
(
πe´t1 (X, x¯)
)→ FModA from (5.1).
Corollary 5.4. In the situation above, consider the set TA of isomorphism classes of pairs (V , β)
where V : RepAG → A-LocX is a tensor functor and β ∈ Isom⊗(ω˜, forget ◦ ωx¯ ◦ V)(A) is an
isomorphism of tensor functors. There is a canonical bijection between TA and the set of continuous
group homomorphisms
πe´t1 (X, x¯) −→ G˜(A) .
Proof. Let (V , β) ∈ TA. By Proposition 5.3 any element of πe´t1 (X, x¯) yields a tensor automorphism
of the fiber functor forget ◦ ωx¯ ◦ V . By β it is transported to a tensor automorphism of ω˜, that is
an element of G˜(A). This defines a group homomorphism f := f(V,β) : π
e´t
1 (X, x¯) → G˜(A). Since
for all V ∈ RepAG the induced homomorphism πe´t1 (X, x¯)→ G˜(A)→ GL
(
ω˜(V )
)
(A) is continuous,
also f is continuous.
Conversely let f : πe´t1 (X, x¯) → G˜(A) be a continuous group homomorphism. Then we define
a tensor functor RepAG → RepcontA
(
πe´t1 (X, x¯)
)
by sending a representation V in RepAG to the
representation
(
ω˜(V ), ρ′V
)
given by
ρ′V : π
e´t
1 (X, x¯) −→ GL
(
ω˜(V )
)
(A) , g 7→ ω˜(V )(f(g)) .
Here ω˜(V )(f(g)) is the automorphism by which f(g) ∈ G˜(A) = Aut⊗(ω˜)(A) acts on the A-
module ω˜(V ). Note that ρ′V is continuous because G˜(A) → GL
(
ω˜(V )
)
(A) is continuous. Let
Vf (V ) ∈ A-LocX be the local system on X induced from ρ′V via Proposition 5.3. This defines
a tensor functor Vf : RepAG → A-LocX for which forget ◦ ωx¯ ◦ V is identified with ω˜. We let
βf ∈ Isom⊗(ω˜, forget ◦ ωx¯ ◦ V)(A) be this identification.
Clearly the assignments (V , β) 7→ f(V,β) and f 7→ (Vf , βf) satisfy f = f(Vf ,βf). Conversely, if
(V , β) ∈ TA and f = f(V,β) then β provides an isomorphism (Vf , βf) ∼−→ (V , β), and so (V , β) and
(Vf , βf ) coincide in TA.
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Remark 5.5. (a) In the situation of Corollary 5.4 any tensor functor V : RepFq((z)) G→ Fq((z))-LocX
induces a tower of étale covering spaces of X with Hecke action, as described in [Hart13, Remark
2.7(a)]. To recall the construction, assume that Isom⊗(ω˜, forget ◦ ωx¯ ◦ V)
(
Fq((z))
)
is non-empty.
Let K˜ ⊂ G˜(Fq((z))) be a compact open subgroup, and let E˘K˜ be the space representing rational
K˜-level structures on V , that is residue classes modulo K˜ of Fq((z))-rational tensor isomorphisms
(β : ω˜ ∼−→ forget ◦ ωx¯ ◦ V) mod K˜ ∈ Isom⊗(ω˜, forget ◦ ωx¯ ◦ V)
(
Fq((z))
)
/K˜
such that the class βK˜ is invariant under the étale fundamental group of E˘K˜ . Here Isom⊗(ω˜, forget◦
ωx¯ ◦ V)
(
Fq((z))
)
carries an action of K˜ through the action of G˜ on ω˜, and an action of πe´t1 (X, x¯)
through its action on ωx¯◦V. Then E˘K˜ is the étale covering space of X corresponding to the discrete
πe´t1 (X, x¯)-set Isom
⊗(ω˜, forget ◦ ωx¯ ◦ V)
(
Fq((z))
)
/K˜. Any choice of a fixed tensor isomorphism β0 ∈
Isom⊗(ω˜, forget ◦ ωx¯ ◦ V)
(
Fq((z))
)
associates with V a representation πe´t1 (X, x¯)→ G˜
(
Fq((z))
)
as in
Corollary 5.4, and induces an identification of the πe´t1 (X, x¯)-sets Isom
⊗(ω˜, forget◦ωx¯◦V)
(
Fq((z))
)
/K˜
and G˜
(
Fq((z))
)
/K˜. Moreover, if K˜ ′ ⊂ K˜ ⊂ G˜(Fq((z))) are compact open subgroups there is a
natural projection morphism π˘K˜,K˜′ : E˘K˜′ → E˘K˜ , βK˜ ′ 7→ βK˜.
On the tower (E˘K˜)K˜⊂G˜(Fq((z))) the group G˜
(
Fq((z))
)
acts via Hecke correspondences: Let g ∈
G˜
(
Fq((z))
)
and let K˜ ⊂ G˜(Fq((z))) be a compact open subgroup. Then g induces an isomorphism
ι(g)K˜ : E˘K˜ ∼−→ E˘g−1K˜g , βK˜ 7−→ βK˜g = βg(g−1K˜g) . (5.5)
The whole construction does not depend on the choice of the base point x¯ by [deJo95, Theorem 2.9]
and hence also applies if X is not connected.
(b) Assume moreover that a group J acts on X and let V : RepFq((z)) G→ Fq((z))-LocX be a tensor
functor which carries a J-linearization, that is, for every j ∈ J an isomorphism ϕj : j∗V ∼−→ V
of tensor functors (where j∗V is the pullback of V under the morphism j : X → X), satisfying a
cocycle condition. Then the tower of étale covering spaces E˘K˜ inherits an action of J over X as in
[Hart13, Remark 2.7(b)].
We now apply these considerations to the period spaces of Hodge-Pink G-structures.
Remark 5.6. The construction of the σ-bundle Fb,γ(V ) from Definition 4.9 not only works over
a field extension L of E˘ but more generally over the entire E˘-analytic space H˘an
G,Zˆ
from Defini-
tion 4.16. There it produces a σ-bundle Fb(V ) over H˘anG,Zˆ whose fiber at each point γ is Fb,γ(V );
see [Hart11, § 2.4].
The restriction of Fb(V ) to H˘aG,Zˆ,b induces by Theorem [Hart11, Theorem 3.4.1] a canonical
local system Vb(V ) of Fq((z))-vector spaces on H˘aG,Zˆ,b. It can be described as follows. On every
connected component Y of H˘a
G,Zˆ,b
we choose a geometric base point γ¯ : BSpec(L) → Y . We
consider the pullback γ¯∗Fb(V ) and its τ -invariants
γ¯∗Fb(V )τ := { f ∈ γ¯∗Fb(V ) : (γ¯∗τFb)(σ∗f) = f } .
Since γ¯∗Fb(V ) ∼= F0,1⊕ dimV the τ -invariants γ¯∗Fb(V )τ form an Fq((z))-vector space of dimension
equal to dimV , which is equipped with a continuous action of the étale fundamental group πe´t1 (Y, γ¯).
This defines the local system Vb(V ) of Fq((z))-vector spaces on Y under the correspondence of
Proposition 5.3. It satisfies Vb(V )γ¯ = γ¯∗Fb(V )τ and Vb(V )γ¯⊗Fq((z))L〈 zζs , z−1} = γ¯∗Fb(V )τ⊗Fq((z))
L〈 zζs , z−1} = γ¯∗Fb(V ) = Fb,γ¯(V ).
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If γ ∈ H˘a
G,Zˆ,b
is the image of the geometric point γ¯ and L is the residue field of γ then the
fiber Vb(V )γ of Vb(V ) at γ is a continuous representation of Gal(Lsep/L) on the finite-dimensional
Fq((z))-vector space γ¯∗Fb(V ). By [HaKi15, Remark 6.17] and with the notation from (6.1) below,
this Galois-representation can be described as
Vb(V )γ =
(
D ⊗k((z)) OL[[z, z−1}[t−1]
)τ ∩ qD ⊗L[[z−ζ]] L[[z − ζ]]
for Db,γ(V ) = D = (D, τD, qD). Here we use the notation from (6.1) below, and in addition
we let ti ∈ OFq((ζ))sep be solutions of the equations tq−10 = −ζ and tqi + ζti = ti−1, and set
t+ :=
∑∞
i=0 tiz
i ∈ OFq((ζ))sep [[z]] and t := t+t− ∈ OL[[z, z−1}, where t− was defined in (4.3). In
particular, if L is discretely valued then Vb(V )γ is the (equal characteristic) crystalline Galois
representation associated with the (weakly) admissible z-isocrystal with Hodge-Pink structure
Db,γ(V ) in the sense of [HaKi15, Definition 4.18 and Remark 6.17].
Theorem 5.7. Let b ∈ LG(F) and let Zˆ = [(R, ZˆR)] be a bound as in Definition 2.1 with reflex
ring RZˆ = κ[[ξ]]. Then the assignments V 7→ Fb(V ) 7→ γ¯∗Fb(V )τ 7→ Vb(V ) define an Fq((z))-linear
tensor functor Vb from RepFq((z)) G to the category Fq((z))-LocH˘a
G,Zˆ,b
of local systems of Fq((z))-
vector spaces on H˘a
G,Zˆ,b
. There is a canonical Jb
(
Fq((z))
)
-linearization on Vb.
Proof. First of all, the functors V 7→ Db,γ(V ) from Remark 4.4 and D 7→
(E(D), F(D)) from
Definition 4.9 are Fq((z))-linear tensor functors, and this works equally for the entire families
over H˘a
G,Zˆ,b
. In particular V 7→ Fb(V ) is a tensor functor from RepFq((z)) G to the category of
σ-bundles over H˘a
G,Zˆ,b
. Next, taking τ -invariants is obviously compatible with morphisms. It
is in general not compatible with tensor products, but since γ¯∗Fb(V ) ∼= F0,1⊕ dimV we have
γ¯∗Fb(V ) ∼=
(
γ¯∗Fb(V )τ
)⊗Fq((z)) L〈 zζs , z−1}. Therefore
γ¯∗Fb(V ⊗ V ′) ∼= γ¯∗Fb(V )⊗L〈 z
ζs
,z−1} γ¯
∗Fb(V ′)
∼= (γ¯∗Fb(V )τ ⊗Fq((z)) γ¯∗Fb(V )τ )⊗Fq((z)) L〈 zζs , z−1},
and hence γ¯∗Fb(V ⊗V ′)τ ∼= γ¯∗Fb(V )τ ⊗Fq((z)) γ¯∗Fb(V )τ . We now use Proposition 5.3 to conclude
that Vb is an Fq((z))-linear tensor functor.
If j ∈ Jb
(
Fq((z))
)
the isomorphism(
j∗Fb(V )
)
γ
=
(Fb(V ))j(γ) = Fb,j(γ)(V ) ∼= Fb,γ(V ) = (Fb(V ))γ
from Remark 4.17 yields Jb
(
Fq((z))
)
-linearizations ϕj : j
∗Fb(V ) ∼−→ Fb(V ) and ϕj : j∗Vb ∼−→ Vb.
Let us end this section by stating the significance of Theorem 5.7 in terms of the étale funda-
mental group and in terms of étale covering spaces. Let γ¯ be a geometric base point of H˘a
G,Zˆ,b
.
Remark 5.8. Let ω◦ and ωb,γ¯ := forget ◦ ωγ¯ ◦ Vb be the fiber functors from RepFq((z)) G to
FModFq((z)) with ω
◦(V ) := V and ωb,γ¯(V ) := Vb(V )γ¯ = γ¯∗Fb(V )τ . By [deJo95, Theorem 2.9] the
fiber functors ωb,γ¯ and ωb,γ¯′ are isomorphic for any two geometric base points γ¯ and γ¯
′ which lie
in the same connected component of H˘a
G,Zˆ,b
. Let G˜ := Aut⊗(ωb,γ¯). Then Isom
⊗(ω◦, ωb,γ¯) is a
left G-torsor and a right G˜-torsor over Fq((z)) and corresponds to a cohomology class cl(b, γ¯) ∈
H1(Fq((z)), G) by [DeMi82, Theorem 3.2]. G˜ is the inner form of G defined by the image cl(b, γ¯) ∈
H1(Fq((z)), Gad).
In the analogous situation over Qp, the torsor between the crystalline and the étale fiber functor
is given by the cohomology class
cl(b, γ¯) = [b]# − γ¯# ∈ H1(Qp, G) .
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This was proved by Rapoport and Zink [RaZi96, 1.20] if Gder is simply connected and in general
by Wintenberger [Wint97, Corollary to Proposition 4.5.3]; see also [CoFo00, Proposition on page
4].
The analog of Wintenberger’s theorem in our situation (which has not been proved yet) is the
statement that the torsor Isom⊗(ω◦, ωb,γ¯) is given by the cohomology class
cl(b, γ¯) = [b]# − γ¯# ∈ H1(Fq((z)), G) . (5.6)
Note that also in the function field case considered here, the weak admissibility of the pair (b, γ¯)
implies that the difference [b]# − γ¯# lies in (π1(G)Γ)tors which is identified with H1(Fq((z)), G);
see [RaRi96, Theorem 1.15] (and use [BoSp68, 8.6] instead of Steinberg’s theorem). In particular,
if γ¯ ∈ H˘na
G,Zˆ,b
and the analog (5.6) of Wintenberger’s theorem is established, then there is an
Fq((z))-rational tensor isomorphism β : ω◦
∼−→ ωb,γ¯ and G˜ := Aut⊗(ωb,γ¯) ∼= G.
Remark 5.9. By Corollary 5.4 the restriction of the tensor functor Vb from Theorem 5.7 to
the connected component Y of H˘a
G,Zˆ,b
containing the geometric base point γ¯ corresponds to a
continuous group homomorphism
πe´t1 (Y, γ¯) −→ G˜
(
Fq((z))
)
(5.7)
(under the choice of β := idω˜ for ω˜ := ω˜b,γ¯).
By Remark 5.5, the tensor functor Vb defines a tower (E˘K˜)K˜⊂G˜(Fq((z))) of étale covering spaces
of H˘a
G,Zˆ,b
. However, the group G˜ might vary on the different connected components of H˘a
G,Zˆ,b
. It
is therefore more useful to fix a base point γ¯, and to define H˘a,γ¯
G,Zˆ,b
as the union of those connected
components consisting of elements γ¯′ with ω˜b,γ¯′ ∼= ω˜b,γ¯ . Then we obtain a tower (E˘ γ¯
K˜
)K˜⊂G˜(Fq((z)))
of étale covering spaces of H˘a,γ¯
G,Zˆ,b
with commuting actions of G˜
(
Fq((z))
)
by Hecke correspondences
and of the quasi-isogeny group Jb
(
Fq((z))
)
of G0 =
(
(L+G)F, bσ
∗
)
from (3.1).
Note that for A = Fq((z)) it can happen that ω˜ 6∼= ω◦ but G˜ ∼= G, namely if cl(ω◦, ω˜) ∈
H1(Fq((z)), G) is non-trivial and lies in the image of H
1(Fq((z)), Z), where Z ⊂ GFq((z)) is the center.
In this case Corollary 5.4 could be applied to a continuous group homomorphism πe´t1 (X, x¯) →
G
(
Fq((z))
)
both using ω◦ and ω˜. One obtains two tensor functors V , V˜ : RepAG → A-LocX and
tensor isomorphism β ∈ Isom⊗(ω◦, forget◦ωx¯◦V)
(
Fq((z))
)
and β˜ ∈ Isom⊗(ω˜, forget◦ωx¯◦V˜)
(
Fq((z))
)
.
Since cl(ω◦, ω˜) is trivialized by a finite unramified extension Fqn((z)) of Fq((z)) by [BoSp68, 8.6],
the pairs (V , β) and (V˜ , β˜) become isomorphic after tensoring with Fqn((z)).
6 The period morphisms
In this section we fix a local G-shtuka G0 =
(
(L+G)F, bσ
∗
)
over F and a bound Zˆ with reflex ring
RZˆ = κ[[ξ]]. We set EZˆ = κ((ξ)) and E˘ := F((ξ)). For any point (G, δ¯) ∈ M˘Zˆ
−1
G0
(S) with values
in S ∈ NilpR˘
Zˆ
the quasi-isogeny δ¯ : GS → G0,S lifts to a quasi-isogeny δ : G → G0,S by rigidity
[ArHa14, Proposition 2.11]. To construct period morphisms for local G-shtukas we need to lift the
universal δ¯, which is defined over the zero locus V(ζ) of ζ in M˘Zˆ−1G0 , to the entire formal scheme
M˘Zˆ−1G0 . This lift will no longer be a quasi-isogeny, because it acquires larger and larger powers
of z in the denominators by lifting successively modulo ζq
n
. To describe what the limit of this
lifting procedure is, we need the following generalization of [Hart11, Lemma 2.3.1] and [GeLa11,
Lemmas 2.8 and 6.4]. For an F[[ζ]]-algebra B which is complete and separated with respect to a
bounded norm | . | : B → {x ∈ R : 0 ≤ x ≤ 1} with 0 < |ζ| < 1, we define the F((z))-algebra
B[[z, z−1} := {∑
i∈Z
biz
i : bi ∈ B , |bi| |ζ|ri → 0 (i→ −∞) for all r > 0
}
. (6.1)
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Note that the convergence |bi| |ζ|ri → 0 for i → −∞ implies that |bi| < 1 for i ≫ 0. The
element t− :=
∏
i∈N0
(
1 − ζq
i
z
)
lies in B[[z, z−1} and satisfies z t− = (z − ζ)σ∗(t−); see (4.3).
Note that B[[z, z−1} contains B[[z]] and z−1, and that B[[z, z−1}/(ζ) = B[[z]][ 1z ] =: B((z)), for
B := B/ζB. Moreover, note that σ∗(t−) ∈ B[ 1ζ ][[z − ζ]]×, and B[[z, z−1} ⊂ B[ 1ζ ][[z − ζ]] by∑
i biz
i =
∑
i bi
(
ζ + (z − ζ))i =∑n≥0∑i bi( in)ζi−n(z − ζ)n. Therefore
B[[z, z−1}[ 1σ∗(t−)] ⊂ B[ 1ζ ][[z − ζ]] . (6.2)
Lemma 6.1. Let B be an F[[ζ]]-algebra as above. Let b ∈ LG(F) = G(F((z))), A ∈ G(B[[z]][ 1z−ζ ])
and ∆ ∈ LG(B) = G(B((z))) such that ∆ · (A mod ζ) = b · σ∗(∆) in G(B((z))). Then there is a
unique ∆ ∈ G(B[[z, z−1}[ 1t− ]) with ∆ mod ζ = ∆ and ∆ · A = b · σ∗(∆) in G(B[[z, z−1}[ 1t− ]).
Proof. We choose a faithful representation ρ : G →֒ GLr,Fq [[z]] over Fq[[z]]. There is a positive integer
N such that ρ(b), ρ(b−1) ∈ Mr
(
z−NF[[z]]
)
, as well as ρ(A), ρ(A−1) ∈ Mr
(
(z − ζ)−NB[[z]]), and
ρ(∆), ρ(∆
−1
) ∈ Mr
(
z−2NB[[z]]
)
. We choose C0, D0 ∈ Mr
(
z−2NB[[z]]
)
with C0 ≡ ρ(∆) (mod ζ)
and D0 ≡ ρ(∆−1) (mod ζ). For m > 0 we inductively define
Cm := (z
−Nρ(b))σ∗Cm−1((z − ζ)Nρ(A−1))
Dm := ((z − ζ)Nρ(A))σ∗Dm−1(z−Nρ(b−1))
in Mr
(
z−2N(m+1)B[[z]]
)
. The assumption on ∆¯ implies
C1 − C0 ≡ ρ
(
bσ∗(∆¯)A−1
)− ρ(∆¯) ≡ 0 (mod ζ) .
By induction on m, we obtain that
Cm+1 − Cm = (z−Nρ(b))σ∗(Cm − Cm−1)((z − ζ)Nρ(A−1))
≡ 0 (mod σ∗(σm−1)∗(ζ))
≡ 0 (mod (σm)∗(ζ)) .
Therefore the sequence (Cm)m converges to a matrix C ∈ Mr
(
B[[z, z−1}) and the sequence(∏m
i=0(1 − ζ
qi
z )
−N · Cm
)
m
converges to the matrix t−N
−
· C ∈ Mr
(
B[[z, z−1}[ 1t− ]
)
with (t−N
−
C) ≡
C ≡ ρ(∆) (mod ζ). The equation
m∏
i=0
(1− ζq
i
z )
−N · Cm · ρ(A) = ρ(b) · σ∗
(m−1∏
i=0
(1 − ζq
i
z )
−N · Cm−1
)
implies (t−N
−
C)ρ(A) = ρ(b)σ∗(t−N
−
C) inMr
(
B[[z, z−1}[ 1t− ]
)
. In the same way one sees that (Dm)m
converges to a matrixD ∈Mr
(
B[[z, z−1})with (t−N
−
D)ρ(b) = ρ(A)σ∗(t−N
−
D) inMr
(
B[[z, z−1}[ 1t− ]
)
and (t−N
−
D) mod ζ = ρ(∆
−1
). We obtain the congruences
Idr−t−2N− CD ≡ 0 (mod ζ) and by induction
Idr−t−2N− CD = ρ(b) · σ∗(Idr−t−2N− CD)ρ(b)−1 ≡ 0 (mod ζq
m
) for all m.
By looking at power series expansions in z of the matrix coefficients, these congruences imply by
the separatedness of the norm | . | that (t−N
−
C)(t−N
−
D) = Idr, that is t
−N
−
C ∈ GLr
(
B[[z, z−1}[ 1t− ]
)
.
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Since (σm∗C) mod ζq
m
= σm∗(C mod ζ) = ρ(σm∗∆) it follows that
(t−N
−
C) mod ζq
m
=
(m−1∏
i=0
(1− ζq
i
z )
−N · Cm−1
)
mod ζq
m
= ρ
(
b · . . . · σ(m−1)∗(b) · σm∗(∆) · σ(m−1)∗(A−1) · . . . ·A−1
)
mod ζq
m
satisfies the equations which cut out the closed subgroup scheme ρ(G) of GLr. Since B is separated
with respect to the norm | . | we must have t−N
−
C = ρ(∆) for a matrix ∆ ∈ G(B[[z, z−1}[ 1t− ]).
Finally to prove the uniqueness of ∆ we assume that ∆′ also satisfies the assertions of the
lemma. Then U := ρ(∆)−ρ(∆′) satisfies U ∈Mr(ζ ·B[[z, z−1}[ 1t− ]
)
and U = ρ(b) ·σ∗(U) ·ρ(A−1).
Since B is separated with respect to the norm | . | it follows that U = 0 and ∆′ = ∆.
We can now define the period morphism as a morphism of E˘-analytic spaces
π˘ : (M˘Zˆ−1G0 )
an → H˘an
G,Zˆ
as follows. Let S be an affinoid, strictly E˘-analytic space and let S → (M˘Zˆ−1G0 )an be a morphism
of E˘-analytic spaces. With it we have to associate a uniquely determined morphism S → H˘an
G,Zˆ
.
Then the period morphism is obtained by glueing when S runs through an affinoid covering of
(M˘Zˆ−1G0 )an.
Before we proceed we recall that an algebra B over R˘Zˆ = F[[ξ]] is admissible in the sense of
Raynaud [Rayn74] if it has no ξ-torsion and is a quotient of an R˘Zˆ-algebra of the form
R˘Zˆ〈X1, . . . , Xs〉 :=
{ ∑
n∈Ns0
bnX
n1
1 · . . . ·Xnss : bn ∈ R˘Zˆ , lim
|n|→∞
bn = 0
}
, (6.3)
where n = (n1, . . . , ns) and |n| := n1+ . . .+ns. A formal R˘Zˆ -scheme S is admissible if it is locally
R˘Zˆ -isomorphic to Spf B for admissible R˘Zˆ -algebras B; see [BoLü93a, § 1].
Recall that (M˘Zˆ−1G0 )an is constructed as the union of the strictly E˘-analytic spaces associated
with a family of admissible formal R˘Zˆ-schemes, which are obtained by admissible formal blowing-
ups of M˘Zˆ−1G0 in closed ideals; see [RaZi96, Chapter 5] or [Bert96, § 0.2]. By Raynaud’s theorem the
morphism S → (M˘Zˆ−1G0 )an is induced by a morphism from a quasi-compact admissible formal R˘Zˆ -
scheme S with S an = S to one of these admissible formal R˘Zˆ-schemes; see [BoLü93a, Theorem 4.1]
or for example [Hart11, Theorem A.2.5] for a formulation with Berkovich spaces. Composing with
the map to M˘Zˆ−1G0 yields a morphism of formal schemes S → M˘Zˆ
−1
G0
. The latter corresponds to
(G, δ¯) ∈ M˘Zˆ−1G0 (S ).
Lemma 6.2. There is an étale covering S ′ = Spf B′ → S of admissible formal R˘Zˆ-schemes such
that there is a trivialization α : G
S ′
∼−→ ((L+G)S ′ , Aσ∗) for some A ∈ G(B′[[z]][ 1z−ζ ]).
Proof. Wemay choose an étale coveringS
′
ofS := VS (ζ) together with a trivialization α¯ : GS ′ ∼−→
(L+G)
S
′ . After refining the covering S
′
there is by [BoLü93b, Lemma 1.4(a)] an étale mor-
phism S ′ → S of admissible formal R˘Zˆ-schemes lifting S
′ → S . Since S is quasi-compact
we may further assume that S ′ = Spf B′ is affine. By [HaVi11, Proposition 2.2(c)] there is a
lift α : GS ′ ∼−→ (L+G)S ′ of the trivialization α¯. Since G is bounded by Zˆ−1 this lift induces an
isomorphism α : G
S ′
∼−→ ((L+G)S ′ , Aσ∗) for A ∈ G(B′[[z]][ 1z−ζ ]); compare the proof of Proposi-
tion 2.5(a).
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In addition the quasi-isogeny δ¯ : G
S
′ → G0,S ′ corresponds under α¯ to an element ∆ ∈ LG(B
′
).
We apply Lemma 6.1 to obtain a uniquely determined element ∆ ∈ G(B′[[z, z−1}[ 1t− ]) lifting ∆
with ∆A = b σ∗(∆) for A as in Lemma 6.2. We set
γ := σ∗(∆)A−1 ·G(B′[ 1ζ ][[z − ζ]]) = b−1∆ ·G(B′[ 1ζ ][[z − ζ]]) (6.4)
∈ G(B′[ 1ζ ]((z − ζ)))/G(B′[ 1ζ ][[z − ζ]]) .
Since G is bounded by Zˆ−1 the inverse A−1 yields a point of Zˆan(S ′an) = H˘an
G,Zˆ
(S ′an). As
σ∗(∆) ∈ G(B′[[z, z−1}[ 1σ∗t− ]) and σ∗t− ∈ B′[ 1ζ ][[z−ζ]]×, we have γ ∈ G(B′[ 1ζ ][[z−ζ]])·H˘anG,Zˆ = H˘anG,Zˆ
using (6.2) and Definition 2.1(b)(v). If we replace our trivialization α by a different trivialization
α′ : G
S ′
∼−→ ((L+G)S ′ , A′σ∗), there is an h ∈ L+G(B′) = G(B′[[z]]) ⊂ G(B′[ 1ζ ][[z − ζ]]) with
α′ = h · α and A′ = hAσ∗(h)−1. Then the quasi-isogeny δ¯ corresponds to ∆′ = ∆h−1 ∈ LG(B′)
and ∆′ = ∆h−1 is the lift of ∆
′
from Lemma 6.1. This yields
γ′ = b−1∆′ ·G(B′[ 1ζ ][[z − ζ]]) = b−1∆ ·G(B′[ 1ζ ][[z − ζ]]) = γ .
Therefore γ descends to an element γ ∈ H˘an
G,Zˆ
(S) giving the desired morphism S → H˘an
G,Zˆ
. This
completes the construction of the period morphism.
Definition 6.3. The morphism π˘ : (M˘Zˆ−1G0 )an → H˘anG,Zˆ of E˘-analytic spaces constructed above is
called the period morphism associated with G0 and Zˆ.
Remark 6.4. If G = GLr and B is an admissible F[[ζ]]-algebra in the sense of Raynaud, there is
an equivalence [HaVi11, § 4] between local GLr-shtukas and local shtukas M = (M, τM ) over S =
Spf B consisting of a locally free B[[z]]-moduleM of rank r and an isomorphism τM : σ
∗M [ 1z−ζ ]
∼−→
M [ 1z−ζ ]. The de Rham cohomology
pM := H1dR(M,B[
1
ζ ][[z − ζ]]) := σ∗M ⊗B[[z]] B[ 1ζ ][[z − ζ]]
of M over S an carries a natural Hodge-Pink structure
qM := τ−1M
(
M ⊗B[[z]] B[ 1ζ ][[z − ζ]]
) ⊂ pM [ 1z−ζ ] ;
see [HaKi15, Definition 4.11]. If moreover, there is a fixed local GLr-shtuka G0 over F with
associated local shtuka (M, τM) = (F[[z]]
r, bσ∗), and a quasi-isogeny δ¯ : GSpecB/(ζ) → G0,SpecB/(ζ)
given by ∆ ∈ LG(B/(ζ)), then the lift ∆ from Lemma 6.1 provides an isomorphism
σ∗(∆): H1dR(M,B[
1
ζ ][[z − ζ]]) ∼−→ H1cris
(
M,F((z))
)⊗F((z)) B[ 1ζ ][[z − ζ]]
which transports the Hodge-Pink structure qM to the family σ∗(∆) ◦ τ−1M
(
M ⊗B[[z]] B[ 1ζ ][[z − ζ]]
)
of Hodge-Pink structures on the constant z-isocrystal H1cris
(
M,F((z))
)
:= σ∗M ⊗F[[z]] F((z)); see
[HaKi15, Definition 5.14]. Our period morphism π˘ associates this family of Hodge-Pink structures
with the universal local GLr-shtuka over M˘Zˆ−1G0 . More precisely, this family equals γ ·B[ 1ζ ][[z− ζ]]
r
where the element γ from (6.4) is the image under π˘ of the localGLr-shtuka (M, δ¯) ∈ M˘Zˆ−1G0 (Spf B).
Remark 6.5. The period morphism π˘ is equivariant for the action of J := Jb
(
Fq((z))
)
. Indeed
j ∈ J acts on M˘Zˆ−1G0 by j : (G, δ¯) 7→ (G, j ◦ δ¯). In terms of (6.4) this means that j ∈ J ⊂ G
(
F((z))
)
sends∆ to j ·∆ and γ to σ∗(j)·γ. Thus it coincides with the action on H˘an
G,Zˆ
defined in Remark 4.17.
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Remark 6.6. As in the arithmetic case, these period morphisms are not compatible with Weil
descent data of source and target. Here the source is equipped with the Weil descent datum induced
by the one in Remark 3.3. On the target we have the natural Weil descent datum given by the
fact that Han
G,Zˆ
is defined over EZˆ . In order to ensure such a compatibility, one has to extend the
period morphism by a second component mapping to π1(G)Γ. For a more detailed discussion we
refer to [RaZi96], or [RaVi14, Properties 4.27(iv)].
Remark 6.7. In the above construction the bounded local G-shtuka
(
(L+G)S ′ , Aσ
∗
)
over S ′
with A ∈ G(B′[[z]][ 1z−ζ ]) induces an étale local G-shtuka ((L+G)S′ , Aσ∗) over S′ := (S ′)an in
the sense of Definition 6.8 below, because (z − ζ)−1 = −∑∞i=0 ζ−i−1zi ∈ OS′(S′)[[z]] implies
B′[[z]][ 1z−ζ ] ⊂ OS′(S′)[[z]]. The isomorphism α : GS ′ ∼−→
(
(L+G)S ′ , Aσ
∗
)
yields a descent datum
g := pr∗2α ◦ pr∗1α−1 ∈ L+G(S ′′) with pr∗2A · σ∗(g) = g · pr∗1A, where S ′′ := S ′ ×S S ′ and
pri : S
′′ → S ′ is the projection onto the i-th factor. Viewing g ∈ L+G(S′′) where S′′ := (S ′′)an =
S′ ×S S′ provides a descent datum pr∗1(L+G)S′ ∼−→ pr∗2(L+G)S′ on the L+G-torsor (L+G)S′ via
multiplication by g on the right. This allows to descend
(
(L+G)S′ , Aσ
∗
)
to an étale local G-shtuka
over S = S an which by abuse of notation we denote again by G. In this way we obtain the
universal family of étale local G-shtukas over (M˘Zˆ−1G0 )an.
Definition 6.8. Let S be an F((ζ))-scheme or a strictly F((ζ))-analytic space. An étale local G-
shtuka over S is a pair G = (G, τG) consisting of an L+G-torsor G on S and an isomorphism
τG : σ
∗G ∼−→ G of L+G-torsors.
Proposition 6.9. The period morphism factors through the open E˘-analytic subspace H˘a
G,Zˆ,b
.
Proof. Let x be a point of (M˘Zˆ−1G0 )an with values in a complete field extension L of E˘ and let
γ := π˘(x) ∈ H˘an
G,Zˆ
be its image under the period morphism. Then x corresponds to a pair (G, δ¯) ∈
M˘Zˆ−1G0 (Spf OL) where G is a local G-shtuka over the valuation ring OL of L. Choose a faithful
Fq[[z]]-rational representation (ρ, V ) of G, and under the equivalence between local GL(V )-shtukas
and local shtukas from Remark 6.4 let M := M(ρ∗G) be the associated local shtuka over OL, and
let M(ρ∗δ¯) be the associated quasi-isogeny. By [Hart11, Proposition 2.4.4] the σ-bundle Fb,γ(V )
is isomorphic to M ⊗OL[[z]] L〈 zζs , z−1} and hence Fb,γ(V )⊗L〈 zζs ,z−1} L〈
z
ζs , z
−1} ∼= F0,1⊕ dim ρ; see
[Hart11, (Proof of) Theorem 2.4.7]. In other words γ ∈ H˘a
G,Zˆ,b
.
Proposition 6.10. The period morphism π˘ : (M˘Zˆ−1G0 )an → H˘aG,Zˆ,b is étale.
Proof. Let π˘rig : (M˘Zˆ−1G0 )rig → (H˘aG,Zˆ,b)rig be the associated morphism of rigid analytic spaces
and let π˘ad : (M˘Zˆ−1G0 )ad → (H˘aG,Zˆ,b)ad be the associated morphism of adic spaces in the sense of
Huber [Hube96]. By [Hube96, Assertion (a) on p. 427] the morphism π˘ is étale if and only if π˘ad is
étale and partially proper. By Theorem 3.4 and [Hube96, Remark 1.3.18] (M˘Zˆ−1G0 )ad is separated
and partially proper over E˘ as the irreducible components of its special fiber are proper. The
subspace (H˘a
G,Zˆ,b
)ad ⊂ (H˘G,Zˆ)ad is open by Theorem 4.20 and [Hube96, Assertion (1) on p. 431].
Therefore (H˘a
G,Zˆ,b
)ad is separated over E˘ by [Hube96, Lemma 1.10.17], and so π˘ad is partially
proper by [Hube96, Lemma 1.10.17(vi)].
It remains to show that π˘ad is étale. By [Hube96, Proposition 1.7.11] this is equivalent to π˘rig
being étale. So by [BLR95, Proposition 2.4] we must show that for any admissible R˘Zˆ -algebra B
in the sense of Raynaud and for any ideal I ⊂ B with I2 = 0 and any commutative diagram with
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solid arrows
S0 := SpB/I[
1
ζ ]

f0
// (M˘Zˆ−1G0 )rig
π˘rig

S := SpB[ 1ζ ]
γ
//
∃ ! f 55❥❥❥
❥
❥
❥
❥
❥
❥
(H˘a
G,Zˆ,b
)rig
(6.5)
there is a unique dashed arrow f making the diagram commutative. We set S := Spf B, as well
as B0 := B/I and S0 := Spf B0. We will construct f as a morphism S → M˘Zˆ−1G0 after replacing
S by an admissible blowing-up. Note that every admissible blowing-up of S0 is induced by an
admissible blowing-up of S . Moreover, in the course of the proof we may replace S by a quasi-
compact, quasi-separated, étale covering S′ → S. Namely, by [BoLü93b, Corollaries 5.10 and 5.4],
every such covering is obtained from a quasi-compact morphism S ′ → S of formal schemes which
is faithfully flat after replacing S by an admissible blowing-up. By the uniqueness assertion for f
it suffices to construct f over S ′ and descend it back to S .
After replacing S by an admissible blowing-up the morphism f0 extends to f0 : S0 → M˘Zˆ−1G0
and corresponds to a pair (G0, δ¯0) ∈ M˘Zˆ
−1
G0
(S0) where G0 is a local G-shtuka over S0. By
Lemma 6.2 we may replace S0 by an étale covering such that G0 ∼=
(
(L+G)S0 , A0σ
∗
)
for some
A0 ∈ G
(
B0[[z]][
1
z−ζ ]
)
. By [SGA 1, Théorème I.8.3] this étale covering lifts uniquely to an étale
covering of S . The quasi-isogeny δ¯0 : G0,S 0 → G0,S 0 over S 0 := SpecB0/(ζ) corresponds to an
element ∆0 ∈ LG
(
B0/(ζ)
)
which lifts by Lemma 6.1 to a unique ∆0 ∈ G
(
B0[[z, z
−1}[ 1t− ]
)
with
∆0 mod ζ = ∆0 and∆0 ·A0 = b·σ∗(∆0). If we let γ0 ∈ H˘aG,Zˆ,b(S0) be the pullback of γ ∈ H˘aG,Zˆ,b(S)
then γ0 = σ
∗(∆0)A
−1
0 ·G
(
B0[
1
ζ ][[z − ζ]]
)
and σ∗(∆0)
−1γ0 = A
−1
0 ·G
(
B0[
1
ζ ][[z − ζ]]
)
.
We claim that σ∗(∆0) lifts to a uniquely determined element of G
(
B[[z, z−1}[ 1σ∗t− ]
)
. Indeed,
after choosing a faithful Fq[[z]]-rational representation ρ : G →֒ SLr there is an integer e such that
the matrix te
−
· ρ(∆0) ∈ B0[[z, z−1}r×r. Since σ∗(I) = 0 the morphism σ∗ : B → B, x 7→ xq factors
over B→ B0 → B, and so (σ∗t−)e · ρ(σ∗∆0) = σ∗
(
te
−
· ρ(∆0)
) ∈ B[[z, z−1}r×r. This implies
ρ(σ∗∆0) ∈ SLr
(
B[[z, z−1}[ 1σ∗t− ]
)
and σ∗(∆0) ∈ G
(
B[[z, z−1}[ 1σ∗t− ]
)
. By (6.2) it follows moreover,
that σ∗(∆0) ∈ G
(
B[ 1ζ ][[z − ζ]]
)
.
We now replace S by a quasi-compact, quasi-separated, étale covering over which σ∗(∆0)
−1γ
is induced from an element g ∈ G(B[ 1ζ ]((z − ζ))). Consider the element c0 := (g mod I)−1A−10 ∈
G(B0[
1
ζ ][[z − ζ]]). Since the kernel of B[ 1ζ ][[z − ζ]] → B0[ 1ζ ][[z − ζ]] is a nilpotent ideal and G is
smooth, c0 lifts to an element c ∈ G(B[ 1ζ ][[z−ζ]]) and replacing g by gc yields g mod I = A−10 . Also
σ∗(∆0)
−1γ ∈ (H˘G,Zˆ)rig(S) by Definition 2.1(b)(v), whence g ·G(B[ 1ζ ][[z − ζ]]) ∈ (ZˆE⊗̂EE˘)rig(S).
We denote the corresponding morphism of rigid analytic spaces by α : S → (ZˆE⊗̂EE˘)rig. Let
R be an extension of RZˆ over which a representative ZˆR of Zˆ exists and such that Frac(R)
is a finite Galois extension of EZˆ . We let R˘ be the ring of integers in the completion of the
maximal unramified extension of Frac(R), and we set ZˆR˘ := ZˆR ×̂R Spf R˘. By applying Galois
descend with respect to the field extension Frac(R˘)/E˘ in the end, we may restrict to the case
where S is a formal scheme over Spf R˘ and not just over Spf R˘Zˆ . Let S
′ ⊂ ZˆR˘ ×̂R˘ S be the
ζ-adic completion of the scheme theoretic closure of the graph of α. It is projective over S by
Proposition 2.5(d) and therefore (S ′)rig = S rig. So S ′ → S is an admissible blowing-up by
[BoLü93b, Corollary 5.4] and we replace S by S ′ to obtain an extension α : S → ZˆR˘. After
replacing S by an étale covering this morphism α is of the form A−1 · G(B[[z]]) ∈ ZˆR˘(S ) for
an element A−1 ∈ G(B[[z]][ 1z−ζ ]); compare the proof of Proposition 2.5. Since g and A−1 both
correspond to the morphism α : S → (H˘G,Zˆ)rig, we have g ·G(B[ 1ζ ][[z− ζ]]) = A−1 ·G(B[ 1ζ ][[z− ζ]])
in (H˘G,Zˆ)rig(S). We consider the element a0 := A0(A−1 mod I) ∈ G(B0[[z]][ 1z−ζ ]). Its image in
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(H˘G,Zˆ)rig(S0) equals
(g−1 mod I)(A−1 mod I)·G(B0[ 1ζ ][[z−ζ]]) = (g−1g mod I)·G(B0[ 1ζ ][[z−ζ]]) = 1·G(B0[ 1ζ ][[z−ζ]]),
that is a0 ∈ G(B0[ 1ζ ][[z − ζ]]). By the following Lemma 6.12 this implies that a0 ∈ G(B0[[z]]).
Again since the kernel of B[[z]] → B0[[z]] is nilpotent and G is smooth, a0 lifts to an element
a ∈ G(B[[z]]), and replacing A−1 by A−1a−1 yields A mod I = A0. We consider the local G-shtuka
G := ((L+G)S , Aσ∗) with GS0 = G0. Then ∆0 lifts to ∆ := b σ∗(∆0)A−1 ∈ G(B[[z, z−1}[ 1t− ])
and ∆ := ∆ mod (ζ) : G
S
→ G0,S is the unique lift of the quasi-isogeny δ¯0 = ∆0 by rigidity. We
let f : S → M˘Zˆ−1G0 be the morphism given by (G,∆) ∈ M˘Zˆ
−1
G0
(S ). It makes the diagram (6.5)
commutative, because σ∗(∆)A−1 ·G(B[ 1ζ ][[z − ζ]]) = σ∗(∆0)g ·G(B[ 1ζ ][[z − ζ]]) = γ.
To prove that f is uniquely determined let f ′ : S → M˘Zˆ−1G0 be a second morphism making
the diagram (6.5) commutative. The corresponding point (G′, δ¯′) ∈ M˘Zˆ−1G0 (S ) is of the form
G′ = ((L+G)S , A′σ∗) with A′ mod I = A0 and ∆′ = b σ∗(∆0)A′−1 ∈ G(B[[z, z−1}[ 1t− ]). We
assume that it is mapped under π˘rig also to γ. This means σ∗(∆0)A
−1 ·G(B[ 1ζ ][[z − ζ]]) = γ =
σ∗(∆0)A
′−1 · G(B[ 1ζ ][[z − ζ]]), whence Φ := A′A−1 ∈ G(B[ 1ζ ][[z − ζ]]) ⊂ G(B[ 1ζ ]((z − ζ))). From
Lemma 6.12 below it follows that Φ ∈ G(B[[z]]). Also σ∗(Φ) = σ∗(A′A−1 mod I) = σ∗(1) = 1
implies ΦA = A′σ∗(Φ) and Φ = ∆′−1∆. We conclude that Φ is an isomorphism (G, δ¯) ∼−→ (G′, δ¯′).
This means f = f ′ and finishes the proof.
Remark 6.11. When G = GLr the proof starts in terms of Remark 6.4 with a local shtuka M0
over S0. Then it considers the de Rham cohomology of M0, which lifts to S by its crystalline
nature. Next it produces from the Hodge-Pink structure γ a Hodge-Pink structure on the de
Rham cohomology of M0 over S which lifts the Hodge-Pink structure of M0. This lift of the
Hodge-Pink structure corresponds to a unique lift of M0 to a local shtuka M over S by [GeLa11,
Proposition 6.3]. In that sense our proof is a direct translation of [RaZi96, Proposition 5.17].
Lemma 6.12. Let B be an Fq[[ζ]]-algebra without ζ-torsion which is ζ-adically complete, and let
a ∈ G(B[[z]][ 1z−ζ ]) such that the image of a in G(B[ 1ζ ]((z − ζ))) lies in G(B[ 1ζ ][[z − ζ]]). Then
a ∈ G(B[[z]]).
Proof. Note that B[[z]] has no (z − ζ)-torsion, because B has no ζ-torsion. Let ρ : G →֒ SLr be a
faithful representation over Fq[[z]] and consider the matrix ρ(a) ∈ SLr(B[[z]][ 1z−ζ ]) ⊂ B[[z]][ 1z−ζ ]r×r.
It is enough to show that this matrix is in B[[z]]
r×r
as SLr(B[[z]][
1
z−ζ ]) ∩B[[z]]r×r = SLr(B[[z]])
and SLr(B[[z]]) ∩ ρ(G(B[[z]][ 1z−ζ ])) = ρ(G(B[[z]])) as ρ is defined over Fq[[z]].
After multiplying ρ(a) by (z − ζ)n for sufficiently large n, its denominators disappear and its
image in B[ 1ζ ][[z− ζ]]r×r is divisible by (z− ζ)n. Thus it suffices to show that an element f of B[[z]]
whose image in B[ 1ζ ][[z − ζ]] is divisible by z − ζ, is already divisible by z− ζ in B[[z]]. This follows
as in Lemma 7.6 below.
We end this section with some examples.
Example 6.13. (The Drinfeld period morphism.) This example is due to Drinfeld [Drin76].
A good account is given by Genestier and Lafforgue [Gene96, GeLa08]. Let d be a positive integer
and let D be the central division algebra over Fq((z)) of Hasse invariant 1/d. Let OD be its
maximal order. We may identify D ∼= ⊕d−1i=0 Fqd((z))Πi and OD ∼= ⊕d−1i=0 Fqd [[z]]Πi with Πd = z
and Πa = σ(a)Π for a ∈ Fqd((z)). We let G := O×D be the group scheme over Fq[[z]] with G(A) =
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(OD ⊗Fq[[z]] A)× for Fq[[z]]-algebras A. Consider the matrices
T :=

0 0 z − ζ
1 0
0
0 0 1 0
 and T :=

0 0 z
1 0
0
0 0 1 0
 = T mod ζ. (6.6)
The field extension Fqd of Fq splits the division algebra D by the isomorphisms D ⊗Fq Fqd ∼=
Fqd((z))
d×d
and OD ⊗Fq Fqd ∼= {g ∈ Fqd [[z]]d×d : g mod z is lower triangular} sending Π ⊗ 1 to T
and a⊗ 1 to diag(σd−1(a), σd−2(a), . . . , a) for a ∈ Fqd((z)) ⊂ D. So G⊗Fq Fqd is the Iwahori group
scheme I := {g ∈ GLd : g mod z is lower triangular}. Let b = Π ∈ LG(Fq) = D× and let the
bound Zˆ be represented over R = Fqd [[ζ]] by
ZˆR := L
+I · T−1 · L+I/L+I ⊂ F̂ℓI,R ∼= F̂ℓG,R .
Its reflex ring is RZˆ = Fq[[ζ]] and H˘G,Zˆ = Pd−1F((ζ)). The quasi-isogeny group Jb equals GLd. We are
going to describe M˘Zˆ−1G0 .
The category of L+G-torsors over a scheme S ∈ NilpFq[[ζ]] is equivalent to the category of
OS [[z]]-modules with ODopp⊗̂FqOS-action, which are Zariski locally on S of the form OD⊗̂FqOS ,
where ODopp⊗̂FqOS acts by multiplication on the right. This equivalence sends an L+G-torsor G
which is trivialized over an étale covering S′ → S by α : GS′ ∼−→ (L+G)S′ with h := p∗1α ◦ p∗2α−1 ∈
L+G(S′′) =
(OD ⊗Fq[[z]] Γ(S′′,OS′′)[[z]])× where pi : S′′ := S′ ×S S′ → S′ is the projection onto
the i-th factor, to the OS [[z]]-module M obtained by descent from M ′ := OD⊗̂FqOS′ with the
descent datum p∗2M
′ ∼−→ p∗1M ′, m 7→ hm. Then M is Zariski locally trivial by Hilbert 90; see
[HaVi11, Proposition 2.3]. If S′ ∈ NilpF
qd
[[ζ]] then M
′ = OD⊗̂FqOS′ decomposes as a direct sum
of eigenspaces M ′i on which a ∈ Fqd ⊂ OD acts as aq
i ∈ OS′ for i ∈ Z/dZ. Under the isomorphism
OD⊗̂FqOS′ ∼= {g ∈ OS′ [[z]]d×d : g mod z is lower triangular} the i-th eigenspace M ′i is mapped to
the (d − i)-th column in the matrix space (for 0 ≤ i < d). Multiplication with Π on the right
defines morphisms Π: M ′i → M ′i+1. If G is a local G-shtuka over such an S′ then τG maps σ∗M ′i
to M ′i+1[
1
z ]. It is bounded by Zˆ
−1 if and only if for all i the map τG is a morphism σ
∗M ′i →M ′i+1
with cokernel locally free of rank 1 over S′. This means that M is the local shtuka (called “module
de coordonnées” in [Gene96, GeLa08]) of a special formal OD-module of dimension d and height
d2 in the sense of Drinfeld [Drin76].
The formal scheme M˘Zˆ−1G0 =
∐
Z Ω̂
d and the space (M˘Zˆ−1G0 )an =
∐
Z Ω
d are the disjoint unions
indexed by the height of the quasi-isogeny δ¯, where
Ωd := Pd−1F((ζ)) r all Fq((ζ))-rational hyperplanes
is Drinfeld’s upper halfspace over E˘ = F((ζ)) and Ω̂d is its formal model over F[[ζ]] constructed by
Drinfeld, Deligne and Mumford. The representability and structure of M˘Zˆ−1G0 is described in detail
in [Gene96, Chapitre II]. The period space H˘na
G,Zˆ,b
= H˘wa
G,Zˆ,b
also equals Ωd and on each connected
component of (M˘Zˆ−1G0 )an the period morphism is the identity of Ωd. The fibers of π˘ are in bijection
with Z = D×/O×D; compare Proposition 7.16 and Theorem 8.1(a). Note that this example has
a Qp-analog also going back to Drinfeld which is discussed by [RaZi96, 1.44–1.46, 3.54–3.77 and
5.48–5.49]. Our exposition differs from [RaZi96] since they take covariant Dieudonné modules of
formal OD-modules whereas the local shtuka functor [GeLa08, § 2.1] is contravariant.
Example 6.14. (The Gross-Hopkins period morphism.) Also this example is discussed in
[GeLa08]. Gross and Hopkins [HoGr94a, HoGr94b] take G = GLr, with the upper triangular Borel
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subgroup and the diagonal torus. Let b ∈ LG(Fq) be the matrix T from (6.6), and let the bound
Zˆ = ZˆGLr,µ be as in Examples 2.9 and 2.11 for µ = (0, . . . , 0,−1) ∈ Zr ∼= X∗(T ) and with
reflex field E := EZˆ = Fq((ζ)). Then Zˆ
−1 = ZˆGLr,(−µ)dom with (−µ)dom = (1, 0, . . . , 0). The
quasi-isogeny group Jb is the unit group of the central skew field over Fq((z)) with Hasse invariant
1/r. The Rapoport-Zink space is the Lubin-Tate space
M˘Zˆ−1G0 =
∐
Z
Spf F[[ζ, u1, . . . , ur−1]]
of 1-dimensional formal Fq[[z]]-modules of height r. Its connected components are indexed by
the height of the quasi-isogeny δ¯, that is the image of δ¯ ∈ FℓGLr under the map FℓGLr →
π0(FℓGLr ) = π1(GLr) = Z. The period space is H˘naG,Zˆ,b = H˘anG,Zˆ = P
r−1
F((ζ)); compare [Hart11,
Example 3.3.1]. To define the Hodge-Pink structure on the universal formal Fq[[z]]-module Gross
and Hopkins [HoGr94b, § 11] use the universal additive extension. See [HaJu15, Remark 5.36] for
a comparison of this definition with our definition of the Hodge-Pink structure in Remark 6.4.
In [HoGr94b, § 23] they construct the period morphism π˘ and show that its image is (Pr−1E )
an;
compare Theorem 8.1(a). Note that Gross and Hopkins treat the Qp-analog simultaneously; see
also [RaZi96, 5.50].
Example 6.15. (The ζ-adic Carlitz logarithm.) The following example was computed by
Breutmann [Breu15]. Let G = GL2, and let the Borel, the maximal torus, the bound Zˆ = ZˆG,µ
and µ be as in the previous example. Let b = ( z 00 1 ). Then Jb is the diagonal torus in GL2. The
Rapoport-Zink space descends to Fq[[ζ]] as the formal scheme
MZˆ−1G0 =
∐
(i,j)∈Z2
Spf Fq[[ζ, h]] .
whose underlying affine Deligne-Lusztig variety XZ−1(b) =
∐
Z2 SpecFq is 0-dimensional. Over
the component (i, j) ∈ Zi the universal local GL2-shtuka G is given by the local shtuka M(G) =
(Fq[[ζ, h]][[z]]
2
, τM ) with τM =
(
z−ζ 0
h 1
)
; see Remark 6.4. The universal quasi-isogeny
δ¯ =
(
zi 0
−zj∑∞ν=0 hqν/zν+1 zj
)
lifts to
∆ =

zi
∞∏
ν=0
z
z − ζqν 0
−zj
∞∑
ν=0
hq
ν
(z − ζ) · · · (z − ζqν ) z
j
 .
The E-analytic space (M˘Zˆ−1G0 )an is the disjoint union indexed by (i, j) ∈ Z2 of the open unit
discs with coordinate h and Hna
G,Zˆ,b
= Hwa
G,Zˆ,b
= A1E = P
1
E r {(0 : 1)} ⊂ HanG,Zˆ = P1E ; com-
pare [Hart11, Example 3.3.3]. On the component (i, j) the period morphism π˘ is given by h 7→
ζj−i(σ∗t−)|z=ζ logCarlitz(h), where t− was defined in (4.3) and logCarlitz(h) :=
∑∞
ν=0
hq
ν
(ζ−ζq)···(ζ−ζqν )
is the ζ-adic Carlitz logarithm; see [Goss96, § 3.4]. In particular, π˘ is surjective onto Hna
G,Zˆ,b
; com-
pare Theorem 8.1(a). This example is analogous to the period morphism for p-divisible groups
[RaZi96, 5.51, 5.52] given by the p-adic logarithm, which was constructed by Dwork; compare
[Katz73, §§ 7,8].
7 The tower of étale coverings
In this section we fix a local G-shtuka G0 over F and a bound Zˆ with reflex ring RZˆ = κ[[ξ]]. Let
again EZˆ = κ((ξ)) and E˘ = F((ξ)) and R˘Zˆ = F[[ξ]]. We write M˘ for the strictly E˘-analytic space
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(M˘Zˆ−1G0 )an. We shall construct a tower of finite étale coverings of M˘ obtained by trivializing the
Tate module of the universal étale local G-shtuka G over M˘ from Remark 6.7.
We start more generally with a field extension L/E˘ which is complete with respect to an
absolute value extending the absolute value on E˘, and with an étale local G-shtuka G over a
connected strictly L-analytic space X as in Definition 6.8. We choose a geometric base point x¯ of
X .
Definition 7.1. Let ρ : G → GLr be in RepFq [[z]] G. Let M = (M, τM ) be the étale local shtuka
of rank r associated with the étale local GLr-shtuka ρ∗G obtained from G via ρ, see [ArHa14, § 3],
and let M x¯ denote its fiber over x¯. Then the (dual) Tate module TˇG,x¯(ρ) of G with respect to ρ is
defined as the (dual) Tate module of M x¯
TˇG,x¯(ρ) := TˇzM x¯ := {m ∈M x¯ : τM (σ∗m) = m} .
By [TaWa96, Proposition 6.1] it is a free Fq[[z]]-module of rank r with a continuous monodromy
action of πe´t1 (X, x¯). This action factors through π
alg
1 (X, x¯).
Let now ρ′ : G→ GLr be in RepFq((z)) G. Let N = (N, τN ) be the locally free OX((z))-module
of rank r and the σ-linear isomorphism associated with ρ∗LG obtained from LG via ρ. Let N x¯
denote its fiber over x¯. The rational (dual) Tate module VˇG,x¯(ρ) of G with respect to ρ is
VˇG,x¯(ρ) := {n ∈ N x¯ : τN (σ∗n) = n},
a finite-dimensional Fq((z))-vector space with a continuous monodromy action of πe´t1 (X, x¯).
Remark 7.2. As was pointed out to us by S. Neupert, see also [Neup16, 2.6], one can also use
the following direct way to define the Tate module of an étale local G-shtuka which does not use
tensor functors. Let G = (G, τG) be an étale local G-shtuka over a base scheme or a strictly F((ζ))-
analytic space S, in other words τG induces an isomorphism τG : σ
∗G ∼−→ G. Consider for each
n ∈ N the τ -invariants of the induced map σ∗Gn → Gn. Here Gn is the G/Gn-torsor induced by G
where Gn is the kernel of the projection G(Fq[[z]]) → G(Fq[[z]]/(zn)). These τ -invariants form a
G(Fq[[z]]/(zn))-torsor which is trivialized by a finite étale covering. One can then define the Tate
module of G as the inverse limit over n of these torsors.
Remark 7.3. (a) Let (ρ′, V ) ∈ RepFq((z)) G. Let Λ0 be any Fq[[z]]-lattice in V . Then the stabi-
lizer of Λ0 is open in G, and in particular of finite index. Therefore,
Λ :=
⋂
g∈G
ρ′(g)(Λ0)
is an intersection of finitely many translates of Λ0, hence a lattice in V . By definition, Λ
is G-invariant. Thus ρ′ is induced by (ρ,Λ) := (ρ′|Λ,Λ) ∈ RepFq[[z]] G. From the definition
above we obtain
VˇG,x¯(ρ
′) = TˇG,x¯(ρ)⊗Fq[[z]] Fq((z)).
In particular, the vector space VˇG,x¯(ρ
′) is of dimension dimV .
(b) These definitions are independent of the chosen base point x¯, because for any other geometric
base point x¯′ of X there is an isomorphism of fiber functors TˇG,x¯ ∼= TˇG,x¯′ and VˇG,x¯ ∼= VˇG,x¯′
by [deJo95, Theorem 2.9] and Remark 7.2.
(c) From the definition one obtains that the Tate module and the rational Tate module are tensor
functors
TˇG,x¯ : RepFq[[z]]G −→ RepcontFq[[z]]
(
πe´t1 (X, x¯)
)
= RepcontFq [[z]]
(
πalg1 (X, x¯)
)
and
VˇG,x¯ : RepFq((z)) G −→ RepcontFq((z))
(
πe´t1 (X, x¯)
)
.
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In terms of Definition 5.2 we may view TˇG,x¯ and VˇG,x¯ as tensor functors
TˇG : RepFq [[z]] G −→ Fq[[z]]-LocX and (7.1)
VˇG : RepFq((z)) G −→ Fq((z))-LocX , (7.2)
with TˇG,x¯ = F
e´t
x¯ ◦ TˇG and VˇG,x¯ = F e´tx¯ ◦ VˇG . The tensor functors (7.1) and (7.2) also exist if X
is not connected.
Furthermore, TˇG,x¯ and TˇG are functorial on the category of local G-shtukas G with isomor-
phisms as morphisms, and VˇG,x¯ and VˇG are functorial on the category of local G-shtukas
G with isogenies as morphisms. Indeed, an isomorphism, respectively an isogeny of local
G-shtukas canonically induces an isomorphism between the corresponding M , respectively
N .
Recall the forgetful functors ω◦A : RepAG→ FModA and forget : RepcontA
(
πe´t1 (X, x¯)
)→ FModA
from Definition 5.1. For an étale local G-shtuka G over X the sets
TrivG,x¯(Fq[[z]]) := Isom
⊗(ω◦Fq [[z]], forget ◦ TˇG,x¯)(Fq[[z]]) and (7.3)
TrivG,x¯
(
Fq((z))
)
:= Isom⊗(ω◦, forget ◦ VˇG,x¯)
(
Fq((z))
)
(7.4)
are non-empty; see [ArHa14, after Definition 3.5]. This is due to the fact that we assumed G to
have connected fibers. In [RaZi96, 5.32], where also non-connected orthogonal groups are allowed,
the isomorphism class of the étale fiber functor analogous to forget ◦TˇG,x¯ can vary. By the definition
of the Tate functor, TrivG,x¯(Fq[[z]]) carries an action of G(Fq[[z]])×πalg1 (X, x¯) where the first factor
acts through ω◦Fq[[z]] and the action of π
alg
1 (X, x¯) is induced by the action on the Tate functor.
Similarly, TrivG,x¯
(
Fq((z))
)
admits an action of G
(
Fq((z))
) × πe´t1 (X, x¯). For every choice of an
element η ∈ TrivG,x¯(Fq[[z]]) we obtain a G(Fq[[z]])-equivariant bijection
G(Fq[[z]])
∼−→ TrivG,x¯(Fq[[z]]) , g 7−→ η ◦ g , (7.5)
where G(Fq[[z]]) acts on itself by multiplication on the right. Under this bijection the action of
πalg1 (X, x¯) corresponds to a group homomorphism
πalg1 (X, x¯) −→ G(Fq[[z]]) , h 7−→ η−1 ◦ h(η)
which is independent of η up to conjugation by elements of G(Fq[[z]]). Similar statements hold for
TrivG,x¯
(
Fq((z))
)
with G(Fq[[z]]) and π
alg
1 (X, x¯) replaced by G
(
Fq((z))
)
and πe´t1 (X, x¯).
Definition 7.4. Let G be an étale local G-shtuka over a connected F((ζ))-analytic space X , and
let K ⊂ G(Fq[[z]]) be an open subgroup. Then an integral K-level structure on G is a πalg1 (X, x¯)-
invariant K-orbit in TrivG,x¯(Fq[[z]]).
If K ⊂ G(Fq((z))) is an open compact subgroup a rational K-level structure on G is a πe´t1 (X, x¯)-
invariantK-orbit in TrivG,x¯
(
Fq((z))
)
. For non-connected X we make a similar definition choosing a
base point on each connected component and an integral, respectively rationalK-level structure on
the restriction to each connected component separately. Note that every integral K-level structure
on G defines a rational K-level structure but not conversely.
For an open subgroup K ⊂ G(Fq[[z]]) let XK be the functor on the category of L-analytic
spaces over X parametrizing integral K-level structures on the local G-shtuka G over X .
Proposition 7.5. (a) XK is represented by the finite étale covering space of X which corre-
sponds to the finite πalg1 (X, x¯)-set TrivG,x¯(Fq[[z]])/K under the equivalence (5.4). In particular
XK is a strictly L-analytic space.
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(b) ForK0 = G(Fq[[z]]), the morphism assigning to G theK0-orbit of all elements of TrivG,x¯(Fq[[z]])
induces an isomorphism X ∼= XK0 .
(c) For any inclusion of open subgroups K ′ ⊂ K ⊂ G(Fq[[z]]), forgetting part of the level structure
induces compatible finite étale surjective morphisms
π˘K,K′ : X
K′ → XK
which are Galois with Galois group K/K ′ if K ′ is normal in K.
Proof. Denote by X˜K the finite étale covering space of X from (a). Let f : Y → X be a con-
nected L-analytic space over X and let ηK be an integral K-level structure on f∗G, that is
η ∈ Trivf∗G,y¯(Fq[[z]]) and the K-orbit ηK is πalg1 (Y, y¯)-invariant where y¯ is a geometric base point
of Y . We must show that ηK arises from a uniquely determined X-morphism Y → X˜K . Moving
x¯ by Remark 7.3(b) we may assume that f(y¯) = x¯, and hence Tˇf∗G,y¯ = TˇG,x¯. Consider the finite
étale covering space X˜K ×X Y → Y . Then F e´tY,y¯(X˜K ×X Y ) = F e´tX,x¯(X˜K) = TrivG,x¯(Fq[[z]])/K for
the étale fiber functors from (5.3). In particular, the element ηK defines a πalg1 (Y, y¯)-equivariant
map from the one-element set {y¯} = F e´tY,y¯(Y ) to F e´tY,y¯(X˜K ×X Y ). By [deJo95, Theorem 2.10] this
map corresponds to a uniquely determined Y -morphism Y → X˜K×X Y . The projection Y → X˜K
onto the first component is the desired X-morphism which induces the integral K-level structure
ηK over Y .
(b) and (c) follow directly from (a) .
For arbitraryX and G, Proposition 7.5 is the best one can hope for. However, if X = (M˘Zˆ−1G0 )an
one can even replace TˇG,x¯ and TrivG,x¯(Fq[[z]]) by VˇG,x¯ and TrivG,x¯
(
Fq((z))
)
, and allow compact
open subgroups K ⊂ G(Fq((z))); see Corollaries 7.11 and 7.13 below. To explain this (also as a
preparation to define rational level structures in Definition 7.10) we keep the field L introduced at
the beginning of this section and consider in the following an admissible OL-algebra B in the sense
of Raynaud, that is B is a quotient β : OL〈X1, . . . , Xs〉→ B which is ζ-torsion free; see (6.3) and
[BoLü93a, p. 293]. Then X := Spf B is an admissible formalOL-scheme. Let B[ 1ζ ] be the associated
strictly affinoid L-algebra. We equip B[ 1ζ ] with the quotient map β : L〈X1, . . . , Xs〉→ B[ 1ζ ] and
the L-Banach norm |b| := inf{|f |sup : f ∈ β−1(b)}, where |f |sup denotes the Gauß norm on the Tate
algebra L〈X1, . . . , Xs〉. Then B = {b ∈ B[ 1ζ ] : |b| ≤ 1}. The Berkovich spectrum X = BSpecB[ 1ζ ]
is the L-analytic space X an associated with the formal scheme X .
Lemma 7.6. Recall the notation from (6.1). Let f =
∑
i∈Z
biz
i ∈ B[[z, z−1} and a ∈ B with |a| < 1
and assume that f ∈ B[[z]] or a ∈ OL. If f(a) =
∑
i∈Z
bia
i = 0 in B[ 1ζ ], then f = (z − a) · g for
a uniquely determined g =
∑
n∈Z
cnz
n ∈ B[[z, z−1} with cn =
∑
i>n bia
i−n−1 ∈ B. Moreover, if
f ∈ B[[z]] then also g ∈ B[[z]].
Proof. First of all, bi ∈ B and |a| < 1 implies that the series cn :=
∑
i>n bia
i−n−1 converge
in B. One easily computes that f = (z − a) · g for g := ∑n∈Z cnzn. To prove uniqueness let
g˜ =
∑
n∈Z c˜nz
n ∈ B[[z, z−1} also satisfy f = (z − a) · g˜. Setting c′n := cn − c˜n yields c′n−1 = ac′n,
whence c′n = a
m−nc′m for all m ≥ n. Letting m go to ∞ and using c′m ∈ B shows that |c′n| is
arbitrarily small, and therefore c′n = 0 for all n. This proves the uniqueness of g.
If f ∈ B[[z]] and n < 0 then cn = a−n−1 · f(a) = 0 and therefore g ∈ B[[z]]. If a ∈ OL
we must verify the convergence condition limn→−∞ |cn| |a|rn = 0 for all r ≥ 1. We compute
cn = −
∑
i≤n bia
i−n−1. If i ≤ n then |a|(r−1)n ≤ |a|(r−1)i, and hence
|cn| |a|rn ≤ max
i≤n
|bi| |a|i−n−1+(r−1)i+n = max
i≤n
|bi| |a|ri−1.
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The latter goes to zero for n→ −∞ because f ∈ B[[z, z−1}. Therefore g ∈ B[[z, z−1}.
Remark 7.7. In addition to the loop group LG we consider over Fq[[ζ]] the loop groups defined
as the fppf-sheaves on Fq[[ζ]]-algebras R by
Lz−ζG(R) := G
(
R[[z]][ 1z−ζ ]
)
and Lz(z−ζ)G(R) := G
(
R[[z]][ 1z(z−ζ) ]
)
and the canonical maps of groups L+G→ LG→ Lz(z−ζ)G and L+G→ Lz−ζG→ Lz(z−ζ)G which
coincide as homomorphisms L+G → Lz(z−ζ)G. If ζ ∈ R× is a unit, note that z − ζ ∈ R[[z]]×,
and hence Lz−ζG = L
+G and Lz(z−ζ)G = LG. On the other hand, if ζ is nilpotent in R, then
Lz−ζG = Lz(z−ζ)G = LG.
Recall from [ArHa14, Definition 4.22] that a local G-shtuka over an admissible formal OL-
scheme X can be viewed as a projective system (Gm)m∈N of local G-shtukas Gm over Xm =
V(ζm) ⊂ X with Gm−1 ∼= Gm ⊗Xm Xm−1. On Xm the element ζ is nilpotent.
Now let B and B[ 1ζ ] be as before. If (G, δ¯) is a Spf B-valued point in M˘Zˆ
−1
G0
(Spf B), then the
étale covering Spf B′ → Spf B from Lemma 6.2 is given by a faithfully flat ring homomorphism
B → B′ by [BoLü93a, Lemma 1.6], and this implies that G comes from an L+G-torsor G over
SpecB together with an isomorphism of the associated Lz−ζG-torsors τG : Lz−ζσ
∗G ∼−→ Lz−ζG.
We view (G, τG) as the bounded local G-shtuka over SpecB induced from the bounded localG-shtuka
G over Spf B. A quasi-isogeny u : (G′, τG′) → (G, τG) between two such bounded local G-shtukas
(G′, τG′) and (G, τG) over SpecB is an isomorphism of the associated LG-torsors u : LG′ ∼−→ LG
which satisfies u ◦ τG′ = τG ◦ σ∗u as isomorphism of the associated Lz(z−ζ)G-torsors.
In particular, (G, τG) induces an étale local G-shtuka on the L-analytic space X = (Spf B)an =
BSpec(B[ 1ζ ]).
The following proposition is a weaker analog of the fact that lifts of p-divisible groups and
morphisms between them correspond uniquely to lifts of the Hodge-filtrations on the associated
crystals (resp. morphisms between them). We do not dispose of the full analog of this assertion
as in our (in general non-minuscule) context Griffiths transversality does not hold; compare the
discussion of Genestier and Lafforgue in [GeLa11, § 11].
Proposition 7.8. Let X = Spf B be an admissible formal OL-scheme and let X := X an be its
associated L-analytic space. Assume that X is connected and choose a geometric base point x¯ of
X. Let (G, δ¯) and (G′, δ¯′) be (representatives of) points in M˘Zˆ−1G0 (X ). Then π˘(G, δ¯) = π˘(G
′, δ¯′) in
H˘an
G,Zˆ
(X) if and only if the unique lift of the quasi-isogeny δ¯−1 ◦ δ¯′ by rigidity [ArHa14, Proposi-
tion 2.11] is a quasi-isogeny u : G′ → G over SpecB in the sense of Remark 7.7. In this case u
induces an isomorphism of the rational Tate module functors Vˇu,x¯ : VˇG′,x¯
∼−→ VˇG,x¯ over X and the
following assertions are equivalent
(a) u : G′ → G is an isomorphism of local G-shtukas, that is (G, δ¯) = (G′, δ¯′) in M˘Zˆ−1G0 (X ),
(b) Vˇu,x¯ is an isomorphism TˇG′,x¯
∼−→ TˇG,x¯ of the integral Tate module functors,
(c) Vˇu,x¯(ρ) is an isomorphism TˇG′,x¯(ρ)
∼−→ TˇG,x¯(ρ) for some faithful ρ ∈ RepFq [[z]] G.
Moreover, for every rational G(Fq[[z]])-level structure ηG(Fq[[z]]) on G with η ∈ TrivG,x¯
(
Fq((z))
)
there is an admissible formal blowing-up Y → X and a (G′′, δ¯′′) ∈ M˘Zˆ−1G0 (Y) with π˘(G, δ¯) =
π˘(G′′, δ¯′′) and (Vˇu′′,x¯)−1 ◦ η ∈ TrivG′′,x¯(Fq[[z]]), where u′′ : G′′ → G is the unique lift of δ¯−1 ◦ δ¯′′.
Remark. The last assertion uses the ind-projectivity of the affine flag variety FℓG and is in general
false if G is not parahoric; see Example 8.5.
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Proof of Proposition 7.8. By Lemma 6.2 there is an étale covering X˜ = Spf B˜ → X of admissible
formal OL-schemes and trivializations α : G ∼−→
(
(L+G)X˜ , Aσ
∗
)
and α′ : G′ ∼−→ ((L+G)X˜ , A′σ∗)
with A,A′ ∈ G(B˜[[z]][ 1z−ζ ]). Note that B˜ ⊂ B˜[ 1ζ ] because B˜ has not ζ-torsion. In addition the
quasi-isogenies δ¯ and δ¯′ correspond under α and α′ to elements ∆,∆
′ ∈ LG(B˜/(ζ)), which lift
by Lemma 6.1 to uniquely determined elements ∆,∆′ ∈ G(B˜[[z, z−1}[ 1t− ]) with ∆A = b σ∗(∆)
and ∆′A′ = b σ∗(∆′). In particular, the quasi-isogeny δ¯−1 ◦ δ¯′ : G → G′ over SpecB/(ζ) lifts to
U = ∆−1∆′ ∈ G(B˜[[z, z−1}[ 1t− ]) with UA′ = Aσ∗(U). The morphism π˘ sends (G, δ¯) and (G′, δ¯′) to
γ := σ∗(∆)A−1 ·G(B˜[ 1ζ ][[z − ζ]]) and
γ′ := σ∗(∆′)(A′)−1 ·G(B˜[ 1ζ ][[z − ζ]])
= σ∗(∆)A−1U ·G(B˜[ 1ζ ][[z − ζ]]).
If u is a quasi-isogeny over SpecB then U ∈ G(B˜[[z]][ 1z ]) ⊂ G
(
B˜[ 1ζ ][[z − ζ]]
)
and hence π˘(G, δ¯) =
γ = γ′ = π˘(G′, δ¯′) in H˘an
G,Zˆ
.
Conversely, the condition π˘(G, δ¯) = π˘(G′, δ¯′) yields U ∈ G(B˜[ 1ζ ][[z − ζ]]). We claim that this
implies U ∈ G(B˜[[z, z−1}[ 1σ∗(t−) ]). To prove the claim let ρ : G →֒ GLr be a faithful representation.
Then the entries of ρ(U) and ρ(U)−1 are of the form t−e
−
f with e ∈ N0 and f ∈ B˜[[z, z−1}.
We must show that there is a g ∈ B˜[[z, z−1} with t−e
−
f = σ∗(t−)
−eg. Recall from (4.3) that
t−e
−
f = (1− ζz )−eσ∗(t−)−ef . If e > 0 then U ∈ G
(
B˜[ 1ζ ][[z− ζ]]
)
resp. U−1 ∈ G(B˜[ 1ζ ][[z− ζ]]) implies
that f(ζ) = 0 in B˜[ 1ζ ]. By Lemma 7.6 we find f = (z − ζ)g1 = (1 − ζz )zg1 with g1 ∈ B˜[[z, z−1},
and hence t−e
−
f = (1− ζz )1−eσ∗(t−)−ezg1. Continuing in this way for ρ(U) and ρ(U)−1, we obtain
that ρ(U) ∈ GLr
(
B˜[[z, z−1}[ 1σ∗(t−) ]
)
. The claim follows.
This shows that σ∗(U) ∈ G(B˜[[z, z−1}[ 1σ2∗(t−) ]) ⊂ G(B˜[ 1ζ ][[z − ζq]]), where we use (6.2). Since
A,A′ ∈ G(B˜[ 1ζ ][[z − ζqi ]]) for all i > 0 we obtain U = Aσ∗(U)(A′)−1 ∈ G(B˜[ 1ζ ][[z − ζq ]]). Anal-
ogously to the previous paragraph this implies that U ∈ G(B˜[[z, z−1}[ 1σ2∗(t−) ]) and iteratively
U ∈ G(B˜[[z, z−1}[ 1σi∗(t−) ]) for all i > 0. It follows that the entries of ρ(U) converge on all of
{0 < |z| < 1}, whence lie in B˜[[z, z−1}, and so U ∈ G(B˜[[z, z−1}).
Now let p ⊂ B˜[ 1ζ ] be a minimal prime ideal and let x ∈ X˜ an = BSpec(B˜[ 1ζ ]) be a point given by
a multiplicative semi-norm | . |x : B˜[ 1ζ ] → R≥0 such that {b ∈ B˜[ 1ζ ] : |b|x = 0} = p. Note that | . |x
exists by [Berk90, Corollary 2.1.16] for example as the preimage of the multiplicative Gauß norm on
L〈X1, . . . , Xd〉 under a Noether normalization map L〈X1, . . . , Xd〉 →֒ B˜[ 1ζ ]/p; see [BGR84, § 6.1.2,
Theorem 1]. Let Ω be the completion with respect to | . |x of an algebraic closure of B˜[ 1ζ ]/p and
let OΩ be the valuation ring of Ω. Then the image of B˜ in Ω lies in OΩ. We denote the image
of U in G
(OΩ[[z, z−1}) by Up. By [ArHa14, Lemma 2.8] there are elements Hp, H ′p ∈ G(Ω[[z]])
with Aσ∗(Hp) = Hp and A
′σ∗(H ′p) = H
′
p which provide a trivialization of the Tate module
functors. By [HaKi15, Remark 4.3] we even have ρ(Hp), ρ(H
′
p) ∈ GLr(Ω〈 zζs 〉) for every s > 1q .
We compute ρ(H−1p UpH
′
p) = ρ(σ
∗(H−1p )A
−1UpA
′σ∗(H ′p)) = σ
∗ρ(H−1p UpH
′
p) ∈ GLr(Ω〈 zζs , z−1})
and this implies ρ(H−1p UpH
′
p) ∈ GLr
(
Fq((z))
)
because Ω〈 zζs , z−1}
σ
= Fq((z)). Let Np ∈ N0 be
minimal such that zNpρ(H−1p UpH
′
p), z
Npρ(H−1p UpH
′
p)
−1 ∈ Fq[[z]]r×r. Then Np = 0 if and only
if ρ(H−1p UpH
′
p) ∈ GLr(Fq[[z]]), that is H−1p UpH ′p ∈ G(Fq[[z]]). Moreover, zNpρ(Up), zNpρ(Up)−1 ∈
Ω〈 zζs 〉r×r ∩ OΩ[[z, z−1}r×r = OΩ[[z]]r×r. As this holds for all of the finitely many minimal prime
ideals of B˜[ 1ζ ] and the intersection of these is the nil-radicalN of B˜[ 1ζ ] we see that U ∈ G
(
B˜[[z, z−1})
40
implies zNρ(U), zNρ(U−1) ∈ B˜[[z]]r×r +N [[z−1]]r×r for N := max{Np : p minimal}. Since B˜[ 1ζ ] is
noetherian the nil-radical is nilpotent and there is an integer m such that N qm = (0). In particular
zNρ(σm∗(U)) ∈ B˜[[z]]r×r. Let n be such that (z − ζ)nρ(A), (z − ζ)nρ(A′)−1 ∈ B˜[[z]]r×r. Then
m−1∏
i=0
(z − ζqi)2nzNρ(U) = (z − ζ)nρ(A) · . . . · σ(m−1)∗((z − ζ)nρ(A)) · zNρ(σm∗(U)) ·
·σ(m−1)∗((z − ζ)nρ(A′)−1) · . . . · (z − ζ)nρ(A′)−1
∈ B˜[[z]]r×r
and applying Lemma 7.6 with a = ζq
i
for i = 0, . . . ,m − 1 to the entries of this matrix yields
zNρ(U) ∈ B˜[[z]]r×r. In the same way we see that zNρ(U−1) ∈ B˜[[z]]r×r. This implies ρ(U) ∈
GLr
(
B˜[[z]][ 1z ]
)
and U ∈ G(B˜[[z]][ 1z ]) = LG(B˜). We conclude that U defines a quasi-isogeny
U : GB˜ → G′B˜ which induces the isomorphism of the rational Tate module functors VˇU,x¯ =
H−1p UpH
′
p : VˇG′,x¯
∼−→ VˇG,x¯ for the geometric base point x¯ : BSpec(Ω) → X . By uniqueness U
descends to a quasi-isogeny u : G′ → G over SpecB as desired.
In this situation, clearly (a) implies (b) and (b) implies (c). We further see that (c) for our
representation ρ implies ρ(H−1p UpH
′
p) ∈ GLr
(
Fq[[z]]
)
for all minimal p ⊂ B˜[ 1ζ ], and hence the N
defined above is zero and U ∈ G(B˜[[z]]). In particular, (c) implies (a), because u : G′ ∼−→ G is an
isomorphism of local G-shtukas if and only if U ∈ G(B˜[[z]]).
It remains to prove the last assertion about the rational G(Fq[[z]])-level structure ηG(Fq[[z]]) on
G where η ∈ TrivG,x¯
(
Fq((z))
)
. Let ρ′′ : πe´t1 (X, x¯) → G(Fq[[z]]) be the homomorphism by which the
fundamental group acts on η, that is g(η) = η·ρ′′(g) for g ∈ πe´t1 (X, x¯). Note that ρ′′(g) indeed lies in
G(Fq[[z]]) because g fixes ηG(Fq[[z]]). In particular ρ′′ factors through a representation π
alg
1 (X, x¯)→
G(Fq[[z]]). By Corollary 5.4, Proposition 5.3 and [ArHa14, Proposition 3.6], ρ′′ comes from an étale
local G-shtuka G′′L over SpecB[ 1ζ ] together with a tensor isomorphism β ∈ TrivG′′,x¯(Fq[[z]]), and the
tensor isomorphism ηβ−1 : VˇG′′
L
,x¯
∼−→ VˇG,x¯ is of the form Vˇu′′
L
,x¯ for a quasi-isogeny u
′′
L : G′′L → GB[ 1
ζ
]
over SpecB[ 1ζ ]. This means that G′′L = (G′′L, τ ′′) where G′′L is an L+G-torsor over SpecB[ 1ζ ] and
τ ′′ : σ∗G′′L ∼−→ G′′L is an isomorphism of L+G-torsors. Also u′′L : LG′′L ∼−→ LGB[ 1ζ ] is an isomorphism
of the associated LG-torsors with u′′L ◦ τ ′′ = τG ◦σ∗u′′L. Note that the assumption on the nilpotence
of ζ in [ArHa14, Proposition 3.6] is not satisfied for SpecB[ 1ζ ], but is also not used in the proof of
loc. cit.
We may thus apply the following Lemma 7.9 by taking the LG-torsor associated with G as
the LG-torsor G in Lemma 7.9. It provides an extension of the pair (G′′L, u′′L) to a local G-shtuka
G′′ bounded by Zˆ−1 and a quasi-isogeny u′′ : G′′ → G over a blowing-up Y of SpecB in a finitely
generated ideal b ⊂ B containing a power of ζ. By [BoLü93a, Propositions 2.1 and 1.3] the ζ-adic
completion Y of Y is the admissible formal blowing-up of X = Spf B in the ideal b. In particular,
Yan → X is an isomorphism. We set δ¯′′ := δ¯ ◦ (u′′ mod ζ). Then (G′′, δ¯′′) ∈ M˘Zˆ−1G0 (Y), and
π˘(G, δ¯) = π˘(G′′, δ¯′′) by the first part of the proposition, and (Vˇu′′,x¯)−1 ◦ η = β ∈ TrivG′′,x¯(Fq[[z]])
by construction.
Lemma 7.9. Let B be an admissible formal OL-algebra. Let G be an LG-torsor over SpecB
and assume that there is an étale covering Spf B˜ → Spf B of admissible formal OL-schemes such
that G admits a trivialization α : G ⊗B Spec B˜ ∼−→ LGSpec B˜. Let τG : Lz(z−ζ)σ∗G ∼−→ Lz(z−ζ)G be
an isomorphism of the associated Lz(z−ζ)G-torsors. Furthermore, let G′′L be an L+G-torsor over
SpecB[ 1ζ ], let τ
′′ : σ∗G′′L ∼−→ G′′L be an isomorphism of L+G-torsors, and let u′′L : LG′′L ∼−→ GB[ 1ζ ] be
an isomorphism of LG-torsors over SpecB[ 1ζ ] satisfying u
′′
L ◦ τ ′′ = τG ◦ σ∗u′′L.
Then there is a blowing-up Y of SpecB in a finitely generated ideal b ⊂ B containing a power of
ζ, an L+G-torsor G′′ over Y , an isomorphism τG′′ : Lz−ζσ∗G′′ ∼−→ Lz−ζG′′ of the associated Lz−ζG-
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torsors over Y , and an isomorphism u′′ : LG′′ ∼−→ GY of LG-torsors satisfying u′′◦τG′′ = τG ◦σ∗u′′,
such that the pullback of (G′′, τG′′ , u′′) to Y ×B SpecB[ 1ζ ] = SpecB[ 1ζ ] is isomorphic to (G′′L, τ ′′, u′′L)
via an isomorphism of L+G-torsors h : G′′
B[ 1
ζ
]
∼−→ G′′L satisfying h◦ τG′′ = τ ′′ ◦σ∗h and u′′ = u′′L ◦h.
Moreover, if the element σ∗α ◦ τ−1G ◦ α−1 ∈ G
(
B˜[[z]][ 1z(z−ζ) ]
) ⊂ G(B˜[ 1ζ ][[z]][ 1z−ζ ]) maps to a
point in Zˆan(BSpec B˜[ 1ζ ]), then τG′′ is bounded by Zˆ
−1 and G′′ = (G′′, τG′′) is a local shtuka over Y
bounded by Zˆ−1 in the sense of Remark 7.7.
Proof. We consider the functorMG on SpecB-schemes classifying “quasi-isogenies of (unbounded)
local G-shtukas to G := (G, τG) ”, which on affine B-schemes S = SpecR is defined by
MG(S) :=
{
Isomorphism classes of (G′′, τG′′ , u′′) : where G′′ is an L+G-torsor over R,
where τG′′ : Lz(z−ζ)σ
∗G′′ ∼−→ Lz(z−ζ)G′′ is an isomorphism of the associated
Lz(z−ζ)G-torsors and u
′′ : LG′′ ∼−→ G ×B S is an isomorphism of LG-torsors,
with τG ◦ σ∗u′′ = u′′ ◦ τG′′
}
.
Here (G′′, τG′′ , u′′) and (G′, τG′ , u′) are isomorphic if there is an isomorphism h : G′′ ∼−→ G′ of L+G-
torsors satisfying h ◦ τG′′ = τG′ ◦ σ∗h and u′′ = u′ ◦ h.
The functor MG is representable by an ind-projective ind-scheme over SpecB as follows. We
consider its base change MG ⊗B B˜ and fix a trivialization α : G ⊗B B˜ ∼−→ LGB˜. Over a B˜-
algebra R the data (G′′, α ◦ u′′) is represented by the ind-projective ind-scheme FℓG ×̂Fq Spec B˜
over Spec B˜. Indeed, over an étale covering Spec R˜ of SpecR the L+G-torsor G′′ can be trivialized
by an isomorphism β : G′′
R˜
∼−→ (L+G)R˜ and then α◦u′′◦β−1 yields an R˜-valued point of FℓG which
is independent of all choices and descends to an R-valued point of FℓG; see [HaVi11, Theorem 6.2]
or [ArHa14, Theorem 4.4] for more details and for the inverse construction. Over Spec R˜, also
β ◦ τG′′ ◦ σ∗β−1 = β ◦ (u′′)−1 ◦ τG ◦ σ∗u′′ ◦ σ∗β−1 ∈ Lz(z−ζ)G(R˜) = G
(
R[[z]][ 1z(z−ζ) ]
)
is uniquely determined by u′′. This shows that MG ⊗B Spec B˜ ∼−→ FℓG ×̂Fq Spec B˜ is an ind-
projective ind-scheme over Spec B˜. It descends to an ind-projective ind-scheme MG over SpecB,
because B → B˜ is faithfully flat by [BoLü93a, Lemma 1.6]; see [ArHa14, Theorem 4.4] for details.
The triple (G′′L, τ ′′, u′′L) corresponds to a morphism f : SpecB[ 1ζ ] → MG . Since its source is
quasi-compact, f factors through a subschemeM(N)G which is projective over SpecB; see [HaVi11,
Lemma 5.4]. The scheme theoretic closure Γ of the graph of f in M(N)G is a projective scheme
over SpecB and the projection Γ → SpecB is an isomorphism over SpecB[ 1ζ ]. By the flattening
technique of Raynaud and Gruson [RaGr71, Corollaire 5.7.12] there is a blowing-up Y of SpecB
in a finitely generated ideal b ⊂ B containing a power of ζ, such that the strict transform of Γ,
that is, the closed subscheme of Γ×B Y defined by the sheaf of ideals of ζ-torsion, is isomorphic to
Y . The morphism Y → Γ →M(N)G corresponds to an extension over Y of the triple (G′′L, τ ′′, u′′L)
from SpecB[ 1ζ ]. This means that over Y there is an L
+G-torsor G′′, an isomorphism of the
associated Lz(z−ζ)G-torsors τG′′ : Lz(z−ζ)σ
∗G′′ ∼−→ Lz(z−ζ)G′′ and an isomorphism of the associated
LG-torsors u′′ : LG′′ ∼−→ G ×B Y with τG ◦ σ∗u′′ = u′′ ◦ τG′′ and over Y ×B SpecB[ 1ζ ] = SpecB[ 1ζ ]
an isomorphism of L+G-torsors h : G′′
B[ 1
ζ
]
∼−→ G′′L satisfying h ◦ τG′′ = τ ′′ ◦ σ∗h and u′′ = u′′L ◦ h.
We claim that τG′′ comes from an isomorphism of Lz−ζG-torsors τG′′ : Lz−ζσ
∗G′′ ∼−→ Lz−ζG′′.
We choose a trivialization of G′′ over an étale covering Y˜ of Y ×SpecB Spec B˜ and write the
Frobenius τG′′ of G′′ as an element τG′′ ∈ G
(OY˜ [[z]][ 1z(z−ζ) ]). Our claim means that τG′′ actually
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lies in G
(OY˜ [[z]][ 1z−ζ ]). To prove the claim, we choose a faithful representation ρ : G →֒ SLr and we
consider the matrix entries gij of ρ(τG′′ ) which satisfy (z − ζ)mgij ∈ OY˜ [[z]][ 1z ] for an appropriate
power m. Since τG′′ differs from τ
′′ over Y˜L := Y˜ ⊗OL L by the isomorphism h of L+G-torsors, we
see that (z− ζ)mgij ∈ OY˜L [[z]]. Since the intersection of OY˜ [[z]][ 1z ] and OY˜L [[z]] in OY˜L [[z]][ 1z ] equals
OY˜ [[z]], this shows that (z − ζ)mgij ∈ OY˜ [[z]]. In particular, gij ∈ OY˜ [[z]][ 1z−ζ ], and this proves our
claim.
It remains to show that G′′ is bounded by Zˆ−1 under the additional assumptions on τG .
By [BoLü93a, Propositions 2.1 and 1.3] the ζ-adic completion Y of Y is the admissible formal
blowing-up of Spf B in the ideal b. By Proposition 2.5(a) there is an integer n such that for
all representatives (R, ZˆR) of Zˆ the morphism ZˆR → F̂ℓSLr ,R factors through F̂ℓ
(n)
SLr ,R. By
enlarging n, we may assume that the morphism f˜ : Y˜ → F̂ℓG,R
Zˆ
→ F̂ℓSLr,RZˆ defined by τ−1G′′
factors through F̂ℓ(n)SLr,RZˆ . Let (R, ZˆR) be such a representative and set Y˜R := Y˜ ×̂RZˆ Spf R.
Thus f˜⊗̂ idR : Y˜R → F̂ℓ
(n)
G,R := F̂ℓG,R ×̂F̂ℓSLr,R F̂ℓ
(n)
SLr ,R and ZˆR is a closed formal subscheme of
F̂ℓ(n)G,R, defined by a sheaf of ideals a on F̂ℓ
(n)
G,R. We must show that (f˜⊗̂ idR)∗a = (0). The
associated morphism of Frac(R)-analytic spaces (f˜⊗̂ idR)an : (Y˜R)an → (F̂ℓ
(n)
G,R)
an is given by
τ−1G′′ = (σ
∗u′′)−1 ◦ τ−1G ◦ u′′ and factors through ZˆanR , because σ∗α ◦ τ−1G ◦ α−1 ∈ ZˆanR (Y˜an), as
well as α ◦ u′′, σ∗(α ◦ u′′)−1 ∈ G(OY˜an [[z − ζ]]), and ZˆanR is invariant under multiplication with
G(OY˜an [[z − ζ]]) on the left. This implies (f˜⊗̂ idR)an∗a = (0) on (Y˜R)an and since OY˜R ⊂ O(Y˜R)an ,
we obtain (f˜⊗̂ idR)∗a = (0) on Y˜R. Therefore the morphism Y˜R → F̂ℓ
(n)
G,R given by τ
−1
G′′ factors
through the closed formal subscheme ZˆR. By Definition 2.1(d) and Remark 2.2(c) this means that
τ−1G′′ is bounded by Zˆ and G′′ is bounded by Zˆ−1.
To define M˘K for all compact open subgroups K ⊂ G(Fq((z))) we proceed slightly differently
than Rapoport and Zink [RaZi96, 5.34] and instead use the following definition and corollary. For
a comparison with [RaZi96, 5.34] see Remark 7.14.
Definition 7.10. LetX be a connected affinoid strictly L-analytic space with geometric base point
x¯, and let K ⊂ G(Fq((z))) be a compact open subgroup. Consider the category of triples (G, δ¯, ηK)
where (G, δ¯) ∈ M˘Zˆ−1G0 (X ) for an admissible formal model X of X and ηK ∈ TrivG,x¯
(
Fq((z))
)
/K is
a rational K-level structure on G over X . Morphisms between two such triples (G1, δ¯1, η1K) and
(G2, δ¯2, η2K) over admissible formal models X1, respectively X2, are quasi-isogenies u : G1 → G2 as
in Remark 7.7 over a model X˜ dominating both Xi with δ¯2 ◦ (u mod ζ) = δ¯1 such that Vˇu,x¯ ◦η1K =
η2K. In particular all morphisms are isomorphisms and by rigidity of quasi-isogenies [ArHa14,
Proposition 2.11] all Hom sets contain at most one element.
For K ⊂ G(Fq[[z]]) we consider over M˘K the triple (Guniv, δ¯univ, ηunivK), where ηunivK is the
rational K-level structure on Guniv induced from the universal integral K-level structure on Guniv
via the inclusion TrivG,x¯(Fq[[z]])→ TrivG,x¯
(
Fq((z))
)
.
Corollary 7.11. Let M˘ = (M˘Zˆ−1G0 )an and for every open subgroup K ⊂ G(Fq[[z]]) let M˘K be
the finite étale covering space from Definition 7.4 parametrizing integral K-level structures on the
universal local G-shtuka Guniv over M˘ from Remark 7.7. Then M˘K also parametrizes isomorphism
classes of triples (G, δ¯, ηK) in the sense of Definition 7.10.
Proof. Let X be a connected affinoid strictly L-analytic space with geometric base point x¯, and
let (G, δ¯, ηK) be a triple over X , where (G, δ¯) ∈ M˘Zˆ−1G0 (X ) for an admissible formal model X of
X , and ηK is a rational K-level structure on G over X . We may assume that X = Spf B is affine.
By Proposition 7.8 there is an admissible formal blowing-up Y → X and a (G′′, δ¯′′) ∈ M˘Zˆ−1G0 (Y)
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with π˘(G, δ¯) = π˘(G′′, δ¯′′) and an isogeny u′′ : G → G′′ over Y lifting (δ¯′′)−1 ◦ δ¯ such that Vˇu′′,x¯ ◦ η ∈
TrivG′′,x¯(Fq[[z]]). The pair (G′′, δ¯′′) induces a morphism of E˘-analytic spaces X = Yan → M˘ which
is independent of the admissible formal blowing-up Y. By Proposition 7.5(a) the integral K-level
structure (Vˇu′′,x¯ ◦ η)K on G′′ defines a uniquely determined M˘-morphism f : X → M˘K such that
(f∗Guniv, f∗δ¯univ, f∗ηunivK) = (G′′, δ¯′′, (Vˇu′′,x¯ ◦ η)K) ∼= (G, δ¯, ηK).
Definition 7.12. Let K ⊂ G(Fq((z))) be a compact open subgroup. Let K ′ ⊂ K be a normal
subgroup of finite index with K ′ ⊂ G(Fq[[z]]). (Such a subgroup exists as K ∩G(Fq[[z]]) ⊂ K is of
finite index due to the openness of G(Fq[[z]]) and the compactness of K.) Then we define M˘K as
the E˘-analytic space which is the quotient of M˘K′ by the finite group K/K ′; see [Berk90, Propo-
sition 2.1.14(ii)] and [Berk95, Lemma 4]. Here gK ′ ∈ K/K ′ acts on M˘K′ by sending the universal
triple (Guniv, δ¯univ, ηunivK ′) over M˘K′ from Corollary 7.11 to the triple (Guniv, δ¯univ, ηunivgK ′). By
Remark 7.14 below this means that gK ′ ∈ K/K ′ acts on M˘K′ as the Hecke correspondence ι(g)K′ .
In particular M˘K0 = (M˘Zˆ−1G0 )an for K0 = G(Fq[[z]]). We denote by (G
univ, δ¯univ, ηunivK) the triple
over M˘K induced by the universal triple (Guniv, δ¯univ, ηunivK ′) over M˘K′ . It is universal by the
following corollary.
By Proposition 7.5(c) the definition of M˘K is independent of the normal subgroup K ′ ⊂ K
and Proposition 7.5(c) continues to hold in this more general setting. We will see in Theorem 8.1
below that M˘K always is a strictly E˘-analytic space.
Corollary 7.13. If K ⊂ G(Fq((z))) is any compact open subgroup then M˘K parametrizes isomor-
phism classes of triples (G, δ¯, ηK) in the sense of Definition 7.10.
Proof. Let X be a connected affinoid strictly L-analytic space with geometric base point x¯, and
let (G, δ¯, ηK) be a triple over X where (G, δ¯) ∈ M˘Zˆ−1G0 (X ) for an admissible formal model X of
X and where ηK ∈ TrivG,x¯
(
Fq((z))
)
/K is a rational K-level structure on G over X . Let K ′ ⊂ K
be a normal subgroup of finite index with K ′ ⊂ G(Fq[[z]]). Consider the étale covering space
X ′ → X corresponding to the πe´t1 (X, x¯)-set {η′K ′ ∈ TrivG,x¯
(
Fq((z))
)
/K ′ : η′K = ηK} which is
isomorphic to K/K ′ under the maps η′K ′ 7→ η−1η′K ′ and ηgK ′ ←p gK ′. In particular X ′ → X is
a K/K ′-torsor. By Corollary 7.11 there is a uniquely determined E˘-morphism X ′ → M˘K′ which
is equivariant for the action of K/K ′ and therefore descends to a uniquely determined E˘-morphism
X → M˘K .
Remark 7.14. We have an action of G
(
Fq((z))
)
on the tower (M˘K)K⊂G(Fq((z))) by Hecke cor-
respondences defined as follows. Let g ∈ G(Fq((z))) and let K be a compact open subgroup of
G
(
Fq((z))
)
. Then g induces an isomorphism
ι(g)K : M˘K ∼−→ M˘g−1Kg (7.6)
by sending the universal triple (Guniv, δ¯univ, ηunivK) over M˘K from Definition 7.12 to the triple(Guniv, δ¯univ, ηunivKg = ηunivg(g−1Kg)). The morphisms ι(g) are compatible with the group
structure on G
(
Fq((z))
)
, that is they satisfy ι(gh)K = ι(g)h−1Kh ◦ ι(h)K for all g, h ∈ G
(
Fq((z))
)
and all K. They are also compatible with the projection maps π˘K,K′ , that is ι(g)K ◦ π˘K,K′ =
π˘g−1Kg, g−1K′g ◦ ι(g)K′ .
If both K and g−1Kg are contained in G(Fq[[z]]), we can translate the definition of ι(g)K in
terms of integral K-level structures by inspecting the proof of Corollary 7.11. Namely we start
with the universal integral K-level structure ηunivK ∈ TrivGuniv,x¯(Fq[[z]])/K on Guniv over M˘K .
The rational g−1Kg-level structure ηunivKg = ηunivg(g−1Kg) yields a pair (G′′, δ¯′′) ∈ M˘Zˆ−1G0 (Y)
for an admissible formal blowing-up Y → X with π˘(Guniv, δ¯univ) = π˘(G′′, δ¯′′) and Vˇu′′,x¯ ◦ ηunivg ∈
TrivG′′,x¯(Fq[[z]]), where u′′ is the unique lift of (δ¯′′)−1 ◦ δ¯univ. Then the morphism ι(g)K is given by
ι(g)K : (Guniv, δ¯univ, ηunivK) 7−→ (G′′, δ¯′′, (Vˇu′′,x¯ ◦ ηunivg)g−1Kg) (7.7)
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This shows that the definition of ι(g)K in this case, and therefore the definitions of M˘K , π˘K,K′
and ι(g)K for all K coincide with the definitions analogous to [RaZi96, 5.34].
Although it is not explicitly stated in [RaZi96], the analog of Corollary 7.13 also holds in their
setup, as it can be deduced from the existence of the ι(g)K as follows. If (G, δ¯) ∈ M˘Zˆ−1G0 (X )
and ηK with η ∈ TrivG,x¯
(
Fq((z))
)
is a rational K-level structure on G over X = X an, we can
choose an element η0 ∈ TrivG,x¯(Fq[[z]]) and set g := η−10 η ∈ Aut⊗(ω◦) = G
(
Fq((z))
)
. Then
ηKg−1 = η0(gKg
−1) is an integral gKg−1-level structure on G and defines a uniquely determined
E˘-morphism X → M˘gKg−1 . Composing with ι(g)gKg−1 produces the desired E˘-morphism X →
M˘K .
Proposition 7.15. The period morphism π˘ induces compatible morphisms π˘K : M˘K → H˘anG,Zˆ
for all compact open subgroups K ⊂ G(Fq((z))). In terms of Corollary 7.13 it has the form
π˘K : (Guniv, δ¯univ, ηunivK) 7→ π˘(Guniv, δ¯univ) where ηunivK is the universal (integral or) rational K-
level structure on Guniv. These morphisms commute with the Hecke correspondences in the sense
that π˘g−1Kg ◦ ι(g)K = πK for all g and K.
Proof. To construct π˘K we choose a normal subgroup K
′ ⊂ K of finite index with K ′ ⊂ G(Fq[[z]]).
We let π˘K′ := π˘ ◦ π˘G(Fq[[z]]),K′ : M˘K
′ → H˘an
G,Zˆ
. It has the given form. If g ∈ G(Fq((z))) satisfies
g−1K ′g ⊂ G(Fq[[z]]), we see from the description of ι(g)K′ in (7.7) that π˘g−1K′g ◦ ι(g)K′ = πK′ .
In particular, if g ∈ K then π˘K′ is K/K ′-invariant. Therefore π˘K′ descends to a morphism
π˘K : M˘K → H˘anG,Zˆ which has the given form. By Proposition 7.5(c) the definition of π˘K is
independent of the chosen K ′ and satisfies π˘K ◦ π˘K,K˜ = π˘K˜ for all compact open subgroups
K˜ ⊂ K ⊂ G(Fq((z))). From this also π˘g−1Kg ◦ ι(g)K = πK follows.
The following result is the analog of [RaZi96, Proposition 5.37] and can be proved in the same
way. However, we give a different proof using Corollary 7.13.
Proposition 7.16. Let K1,K2 ⊂ G
(
Fq((z))
)
be compact open subgroups and let Ω be an alge-
braically closed complete extension of E˘. Then two points x1 ∈ M˘K1(Ω) and x2 ∈ M˘K2(Ω)
satisfy π˘K1(x1) = π˘K2(x2) if and only if they are mapped to each other under a Hecke correspon-
dence, i.e. if there is a g ∈ G(Fq((z))) and a y ∈ M˘K1∩gK2g−1(Ω) with π˘K1, K1∩gK2g−1(y) = x1
and π˘K2, g−1K1g∩K2 ◦ ι(g)K1∩gK2g−1(y) = x2. In particular, the geometric fibers of π˘K are (non-
canonically) isomorphic to G
(
Fq((z))
)
/K.
Proof. Since one direction was proved in Proposition 7.15, we now assume π˘K1(x1) = π˘K2(x2).
In terms of Corollary 7.13 let xi correspond to the triple (Gi, δ¯i, ηiKi). Since Ω is algebraically
closed we may choose representatives ηi ∈ TrivG
i
,BSpec(Ω)
(
Fq((z))
)
of ηiKi. By the description
of π˘K in Proposition 7.15 we have π˘(G1, δ¯1) = π˘(G2, δ¯2) and so Proposition 7.8 yields a quasi-
isogeny u : G2 → G1 over SpecOΩ with δ¯1 ◦ (u mod ζ) = δ¯2. We set η′1 := Vˇu,BSpec(Ω) ◦ η2 ∈
TrivG
1
,BSpec(Ω)
(
Fq((z))
)
. Then x2 = (G2, δ¯2, η2K2) ∼= (G1, δ¯1, η′1K2). Therefore g := η−11 η′1 ∈
Aut⊗(ω◦) = G
(
Fq((z))
)
and y = (G1, δ¯1, η1(K1 ∩ gK2g−1)
) ∈ M˘K1∩gK2g−1(Ω) solve the problem.
Thus after the choice of the representative η1 of η1K1 the bijection between G
(
Fq((z))
)
/K1
and the fiber of π˘K1 over π˘K1(x1) is given by gK1 7→ (G1, δ¯1, η1gK1) with inverse η−11 η′1K1 ←p
(G1, δ¯1, η′1K1).
Remark 7.17. Finally, the action of j ∈ Jb
(
Fq((z))
)
on M˘Zˆ−1G0 from Definition 3.1 induces actions
on each of the spaces M˘K individually by
j : M˘K −→ M˘K , (G, δ¯, ηK) 7−→ (G, j ◦ δ¯, ηK) .
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In other words the pullback j∗(Guniv, δ¯univ, ηunivK) of the universal triple over M˘K is isomorphic to
(Guniv, j◦δ¯univ, ηunivK) in the category of triples from Definition 7.10. Using the universal property
of M˘Zˆ−1G0 the condition j∗(G
univ, δ¯univ) ∼= (Guniv, j ◦ δ¯univ) shows that there is an isomorphism
Φj : j
∗Guniv ∼−→ Guniv of local G-shtukas with j∗δ¯univ = j ◦ δ¯univ ◦ (Φj mod ζ). By rigidity of quasi-
isogenies [ArHa14, Proposition 2.11] the isomorphism Φj is uniquely determined and a straight
forward calculation shows that Φj ◦ j∗Φj′ = Φj′j . It follows from Definition 7.10 that j∗ηunivK =
(Vˇ −1Φj ,x¯ ◦ηuniv)K. The Jb
(
Fq((z))
)
-action on M˘K is compatible with the projection maps π˘K,K′ and
the Hecke action.
Lemma 7.18. The action of J := Jb
(
Fq((z))
)
on M˘Zˆ−1G0 and the induced actions on each M˘K are
continuous.
Proof. For the first assertion we have to show the following claim. Let S ∈ NilpFq[[ξ]] be a quasi-
compact scheme and (G, δ¯) ∈ M˘Zˆ−1G0 (S). We must show that there is a neighborhood U of 1 ∈ J
such that for j ∈ U we have j(G, δ¯) ∼= (G, δ¯), that is, δ−1 ◦ j ◦ δ lifts to an automorphism of G over
S.
To prove this claim let δ : G → G0,S be the quasi-isogeny which lifts δ¯ by rigidity of quasi-
isogenies [ArHa14, Proposition 2.11]. Let S′ → S be an étale covering which trivializes G ∼=(
(L+G)S′ , Aσ
∗
)
. Since S is quasi-compact there is a refinement of this covering such that S′ =
SpecB is affine. Then δ corresponds to an element ∆ ∈ LG(B). We fix a faithful representation
ρ : G →֒ SLr and consider the elements ρ(∆) and ρ(∆−1) of L SLr(B) = SLr(B[[z]][ 1z ]). Let N ∈ N0
be such that the matrices zN ·ρ(∆) and zN ·ρ(∆−1) have their entries in B[[z]]. If ρ(j) ≡ 1 mod z2N
then ρ(∆−1 ·j ·∆) ∈ SLr(B[[z]]), and hence ∆−1 ·j ·∆ ∈ L+G(B) and δ−1◦j ◦δ ∈ Aut(G). Since the
map J ⊂ LG(F) ρ−→ L SLr(F) is continuous with respect to the z-adic topology, the claim follows.
As the action on M˘Zˆ−1G0 is continuous, the same holds for each M˘K by [Berk94, Lemma 8.4].
Note that continuity of the J-action is defined as continuity of the homomorphism J → G (M˘K),
where G (M˘K) is the topological automorphism group defined by Berkovich [Berk94, § 6]. The
topology of G (M˘K) is defined via compact subspaces of M˘K . Therefore the continuity of the J-
action on M˘Zˆ−1G0 (S) we proved above and [Berk94, Lemma 8.4] are applicable although M˘Zˆ
−1
G0
(S)
is not quasi-compact.
8 The image of the period morphism
In this section we fix a local G-shtuka G0 =
(
(L+G)F, bσ
∗
)
over F and a bound Zˆ with reflex ring
RZˆ = κ[[ξ]]. We set EZˆ = κ((ξ)) and E˘ := F((ξ)).
We will determine the image of the period morphism π˘ from Definition 6.3. This is the function
field analog of [Hart13, Theorem 8.4], where the situation of PEL-Rapoport-Zink spaces for p-
divisible groups was treated. Note however, that our proof here is entirely different from loc.
cit., because we here already constructed a tensor functor to the category of local systems in
Theorem 5.7, and will use this to determine the image of π˘. In loc. cit. the proof proceeds in the
opposite direction and first determines the image of the period morphism and then constructs the
local systems.
Theorem 8.1. (a) The image π˘
(
(M˘Zˆ−1G0 )an
)
of the period morphism π˘ equals the union of the
connected components of H˘a
G,Zˆ,b
on which there is an Fq((z))-rational isomorphism β : ω◦
∼−→
ωb,γ¯ between the tensor functors ω
◦ and ωb,γ¯ from Remark 5.8.
(b) The rational dual Tate module VˇG of the universal local G-shtuka G over (M˘Zˆ−1G0 )an descends
to a tensor functor VˇG from RepFq((z)) G to the category of local systems of Fq((z))-vector
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spaces on π˘
(
(M˘Zˆ−1G0 )an
)
. It carries a canonical Jb
(
Fq((z))
)
-linearization and is canonically
Jb
(
Fq((z))
)
-equivariantly isomorphic to the tensor functor Vb from Theorem 5.7.
(c) The tower of strictly E˘-analytic spaces (M˘K)K⊂G(Fq((z))) is canonically isomorphic over
π˘
(
(M˘Zˆ−1G0 )an
)
in a Hecke and Jb
(
Fq((z))
)
-equivariant way to the tower of étale covering spaces
(EK)K⊂G(Fq((z))) of π˘
(
(M˘Zˆ−1G0 )an
)
associated with the tensor functor Vb in Remark 5.9.
Note that if the analog of Wintenberger’s theorem (5.6) is established, the union of connected
components in (a) is simply H˘na
G,Zˆ,b
.
To prove Theorem 8.1 we will take a Tannakian approach and make use of the following propo-
sition.
Proposition 8.2. Let G be a faithfully flat affine group scheme over a Dedekind domain A
and let B be an A-algebra. Let RepAG be the Tannakian category of representations of G on
finite projective A-modules and let ω◦ : RepAG → FModA be the forgetful fiber functor. Let
ω : RepAG → FModB be a tensor functor to the category FModB of finite projective B-modules,
which sends morphisms in RepAG that are epimorphisms on the underlying A-modules to epimor-
phisms in FModB . Then Isom
⊗(ω◦ ⊗A B,ω) is representable by a G-torsor over B (for the fpqc
topology).
Proof. Let BG = [SpecA/G] be the classifying stack of G which parametrizes G-torsors over A-
schemes. By [StPr, Tags 0443 and 06WS] the category of linear representations of G on (arbitrary)
A-modules is tensor equivalent to the category ModBG of quasi-coherent sheaves on (the big fppf-
site of) BG; see [StPr, Tags 06NT and 03DL]. This equivalence is given by the functor which sends
a quasi-coherent sheaf F on BG to its pullback under the morphism p0 : SpecA → BG. The
quasi-inverse functor sends a representation of G on an A-module F to its faithfully flat descent
on BG. By faithfully flat descent [EGA, IV2, Proposition 2.5.2], F is finite locally free if and only
if the representation is a finite locally free A-module. In particular, the category RepAG is tensor
equivalent to the category FModBG of finite locally free sheaves on BG.
If we write G = Spec Γ the multiplication of G makes Γ into a comodule, which is the filtered
union of its finitely generated sub-comodules by [Serr68, § 1.5, Corollaire]. Since Γ is a flat A-
module and A is Dedekind, these finitely generated sub-comodules are torsion free, whence finite
projective and dualizable. The Hopf algebroid (A,Γ) is therefore an Adams Hopf algebroid and
the stack BG is an Adams stack ; see [Schä12, § 1.3]. Due to our assumption the tensor functor
ω defines a tensor functor from FModBG to ModB which sends locally split epimorphisms ϕ to
epimorphisms. Indeed, if U is a scheme and u : U → BG is an fpqc covering over which u∗ϕ splits,
then u∗ϕ is an epimorphism of quasi-coherent sheaves on U . Since U ×BG SpecA → SpecA is
an fpqc covering, fpqc descent [EGA, IV2, Proposition 2.2.7] shows that p
∗
0ϕ is an epimorphism
on the underlying A-modules, and our assumption applies. Thus by [Schä15, Corollary 3.4.3] and
[Schä12, Theorems 1.3.2 and 1.2.1] the functor ω corresponds to a morphism f : SpecB → BG
and an isomorphism of tensor functors α : f∗ ∼−→ ω ◦ p∗0.
By definition of BG this morphism corresponds to a G-torsor p : X → SpecB, which is obtained
as the base change
X
h //
p

SpecA
p0

SpecB
f
// BG .
We will show that X represents Isom⊗(ω◦ ⊗A B,ω). Since p∗0 is an equivalence between FModBG
and RepAG, the tensor functor p
∗α : h∗ ◦ p∗0 = p∗ ◦ f∗ ∼−→ p∗ ◦ω ◦ p∗0 induces a tensor isomorphism
p∗ ◦ (ω◦⊗AB) = h∗ ∼−→ p∗ ◦ω over X , and hence a morphism X → Isom⊗(ω◦⊗A B,ω). To prove
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that the latter is an isomorphism let s : S = SpecR → SpecB and let β ∈ Isom⊗(ω◦ ⊗A B,ω)(S)
which we view as a tensor isomorphism β : s∗◦(ω◦⊗AB)◦p∗0 ∼−→ s∗◦ω◦p∗0. Let r : SpecB → SpecA
be the structure morphism. The two morphisms f ◦ s and p0 ◦ r ◦ s from S to BG induce the
pullback functors s∗ ◦ f∗ and s∗ ◦ r∗ ◦ p∗0 = s∗ ◦ (ω◦ ⊗A B) ◦ p∗0 which are isomorphic by
β−1 ◦ s∗α : s∗ ◦ f∗ ∼−→ s∗ ◦ ω ◦ p∗0 ∼−→ s∗ ◦ (ω◦ ⊗A B) ◦ p∗0 .
Again by [Schä15, Corollary 3.4.3] and [Schä12, Theorems 1.3.2 and 1.2.1] the latter isomorphism
corresponds to an isomorphism η between the morphisms f ◦ s and p0 ◦ r ◦ s from S to BG. The
data (s, r ◦ s, η) defines a morphism S → X and this proves that X ∼−→ Isom⊗(ω◦ ⊗A B,ω) as
desired.
We also need the following easy
Lemma 8.3. Let Ω be an algebraically closed field, which is complete with respect to an absolute
value | . | : Ω → R≥0 and let OΩ be its valuation ring. Let mΩ ⊂ OΩ be the maximal ideal and
κΩ = OΩ/mΩ.
(a) If p ⊂ OΩ[[z]] is a prime ideal then one of the following assertions holds
(i) p is contained in p0 := {
∑∞
i=0 biz
i : bi ∈ mΩ } = ker(OΩ[[z]]→ κΩ[[z]]),
(ii) p = (z − α) for an α ∈ mΩ, or
(iii) p = (z) +mΩ is the maximal ideal of OΩ[[z]].
(b) The maximal ideals m of the ring OΩ((z)) := OΩ[[z]][ 1z ] are all of the following form: m =
(z − α) for α ∈ mΩ r {0} with OΩ((z))/m = Ω, or m = m0 := {
∑
i biz
i : bi ∈ mΩ } =
ker
(OΩ((z))→ κΩ((z))) with OΩ((z))/m = κΩ((z)).
Proof. (a) If (i) fails, that is if p 6⊂ p0 then there is an element f =
∑∞
i=0 biz
i ∈ p with bn ∈ O×Ω
for some n. We may assume that bi ∈ mΩ for all i < n, and hence the image f¯ of f in κΩ[[z]]
has ordz(f¯) = n, where ordz is the valuation of the discrete valuation ring κΩ[[z]]. If n = 0 then
f would be a unit, which is not the case. So |b0| < |bn| = 1 and the Newton polygon of f
has a negative slope. By [Laz62, Proposition 2] there is an element α ∈ mΩ and a power series
g =
∑∞
i=0 ciz
i ∈ Ω[[z]] with f = (z−α)·g, that is bi = ci−1−αci, such that the region of convergence
of f is contained in the one of g. In particular, g converges for all z in mΩ.
We claim that g ∈ OΩ[[z]], that is |ci| ≤ 1 for all i. Assume contrarily that there exists an
m > 0 with |cm−1| > 1 ≥ |bm|. Then αcm = cm−1 − bm implies |cm| = |α−1cm−1| > |cm−1| and by
induction |ci| = |α|m−1−i|cm−1| for all i ≥ m− 1. This implies that g does not converge at z = α.
So we obtain a contradiction and the claim is proved.
For the images in κΩ[[z]] we obtain f¯ = z · g¯ and ordz(g¯) = ordz(f¯) − 1. Continuing in this
way we find that f = (z − α1) · . . . · (z − αn) · h for αi ∈ mΩ and a unit h ∈ OΩ[[z]]×. Since p is
prime, it contains z − αi for some i. Under the isomorphism OΩ[[z]] ∼−→ OΩ, z 7→ αi, the quotient
p/(z − αi) is a prime ideal in OΩ. If p/(z − αi) = (0), then p = (z − αi) and we are in case (ii). If
p/(z − αi) = mΩ, then p = (z − αi) +mΩ = (z) +mΩ and we are in case (iii).
(b) follows from (a) via the identification of the prime ideals in OΩ((z)) with the prime ideals in
OΩ[[z]] not containing z.
Proof of Theorem 8.1. (a) Since the proof is quite long and involved, let us give a summary first.
We start with a point γ¯ ∈ H˘a
G,Zˆ,b
(Ω) with values in an algebraically closed, complete field Ω and a
tensor isomorphism β. In Step 1 we construct from this data a tensor functor T b : RepFq[[z]] G →
Fq[[z]]-LocE˘K0
over an étale covering space E˘K0 of H˘aG,Zˆ,b. By the admissibility of γ¯ this tensor
functor will in Step 2 induce a tensor functor M : RepFq[[z]]G → FModOΩ[[z]], V 7→ MV , which
gives the underlying module MV of a local shtuka MV . Unfortunately, it is not clear that the
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functor V 7→ MV is exact without using the hypothesis that G is parahoric. This might even be
false for groups G with non-reductive generic fiber as Example 8.5 below shows. Nevertheless, we
show in Step 3 that V 7→MV ⊗OΩ[[z]]OΩ((z)) is exact and corresponds to a G-torsor G over OΩ((z)).
In Steps 4, 5 and 6 we prove that G ∼= G⊗Fq [[z]] OΩ((z)) is trivial, using that the generic fiber of G
is reductive. Since G is even parahoric, this allows us in Step 7 to apply Lemma 7.9 to produce a
local G-shtuka (G′′, ∆¯′′) ∈ M˘Zˆ−1G0 (OΩ) with π˘(G
′′, ∆¯′′) = γ¯.
1. Let γ ∈ H˘a
G,Zˆ,b
and let γ¯ be a geometric point lying above γ with algebraically closed, complete
residue field Ω. We consider the tensor functor Vb : RepFq((z)) G → Fq((z))-LocH˘a
G,Zˆ,b
from Theo-
rem 5.7 and the two fiber functors ωb,γ¯ := forget ◦ωγ¯ ◦Vb and ω◦ : RepFq((z)) G→ FModFq((z)) from
Remark 5.8 and assume that there is an Fq((z))-rational isomorphism β : ω◦
∼−→ ωb,γ¯ of tensor func-
tors which we fix. It induces an isomorphism of group schemes G˜ := Aut⊗(ωb,γ¯)
∼−→ Aut⊗(ω0) =
GFq((z)) over Fq((z)). Consider the compact open subgroup K0 := G(Fq[[z]]) ⊂ G
(
Fq((z))
)
and
the étale covering space E˘K0 of H˘aG,Zˆ,b from Remark 5.5 associated with the local system Vb
on H˘a
G,Zˆ,b
. The point βK0 ∈ Isom⊗(ω◦, ωb,γ¯)
(
Fq((z))
)
/K0 = F
e´t
γ¯ (E˘K0) corresponds to a lift of
the base point γ¯ to a geometric base point γ¯ of E˘K0 such that the morphism πe´t1 (E˘K0 , γ¯) →
πe´t1 (H˘aG,Zˆ,b, γ¯) → G
(
Fq((z))
)
from (5.7) factors through K0. By Corollary 5.4 the induced mor-
phism πe´t1 (E˘K0 , γ¯) → K0 yields a tensor functor T b : RepFq [[z]]G → Fq[[z]]-LocE˘K0 and an isomor-
phism ω◦ ∼−→ forget ◦ ωγ¯ ◦ T b, which equals the restriction of β by construction. In particular, for
each V ∈ RepFq[[z]]G the fiber T b(V )γ¯ is a free Fq[[z]]-module of rank equal to the rank of V .
2. Let (ρV , V ) ∈ RepFq [[z]]G. Then the z-isocrystal with Hodge-Pink structureDb,γ¯(V ) =
(
V ⊗Fq[[z]]
F((z)), ρV (σ∗b)σ∗, qD(V )
)
over Ω is admissible and comes from a pair (MV , δV ) where MV =
(MV , τMV ) with MV
∼= OΩ[[z]]r and τMV : σ∗MV [ 1z−ζ ] ∼−→MV [ 1z−ζ ] is a local shtuka over OΩ, and
with the notation (6.1),
δV : MV ⊗OΩ[[z]] OΩ[[z, z−1}[ 1t− ] ∼−→
(
V ⊗Fq[[z]] OΩ[[z, z−1}[ 1t− ], ρV (b)σ∗
)
(8.1)
is an isomorphism satisfying δV ◦ τMV = ρV (b) ◦ σ∗δV , such that
qD(V ) := ρV (γ¯) · V ⊗Fq[[z]] Ω[[z − ζ]] = σ∗δV ◦ τ−1MV (MV ⊗OΩ[[z]] Ω[[z − ζ]])
and so
τMV ◦ σ∗δ−1V ◦ ρV (γ¯) : V ⊗Fq[[z]] Ω[[z − ζ]] ∼−→MV ⊗OΩ[[z]] Ω[[z − ζ]].
This follows from [Hart11, Proposition 2.4.9] with XL = SpΩ and X = Spf OΩ, where our pair
(MV , δV ) is the rigidified local shtuka of loc. cit. We may apply this proposition by taking Q′ :=
T b(V )γ¯ ⊗Fq[[z]] Ω〈 zζs 〉 inside Q := Fb,γ¯(V ) = Q′ ⊗Ω〈 zζs 〉 Ω〈 zζs , z−1} for an s with 1 > s > 1q ; see
Remark 5.6.
As can be seen from the proof of loc. cit., there is an isomorphism εV : MV ⊗OΩ[[z]] Ω〈 zζs 〉 ∼−→
Q′ = T b(V )γ¯ ⊗Fq[[z]] Ω〈 zζs 〉 yielding TˇzMV ∼= (Q′)τ = T b(V )γ¯ . Alternatively, [Hart11, Proposi-
tion 2.4.4] provides an isomorphism εV : MV ⊗OΩ[[z]]Ω〈 zζs , z−1} ∼−→ Fb,γ¯(V ) yielding TˇzMV ⊗Fq[[z]]
Fq((z)) ∼= (Fb,γ¯(V ))τ = T b(V )γ¯ ⊗Fq[[z]] Fq((z)) = Vb(V )γ¯ . Now the existence of a uniquely deter-
mined pair (MV , δV ) with εV (TˇzMV ) = T b(V )γ¯ follows from Proposition 7.8.
We claim that the underlying free OΩ[[z]]-module MV of the local shtuka MV defines a tensor
functor M : RepFq [[z]] G→ FModOΩ[[z]], V 7→MV . We use the isomorphisms
σ∗δV ◦ τ−1MV : MV ⊗OΩ[[z]] OΩ[[z, z−1}[ 1t− ] ∼−→ V ⊗Fq[[z]] OΩ[[z, z−1}[ 1t− ] and (8.2)
(βV ⊗ idΩ〈 z
ζs
〉)
−1 ◦ εV : MV ⊗OΩ[[z]] Ω〈 zζs 〉 ∼−→ T b(V )γ¯ ⊗Fq[[z]] Ω〈 zζs 〉 ∼−→ V ⊗Fq[[z]] Ω〈 zζs 〉.(8.3)
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Consider the identification
hV : T b(V )γ¯ ⊗Fq[[z]] Ω〈 zζs , z−1}[ 1t− ] = Fb,γ¯(V )[ 1t− ] = Eb,γ¯(V )[ 1t− ] := V ⊗Fq [[z]] Ω〈 zζs , z−1}[ 1t− ].
Then the isomorphisms σ∗δV ◦ τ−1MV and (βV ⊗ idΩ〈 zζs 〉)−1 ◦ εV satisfy
hV ◦ (βV ⊗ idΩ〈 z
ζs
,z−1}[ 1
t−
]) ◦
(
(βV ⊗ idΩ〈 z
ζs
〉)
−1 ◦ εV
)⊗ idΩ〈 z
ζs
,z−1}[ 1
t−
]
= (σ∗δV ◦ τ−1MV )⊗ idΩ〈 zζs ,z−1}[ 1t− ] : MV ⊗OΩ[[z]] Ω〈
z
ζs , z
−1}[ 1t− ] ∼−→ Eb,γ¯(V )[ 1t− ]
and MV is obtained from the intersection
σ∗δV ◦ τ−1MV (MV ) = V ⊗Fq[[z]] OΩ[[z, z−1}[ 1t− ] ∩ hV βV
(
V ⊗Fq[[z]] Ω〈 zζs 〉
)
(8.4)
inside V ⊗Fq[[z]] Ω〈 zζs , z−1}[ 1t− ].
To prove compatibility with morphisms f : V → V ′ in RepFq[[z]] G, we consider the induced
morphisms Eb,γ¯(f) := f ⊗ idΩ〈 z
ζs
,z−1}[ 1
t−
] : Eb,γ¯(V ) → Eb,γ¯(V ′) and T b(f)γ¯ : T b(V )γ¯ → T b(V ′)γ¯ .
Since hV ′ ◦ T b(f)γ¯ = Eb,γ¯(f) ◦ hV and T b(f)γ¯ ◦ βV = βV ′ ◦ f , the morphism f induces via (8.4) a
morphism Mf : MV →MV ′ .
Finally, if V, V ′ ∈ RepFq [[z]]G then (MV , δV )⊗(MV ′ , δV ′) hasDb,γ¯(V )⊗Db,γ¯(V ′) = Db,γ¯(V ⊗V ′)
as z-isocrystal with Hodge-Pink structure and TˇzMV ⊗TˇzMV ′ ∼= T b(V )γ¯⊗T b(V ′)γ¯ = T b(V ⊗V ′)γ¯
as Tate-module. This implies that (MV⊗V ′ , δV⊗V ′) = (MV , δV )⊗ (MV ′ , δV ′) and so M is indeed
a tensor functor.
Unfortunately, it is not a priory clear that this tensor functor comes from a G-torsor overOΩ[[z]].
Namely, a necessary (and by Proposition 8.2 also sufficient) condition is that for every sequence
0 → V ′ → V → V ′′ → 0 in RepFq [[z]] G, which is exact on the underlying free Fq[[z]]-modules, also
the sequence 0 → MV ′ → MV → MV ′′ → 0 of free OΩ[[z]]-modules is exact. This is not obvious
without using the hypothesis that G is parahoric, and may even be false if the generic fiber of G
is not reductive as Example 8.5 below shows. To prove it for our parahoric group G, we proceed
in several steps.
3. We first claim that the sequence of OΩ[[z]]-modules 0→MV ′ →MV →MV ′′ → 0 becomes exact
after tensoring with OΩ((z)) := OΩ[[z]][ 1z ]. Namely, since the cokernel C of MV → MV ′′ is finitely
generated, it suffices by Nakayama’s lemma to prove that C/mC = (0) for every maximal ideal
m ⊂ OΩ((z)). By Lemma 8.3(b) there are two cases, namely m = m0 = ker
(OΩ((z))→ κΩ((z))), and
m = (z−α) for α ∈ mΩr{0}. In the first case, the morphismOΩ[[z]]→ OΩ((z))/m0 = κΩ((z)) factors
through OΩ[[z, z−1}[ 1t− ], because t− ≡ 1 (mod m0), and hence C/m0C ∼= coker(V → V ′′) ⊗Fq[[z]]
κΩ((z)) = (0) by using the isomorphism (8.2). In the second case, if |α| > |ζ|s, the morphism
OΩ[[z]] → OΩ((z))/m = Ω, z 7→ α likewise factors through OΩ[[z, z−1}[ 1t− ], because t−(α) =∏
i∈N0
(
1− ζq
i
α
) 6= 0, and hence C/m0C ∼= coker(V → V ′′)⊗Fq[[z]]Ω = (0) by using the isomorphism
(8.2) again. Finally in the second case, if |α| ≤ |ζ|s, the morphism OΩ[[z]] → OΩ((z))/m = Ω fac-
tors through Ω〈 zζs 〉, and hence C/m0C ∼= coker(V → V ′′)⊗Fq[[z]] Ω = (0) by using the isomorphism
(8.3).
Now Proposition 8.2 shows that G := Isom⊗(ω◦⊗Fq((z))OΩ((z)), M⊗OΩ[[z]]OΩ((z))) is a G-torsor
over OΩ((z)) for the fpqc-topology, and hence for the étale topology, because G is smooth. Our next
goal is to show that G is trivial. Let B1 := OΩ[[z, z−1}[ 1t− ] and B2 := Ω〈 zζs 〉. The isomorphisms
(8.2) and (8.3) show that for i = 1 and 2
Gi := Isom⊗
(
ω◦ ⊗Fq((z)) Bi, M ⊗OΩ[[z]] Bi) ∼= G⊗Fq[[z]] Bi
is a trivial G-torsor over Bi. Moreover there are canonical isomorphisms G ⊗OΩ((z)) B1 ∼= G1 and
G⊗OΩ((z))B2[z−1] ∼= G2⊗B2B2[z−1] which become equal after tensoring with B3 := Ω〈 zζs , z−1}[ 1t− ].
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4. To prove that G is trivial, let Fq′((z′)) be a finite field extension of Fq((z)) over which G splits.
By [SGA 3, XXV, Corollaire 1.3] there is a reductive group G′ over Fq′ and a homomorphism
ρ : G⊗Fq[[z]] Fq′ [[z′]] −→ G′ ⊗Fq′ Fq′ [[z′]] with ρ : G⊗Fq[[z]] Fq′((z′)) ∼−→ G′ ⊗Fq′ Fq′((z′)) . (8.5)
The Fq-homomorphism Fq((z))
∼−→ Fq((ζ)) ⊂ Ω, z 7→ ζ extends (non-canonically) to a homomor-
phism Fq′((z′))→ Ω and we let ζ′ ∈ OΩ be the image of z′. Also we viewOΩ as an Fq′ -algebra in this
way and set OΩ((z′)) := OΩ((z))⊗Fq′ ((z))Fq′((z′)). Note moreover, that Ω〈 z
′
ζ′s 〉 = Ω〈 zζs 〉⊗Fq′ [[z]]Fq′ [[z′]]
and similarly for the rings B1 and B3 from above. We claim that there is a trivialization
α : G ⊗OΩ((z)) OΩ((z′)) ∼−→ G′ ⊗Fq′ OΩ((z′)) ∼= G⊗Fq[[z]] OΩ((z′)) . (8.6)
To prove the claim, let ρ′ : G′ →֒ GL(V ′) be a faithful representation on a finite dimensional Fq′ -
vector space. Let W ′, respectively W ′1, respectively W ′2 be the finite locally free modules over
OΩ((z′)), respectively OΩ[[z′, z′−1}[ 1t− ], respectively Ω〈 z
′
ζ′s 〉, corresponding to the GL(V ′)-torsors
(ρ′ ◦ρ)∗
(G⊗OΩ((z))OΩ((z′))), respectively (ρ′ ◦ρ)∗(G1⊗OΩ[[z,z−1}[ 1t− ]OΩ[[z′, z′−1}[ 1t− ]), respectively
(ρ′ ◦ ρ)∗
(G2 ⊗Ω〈 z
ζs
〉 Ω〈 z
′
ζ′s 〉
)
. Over Ω〈 z′ζ′s 〉[z′−1] the isomorphism of G-torsors
G ⊗OΩ((z)) Ω〈 z
′
ζ′s 〉[z′−1] ∼= Isom⊗
(
ω◦ ⊗Fq((z)) Ω〈 z
′
ζ′s 〉[z′−1], M ⊗OΩ[[z]] Ω〈 z
′
ζ′s 〉[z′−1]
)
∼= G2 ⊗Ω〈 z′
ζ′s
〉 Ω〈 z
′
ζ′s 〉[z′−1]
induces an isomorphismW ′⊗OΩ((z′))Ω〈 z
′
ζ′s 〉[z′−1] ∼−→W ′2⊗Ω〈 zζs 〉Ω〈 z
′
ζ′s 〉[z′−1]. Furthermore, writing
OΩ[[z′, ζ
′s
z′ 〉[z′−1] :=
{∑
i∈Z
biz
′i : bi ∈ OΩ, lim
i→−∞
|bi||ζ′|is = 0
}
and
OΩ〈z′, ζ
′s
z′ 〉[z′−1] :=
{∑
i∈Z
biz
′i : bi ∈ OΩ, lim
i→−∞
|bi||ζ′|is = 0 = lim
i→∞
|bi|
}
,
the trivialization of G1 over B1 induces a trivialization
W ′ ⊗OΩ((z′)) OΩ[[z′, ζ
′s
z′ 〉[z′−1] ∼= W ′1 ⊗OΩ[[z′,z′−1}[ 1t− ] OΩ[[z
′, ζ
′s
z′ 〉[z′−1]
∼= W ′1 ⊗OΩ〈z′, ζ′sz′ 〉[z′−1] OΩ[[z
′, ζ
′s
z′ 〉[z′−1]
for W ′1 := OΩ〈z′, ζ
′s
z′ 〉[z′−1]dimV
′
, because t− ∈ OΩ[[z, ζ
s
z 〉[z−1]× is a unit. Since SpΩ〈z′〉 =
SpΩ〈z′, ζ′sz′ 〉 ∪ SpΩ〈 z
′
ζ′s 〉 is an admissible covering, we may use the isomorphism over the rigid
analytic space SpΩ〈 z′ζ′s , ζ
′s
z′ 〉 to glue W
′
1 ⊗OΩ〈z′, ζ′sz′ 〉[z′−1] Ω〈z
′, ζ
′s
z′ 〉 and W ′2 to a finite locally free
sheaf on SpΩ〈z′〉. Its associated Ω〈z′〉-moduleW ′2 is free, because Ω〈z′〉 is a principal ideal domain,
and satisfiesW ′2⊗Ω〈z′〉Ω〈 z
′
ζ′s 〉 =W ′2 and W
′
2⊗Ω〈z′〉Ω〈z′, ζ
′s
z′ 〉 =W
′
1⊗OΩ〈z′, ζ′sz′ 〉[z′−1]Ω〈z
′, ζ
′s
z′ 〉. We
will next prove the following
Claim. The intersection N ′ :=W ′1 ∩W
′
2 inside W
′
2 ⊗Ω〈z′〉 Ω〈z′, ζ
′s
z′ 〉 is a finite locally free OΩ〈z′〉-
module with N ′ ⊗OΩ〈z′〉 OΩ〈z′, ζ
′s
z′ 〉[z′−1] ∼=W
′
1 and N ′ ⊗OΩ〈z′〉 Ω〈z′〉 ∼=W
′
2.
To prove the claim, let r := dimV ′ and let m = (m1, . . . ,mr) be an Ω〈z′〉-basis of W ′2. After
multiplication with a power of ζ we may assume that the mi belong toW ′1. Let n = (n1, . . . , nr) be
a basis of the OΩ〈z′, ζ
′s
z′ 〉[z′−1]-module W
′
1. The isomorphism between W
′
2 and W
′
1 over Ω〈z′, ζ
′s
z′ 〉
yields a matrix U ∈ GLr
(
Ω〈z′, ζ′sz′ 〉
)
with n = mU , that is nj =
∑
i Uijmi. We can write
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U = z−aU ′ + U ′′ for U ′′ ∈ Mr
(
ζ′OΩ〈z′, ζ
′s
z′ 〉[z′−1]
)
, a ∈ Z, and U ′ ∈ Mr
(
Ω[z′]
)
. Since mi ∈ W ′1
we have
U−1 ∈ Mr
(OΩ〈z′, ζ′sz′ 〉[z′−1]) and U−1U ′ = za(Idr −U−1U ′′) ∈ GLr(OΩ〈z′, ζ′sz′ 〉[z′−1]) ,
because OΩ〈z′, ζ
′s
z′ 〉[z′−1] is ζ′-adically complete. The determinant detU ′ lies in the unit group
Ω〈z′, ζ′sz′ 〉× which equals Ω× · OΩ〈z′, ζ
′s
z′ 〉[z′−1]× by [BGR84, § 9.7.1, Lemma 1]. So we may write
detU ′ = b · f with b ∈ Ω× and f ∈ OΩ〈z′, ζ
′s
z′ 〉[z′−1]×. We define the new OΩ〈z′, ζ
′s
z′ 〉[z′−1]-basis
n′ = (n′1, . . . , n
′
r) := nU
−1U ′f−1 of W ′1. Then n′ = mU ′f−1. Considering the adjoint matrix
(U ′)ad of U ′ one sees that
b−1(U ′)ad = (U ′)−1f = (U−1U ′)−1U−1f ∈ Mr
(
Ω[z′] ∩OΩ〈z′, ζ
′s
z′ 〉[z′−1]
)
= Mr
(OΩ[z′]) .
In particular mi ∈
⊕r
j=1OΩ[z′] · n′j . Moreover, U ′ ∈Mr
(
ζ′eOΩ[z′]
)
for an integer e ≤ 0.
Now let m ∈ N ′ = W ′1 ∩ W
′
2. Then m = m · x = n′ · y for vectors x ∈ Ω〈z′〉r and y ∈
OΩ〈z′, ζ
′s
z′ 〉[z′−1]r. From the equations x = U ′f−1 y and y = (U ′)−1f x we derive x ∈
(
ζ′eOΩ〈z′〉
)r
and y ∈ OΩ〈z′〉r. Thus N ′ equals the intersection
N ′ =
r⊕
i=1
OΩ〈z′〉ζ′emi ∩
r⊕
j=1
OΩ〈z′〉n′j
inside
⊕r
j=1OΩ〈z′〉ζ′e n′j . By [BoLü93a, Proposition 1.3], OΩ〈z′〉 is a coherent ring. Hence N ′
is a coherent OΩ〈z′〉-module by [EGA, 0new, Corollaire 5.3.6]. Since m and n′ f = mU ′ belong
to N ′ and form bases of W ′2 and W
′
1 respectively, we conclude that N ′ ⊗OΩ〈z′〉 Ω〈z′〉 = W
′
2 and
N ′ ⊗OΩ〈z′〉 OΩ〈z′, ζ
′s
z′ 〉[z′−1] = W
′
1. As a submodule of W
′
2 the OΩ-module N ′ is torsion free,
and hence flat. Since W ′2 = mΩW
′
2 implies that N ′ ∩ mΩW
′
1 = mΩN ′, the canonical morphism
N ′/mΩN ′ → W ′1/mΩW
′
1
∼= κΩ[z′, z′−1]r is injective. Therefore the κΩ[z′]-module N ′ ⊗OΩ〈z′〉
κΩ[z
′] = N ′/mΩN ′ is torsion free, and hence free. This implies by [Hart11, Lemma A.6.1] that N ′
is a finite locally free OΩ〈z′〉-module and establishes the claim.
5. The isomorphisms
N ′ ⊗OΩ〈z′〉 Ω〈 z
′
ζ′s 〉[z′−1] ∼= W
′
2 ⊗Ω〈z′〉 Ω〈 z
′
ζ′s 〉[z′−1]
= W ′2 ⊗Ω〈 z′
ζ′s
〉 Ω〈 z
′
ζ′s 〉[z′−1]
∼= W ′ ⊗OΩ((z′)) Ω〈 z
′
ζ′s 〉[z′−1]
and
N ′ ⊗OΩ〈z′〉 OΩ[[z′, ζ
′s
z′ 〉[z′−1] ∼= W
′
1 ⊗OΩ〈z′, ζ′sz′ 〉[z′−1] OΩ[[z
′, ζ
′s
z′ 〉[z′−1]
∼= W ′ ⊗OΩ((z′)) OΩ[[z′, ζ
′s
z′ 〉[z′−1]
coincide after tensoring with Ω〈 z′ζ′s , ζ
′s
z′ 〉. From these isomorphisms and the exact sequence of
OΩ((z′))-modules
0 // OΩ((z′)) // OΩ[[z′, ζ
′s
z′ 〉[z′−1]
⊕
Ω〈 z′ζ′s 〉[z′−1] // Ω〈 z
′
ζ′s ,
ζ′s
z′ 〉
we obtain the following commutative diagram with exact rows
0 // W ′ // W ′ ⊗OΩ[[z′, ζ
′s
z′ 〉[z′−1]
⊕W ′ ⊗ Ω〈 z′ζ′s 〉[z′−1] //
∼=

W ′ ⊗ Ω〈 z′ζ′s , ζ
′s
z′ 〉
∼=

0 // N ′ ⊗OΩ((z′)) // N ′ ⊗OΩ[[z′, ζ
′s
z′ 〉[z′−1]
⊕N ′ ⊗ Ω〈 z′ζ′s 〉[z′−1] // N ′ ⊗ Ω〈 z′ζ′s , ζ′sz′ 〉 ,
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because W ′ and N ′ ⊗OΩ〈z′〉 OΩ((z′)) are finite locally free OΩ((z′))-modules. We conclude that all
these isomorphisms are induced from an isomorphism W ′ ∼= N ′ ⊗OΩ〈z′〉 OΩ((z′)).
Next we ask, whether N ′ comes from a G′-torsor extending G ⊗OΩ((z)) OΩ((z′)). Over the local
ring OΩ[[z′]] we may choose an isomorphism N ′ ⊗OΩ〈z′〉 OΩ[[z′]] ∼= OΩ[[z′]]dimV
′
. In terms of the
associated GL(V ′)-torsors, this module corresponds to the trivial GL(V ′)-torsor over OΩ[[z′]] and
the isomorphismsW ′ ∼= N ′⊗OΩ〈z′〉OΩ((z′)) and G2 ∼= G⊗Fq [[z]]Ω〈 zζs 〉 together with the trivialization
of N ′ ⊗OΩ〈z′〉 OΩ[[z′]] induce isomorphisms (ρ′ ◦ ρ)∗
(G ⊗OΩ((z)) OΩ((z′))) ∼= GL(V ′) ⊗Fq′ OΩ((z′))
and (ρ′ ◦ ρ)∗
(G2 ⊗Ω〈 z
ζs
〉 Ω〈 z
′
ζ′s 〉
) ∼= GL(V ′) ⊗Fq′ Ω〈 z′ζ′s 〉 of GL(V ′)-torsors, which coincide after
pullback to Ω〈 z′ζ′s 〉[z′−1]. The latter isomorphisms correspond to Fq′-morphisms SpecOΩ((z′)) →
GL(V ′)/G′ =: Y ′ and SpecΩ〈 z′ζ′s 〉 → GL(V ′)/G′ = Y ′, which likewise coincide after pullback to
Spec Ω〈 z′ζ′s 〉[z′−1]; see for example [ArHa13, Proof of Proposition 3.9]. Since G′ is reductive, Y ′
is an affine scheme over Fq′ by [Hab78, Theorem 3.3]. So these Fq′ -morphism are given by Fq′ -
homomorphisms OY ′(Y ′) → OΩ((z′)) and OY ′(Y ′) → Ω〈 z′ζ′s 〉 which coincide as homomorphisms
to Ω〈 z′ζ′s 〉[z′−1], that is, which factor through the intersection OΩ[[z′]] = OΩ((z′)) ∩ Ω〈 z
′
ζ′s 〉 inside
Ω〈 z′ζ′s 〉[z′−1]. Now the morphism OY ′(Y ′) → OΩ[[z′]] corresponds to a G′-torsor G′ over OΩ[[z′]]
and an isomorphism of G′-torsors
α : G ⊗OΩ((z)) OΩ((z′)) ∼−→ ρ∗
(G ⊗OΩ((z)) OΩ((z′))) ∼−→ G′ ⊗OΩ[[z′]] OΩ((z′)) ∼= G′ ⊗Fq′ OΩ((z′)) ,
where we use that the torsor G′ is trivial, because OΩ[[z′]] has no non-trivial étale coverings. This
proves our claim (8.6).
6. We next descend the triviality of G from OΩ((z′)) to OΩ((z)). We define the Fq′ [[z]]-algebras B :=
OΩ((z)) and B′ := OΩ((z′)) = B⊗Fq′ [[z]]Fq′ [[z′]] and B′′ := B′⊗BB′ = B⊗Fq′ [[z]]Fq′ [[z′]]⊗Fq′ [[z]]Fq′ [[z′]]
and let pr∗i : B
′ → B′′ (for i = 1, 2) be the canonical morphism into the i-th factor. Then B′ is a
finite flat B-algebra. The isomorphisms ρ from (8.5) and α from (8.6) yield the trivialization
ρ−1 ◦ α : G ⊗OΩ((z)) OΩ((z′)) ∼−→ G⊗Fq[[z]] OΩ((z′)) (8.7)
over B′, which induces over B′′ the descent datum
h := pr∗2(ρ
−1α) ◦ pr∗1(ρ−1α)−1 ∈ G(B′′) .
The G-torsor G over B corresponds to the element h ∈ Hˇ1(Bfppf , G). We will now compute h and
successively change the trivialization ρ−1α to reach a situation where h = 1 and the trivialization
descends to OΩ((z)).
First of all, α induces a trivialization α˜ := αΩ((z′)) : G ⊗OΩ((z)) Ω((z′)) ∼−→ G′ ⊗F′q Ω((z′)). We
use the tilde to indicate that an object is defined over Ω instead of over OΩ. On the other hand,
the theorem of Borel and Springer [Ser97, § II.2.3, Théorème 1′ and Remarque 1, p. 140] already
yields a trivialization β˜ : G ⊗OΩ((z)) Ω((z)) ∼−→ G⊗Fq[[z]] Ω((z)) over Ω((z)), as the generic fiber of G
is reductive. The isomorphism
u˜ := ρ−1 ◦ α˜ ◦ β˜−1 : G⊗Fq[[z]] Ω((z′)) ∼−→ G⊗Fq[[z]] Ω((z′))
of G-torsors equals multiplication with an element u˜ ∈ G(Ω((z′))). Since pr∗1β˜ = pr∗2 β˜, the image h˜
of h in G
(
Ω((z′))⊗Ω((z)) Ω((z′))
)
satisfies h˜ = pr∗2(u˜β˜) ◦ pr∗1(u˜β˜)−1 = pr∗2(u˜) · pr∗1(u˜)−1. We consider
the loop group Lz′G
′(R) := G′
(
R[[z′]][ 1z′ ]
)
and the positive loop group L+z′G
′(R) := G′(R[[z′]])
for Fq′ -algebras R. Let Fℓz′G′ := Lz′G′/L+z′G′ be the associated affine flag variety, which is ind-
projective over Fq′ , because G′ is parahoric over Fq′ [[z′]]. The element ρ(u˜) ∈ G′
(
Ω((z′))
)
=
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Lz′G
′(Ω) induces the top horizontal arrow in the following diagram
SpecΩ
ρ(u˜)
//

Fℓz′G′

SpecOΩ
u′1
66♥
♥
♥
♥
♥
♥
♥
// SpecFq′
in which the dashed morphism u′1 exists because ρ(u˜) factors by [HaVi11, Lemma 5.4] through a
quasi-compact, hence projective subscheme of Fℓz′G′ . Since OΩ has no non-trivial étale coverings
by [Sch84, Theorem 27.6] and [BLR90, § 2.3, Proposition 4], the morphism u′1 lifts to an element
u′1 ∈ Lz′G′(OΩ) = G′
(OΩ((z′))). We set u1 := ρ−1(u′1) ∈ G(OΩ((z′))) and consider the element
u˜0 := ρ(u
−1
1 u˜) = (u
′
1)
−1ρ(u˜) ∈ G′(Ω((z′))) = Lz′G′(Ω), which even lies in L+z′G′(Ω) = G′(Ω[[z′]])
by construction of u′1. We now replace the trivialization (8.7) by the trivialization
u−11 · ρ−1 ◦ α : G ⊗OΩ((z)) OΩ((z′)) ∼−→ G⊗Fq[[z]] OΩ((z′)) .
This replaces h by h1 := pr
∗
2(u1)
−1 · h · pr∗1(u1) ∈ G(B′′) its image h˜1 in G
(
Ω((z′))⊗Ω((z)) Ω((z′))
)
satisfies h˜1 = pr
∗
2(u1)
−1 · pr∗2(u˜) · pr∗1(u˜)−1 · pr∗1(u1). This implies
ρ(h˜1) = pr
∗
2(u˜0) · pr∗1(u˜0)−1 ∈ G′
(
Ω[[z′]]⊗Ω[[z]] Ω[[z′]]
)
= H(Ω[[z]]) ,
where we consider the Weil restrictionH := Res
Fq′ [[z
′]]⊗F
q′
[[z]] Fq′ [[z
′]]
∣∣Fq′ [[z]] G′, which is an affine group
scheme over Fq′ [[z]]; see for example [CGP10, Proposition A.5.2]. Since ρ(h1) ∈ G′(B′′) = H(B) =
H
(OΩ((z))), andH is an affine scheme, and OΩ[[z]] equals the intersection ofOΩ((z)) and Ω[[z]] inside
Ω((z)), this shows that the element ρ(h1) lies in H(OΩ[[z]]) = G′
(OΩ[[z′]]⊗OΩ[[z]]OΩ[[z′]]). It satisfies
the cocycle condition over the ring OΩ[[z′]] ⊗OΩ[[z]] OΩ[[z′]] ⊗OΩ[[z]] OΩ[[z′]], because h1 and hence
also ρ(h1) does so after inverting z
′. Thus ρ(h1) ∈ Hˇ1(OΩ[[z]]fppf , G′). Now Hˇ1(OΩ[[z]]fppf , G′) =
Hˇ1(OΩ[[z]]e´t, G′) = (1), because G′ is smooth and OΩ[[z]] has no non-trivial étale coverings. This
means that there is an element g′ ∈ G′(OΩ[[z′]]) with ρ(h1) = pr∗2(g′) · pr∗1(g′)−1. We set g :=
ρ−1(g′) ∈ G(OΩ((z′))) and once more modify our trivialization to
g−1u−11 ρ
−1 ◦ α : G ⊗OΩ((z)) OΩ((z′)) ∼−→ G⊗Fq[[z]] OΩ((z′)) . (8.8)
We compute
ρ
(
pr∗2(g
−1u−11 ρ
−1 ◦ α) ◦ pr∗1(g−1u−11 ρ−1 ◦ α)−1
)
= pr∗2(g
′)−1 · ρ(h1) · pr∗1(g′) = 1
in G′(B′′), and hence pr∗2(g
−1u−11 ρ
−1◦α) = pr∗1(g−1u−11 ρ−1◦α). This shows that the trivialization
(8.8) descends to a trivialization of G over OΩ((z)) as desired.
7. By definition of G, respectively G2, there is an OΩ((z))-rational, respectively Ω〈 zζs 〉-rational,
tensor isomorphism θ : ω◦ ⊗Fq((z)) OΩ((z)) ∼−→ M ⊗OΩ[[z]] OΩ((z)), respectively θ2 : ω◦Fq[[z]] ⊗Fq[[z]]
Ω〈 zζs 〉 ∼−→ M ⊗OΩ[[z]] Ω〈 zζs 〉, which we fix in the sequel. Over Ω〈 zζs 〉[z−1] the composition u′′Ω :=
θ−1 ◦ θ2 corresponds to an element u′′Ω ∈ G
(
Ω〈 zζs 〉[z−1]
) ⊂ G(Ω((z))) = LG(Ω). The isomorphisms
θ−1V ◦τMV ◦σ∗θV : V ⊗OΩ[[z]][ 1z(z−ζ) ] ∼−→ σ∗MV [ 1z(z−ζ) ] ∼−→ MV [ 1z(z−ζ) ] ∼−→ V ⊗OΩ[[z]][ 1z(z−ζ) ]
provide an automorphism of the tensor functor ω◦ ⊗Fq((z)) OΩ[[z]][ 1z(z−ζ) ], that is an element A ∈
G
(OΩ[[z]][ 1z(z−ζ) ]). Likewise the isomorphisms
δV ◦ θV : V ⊗OΩ[[z, z−1}[ 1t− ] ∼−→ MV ⊗OΩ[[z]] OΩ[[z, z−1}[ 1t− ] ∼−→ V ⊗OΩ[[z, z−1}[ 1t− ]
54
provide an automorphism of the tensor functor ω◦ ⊗Fq((z)) OΩ[[z, z−1}[ 1t− ], that is an element
∆ ∈ G(OΩ[[z, z−1}[ 1t− ]). The equalities ρV (b) ◦ σ∗δV = δV ◦ τMV yield the equality b ·σ∗∆ = ∆ ·A
in G
(OΩ[[z, z−1}[ 1t− ]). Finally, the isomorphisms
θ−12,V ◦ τMV ◦ σ∗θ2,V : V ⊗ Ω〈 zζqs 〉 ∼−→ σ∗MV ⊗ Ω〈 zζqs 〉 ∼−→ MV ⊗ Ω〈 zζqs 〉 ∼−→ V ⊗ Ω〈 zζqs 〉
provide an automorphism of the tensor functor ω◦Fq[[z]] ⊗Fq[[z]] Ω〈 zζqs 〉, that is an element A′′ ∈
G
(
Ω〈 zζqs 〉
) ⊂ G(Ω[[z]]) = L+G(Ω). It satisfies u′′Ω ·A′′ = A · σ∗u′′Ω.
Moreover, choose a representative γ¯ ∈ G(Ω((z − ζ))) of γ¯ ∈ Han
G,Zˆ
(Ω) ⊂ GrBdRG (Ω). Then the
element h := A·σ∗∆−1 ·γ¯ ∈ G(Ω((z−ζ))) satisfies ρV (h) = θ−1V ◦τMV ◦σ∗δ−1V ◦ρV (γ¯). After formula
(8.1) we computed that this is an automorphism of V ⊗Fq[[z]] Ω[[z − ζ]]. Thus h ∈ G(Ω[[z − ζ]]),
and hence A−1 = σ∗∆−1 · γ¯ · h−1 lies in Zˆan(Ω), because σ∗∆ ∈ G(Ω[[z − ζ]]). Therefore the
trivial LG-torsor over OΩ associated with G and τG := Aσ∗, as well as the trivial L+G-torsor G′′Ω
over Ω associated with the trivial G-torsor G2, and τ ′′ := A′′σ∗ and u′′Ω satisfy the hypothesis of
Lemma 7.9 with B = OΩ and L = Ω. We apply this lemma. Since every finitely generated ideal
of OΩ is principal, Y = SpecOΩ. We obtain a local G-shtuka G′′ = (G′′, τG′′) over OΩ bounded by
Zˆ−1 and an isomorphism u′′ : LG′′ ∼−→ G of LG-torsors over OΩ satisfying u′′ ◦ τG′′ = A ◦ σ∗u′′.
The reduction modulo ζ of ∆′′ := ∆ ◦ u′′ provides a quasi-isogeny G′′OΩ/(ζ) → G0,OΩ/(ζ), because
∆◦u′′ ◦τG′′ = ∆ ·A◦σ∗u′′ = b◦σ∗(∆◦u′′). This yields an OΩ-valued point (G′′, ∆¯′′) ∈ M˘Zˆ−1G0 (OΩ).
Its image under π˘ is computed as π˘(G′′, ∆¯′′) = b−1∆′′ · G(Ω[[z − ζ]]) with b−1∆′′ = b−1∆ ◦ u′′ =
σ∗∆ · A−1 · u′′ = γ¯ · h−1u′′. Since h, u′′ ∈ G(Ω[[z − ζ]]) this shows that π˘(G′′, ∆¯′′) = γ¯ and finally
(a) is proved.
To prove (b) fix a representation ρ ∈ RepFq((z)) G. By Remark 7.3 the rational Tate module VˇG(ρ)
is a local system of Fq((z))-vector spaces on M˘ := (M˘Zˆ−1G0 )an. In order that it descends to a local
system on π˘
(
(M˘Zˆ−1G0 )an
)
=: im(π˘) it suffices by [deJo95, Definition 4.1] to show that
(i) π˘ : M˘ → im(π˘) is a covering for the étale topology and that
(ii) there is a descent datum ψ : pr∗1 VˇG(ρ)
∼−→ pr∗2VˇG(ρ) over M˘ ×im(π˘) M˘ where pri : M˘ ×im(π˘)
M˘ → M˘ is the projection onto the i-th factor, such that ψ satisfies the cocycle condition on
M˘ ×im(π˘) M˘ ×im(π˘) M˘.
Statement (i) follows from Proposition 6.10. To prove (ii) let L and B be as introduced before
Lemma 7.6 and let X = Spf B and X = X an = BSpec(B[ 1ζ ]). Consider an X-valued point
of M˘ ×im(π˘) M˘ and its image in M˘ ×E˘ M˘. By [BoLü93a, Theorem 4.1] this X-valued point
is induced by two Spf B-valued points (G, δ¯) and (G′, δ¯′) of M˘Zˆ−1G0 with π˘(G, δ¯) = π˘(G
′, δ¯′) in
H˘a
G,Zˆ,b
(X) possibly after replacing Spf B by an affine covering of an admissible formal blowing-
up; see the explanations before Lemma 6.2 for more details. Now Proposition 7.8 (together with
Proposition 5.3) yields a canonical isomorphism ψ : pr∗1 VˇG(ρ)
∼−→ pr∗2 VˇG(ρ) of local systems of
Fq((z))-vector spaces overX which is functorial in ρ and satisfies the cocycle condition by canonicity.
Therefore VˇG(ρ) descends to a local system of Fq((z))-vector spaces on π˘
(
(M˘Zˆ−1G0 )an
)
. Clearly
VˇG : ρ 7→ VˇG(ρ) is a tensor functor. The isomorphism Φj : j∗G ∼−→ G from Remark 7.17 yields a
canonical Jb
(
Fq((z))
)
-linearization VˇΦj : j
∗VˇG = Vˇj∗G
∼−→ VˇG on VˇG over M˘Zˆ−1G0 which descends to
π˘
(
(M˘Zˆ−1G0 )an
)
because the period morphism π˘ is Jb
(
Fq((z))
)
-equivariant by Remark 6.5.
Let ρ : G → GLr be in RepFq [[z]] G. By [Hart11, Proposition 2.4.4] the pullback to M˘Zˆ
−1
G0
under π˘ of the σ-bundle Fb(ρ) over π˘
(
(M˘Zˆ−1G0 )an
)
from Remark 5.6 is canonically isomorphic to
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Mρ ⊗ OM˘Zˆ−1
G0
〈 zζs , z−1} where Mρ is the local shtuka over M˘Zˆ
−1
G0
associated with the local GLr-
shtuka ρ∗Guniv obtained from the universal local G-shtuka Guniv over M˘Zˆ−1G0 . This isomorphism is
functorial in ρ and compatible with tensor products and pullback under the action of j ∈ Jb
(
Fq((z))
)
because the period morphism π˘ is Jb
(
Fq((z))
)
-equivariant. Descending it to π˘
(
(M˘Zˆ−1G0 )an
)
and
taking τ -invariants yields a canonical isomorphism of tensor functors α : Vb ∼−→ VˇG , which satisfies
α ◦ ϕj = VˇΦj ◦ j∗α where ϕj : j∗Vb ∼−→ Vb is the linearization from Theorem 5.7.
(c) We fix a geometric base point γ¯ of π˘
(
(M˘Zˆ−1G0 )an
)
and consider the canonical family of mor-
phisms (fK : M˘K → E˘K)K⊂G(Fq((z))) which sends an X-valued triple (G, δ¯, ηK) over M˘K from
Corollary 7.13 with
ηK ∈ TrivG,γ¯
(
Fq((z))
)
/K = Isom⊗(ω◦, forget ◦ ωγ¯ ◦ VˇG)
(
Fq((z))
)
/K
to the X-valued point of E˘K given by the K-orbit βK ∈ Isom⊗(ω◦, forget ◦ ωγ¯ ◦ Vb)
(
Fq((z))
)
/K
of tensor isomorphisms where β := (forget ◦ ωγ¯)(α)−1 ◦ η; see Remarks 5.8 and 5.5(a). The map
fK does not depend on the chosen base point γ¯ by [deJo95, Theorem 2.9] and is thus defined
on all connected components of the M˘K . The family (fK)K is equivariant for the Hecke action
of G
(
Fq((z))
)
on both towers defined in (5.5) and (7.6). For any algebraically closed complete
extension Ω of E˘ the morphism fK is bijective on Ω-valued points because the fibers of M˘K(Ω) and
E˘K(Ω) over a fixed Ω-valued point of π˘
(
(M˘Zˆ−1G0 )an
)
are both isomorphic to the coset G
(
Fq((z))
)
/K
by Remark 5.5(a) and Proposition 7.16. Hence fK is quasi-finite by [Berk93, Proposition 3.1.4].
Since M˘K and E˘K are étale over π˘
(
(M˘Zˆ−1G0 )an
)
the morphisms fK are étale by [Berk93, Corollary
3.3.9] and hence isomorphisms by [Hart13, Proposition A.4].
To prove that the fK are Jb
(
Fq((z))
)
-equivariant we must show that the upper “rectangle” in
the diagram
M˘K jM˘K //
fK
 f
%%❑
❑
❑
❑
❑
❑
❑
❑
M˘K
fK

E˘K
++❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲
j
E˘K
++

j∗E˘K

pr
// E˘K

π˘
(
(M˘Zˆ−1G0 )an
)
π˘
(
(M˘Zˆ−1G0 )an
) j
// π˘
(
(M˘Zˆ−1G0 )an
)
is commutative, that is fK ◦ jM˘K = jE˘K ◦ fK holds. Recall from Remark 7.17 that the action
jM˘K : M˘K → M˘K of j ∈ Jb
(
Fq((z))
)
is defined on the universal objects by
j∗(Guniv, δ¯univ, ηunivK) =
(
j∗Guniv, j ◦ δ¯univ ◦ (Φj mod ζ), forget(Vˇ −1Φj ,x¯) ◦ ηunivK
)
This triple on the source of the morphism jM˘K : M˘K → M˘K is mapped under the dashed arrow
f to (forget ◦ωγ¯)(j∗α)−1 ◦ forget(Vˇ −1Φj ,x¯)◦ ηK = (forget ◦ωγ¯)(ϕ−1j ◦α−1)◦ ηK. Likewise the image
fK(Guniv, δ¯univ, ηunivK) = (forget ◦ωγ¯)(α)−1 ◦ηK on E˘K of the universal object on M˘K is mapped
by [Hart13, Formula (2.11)] to (forget ◦ ωγ¯)(ϕ−1j ) ◦ (forget ◦ ωγ¯)(α)−1 ◦ ηK on j∗E˘K . This proves
the commutativity of the upper “rectangle” and the Jb
(
Fq((z))
)
-equivariance of the isomorphism
fK .
Corollary 8.4. Every point x ∈ M˘K has an affinoid neighborhood U which is finite étale over its
image π˘(U) in H˘a
G,Zˆ,b
. This image π˘(U) is an affinoid subspace of the projective variety H˘G,Zˆ . In
particular, M˘K is quasi-algebraic over E˘; compare [Farg04, Définition 4.1.11].
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Proof. Note that the affinoid neighborhoods of π˘(x) in H˘a
G,Zˆ,b
form a basis of neighborhoods of
π˘(x) by [Berk90, p. 48]. By Theorem 8.1(c) and by the definition of an étale covering space, the
point π˘(x) therefore has an affinoid neighborhood V in H˘a
G,Zˆ,b
such that π˘−1(V ) is a disjoint union
of E˘-analytic spaces, each of which is mapping finitely étale to V . We can thus take U as the
connected component of π˘−1(V ) containing x.
Example 8.5. We exhibit a case in which the tensor functor M : RepFq [[z]] G→ FModOΩ[[z]], V 7→
MV used in the proof of Theorem 8.1(a) does not come from a G-torsor over OΩ[[z]]. This is also
the function field analog of [ScWe13, Remark 5.2.9]. Consider the non-reductive group scheme
G = Ga ⋊ Gm over Fq[[z]] and its representations ρ : G
∼−→ {( 1 0∗ ∗ )} →֒ GL2 on V = Fq[[z]]2 and
ρ′ : G→ Gm on V ′ = Fq[[z]]. They sit in an exact sequence in RepFq [[z]] G
0 // (V ′, ρ′)
( 01 ) // (V, ρ)
(1,0)
// 1l // 0 , (8.9)
where 1l : G → {1} ⊂ Gm is the trivial representation on Fq[[z]]. Let b =
(
1 0
0 −z
) ∈ G(F((z))) and
γ¯ =
(
1 0
0 (z−ζ)−1
)
∈ G(Ω((z − ζ)))/G(Ω[[z − ζ]]).
Consider the local G-shtuka G˜ = ((L+G)OΩ , τG = ( 1 00 ζ−z )) over OΩ. Recall the functor from
RepFq [[z]]G to the category of local shtukas which assigns to (V, ρ) the local shtuka MV associated
with the local GL(V )-shtuka ρ∗G˜ from Remark 6.4. The underlying OΩ[[z]]-module of MV equals
V ⊗Fq[[z]] OΩ[[z]]. Applied to G˜ this functor yields the exact sequence of local shtukas
0 // M ′ = (OΩ[[z]], τM ′ = ζ − z) // (M ′′ ⊕M ′, τ =
(
1 0
0 ζ−z
)
) // M ′′ = (OΩ[[z]], τM ′′ = 1) // 0 .
Let f := q−1
√−1 · t+. Then the rational Tate module Vb,γ¯ = VˇzG˜ is “generated by”
(
1 0
0 f
)
=(
1 0
0 ζ−z
) · σ∗ ( 1 00 f ), that is, the tensor isomorphism β˜ : ω◦ ∼−→ ωb,γ¯ is given by multiplication with
ρ
(
1 0
0 f
)
: ω◦(V, ρ) = V ∼−→ ωb,γ¯(V, ρ) = Vˇzρ∗G˜ .
Now we let π ∈ OΩ satisfy πq−1 = ζ and we choose a different tensor isomorphism β : ω◦ ∼−→
ωb,γ¯ which is given by multiplication with ρ
(
1 0
f zf
)
= ρ(
(
1 0
0 f
) · ( 1 01 z )), where ( 1 01 z ) ∈ G(Fq((z))).
The construction in step 2 of the proof of Theorem 8.1(a) with β instead of β˜ replaces every MV
by a quasi-isogenous one. We claim that for the sequence (8.9) it yields the upper row in the
commutative diagram of local shtukas
0 // M ′
(−πz ) //
 _
z·

M = (OΩ[[z]]2, τM =
(
1 π
0 ζ−z
)
)
(z,π)
//
 _
( z π0 1 )

M ′′
∼=1·

0 // M ′
( 01 ) // M ′′ ⊕M ′ (1,0) // M ′′ // 0 .
(8.10)
To prove our claim, we note that (8.10) yields over R := OΩ/(ζ) the diagram
0 // M ′ mod ζ
(−πz ) //
δ¯′ = z

M mod ζ
(z,π)
//
δ¯ = ( z π0 1 )

M ′′ mod ζ
δ¯′′ = 1

0 // (R[[z]], ρ′(b) = −z)
( 01 )
// (R[[z]]
2
, ρ(b) =
(
1 0
0 −z
)
)
(1,0)
// (R[[z]], ρ′′(b) = 1) // 0 .
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Also, when we consider the element
Ω[[z]]
× ∋ y := 1− πf
z
=
1 + (z − ζ)π σ(f)
z
= π σ(f) +
1− σ(πf)
z
= π σ(f) + σ(y) ,
the upper row of (8.10) is right exact on Tate modules, because it induces the following commutative
diagram
0 // Fq[[z]]
( 01 ) //
f · ∼=

Fq[[z]]
2 //
∼=
(
y −πf
f zf
)

(1,0)
// Fq[[z]]
∼= 1·

// 0
0 // TˇzM
′
(−πz )
// TˇzM
(z,π)
// TˇzM
′′ // 0 .
Finally, the vertical quasi-isogeny in the middle of (8.10) induces the following commutative dia-
gram on Tate modules
0 // Fq[[z]]
2 (
1 0
1 z ) //
∼=
(
y −πf
f zf
)

(
1 0
f zf
)
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
Fq[[z]]
2 (1,−1) mod z //
∼=
(
1 0
0 f
)

Fq // 0 .
TˇzM
( z π0 1 )
// Tˇz(M
′′ ⊕M ′)
This proves the claim.
Now, in diagram (8.10) the map (z, π) in the upper row is not surjective and this provides
an example where the tensor functor (V, ρ) 7→ MV is not exact, and hence does not come from a
G-torsor G over OΩ[[z]]. One can also check, although(
1 0
0 f
)
·
(
1 0
1 z
)
=
(
1 0
f zf
)
=
(
z π
0 1
)
·
(
y −πf
f zf
)
∈ GL2
(OΩ((z))) ·GL2(Ω〈 zζ 〉) ,
it is not possible to write it as a product in G
(OΩ((z))) ·G(Ω〈 zζ 〉). This corresponds to the fact that
the quasi-isogeny M → M ′′ ⊕M ′ does not come from a quasi-isogeny G → G˜ of local G-shtukas
over OΩ, because G does not exist. Note also, that in terms of the proof of Proposition 7.8 it is
not possible to extend the étale local G-shtuka G′′ over Ω to OΩ, because G is not parahoric and
FℓG and MG˜ are not ind-projective.
9 Cohomology
In this section we provide basic properties of the cohomology of the towers of moduli spaces. This
theory and all of the proofs parallel the one for Rapoport-Zink spaces in [Farg04] to which we also
refer for some arguments that go over to our case without modification. Note that instead of the
E˘-analytic space M˘K in the sense of Berkovich we may work with the associated adic space in the
sense of Huber by [Hube96, Proposition 8.2.12 and Theorem 8.3.5].
Let ℓ be a prime different from the characteristic of Fq and let E be the completion of an
algebraic closure of E˘.
Definition 9.1. We denote by H•c (M˘K⊗ˆE˘E,Qℓ) the ℓ-adic cohomology with compact support
of the analytic space M˘K . For short we denote it by H•c (M˘K ,Qℓ) and write H•c (M˘K ,Qℓ) :=
H•c (M˘K ,Qℓ)⊗Qℓ.
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As the spaces M˘K are in general only quasi-algebraic, the definition of the cohomology needs
some explanation for which we refer to Fargues, [Farg04, § 4.1].
These cohomology groups are equipped with the following group actions. The action of J :=
Jb
(
Fq((z))
)
on M˘K induces an action onH•c (M˘K ,Qℓ) for eachK. Furthermore we obtain an action
of the Weil group WE of E. Indeed, the inertia subgroup Gal(E˘
sep/E˘) acts on the coefficients E
inducing an action on the cohomology. The action of Frobenius σ ∈ WE is induced by the Weil
descent datum of Remark 3.3. As in [Farg04], Remarque 4.4.3 one can show that the induced
morphism on cohomology is invertible, and thus induces an action ofWE . Furthermore, for varying
K the action by Hecke correspondences induces an action of G
(
Fq((z))
)
on the cohomology groups
of the whole tower.
Lemma 9.2. For each K, the J ×WE-representation H•c (M˘K ,Qℓ) is smooth for the action of J
and continuous for the action of WE.
Proof. As in the arithmetic context (compare [Farg04, Corollaire 4.4.7]) this follows from the
facts that the M˘K are quasi-algebraic by Corollary 8.4, and that J acts continuously on M˘K by
Lemma 7.18, using [Farg04, Corollaires 4.1.19, 4.1.20], two general assertions on the cohomology of
Berkovich spaces. Note for this that J has an open pro-p subgroup, namely {j ∈ J ∩L+G(F) : j ≡
1 mod z}.
Next we are interested in finiteness and vanishing properties of cohomology groups. We need
the following finiteness statement for the set of irreducible components.
Lemma 9.3. The action of J on the set of irreducible components of M˘Zˆ−1G0 has only finitely many
orbits.
Proof. This is a statement about the underlying reduced subscheme, i.e. on the set of irreducible
components of the affine Deligne-Lusztig varietyXZ−1(b) from (3.2). By [RaZi99, Theorem 1.4 and
Subsection 2.1] there is a closed subscheme Y ⊂ FℓG of finite type such that for each g ∈ XZ−1(b)
there is a j ∈ J with j−1g ∈ Y . In other words, g has a representative satisfying g−1bσ∗(g) =
h−1bσ∗(h) for some (representative of an element) h = j−1g ∈ Y ∩ XZ−1(b). In particular, it is
enough to show that Y ∩XZ−1(b) has only finitely many irreducible components. This follows as
Y ∩XZ−1(b) is of finite type.
Proposition 9.4. For each compact open subgroupK ⊂ G(Fq[[z]]) the J-representation H•c (M˘K ,Qℓ)
is of finite type.
Proof. Let X1, . . . , Xt be representatives of the finitely many orbits of the action of J on the
set of irreducible components of M˘Zˆ−1G0 (compare Lemma 9.3). Let K0 = G(Fq[[z]]) and let U ⊂
(M˘Zˆ−1G0 )an = M˘ = M˘K0 be the tube over X := X1 ∪ . . .∪Xt, that is the preimage of X under the
specialization map sp from (M˘Zˆ−1G0 )an to the underlying topological space of M˘Zˆ
−1
G0
; see [Berk96,
§ 1]. If V0 is a quasi-compact open subset of M˘Zˆ−1G0 containingX , then the complement Y := V0rX
is open and quasi-compact, because V0 is noetherian. Therefore V := sp
−1(V0) ⊂ M˘K0 is a
compact neighborhood of U and V r U = sp−1(Y ) is compact, whence U is open in M˘K0 . Let
UK := π˘
−1
K0,K
(U) ⊂ M˘K .
Under the fully faithful functor [Berk93, § 1.6] from strictly E˘-analytic spaces to rigid an-
alytic spaces, U and UK correspond to U
rig = sp−1(X) and U rigK = (π˘
rig
K0,K
)−1(U rig), where
sp : (M˘Zˆ−1G0 )rig → M˘Zˆ
−1
G0
is the specialization map [Bert96, (0.2.2.1)]. These are admissible open
subspaces of (M˘Zˆ−1G0 )rig and (M˘K)rig. Under the fully faithful functor [Hube96, (1.1.11)] from
rigid analytic spaces over E˘ to Huber’s adic spaces, U rig and U rigK correspond to U
ad = sp−1(X)◦
and UadK = (π˘
ad
K0,K
)−1(Uad), where sp : (M˘Zˆ−1G0 )ad → M˘Zˆ
−1
G0
is the specialization map [Hube96,
59
Proposition 1.9.1] and sp−1(X)◦ denotes the open interior. These are open subspaces of (M˘Zˆ−1G0 )ad
and (M˘K)ad. By definition [Hube96, formula (*) on p. 315]
Hqc (U
rig
K ,Qℓ) := H
q
c (U
ad
K ,Qℓ)
and this is a finite dimensional Qℓ-vector space by [Hube07, Corollaries 5.8 and 5.4]. Since X is
proper over F by Theorem 3.4, U rigK is partially proper over E˘ by [Hube96, Remark 1.3.18]. So
Hqc (UK ,Qℓ) = H
q
c (U
rig
K ,Qℓ) by [Hube98, Proposition 1.5]. Note that the proof of loc. cit. only uses
that U rigK is partially proper over E˘ and not the stated assumption that UK is closed. (We thank
Roland Huber for explaining these arguments to us.)
Let J ′ ⊂ J be the stabilizer of UK , a compact open subgroup. Then the g ·UK for g¯ ∈ J/J ′ are
a covering of M˘K . We consider the associated spectral sequence for Cech cohomology of [Farg04,
Proposition 4.2.2],
Epq1 =
⊕
α⊂J/J′
Hqc (UK(α),Qℓ) =⇒ Hp+qc (M˘K ,Qℓ)
with the sum being over subsets α with −p + 1 elements and where UK(α) =
⋂
g¯∈α g · UK . It is
concentrated in degrees p ≤ 0 and 0 ≤ q ≤ dim(M˘Zˆ−1G0 )an. Furthermore, it is J-equivariant where
g ∈ J acts via
g! : H
q
c (UK(α),Qℓ)→ Hqc (g · UK(α),Qℓ).
For α ⊂ J/J ′ let J ′α =
⋂
g¯∈α gJ
′g−1. By Lemma 7.18 J ′α ⊂ J acts continuously on UK(α). Hence
the Hqc (UK(α),Qℓ) are smooth J
′
α-modules. We can rewrite E
pq
1 as compact induction
Epq1 =
⊕
c-IndJJ′αH
q
c (UK(α),Qℓ)
where the sum is now over equivalence classes α¯ of subsets α ⊂ J/J ′ with −p+ 1 elements up to
the action of J diagonally on (J/J ′)−p+1. We claim that there are only finitely many such α¯ with
UK(α) 6= ∅.
To show this claim note that if A is a finite union of irreducible components of M˘Zˆ−1G0 , then
the set {g ∈ J : g ·A∩A 6= ∅} is compact. In particular J ′′ = {g ∈ J : g ·UK ∩UK 6= ∅} is compact
and contains J ′. Thus if α¯ = {g1, . . . , g−p+1} is as above with UK(α) 6= ∅ then for i 6= j we have
g−1i gj ∈ J ′′. Modulo the left action of J on the index set we may assume that g−p+1 ∈ J ′′/J ′,
hence all gi are in J
′′/J ′, a finite set. In particular the index set is finite.
Altogether we obtain that Epq1 is a finite sum of compact inductions of finite-dimensional
representations, and hence a representation of J of finite type. By [Bern84, Remarque 3.12] the
category of smooth J-modules is locally noetherian. As Hp+qc (M˘K ,Qℓ) has a finite filtration with
all subquotients of finite type, it is itself of finite type.
Corollary 9.5. Let π be an admissible representation of J . Then for all K, p and q
dimQℓ Ext
p
J-smooth(H
q
c (M˘K ,Qℓ), π) <∞.
Proof. This follows from the preceding proposition together with the following fact. Let H be
a reductive group over Fq((z)), let π1 be a smooth representation of H of finite type and π2 an
admissible representation. Then dim(ExtiH-smooth(π1, π2)) < ∞. This fact can be shown in the
same way as for p-adic groups, compare [Farg04, Lemme 4.4.15].
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