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Introduction 1
Despite growing interest in improving energy-efficiency to reduce fossil fuel consumption and our impact 2 on the environment, there remains a significant amount of waste heat that is currently rejected to the 3 atmosphere. Of the technologies that can be considered for waste-heat recovery, the organic Rankine cycle architecture, and the prescribed notation is given in Figure 1 . For all cycles, the system is assumed to be in a steady state, pressure drops within the heat exchangers 114 and piping are neglected, whilst the condensation temperature T 1 and reduced pressure p r (p 2 /p cr , where p 2 115 and p cr are the evaporation and critical pressures respectively) are both defined as optimisation variables.
116
Moreover, values for the pump isentropic efficiency η p and expander isentropic efficiency η e are fixed. Within 117 this paper, the expander is assumed to be radial turbine, which is capable of achieving a large expansion 118 ratio across a single stage, and is suitable for the power range being considered. The authors rightfully 119 acknowledge that assuming a single fixed turbine isentropic efficiency for a range of system sizes operating 120 with different expansion ratios is an oversimplification. However, these effects have been neglected owing to 121 the complexity of requiring a more detailed expander model, which is not a particular focus of this work,
122
but could be easily included in the future.
123
Alongside T 1 and p r an additional optimisation variable is required to define all the state points within the cycle, and this is defined using the notation z. This parameter is introduced to allow both superheated and partially-evaporated cycles to be modelled using one optimisation variable, which varies between 0 and 2. When 0 ≤ z ≤ 1, two-phase expansion is assumed and z is equal to the expander inlet vapour quality.
When 1 < z ≤ 2, the working fluid expands from a superheated state and the amount of superheating ∆T sh is given by:
where T hi is the heat-source inlet temperature and T 3 is the saturated-vapour temperature. It is noted 124 that when z = 2, T hi = T 3 which would imply an infinitely large heat exchanger. Therefore, within an 125 optimisation a minimum evaporator pinch constraint is imposed (T hi − T 3 > P P h,min ), which will always 126 result in cycles where z < 2.
127
The working-fluid mass flow rateṁ o (kg/s) is determined by imposing the evaporator pinch point P P h at the start of evaporation (i.e., P P h = T hp − T 2 ), and applying an energy balance:
where (ṁc p ) h is the heat-source heat-capacity rate (W/K) and h 2 and h 3 are the enthalpies (J/kg) of the working fluid at the start of evaporation and expander inlet respectively. With the mass-flow rate known, the thermodynamic performance of the ORC can be evaluated by determining the net power output from the systemẆ n (W):Ẇ
Finally, an energy balance is applied to the condenser to obtain the condenser pinch point P P c . This is given by:
if the expansion process ends in two-phase region, and:
if the expansion process ends in the superheated region. Within the model, the minimum allowable condenser 128 pinch point P P c,min is defined as a constraint.
evaporation and single-phase superheating regions, and in the condenser it corresponds to single-phase desuperheating and two-phase condensation regions. and Dobson [50] have been considered, accounting for both gravity-driven and shear-driven condensation.
147
The reader can refer to Ref.
[52] for a detailed analysis and comparison of the correlations selected. The Nusselt-number correlations for two-phase heat transfer are typically a function of the vapour quality, which 149 varies along the length of the heat exchanger. Therefore, the heat-exchanger length is discretised into n 150 segments of equal heat duty. For each segment the vapour quality is assumed to be constant and an estimate 151 for the heat-transfer area for that segment is obtained.
152
Expressed mathematically, the total heat-transfer area for a given heat exchanger A (m 2 ) is given as the summation of all the segments:
whereQ i and ∆T log,i are the heat-transfer rate (W) and counter-flow log-mean temperature difference (K)
153
for segment i respectively, and U i is the overall heat-transfer coefficient (W/(m 2 K)) for segment i and is
154
found based on the heat-transfer coefficients either side of heat-exchanger wall.
155
A key consideration when estimating the required heat-transfer area is the pressure drop along the full length of the heat exchanger. In this study, a number of pressure drop correlations have been used to predict the pressure drop of the organic working fluid, the heat source fluid (Therminol 66) and the cooling fluid (water) inside the heat exchangers. For both the evaporator and the condenser units the pressure drop was restricted to not exceed 1−2 bar, which is in line with good-practice industry standards. For the single-phase zone, the pressure drop is calculated as a function of the fluid velocity inside the tubes, the diameter of tubes, the length of the heat exchanger, and a friction coefficient. The calculation is completed using the following set of equations in line with [47] :
where Re is the Reynolds number, ρ is the fluid density (kg/m 3 ), u is the fluid velocity (m/s), D is the tube 156 diameter (characteristic length) (m), µ is the dynamic viscosity (Pa s), f is a friction factor (also referred to the two-phase zone pressure drop, the correlation developed by Chisholm as presented in Ref. [ 
and Turton et al.
[55]: 
Optimisation
The CAMD-ORC framework is formulated in gPROMS [56] , and the optimisation is completed using the OAERAP outer-approximation algorithm. The optimisation concerns integer variables describing the working-fluid molecular structure and continuous variables describing the power system, and therefore is a mixed-integer non-linear programming (MINLP) problem. The optimisation is solved by first relaxing the integer variables to continuous variables and completing a non-linear programming (NLP) optimisation, which in turn supplies a maximum for the objective function. The MINLP is then solved by successive iterations of a mixed-integer linear programming problem (MILP), in which the objective function and constraints are linearised, and an additional NLP in which the power system variables are optimised for a particular fluid identified from the MILP. The general optimisation is therefore formulated as:
subject to:
g(x, y) ≤ 0 ; (15) h(x, y) ≤ 0 ;
where f (x, y) is the objective function to be maximised, x and y are vectors containing system and working-175 fluid variables respectively, inequalities 13 and 14 represent the lower and upper bounds for the variables,
176
and g(x, y) and h(x, y) are the cycle and molecular constraints respectively.
177
Within this study, the objective of the optimisation is to maximise power outputẆ n and then assess 178 these optimal systems from an economic perspective. between the results obtained using the CAMD-ORC model, based on SAFT-γ Mie, and a similar model using
222
NIST REFPROP is given in Figure 2 . In this figure, the results for only three fluids are shown, however 223 the other two fluids were found to follow the same behaviour. The 18.6 and 24.9 bar cases for n-hexane do 224 not appear in Figure 2 because the saturation temperature of n-hexane at these pressures is higher than the 225 heat-source temperature. REFPROP is found to increase as the critical point is approached.
234
More generally, from Figure 2 it is observed that the maximum power is always generated when z < 1.
235
This is due to the fact that expansion when z < 1 takes place inside the two-phase region, such that a cycles, the maximum deviations between the CAMD-ORC and REFPROP models are 4%, 4% and 8%
249
for the n-hexane/n-butane, n-heptane/n-butane and n-heptane/n-pentane cases respectively. These results
250
therefore validate the CAMD-ORC model for simulating these types of cycles. 
Heat-exchanger sizing validation

252
The CAMD-ORC framework has previously been used to optimise the working fluid and cycle conditions for 253 a non-recuperated, basic ORC, and this process was completed for three different waste-heat streams [36].
254
Now, using the group-contribution transport-property prediction methods and the heat-exchanger sizing 255 model described in Sections 2.1 and 2.3 respectively, it is possible to determine the area requirements of 256 the evaporator and the condenser for these optimum cycles. The full analysis will be described in detail in
257
Section 4, however, first, it is necessary to validate the developed model. For this validation study, the heat-exchanger sizing is first performed using properties obtained from fluid surface tension, which for cis-2-butene is not available in NIST.
273
Compared to the n-propane and isobutane cases, the 1-propene case shows a relatively large deviation of 274 13.9% between the total evaporator area predicted using the CAMD-ORC model and using REFPROP. This requirements for a few of the optimal cycles that resulted from the initial thermodynamic study have been 297 determined in the previous section. The aim of this case study is to determine the heat-transfer requirements 298 for a larger group of working fluids, and determine the total specific-investment cost (SIC) for each working 299 fluid. This, in turn, allows optimal cycle configurations to be identified based on thermoeconomics. mixtures and partially-evaporated cycles is conducted, the same tool can be used to evaluate these novel 314 cycles, with minimal changes required to the CAMD-ORC framework.
315
Moving back to the case study, the three heat-sources considered are each defined by a heat-capacity rate Table 3 , whilst the working fluids under consideration are given in Table 4 . For all three heat-source 318 temperatures, the heat source is assumed to be the heat-transfer oil Therminol 66 ® at 1 bar, and the heat 319 sink is water. As stated previously, steady-state operating conditions are assumed, and pressure drops within 320 the heat exchangers and piping are neglected. n-alkanes methyl alkanes 1-alkenes 2-alkenes
321
The objective of the optimisation is to identify the working fluid and cycle parameters that result in the 322 best thermodynamic performance, and then assess these optimal systems from an economic perspective. The 323 objective is therefore to maximise power outputẆ n . For this study, there are five optimisation variables,
324
and these are listed in Table 5 alongside the bounds and constraints for the optimisation. 
Variable
Upper bound Lower bound Unit Constraints
Thermodynamic performance 326
For each working-fluid group in Table 4 a parametric study was completed whereby the number of -CH 2 -327 groups was varied, and the ORC thermodynamic variables were optimised to maximise the power output n-propane (n-alkane, C n = 3), 2-pentene (2-alkene, C n = 5) and 2-hexene (2-alkene, C n = 6), corresponding The optimal cycles that correspond to the maximum power are explored in Figure 7 , in which are displayed 335 three of the cycles (C n = 4, 5 and 6) for the n-alkane, 250
• C case-study on a T -s diagram.
336
When C n = 4, the evaporation temperature, and therefore evaporation pressure, is constrained by the 337 critical temperature since we are only considering subcritical cycles. This results in an optimal cycle with 338 a high reduced pressure and a large amount of superheating, since the high-temperature heat can only be 339 absorbed by the cycle by increasing the working-fluid temperature whilst maintaining the same pressure. by increasing the evaporation pressure above the critical pressure, and thus operate a transcritical cycle.
348
However, it is worth noting that higher evaporation pressures lead to more expensive system components, that a larger proportion of the heat-addition process occurs at a constant temperature, which increases the 358 average temperature difference between the heat source and working fluid, resulting in more irreversibility.
359
Secondly, the larger latent-heat also means that the preheater inlet is no longer pinched, which means this 360 cycle absorbs less heat from the heat source. These combined effects result in a 13% reduction in power 361 output compared to the optimal cycle.
362
Finally, where C n = 5, the maximum power is obtained. This cycle has a high-reduced pressure, minimal 363 superheating, and the minimum allowable pinch point is once again observed at both the preheater inlet and and results in the maximum power output.
368
The effect of the working fluid, in terms of the number of carbon atoms, on the evaporator and condenser 369 thermal load has been reported in Figures 8 and 9 respectively. For the evaporator,Q ph ,Q ev andQ sh refer 370 to the preheating, two-phase evaporation, and superheating loads respectively, and for the condenserQ ds 371 andQ co refer to the desuperheating and two-phase condensation loads respectively. In Figures 8 and 9 , only the largest condensation load, although the difference between the different fluids is not as significant. It
389
is also observed that in general the less complex molecules result in the highest desuperheater loads. This 390 was to be expected as these cycles include superheaters, and therefore the working-fluid conditions at the 391 outlet of the expander will be more superheated than the optimal cycles. In terms of the effect of the 392 heat-source temperature on the distribution of the condenser load, it is observed that increasing the heat- 
Component sizing performance
408
Following from the thermodynamic analysis, the required heat-transfer areas for the evaporator and con- 
412
A ph , A ev and A sh refer to the preheating, two-phase evaporation, and superheating areas respectively, and 413 for the condenser A ds and A co refer to the desuperheating and two-phase condensation areas respectively. Considering the breakdown of the evaporator heat-transfer area, it is observed that in general the pre- have a significant effect on the size condenser area, as observed in Figure 11 , it also has an impact on the 455 evaporator area requirements, as the minimum allowable heat-source temperature must also increase, which 456 in turn moves the evaporator pinch-point to the preheating inlet, rather than at the start of evaporation.
457
Comparing the breakdown of the condenser heat-transfer area requirements, and the breakdown of the 458 condenser load, it is observed that the breakdown of the load and area are fairly similar. 
464
The total heat-transfer area requirements (i.e., total evaporator area A h , and total condenser area A c )
465
for each heat-source temperature and each working fluid considered within this study are plotted in Figure   466 12. Considering this figure, and referring back to Figure 6 , it is clear that the optimal thermodynamic cycles 467 always result in the largest heat exchangers, and this is particularly true for the 150 and 250
temperatures. The reason can also be explained by reconsidering Figure 7 , and the accompanying discussion.
469
That is to say that the optimal thermodynamic cycle results in a large preheating load, which means a large
470
proportion of the available heat is absorbed by the cycle which increases power output. However, this heat 471 transfer occurs under a small temperature difference, resulting a large heat-transfer area requirement. Finally, to conclude this section it is useful to evaluate the expander volume ratio, defined as the ratio whilst it is reiterated that expander design is not a focus of this paper, future research should account for the effect of the volume ratio on both the expander design, and associated cost, in the future. 
Thermoeconomic results
484
Clearly, there is a trade-off between thermodynamic performance and the size of the system components.
485
Using the known heat-transfer areas, the pump work and expander work for each cycle, the cost correlations 486 described in Section 2.4 can be used to obtain the specific-investment cost (SIC) (Figure 13 ). Within this 487 study, the heat-source heat capacity rate has been fixed at 4.2 kW/K and the heat-source temperature 488 has been varied, which as observed from Figure 6 , has led to different sized systems for each heat-source 489 temperature. Therefore, when evaluating the cost of the system there are two factors at play; the size of 490 the system, and the heat-source temperature. On the one hand, larger systems will be associated with lower 491 relative costs for the manufacturing of components, owing to economy-of-scale effects, which will reduce the 492 SIC. On the other hand, higher temperature systems will be associated with higher power outputs, owing 493 to higher thermal efficiencies, which will also reduce the SIC. Therefore, as one would expect, it is observed 494 in Figure 13 that the lowest temperature and smallest systems (150 • C) correspond to highest SIC whilst heat-source capacity rate such that the power output from each system is the same.
500
Figure 13: Specific investment cost (SIC) in £/kW for each optimal cycle previously identified in Figure 6 . From left to right:
Referring back to Figure 13 , it is observed that for each heat-source temperature and hydrocarbon family,
501
there appears to be a particular working fluid that will minimise the SIC. For the 150, 250 and 250
source temperatures the minimum SICs are 5,620, 2,760 and 2,070 £/kW respectively, and these are found 503 for C n = 7 (isoheptane), C n = 5 (2-pentene) and C n = 7 (2-heptene) respectively. It should be noted in a significant reduction in performance. It is also interesting to note that there is only a small difference 519 between the optimal SIC for each fluid family, with the optimal SIC ranging between 2,065 £/kW (2-alkene) 520 and 2,108 £/kW (methyl alkane), which corresponds to a 2.1% increase in the SIC when using a methyl 521 alkane compared to a 2-alkene. Ultimately, this suggests that in this case the molecular complexity (i.e. the 522 number of carbon atoms) is more critical than the specific molecular structure.
523
In order to confirm whether the SIC values obtained within this study are representative of actual
524
ORC systems, the results from this study are compared to SIC data available within the literature. More not consider the effect of heat-source temperature on the system economics. In reality, a low-temperature 534 heat source will lead to a lower thermal efficiency, and therefore it is reasonable to assume a 50 kW, 150 • C 535 system will have a higher SIC than a 50 kW, 250
• C system. Therefore, the heat-source temperature is 536 actually a third dimension, which is not reported Figure 14 . With this in mind, it is reasonable to accept 
538
Alongside considering the SIC values obtained for the systems, it is also interesting to consider the 539 breakdown in the system cost, and this is reported in Figure 15 for the same working fluids previously Firstly, it is noted that for all the cases considered the pump only accounts for a very small percentage 544 (< 2.3%) of the total system cost. Furthermore, the evaporator and condenser both account for a similar 
350
• C heat-source temperatures respectively. However, the most obvious observation from Figure 15 is 547 the significant percentage of the total cost that the expander accounts for as the heat-source temperature 548 increases. This behaviour can, in part, be explained since a higher heat-source temperature will lead to 549 a higher cycle efficiency. Therefore, a greater percentage of the heat that is input into the system can 550 be converted into power, which therefore requires an expander with a higher power output, and a larger generator, for the same rating of heat exchanger.
552
Another possible reason for such a large cost estimate for the expander could relate to the suitability of 553 the expander cost correlation for ORC systems. Arguably, within an ORC system, the cost of the expander 554 is the largest unknown, particular for small-scale systems below a few-hundred kW, as the commercialisation 555 of these systems is still in its infancy. For this study, the material factor F for the expander, which accounts 556 for component manufacturing, was set to 3.5 based on recommendations within the literature. However, it 557 should be noted that these correlations were not developed specifically for ORC expanders but they originate literature. Moreover, it should be stated the primary aim of this paper has been to develop a CAMD-
563
ORC framework that can be used to identify novel ORC architectures from a thermoeconomic perspective.
564
Therefore, the cost correlations applied within this framework can be easily adapted as the ORC market 565 continues to grow, and more cost information on the system components becomes available. 
Further economic perspectives
567
In this paper, we assume a constant heat-source mass-flow rate. However, in several applications this heat 568 stream is variable both in mass-flow rate and temperature level, on the basis of the specific production 569 process (i.e. intermittent waste heat from food and other industrial processes, variable solar energy, seasonal 570 biomass supply and so on). Moreover, this heat stream could be used not only to produce electricity using 571 an ORC, but also to match on-site heating/cooling demand at different temperature levels, according to the 572 typology of energy demand (i.e. commercial/residential or industrial). In some cases, this means that the 573 ORC system configuration should be optimised to maximise the global energy-conversion efficiency, instead 574 of the electrical efficiency. This could include using the discharged heat from the ORC cooling stream for 575 further on-site cogeneration, or accounting for smart operating strategies to modulate or switch on/off the 576 ORC in order to follow the heat demand. In addition, the intermittency of heat source introduces further 577 trade-offs in the optimal thermal-storage capacity, considering that thermal storage could increase the ORC 578 operating hours, but increases costs and reduces the ORC input temperature and, in turn, the ORC electric 579 conversion efficiency.
580
The overall thermodynamic performance of the ORC should be optimised for different outlet temperatures given temperature of heat demand identified from an optimisation procedure may not be the optimal one 589 if the heating demand is affected by high temporal variations, and does not match the CHP output profile.
590
For this reason, the influence of heat-demand profile on optimal working fluid selection and global CHP 591 conversion efficiency should be taken into account. 
