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ABSTRACT
A new method for diagnosing the balanced three-dimensional velocity from a given density field in mesoscale
oceanic flows is described. The method is referred to as dynamic potential vorticity initialization (PVI) and is
based on the idea of letting the inertia–gravity waves produced by the initially imbalanced mass density and
velocity fields develop and evolve in time while the balanced components of these fields adjust during the
diagnostic period to a prescribed initial potential vorticity (PV) field. Technically this is achieved first by
calculating the prescribed PV field from given density and geostrophic velocity fields; then the PV anomaly is
multiplied by a simple time-dependent ramp function, initially zero but tending to unity over the diagnostic
period. In this way, the PV anomaly builds up to the prescribed anomaly. During this time, the full three-
dimensional primitive equations—except for the PV equation—are integrated for several inertial periods. At the
end of the diagnostic period the density and velocity fields are found to adjust to the prescribed PV field and
the approximate balanced vortical motion is obtained. This adjustment involves the generation and propagation
of fast, small-amplitude inertia–gravity waves, which appear to have negligible impact on the final near-balanced
motion. Several practical applications of this method are illustrated. The highly nonlinear, complex breakup of
baroclinically unstable currents into eddies, fronts, and filamentary structures is examined. The capability of the
method to generate the balanced three-dimensional motion is measured by analyzing the ageostrophic horizontal
and vertical velocity—the latter is the velocity component most sensitive to initialization, and one for which a
quasigeostrophic diagnostic solution is available for comparison purposes. The authors find that the diagnosed
fields are closer to the actual fields than are either the geostrophic or the quasigeostrophic approximations.
Dynamic PV initialization thus appears to be a promising way of improving the diagnosis of balanced mesoscale
motions.
1. Introduction
The diagnosis of the oceanic velocity field from a
measured mass density field is an important and chal-
lenging problem in the physics of the ocean. Accurate
measurements of the density field over the full depth of
the water column are usually easier to obtain than direct
measurements of the three-dimensional velocity field.
A number of theoretical and numerical methods have
been developed to estimate the velocity field, but these
generally require specific dynamical conditions to hold.
Examples include the classical geostrophic approxi-
mation, the quasigeostrophic approximation (QG; see,
e.g., Daley 1991, chapter 6), the semigeostrophic ap-
proximation (SG; see Eliassen 1948; Hoskins 1975),
balance equations (Gent and McWilliams 1983), iterated
geostrophic models (Allen 1991), or methods based on
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the numerical integration of the total three-dimensional
balance of momentum [e.g., the digital filter initializa-
tion of Lynch and Huang (1992)]. The geostrophic ap-
proximation gives estimates only for the horizontal ve-
locity components. The QG and SG approximations fil-
ter the relatively fast inertia–gravity waves (IGWs) but
may not be accurate enough for strongly ageostrophic
processes in mesoscale eddies and fronts. Methods
based on the numerical integration of the primitive equa-
tions are potentially able to be as exact as the balance
of momentum adopted, but they need to deal with three
important requirements: 1) minimizing the direct effects
of the fast IGWs generated as a result of the initial
imbalance between density and velocity fields, but 2)
letting the IGWs otherwise develop since they take part
in the sought adjustment, while 3) ensuring that the
diagnostic density field remains sufficiently close to the
initially prescribed one.
Here we introduce a new method to diagnose the
velocity field from a given mass density field. The
method, referred to as dynamic potential vorticity ini-
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tialization (PVI), provides an adjusted three-dimension-
al velocity field, which may be regarded as balanced in
the sense that the amplitude of the IGWs are small—
of second-order in the vertical velocity. The approach
is based in part on the numerical time integration of the
ageostrophic horizontal vorticity over a given diagnostic
period. During this integration, IGWs are generated and
are able to propagate as in a real-time simulation (re-
quirement 2 above). The density and velocity fields
evolve in time but are constrained to be consistent with
the prescribed potential vorticity (PV) field at the end
of the diagnostic period. This prescribed PV field is
calculated from given density and geostrophic velocity
fields (e.g., from data); this ensures that the velocity
induced by the PV (the slow motion) does not advect
the density field, which then remains close to its given
initial value during the diagnostic period (requirement
3). The generation of IGWs is kept to a minimum (re-
quirement 1) by smoothly ramping up the PV anomaly
from zero to the prescribed PV anomaly over the di-
agnostic period.
Since the PVI is both an initialization and a diagnostic
method, it can be used also to initialize the mass density
and velocity fields in numerical models for simulation
purposes. In this paper we focus on its use as a diag-
nostic tool, for simplicity. Its use as an initialization tool
involves other factors such as whether or not one starts
with an exactly known PV field rather than one deduced,
as here, from the density data and the associated geo-
strophic flow.
In the next section we present the mathematical basis
of PVI. Section 3 illustrates two moderately realistic
examples that are used to assess the utility of PVI for
diagnosing the velocity field. The first consists of a baro-
clinically unstable shear zone developing into a street
of anticyclonic eddies, and the second consists of an
unstable oceanic jet developing into both cyclonic and
anticyclonic eddies.
The analysis of the results is carried out by comparing
the actual fields with the PVI diagnosed fields with an
emphasis on the ageostrophic motion, particularly on
the vertical velocity, since it is the component most
sensitive to initialization. The analysis indicates the PVI
diagnoses the horizontal and vertical components of the
velocity significantly better than either the geostrophic
or the QG approximations do. Section 4 closes the paper
with a few concluding remarks.
2. Dynamic PV initialization
The key idea of PVI is to let both the density and
velocity fields adjust gradually and dynamically, during
the diagnostic period, to a prescribed, assumed known,
PV field. During this diagnostic period, small-amplitude
IGWs are generated that propagate throughout the flow
and generally disperse, making possible the adjustment
to a nearly balanced state dependent only on the PV
field. In this diagnostic application of PVI the only quan-
tity assumed available is the mass density field so that
the prescribed PV is the geostrophic PV computed from
the geostrophic vorticity.
To avoid the unwanted generation of large-amplitude
IGWs during the adjustment period, the adjustment is
made to take place gradually. This is done by integrating
in time the dynamical evolution equations, excluding
that for PV advection. Instead, the PV anomaly is held
fixed in space and ramped up in time from zero to the
prescribed PV anomaly at the end of the diagnostic pe-
riod. Since the PV anomaly is not advected in time, but
rather specified, this procedure is in fact an iterative
process in which time plays the role of the iteration
parameter. It is, however, still useful to measure the
length of this iterative process in terms of time.
The diagnostic procedure evolves the horizontal com-
ponents of the dimensionless horizontal ageostrophic
vorticity , where we denote 5 x/ f for any quantityv˜9 x˜h
x, and where f is the Coriolis frequency (assumed con-
stant). The equation for is obtained from the balancev˜9h
of momentum, mass conservation, and the isochoric
condition (= · u 5 0); see Dritschel and Viu´dez (2003)
for details. The result is
]v˜9h 25 2u · =v˜9 2 f k 3 v˜9 1 (1 2 c )= wh h h]t
1 v˜ · =u 1 =u · =D, (1)h h
where u 5 (u, y, w) and uh are the three-dimensional
and horizontal velocities, respectively (the subscript h
denotes the horizontal component), c [ N/ f is the ratio
between the mean Brunt–Va¨isa¨la¨ frequency and the Cor-
iolis frequency, v 5 (j, h, z) is the vorticity, [v˜9h
h 2 =hD and D [ c2D, where D is the vertical dis-v˜
placement of isopycnals. Both the scaled isopycnal dis-
placement D and scaled velocity u˜ are calculated from
a three-dimensional potential w 5 (w, c, f) by D 5
2= · w and u˜ 5 2= 3 w. The potential w is similar
to the one introduced by Muraki et al. [1999, their Eq.
(30)]. Once has been advected, the horizontal com-v˜9h
ponents of the potential wh 5 (w, c) are obtained by
direct inversion, wh 5 ¹22 . The vertical potential fv˜9h
is obtained from the inversion of the ‘‘iteration PV
anomaly’’ (the prescribed PV anomaly multipliedgÃ i
by a ramp function in time; see below). Since by def-
inition
gÃ 5 (v˜ 1 k) · =d 2 1 5 2D 1 z÷ 2 v˜ · =D, (2)i z
where d(x, y, z, t) 5 z 2 D(x, y, z, t) is the isopycnal
depth and ( )z [ ]( )/]z, we can turn this around into an
equation for f,
2 2 2¹ f 1 e f 2 (1 2 e )= · wh zz h hz
g2 21 e [¹ w 2 =(= · w)] · =(= · w) 2 Ã 5 0, (3)i
whose inversion (given w, c, and ; e [ f /N 5 c21)gÃ i
provides f (see Dritschel and Viu´dez 2003).
During the diagnostic period, the iteration PV anom-
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FIG. 1. The PV contours lying on the middle isopycnal surface l 5 33 (z 5 0) for the shear zone simulation with minimum PV anomaly
Ãm 5 20.75. Times are indicated in inertial periods. There are 10 PV jumps in this layer, each with a magnitude of 20.075.
aly is increased smoothly from (x, t0) 5 0 at theg gÃ Ãi i
actual time t0 to the prescribed geostrophic PV anomaly
(x, tI) 5 (x) at the end of the diagnostic time tIg gÃ Ãi 0
5 t0 1 DtI, where DtI is the diagnostic time interval,
using a ramp function W(t),
g gÃ (x, t) [ Ã (x)W(t),i 0
1 p(t 2 t )0W(t) [ 1 2 cos , t # t # t .0 I5 6[ ]2 DtI
(4)
Thus, during the diagnostic period the diagnostic velocity
and density fields grow smoothly from zero in response
to the slow growth of . The field (x) is the pre-g gÃ Ãi 0
scribed dimensionless geostrophic PV anomaly
g g g gÃ [ (v˜ 1 k) · =d 2 1 5 2D 1 z÷ 2 v˜ · ¹D ,0 0 0 0z 0 0 0
where the subscript zero means the actual value and the
superscript g means the corresponding geostrophic
quantity. Thus (x) is obtained from the actual, as-gÃ 0
sumed known, density field. Note that W is smooth at
t 5 t0 and at t 5 tI [W(t0) 5 0, W(tI) 5 1, Wt(t0) 5
Wt(tI) 5 0, where ( ) t [ ]( )/]t]. This smoothness helps
to minimize the initial generation of IGWs.
3. Applications
a. Numerical parameters
We consider a three-dimensional periodic domain
having (nX, nY, nZ) 5 (64, 64, 64) grid points, an equal
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FIG. 2. Horizontal distributions of (a) PV anomaly Ã 0 (310, iZ 5 33), (b) vertical displacement D0 (3102, iZ 5 28), (c) horizontal velocity
uh0 (35, iZ 5 33; for clarity only every other vector is plotted), and (d) vertical velocity w0 (34 3 104, iZ 5 28). Contour interval D 5 1
in this and subsequent contour plots.
number of isopycnal surfaces nl, a vertical extension LZ
5 2p (in arbitrary space units), and horizontal exten-
sions LX and LY prescribed by the ratios LX/LZ 5 LY/LZ
5 100. This ratio is equal to the ratio of the mean Brunt–
Va¨isa¨la¨ to Coriolis frequency c [ N/ f 5 100, where N
5 2p (in arbitrary time units). Thus the time interval
of one (mean) buoyancy period is Dt 5 1. One inertial
period (i.p.) equals 100 buoyancy periods. The time step
is set to dt 5 0.1 (a tenth of a buoyancy period). A
biharmonic hyperdiffusion term, producing a small
damping rate (e folding) of e f 5 10 per inertial period
at the highest wavenumber, is added to the equations
for the rate of change of the horizontal ageostrophic
vorticity. Two simulations were carried out until t 5 30
i.p.; however, we chose a diagnostic or ‘‘actual’’ time
t0 5 20 i.p. Note that t0 is well beyond the end of the
initialization period of these simulations (which occurs
over the first 5 i.p.); this period is also taken to be the
diagnostic time interval, that is, DtI 5 5 i.p. This is
long enough to keep IGWs of secondary importance
(Viu´dez and Dritschel 2003; Dritschel and Viu´dez
2003).
It is noteworthy that the characteristics of the numerical
model used are independent of the PVI technique. The
numerical model, which explicitly conserves PV through
the advection of PV contours, is only used to provide
dynamically consistent velocity and density fields at t 5
t0. The diagnosis of ageostrophic motion through dy-
namic PVI makes no use of the PV contour dynamics
since the target PV field (x) is fixed in time.gÃ 0
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FIG. 3. As in Fig. 2 but for the diagnosed fields: (a) the geostrophic PV anomaly Ã 5 , (b) Dˆ, (c) uˆh, and (d) wˆ.gÃ 0
Inherent to the PVI approach is the inversion of the
geostrophic PV field. Whether this PV inversion is made
in terms of potentials, as is done here, or in terms of
other diagnostic quantities is an independent matter.
Well-posed boundary conditions for these diagnostic
quantities in the PV inversion are, with the exception
of the triply periodic domain used here, always required.
Zero normal velocity boundary conditions may be im-
plemented using the Fourier sine or cosine spectral
modes instead of the full Fourier transform for the po-
tentials. Specification of more general boundary con-
ditions arising, for instance, in realistic ocean environ-
ments, is not essential for the present purposes.
b. A shear zone
In this first simulation the initial PV anomaly is con-
fined to a circular horizontal cylinder (after stretching
the height coordinate by c) with radius re 5 0.5c (the
basic PV) plus a horizontal transverse PV disturbance
(as in Dritschel and Viu´dez 2003). The basic undis-
turbed flow is steady, with fluid moving in the y direc-
tion only. The initial PV contours (before model ini-
tialization, at t 5 0) lie on flat isopycnal surfaces (D 5
0), and are chosen to represent the circular distribution
of Ã in the yz plane, Ã (r) 5 Ãm(1 2 r2/ ), where Ãm2re
is the maximum PV anomaly and here r2 5 [x 2 xd(y)]2
1 z2, where xd(y) is the centreline displacement used
to impart a disturbance to the cylinder. We take xd(y)
5 a1 sin(2pm1y/LY) 1 a2 sin(2pm2y/LY), with m1 5 2,
m2 5 3, a1 5 0.1, and a2 5 20.1 (see Fig. 1). Full
details may be found in Dritschel and Viu´dez (2003).
Here we choose a large PV anomaly Ãm 5 20.75 to
verify that the PVI works satisfactorily for highly ageos-
trophic flows, which are in principle capable of signif-
2766 VOLUME 34J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y
FIG. 4. Horizontal distributions of (a) PV difference Ã0 2 (340, iZ 5 33), (b) vertical displacement differencegÃ 0
D0 2 Dˆ (3103, iZ 5 28), (c) ageostrophic horizontal velocity uh0 2 (320, iZ 5 33), (d) horizontal velocityguh0
difference uh0 2 uˆh (320, iZ 5 33), (e) w0 2 (38 3 104, iZ 5 28), and (f ) w0 2 wˆ (38 3 104, iZ 5 28).qw 0
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TABLE 1. Statistics (maximum and rms values) for the shear and jet simulations at t 5 20 i.p. The ratio refers to the ratio between the
rms values. For the comparison of the vertical velocity fields we have used a threshold value w0 5 0.5 3 1024.
Case Max |uh0|
Max |w0|
(3 1024)
Rms uh0 2 ugh0
(3 1022)
Rms uh0 2 uˆh
(3 1022) Ratio
Rms wo 2 w q0
(3 1025)
Rms w0 2 wˆ
(3 1025) Ratio
Shear
Jet
1.24
1.76
3.04
3.85
10.8
14.9
2.94
4.20
3.67
3.55
3.54
2.71
2.31
2.35
1.53
1.15
FIG. 5. Scatterplot of (a) the QG vertical velocity (vertical axis)qw 0
and (b) the diagnosed vertical velocity wˆ (vertical axis) vs the total
vertical velocity w0 (horizontal axis) for the shear zone (in units of
1024).
FIG. 6. The rms of 2 (310 8 and t 5 20 i.p.) over theqw wˆ0 D tI
entire domain as a function of the time interval D t I (in inertial
periods).
icant spontaneous generation of IGWs. The maximum
Rossby number of this simulation is | min( ) | 5 0.62,˜z
comparable to | Ãm | , and the maximum Froude number,
max(Fr) 5 0.36. The Froude number is here defined as
Fr [ vh/N , the ratio between the magnitude of the hor-
izontal vorticity vh [ | vh | and the total Brunt–Va¨isa¨la¨
frequency N [ (2grz/r0)1/2 5 N(1 2 e2Dz)1/2.
This negative PV anomaly distribution corresponds
to a three-dimensional shear current whose evolution is
shown in Fig. 1. During the initial stages of the insta-
bility, the PV cylinder rolls up into a street of stable
anticyclonic vortices with the same PV anomaly in their
cores (Ã 5 20.75) but with different eccentricities. At
t 5 t0, the vortices induce a negative isopycnal dis-
placement D0 (Fig. 2b) with min(D0) 5 20.17 in the
more eccentric vortex’s center at the depth of maximum
vertical velocity (vertical grid point iZ 5 18 or depth z
5 21.47). At the midplane (iZ 5 33, z 5 0), uh0 has
maximum values of max( | uh0 | ) ; 1.2 and 1.0 along
both sides of the eccentric and circular vortex, respec-
tively (Fig. 2c), while w0 (Fig. 2d) shows a quadrupole
distribution for both vortices with maximum values
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FIG. 7. Time series of the rms of 2 w0 [3108, (1)] and wˆ0 2qw 0
w0 [3108, (2)] from t0 5 20 to t0 5 30 i.p. The third line (3) shows
the ratio between the above rms values rms( 2 w0)/rms(wˆ0 2 w0).qw 0
Diagnostic time interval DtI 5 5 i.p.
max( | w0 | ) ; 2.3 3 1024 around the eccentric vortex.
The quadrupole distribution of w0 can be inferred from
the horizontal distributions of PV (Fig. 1c) and D0 (Figs.
2a,b); see Viu´dez and Dritschel (2003) for details.
The displacement field D0 [at time t0 5 20 i.p., when
min( 0) 5 20.58] is used to carry out the PVI diagnosis˜z
from the geostrophic PV anomaly . This fieldg gÃ Ã0 0
(Fig. 3a) closely resembles the total field Ã0 (Fig. 2a)
though, as expected, | | is smaller than | Ã0 | . ThegÃ 0
maximum differences between both fields (Fig. 4a) are
about max( | Ã0 2 | ) 5 0.075, or one-tenth ofgÃ 0
max( | Ã0 | ). Because of this small difference, the di-
agnosed displacement Dˆ [Fig. 3b, with max( | Dˆ | ) ;
0.16] also shows small differences from D0, with
max( | D0 2 Dˆ | ) ; 1.0 3 1022 (Fig. 4b).
The diagnosed horizontal velocity uˆh (Fig. 3c) shows
the same pattern as uh0 with maxima also along the
narrow sides of the vortices. However, max( | uˆh | ) ; 1.0
at z 5 0, and this is clearly smaller than | uh0 | (Fig.
2c). Nevertheless, for these highly ageostrophic vorti-
ces, uˆh better approximates uh than does the geostrophic
velocity . The differences uh0 2 (Fig. 4c) and uh0g gu uh0 h0
2 uˆh (Fig. 4d) show that max( | uh0 2 | ) ; 0.40guh0
while max( | uh0 2 uˆh | ) ; 0.15. A large part of the
geostrophic imbalance | uh0 2 | is due to missingguh0
the horizontal advective acceleration uh0 · =uh0. The
gradient balance (balance between the horizontal ad-
vective and Coriolis accelerations with the pressure gra-
dient term) is usually more accurate than geostrophic
balance in mesoscale dynamics with large Rossby num-
bers (Viu´dez et al. 2000; Shearman et al. 2000). The
statistics (see Table 1) indicate that the root-mean-square
(rms) of uh0 2 uˆh is about one-third that of uh0 2 .guh0
The diagnosed vertical velocity wˆ (Fig. 3d) displays
the same quadrupole pattern in every vortex as w0 (Fig.
2d), but wˆ is virtually free of IGWs, and its magnitude
[max( | wˆ | ) ; 2.0 3 1024] is smaller than | w0 |
[max( | w0 | ) ; 2.3 3 1024]. In this respect wˆ is similar
to the QG vertical velocity . The difference w0 2qw 0
(Fig. 4e), where is obtained here solving the QGq qw w0 0
omega equation, has max( | w0 2 | ) ; 0.75 3 1024,qw 0
while the difference w0 2 wˆ (Fig. 4f) has max( | w0 2
wˆ | ) ; 0.50 3 1024. The statistical values (see Table
1) indicate that the rms of w0 2 wˆ is about 0.65 times
that of w0 2 .qw 0
The differences between and wˆ may be better ap-qw 0
preciated in the scatterplots of and wˆ versus w0 (Figs.qw 0
5a,b). The amount of scatter is interpreted principally
as IGW activity, though part of this scatter is also due
to small-scale differences between the balanced vortical
parts of the QG, PVI, and total flows. The slope of the
linear regressions is hence interpreted as the difference
between QG- and PVI-diagnosed balance. The amount
of scatter is quantified here as the average of the dis-
tances, in velocity space, of the points {w0(x), wˆ0(x)},
and {w0(x), (x)}, to the corresponding regressionqw 0
line. Statistical values are computed using magnitudes
of w0, , and wˆ larger than 0.5 3 1024. The scatterqw 0
of wˆ with respect to w0 is 6.6 3 1026, smaller than that
of (7.6 3 1026). This indicates again that IGW ac-qw 0
tivity is lower in the PVI diagnosis. The linear regres-
sions (x) 5 sqw0(x) and wˆ(x) 5 sˆw0(x) give slopesqw 0
sq 5 0.60 and sˆ 5 0.86. Thus, we conclude that uˆh and
wˆ better approximate uh0 and w0 than do the geostrophic
and the QG .g qu wh0 0
Various numerical integrations using different diag-
nostic time intervals DtI show that, in terms of the rms
difference 2 , where is the PVI diagnosedqw wˆ wˆ0 Dt DtI I
vertical velocity using a time interval DtI, convergence
is reached for DtI $ 4 inertial periods (Fig. 6).
The improvement of wˆ over w q is a robust result,
characteristic of the whole numerical simulation, and is
independent on the specific diagnostic time t0. The time
series of the rms of wˆ0 2 w0 and 2 w0 for diagnosticqw 0
times t0 5 20, . . . , 30 i.p. (Fig. 7) show that the rms
of wˆ0 2 w0 is always smaller than that of 2 w0, theqw 0
average ratio rms( 2 w0)/rms(wˆ0 2 w0) ø 1.17.qw 0
c. An oceanic jet
As a second example we analyze a model oceanic
flow containing both positive and negative PV anom-
alies. A jet current is set up by placing two horizontal
PV cylinders of opposite sign next to each other (Fig.
8). This PV distribution induces a fast northward current
with two slower southward currents running along the
flanks of the two-cylinder system. Each cylinder has a
horizontal dimension of 0.5c as before, but a larger ver-
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FIG. 8. Time evolution of the PV contours lying on the middle isopycnal surface l 5 33 for the jet with maximum PV anomaly | Ãm | 5
0.75. Times are indicated in inertial periods (from t 5 10 to t 5 30 i.p.). There are 20 PV jumps in this layer, each with a magnitude of
0.075.
tical dimension of 1/ so that the two cylinders touchÏ2
each other at the origin and just fit within a circle of
radius 0.5c [after stretching the height coordinate by c;
again see Dritschel and Viu´dez (2003) for details]. We
take the maximum and minimum PV anomalies to be
Ãm 5 60.75, which leads to a maximum Rossby num-
ber max( ) 5 0.80 and maximum Froude number˜z
max(Fr) 5 0.42. As the flow evolves, the PV rolls up
into a street of large cyclonic and anticyclonic vortices
that pair, forming mushroom-like eddy structures, from
which small-scale eddies are later detached. This flow
is notably more complex and ageostrophic than the pre-
vious one considered (cf. Fig. 1).
The cyclonic and anticyclonic vortices have positive
and negative isopycnal vertical displacements D0, re-
spectively, (Fig. 9b) with max( | D0 | ) 5 0.14 in the
northern anticyclonic vortex’s center at the depth of
maximum vertical velocities (iZ 5 28, z 5 20.49). At
the middle layer (iz 5 33, z 5 0) uh0 is greatest between
each vortex pair, with max( | uh0 | ) ; 1.6 in the northern
pair (Fig. 9c), while w0 (Fig. 9d) has again a quadrupole
distribution associated in this case with each vortex pair,
and has a maximum value of max( | w0 | ) ; 3 3 1024
around the northern pair.
The displacement field D0 [at time t0 5 20 i.p., when
min( ) 5 20.67], is next used to carry out the PVI˜z
diagnosis. From D0 we compute the geostrophic PV
anomaly (Fig. 10a), which again closely resemblesgÃ 0
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FIG. 9. Horizontal distributions of (a) PV anomaly Ã0 (310, iZ 5 33), (b) vertical displacement D0 (3102, iZ 5 28), (c)
horizontal velocity uh0 (35, iZ 5 33; only every other vector is plotted), and (d) vertical velocity w0 (32 3 104, iZ 5 28).
the total Ã0 (Fig. 9a), but with | | slightly smallergÃ 0
than | Ã0 | . The maximum difference between these
fields (Fig. 11a) is max( | Ã0 2 | ) ; 0.15, or one-gÃ 0
tenth of the maximum PV anomaly difference [max(Ã0)
2 min(Ã0) 5 2Ãm 5 1.5]. The diagnosed displacement
Dˆ [Fig. 10b, with max( | Dˆ | ) ; 0.13] also shows small
differences from D0, with max( | D0 2 Dˆ | ) ; 1.2 3
1022 (Fig. 11b).
The diagnosed horizontal velocity uˆh (Fig. 10c) shows
the same pattern as uh0 with maxima at the junction of
each pair of vortices and having max( | uˆh | ) ; 1.4 at
the midplane z 5 0. It is again clearly smaller than | uh0 |
(Fig. 9c); however, the diagnosed uˆh is still a better
approximation than the geostrophic velocity . Theguh0
differences uh0 2 (Fig. 11c) and uh0 2 uˆh (Fig. 11d)guh0
show that max( | uh0 2 | ) ; 0.60 while max( | uh0 2guh0
uˆh | ) ; 0.30. The rms of uh0 2 uˆh (Table 1) is again
about one-third of the rms of uh0 2 . In this case theguh0
largest ageostrophic motion is located at the junction of
the vortices, being strongest along the periphery of the
anticyclones.
The diagnosed vertical velocity wˆ (Fig. 10d) has a
similar distribution to w0 (Fig. 9d) but essentially with-
out IGWs. Its maximum magnitude [max( | wˆ | ) ; 3.0
3 1024] is nearly identical to that of | w0 | [max( | w0 | )
; 3.0 3 1024]. The diagnosed wˆ is again similar to the
QG vertical velocity . The differences w0 2 [Fig.q qw w0 0
11e, with max( | w0 2 | ) ; 1.5 3 1024] and w0 2qw 0
wˆ (Fig. 11f) [with max( | w0 2 wˆ | ) ; 1.5 3 1024] both
show the presence of IGWs. However, the scatter for
versus w0 (Fig. 12a) is 1.3 3 1025, larger than theqw 0
scatter for wˆ versus w0 (Fig. 12b), which is 1.0 3 1025.
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FIG. 10. As in Fig. 9 but for the diagnosed fields: (a) the geostrophic PV anomaly Ã 5 , (b) Dˆ, (c) uˆh, and (d) wˆ.gÃ 0
Both values are larger than the scatter in the shear cur-
rent case.
We note that in flows with only negative PV anom-
alies (as in the shear current example above) | | isqw 0
smaller than | w0 | , while usually the opposite occurs in
flows with only positive PV anomalies (Viu´dez and Drit-
schel 2004). In flows having both positive and negative
PV anomalies (as in this case) the slope in the linear
regression versus w0 would be closer to 1 than thatqw 0
in flows with single-valued PV anomalies only because
of the average between two slopes, larger and smaller
than 1, and therefore it would not be a good indication
of the departure of the QG- and PVI-diagnosed vertical
velocity from the slow ‘‘balanced’’ solution.
In terms of spatially averaged absolute differences,
we find ^ | w0 2 wˆ | & 5 6.6 3 1026 while ^ | w0 2 | &qw 0
5 6.8 3 1026.The rms of w0 2 wˆ (Table 1) is about
0.87 times the rms of w0 2 . Thus, as in the previousqw 0
example, we conclude that uˆh and wˆ better approximate
uh0 and w0 than do the geostrophic and the QGguh0
.
qw 0
4. Concluding remarks
In this work we have introduced a new method, based
on the dynamic initialization of potential vorticity, for
diagnosing the approximately balanced three-dimen-
sional velocity from a given density field in the ocean.
Applications of the method to simulated oceanic flows
confirmed that it is able to diagnose balanced horizontal
and vertical velocity fields that improve the estimates
given by the geostrophic and quasigeostrophic approx-
imations.
We are currently exploring the use of PVI as an ini-
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FIG. 11. Horizontal distributions of (a) PV difference Ã0 2 (320, iZ 5 33), (b) vertical displacement differencegÃ 0
D0 2 Dˆ (35 3 102, iZ 5 28), (c) ageostrophic horizontal velocity uh0 2 (310), (d) horizontal velocity differenceguh0
uh0 2 uˆh (310), (e) w0 2 (34 3 104, iZ 5 28), and (f ) w0 2 wˆ (34 3 104, iZ 5 28).qw 0
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FIG. 12. Scatterplot of (a) the QG vertical velocity (verticalqw 0
axis) and (b) the diagnosed vertical velocity wˆ (vertical axis) vs the
total vertical velocity w0 (horizontal axis) for the oceanic jet (in units
of 1024).
tialization method, to provide balanced fields from a
given, exactly known potential vorticity field. The re-
sults of the present paper show that PVI may be prom-
ising in this respect also. A test experiment using the
PVI method but replacing the geostrophic PV with the
the actual PV as the target PV provided a horizontal
velocity field closer to the actual horizontal velocity than
the PVI-diagnosed one, but the resulting vertical ve-
locity was in fact worse than the one diagnosed by PVI
using the geostrophic PV. This might be a consequence
of the artificial nonadvection of the PV contours during
the PVI period. Using the total PV leads to an increase
of the maximum magnitude of both the PVI-diagnosed
horizontal velocity and isopycnal displacement. Since
the PV field is not advected, the phase velocity of oth-
erwise rotating elliptical eddies, as well as the propa-
gation speed of otherwise moving dipoles, is zero. This
implies that, since density is still exactly conserved,
fluid particles move with larger horizontal speeds on
more sloped steady isopycnals. Thus, balanced vertical
velocities are overestimated using the PVI method. We
are currently investigating an alternative approach that
may overcome this difficulty. This approach starts di-
rectly from the PV and obtains the other fields, such as
density and velocity, by the same time integration tech-
nique lying at the heart of the PVI method. This may
help one to more clearly distinguish balanced (vortical)
and imbalanced (wave) fields.
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