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1. Introduction
1.1. From complexity · · ·
Starting with the pioneering work of Montanari [22], researchers in Artificial Intelligence have investigated a class of
problems that became known as constraint satisfaction problems (CSPs). The input of such a problem consists of a set of
variables, a set of possible values for the variables (the domain) and a set of constraints between the variables. The question
is to determine whether there is an assignment of values to the variables that satisfies the given constraints. In its full
generality, constraint satisfaction is an NP-complete problem. For this reason researchers in Artificial Intelligence have
pursued both heuristics for CSPs and tractable cases obtained by imposing restrictions on constraints.
By fixing the set F of allowed types of constraints, one obtains a decision problem that depends on F . An F -formula
is a conjunction of constraint applications using only functions from F . Then SAT(F ) (resp., UNSAT(F )) is the subset of
F -formulas that have a satisfying assignment (resp., that have no satisfying assignment).
Over the past twenty years researchers in computational complexity have studied such problems in an attempt to
determine for which structures F , deciding the satisfiability of F -formulas is tractable, and for which it is not. The first
remarkable success was obtained by Schaefer [23] who established a dichotomy theorem for Boolean CSPs (which are
defined on the simplest domain D = {0, 1}). He identified easily decidable properties on the set of allowed constraints
F that make the above decision problem polynomially tractable, and showed that the problem is NP-complete in all other
cases. The question as to whether for every F over a finite domain this decision problem is solvable in polynomial time or
NP-complete, is still open (see [19,14]).
I Some of the results in this paper appeared in preliminary restricted form in [N. Creignou, H. Daudé, Coarse and sharp transitions for random generalized
satisfiability problems, in: Proceedings of the Third Colloquium on Mathematics and Computer Science, Vienna, Austria, Birkhäuser, 2004, pp. 507–516].∗ Corresponding author.
E-mail addresses: creignou@lif.univ-mrs.fr (N. Creignou), daude@gyptis.univ-mrs.fr (H. Daudé).
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doi:10.1016/j.disc.2008.04.025
2086 N. Creignou, H. Daudé / Discrete Mathematics 309 (2009) 2085–2099
1.2. · · · to randomness
LetD = {0, . . . , d−1} be a finite domain. A set of n variables onD having been fixed, we obtain random formulas by adding
constraints between these variables at random. Increasing the number of constraints makes the chance that one of the dn
possible assignments satisfies all the constraints less likely. A critical constraint-density at which the limiting probability
(as n tends to infinity) that a random formula is unsatisfiable, appears and jumps from 0 to 1 very rapidly, with a rather
small increase in the (expected) number of constraints. This evolution of the (un)satisfiability property of random instances
of CSPs has been studied for the past decade. Most of the works concern the satisfiability threshold effect associated with
random formulas with special types of allowed constraints. The most explored problem is k-satisfiability where formulas
given as instances are propositional formulas in conjunctive normal form with k variables per clause (k-CNF) [6,11,1,15]. As
suggested in [3], the understanding of such a threshold effect for a large class of CSPs asks for a robust model that captures
the most studied CSPs.
In order to study many problems under a common umbrella, rather than one-at-a-time, Molloy [21], and Creignou
and Daudé [7,9] introduced a model of random constraint satisfaction problems. This model is inspired from the above
mentioned model of Schaefer. It includes random k-satisfiability as well as k- colorability [2,24,25,12,10]. Any finite setF of
constraint functions of arity k over a finite domain D gives rise, for every n, to a finite set of formulas built upon n variables.
These formulas can be considered in a random way. The expected number of constraints in a random formula stands for
the constraint density and it makes sense to consider the transition from SAT(F ) to UNSAT(F ). Obviously, the location
as well as the shape or nature (sharp or coarse) of this transition depends on F . Most previous studies of random CSPs
were dedicated to the precise location of the transition. Obtaining tight lower and upper bounds for the threshold leads to
challenging mathematical questions, even for well-known and tractable problems like k-XOR-satisfiability [12]. Therefore,
it is probably too ambitious to try to get general results for the precise location of the transition from SAT(F ) to UNSAT(F )
for every F . However the following goal is also of interest and might be easier to deal with: what are the sets F that give
rise to a sharp transition from SAT(F ) to UNSAT(F )?
1.3. Main contribution and organization of the paper
Our fundamental goal is to obtain a better understanding of what causes some problems to have a coarse transition rather
than a sharp one. In this paper we make clear the dependency between the nature of the SAT–UNSAT transition and the set
F of allowed constraints. Our main contribution is to give a complete answer to the above question when D = {0, 1}. In that
Boolean case, two types of functions are the seed of coarseness for the transition from SAT(F ) to UNSAT(F ).
Theorem 1.1. Let F be a finite set of Boolean constraint functions of fixed arity k such that UNSAT(F ) 6= ∅. The transition
from SAT(F ) to UNSAT(F ) is sharp if an only if F contains no function strongly depending on one component and no function
strongly depending on a 2− XOR-relation.
Section 2 deals with the combinatorial and probabilistic background. In this section we present the CSPs we are interested
in and make precise our general model. In particular we characterize the sets F for which there is a transition from
satisfiability to unsatisfiability, i.e., such that UNSAT(F ) 6= ∅. Then we recall the definition of sharp and coarse thresholds.
We define functions depending on one component or on a 2− XOR relation. A precise statement of Theorem 1.1 ends this
section. This main result, stated for Boolean CSPs, will be a consequence of the coarseness and sharpness results established
for CSPs over arbitrary finite domains, respectively, in Sections 3 and 4. Section 5 is devoted to technical results and the
detailed proofs are given in Section 6.
2. Constraint satisfaction problems over finite domains
2.1. CSPs and the satisfiability property
Let k be an integer, k ≥ 2. Let D = {0, . . . , d − 1} be a domain of cardinality d, with d ≥ 2. Any non-zero function
f :Dk −→ {0, 1} is called a constraint function of arity k over D.
From now on F will denote a finite set of constraint functions of arity k, with k ≥ 2, over a domain D of cardinality d,
with d ≥ 2.
Let n ≥ k. An n-constraint, (f , i1 < · · · < ik), is given by a constraint function f of arity k and a subset of k indices
1 ≤ i1 < · · · < ik ≤ n. It is an (n,F )-constraint if f ∈ F . There are
NF (n) := #Cn(F ) =
(
n
k
)
· #F (1)
(n,F )-constraints. A set of (n,F )-constraints is called an (n,F )-formula (or simply anF -formula, an n-formula or a formula,
when no confusion can arise). For every (n,F )-formula s, the number of constraints in s is called the size of s and is denoted
by w(s). Observe that w(s) ≤ NF (n).
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The most usual and convenient way to work with constraints over D, is to consider n variables x1, . . . , xn, where each
variable has the same domain D. Then an n-constraint is referred to as an application of a constraint function to k variables
in x1, . . . , xn. The constraint (f , i1 < · · · < ik) is also denoted by f (xi1 , . . . , xik). Both representations will be used. In the latter
representation, Var(s) denotes the number of distinct variables occurring in a formula s.
An assignment of values,Φ : {x1, . . . , xn} −→ D satisfies an n-constraint C = (f , i1 < · · · < ik) if f (Φ(xi1), . . . ,Φ(xik)) = 1.
An n-formula is satisfiable if there exists an assignment which satisfies simultaneously all its n-constraints. In the following
we speak about the satisfiability (resp., unsatisfiability) property. More formally, the set of (n,F )-formulas that are
satisfiable (resp., unsatisfiable) will be denoted by SATn(F ) (resp., UNSATn(F )). Observe that every formula that contains
an unsatisfiable sub-formula is itself unsatisfiable. In the terminology of random (hyper)graph theory, SAT(F ) (resp.
UNSAT(F )) is a decreasing (resp. increasing) property, where
SAT(F ) =⋃
n
SATn(F )
(
resp., UNSAT(F ) =⋃
n
UNSATn(F )
)
.
Example 2.1. • For 0 ≤ i ≤ 7, let fi be the ternary Boolean function such that f−1i (0) corresponds to the binary
representation of i (for instance f−10 (0) = {(0, 0, 0)} and thus in disjunctive form f0(x, y, z) = (x ∨ y ∨ z), and f−15 (0) ={(1, 0, 1)} and thus f5(x, y, z) = (x¯∨ y∨ z¯)). If F = {f0, . . . , f7}, then SAT(F ) corresponds to the satisfiability property of
3-CNF formulas. For every n, the set of (n,F )-constraints is the set of all clauses of length 3 over n variables. There are
NF (n) = 8 ·
(
n
3
)
such constraints.
• Let col: {0, 1, 2}2 → {0, 1} be such that col−1(0) = {(0, 0), (1, 1), (2, 2)}. If F = {col}, then SAT(F ) corresponds to the
3-colorability property of graphs. For every n, the set of (n,F )-constraints is the set of all possible binary constraints
over n variables. There are NF (n) =
(
n
2
)
such constraints.
Since we are interested in the transition from satisfiability to unsatisfiability we are interested in sets F for which the
UNSAT(F ) property is nonempty. These sets are characterized in the following proposition.
Proposition 2.2. Let F be a finite set of constraint functions of fixed arity k over a finite domain D = {0, . . . , d − 1}. Then,
UNSAT(F ) 6= ∅ if and only if for every i = 0, . . . , d− 1, there exists gi in F such that gi(i, . . . , i) = 0.
Proof. Observe that if there exists i such that for all f in F , f (i, . . . , i) = 1, then all F -formulas are satisfiable. Conversely,
suppose that there exist g0, . . . , gd−1 in F such that gi(i, . . . , i) = 0 for i = 0, . . . , d − 1. Then, for n ≥ kd there exist
unsatisfiable (n,F )-formulas. Indeed, for instance the following formula is unsatisfiable:
d−1∧
j=0
∧
1≤i1,...,ik≤n
gj(xi1 , . . . , xik).
By the pigeon-hole principle any assignment Φ: {x1, . . . , xn} → {0, 1}will set at least bn/dc variables to the same value and
therefore will falsify one of the constraints of the above formula. 
2.2. Probabilistic model
We are interested in studying the evolution of the probability that an (n,F )-formula is (un)satisfiable as n tends to
infinity. Therefore, we need to choose a probabilistic model. Since our goal is to make precise the simple observation that
the denser a formula is, the less likely to be satisfiable it is, we will use the so-called dynamic model used in random graphs
theory. (For the convenience of the reader we repeat the relevant material from [18, Preliminaries] and we refer the reader
to this book for more details). This model introduces a parameter p, which controls the density of constraints (edges) in a
formula (graph).
For any fixed n and for any p with 0 ≤ p ≤ 1 (possibly depending on F and n) we consider the probability space formed
by the set of (n,F )-formulas endowed with the measure µp defined by
µp({s}) = (1− p)NF (n)−w(s)pw(s),
where w(s) is the size of s.
Each of the NF (n) possible constraints appears independently with probability p. Therefore, the greater p is, the denser
a random formula is. Indeed, the expected number of constraints in a random (n,F )-formula is equal to pNF (n). We will
study the asymptotic behavior ofµp(UNSATn(F )) as n tends to infinity. Observe that this definition allows p to depend onF
and n. We will write p(n,F ) to point out this dependency (however, we write it simply p(n)when no confusion can arise).
Assume that UNSAT(F ) 6= ∅. In the dynamic model, n being fixed, µp(UNSATn(F )) is an increasing function of p,
close to 0 for small p and close to 1 when p is close to 1. A natural way to point out the transition between satisfiability
and unsatisfiability is to introduce the critical probability p∗(n,F ) defined by: µp∗(UNSATn(F )) = 12 . In order to make
precise the abrupt change of µp(UNSATn(F )) from near 0 to near 1, one must consider the parameter pc(n,F ) defined by
µpc(UNSATn(F )) = c, for c ∈]0, 1[. Thus, p∗ = p 12 . Note that n being fixed, pc(n,F ) is an increasing function of c. Moreover,
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c being fixed, pc(n,F ), viewed as a function of n, will indicate the threshold. Indeed, from a general result on monotone
properties of the hypercube due to Bollobàs and Thomason [5], it follows that for all fixed c the functions NF (n) · pc(n,F ),
and in particular NF (n) · p∗(n,F ), have the same order of magnitude, thus defining:
Definition 2.3. Assume that UNSAT(F ) 6= ∅. Let pc(n,F ) be defined by
µpc(UNSATn(F )) = c, for c ∈]0, 1[ ,
then, NF (n) · pc(n,F ) is called a threshold function for SAT(F ).
For any 0 < ε < 12 , the difference p1−ε(n,F ) − pε(n,F ) represents the width of the threshold, also called the scaling
window. Let us make precise the main definitions for the nature of a transition (see [18]):
Definition 2.4. Assume that UNSAT(F ) 6= ∅.
• The property SAT(F ) has a sharp transition if
for all εwith 0 < ε < 1/2, lim
n→∞
p1−ε(n,F )− pε(n,F )
p∗(n,F )
= 0.
• The property SAT(F ) has a coarse transition if
there exists εwith 0 < ε < 1/2, such that lim inf
n→∞
p1−ε(n,F )− pε(n,F )
p∗(n,F )
> 0.
The following result is a direct consequence of the definition of a coarse transition.
Lemma 2.5. Suppose that there are a function A(n), a positive real a < 1/2, and two continuous functions 0 < f1 < f2 on ]0, a]
such that lim0+ f2 = 0, and such that for infinitely many integers n:
∀ε ∈]0, a], f1(ε) · A(n) ≤ NF (n) · pε(n) ≤ f2(ε) · A(n).
Then, SAT(F ) has a coarse transition and its threshold function is Θ(A(n)).
Proof. Recall that n being fixed, pc(n) is an increasing function of c. Thus for any α > 0 such that 1 − α > 1 − a we get
p1−α(n) > p1−a(n) > p1/2(n) > pa(n). We deduce that for infinitely many integers n:
p1−α(n)− pα(n)
p1/2(n)
> 1− pα(n)
pa(n)
= 1− NF (n) · pα(n)
NF (n) · pa(n) > 1−
f2(α)
f1(a)
.
Therefore, since lim0+ f2 = 0 and f1(a) > 0, one can choose α small enough so that 0 < f2(α)f1(a) < 1/2. Hence, for such an
α the above inequality shows that p1−α(n)−pα(n)
p1/2(n)
> 1/2 infinitely often. This establishes (see Definition 2.4) the coarseness of
the transition. Clearly, the second assertion comes from Definition 2.3. 
2.3. Main result
In the Boolean case, i.e., when D = {0, 1}, we will prove that if F contains a function of one of the two following types
then the transition is coarse, otherwise the transition is sharp.
Definition 2.6 (Function Strongly Depending on One Component). A Boolean function f : {0, 1}k −→ {0, 1} strongly depends
on one component if there exist ε ∈ {0, 1} and i with 1 ≤ i ≤ k such that, (a1, . . . , ak) in {0, 1}k and f (a1, . . . , ak) = 1 imply
ai = ε.
Definition 2.7 (Function Strongly Depending on a 2− XOR-relation). A Boolean function f : {0, 1}k −→ {0, 1} strongly depends
on a 2− XOR-relation if there exist two indices i and jwith 1 ≤ i 6= j ≤ k such that, (a1, . . . , ak) in {0, 1}k and f (a1, . . . , ak) = 1
imply ai ⊕ aj = 1.
Theorem 2.8. Let F be a finite set of Boolean constraint functions of fixed arity k. Assume that UNSAT(F ) 6= ∅.
1. If F contains a function strongly depending on one component, then the transition from SAT(F ) to UNSAT(F ) is coarse and
occurs when the expected number of constraints in a random formula is proportional to n1−1/lF , where lF ≥ 2 is a positive
integer depending on F only.
2. If F contains no function strongly depending on one component, but contains a function strongly depending on a 2− XOR-
relation, then the transition from SAT(F ) to UNSAT(F ) is coarse and occurs when the expected number of constraints in a
random formula is proportional to n.
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3. If F contains no function strongly depending on one component and no function strongly depending on a 2− XOR-relation,
then the transition from SAT(F ) to UNSAT(F ) is sharp and occurs when the expected number of constraints in a random
formula is proportional to n.
This result gives an easy-to-check property onF that characterizes the nature of the SAT–UNSAT transition in the Boolean
case. Moreover it shows that the threshold function for SAT(F ) is always a rational power of the number n of variables. The
integer l appearing in the first item of the theorem will be defined precisely in Section 3.
Our work relies on a previous study [8] where we gave a partial answer to the above question in considering a restricted
class of CSPs, namely symmetric Boolean CSPs. In the symmetric case only sets F which are closed under permutation and
polarization (i.e., x 7→ x¯) of variables were considered. As a consequence, for instance, while this symmetric model captures
the satisfiability property of 3-CNF formulas it does not capture the satisfiability property of monotone 3-CNF formulas.
Indeed, if F = {f0, f7} where f0(x, y, z) = (x ∨ y ∨ z) and f7(x, y, z) = (x¯ ∨ y¯ ∨ z¯), then F does not contain for instance
f1(x, y, z) = (x¯ ∨ y ∨ z), and therefore is not symmetric.
While some of the results obtained and the methods developed for symmetric Boolean CSPs can be easily carried over
to general CSPs, the lack of symmetry induces new and challenging difficulties. In particular, in [8] we showed that there
exist only two possible scales for the transition from SAT(F ) to UNSAT(F ) for symmetric Boolean CSPs, namely
√
n or n.
Here, we exhibit new possible rational exponents for possible scales of transition (see Theorem 3.8). As will be made precise
below, such a generalization from symmetric to general (Boolean) CSPs requires more powerful combinatorial tools and a
more involved probabilistic background. As a counterpart, our results can be stated for CSPs over arbitrary finite domains,
and not only over the Boolean domain.
3. Coarse results for CSPs over finite domains
Extremal combinatorial objects often play a central role in the study of random discrete structures. In Section 3.1, we
recall what minimal unsatisfiable formulas are and we define the integer lF that appears in the first part of Theorem 2.8.
In Section 3.2 we provide upper and lower bounds for the satisfiability threshold function. Then, we state our results on
coarseness in Section 3.3.
3.1. Minimal unsatisfiable formulas
Every unsatisfiable formula contains a minimal unsatisfiable formula, which is defined as follows.
Definition 3.1 (Minimal Unsatisfiable Formula). An (n,F )-formula m is said to be minimal for UNSAT(F ) if m ∈ UNSAT(F ),
but m′ ∈ SAT(F ) for all m′ strictly contained in m. The set of minimal formulas for UNSAT(F ) is denoted byMF .
These formulas, and their structure, play a crucial role in our study. Since monotone properties are well studied in random
(hyper)graph theory it will be convenient to refer to the constraint hypergraph H(s) associated with any (n,F )-formula s.
Let s = {C1, . . . , CL}, where Cj = (fj, ij1 < · · · < ijk) for each j. Then, H(s) is the hypergraph with L = w(s) hyperedges,
each one corresponding to the index set {ij1 , . . . , ijk } of a constraint Cj. Thus, H(s) is a k-uniform hypergraph whose vertices
correspond to the indices of the variables occurring in the formula s. The number of vertices in H(s) is nothing but Var(s).
Let us recall some terminology from random hypergraph theory (see [20]).
Proposition 3.2. Let H be a k-uniform hypergraph with V vertices and w edges, the excess of H is defined by ex(H) = (k−1)w−V.
If H is connected then ex(H) ≥ −1.
A connected hypergraph H for which ex(H) = −1 is called a hypertree. If for a connected hypergraph H we have ex(H) = 0,
then H is said to be unicyclic. By analogy to hypergraph theory, we define the following types of formulas.
Definition 3.3 (Tree-like and Unicyclic Formulas).
1. A tree-like formula s is a formula whose associated hypergraph is a hypertree. It satisfies Var(s) = (k− 1)w(s)+ 1.
2. A unicyclic formula s is a formula whose associated hypergraph is unicyclic. It satisfies Var(s) = (k− 1)w(s).
Observe that by minimality the hypergraph associated with any m inMF is connected. Therefore, from Proposition 3.2,
we get:
for every m inMF , Var(m) ≤ (k− 1)w(m)+ 1. (2)
For instance, in the case of the 3-satisfiability or the 3-colorability property, there do not exist tree-like or unicyclic
unsatisfiable formulas. Indeed, by induction on the number of clauses, one proves that any tree-like or unicyclic 3-CNF
formula is satisfiable. Similarly any tree or any unicylic graph is 3-colorable. In such cases the above inequality is strict. When
there exist tree-like unsatisfiable F -formulas, then the minimum size of such formulas defines the integer lF appearing in
Theorem 2.8.
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Definition 3.4. Assume that there exist tree-like minimal unsatisfiable F -formulas. Then, lF denotes the minimum size of
such formulas:
lF := min{w(m) : m ∈MF ,Var(m) = (k− 1)w(m)+ 1}.
Example 3.5. Consider F = {g}, where g is the ternary Boolean function defined by g(x, y, z) = x ∧ (y¯ ∨ z¯). Any F -
formula with only two constraints is satisfiable and the formula m = {g(x1, x2, x3), g(x2, x4, x5), g(x3, x6, x7)} is a tree-like
unsatisfiable formula. Therefore, in this case lF = 3.
3.2. Location of the transition
First we will show that the transition between satisfiability and unsatisfiability for random formulas occurs when the
number of n-constraints is at most of order n.
Proposition 3.6. Assume that UNSAT(F ) 6= ∅. Then, for every 0 < c < 1 we have
NF (n) · pc(n,F ) = O(n).
More precisely, if p(n,F ) is such that for a certain α > ln d · dk · #F we have NF (n) · p(n,F ) ≥ α · n, then µp(SAT(F ))→ 0.
On the other hand the following proposition was obtained in [21] and gives a lower bound for the threshold function
when there is no tree-like nor unicyclic minimal unsatisfiable formula.
Proposition 3.7 ([21]). Assume that UNSAT(F ) 6= ∅. Suppose that there is neither tree-like nor unicyclic minimal unsatisfiable
F -formulas. Then, for every 0 < c < 1, we have
NF (n) · pc(n,F ) = Ω(n).
Moreover, if p(n,F ) is such that for a certain β < 1/k(k− 1) we have NF (n) · p(n,F ) ≤ β · n, then µp(UNSAT(F ))→ 0.
3.3. Coarse results
In this section we will prove that the existence of tree-like and unicyclic minimal unsatisfiable formulas causes a coarse
threshold and in such cases, we make precise the threshold function.
Theorem 3.8. Let F be a finite set of constraint functions of fixed arity k over a finite domain. Assume that UNSAT(F ) 6= ∅.
1. If there exist tree-like minimal unsatisfiable F -formulas, then SAT(F ) has a coarse transition whose threshold function
satisfies:
NF (n) · pc(n,F ) = Θ(n(lF −1)/lF ),
where lF denotes the minimum size of such formulas.
2. If all tree-likeF -formulas are satisfiable, but there exist unicyclic minimal unsatisfiableF -formulas, then SAT(F ) has a coarse
transition whose threshold function satisfies:
NF (n) · pc(n,F ) = Θ(n).
In the Boolean case the existence of tree-like and unicyclic unsatisfiable formulas can be characterized in terms of
properties of the functions in F (see Definitions 2.6 and 2.7).
Proposition 3.9. Let F be a finite set of Boolean constraint functions of fixed arity k such that UNSAT(F ) 6= ∅.
1. There exist tree-like minimal unsatisfiable F -formulas if and only F contains a Boolean function strongly depending on one
component.
2. All tree-like F -formulas are satisfiable, but there exist unicyclic minimal unsatisfiable F -formulas if and only if F contains
no Boolean function strongly depending on one component but contains a Boolean function strongly depending on a 2− XOR-
relation.
The first two points of Theorem 2.8 form an immediate corollary of the two preceding results.
4. Sharp results for CSPs over finite domain
Section 4.1 is devoted to the key property δ-UNSAT, which contains the set of unsatisfiable formulas and that we
recognized as being useful in the study of sharp SAT transitions in [8]. Section 4.2 gathers some results previously obtained
in the symmetric Boolean case that can be extended to our general model and, in particular, we state there a sharpness
criterion. Section 4.3 is dedicated to a useful result stemming from the so-called “theory of supersaturated hypergraphs”.
Finally we prove sharpness results for a large class of constraint satisfaction problems, see Section 4.4.
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4.1. The δ-UNSAT property
Let us now define another monotone property, δ-UNSAT(F ), which contains the set of unsatisfiable formulas and which
will play a central role in our study. First, we need to define the notion of δ-assignment.
Definition 4.1. For any n, for any t ≤ n and for any fixed δ = (δ1, . . . , δt) ∈ Dt , a δ-assignment is an assignment of values
Φ : {x1, . . . , xn} −→ D such that Φ(x1) = δ1, . . . ,Φ(xt) = δt .
Definition 4.2. For any n, for any t ≤ n and for any δ = (δ1, . . . , δt) ∈ Dt , the set δ-UNSATn(F ) is formed with (n,F )-
formulas that have no satisfying δ-assignment.
We now define sets of constraints that are essential with respect to the property δ-UNSAT(F ).
Definition 4.3. • For each (n,F )-formula s, the setAn,δ(s) is the set of (n,F )-constraints C having at least one variable in
{x1, . . . , xt} and such that s ∪ {C} ∈ δ-UNSATn(F ).
• For each (n,F )-formula s and for any integer j ≥ 1, the set B jn,δ(s) is the set of collections of j constraints {C1, . . . , Cj}
such that s ∪ {C1, . . . , Cj} ∈ δ-UNSATn(F ).
Notice that
#An,δ(s) ≤ t ·
(
n
k− 1
)
· #F , (3)
and
#B jn,δ(s) ≤
( nk ) · #F
j
 . (4)
These notions can be illustrated by the examples below.
Example 4.4. • Consider the set F = {f0, . . . , f7}. We use the notation x0 and x1 to denote respectively the literals x¯ and
x. Let δ = (δ1, . . . , δt) ∈ {0, 1}t and s be a formula. Suppose that s has satisfying δ-assignments. Then, the set An,δ(s) is
the set of 3-clauses C such that s ∪ C has no satisfying δ-assignment. Suppose that C = (x1−δi1i1 ∨ x
εi2
i2
∨ xεi3i3 ) with i1 ≤ t
is such a clause. Hence, every assignment Φ satisfying s with Φ(x1) = δ1, . . . ,Φ(xt) = δt , verifies Φ(xi2) = 1 − εi2 and
Φ(xi3) = 1− εi3 . Therefore, if C and C′ = (x
1−δi1
i′1
∨ xεi′2
i′2
∨ xεi′3
i′3
) are inAn,δ(s), then s ∪ {(xεi2i2 ∨ x
εi3
i3
∨ xεi′3
i′3
)} has no satisfying
assignment with x1 = δ1, . . . , xt = δt , and thus is a member ofB1n,δ(s). (This holds as well for s together with any 3-clause
built upon the literals x
εi2
i2
, x
εi3
i3
, x
εi′2
i′2
and x
εi′3
i′3
.) In this way we produce a subset ofB1n,δ(s).
• Consider the set F = {col}. Let (δ1, . . . , δt) ∈ {0, 1, 2}t and s be a graph. Suppose that s has a 3-coloring with
x1 = δ1, . . . , xt = δt . Then, the set An,δ(s) is the set of edges e = {xi, v} with 1 ≤ i ≤ t such that s ∪ {e} has no coloring
with x1 = δ1, . . . , xt = δt . Hence, the setAn,δ(s) is formed by edges e = {xi, v}with i ≤ t such that every coloring of s that
verifies x1 = δ1, . . . , xt = δt , assigns the color δi to v. As a consequence if for some i ≤ t, the two edges e = {xi, v} and
e′ = {xi, v′} are in An,δ(s), then the graph s ∪ {{v, v′}} has no coloring with x1 = δ1, . . . , xt = δt , and therefore the edge
{v, v′} is inB1n,δ(s). In this way we produce a subset ofB1n,δ(s).
4.2. Sharpness criterion
In [16] Friedgut and Bourgain gave a sharpness criterion for monotone properties of the hypercube valid when the critical
probability pc(n) = o(1). Let A be a monotone property having a coarse threshold. As stated in [17], either a substantial
proportion of the sets in A contain a small “witness” to their having the property, or there exists a small “booster” b such
that conditioning on containing b enhances significantly the probability of belonging toA. In [7,8] we obtained the following
combinatorial sharpness criterion. It is based on Friedgut and Bourgain’s one [16] and specified for random constraint
satisfaction problems.
Theorem 4.5 (Combinatorial Sharpness Criterion). LetF be a finite set of constraint functions of fixed arity k over a finite domain
D. Assume that UNSAT(F ) 6= ∅. If the two following conditions are verified, then the monotone property UNSAT(F ) has a sharp
threshold.
(C1) For every m minimal for UNSAT(F ), Var(m) ≤ (k−1)w(m)−1, i.e., there is no tree-like nor unicyclic minimal unsatisfiable
F -formulas.
(C2) There exists a positive integer j such that: for every γ > 0 there exist ν > 0 and an integer N, such that for all positive
integers n ≥ N and t ≤ n, for all δ ∈ Dt , for all (n,F )-formula s:
#An,δ(s) ≥ γnk−1 ⇒ #B jn,δ(s) ≥ νnk·j.
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Now let us show how this criterion can be used to (re)prove a sharp threshold for the 3-satisfiability [16] and
3-colorability [2] properties. These two properties were mentioned in Example 4.4.
Example 4.6. • For the 3-satisfiability property, we have seen that (C1) holds. Suppose now that for some δ ∈ {0, 1}t and
some formula s we have #An,δ(s) ≥ γn2. As we have seen in Example 4.4 all the variables occurring inAn,δ(s) have a fixed
value in any satisfying δ-assignment. There are at least γ ′n such variables for some γ ′ > 0. From these variables one can
construct, as described in Example 4.4,
(
γ′n
3
)
3-clauses inB1n,δ(s), thus proving (C2).
• For the 3-colorability property, we have seen that (C1) holds. Suppose that for some δ ∈ {0, 1, 2}t and some graph g we
have #An,δ(g) ≥ γn for some γ > 0. As we have seen in Example 4.4 all vertices occurring in #An,δ(g) have a fixed color
in any 3-coloring verifying x1 = δ1, . . . , xt = δt . Then, by the pigeon-hole principle, there exist γ ′n vertices (for some
γ ′ > 0) whose color is fixed to, say, δ1 in any coloring verifying x1 = δ1, . . . , xt = δt . Then, each edge e formed with two
such vertices belongs toB1n,δ(g). Therefore, #B
1
n,δ(g) ≥
(
γ′n
2
)
, thus proving (C2).
4.3. A useful result on dense hypergraphs
In [13], Erdös and Simonovits proved that any sufficiently dense uniform hypergraph always contains specific
subhypergraphs. In particular they considered a generalization of the complete bipartite graph specified by two integers
h ≥ 2 and m ≥ 1. Let us denote by Kh(m) a h-uniform hypergraph with h ·m vertices partitioned into h classes V1, . . . , Vh, with
#Vi = m, and whose hyperedges are those h-tuples which have exactly one vertex in each Vi. Thus Kh(m) has mh hyperedges.
For h = 2 it is a complete bipartite graph Km,m.
For proving sharp thresholds, Friedgut pointed out “a small variation on a result of Erdös and Simonovits which differs only
in that it deals with ordered h-tuples as opposed to sets of size h” (see [17]) as a useful tool. More precisely, let us consider
hypergraphs on n vertices, say {x1, . . . , xn}. We will say that two disjoint subsets of vertices A and B verify A < B if for
all xi in A and all xj in B we have i < j. Let H be a h-uniform hypergraph with vertex set {x1, . . . , xn}. Then, any h-uniform
subhypergraph Kh(m) with V1 < · · · < Vh is called an ordered copy of Kh(m) in H. Thus, the ordered version of the theorem
from Erdös and Simonovits about supersaturated uniform hypergraphs [13] can be stated as follows:
Theorem 4.7 (Ordered Erdös–Simonovits). Given c > 0 and two integers h ≥ 2 and m ≥ 1, there exist c′ > 0 and N such that
for all integers n ≥ N, if H is a h-uniform hypergraph over n vertices having at least c ·
(
n
h
)
hyperedges, then H contains at least
c′nhm ordered copies of Kh(m).
4.4. Sharp results
With this combinatorial result and our sharpness criterion we obtain the following theorem:
Theorem 4.8. Let F be a set of constraint functions of fixed arity k over a finite domain D. Assume that UNSAT(F ) 6= ∅. If the
following two conditions hold, then SAT(F ) has a sharp threshold.
1. For every m minimal for UNSAT(F ), Var(m) ≤ (k− 1)w(m)− 1, i.e., there is no tree-like nor unicyclic minimal unsatisfiable
F -formula.
2. Every function f in F has the property that for every variable xi and for every ε ∈ D, there exists (α1, . . . ,αk−1) in Dk−1 such
that xi = ε and x1 6= α1, . . . , xi−1 6= αi−1, xi+1 6= αi, . . . , xk 6= αk−1 imply f (x1, . . . , xk) = 1.
Let us examine this theorem in the Boolean case, i.e., when D = {0, 1}. By Proposition 3.9 the first condition of the
theorem means that F contains no function strongly depending on one component and no function strongly depending on
a 2− XOR-relation. Moreover, observe that in the Boolean case x 6= α is equivalent to x = 1 − α. Hence, the property
appearing in the second condition asserts that that for every i there exist (a1, . . . , ak−1) and (b1, . . . , bk−1) such that
f (a1, . . . , ai−1, 0, ai, . . . , ak−1) = 1 and f (b1, . . . , bi−1, 1, bi, . . . , bk−1) = 1. Thus, from Definition 2.6, this condition means
that no function in F strongly depends on one component. This proves the third item of Theorem 2.8:
Theorem 4.9. Let F be a finite set of Boolean constraint functions of fixed arity such that UNSAT(F ) 6= ∅. Assume that F
contains no function strongly depending on one component and no function strongly depending on a 2− XOR-relation. Then,
SAT(F ) has a sharp transition with
NF (n) · pc(n,F ) = Θ(n).
For sake of simplicity we will give the proof of this result, the technique developed can easily be carried over to finite
domains to prove Theorem 4.8.
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5. Technical results
5.1. Upper bounds for the number of minimal unsatisfiable formulas
We give here some upper bounds for the number of minimal unsatisfiable formulas according to their size and their
shape. These estimates will be used to establish coarse SAT transitions.
In the following, when no confusion can arise, lF is simply denoted by l. Suppose that lF is well defined. Then, lF ≥ 2
since by assumption there is no 0-valued constraint function inF . Moreover, for any n ≥ (k−1)l+1, there exists a tree-like
minimal unsatisfiable (n,F )-formula m0. Let xi1 , . . . , xiq be its variables. We have q = Var(m0) = (k− 1)l+ 1. Let us denote
byM0 the set of n-formulas that can be obtained by first selecting q variables xj1 , . . . , xjq and then replacing each variable xil
in m0 by xjl , for l = 1, . . . , q. The setM0 is referred to as the set of formulas isomorphic to m0 and verifies
#M0 =
(
n
Var(m0)
)
=
(
n
(k− 1)l+ 1
)
. (5)
Let us now give some upper bounds for the number of minimal unsatisfiable formulas according to their size.
Lemma 5.1. Let F be a finite set of constraint functions of fixed arity k over a finite domain. For any integer n with n ≥ k and for
any integer r with r ≥ 2, set
Mr,n = #{m minimal for UNSATn(F ),w(m) = r}.
Then, for every r such that (k− 1)r + 1 ≤ n, we have
Mr,n ≤ n ·
(2 · NF (n) · k · exp(k)
n
)r
. (6)
When there does not exist any tree-like minimal unsatisfiable formula of size r, then we have a better upper bound:
Mr,n ≤
(2 · NF (n) · k · exp(k)
n
)r
. (7)
If F is such that there exist tree-like minimal unsatisfiable F -formulas, then this better upper bound holds only for r < lF .
Proof. According to (2) the set {m minimal for UNSATn(F ),w(m) = r} is included in {m an (n,F )-formula such that w(m) =
r and Var(m) ≤ (k− 1)r + 1}. To obtain a formula in this last set one can first select (k− 1)r + 1 variables, and then choose
r constraints among all the ones that can be built upon these variables. Thus we get a first upper bound for Mr,n:
Mr,n ≤
(
n
(k− 1)r + 1
)( (k−1)r+1k ) · #F
r
 .
Recall that
(
a
b
)
≤ (a)b
b! ≤ a
b
b! , where (a)b = a(a−1) · · · (a− b+1), and that c
c
c! ≤ exp(c). Thus, (n)(k−1)r+1 = n(n−1)(k−1)r ≤
n ((n− 1)k−1)r . Hence,
Mr,n ≤ n ((n− 1)k−1)
r
((k− 1)r + 1)! ·
((k− 1)r + 1)kr
(k!)rr! · (#F )
r
≤ n ((n− 1)k−1)r · ((k− 1)r + 1)
(k−1)r+1
((k− 1)r + 1)! ·
((k− 1)r + 1)r−1
r! ·
(#F )r
(k!)r .
Since NF (n) = #F ·
(
n
k
)
= #F
(k!) · (n)k, and (k− 1)r + 1 ≤ kr for r ≥ 2, we get:
Mr,n ≤ n ((n− 1)k−1)r · exp((k− 1)r + 1) · (kr)
r−1
r! ·
(
NF (n)
(n)k
)r
≤ n
kr
(
NF (n) · (n− 1)k−1
(n)k
· k · exp((k− 1)+ 1
r
+ 1)
)r
≤ n
kr
(
2 · NF (n)
n
· k · exp(k)
)r
for exp(1/r) ≤ 2.
Therefore, we have finally proved (6).
When there does not exist any tree-like minimal unsatisfiable F -formula of size r, then the minimal unsatisfiable
formulas of size r have less than or exactly (k− 1)r variables, thus we get
Mr,n ≤
(
n
(k− 1)r
)( (k−1)rk ) · #F
r
 .
Since (n)(k−1)r ≤ (n(k−1))r , in the same way as above we get (7) in this case. 
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5.2. Useful probabilistic results
Observe that in the dynamic model w(s), the number of (n,F )-constraints in a random formula s, is a binomially
distributed random variable of parameters NF (n) and p. We will use the following estimate [18, Theorem 2.1]:
µp (w(s) > NF (n) · p · (1+ α)) ≤ exp (−NF (n) · p · θ(α)) for α > 0, (8)
where θ is defined by θ(x) = (1+ x) ln(1+ x)− x.
Let m be an (n,F )-formula, then
µp(s such that m ⊆ s) = pw(m),
while
µp(s such that s ∩ m = ∅) = (1− p)w(m). (9)
Let us consider the random variable Im defined by
Im(s) = 1 if and only if m ⊆ s.
The expected value of Im is given by:
E(Im) = pw(m). (10)
Let m′ be an (n,F )-formula, then we have:
E(Im · Im′) = pw(m)+w(m′)−w(m∩m′).
With any set S of (n,F )-formulas we associate the random variable
XS :=
∑
m∈S
Im.
By linearity of the expectation
E(XS) =
∑
m∈S
pw(m).
Let us define
∆S :=
∑
E(Im · Im′),
where
∑
is a summation over all ordered pairs (m,m′) ∈ S × S such that, m 6= m′ and m ∩ m′ 6= ∅. The Janson’s inequality
(see [4]) states that :
µp(XS = 0) ≤ exp(−E(XS)+∆S). (11)
6. Detailed proofs
6.1. Proof of Proposition 3.6
Let sbe an (n,F )-formula. The formula s is inSATn(F ) if and only if there exists an assignmentΦ that satisfies s. Therefore,
µp(s ∈ SATn(F )) = µp
(⋃
Φ
(s such that Φ satisfies s)
)
≤ ∑
Φ
µp(s such that Φ satisfies s).
Now we claim that
µp(s such that Φ satisfies s) ≤ (1− p)
( bn/dc
k
)
.
Indeed, for any assignment Φ there exists δ ∈ D such that at least bn/dc variables are assigned the value δ by Φ. By
assumption and from Proposition 2.2, for any δ there exists a function gδ ∈ F such that gδ(δ, . . . , δ) = 0. With this function
and the above bn/dc variables one can build
( bn/dc
k
)
constraints, C1, . . . , C( bn/dc
k
), that are not satisfied by Φ. Let us consider
the formula m = {C1, . . . , C( bn/dc
k
)}. For every s, if Φ satisfies s, then s ∩ m = ∅. Hence,
µp(s such that Φ satisfies s) ≤ µp(s such that s ∩m = ∅)
≤ (1− p)
( bn/dc
k
)
by (9).
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Since there are dn different assignments
µp(s ∈ SATn(F )) ≤ dn · (1− p)
( bn/dc
k
)
≤ exp
(
n ln d−
( bn/dc
k
)
· p
)
,
since ln(1− p) ≤ −p for all p < 1.
Since NF (n) =
(
n
k
)
· #F , we get
µp(s ∈ SATn(F )) ≤ exp
n ·
ln d− NF (n) · p
n
·
( bn/dc
k
)
(
n
k
)
· #F
 .
Observe that limn→+∞
( ( bn/dc
k
)
( nk )·#F
)
= 1
dk·#F . Therefore, if p(n,F ) is such that for a certainα > ln d·dk ·#F , NF (n)·p(n,F ) ≥ αn,
then µp(SAT(F ))→ 0.
6.2. Proof of Theorem 3.8
We will use Lemma 2.5 in considering well chosen functions f1 and f2.
For the first statement of Theorem 3.8 we consider f1(ε) =
√
ε/2
2·l·k·exp(k) , whereas f2 is defined on [0, 1/2[ as the inverse
function ϕ−1 of ϕ(x) = 12
(
1− exp
(
− (x·k!)l
(#F )l · 1((k−1)·l+1)!
))
.
Notice that ϕ is a strictly increasing function on [0,+∞[ verifying ϕ(0) = 0. Thus, limε→0+ f2(ε) = 0. Moreover, the
last hypothesis of Lemma 2.5, namely 0 < f1 < f2 in a neighborhood of 0, is verified. Indeed, when ε → 0 observe that
f1(ε) ∼ ε1/22√2·l·k·exp(k) , whereas f2(ε) ∼ ε
1/l·(2((k−1)·l+1)!)1/l·#F
k! . Now we will establish the inequalities required in Lemma 2.5 by
proving that for ε > 0:
• there exists n2(ε), such that for all n ≥ n2,
if p is such that NF · p = n1−1/l · f1(ε), then µp(UNSAT(F )) ≤ ε. (12)
This will establish that NF (n) · pε(n,F ) ≥ f1(ε) · n1−1/l.
• there exists n3(ε), such that for all n ≥ n3,
if p is such that NF · p = n1−1/l · f2(ε), then µp(UNSAT(F )) ≥ ε. (13)
This will establish that NF (n) · pε(n,F ) ≤ f2(ε) · n1−1/l.
Let us prove (12). Observe that for n−1
k−1 >
n
k
. Thus,
µp(UNSATn(F )) ≤ µp
(
s ∈ UNSATn(F ) ∧ w(s) < n− 1
k− 1
)
+ µp(s ∈ UNSATn(F ) ∧ w(s) > n/k),
Every unsatisfiable formula s has a minimal unsatisfiable subformula. Hence, by (8) we get:
µp(UNSATn(F )) ≤
b n−1k−1 c∑
r=2
Mr,n · pr + exp
(
−NF · p · θ
(
n
k · NF · p − 1
))
. (14)
From (6) in Lemma 5.1 we obtain:
b n−1k−1 c∑
r=2
Mr,n · pr ≤
∑
r≤l−1
(2 · NF · p · k · exp(k)
n
)r
+ n ·
b n−1k−1 c∑
r≥l
(2 · NF · p · k · exp(k)
n
)r
.
Note that for a fixed ε, there exists n0(ε) such that
√
ε/2
l·n1/l < 1, for all n ≥ n0. For n ≥ n0, let us choose p such that
NF · p = n1−1/l · f1(ε). Then, u = 2·NF ·p·k·exp(k)n =
√
ε/2
l·n1/l < 1. Thus we have:
b n−1k−1 c∑
r=2
Mr,n · pr ≤
∑
2≤r≤l−1
ur + n ·∑
r≥l
ur ≤ u2 · (l− 2)+ n · u
l
1− u .
By noticing that l ≥ 2 and n ≥ 1 we obtain:
b n−1k−1 c∑
r=2
Mr,n · pr ≤ ε2
(
l− 2
l2
+ 1
ll − ll−1
)
≤ ε
2
. (15)
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For the second term of the right hand side of inequality (14), observe that if p is such that NF · p = n1−1/l · f1(ε), then NF · p
and n
k·NF ·p tend to infinity when n tends to infinity. As θ is an increasing positive function we can choose n1(ε) such that for
all n ≥ n1:
exp
(
−NF · p · θ
(
n
k · NF · p − 1
))
≤ ε/2. (16)
By taking n2 = max(n0, n1), (12) is a direct consequence of (14)–(16).
Now, let us turn to (13). Choose a minimal UNSAT formula m0 of size lF , such that Var(m0) = (k−1)lF +1. Now, consider
the setM0 formed by the
(
n
(k−1)l+1
)
minimalUNSAT formulas that are isomorphic to m0 (see (5)). Every formula that contains
a subformula fromM0 is unsatisfiable. Thus, µp(UNSAT(F )) ≥ 1− µp(XM0 = 0), and Janson’s Inequality (see (11)) gives:
µp(UNSAT(F )) ≥ 1− exp (−E(XM0)+∆M0 ) . (17)
Observe that E(XM0) =
∑
m∈M0 p
w(m) =
(
n
(k−1)l+1
)
pl. Thus, as n tends to infinity, we have:
E(XM0) ∼
n(k−1)l+1pl
((k− 1)l+ 1)! . (18)
Moreover, ∆M0 =
∑
pw(m)+w(m′)−w(m∩m′), where the summation is over all ordered pairs (m,m′) ∈ M0 ×M0, m 6= m′ and
m ∩ m′ 6= ∅. Therefore,
∆M0 =
l−1∑
j=1
#U0,j · p2l−j, (19)
where U0,j denotes the set of all ordered pairs (m,m′) in M0 such that w(m ∩ m′) = j. For all formulas m in M0 we have
Var(m) = (k − 1)l + 1, and the two formulas inM0 that share j constraints have at least (k − 1)j + 1 variables in common.
Therefore, #U0,j = O(n(k−1)(2l−j)+1). According to (19) there exists a constant K (depending only on F ) such that for any n
and every p we have
∆M0 ≤ K ·
l−1∑
j=1
n(k−1)(2l−j)+1 · p2l−j. (20)
Let ε > 0 be fixed. Choose p(n) such that NF · p = f2(ε) · n1−1/l. Recall that NF = #F ·
(
n
k
)
. Then, with (18) and (20), we
obtain successively:
E(XM0) ∼
(f2(ε))l · nl−1
(#F )l ·
((
n
k
))l · n(k−1)·l+1((k− 1) · l+ 1)!
∼ (f2(ε))
l · (k!)l
(#F )l
· 1
((k− 1) · l+ 1)!
and
∆M0 = O
 l−1∑
j=1
n(k−1)(2l−j)+1 ·
 f2(ε) · n1−1/l
#F ·
(
n
k
)
2l−j

= O
(
l−1∑
j=1
O(n−1+j/l)
)
= O(n−1+ l−1l ) = O(n−1/l) = o(1).
With these last estimates, we deduce that for ε > 0 there exists n3(ε) such that for every n ≥ n3, and for p such that
NF · p = f2(ε) · n1−1/l we have:
exp
(−E(XM0)+∆M0 )− exp
(
− (f2(ε) · k!)
l
(#F )l
· 1
((k− 1) · l+ 1)!
)
≤ ε.
Then, from (17) we deduce that:
µp(UNSAT(F )) ≥ 1− exp
(
− (f2(ε) · k!)
l
(#F )l
· 1
((k− 1) · l+ 1)!
)
− ε,
that is
µp(UNSAT(F )) ≥ 2 · ϕ(f2(ε))− ε.
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Since f2 is the inverse function of ϕwe get the conclusion of (13):
µp(UNSAT(F )) ≥ 2 · ε− ε = ε.
The second statement of Theorem 3.8 is proved in the same way. If there is no tree-like minimal unsatisfiable formula,
then all minimal unsatisfiable formulas of size r have less than (k− 1)r variables. Hence, we obtain
µp(UNSATn(F )) =
∑
2≤r≤b n−1k−1 c
(2 · NF · p · k · exp(k)
n
)r
+ exp
(
−NF · p · θ
(
n
k · NF · p − 1
))
.
Therefore, for n large enough, if p is such that NF · p =
√
ε
4·k·exp(k) · n, then µp(UNSAT(F )) ≤ ε. For the upper bound we
consider a minimal unsatisfiable unicyclic formula m0 of size l′ where l′ = min{w(m) : m ∈ MF ,Var(m) = (k − 1) · w(m)}.
Thus, if p is such that NF · p = x · n the parameters in Janson’s inequality verify E(XM0) ∼
(
x·k!
#F
)l′ · 1
((k−1)l′)! and∆M0 = O(n−1).
Therefore, choosing x as a function of εwe get µp(UNSAT(F )) ≥ ε. Again, the conclusion follows from Lemma 2.5.
6.3. Proof of Proposition 3.9
Assume that F contains no function strongly depending on one component. Then in [7] we proved that all tree-like
formulas are satisfiable. Moreover, if there exist unicyclic unsatisfiable F -formulas, then F contains a function strongly
depending on a 2− XOR-relation. Since in the proof the symmetry of the set F plays no role, this result can easily be
extended to our general context. Hence, the proposition will be proved once we prove the following:
• if F contains a function depending on one component, then there exist tree-like minimal unsatisfiable formulas, and
• if F contains no Boolean function strongly depending on one component but contains a Boolean function strongly
depending on a 2− XOR-relation, then there exist unicyclic minimal unsatisfiable formulas.
Suppose that F contains a Boolean function u depending on one component. Without loss of generality, suppose that
u(a1, . . . , ak) = 1 implies ak = 0. Let us consider a formula s of size (k+1). The first k constraints use the constraint function
u and have no common variables. The last one applies a non-0-valid function g0 (i.e., such that g0(0, . . . , 0) = 0,the set F
contains such a function g0 by assumption), to the set of the last indices of each of the k previous constraints. For example
s = (u, 1 < · · · < k), . . . , (u, k2 − k + 1 < · · · < k2), (g0, k < 2k · · · < k2). Such a “comb”-formula s is UNSAT and every
UNSAT subformula s′ of s must contain the g0-constraint, and thus is a tree-like formula. This shows that if F contains a
function depending on one component then there exist tree-like minimal unsatisfiable formulas.
Suppose that F contains a Boolean function v depending on a 2− XOR relation. Without loss of generality, suppose
that v(a1, . . . , ak) = 1 implies a1 ⊕ a2 = 1. Consider the formula m formed by the three following constraints (whose
associated constraint function is v) C1 = (v, 1 < 2 < · · · < k), C2 = (v, 2 < k + 1 < k + 2 · · · < 2k − 1) and
C3 = (v, 1 < k + 1 < 2k < 2k + 1 < · · · < 3k − 3). According to the property of v, these three constraints imply that
x1⊕ x2 = 1, x2⊕ xk+1 = 1 and x1⊕ xk+1 = 1. Therefore such a “triangle”-formula m is UNSAT and verifies Var(m) = 3(k− 1).
If, in addition,F does not contain any function depending on one component, then every subformula of m, which is tree-like,
is satifiable and thus m is minimal UNSAT. Therefore, ifF does not contain any Boolean function strongly depending on one
component but contains a Boolean function strongly depending on a 2− XOR-relation, then there exist unicyclic minimal
unsatisfiable formulas.
6.4. Proof of Theorem 4.9
According to Propositions 3.9 and 3.7, if F contains no function strongly depending on one component and no function
strongly depending on a 2− XOR-relation, then
NF (n) · pc(n,F ) = Θ(n).
Hence it only remains to prove sharpness. We will use Theorem 4.5. We have the two conditions (C1) and (C2) to verify.
According to Proposition 3.9 the condition (C1) holds by assumption. It remains to prove that (C2) holds. For more
readability we will expound the proof in the special case k = 3. It will be clear that it is extendable to any k ≥ 3. Recall
that
An,δ(s) = {C = (g, i1 < i2 < i3) / i3 ≤ n, i1 ≤ t and g ∈ F such that
s ∪ C has no satisfying assignment with x1 = δ1, . . . , xt = δt}.
In order to prove (C2) we choose j = 2 and consider:
B2n,δ(s) = {(C1 = (g, i1 < i2 < i3), C2 = (g′, i4 < i5 < i6)) such that g, g′ ∈ F and s ∪ {C1, C2} ∈ δ-UNSATn}.
We will prove that for every γ > 0, there exist ν > 0 and N such that for all integers n ≥ N and t ≤ n, for all δ ∈ Dt , and for
all (n,F )- formula s we have:
#An,δ(s) ≥ γn2 ⇒ #B2n,δ(s) ≥ νn6, (21)
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thus proving that (C2) holds.
Hence, suppose that there exists γ > 0 such that :
#An,δ(s) ≥ γn2.
The set of constraintsAn,δ(s) can be partitioned according to the constraint function g used, and the value ε = 0 or 1 of δ in
position i1, namely δi1 (δ is fixed, but i1 ranges from 1 to t). By the pigeon-hole principle, there exist ε ∈ {0, 1}, f ∈ F and
γ ′ > 0 such that:
#Aε,fn,δ(s) ≥ γ ′n2,
where
Aε,fn,δ(s) =
{
C = (f , i1 ≤ t < i2 < i3) such that s ∪ C ∈ δ-UNSATn and δi1 = ε
}
.
ToAε,fn,δ(s), we associate a graph Gn,δ(s). Its set of vertices is {xt+1, . . . , xn}, and for each constraint C = (f , i1 ≤ t < i2 < i3) ∈
Aε,fn,δ(s)we create the edge {xi2 , xi3 }. Observe that Gn,δ(s) has at least γ
′
t
· n2 edges. Therefore, according to Theorem 4.7 (with
h = 2 and m = 3), there exist ν > 0 and N such that Gn,δ(s) contains at least νn6 ordered copies of the complete bipartite
graph K3,3 for all integers n ≥ N. To conclude the proof we will exhibit a one-to-one correspondence between the ordered
copies of K3,3 in Gn,δ(s) andB2n,δ(s), thus proving (21).
Since UNSAT(F ) 6= ∅, for every i = 0, 1, there exists gi ∈ F such that gi(i, i, i) = 0 by Proposition 2.2. Moreover,
by assumption, f does not strongly depend on one component. Therefore, given ε there exist α1,α2 ∈ {0, 1} such that
f (ε, 1 − α1, 1 − α2) = 1. Consider in Gn,δ(s) an ordered copy of the complete bipartite graph K3,3, whose bipartition
A = {xj1 , xj2 , xj3 } ∪ B = {xj4 , xj5 , xj6 } verifies A < B. Then, we claim that {(gα1 , j1 < j2 < j3), (gα2 , j4 < j5 < j6)} ∈ B2n,δ(s).
Indeed, in order to get a contradiction suppose that s′ = s ∪ (gα1 , j1 < j2 < j3) ∪ (gα2 , j4 < j5 < j6) 6∈ δ-UNSATn. Then, s′
has a satisfying assignment Φ with x1 = δ1, . . . , xt = δt . By the choice of gα1 , Φ assigns at least one of the variables out of{xj1 , xj2 , xj3 } to 1− α1. Without loss of generality let us suppose that Φ(xj1) = 1− α1. In the same way we can suppose that
Φ(xj4) = 1 − α2. Thus, Φ satisfies the constraint f (ε, xj1 , xj4) since by assumption f (ε, 1 − α1, 1 − α2) = 1. This contradicts
the fact that {xj1 , xj4 } is an edge from Gn,δ. Thus we have established the desired correspondence.
For k ≥ 3, we choose j = k− 1. Then,Bk−1n,δ (s) is formed with conjunctions of (k− 1)k-clauses. The graph Gn,δ(s) is then a
(k−1)-uniform hypergraph that contains at least γnk−1 hyperedges and from which every ordered copy of Kk−1(k) provides
an element ofBn,δ(s).
Theorem 4.8 is proved in the same way. It also follows from Theorem 4.5. We only have to deal with condition (C2). The
second assumption of the theorem is ad hoc to generalize the proof above. Indeed, observe that in the general case of a finite
domain, if gα is a function such that gα(α, . . . ,α) = 0, then an assignment that satisfies the constraint (gα, j1 < · · · < jk)
assigns at least one of the variables xj1 , . . . , xjk to a value different from α.
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