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Abstract 
 
Noble gas analysis in early solar system materials, which can provide valuable information 
about early solar system processes and timescales, are very challenging because of extremely 
low noble gas concentrations (ppt). We therefore developed a new compact sized (33 cm 
length, 7.2cm diameter, 1.3 L internal volume) Time-of-Flight (TOF) noble gas mass 
spectrometer for high sensitivity. We call it as Edel Gas Time-of-flight (EGT) mass 
spectrometer. The instrument uses electron impact ionization coupled to an ion trap, which 
allows us to ionize and measure all noble gas isotopes. Using a reflectron set-up improves the 
mass resolution. In addition, the reflectron set-up also enables some extra focusing. The 
detection is via MCPs and the signals are processed either via ADC or TDC systems.  
The objective of this work is to understand the newly developed Time-Of-Flight (TOF) mass 
spectrometer for noble gas analysis in presolar grains of the meteorites.  
Chapter 1 briefly introduces the basic idea and importance of the instrument. The physics 
relevant to time-of-flight mass spectrometry technique is discussed in the Chapter 2 and 
Chapter 3 will present the oxidation technique of nanodiamonds of the presolar grains by 
using copper oxide.  Chapter 4 will present the details about EGT data analysis software. 
Chapter 5 and Chapter 6 will explain the details about EGT design and operation. Finally, the 
performance results will be presented and discussed in the Chapter 7, and whole work is 
summarized in Chapter 8 and also outlook of the future work is given.    
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 : Introduction Chapter 1
 
Exploring the origin of our Solar system including its association with the interstellar 
medium, the processes that transformed the cloud of dust and gas surrounding the nascent sun 
into the building blocks of planets, the geologic processes on those early planetesimals, and 
their accretion to form Earth and the other planets are of special interests to the scientific 
community. Understanding the chemical structure of early solar materials can tell us a great 
deal more than observations alone. There is now a whole space science discipline called 
"cosmochemistry" that involves studying what planets, meteorites, and stars are made of. It 
was the Swiss mineralogist Goldschmidt (1938) who first measured and compiled a wealth of 
chemical data on terrestrial rocks, meteorites, and individual phases of meteorites, which was 
then the foundation of modern cosmochemistry. 
A branch of cosmochemistry that deals with the highly volatile elements He, Ne, Ar, Kr, and 
Xe, which gives potential information about early Solar system, is called “noble gas 
cosmochemistry”. Noble gas geochemistry studies have also numerous applications such as 
understanding the history and evolution of planetary atmospheres, the flow pattern of 
hydrological systems by studying the noble gases in ground waters, geochronology, and 
others more. In cosmochemistry, understanding the origin and distribution of various noble 
gas isotopes reveals fundamental information about early stages of the solar system. 
Noble gases (He, Ne, Ar, Kr, Xe, and Rn) belong to the last column of the Mendeleev’s 
periodic table, implying they are chemically inert in contrast to the other elements. This 
distinct feature allows their primordial elemental and isotopic compositions on Earth and 
other planetary bodies to be determined without having to consider the additional 
complexities of chemical or biological influences. Any variation of elemental or isotopic 
ratios of the noble gases reflects either physical processes such as diffusion, adsorption, 
degassing, or effects of natural radioactivity. By using natural radioactivity noble gases 
provide possibilities to date geochemical fractionations that have been occurred since the 
beginning of the Solar system. These highly volatile elements provide fundamental 
information regarding Earth and the solar system and they are fantastic tools to investigate the 
origin of volatiles on the terrestrial planets. Variations in isotopic abundance can reveal 
information about the age and origin of terrestrial and geological samples and this isotopic 
analysis can be done by noble gas mass spectrometry. Noble gas mass spectrometry has been 
developing along with technological advances and achieving high precision and high 
sensitivity even for very low abundances. 
In cosmochemistry, geology, and space science researchers deal with very small samples like, 
for example, pre-solar grains, cosmic dust, and mineral inclusions. For these kinds of 
applications, the instrument must be able to measure precisely and reliably. The developments 
in analytical techniques, especially mass spectrometry, allowed cosmochemists to perform 
detailed analyses of the isotopic abundances of elements within meteorites or other solar 
system materials. Various kinds of instruments were used to study the atmospheres and 
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surfaces of different Solar system objects, in that; mass spectrometers are one of the widely 
used instruments. Mass spectrometers have been associated for space applications for both in-
situ and ground based space sample analysis. The logistical considerations of the space 
instruments like space and weight were lead to develop time-of-flight mass spectrometers. On 
other hand, geochemical and cosmochemical laboratories have been widely using sector-field 
mass spectrometers. Even though time-of-flight mass analyzers were used in 1950’s their 
advancement was started in 1980’s due to development in technology.  
Sector field mass spectrometers and time-of-flight mass spectrometers are the two most 
commonly used spectrometers for noble gas measurements in space materials corresponding 
to meteorites and pre-solar grains. Noble gases in presolar grains of meteorites have been 
measured routinely since 1960’s with sector field mass spectrometers. In sector field mass 
spectrometers, the mass analyzer consists of a magnet to separate ions based on their 
momentum, and the magnetic field is usually set that one type of ion reach the detector. 
Therefore, the magnetic field has to be adjusted for each mass to be analyzed. There are many 
practical problems with these instruments, relatedly loss of ions before detection, calibration 
problems, large space, and inept to measure all species in a single spectra. Various kinds of 
extraction techniques have been developed for noble gases and different ionizations 
procedures were introduced in noble gas mass spectrometry. The need of greater precision 
and high sensitivity to measure isotopic variations in low abundant samples in this field 
always give chance to develop new kind of instruments. 
A new time-of-flight mass spectrometer was developed and a similar version was used for P-
BACE (Polar Balloon Atmospheric Composition Experiment mission) for neutral gas analysis 
in atmosphere (Abplanalp, 2009), this design was further helped to develop another time-of-
flight mass spectrometer for low concentration noble gases with high sensitivity (Huber, 
2010). This special design of the EGT-MS is in such a way to overcome the problems faced in 
sector field mass spectrometers and to develop high sensitive time-of-flight mass 
spectrometers for noble gas cosmochemistry. New version this instrument was further 
developed with modifications in the detector and in the other parts. 
This dissertation includes introducing the EGT-MS, the data analysis software for the EGT-
MS, an operational manual for the EGT-MS, and a discussion of the performance studies of 
the mass spectrometer and also calibration studies for different noble gases. In addition to 
these, chapter 3 explains a procedure for the oxidation of the presolar nanodiamonds by using 
copper oxide. 
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 : Time-of-flight mass spectrometry Chapter 2
 
2.1  Introduction to time-of-flight mass spectrometry (TOF-MS) 
Time-of-flight mass spectrometry is a method of mass spectrometry in which ions of different 
masses are separated by the time-of-flight principle. In 1946 William Stephens presented for 
the first time the concept of a linear Time-Of-Flight Mass Spectrometer (TOF-MS) (Stephens 
(1946 and Cameron (1948)) when he published the first design and mass spectra for the linear 
TOF-MS in their laboratory. Wiley and McLaren published the linear TOF-MS design that 
later became the first commercial instrument (McLaren (1955)). Development of this 
technique is ongoing, and advances in areas such as ion optics and ion-detection hardware 
have pushed the mass resolution, sensitivity, and mass accuracy of TOF-MS to regimes that 
are appropriate for the identification of components of complex mixtures and also of low 
concentration elements in extremely small samples. The technique's intrinsic high ion 
transmission and capability to measure wide mass ranges without scanning either magnetic or 
electric field yields high sensitivity and fast spectral acquisition rates. Currently there is 
increasing interest in time-of-flight mass spectrometry that’s results from the advent of new 
ionization methods, advancements in detection technology, and the wider use of compact 
mass spectrometers.  
2.1.1 Principle of TOF-MS  
Mass selection in TOF-MS is achieved by accelerating ions with different m/q (mass to 
charge) values to identical kinetic energies and allowing them to separate due to their mass-
dependent velocities. Thus, ions with different m/q values reach the detector at different 
times. Ions with lower mass reach the detector faster than higher mass ions. This principle of 
separation-in-time is unlike the separation-in-space principle, which is used in magnetic 
sector field and quadrupole spectrometers. TOF mass spectrometers differ fundamentally 
from scanning instruments in that they involve temporally discrete ion formation and mass 
dispersion in the time domain rather than along a spatial axis. An electrostatic field 
accelerates the ions that formed inside the ion source to a kinetic energy of some keV. After 
leaving the source the ions pass a field-free drift region in which they are separated due to 
their m/q ratio.  This takes place because at fixed kinetic energy ions with different m/q values 
are accelerated in the ion source to different velocities. Knowing the acceleration voltage and 
the length of the drift region, the m/q ratio can be determined by measuring the flight time. 
In a simple case, an ion with a particular mass to charge ratio (m/q) is accelerated in a 
potential difference U, attains electrical potential energy EP and enters into the field-free drift 
region. In this region the initial potential energy of the particle is converted to kinetic energy 
EK. After entering the flight tube (drift region) of length d the ion reaches the detector at time 
t (see Figure 2.1). 
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Figure 2.1: Ions with mass m and charge q are accelerated in potential difference U towards 
the detector.  
Mathematically, the electrical potential energy of the ion in the potential U is 
𝐸𝑃 = 𝑞𝑞          (2.1) 
The kinetic energy of the ion with mass m is  
𝐸𝐾 = 12 𝑚𝑣2          (2.2) 
where v is the velocity of the ion in the drift region. Using energy conservation gives:  
𝐸𝑃 = 𝐸𝐾          
 (2.3) 
𝑞𝑞 = 1
2
𝑚𝑣2   
𝑞𝑞 = 1
2
𝑚 �
𝑑
𝑡
�
2
  
(Since, velocity = distance over time for a constant velocity)  
The time of flight of the ion is  
𝑡 = 𝑑
√2𝑈
�
𝑚
𝑞
           (2.4) 
and 𝑚
𝑞
= 2𝑈
𝑑2
 𝑡2            (2.5) 
𝑚 = 2𝑞𝑈
𝑑2
 𝑡2          (2.6) 
By differentiating equation 2.6 with respect to time,  
𝑑𝑚
𝑑𝑡
= 𝐶 (2 𝑑𝑡)           (2.7) 
where 𝐶 =  4𝑞𝑈
2𝑑
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Distance d, flight time t 
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And from this equation one can write the mass resolution R as  
𝑅 =  ∆𝑚
𝑚
= ∆𝑡
2𝑡
              (2.8)  
The time of flight of the ion is proportional to the square root of its mass to charge ratio. 
Consequently, assuming equally charged ions, the lighter ions arrive at the detector earlier 
than the heavier ions. These ions are effectively separated based on their respective masses. 
After being separated in the flight tube, the ions are detected by a charged particle detector, 
such as a micro-channel plate, and the mass spectrum is recorded as a function of flight time.  
2.1.2 Linear TOF  
The most commonly used time-of-flight mass spectrometers are linear and similar in design to 
the Wiley and McLaren (1955) model. This linear TOF-MS consists of an ion source that 
produces and focuses the ions in time and space onto the detector at the end of a field-free 
drift path. The ions move in only one direction from the ion source to the detector. Linear 
TOF-MS systems are simple to design but have lower mass resolution than other designs. 
Figure 2.2 shows a simplified diagram of a linear TOF-MS. A sample gas consisting of atoms 
of three different masses is ionized and all ions are accelerated to the same kinetic energy. As 
discussed above, having the same kinetic energy lighter ions move faster than heavier ones 
and so the ions are separated by mass (assuming only single charged ions). The inset depicts 
the signal measured by the detector as a function of time and clearly shows the mass 
separation. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2: Linear TOF-MS, separation of different ions based on their mass with respect to 
flight time.  
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Figure 2.3: Schematic diagram of Linear-TOF representing different regions of ion trajectory  
The actual kinetic energy of an ion leaving the ion source is equal to the sum of the initial 
kinetic energy (KEIni), the kinetic energy (KEI) in the ionization region, and the kinetic energy 
(KEA) in the acceleration region:   
𝐾𝐸𝑇 = 𝐾𝐸𝐼𝐼𝐼 + 𝐾𝐸𝐼 + 𝐾𝐸𝐴 
𝐾𝐸𝑇 = 𝐾𝐸𝐼𝐼𝐼 + 𝑞(Φ𝑆𝑆𝑆𝑆𝑆𝑆 + Φ𝐴𝑆𝑆𝑆𝐴)      (2.9) 
Where Φ𝑆𝑆𝑆𝑆𝑆𝑆 =  Φ𝐴 − Φ0 
Φ𝑆𝑆𝑆𝑆𝑆𝑆 =  Φ𝐵 − Φ𝐴 
and the velocity of the ion at XB is 
𝑣𝐵 = �2𝐾𝐾𝑇𝑚           (2.10) 
The total flight time t equals 
𝑡 =  𝑡0 + 𝑡𝐴 + 𝑡𝐴𝑆𝑆 + 𝑡𝑑𝑆𝐼𝑑𝑡        (2.11) 
where  
t0  = initial time delay (detector, electronics, cables, etc.) 
tA  = time to reach point XA 
tAcc  = travel time in acceleration region  
tdrift  = travel time in drift region  
𝑡𝑑𝑆𝐼𝑑𝑡 = (𝑡 −  𝑡0 − 𝑡𝐴 − 𝑡𝐴𝑆𝑆)        (2.12) 
With equation 2.2, 2.10, and 2.12 we can write 
𝑚
𝑞
=  �(𝐾𝐸𝐼𝐼𝐼
𝑞
+ (∅𝑆𝑆𝑆𝑆𝑆𝑆 + ∅𝐴𝑆𝑆𝑆𝐴)) × 2𝑑2 × (𝑡 −  𝑡0 − 𝑡𝐴 − 𝑡𝐴𝑆𝑆)2� 
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𝑚
𝑞
=  𝑐 ×  (𝑡 −  𝑡′)2        (2.13) 
where  
 c = constant  
 𝑡′ = ( 𝑡0 + 𝑡𝐴 + 𝑡𝐴𝑆𝑆)2 
With the arrival times (the time of flight) of each ion (t) and with the constants 𝑐 and 𝑡′ one 
can calculate mass to charge ratio. 
2.1.3 Reflectron TOF 
Mamyrin et al. (1973) developed a new type of TOF analyzer with high mass resolution, the 
reflectron time-of-flight mass spectrometer (R-TOF). In contrast to the linear TOF-MS, the 
ions in a reflectron TOF-MS will reverse their direction of motion, which increases the total 
flight path of the ions and consequently increases mass resolution. In addition, the reflectron 
also enables extra focusing.  The reflectron is an ion optical device that reverses the travel 
direction of the ions in a mass spectrometer, i.e., the reflectron acts as an ion optical mirror by 
generating a repelling electrostatic field. The reflectron has two main purposes that enhance 
the resolving power of an instrument. First, the length of the flight path is increased, which 
increase the flight time of the ions, thereby resulting in a larger temporal separation between 
them. Second, the reflectron provides temporal focusing that can be exploited to reduce the 
arrival time distribution of the ions at the detector. The combination of greater flight time and 
a reduction in the arrival time distribution (decrease dt) significantly increases mass resolution 
(resolution = t / 2dt). 
The reflectron is an isochronous ion optical element used to redirect an incoming ion beam at 
the end of the field free drift path using an appropriate the electrostatic field. Ions with higher 
kinetic energy penetrate deeper into the repelling field than lower energetic ions. 
Subsequently, the faster ions have a longer time of flight in the reflectron than slower ions. 
This effect compensates for the inverse behavior of the ions in the field free drift path. 
Therefore, ions with a specific energy distribution and the same m/q will reach the detector 
simultaneously. Thus the reflectron can produce time focus at the exit path.  
The grid-free reflectron reduces the transmission losses and it has geometrical focusing 
properties that will enhance the sensitivity of the instrument. Figure 2.4 depicts the behavior 
of a simple reflectron system. 
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Figure 2.4:  Reflectron TOF, ions with same mass but having slightly starting velocities reach 
the detector simultaneously thanks to the focusing of the reflectron.  
2.2  Electron Impact (EI) ion storage source 
The first step in mass spectrometry is the ionization of the sample. Different ionization 
techniques such as electron impact ionization, chemical ionization, laser ionization, thermal 
ionization, etc. can be used.  The choice of the best ionization method depends on the type of 
the sample. For noble gases due to their high first ionization potential electron impact 
ionization is (EI) is the procedure of choice. Electron Impact (EI) ionization is one of the most 
suitable techniques analyzing volatile and semi-volatile species. 
2.2.1 Electron Impact Ionization (EI) 
Electron impact ionization is the oldest ionization technique. Dempster (1918) developed the 
first electron impact source and the technique was further improved by Nier (1947). This 
method ionizes volatilized atoms and molecules with a beam of electrons from a hot wire 
filament. The collision of an energetic electron with a target atom or molecule produces an 
ion by removing an electron. There is a minimum energy required for the ionization to 
happen, which is known as the ionization potential. Figure 2.5 is schematic diagram of the 
electron impact ionization process.  
Depending on the energy of the primary electron further ionization may occur and the target 
particle may at the end be doubly or triply ionized. Ionization efficiency depends on the 
number of electrons available for ionization. The ionization potentials for different elements 
are given in Table 2.1.  
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Figure 2.5: Schematic diagram of electron impact ionization  
Element Symbol First ionization potential [eV] 
Hydrogen H 13.6 
Helium He 24.6 
Carbon C 11.3 
Nitrogen N 14.5 
Oxygen O 13.6 
Neon Ne 21.6 
Argon Ar 15.8 
Krypton Kr 14.0 
Xenon Xe 12.1 
 
Table 2.1: First ionization potentials of different elements (Radzig, 1985) and most 
commonly the electron beam is accelerated to energy of about 60 eV.) 
2.2.2 Ion Storage and Extraction  
The ions produced in the ion source can be extracted into the analyzer using different 
techniques such as pulsed extraction, orthogonal extraction, and delayed extraction. The most 
common extraction technique is pulsed extraction, which was developed by Wily and 
McLaren (1955). In this technique, ions are extracted rapidly by a fast extraction pulse. 
However, there was no storage of the ions, i.e., only ions produced shortly before or at the 
time of the extraction pulse were measured.  Thus in one extraction only very few ions 
reached the mass analyzer part, which results in a limited signal-to-noise ratio due to a small 
number of ions being extracted per extraction pulse. Consequently, the sensitivity of those 
types of instrument is relatively low. To improve on this and to increase sensitivity, a new 
kind of ion source, the ion storage source, was developed. The principle of this source is to 
store the continuously produced ions in a trap during the time between two extraction pulses, 
resulting in a distinctly higher number of ions extracted per pulse. In principle, ions can be 
trapped with electromagnetic fields. The trapping of ions with only electrostatic fields is often 
Ions 
Filament 
Trap 
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done with a grid in the middle of the ion source, which has a slightly negative potential 
(relative to the backplane and the extraction grid). This configuration results in trapped ions 
oscillating back and forth through the grid and finally results in a fractionated loss of ions. At 
every oscillating cycle, the ions pass the grid in the middle and after a few times they might 
scatter at the wires. Assuming that the ions are in thermal equilibrium, high-mass ions are 
moving slower (and therefore oscillating slower) than low-mass ions (Grix, 1989). Storage of 
ions increases the efficiency of TOF mass spectrometers compared to non-storage sources due 
to duty cycle. 
The ionization region should be field-free or nearly field-free during the storage phase in 
order to store a larger number of ions. If an electromagnetic field exists, the ions will 
accelerate and escape from the ionization region. The field of this region is given by the space 
charge of the electron beam, the space charge of the ions, and by the electrode potentials. By 
combining all these potentials the goal is to create a potential well and filling it up with ions. 
The ions should then be ejected into the acceleration region by applying an external pulse 
with a very fast rise time to the extraction grid (Abplanalp, 2010). 
2.2.3 Extraction Pulser  
A high quality extraction pulser is crucial for ion storage sources since the temporal 
characteristics of the pulser, especially the turn-on-rise time and the pulse width, significantly 
affect the performance of the mass spectrometer. For example, if the turn-on-rise time is long, 
the extraction of all the ions out of the trap takes long, which compromise the mass resolution. 
Therefore, the turn-on-rise time should be as small as possible so that all ions at extraction 
grid feel the potential difference at the same time. 
The quality of the pulser not only affects the mass resolution of the spectrometer as discussed 
above but also its sensitivity. This is because during the pulse there is no storage of ions and 
therefore the pulse width should be short. The pulse width (pulse-on-time) has to choose in 
such way that the signal produced by the declining pulser voltage should not interfere with the 
signals from the any mass. Usually this interference occurs at low masses 3He and 4He.  
2.3  Ion Detectors  
2.3.1 Microchannel plates (MCP) 
Mass spectrometers can use many different types of ion detectors such as Faraday cups, 
Secondary Electron Multipliers (SEM), and microchannel plates. The choice of the detector 
depends on the required detection sensitivity, the required detection speed, and space 
available. Mass analysis based on time-of-flight requires an ion detector with a fast time 
response. Microchannel plates (MCPs) are suitable detectors for time-of-flight mass 
spectrometers and they have a response time in range 500 ps - a few nanoseconds. A 
microchannel plate is an array of miniature electron multipliers that are parallel oriented and 
is fabricated from a lead glass. The schematics are shown in Fig.  2.6. The aspect ratio of 
MCP channels is the ratio between the length and the diameter (L/d) of each channel. An 
MCP with a higher aspect ratio provides higher gain and narrower pulse height distribution.  
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The maximum gain that can be recognized without signiﬁcant ion feedback in a straight-
channel MCP is of the order 103 to 104. MCPs with small straight channels have only 
relatively low gain due to the effect of “ion feedback. The ion feedback effect within the 
microchannel plates (MCP) is caused by the growing electron avalanche as it is propagating 
through the MCP-channel. On its way through the channel the electrons hit the channel wall 
to extract more and more electrons. Due to an increasing electron avalanche atoms from 
residual gas or adsorbed atoms on the channel wall can be ionized. The ions then are 
accelerated back to the beginning of a straight channel by MCP bias voltage. These free, 
moving ions are called ion feedback, and it reduces the gain of MCPs. The ions striking the 
wall may also damage the channel. The positive ion feedback also produces noise which 
depends on the gain, pressure, nature of the residual gas and surface properties of the channel 
wall. The straight geometry of the microchannel is responsible for this. The ion feedback 
effect can be reduced by using shorter channels that are slightly tilted relative to the bias field- 
direction. Thus, the average free moving distance of electrons can be reduced and, therefore, 
the energy of the electrons at the collision is reduced, which in turn reduces the ionization of 
surrounding atoms. 
 
Figure 2.6: A microchannel plate (MCP) cutaway view that explains the operational 
procedure of each channel. (Picture: Hamamastu (2006)) 
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Figure 2.7:  Chevron (2-stage MCPs) and Z-stack (3-stage MCPs) configurations of MCPs  
Therefore the MCPs have a bias angle, and the optimum angle is in between 5° and 15°. It is 
advantageous to put two such MCPs in ‘Chevron’ configuration (Joseph, 1979), turned 1800 
along their axes with respect to each other which is also called V-stack, or three stage MCPs 
(Z-Stack configuration) to get better performance, since the feedback positive ions get trapped 
at the interface of the two plates. These combinations provide higher gain. Figure 2.7 shows 
Chevron and Z-stack configurations of MCPs and Figure 2.8 side view of operation of the 
Chevron configuration. 
The anode is mounted behind the MCPs. It has electrodes that collect the electrons leaving the 
MCPs.  
 
Figure 2.8: (a) Side view of the Chevron operation of MCPs, MCP front and back are aligned 
with an angle (bias angle). The incident ion produces electron and that produces an avalanche 
of electron through the channel. This leads to higher gain. (b) Electron production and 
electron gain through the MCP channel (pore) (Source: Huber M.C.E., 2009)  
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2.4  Data Acquisition Systems 
A crucial part of a TOF-MS is pulse processing. This is usually done either by pulse counting 
or by fast digitization of the analog signal that is produced on the detector. Ion detection 
devices usually consist of a multi-stop time-to-digital converter (TDC) or an analog to digital 
converter (ADC).  
2.4.1 Time to Digital Converters (TDC)  
A TDC converts a signal into a digital representation of their time indices. Thus, TDCs are 
used when the important information is to be found in the timing of events. Typically, a TDC 
records the arrival times of ion events in binary format. This is usually followed by a 
discriminator, which sets the minimum accepted pulse amplitude. Therefore, TDCs only 
count amplitudes that exceed a preselected threshold. Measurements with very low gas 
concentrations have low ion currents and a TDC can be used to “count” the arrival times of 
individual ions (Figure 2.8). TDCs are most often used in applications where measurement 
events happen infrequently, because in TDC counting mode individual events cannot be 
distinguished from simultaneous events 
 
 
 
 
 
 
 
 
 
Time 
 
Figure 2.8: Basic explanation of the time to digital converter (TDC). The dotted line in the 
upper panel is the threshold level or discriminator. The TDC only counts the signals which are 
above this threshold.  
Single ion events can be measure more accurately with time to digital converters in the time-
of-flight mass spectrometry.   
2.4.2 Analog to Digital Converters  
An Analog to Digital Converter (ADC) is an electronic circuit that converts continuous analog 
signals into discrete digital values. The signal from the detector is digitized at a fixed 
sampling rate. The significant improvements in the speed and memory of these devices in 
recent years allow signals can be sampled at frequencies up to one or two GHz. The Analog to 
digital conversion is usually the digitation of time and discretization of the amplitude of the 
signal. Discretization of time is determined by sampling frequency. It is therefore required to 
define the sampling rate at which new digital values are sampled from the analog signal. 
Discriminator  
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Secondly, the discretization of amplitude depends on the resolution of the ADC.  The 
resolution of the converter indicates the number of discrete values it can produce over the 
range of voltage values. An n-bit ADC provides 2n discrete quantization levels corresponding 
to some specified analog input signal amplitude range. Resolution is expressed in bits. For 
example, the ADC encodes an analog input to one of 256 discrete values (0 to 255), which is 
8-bit resolution.  
 
Figure 2.9: Pictorial representation of analog to digital conversation  
The Figure 2.9 demonstrates the digitization concept, the analog signal is converted into 
digital signal in two steps, and first, sampling digitizes the time then the second step will be 
quantizer discretizes the amplitude. There are two ways to best improve the accuracy of 
analog to conversion, one is increasing the resolution which improves the accuracy in 
measuring the amplitude of the analog signal and second method is increasing the sampling 
rate which increases the maximum frequency that can be measured. Since one least significant 
bit (LSB) is equal to VREF / 2n (VREF is full scale range), it stands to reason that better accuracy 
(lower error) can  be realized if we did either (or both) of two things: (1) use a higher 
resolution converter and/or  (2) use a smaller reference voltage. Table 2.2 LSB values by 
resolution and reference voltage of ADC. The problem with higher resolution (more bits) is 
the cost. Also, the smaller LSB means it is difficult to find a really small signal as it becomes 
lost in the noise, reducing signal to noise ratio (SNR) performance of the converter. The 
problem with reducing the reference voltage is a loss of input dynamic range. Again, we also 
can lose a small signal in the noise, causing a loss of SNR performance 
VREF (Full scale) Resolution (ADC bits) 1 LSB 
1.00V 8 3.9062 mV 
1.00V 12 244.14 µV 
2.00V 8 7.8125 mV 
2.00V 12 488.28 µV 
4.00V 8 15.625 mV 
4.00V 12 976.56 µV 
 
Table 2.2: LSB values by resolution and reference voltage of ADC 
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3.1  Introduction  
A major discovery in meteoritics and cosmochemistry was the finding that some primitive 
meteorites contain presolar material. Such presolar grains, which have been formed in stellar 
events outside and earlier of the solar system, gives crucial information not only on the stellar 
processes leading to the formation of presolar grains but also on processes and events in the 
early solar system itself. Nanometer-sized diamonds (average grain size ~3 nm) were the first 
presolar gains identified (Lewis et al., 1987) and with up to 1500 ppm they provide the most 
abundant presolar material in meteorites. Abundance wise, the major types of presolar grains 
are nanodiamonds (∼2-4 nm, ~1500 ppm), SiC (∼ 0.1 to 10 µm, ~30 ppm), graphite (∼0.5 to 
10 µm, ~10 ppm), and also µm sized silicates (~200 ppm), and refractory oxides (~50 ppm) 
(e.g., Ott et al., 2009).  
Our plan originally was to separate and measure all noble gases in one set of presolar 
nanodiamonds. Typical presolar nanodiamonds have sizes in range 2–4 nm. A diamond with a 
diameter of 2.8 nm, the median of the size distribution, contains ∼1,800 carbon atoms. 
However, there is only about one noble gas atom per one million diamonds (Daulton et al., 
1996). Since measurements of such low noble gas concentrations are technically very 
challenging, they require high sensitive noble gas mass spectrometers. This was one reason 
for us to develop the high sensitive Time-of-Flight noble gas mass spectrometer.   
3.2  Oxidation of nanodiamonds using Copper-Oxide (CuO)  
Extraction of noble gases out of presolar grains is challenging. A technique for the 
determination of the abundance and isotopic composition of carbon and nitrogen within 
organic compounds is described by Boyd et al. (1987, 1990). In this technique high-
sensitivity static mass spectrometers are used. In addition, diamonds isolated from primitive 
carbonaceous meteorites have been analyzed by high resolution stepped combustion 
techniques to measure the C and N isotopic composition of the diamonds (e.g., Russel et al 
1996). 
Stepped pyrolysis techniques were first introduced by Chang et al. (1974) for the isotopic 
analysis via dynamic mass spectrometry. Stepped combustion techniques, i.e., pyrolysis in the 
presence of oxygen, have been developed by Frick and Pepin (1981) and Lewis et al. (1983). 
However, while the early studies all measured dynamically, i.e., the measurement was 
performed while pumping the spectrometer, the analysis of sub-nanomole samples prohibits 
pumping the spectrometer while measuring the small gas amounts (Wright et al. 1988). The 
step combustion technique was further improved by Boyd et al. (1988) to reduce blank 
contributions, which is especially important for reliable measurements of sub-nanomol gas 
amounts. Carr et al. (1986) described a method for measuring nanomol levels of stable carbon 
isotopes by using a static mass spectrometer. For producing the oxygen they used copper 
oxide and the released oxygen then converted the carbon from the sample to CO2. In a very 
similar setup Wright et al. (1988) measured sub-nanomole levels of stable nitrogen isotopes. 
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Gray et al. (2007) developed a slightly different system for the analysis of nanomole-sized 
quantities of nitrogen and they developed a better understanding of analytical blank problems.  
Verchovsky and coworkers (e.g., Verchovsky et al. 1997, 1998) analyzed presolar diamonds 
by stepped pyrolysis, stepped combustion, or a combination of both techniques. Going to 
temperatures up to 1450oC they achieved a low enough blank level and were able to analyze 
nanodiamond samples of a few µg. The amount of combusted carbon was estimated via the 
CO2 partial pressure. They found that the yield of carbon via CO2 is different for pyrolysis 
and combustion experiments. In addition, the oxygen they supplied for the bulk combustion 
set-up was not sufficient for a complete oxidation of the nanodiamonds. Since for normal 
pyrolysis set-ups there is only very little oxygen available for the oxidation of carbon, the 
release of gas usually requires long heating procedures, which in turn produces significant 
blank problems. At the University of Berne a special extraction line has been designed and 
built to extract noble gases from carbon-rich materials (Figure 3.1).  
3.3 Laboratory setup of EGT Combustor  
The laboratory system developed for the combustion of carbon-rich refractory material is 
shown in Figure 3.2. The extraction line for the combustion of refractory carbon-rich samples 
has a much simpler design than the set-ups used by Boyd et al. (1987, 1990) and Russel et al. 
(1996). The furnace for reducing the CuO and releasing the oxygen (label 1) consists of a Pt 
tube that is inside a stainless steel tube.  While the stainless steel is the vacuum barrier, the Pt 
avoids any reactions between the (hot) CuO and the stainless steel. This oven-part is 
connected to the rest of the extraction line via valve number 7, which allows replacing the 
CuO and doing some first tests without venting/contaminating the rest of the extraction line. 
After the CuO is filled into the Pt-tube, the system is pumped down to a pressure of about 10-9 
mbar. To release remaining atmospheric surface contamination the crucible is heated to about 
200°C for a few days. The detailed procedure is given in Appendix-A.1 and the stoichiometric 
calculations for the amount CuO needed to oxidize the carbon are explained in Appendix-A.2. 
The Pirani gauge directly connected to the sample chamber measures the pressure in the line.  
Due to the low background pressure in the line it is safe to assume that the measured pressure 
equals the oxygen partial pressure. We can roughly calculate the oxygen pressure required for 
fully oxidizing all nanodiamonds. Assuming a volume  of about 500ml an oxygen partial 
pressure of about 4 mbar is needed to combust one  mg of nanodiamonds. See also Appendix- 
A.3  
3.4 Experimental Procedure  
The basic idea of the newly developed combustion system is as follows: When CuO is heated 
to temperatures above 800°C it desorbs oxygen. Part of this oxygen is then used to oxidize the 
carbon-rich material, in our case, the nanodiamonds. After cooling the system back to room 
temperature, some of the oxygen reacts back with the Cu to CuO, thereby reducing the 
oxygen partial pressure in the line. Copper-oxide is used for desorption and absorption 
because it starts releasing oxygen already at ~800°C (higher temperatures would mechanically 
and structurally damage the extraction line). In addition, the possibility of the back-reaction 
reduces the partial pressure after noble gas release, which makes cleaning, gettering, and 
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separating the noble gases into different fractions easier. Note, larger amounts of oxygen can 
i) damage the filament, ii) damage the getters, and iii) compromise noble gas separation. For 
the set-up we filled a pre-calculated amount of CuO into the Pt tube, which was placed in the 
CuO furnace, evacuated the line, and pre-heated the system at 200°C for a few days. . After 
this set-up we heated the CuO from 200°C to 860°C in steps of 50°C. Each temperature steps 
lasted at least 5 min. Note that heating above 860°C can cause damage of the extraction line. 
The release of oxygen, i.e., the dissociation of CuO, starts at about 800°C. A detailed 
description of the CuO loading and of the procedure to release the oxygen is given in 
Appendix 3.1. 
 
Figure 3.1: EGT spectrometer connected to the combustor.  CuO furnace [1], oven with 
sample chamber, and CuO crucible [2], getters and charcoal for purification [3], calibration 
gas bottles [4], Edel Gas TOF MS [5], and vacuum system. Symbol     shows full range 
pressure gauge or Pirani gauge and      shows the valve.  
1 
4 
3 
5 
2 
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Figure 3.2: Laboratory setup of the combustor and the extraction line.  
3.5 Experimental Results  
We studied the thermal behavior of three different kinds of CuO with respect to oxygen 
release during heating and oxygen desorption during cooling. Both, release and desorption, is 
expected to depend on grain size (mesh) and purity of the copper oxide. Here we selected 
three different types, i) CuO from Goodfellow® (99.99 % purity, 10 µm mesh, Sample 1), 
CuO from Acros® (99+% purity, ~10 to 100 µm mesh size, Sample 2), and iii) CuO from 
Elemental Micro Analysis® (99.9% purity,0.1 to 0.5 mm grain size, Sample 3). 
3.5.1 Sample 1, CuO from Goodfellow® 
The results for the step-wise heating experiment for sample 1 is shown in Figure 3.3. The five 
different lines correspond to five different but successive heating procedures. The general 
release pattern is for all five cycles similar; there is no release below 700°C. Release starts 
above 700°C but significant oxygen release only starts at about 850°C, i.e., at the maximum 
temperature in our set-up. One gram of CuO from Goodfellow® produces 6.6 mbar of oxygen 
at the first cycle, 5.1 mbar at the second cycle, 4.4 mbar at the third cycle, 4.2 mbar at the 
fourth cycle, and 4.1 mbar at the fifth cycle. The data therefore indicate that we lose about 
30%, 16%, 5%, and 2% of oxygen after cycle 1, cycle 2, cycle 3, and cycle 4, respectively. 
The data therefore indicate that the back reaction, i.e., the oxidation of copper, is not 
quantitative. This is also shown in the lower panel of Figure 3.3 that shows how the pressure 
in the line evolves while cooling the CuO back to room temperature.  
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Figure 3.3: Oxygen desorption studies of Sample 1 for five different cycles. The data indicate 
significant oxygen release only at temperatures above 800°C. In the first cycle we produced 
6.6 mbar of oxygen, 5.1 mbar in second cycle, 4.4 mbar in third cycle, 4.2 mbar in fourth 
cycle, and 4.1 mbar in fifth cycle. The maximum amount of oxygen slightly decreases over 
the course of the different cycles. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.4: Oxygen absorption studies of Sample 1 for five different cycles.  
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Table 3.1: Oxygen desorption and absorption data for Sample 1 (GOODFELLOW, 99.99 % 
purity, 10 µm mesh): The upper area (pink shaded) gives the oxygen pressure as a function of 
increasing heating temperature. The lower area (green shaded) gives the oxygen pressure as a 
function of decreasing temperature, i.e., while cooling.  
Figure 3.4 shows the evolution of the oxygen pressure as a function of temperature during 
cooling. The general trend is the same for all five cycles, the oxygen partial pressure drops 
significantly at about 700°C. However, at cycle 1, the pressure drops from 6.6 mbar to about 
1.5 mbar, i.e., the back-reaction was by far not quantitative and about 30% of the oxygen 
stayed in the gas phases and finally had to be pumped away. Interestingly, the mass balance, 
though not perfect, is reasonable. Starting with 6.6 mbar and losing about 1.5 mbar through 
pumping would give, for the next cycle, a maximum pressure of about 5.1 mbar, which is 
identical to the pressure measured at the maximum in cycle 2. Considering now that at the end 
Temperature 
(in °C) 
Cycle-1 
(in mbar) 
Cycle-2 
(in mbar) 
Cycle-3 
(in mbar) 
Cycle-4 
(in mbar) 
Cycle-5 
(in mbar) 
Oxygen Desorption Studies 
200 < 5E-4 < 5E-4 < 5E-4 < 5E-4 < 5E-4 
250 < 5E-4 < 5E-4 < 5E-4 < 5E-4 < 5E-4 
300 < 5E-4 < 5E-4 < 5E-4 < 5E-4 < 5E-4 
350 < 5E-4 < 5E-4 < 5E-4 < 5E-4 < 5E-4 
400 < 5E-4 < 5E-4 < 5E-4 < 5E-4 < 5E-4 
450 < 5E-4 < 5E-4 < 5E-4 < 5E-4 < 5E-4 
500 < 5E-4 5E-4 < 5E-4 < 5E-4 < 5E-4 
550 < 5E-4 0.0011 < 5E-4 < 5E-4 < 5E-4 
600  5E-4 0.0025 < 5E-4 < 5E-4  5E-4 
650 0.0039 0.0033  5E-4  5E-4 6.7E-4 
700 0.027 0.022 0.0014 0.0087 0.0013 
750 0.17 0.11 0.11 0.11 0.12 
800 1 0.74 0.75 0.73 0.7 
860 6.6 5.1 4.4 4.2 4 
Oxygen Absorption Studies 
800 4.8 3.6 1.9 1.5 2.2 
750 2.2 1.3 0.33 0.3 0.25 
700 1.8 0.68 0.22 0.13 0.18 
650 1.7 0.62 0.17 0.082 0.14 
600 1.6 0.6 0.15 0.079 0.11 
550 1.5 0.58 0.11 0.076 0.1 
500 1.5 0.57 0.1 0.06 0.099 
450 1.5 0.56 0.1 0.06 0.097 
400 1.5 0.56 0.1 0.059 0.096 
350 1.5 0.55 0.1 0.058 0.095 
300 1.5 0.55 0.1 0.058 0.094 
250 1.5 0.53 0.1 0.058 0.093 
200 1.5 0.53 0.098 0.057 0.092 
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of cycle 2 about 0.5 mbar of oxygen was still in the gas phase and had been pumped away, we 
only expect 5.1 mbar – 0.5 mbar = 4.6 mbar at the maximum of cycle 3, comparable to the 
measured pressure of 4.4 mbar. In the next round we expect 4.4 mbar – 0.1 mbar = 4.3 mbar. 
Again, the calculated value is very close to the measured value of 4.2 mbar. Finally, after 
cycle 4 about 0.05 mbar had been lost through pumping. With the maximum of 4.2 mbar 
measured in cycle 4 we expect about 4.15 mbar oxygen partial pressure at maximum, very 
similar to what has been measured, i.e., 4.0 mbar. 
3.5.2 Sample 2, CuO from Acros®  
The results of the two step-wise heating cycles of sample 2 (1 g CuO from Acros®, 99+% 
purity, ~10 to 100 µm mesh size) are shown in Figure 3.5 and the data are given in Table 3.2. 
Note that sample 2 has a larger grain size than sample 1. This sample shows a different 
absorption and desorption pattern for the two different heating cycles. For the first heating 
cycle oxygen release started already at 450°C and we reached a maximum pressure of 9.2 
mbar at 860°C. In the second cycle, oxygen release started much later, at about 800°C, and we 
reached a pressure of only 5.8 mbar. However, the mass balance is again reasonable. After 
cooling about 5.2 mbar of oxygen was still in the line in the first cycle and had been pumped.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.5: Oxygen desorption and absorption data for the two heating cycles of sample 2. 
The data for cycle 1 shows that oxygen release starts at about 400°C and reaches a maximum 
pressure of 9.2 mbar. In cycle 2, oxygen release starts are about 800°C and a maximum 
pressure of 5.8 mbar is reached. 
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We therefore expect for the second cycle a maximum oxygen pressure of 4 mbar (9.2-
5.2=4.0), which is slightly less than measured by us, i.e., 5.8 mbar. Anyway, after the first 
heating cycle we lost about 50% of the oxygen. In the second cycle, however, the re-
absorption was almost quantitative, i.e., 93%. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 3.2: Oxygen desorption and absorption data. The upper area (pink shaded) gives the 
data for oxygen desorption as a function of increasing heating temperature and the lower area 
(green shaded) gives the oxygen pressure as a function of temperature during cooling. 
3.5.3 Sample 3, CuO from Elemental Micro Analysis® 
The third sample is from Elemental Micro Analysis® (1 g, 99.9% purity, 0.1 to 0.5 mm grain 
size), which is among the maximum grain size of CuO available on the market. Table 3.3 
gives the oxygen pressure as a function of temperature while heating (desorption) and cooling 
the sample (absorption). The data are plotted in Figure 3.6. Compared to the two samples 
studied before, sample 3 shows a consistent desorption and absorption pattern for the different 
heating cycles. It releases in both cycles 5.2 mbar of oxygen at the highest possible 
temperature of 860°C. Even more importantly, the studied CuO re-absorbs about 97% after 
the first heating and 99.5% after the second heating. Since the grain size for this sample is 
much larger than for the other two samples it seems that a larger grain size results in more 
consistent desorption and absorption pattern than smaller grain sizes. This is confirmed by our 
finding that for this type of CuO we found no indication for melting, which could be observed 
for the other two CuO types with finer grain size. 
 
Temperatur
e 
(in °C) 
Cycle-1 
(in mbar) 
Cycle-2 
(in mbar) 
Temperat
ure 
(in °C) 
Cycle-1 
(in mbar) 
Cycle-2 
(in mbar) 
Desorption Studies Absorption Studies 
200 < 5E-4 < 5E-4 860 9.2 5.8 
250 < 5E-4 < 5E-4 800 5.8 0.8 
300 < 5E-4 < 5E-4 750 5.6 0.67 
350  5E-4  5E-4 700 5.4 0.57 
400 0.088 0.0033 650 5.3 0.37 
450 0.14 0.0021 600 5.3 0.37 
500 0.37 0.0026 550 5.3 0.36 
550 0.89 0.0042 500 5.3 0.36 
600 1.2 0.0068 450 5.3 0.36 
650 1.5 0.012 400 5.3 0.36 
700 2.6 0.029 350 5.2 0.36 
750 4.4 0.21 300 5.2 0.35 
800 5.2 1 250 5.2 0.35 
860 9.2 5.8 200 5.2 0.35 
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Table 3.3: Oxygen desorption and absorption data. The upper (pink shaded) data area gives 
the data for oxygen desorption (increasing temperature) and the lower area (green shaded) 
gives the data for oxygen absorption (cooling). 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.6: Oxygen desorption and absorption cycles for sample 3. The data show a 
consistent behavior in both cycles.   
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3.5.4 Discussion 
As can be seen from the discussion above, desorption and absorption of oxygen depends on 
the grain size of the CuO. To remember, the basic idea of using CuO is that the released 
oxygen is used to oxidize the nanodiamonds but the left-over must be somehow removed. 
Ideally, the oxygen back-reacts with the Cu to reform CuO, the more oxygen back-reacts, the 
easier the rest of the noble gas separation and cleaning will be. To optimize desorption and 
absorption we therefore studied its dependence on grain size. For the three samples studied 
here the major difference is in their absorption behavior, not in their desorption behavior. For 
sample 2 (grain size of 10-100 µm) more than 50% of the oxygen was lost after the first 
heating due to insufficient absorption, making this type of CuO useless for our purpose.  
Sample 1 with the smallest grain size (10 µm)1 has shown consistent decrease in oxygen 
production due to loss in each cycle, which is probably due to partial melting of the upper 
layer, which reduces the efficiency of oxygen absorption. Partial melting of the upper layer 
was observed after the experiment and may be due to impurities in the sample. Oxygen loss in 
each cycle for three samples is shown in the Figure 3.7 and Table 3.4 shows the total oxygen 
released in first and second cycles from the three samples. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.7: Oxygen loss % in each cycle for three different grain sized samples.   
Sample 3, which has highest grain size, shows consistent desorption and absorption pattern in 
both the cycles. While cooling, it absorbed more than 99% of the released oxygen and it was 
not melted during heating.  
Another important finding of the different heating experiments was that heating and cooling 
rates are important factors for both desorption and absorption efficiencies, at least for sample 
1. A slow temperature increase of at least 15 min per 500C produces more oxygen; especially 
in the temperature range 7000C-8600C. Similarly, a slow cooling rate of at least 50°C per 30 
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min in the temperature range 8600C-7000C will produce a higher absorption efficiency of 
oxygen. 
 
 
 
 
 
Table 3.4: Total oxygen released at 8600C from CuO samples with different grain sizes for 
two successive cycles. 
3.6  Conclusions 
The CuO combustion studies produced initially 5.2 mbar to 9.2 mbar of oxygen at 860 0C, 
which would be sufficient for oxidizing carbonaceous material in meteorites. The absorption 
studies, i.e., the re-absorption of oxygen while cooling the CuO/Cu back to room temperature, 
indicates that a higher grains size  and slow cooling rates increases the absorption efficiencies, 
i.e., reduces the amount of oxygen still in the line at the end of each heating cycle. However, 
more studies are needed to optimize the use of CuO for our combustion lines.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Sample  
Cycle  
CuO (10  µm )  
Oxygen content  
CuO (10-100  µm ) 
Oxygen content 
CuO (100-500  µm ) 
Oxygen content 
First 6.6 mbar 9.2 mbar 5.2 mbar 
Second  5.1 mbar 5.8 mbar 5.2 mbar 
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 : EGT Data analysis Chapter 4
 
4.1 Introduction to mass spectrometer software 
The noble gas mass spectrometers used so far in the institute are all sector field instruments, 
for which the signal is simply measured as a current on the top of a flat peak. Using proper 
calibrations, the current at peak maximum can directly be transferred to the number of ions 
and therefore to noble gas concentrations. The situation is different for Time-of-Flight 
instruments because for them the number of ions is proportional to the area of the signal, 
which is ideally a Gaussian peak. To properly handle the signals obtained from the TOF 
system we therefore developed a computer code able to handle different peak shapes, perform 
reliable baseline corrections, and enables uncertainty estimates.  
4.2 EGT Data acquisition methods  
A key instrumental aspect in TOF-MS is how to process the pulses from the detection system 
(MCPs). Thereby the major difficulty arises because any detection and data handling system 
must be very quick. For example, for our TOF- system a mass resolution of m/Δm = 1000 
requires that the individual signals are processes as fast as ~5 ns. Typically this is usually 
done either by pulse counting (TDC) or by fast digitization of the analog signal (ADC). For 
the EGT we checked both data acquisition systems and found that each system has advantages 
and disadvantages (Guilhaus, 1995). 
4.2.1 Time to Digital Converter or Ion Counting mode (TDCs) 
A time-to-digital converter (TDC) measures the detector signal like binary values, i.e., the 
TDC counts the signal which is above a pre-selected threshold as ‘1’ and below as ‘0’, no 
matter how many ions are responsible for the signal. Consequently, the TDC gives no 
information about the number of ions. However, for proper using the TDC detection system 
the user has to carefully select the threshold voltage, which should cut all the electronic noise 
without cutting any signal.  
In practice, ion counting devices usually based on multi-stop time to digital converters. Time 
to digital (TDC) digitization begins with a discriminator, which triggers when a particular 
signal level is reached. This signal is then registered by a counter, which records the flight 
time. After a small dead time (~100 ns), discriminator and counter are ready to record the next 
ion. TDC‘s sense either the onset of pulses (start event) or onset and decline of the pulse (start 
and stop event) and store the times of the start event or intervals between start and stop 
events.  
The TDC digitizer used by us is the MCS6, a multiple event time digitizers from the company 
FASTCOM®. For proper usage an external starting pulse, which is given by the pulser, and 
the signals from the EGT detector are feed into the card, the latter is connected to one of the 
STOP inputs. Doing so, the EGT card records for each incoming stop event the specific time 
bin, which corresponds to the arrival time relative to START pulse. Specifications, features, 
and a TDC user manual (MCS6 user manual, 2012) are given in Appendix B.1.  
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4.2.2 Analog to Digital Converters (ADCs) 
By using ADCs the detector signal is digitized at a fixed sampling rate, converting the voltage 
from the detector into a digital signal. For better dynamic range ADCs are usually used in so-
called “sum averaging mode”, i.e., several spectra are digitized and the thus obtained results 
are summed together and stored into a memory. In contrast to TDC cards, using ADC cards it 
is possible to calculate the number ions that are detected in each interval.  For a proper set-up 
of an ADC detection system impedance matching is required from the detector over the pre-
amplifier to the ADC-card to avoid ringing effects. 
The ADC card used here is an Agilent U1082A – Acqiris-High-Speed PCI Data Converter 
(AP240: 8-bit, 2 ch, 1 GHz, 1-2 GS/s), which is an 8 bit ADC system from Agilent®. 
Specifications and features of the EGT- ADC set-up procedure are explained in Appendix 
B.2.  
4.3 EGT Data Analysis Software (EGT-DAS) 
4.3.1 Introduction to the data analysis software 
The TDC and ADC data acquisition systems (see above) produces output files with the 
extension *.asc, *.awd, and *.dat. The data analysis software developed in this PhD, the EGT-
DAS system, is able to work with all of those files. Ideally, the signals detected using either 
the TDC and/or ADC system should be of gaussian shape as shown in Figure 4.1. For real 
instruments, however, the signals are often not gaussian but instead have so-called modified 
gaussian shapes. Such modified Gaussians can best be described by a superposition of a 
gaussian distribution with an exponential curve (see Figure 4.1). Consequently, for getting 
proper data on peak areas the modified gaussian peak shapes must be fitted reliably, which is 
challenging. The rest of this section gives information about the software, the compatibility, 
and the user interface.   
 
 
Figure 4.1: Gaussian peak shape (a); exponential decay tail (b); exponentially modified 
gaussian peak (c) (Picture taken from Chromatographic Integration Methods (Dyson, 1998)) 
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4.3.2 Software information and compatibility  
The coding of the EGT data analysis software EGT-DAS has been written in Python 2.7 and 
the graphical user interface has been designed using the Qt designer on a Windows 7 
platform. After only minor adjustments, the program can also run under other operating 
systems like LINUX. The program can also run using a more recent version of Python, which 
is now available together with the Qt-designer in single package called “PythonXY”. 
Changing to the PhytonXY-package is highly recommended for future changes because of its 
very useful library.  
4.3.3 Graphical User Interface of EGT-DAS 
The Graphical User interface (GUI) for the EGT-DAS software is optimized for noble gas 
analysis. However, the software can also be used for any other type of TOF measurements 
after only minor adjustments. The GUI is shown in Figure 4.3. Pressing the button “Load 
data” opens a pull-down menu allowing the user to load the data file, either from the EGT or 
from any other TOF instrument. In the next step the user can give some sample details that 
help compiling all information relevant for this measurement. Finally, the program 
automatically plots the intensity as a function of time on the upper panel graph. In the next 
step the user has to perform the mass calibration, i.e., the user has to enter the time of two 
known peaks for mass calibration. For higher accuracy of the mass calibration it is 
recommended that the selected peaks cover the entire range of masses the user is interested in. 
The principal of the mass calibration procedure, which is constant until the tuning of the 
instrument is changed, is explained in chapter 6. Briefly, the total flight time T of an ion 
through the instrument is given by (Cotter, 1993): 
                                 𝑇 = 𝑡0 + ?̃?  (𝑚𝑞 )12                                             --- (4.1) 
Where t0 takes into account any offsets from the experimental set-up, i.e., from the acquisition 
electronics, the detector or a possible delay in the extraction pulser. This leads to with 
𝑐 = √?̃?): 
           𝑚
𝑞
= (𝑇−𝑡0)2
𝑆
                                --- (4.2) 
Where m is the mass of the ion (amu/q), T its flight time, t0 the starting point for m = 0, and C 
is a constant factor depending on the set-up of the instrument (Scherer, 1999). The accuracy 
of the calibration can be improved by using more than two masses. 
                                                            𝑐 = 𝑡1−𝑡2
√𝑚1−√𝑚2
                                                    --- (4.3) 
                                                          𝑡0 = √𝑚1∗𝑡2−√𝑚2∗𝑡1 
√𝑚2−√𝑚1
-                                          --- (4.4) 
The constants C and t0 can now be determined for two (or more) known values of m/q by 
using equations 4.3 and 4.4. Generally, the more known peaks are included into the evaluation 
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the better are the results. The quality of the mass calibration is also increased by using species 
that lie on opposing ends in the mass spectrum. The quality of a mass calibration is 
determined by the relative deviation δm of the measured mass to the tabulated values and 
calculated by  
                                    𝛿𝑚 = 𝑚𝑡𝑡𝑡−𝑚𝑚𝑚𝑡𝑚
𝑚𝑡𝑡𝑡
                 --- (4.5) 
Where mtab is the theoretical value and mmeas is the mass determined using the calibration. 
After the mass calibration, the plot of intensity versus m/q is shown on the lower panel of the 
GUI after pressing the button “mass plot”. In the next step the user has to select the peak of 
interest, which can be done using the mouse and selecting the time span in the first panel. 
After selecting the peak of interest the program shows the starting and end points of the 
selection, the position of the peak center, and the peak height on a display window. After 
having checked that the peak selection is reliable in term of baseline correction (see below), 
the user presses the button “EGT FIT” to obtain the results of the selected peak, i.e., peak 
center, the background corrected peak amplitude, and the full width at half maxima. In 
addition, the program calculates the mass resolution and the signal-to-noise ratio. The main 
result, however, which is the net-area under the peak, is calculated via three different 
methods. First, is assumed that the peak has a gaussian shape and a gaussian function is fitted 
through the (background corrected) data. Second, an exponential modified gaussian function 
(EMG) is used for fitting. Third, the area is determined using Monte Carlo integration 
techniques (MCI). The results for each selected peak can be exported into a text-file by 
pressing the button “exports results“. Note, the current version of the GUI also consists of 
additional buttons labeled with the names of the noble gas isotopes. Unfortunately, the buttons 
are not yet programmed but the goal is that pressing the button with automatically select the 
peak of this isotope and the program will perform all the peak selection and fitting procedures 
automatically. A flow diagram of the EGT-DAS program is given in Figure 4.2. 
4.4 Introduction data handling 
While pre-handling the data is not necessary in our EGT-DAS program, we have to 
distinguish whether the measurements have been done using the ADC or the TDC card. In 
general, the data obtained using the ADC card are more difficult to handle and to interpret. 
The reasons are as follows. First, measurements done using the ADC card produce – 
depending on the acquisition setting - often more than one spectra/file and/or folder for each 
measurement. In contrast, measurements using the TDC card produce only one data file. 
Second, data measured using the ADC card often suffer from electronic noise and a proper 
background correction is necessary. In contrast, the noise is electronically eliminated via the 
threshold and discrimination option of the TDC system, which therefore enables an almost 
background free measurement. However, no matter the differences, both types of spectra can 
be handled with the EGT-DAS program using the same GUI set-up. 
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Figure 4.2: The flow chart for the EGT-DAS gives basic information about the data analysis process  
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Using the ADC card for data analysis multiple files are summed together and plotted as 
intensity versus time diagrams (Fig. 4.4., upper panel) and – after mass calibration - as 
intensity versus mass diagrams (Figure 4.5, lower panel). An ADC data files consist of 40’000 
data points. With a sampling rate of 0.5 ns a spectrum is 20 µs. Note that with this sampling 
rate the heaviest Xe isotopes reach the detector after about 14 µs). In the measurement set-up 
used by us we produce mass spectra from mass zero up to mass 500 amu. For our data 
handling procedures, however, we limit the mass spectra to masses lower than 200 amu. Note 
that the averaging mode of the ADC card itself produces averages of the individual spectra, 
called waveforms. An example of such an averaged version, where 60’000 individual 
waveforms are summed together, are shown below Figure 4.4. With the used 1 kHz pulse 
frequency, averaging 60’000 spectra then takes 1 minute of acquisition time. Each output data 
file produced by the ADC card contains information regarding settings (Table 4.1). The first 
line gives the path of the data file, the second line gives the acquisition date and time, the 
third lines gives the  number of data acquisitions (the ADC card recalls each acquisition as a 
sample). Line number five gives the time range, i.e., the0.5 ns sampling time. With such 
settings, i.e., 0.5 ns sampling time and 40’000 number of samples we cover a total 
measurement time per spectra of 20 µs. 
 
Table 4.1: Information regarding ADC data acquisition settings in the data acquisition file. 
 
Figure 4.4: Plot of intensity versus time for a Kr-Xe calibration. The ADC data are for 
40’000 data points taken every 0.5 ns with 60000 averagers. 
1 # c:\Users\ramisetty\Desktop\AcqirisRun_2014-12-11T12-22-36\AP240 Ch1 2X_1.awd 2 # Date: 2014-12-11T12:23:37 3 # Number of samples: 40000 S (40.0 KS) 4 # Time increment: 5.00000000e-10 s (500 ps) 5 # Gain: -1.95312500e-04 V/LSB (-195 µV/LSB) 6 # Offset: 2.40000000e-02 V (24.0 mV) 7 # Number of waveforms per average: 60000 Waveforms 8 # Trigger delay (in samples!): 0.00000000e+00 S (0.00 S)0 
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Figure 4.5: Mass calibrated spectra for the time spectra shown in the upper panel.  
As mentioned above, the header includes information on measurement date, number of 
acquired samples, the sampling interval (given by the time increment of 0.5 ns), the gain of 
the acquisition card (Gain), and the Offset, which is chosen by user. In addition, the header 
gives the number of waveforms per average and the trigger delay. With such information the 
conversion of the voltages to the digital value scan is done according to (see also Acqiris 
acquisition card manual, Acqiris Manual, AP240): 
𝑣𝑣𝑣𝑡𝑡𝑔𝑚 = 𝐺𝑡𝐺𝐺 ∗ � 𝑑𝑑𝑡𝑑 𝑣𝑑𝐴𝑆𝑆𝑣 
𝑁𝑆𝑚𝑁𝑆𝑆 𝑆𝑑 𝑤𝑑𝑣𝑆𝑑𝑆𝑆𝑚𝑣 − 128� − 𝑣𝑜𝑜𝑚𝑚𝑡                        --- (4.6) 
Based on the thus determined voltage and with the input impedance of R = 50 Ω we can 
calculate the ion current and therefore the ratio of the ion current relative to the gas amount, 
which is the sensitivity of the spectrometer. 
4.5 Peak area determination  
4.5.1 Peak selection and baseline correction  
The span selection of a Kr spectrum before mass calibration is shown in the upper panel of 
Figure 4.6(a), the corresponding mass spectrum is given in the middle panel in Figure 4.6 (b), 
and the selected 84Kr peak is as shown in the lower panel (Figure 4.6(c)).  
After having selected the region of interest, data obtained using the ADC card need to be 
corrected for electronic noise, which gives the baseline in the spectrum. Here we use a simple 
numerical technique for the baseline correction of the selected peak, which is based on first 
and second order derivatives (Glynn, 2007). The procedure, which gives the left (XL) and 
right (XR) limits of the peak, is graphically explained in Figure 4.7. 
Briefly, the peak is defined by positive values that are continuously increasing from the 
beginning to center of the peak. Coming from the low mass side, first and second derivatives 
are zero or close to zero until the peak starts, then both derivatives show positive data points 
that increase with time or m/q. At the end of the peak of the high mass side the first derivative 
is negative and second derivative is positive and both become zero again (Figure 4.7) 
(Shulamit Levin, 1997). With this technique the start and the end of the peak can be 
determined, which is needed to define the background. After having established where the 
Mass in amu 
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peak is, i.e., the region covered by the peak, the rest of the selected region is assumed to be 
baseline that needs to be corrected for. Thereby the baseline under the peak is determined 
from the baseline left (and right) of the peak. This is done using a best linear fit from XL to 
XR. Note, this technique only gives a reliable baseline for peaks where the baseline of the high 
and the low mass side of the peak is similar. In cases were the baseline is different on both 
sides of the peak, alternative and more sophisticated baseline fitting procedures must be used. 
Note, for proper baseline correction the selected area should cover at least 20 points to the left 
of the starting position of the peak. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.6: Peak Selection on EGT-DAS (a) Spectra of intensity as a function of time for Kr 
isotopes. (b) The same spectra but with intensity as a function of m/q (c) Selected 84Kr peak.  
84 amu 
Final Peak selection to proceess 
Mass in amu 
Intensity vs Mass Plot 
Intensity vs Time Plot 
84Kr 
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Figure 4.7: First and second derivatives of Gaussian peak, both are positive after the peak 
starts and zero before. At the end of the peak first derivative (FD) is negative and second 
derivative (SD) is positive and then both are zero.  
4.5.2 Smoothing and Signal-To-Noise ratio calculation 
The background corrected data are then smoothed using a lower degree Savitzky Golay filter 
(Golay, 1964), which is a smoothing technique without disturbing the original signal. A very 
important parameter describing the quality of a measurement set-up is the signal to noise ratio 
(SNR), which is a measure how much larger the signal is compared to the noise. A large 
signal-to-noise ratio indicates that the signal is much larger than the noise, which is an 
indication of a reliable measurement. 
Y=0 
FD=0 
Y>0 Y=0 
FD = 0 
SD > 0 SD = 0 SD = 0 
XL XR 
FD < 0 
SD > 0 
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Figure 4.8: Original data (blue line), baseline (red line), and smoothed data (green line with 
dots) for the selected 82Kr peak. 
Here we calculate the SNR by making use of the fact that the noise level on the signal 
should be the same as in-between signals, i.e., that the noise is mass independent (at least in 
limited mass ranges). Note, the noise can be reduced by using longer acquisition times 
and/or by summing and averaging more spectra. Doing so, the reduction of the noise and 
therefore the increase in SNR is proportional to the square root of the acquisition time 
and/or the number of spectra that are averaged. The EGT-DAS program calculates the SNR 
for every peak automatically after subtracting the baseline according to: 
                𝑆𝐼𝑔𝐼𝑑𝐴  𝑑𝑚𝑎𝐴𝐼𝑡𝑆𝑑𝑆 
𝐼𝑆𝐼𝑣𝑆 𝑁𝑑𝑣𝑆 =  𝑆(𝑋𝐵)�������                                                               --- (4.7) 
Here the signal amplitude is the peak height after baseline subtraction and the noise base is 
the mean value of the baseline. 
Figure 4.9: The calculation of the signal-to-noise-ratio (SNR), which is the ratio of the signal 
amplitude (S) to the noise level ( 𝑋�𝐵) (Agilent, 2011). 
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4.5.3 Mass resolution  
The mass resolution is mathematically defined as  
𝑚
∆𝑚
= 𝑡
2∗∆𝑡
= 𝜇𝑡
2∗𝐹𝐹𝐹𝐹
−                                                           --- (4.8) 
where t is the time-of-flight, µt is the center of the peak, and ∆t is the full-width at half 
maximum (FWHM), which is experimentally determined from the time spectrum.   
4.5.4 Peak Area Calculation 
After peak finding, definition of the background, baseline subtraction, and smoothing the 
EGT-DAS software calculates the area under the peak by using three different methods, i) 
numerical Monte Carlo integration (MCI), ii) fitting a gaussian shape to the peak, and iii) 
fitting an exponentially modified gaussian shape to the peak. Below the three different 
methods are explained in some detail. 
4.5.5 Monte Carlo integration (MCI)  
For the EGT-DAS program we use the so-called “dart method” also known as “hit and miss 
method” (Langtangen, 2012).  
Consider a geometric region G in the plane and a surrounding bounding box B with geometry 
[𝑥𝐿, 𝑥𝐹] and [ 𝑦𝐿, 𝑦𝐹]. One way of computing the area of G is to draw N random points inside 
B and count how many of them, M, lies inside G, i.e., under the peak. The area of G is then 
the fraction M/N times the area of B, (𝑥𝐹−𝑥𝐿) ×(𝑦𝐹 − 𝑦𝐿).  
 
 
 
 
 
 
 
 
 
 
 
Figure 4.10: Hit and miss method for integrating an area under a curve. Random numbers are 
produced within the x-y limits and are compared to the curve f(x). All random numbers are 
𝑦𝐹 = 𝑚 
𝑥𝐹 = 𝑡 
Inside Points M 
Total Points N 
𝐵𝑣𝑥 𝐵 
𝑥𝐿 = 𝑡  
39 
 
shown as blue dots. The points under the curve are shown by the red dots. The fraction of hit 
points under the curve with respect to the total number of random points in the total selected 
area gives the area under the curve, i.e. the area or integral is then given by:   
𝐴𝐴𝑚𝑡 = 𝐹
𝑁
×𝑚×(𝑡 − 𝑡)                                                                  --- (4.9) 
Where   M = number points under the curve  
 N = total number of random points 
 m = maximum of f(x) in the limits of a and b 
 a, b =  left and right limits of x  
In our case, after selecting a peak, the MCI will determine the area as given in eqn. 4.9. The 
MCI part of the code has been validated for different shapes of known area (triangle, 
semicircle) and with different amounts of random numbers. In addition, the MCI part has 
been done for peaks before and after smoothing.  
Monte Carlo Error Analysis:  
The accuracy of Monte Carlo methods only depends on the sample size of the random 
numbers N; the uncertainty is proportional to N-1/2. Note, the uncertainty is independent on the 
dimension of the integration, i.e., the accuracy of the integral only depends on the number of 
trials. The variance of the data is given by   
𝑉𝑡𝐴(𝑜) ≡  1
𝑁
∑ (𝑜(𝐺) − 𝑜 � )2𝑁𝐼=1         --- (4.10) 
And by Central Limit Theorem, the error of the integral is           
    𝐸𝐴𝐴𝑣𝐴(𝐼) = �𝑉𝑑𝑆(𝑑)
𝑁
                                                                      --- (4.11) 
Here 𝑜(𝐺) is the value of the function at interval i, in our case it is the data measured at time 
step i. The term 𝑜 � is the mean value of the data. The EGT-DAS program determines the peak 
areas usually by using between 104 and 105 random numbers for integration. The result of the 
MCI is the area and the uncertainty for each selected peak.   
4.5.6 Area calculation by peak fitting  
The EGT produces gaussian or almost gaussian peaks. Those being only “nearly gaussian” 
can best be described using the exponentially modified gaussian shapes. The EGT-DAS 
program can fit both types, i.e., gaussian or EMG to the data. For fitting the program uses the 
Scipy optimizer’s fmin ( ) function, that is based on a downhill simplex algorithm. The initial 
parameters needed for fitting are automatically calculated from the measured peak data. The 
gaussian function used for fitting is defined as:  
  𝑜𝐺𝑑𝑆𝑣𝑣𝐼𝑑𝐼(𝑥) = 𝐴𝜔√2𝜋 exp �− 12 �𝑥−𝑥𝑐𝜔 �2�                                                                     --- (4.12) 
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The exponentially modified gaussian (EMG) is a gaussian function extended by an 
exponential term that describes the tail of the peak (see also section 4 .3.1). The exponentially 
modified gaussian (EMG) function is defined as (Dyson, 1998): 
𝑜𝐾𝐹𝐺(𝑥) = 𝐵2𝑡0 𝑚𝑥𝑒 � 𝜔22𝑡02 − �𝑥−𝑥𝑐𝑡0 �� ∗ �1 + 𝑚𝐴𝑜 � 1√2 �𝑥−𝑥𝑐𝜔 − 𝜔𝑡0��� + 𝑦0                     --- (4.13) 
Where y0 is the offset from the y–axis 
B is the Area under the peak  
x is the time step 
xc is the center of the data set 
w is the width of the function 
t0 is the modification factor  
The EMG function with respect to the amplitude is written as:  
𝑜(𝑥) =  𝑦0 + 𝐴𝑡0 𝑚𝑥𝑒 �12 �𝜔𝑡0�2 − 𝑥−𝑥𝑐𝑡0 � ∫ 1√2𝜋 𝑚𝑥𝑒 �− 𝑦22 �𝑧−∞ 𝑑𝑦                     --- (4.14) 
Where 𝑧 = 𝑥−𝑥𝑐
𝜔
−
𝜔
𝑡 0
 
y0 is the offset from the y–axis 
A is the amplitude of the data set 
x is the time step 
xc is the center of the data set 
w is the width of the function 
             t0 is the modification factor  
However, equation 4.12 is a normal probability integral; its error function is given by: 
∫
1
√2𝜋
𝑚𝑥𝑒 �−
𝑦2
2
�
𝑧
−∞
𝑑𝑦 =  1
2
+ 1
2
𝑚𝐴𝑜 �
𝑧
√2
�                                                       --- (4.15) 
Here erf (z) represents the error function (Dyson, 1998) erf(𝑧) =  2
√2𝜋
∫ 𝑚𝑥𝑒(−𝑢2)𝑑𝑢𝑧0                                                                         --- (4.16) 
Therefore, the final equation in terms of amplitude can be written as: 
𝑜(𝑥) =  𝑦0 + 𝐴𝑡0 𝑚𝑥𝑒 �12 �𝜔𝑡0�2 − 𝑥−𝑥𝑐𝑡0 � � 12 + 12 𝑚𝐴𝑜 � 𝑧√2� �                                        --- (4.17)  
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In the program, we are using this function for peak fitting. The initial parameters are y0 from 
the baseline correction, A from the maxima of the selected data, Xc from the center of the 
peak. Also the initial value of the FWHM, here w, is determined from the experimental data. 
For all these data the peak fitting procedure will return best fitted parameters.  The result of 
the peak fitting is as shown in Figure 4.11  
 
 
Figure 4.11: Peak fitting with Gauss and EMG functions and area under the curve for 82Kr 
and86Kr for MCI before smoothing, MCI after smoothing, gauss fit area and EMG fit area.  
82Kr 
 
82Kr 
86Kr 
86Kr 
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4.5.7 Error Analysis 
Physically the peak area is determined by the number of electrons counted in a certain time 
interval. Consequently, each signal in each time follows a gaussian distribution (Bevington, 
Robinson, 2003). Therefore the area and its uncertainty can be calculated using:  
𝜎𝑇𝑆𝑡 = �𝜎𝐵𝐺2 + 𝜎𝐹𝑀𝐼2  
or 
𝜎𝑇𝑆𝑡 = �𝜎𝐵𝐺2 + 𝜎𝐴2 
Where  𝜎𝐵𝐺2 = 𝑣𝑡𝐴𝐺𝑡𝐺𝑐𝑚 𝑣𝑜 𝑡𝑡𝑐𝑏𝑔𝐴𝑣𝑢𝐺𝑑 𝑐𝑡𝑣𝑐𝑢𝑣𝑡𝑡𝐺𝑣𝐺  
𝜎𝐹𝑀𝐼
2 = 𝑚𝐴𝐴𝑣𝐴 𝐺𝐺 𝑀𝑣𝐺𝑡𝑚 𝑐𝑡𝐴𝑣𝑣 𝐺𝐺𝑡𝑚𝑔𝐴𝑡𝑡𝐺𝑣𝐺  
𝜎𝐴
2 = 𝑣𝑡𝐴𝐺𝑡𝐺𝑐𝑚 𝑣𝑜 𝑡𝑣𝑡𝑡𝑣 𝑡𝐴𝑚𝑡 𝑐𝑡𝑣𝑐𝑢𝑣𝑡𝑡𝐺𝑣𝐺 
 
4.6 Output data file  
After a successful calculation of peak areas and uncertainties the user can store the results in a 
text-file that can later be opened by, e.g., EXCEL®. Currently the output file contains sample 
details, peak limits, peak heights, FWHM values for all peaks, SNR, Mass resolution, the 
areas obtained using MCI, areas obtained using a gaussian fit, and the areas obtained by 
fitting an EMG. For all areas the uncertainties are also given.  
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 : EGT-MS Design & Development Chapter 5
 
5.1 EGT-MS Introduction and motivation  
Measurements of trace elements or isotopic abundances are of considerable interest in 
cosmochemistry and would not only allow an assessment of the abundances of elements and 
isotopes in the solar system but would also give information on transformation mechanisms of 
planetary material. Spectroscopic methods (gamma ray spectroscopy, X-ray spectroscopy, 
etc.) have been used for a long time in for elemental analysis but they have many 
disadvantages such as low sensitivities and difficulty in spectroscopic data interpretation. On 
the other hand, approaches like mass spectrometry provide precise and accurate 
measurements of trace elements and isotopic abundances. For several decades, sector field 
instruments became very popular for cosmochemistry and geochemistry but there are several 
disadvantages. Old types of sector field mass spectrometers were only able to measure one 
isotope per time. Recently, multi-collector sector field instruments became popular, but also 
faced problems, such as the ability to measure only one noble gas at a time, the difficulty 
calibrating different detectors, and an increase in volume, which decreases the efficiency of 
the system. However, Mass spectrometry continues to prove to be a very reliable, robust, and 
flexible analytical technique, ensuring that its use will continue to help investigating the 
universe, especially, time-of-flight (TOF) mass spectrometry is considered as one of the most 
important analytical technique with miniature high sensitive features, and also the time-of-
flight mass spectrometers became popular due to recent advancements in technology, which 
can avoid the above mentioned difficulties in the sector field instruments. Several miniature 
time-of-flight mass spectrometers were developed for space applications including the RTOF 
mass spectrometer of the ROSINA instrument onboard the ROSETTA mission (Balsiger, 
2007) but no significant development of time-of-flight (TOF) mass spectrometry for 
laboratory noble gas measurements all isotopes. The TOF instruments in the noble gas 
laboratories are using pulsed laser systems in ionization which are highly efficient but they 
are highly specialized (for example, the RELAX system in Manchester (Xe isotopes) and for 
the newly developed Kr spectrometer in Bordeaux) i.e. they are limited to one type of noble 
gas. To overcome the limitations mentioned above a new time-of-flight mass spectrometer is 
developed, which is based on RTOF (Balsiger et al. 2007). This works with electron impact 
ionization couple with ion trap and then the ions are extracted from the trap by using a high 
voltage extraction pulser into drift region followed by reflectron. The reflectron enhance the 
mass resolution. This design allows to measure all types of noble gases (He, Ne, Ar, Kr, and 
Xe). This new compact high sensitive design of time-of-flight mass spectrometer call it as 
Edel Gas Time-of flight Mass Spectrometer (EGT-MS). Another similar time-of-flight mass 
spectrometer for stratospheric chemical composition measurements was used for the P-BACE 
(Polar Balloon Atmospheric Composition Experiment) mission by Abplanalp (2009). With 
several modifications in EGT-MS design, leads to develop a new miniature high sensitive 
mass spectrometer for very low concentrations of noble gases in meteorites at the University 
of Bern.  
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Noble gas analysis in cosmochemistry often needs high sensitive mass spectrometers. For 
such kind of applications, a miniature high sensitive noble gas mass spectrometer has been 
developed, which contains a well optimized compact electron impact ion storage source 
(Abplanalp, 2010), a grid-free reflectron, and a well-designed detector. More details about the 
design and characteristics of the EGT-MS are described and discussed later in this chapter.  
 
5.2 EGT Design and characteristics  
The basic modules of the Edel Gas Time-of flight Mass Spectrometer (later called EGT-MS, 
here after EGT-MS will refer as EGT) are the electron impact ion storage source, the 
reflectron time-of-flight analyzer, and the microchannel plate detection system. The 
engineering diagram of EGT is shown in Figure 5.1    
 
Figure 5.1: Engineering drawing of the EGT. Shown are all important parts of the ion-source, 
the reflectron and the detector with A) flange with the ion source and the detector with 
feedthroughs B) ion source C) getter D) reflectron, E) ion getter pump F) flange with 
reflectron feedthroughs G) ) turbo pump  H) charcoal I) detector  
The primary design of the EGT has undergone various changes and improvements (Huber, 
2011). Further modifications in the connection of the turbo pumps and the detection system 
led to the present version. This new EGT has no electronic parts and a reduced volume due to 
improvements of the pumping connections. Its dimensions are 32 cm length, 7.2 cm of inner 
diameter, and a volume of 1.3 L. EGT physical details and operational parameters are given 
the Table 5.1.  
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EGT Physical Parameter 
EGT weight  ~2.0 kg 
Length  33.0 cm 
Diameter  7.2 cm 
EGT Operational Parameter 
Base pressure  ~10-10 mbar 
Filament Heating current  ~1.25 A 
Detector voltages  ~2100 V for both (<2400V)  
Pre-amp(Limiter) Gain   1 
Pre-amp(Limiter) clipping voltage 5 V 
Pulser voltage  ~485 V 
Bakeable Temperature ~300o C  
 
Table 5.1: The technical details of the EGT are as mentioned in the.  
5.2.1 Ion Source  
The primary module of the EGT is an electron impact ion storage source. It is a small gridless 
electron impact ion source coupled with a trap as shown in Figure 5.2(a) and 5.2(b). The 
electrons produced by a hot LaB6 filament move perpendicular to the ion optical axis towards 
the electron trap. On their way to the trap they ionize the neutral atoms/molecules and the thus 
produced ions are stored in a small potential well created by the space charge of the electron 
beam. The difference between a non-storage, continuous extraction ion source and a storage 
ion-source is explained in chapter 2. The ion source consists of several electrodes (as shown 
in Figure 5.2. (b)), which guide the electrons and ions to increase the performance. The EGT 
source has two slots for two filaments. The ions will be extracted into the acceleration region 
towards the time-of-flight drift region by applying a high negative potential at the extraction 
grid. In the acceleration region, ions are accelerated by applying high voltages to the lenses, 
which also focuses the ion beam  
 
 
 
 
 
 
 
 
 
Figure 5.2: (a) View of the EGT ion source (b) schematic diagram of source electrodes. The 
dotted line is the ion optical axis. 
7.3 cm 
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a) Filament:  
The basic component in an electron impact ion source is the filament. In our EGT, it is a 
Lanthanum Hexaboride Cathode (LaB6) from Kimball®. LaB6 filaments give a greater 
brightness (higher current density), lower energy spread, and a longer lifetime than standard 
tungsten filaments. The rate of electron emission from any surface is material and temperature 
dependent. The current density and efficiency for various cathode materials are shown in 
Figure 5.3. The rate at which ions are produced depends on the electron current and the 
ionization cross-section of the considered species.  
 
Figure 5.3: (Upper) Electron current density emitted from a material as a function of 
temperature for several cathode materials (Wolf, 1995). (Lower) Saturation current density 
(solid line) and efficiency (dashed line) versus cathode temperature for tungsten (black) and 
lanthanum hexaboride (red). 
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For ion storage and extraction, the position of the filament and the direction of the electron 
beam are very important parameters, which can be better adjusted using LaB6 filaments 
compared to tungsten filaments, since for the latter the position of the electron emission is 
uncertain when switching on and off the heating current and it can even change over time. 
The LaB6 cathode is mounted on a graphite base in a small and well defined area. The EGT 
has two slots for two filaments but at the moment only one filament is in operation, the 
filament slot and the filament position are shown in Figure 5.4. The specifications and 
different characteristics of the used LaB6 filament are shown in Figure 5.5. The filament set-
up and startup procedures can be found in Kimball (2015). Filament emission and heating 
currents are optimized for an efficient performance of the ion source and we are using a 
heating current of about 1.25 A, to have a constant regulated emission current of 250 µA. The 
operating voltage is 2 V and the cathode should operate at a pressure of lower than 10-8 mbar. 
The heating current should not exceed 2 A, because the lifetime of the cathode is significantly 
reduced due to evaporation of the crystal if the heating current is in the range ~2 A. The 
performance of the filament for different emission currents are discussed later in the results 
chapter. The filament should be installed carefully without any deformation since the position 
of the electron beam strongly depends on the exact position of the filament in the source. Due 
to electron beam deformation during ion extraction by the high voltage pulse, the electrons 
often reach not the other side of the ion source, i.e., the electron trap.. Hence regulating the 
trap current as a measured of electron emission does not work reliable. We therefore regulate 
directly measured emission current.  
 
 
Figure 5.4: EGT ion source with filament: (a) Filament position in the source on CF-63 
flange, (b) filament holder (c) A lanthanum hexaboride cathode mounted on a ceramic base 
(white cylinder) from Kimball Physics (Kimball, 2015). (d) The LaB6 crystal (lavender) 
mounted on a graphite base. 
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Figure 5.5: Typical parameters of a Kimball LaB6 cathode (Kimball, 2015). (a) LaB6 filament 
specifications (b) heating voltage vs heating current. (c) Temperature vs heating current (d) 
emission current vs heating current.  
The upper left table of Figure 5.5 shows the technical details of the filament, the upper right 
figure shows the variation of heating voltage with respect to the heating voltage of the 
filament, the left lower figure gives the information about filament temperature versus heating 
current and the right lower plot shows the emission current versus heating current for filament 
of different diameters. We are using the filament at 1.3 A of heating current for 250 µA of 
emission current and the heating current below 1400 K. 
b) High frequency pulse generator:  
Another important component of an ion storage source is the extraction pulser because the 
temporal properties (turn-on rise time, turn-off rise time, and pulse width) of the extraction 
pulser significantly affect the performance of a TOF system (see chapter 2). The extraction 
pulser is connected to the extraction grid and extracts ions periodically from the storage 
region (close to the source). Thanks to the high voltage of the pulse relative to any of the 
source voltages, the ions are accelerated into the drift region.  The rectangular pulse generator 
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used by us is based on an ultrafast solid state switch from Montena®. The repetition frequency 
and the duration of the time base can manually be adjusted. 
 
Figure 5.6: Front panel of the pulse generator from Montena®. PULSE OUT and SYNC OUT 
are for pulse and trigger signals. The back panel has three connections, one for ground, one 
for the bias voltage, and one for the high voltage power supply. 
The pulser can be operated continuously, from 0 V to -600 V, and up to 10 kHz frequency 
with a maximum pulse width of 2.5 µs.  
The detailed specifications of the pulser are listed in Table 5.2                                                                                               
Specification Condition 
Maximum pulse amplitude 20 V to 600 V (adjustable) 
Repetition frequency  ~10 kHz (adjustable)  
Turn-on-rise time  < 5 ns 
Turn-off-rise time  ~80 ns 
Pulse width time  ~2.5 µs (adjustable) 
 
Table 5.2: The basic characteristics of the used pulser (Montena®).  
The back panel of pulser has three connections, one for the bias voltage, one for ground, and 
one for the high voltage supply. 
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Figure 5.7: (upper panel) Rectangular pulse from the pulse generator. (Lower panel)  (a) 
Pulse rise time of ~5 ns from 10% to 90 %; (b) Pulse width of ~2.5 µs; (c) Pulse fall time of 
~80 ns. 
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c) Source Electrodes:  
The ion source has a total of 18 feedthroughs; the schematic diagram of the electrodes is 
shown in Figure 5.2(b). Considering the electrodes, the back plane and the extraction grid are 
very important to create the potential depression needed to store the ions. Abplanalp (2010) 
has explained the effect of these voltages on the potential well and also on the ion storage 
region.  The ion source has two ion repellers, which direct the ions into the storage space. The 
source also has two electron repellers, which guide the electron beam for optimizing the ion 
efficiency. Filament, ion repeller, electron repeller, back plane, extraction grid, and ground 
electrodes are all connected low voltage feedthroughs (±100 V). The remaining electrodes are 
connected high voltage feedthroughs (up to 5000 V). The storage region is connected to the 
acceleration region; which consists of three electrostatic lenses (lens 1, lens 2, and lens 3). 
High voltages (-1000 V to -5000 V) are applied in order to accelerate the ions into the drift 
region. These voltages have to be carefully tuned to achieve good focusing of the ion beam.  
5.2.2  Drift tube & Reflectron 
At the beginning of the drift region all ions in the same charge state acquire the same energy 
and they start moving into the field-free drift region. However, ions with different masses 
have different kinetic energies and will therefore have different velocities, which temporarily 
separates them. At the end of the drift tube the ions enter the reflectron where they are 
reflected. After this turnaround they travel back towards the detector. The grid-free reflectron 
consists of 16 stainless steel rings with different shapes and potentials, carefully adjusted to 
focus the ions spatially and energetically on the detector. 
 
Figure 5.8: (a) Reflectron of EGT (b) schematic view of reflectron electrodes.  
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5.2.3  Detector 
The detector setup is especially designed and built for this instrument. It is characterized by a 
very small volume, it is bakeable to 250°C, and connected to a 50 Ω impedance matched gold 
plated anode. For detection we use microchannel plates (MCP) from Photonis®, which offer 
longer life time, relatively higher gain, and lower dark currents than other commercially 
available MCP. They also provide the highest L/d ratio currently available on the market for a  
high gain in chevron configuration.   
 
Figure 5.9: Microchannel plates and detector setup. 
The detector design of the first EGT generation is as shown in Figure 5.10(a). It was set up 
with electronic components in a RC-circuit and zener diodes to reduce ringing and to control 
the voltage of the detector back side. The used MCPs had a 40:1 aspect ratio. In contrast, the 
present design comes without any electronic components and the MCPs have a 60:1 aspect 
ratio, which produces more gain and also controls ion feedback.  
 
Figure 5.10: Schematic view of detector configuration (a) Detector design of the first 
generation EGT (picture from Huber, 2011) (b) Detector design of the current version without 
any electronic components. 
Another important part of detector set up is the design of the anode and the connection to the 
standard 50 Ω transmission line. The anode is a 1 mm thick gold plated stainless steel disk 
with a diameter of 11 mm. At the center of the anode, a 1 mm thick wire is directly welded 
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and straight-line connected to a high-frequency sub-miniature-version A (SMA) vacuum feed-
through. The signal line is completely shielded to ensure a 50 Ω impedance matching, which 
is needed for a clean pulse shape and no ringing (Abplanalp, 2009).  
5.3 Pre-amplifier (Limiter) 
A custom made pre-amplifier is placed in between the anode and the data acquisition system 
to protect the latter from high voltage signals. The 1 GHz voltage clamp preamplifier with 
gain of 1 has a very fast recovery time after voltage saturation. Two stages of clamping diodes 
are used to limit high voltage peaks Due to this set-up, high voltage peaks are clamped while 
small voltage peaks are unchanged. It is actually a “limiter”, because it cuts/limits signals 
larger than 5 V using the clamper circuit. The limited is needed to protect the ADC and TDC 
cards from too high voltage signals since their maximum input voltage is ~5 V. This circuit 
also reduces the internal noise generated during the signal transmission by impedance (Pre-
amp EGT, 2011) 
5.4 Data acquisition system 
As described above, the EGT has two data acquisition systems: An analog to digital converter 
(ADC) and a time to digital converter (TDC).  
The ADC card used by us is from Agilent® (Figure. 5.4).It is a two channel, 8 bit card with 
ultra-fast real time sampling and transfer rate (up to 1-2 GS/s) and a full scale from 50 mV to 
5 V. Hardware and software installation procedures are described in Agilent Acqiris (2012).. 
The connection ‘INPUT 1’ is the connection to the spectrometer anode signal and ‘TRIGGER 
IN’ is connected to the external trigger. The maximum signal amplitude should not exceed 5 
V, otherwise the signal will damage the ADC card. To avoid this problem we are using the 
voltage limiter (see section 5.3). The ADC card can be used in different modes but we are 
using mostly the averaging mode. More details can be found in Appendix 4.A.  
 
Figure 5.4: Front view of the Agilent ADC card-Acqiris AP240.  
The used TDC card is an ultra-fast multiple event time digitizer from FastComTec®. It is able 
to measure multiple events in up to 6 input channels with a time resolution of 100 ps. The 
sweep count rate is up to 2 GHz. (MCS6, 2012). The spectrometer signal and the external 
trigger signal are connected to the STOP and START inputs, respectively. The output signals 
of the TDC are transferred to the computer via high speed USB ports. The TDC card can be 
used in “Endless mode” without dead time or in “stop after sweep mode” with a fixed dead 
time of 96 ns.  
54 
 
 
Figure 5.5: Front panel view of the FastComTec® TDC with multi stop inputs. External 
trigger signal from pulse generator has to be connected to the START connection and 
spectrometer signal from the anode has to be connected to one of the STOP inputs.    
5.5 MoRaMi Voltage control system  
All the voltages to the EGT are controlled by custom made voltage control systems called 
MoRaMi (Modular Rack Measurement Instrument). Two separate MoRaMis are built, one for 
low voltages and one for high voltages. The low voltage MoRaMi can supply voltages in the 
range -100 V to +100 V. In a final version an external -500 V module for a pulser and a 
filament control unit are also planned. Currently, the control filament for the EGT is via an 
external supply. The high voltage MoRaMi can deliver voltages up to -5000 V. Both 
MoRaMis can either be operated via computer control or manually. 
5.6 Vacuum and purification system and its control 
The EGT has an ultra-high vacuum pumping system with turbo molecular pumps, ion getter 
pumps, together with charcoal and getter purification systems. The vacuum system of the new 
EGT has been improved compared to the earlier version by reducing unnecessary volume.. 
The Turbo pumps, which are from Pfeiffer Vacuum® (model High pace 80), are connected to 
the EGT with a CF-40 flange. The turbo pumps are connected to pre-vacuum tanks. On the 
opposite side of the EGT an ion getter pump is connected via a CF-40 flange. A charcoal trap 
and a getter are connected to the EGT via CF-16 flanges.  
5.7 Calibration gas and its control system 
The determination of the mass fractionation factors and the sensitivity of the EGT is done 
using so-called calibration gases, which are stored in 2 liter bottles. By using a well calibrated 
pipette, a small fraction of the gas is taken out of the bottle (usually in the range of permil or 
less of the total amount in the bottle, see Figure 5.7), which is then measured using exactly the 
same procedure as for the samples. The calibration bottles were filled and cross-calibrated at 
ETH in Zurich. For the EGT there are three calibration bottles, of for He-Ne, one for Ar, and 
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one for Kr-Xe. The valves of the calibration bottles are automatic and can be operated using 
the (self-made) Ionic2 software.  
 
Figure 5.6: Used MoRaMis systems for high and low voltage supply of the EGT.  
 
 
Figure 5.7: (a) Schematic viewing of the combination calibration gas bottle and pipette 
combination. (b) Picture of a calibration bottles in the lab. 
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 : EGT Operational Manual & Chapter 6
Troubleshooting Guide  
A simple overview of the laboratory set-up of the EGT is shown in Figure 6.1. The EGT is 
connected to a sophisticated vacuum system, an extraction system either for melting of 
samples in vacuum or combusting samples under oxygen partial pressure, calibration bottles, 
and the electronic supply and control system (MoRaMi). 
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Figure 6.1: The key components of the EGT-MS detection system.  
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6.1  Pre-operational conditions  
The pre-operational conditions for the EGT in terms of vacuum, electronic 
connections, and control system are very similar to other noble gas mass spectrometers. The 
EGT has a very efficient and safe vacuum system and is equipped with turbo molecular 
pumps from Pfeiffer Vacuum® and ion getter pump from Varian®. The extraction system and 
the mass spectrometer have separated pump systems and can both be pumped separately with 
either the turbo molecular pump and/or the ion getter pump. A schematic drawing of the 
vacuum system is shown in Figure 6.2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.2: Vacuum systems of the EGT and the extraction line. T1, T2, and T3 are turbo 
molecular pumps, R1, R2, and R3 are recipient tanks, and IGP is the ion getter pump.  
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6.1.1 EGT Feedthrough connections  
The EGT has 36 electronic connections, all connected to the inside of the spectrometer via 
feedthroughs. Proper grounding of the entire system is crucial because otherwise the high 
noise level makes proper measurements impossible. 
6.1.2 MoRaMi voltage connections  
The EGT is equipped with a voltage supply and control device called MoRaMi (Modular 
Rack Measurement Instrument). The MoRaMi currently used is able to control and handle 
unwanted charging effects at electrodes and therefore supplies very stable voltages. For the 
EGT two MoRaMi systems are used, one for high voltages and another one for low voltages. 
In addition, an old MoRaMi instrument is used for filament control. After proper connections 
of all cables, first, the low voltages are set (use low increments of about 5 V per step only). 
After having set the low voltages one has to slowly and carefully ramp up the high voltages. 
The best procedure is to ramp up all voltages simultaneously to avoid discharging effects. 
After the lowest (high) voltage is reached, stop with this voltage but increase all the other 
voltages until the final value of the second lowest is reached, fix the second lowest (high) 
voltage and continue like this. Next, set up the pulser and the filament control. The user can 
also set the voltages using the EGT computer.  
6.1.3 Pulser, Limiter, and filament connections  
 
In the next step the pulser is connected to the power supply and as an external trigger to the 
data acquisition system (ADC, TDC). The pulser also delivers the grid voltage to the ion 
source. The typical voltage is in the range ~ -485 V. The pulse frequency can be chosen to be 
in between 1 kHz and 10 kHz. The pulse width for the used pulser is 2.2 µs. More information 
on the Pulser is given in section 5.3.   
Since the ADC and TDC detection systems used by us both have upper limits of maximum 
input voltages of 5 V, we use a so-called voltage limiter between the exit of the detection 
system and the ADC or TDC card, which cuts all voltages larger than 5 V and therefore saves 
the ADC and/or TDC card from overcharging. The limiter is matched to the 50 Ω of the rest 
of the detection system (series connection) and therefore reduces the signal by a factor of 2. 
Finally, the user can start heating the filament by opening the MInOS Client software and 
entering the IP address for Host name, the system name (egt), and the password (moon). The 
set-up of the EGT allows for two filaments, usually we work with filament 1 and regulate the 
heating current to obtain a stable emission current. The emission current is slowly increased to 
250 µA (in steps of about 10 µA) to avoid heating currents of more than 2 A, which would 
significantly shorten the lifetime of the filament. 
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  Figure 6.3: MInOS client window for the MoRaMi filament control. 
6.2. EGT Start-Up procedure  
• Switch the MoRaMi low voltages on 
• Set all low voltages (in small steps) 
• Switch the MoRaMi for high voltages on 
• Set all high voltages, starting from the lowest value to the highest value (100 V steps), 
except the detector.  
• Switch the pulser on, set the pulser voltage 
• Set the pulse frequency and the pulse width  
• Switch on the old MoRaMi instrument for filament control 
• Open the MInOS client software on the EGT-Windows desktop computer 
• Enter Hostname: 130.92.145.103 (IP of MoRaMi)  
• Enter Port: 2350 
• Enter System Name: egt 
• Enter Password: moon 
• Click on “MInOS Connect” 
• “System Identifier “ shows the name of the MoRaMi 
• Click on “MoRaMi Enable” 
• Enable “Filament” 
• Select “Filament 1” to Active and set “Emission“ to “Regulation Mode” 
• Set the emission current (if new ramp up slowly) 
• If the pressure is good and all the voltages are set, ramp the detector voltages on the 
high voltage MoRaMi slowly up 
• Set detector back to 600 V and detector front to 2700V (difference between front and 
back should not exceeds 2400 V).  
• If the anode is connected to an oscilloscope, the user can see the mass spectrum. If 
there is no oscilloscope, use the ADC or TDC card.   
 
The next requirements for proper measurements are proper ADC or TDC settings. The 
settings for the ADC card should be as shown in Figure 6.4. Details are given in Appendix 
B.1 and B.2 and more information can be found in (Agilent Acqiris, 2010). With the settings 
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as discussed an individual spectra (called waveform) should be seen (Figure. 6.5). Check 
section 6.2 for “Troubleshooting” if no spectra can be seen  
 
 
 
Figure 6.4: Typical settings of the Acqiris-card (Instrument Control and Averager Settings) 
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Figure 6.5: ADC Live Waveform display. The user can also select the peak/portion by using 
the zoom option. 
 
6.3. EGT Tuning  
 
After observing peaks on the oscilloscope or the ADC/TDC card the spectrometer can be 
tuned for optimal performance, i.e., maximum sensitivity, symmetric peaks, and high mass 
resolution. Tuning can be done either manually or via computer control, the latter is based on 
a particle swarm algorithm (Bieler, 2012). In brief, the optimizer runs with data acquired from 
the Agilent Acqiris ADC card. The program uses different combination of voltages – within a 
pre-selected range – and determines peak parameters for all of the different settings. After the 
optimization the user can chose the best voltage settings, i.e., the setting that gives the best 
peak parameters. Some details of the optimization program are given below. 
 
6.3.1 EGT Optimizer Manual 
Introduction 
This section only guides through the optimizer operation; the details of the algorithm are 
described in Bieler (2012).   
Figure 6.6 gives an overview of the most important (electronic) parts of the EGT lab 
configuration with special emphasis on the optimizer. The signal is acquired by the ADC 
Acqiris-card (Agilent AP240). The optimizer reads out the signal, creates a Gaussian fit of the 
biggest peak in the defined area, determines the corresponding “Zielfunktion”, and stores the 
voltage settings as well as other information on a MySQL workbench. Finally, a new voltage 
set is defined for the next iteration. The MoRaMi sets the new voltages and the EGT is ready 
for the next iteration step. 
Temperature of the ADC 
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Sequence of Operations 
The password of the measurement computer is: “quieta3”. 
1) Check the pressure in the analyzer part: In order to avoid damages of the MCP’s and 
cathodes, the pressure must be lower than 10-7 mbar. 
2) The Anode cable (SMA) must be connected to the Acqiris-card. 
3) Open the “Agilent AcqirisLive” program. 
a) Choose the settings (Digitizer/Averager, channels, acquisition times, offset, ...) 
The settings of the Acqiris-card can also be changed later 
4) Open the “MInOS Client” (Fig. 6.7), which enables the communication between the 
Computer and the MoRaMi. 
a) Hostname: xanthus.unibe.ch 
Port: 2350  
System Name: egt 
Password: moon  
System Identifier: MoRaMi M46-1003 
b) Activate “MInOS Connect”, activate “MoRaMi Enable”. Wait until all voltages are set 
Check the detector voltages; the difference between “MCP-front” and “MCP-back” 
should not exceed 2400 Volts. 
c) At the menu bar of the MInOS Client > File open > load target values: choose the 
selected start set of voltages (e.g., “250muA_1000Hz”.txt).  
d) Activate “Filament Enable”, choose the active Filament (1 or 2), choose the regulation 
mode (Emission or Current), and the emission (or current) value. Activate “Set 
Filament”.The pressure in the spectrometer increases. 
 
 
Figure 6.6: Schematic overview of the EGT lab configuration with the optimizer section. 
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Figure 6.7: The open “MInOS Client”. 
5) Montena Pulser: Switch “POWER ON” and press the blue “PULSE ON” button. 
a) Choose the repetition frequency of the pulser and the pulse length (with an oscilloscope or 
– more challenging – with the Acqiris-card). Note that every change of the repetition 
frequency also requires an adjustment of the voltages, especially of the QEG and QBP 
voltages!     
6) Switch on the power supply of the preamplifier (if used). Attention: The preamplifier 
limits the peak height and might therefore affect the optimization procedure for 
large signals! 
*************************************************************************** 
At this point, the EGT is principally ready to use for measurements. 
*************************************************************************** 
7) Open the “XAMPP Control Panel” (on the Desktop). 
a) Start “Apache” and “MySQL” (if necessary). 
8) Open the “Geany” compiler (on the Desktop). 
a) Open “egt_optimizer_functions.py” (Folder: “egt_optimizer” on the desktop) and click 
on “Ausführen”. 
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b) Open “egt_optimizer_a.py” (Folder: “egt_optimizer” on the desktop) and click on 
“Ausführen”. The GUI “EGT Optimizer” and the command shell are now running 
(Fig. 6.8).  
 
 
 
Figure 6.8: The “EGT Optimizer” GUI and the command shell. 
 
9) For some optimizations is might be useful to choose the initial voltage settings (e.g., 
“250microA_1kHz_Montena_PreAmp.opt”, see Fig. 6.9). Otherwise the user can also 
define all voltages and their ranges manually (in “Quelle” and “Reflektron”). 
a) Disable in every case “Q-ER” and “Q-FI” (see Fig. 6.9, red circles). Otherwise, 
these two voltages will also be varied, which can result in an uncontrolled pressure 
increase and/or a complete suppression of the electron emission. By clicking “START” 
the voltages are set by the MoRaMi. 
b) Note that neither the filament settings not the detector settings are part of the 
optimization procedure. These values therefore have to be set manually in the “MInOS 
Client”. 
c) Define the Swarm Parameters (see Fig. 6.10): 
Particles: Should be set to about half the value of the electrodes to be optimized.  
For example, the user should choose 10 particles if 20 voltages are to be optimized. 
Iterations: 100 or more, depending on the settings and the number of voltages to be     
optimized. 
min Bin and max Bin: Defines the (time) area in which the biggest peak will be fitted 
and optimized. One Bin is equivalent to the sampling interval of the Acqiris-card. For 
example, for a sampling rate of 2 GS/s one Bin corresponds to 500 ps.  
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Fitness Function: Defines to function that is optimized, e.g., “-A/sigma”. It is useful 
to try different “fitness functions” to obtain the best results. (Here A is amplitude and 
sigma is full width half maxima)   
Acquisition Time [s]: Defines the waiting time (in seconds) of the optimizer between 
two loops. As a result of the relatively slow voltage ramping of the MoRaMi an 
“Acquisition Time” of 30 s works well if a real acquisition takes 10 seconds (e.g., 
10000 waveforms with a 1 kHz pulse repetition frequency).  
 
d) Choose the “Optimizer Mode”.           
 
 
Figure: 6.9: The “EGT Optimizer” GUI (Quelle voltages) after loading the settings of 
“250microA_1kHz_Montena_PreAmp.opt”.  
10) In the desktop folder “egt_optimizer” there are two subfolders called “log” and 
“spectra”; both  must be empty before a new optimization is started.  
11) Depending on the settings of the optimizer and the pulse repetition rate, the user has to 
adjust the Acqiris-card settings. In general: 
(a) Averagers 
-Two converters per channel (2 GS/s) 
-Averager settings: see Fig. 6.11. 
The number of waveforms per round is depending on the pulse frequency. 
Invert Data has to be enabled! 
-Instrument control settings: see Fig. 6.11. 
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The Input Voltage Scale must be adapted to the measurement conditions. Attention: 
the peaks may increase during the optimization process, therefore don’t choose the 
scale too small! 
The offset has to be adjusted to Input Voltage Scale (typical: 5 mV – 15 mV cut off) 
 
 
Figure 6.10: The “EGT Optimizer” GUI (Swarm Parameters). 
 
(b) Choose “Store” > “AutoStore”: 
Destination folder: For example 
“c:\Users\abplan\Desktop\egt_optimizer\spectra” 
Number of waveforms to be stored 
-Max total samples memory [MB] 
-Select “Raw ADC values” 
- push “ok” [ Appendix B.2 explains more details about the settings] 
12) Start the data acquisition of the Acqiris-card and wait at least one full acquisition time. 
Then push “START” on the “EGT Optimizer” GUI. 
 
The optimizing process is now running! 
 
The progress of the optimizer is visible in real time on the command shell as well as 
on the “EGT Optimizer” GUI. If any problems occur, information can be found on the 
command shell. 
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Figure 6.11: Typical settings of the Acqiris-card (Instrument Control and Averager Settings). 
*************************************************************************** 
You can abort the optimizing process at any time by closing the command shell and stop 
the data acquisition (Acqiris-card)!   
*************************************************************************** 
13) The plots for peak fitting of each optimization cycle are visible in real time in the 
folder “log” (in the “egt_optimizer” folder). 
14) Open the “MySQL” workbench: 
In general, the user can select “egt-optimizer”, otherwise: 
 
-host_var = ‘localhost’  (port: 3306) 
-user_var = ‘root’  (name: egt-optimizer) 
-pw_var = ‘optimizer’ 
-db_var = ‘optimizer_db’ 
a)  Select “optimizer_db”.  
Choose “edit” > “preferences” > “sql editor” > set “Limit Rows Count” to the max. 
Value (99999). 
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b) Select the “overview” menu: By double clicking on “jobs”, all iterations are listed 
(with target functions and amplitudes, etc.). You can sort them and identify the 
best solution (job_id). 
Select again the “overview” menu, and by a right mouse click on the “voltages” you 
can select “Select Rows – Limit 99999”. Therefore you are able to get the voltages of 
the best solution. The numbering of the electrodes is given by the electrode order in 
the “EGT Optimizer” GUI!   
*************************************************************************** 
• The cathode should be active for at least 60 minutes before an optimization is 
started. 
• In case of an Ethernet connection failure, restart the measurement computer.   
 
6.3.2 Manual Tuning 
Manual tuning is an easy but time consuming process. The first step of the tuning is the 
optimization of the ion source for high intensities. In the second step the reflectron is 
tuned for good peak shapes. A rough guide through the procedure is given below:  
• First, set all voltages to the SIMION voltages 
• Start the tuning procedure with the backplane and the extraction grid voltages, 
which both significantly influence the peak intensities. A good tuning for these 
two voltages will affect the position of the electron beam and therefore will affect 
the potential well for trapping the ions  
• Do not change much or only change little (and very carefully) the voltages of the 
electron repeller and the filament. Always control the heating current and the 
pressure in the spectrometer while changing these two voltages.  
• The tuning parameters depend on the pulse frequencies, especially for the 
backplane voltage.  
• Ion repeller voltages are very important for trapping the ions and therefore for the 
sensitivity.  
• Reflectron voltages affect the peak shape. Proper voltages of these electrodes will 
give very good peak shapes, i.e., symmetric peaks; especially RBP, R15, and R16 
are showing a large influence on the tuning. 
• Drift voltage affects the mass resolution 
More details about tuning the voltages will be given in chapter 7. 
6.4. Measurement procedure for Calibration gas  
EGT has three calibration bottles; one for lighter noble gases He-Ne, on for Ar, and one for 
Kr-Xe. All bottles can be operated electronically. A schematic drawing is given in Figure 
6.13. The operational procedure for a calibration is:  
• Close valve 13, 14, and the EGT inlet (13 goes to pump, 14 is connected to the 
combustor line, and for safety close the EGT inlet)  
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• Close 16 also while Ar calibration ( for multiple dilutions)  
• Click on the “valve control” in the old MoRaMi instrument (it enables automatic 
valve control via the computer)  
• Open the Ionic2 software window (see  Figure 6.12)   
• Click on run line 1, it will show a small pop up window with numbers from 0 to 15 
(be careful with gas bottle valve numbers, Kr-Xe are connected to valves 2 and 3; 
Ar is connected to valves 4 and 5)  
• For Kr-Xe, first click on 2, which open the backside valve of the pipette. Wait for 
20 s and click again on 2. Carefully check if valve 2 is closing. Now there is some 
calibration gas in the pipette. 
• Wait for 20 s, click on 3, which will open the front side valve of the pipette. Wait 
for 20 sec and click again on 3. Again, carefully check is valve 3 is closing. Now 
the gas expands into the selected volume. 
• Now, close the EGT pump valve and slowly open the EGT inlet valve. The gas 
will expand into EGT. Close the gas inlet valve after 2 or 3 minutes. Start the 
measurements.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.12:  The user interface of the Ionic2 valve control software. A pop-up window will 
open after clicking on line 1. Each number (from 0 to 15) corresponds to an electro pneumatic 
valve.  
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Figure 6.13: Schematic diagram of the EGT with the calibration bottles.  
6.5. Shutdown or Rest mode  
The EGT should be in night or rest mode when there are no measurements. The procedure is 
as follows: Switch from turbo pump and to ion getter pump. Decrease for safety the detector 
front potential to -2000V. For a complete showdown of the EGT, first turn off the filament, 
the pulser and all low voltages. Finally, slowly ramp down all high voltages to zero and 
switch off all MoRaMi instruments.    
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6.6. Trouble shooting guide of the EGT  
General trouble shooting guide for the EGT is as in below Table 6.1.  
Problem Possibilities Solution 
No Signal 
1. False connections , 
voltage failure  
• Check electrical 
connections 
• Check power supplies   
 
2. No ions  
• Check filament 
emission 
• Check detector 
resistance and strip 
current 
• Check pulse generator  
• Retuning 
3. Acquisition system  
• Check ADC / TDC 
parameters, like 
threshold limits, … 
 
High base 
pressure  
1. Vacuum Pumps • Check turbo pumps  
2. Leak  
• Check leaks at joints , 
gasket problems, …  
 
Less sensitivity  
1. Filament function 
• Filament  emission 
current 
• Filament misalignment  
  
2. MCP function 
• Low gain of the MCP 
due to treatment and/or 
aging 
• Preamp function  
• Clean connections at the 
outside  
3. Tuning  • Adjust ion source voltages  
Noise  
1. Periodic noise  
• Check the radiation 
from ambient 
instruments  
2. Non periodic • Grounding system  
3. Ringing  • Adjust reflectron voltages 
 
Table 6.1: EGT general trouble shooting guide.  
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 : EGT Performance-Results & Discussion Chapter 7
 
The EGT has undergone various performance tests during the course of optimization and 
calibration for different parameters like mass fractionation, mass resolution, sensitivity, 
detection limits, and dynamic range; the results are discussed in this chapter. 
7.1 Tuning results of EGT  
Tuning is the primary step of optimization for any mass spectrometer in order to achieve the 
best performance. The EGT consists of 36 individual adjustable voltages and it is necessary 
and important to set up all of them for an optimal performance. Here we present three 
different kinds of tuning results; first, the best voltage settings for the EGT from SIMION ion 
optical simulations, second, tuning results from the specially coded EGT optimizer software, 
and finally results from manual tuning.  
7.1.1 Ion optical simulations results with SIMION  
 
SIMION models are usually the starting point for the development of an ion optical 
instrument. This program numerically models electrostatic (and magnetic) fields as boundary 
value problems of the partial differential Laplace equation. Optimization of the instrument 
geometry and the applied electrode voltages can be done. SIMION ion optical simulations for 
the EGT are described by Abplanalp et al (2010) and Huber et al. (2011). The voltage settings 
from SIMION are given in Table 7.1(a) and 7.1(b). 
 
7.1.2 EGT optimizer tuning results 
 
The data from SIMION are a good starting point for the setup of the real instrument. 
However, there are always a few limitations and shortcomings of simulations compared to 
real instruments. For example, SIMION 8.0 does not consider space charging effects. The 
lack of specific features in the used software and/or approximations done by the modelers 
always leads to performance differences between simulation and real instruments. However, 
the ion optical simulations are often used as a starting point for voltage settings on the actual 
instrument and fundamental behavior can be understood and visualized much easier within a 
model. For best performance, however, the real instrument must be tuned. As described in the 
previous chapter we used special software developed for the auto tuning of TOF mass 
spectrometers developed by Bieler (2012). Using this software, the EGT is optimized for 10 
kHz pulse frequency,-2100 V detector bias voltages (detector front at -2700 V and detector 
back at -600 V), and assuming an exponentially modified gauss (EMG) function as peak 
shape. The thus obtained tuning results are tabulated in Table 7.1(a) and (b).  
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7.1.3 Manual tuning  
 
Manual tuning of the EGT is tedious but important job to check the optimizer tuning results. 
The manual tuning done for single ion peaks of less concentration isotopes - at both low and 
high masses - with the help of the oscilloscope is explained in section 6.4. The performance of 
the EGT is very sensitive to small changes in the voltages. Therefore manual tuning has to be 
done carefully. Important results and observations are explained below.  
Tuning the ion source voltages are the most important for peak shape and intensity as these 
voltages are responsible for ion production, ion storage, and ion beam acceleration towards 
the drift region. First, set the filament to the chosen emission current (~250 micro amps), 
which produces the electron beam. It turned out that the voltage settings of the EGT strongly 
depends on the pulse frequency. Note that this was not expected from the SIMION modeling 
results.  However, the potential depression for ion storage depends on the source voltages and 
the peak shape depends on the ion extraction time, which is loosely related the pulse 
frequency. The most relevant voltage for ion source optimization is the back plane potential, 
which increases with increasing repetition frequency (Figure 7.1). For the other source 
voltages there is no or only a very minor dependence on the pulse frequency.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 7.1(a): Source voltages from SIMION ion optical simulations, EGT optimizer, and 
manual tuning for a 10 kHz pulse frequency.  
Pin N° 
TOF 2 
Name  
TOF 2 / Cable 
SIMION 
Voltage [V] 
EGT OPT. 
Voltage[V] 
Manual tuning  
Voltage[V] 
1 Backplane +8.60 +9.31 +8.14 
2 Ion-Rep1 -24.60 -37.3 -43.40 
3 Gnd +48.50 +68.4 +55.50 
4 El-Rep -40.00 -42.60 -42.60 
5 Fil 1A -50.00 -55.80 -55.80 
6 Fil 1B -50.00 -55.80 -55.80 
7 Fil 2A +5.00 -5.5 +5.00 
8 Fil 2B +5.00 -5.5 +5.00 
9 Ion-Rep2 +3.50 +4.5 -11.00 
10 Extr.Grid/Pulser 
(SMA) 
+18.9 / -555 +10.00/485 -3.8/-485 
11 Lens 1 -1003.35 -1033.00 -1021.00 
12 Lens 2 -1399.13 -1311.00 -1248.00 
13 Lens 3 -4690.36 -4923.00 -4850.00 
14 Drift -2250.61 -2189.00 -2275.00 
15 Detector Back -600.00 -600.00 -600.00 
16 Detector Anode 
(SMA) 
---  --- 
17 Detector Front -2700.00 -2700.00 -2700.00 
18 Drift -2250.61  -2275.00 
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The influence of the filament emission current on the tuning was tested for by optimizing the 
EGT for filament emissions currents in the range 0 µA to 300 µA  
 
 
 
 
Table 7.1(b): Reflectron voltages from SIMION ion optical simulations, EGT optimizer, and 
manual tuning for 10 kHz pulse frequency.  
 
7.1.4 Conclusions  
 
The results from the ion optical simulations obtained via the SIMION software are slightly 
different from the manual tuning results. For a proper judgement of the optimizer software 
more tests are needed.  The results from the manual tuning show that some of the source 
voltages, especially the back plane voltage (QBP), unexpectedly depends on the pulse 
frequency and therefore has to be adjusted each time the pulse frequency is changed. The 
QBP slightly increases with increasing pulse frequency, as shown in the Figure 7.1. This 
Pin N° 
TOF 2 
Name   
TOF 2 / Cable 
SIMION  
Voltage [V] 
EGT  
OPT. Voltage[V] 
Manual 
tuning 
Voltage[V]  
1 Backplane -32.73 -70.00 -68.25 
2 R16 -213.74 -230.00 -223.00 
3 R15 -250.12 -277.00 -330.00 
4 R14 -670.92 -672.00 -700.00 
5 R13 -992.31 -986.00 -915.00 
6 R12 -699.83 -560.00 -710.00 
7 R11 -1945.49 -1952.00 -1950.00 
8 R10 -1473.19 -1528.00 -1470.00 
9 R9 -1983.22 -1780.00 -1980.00 
10 R8 -1301.98 -1278.00 -1305.00 
11 R7 -2250.61 -2189.00 -2275.00 
12 R6 -2250.61 -2189.00 -2275.00 
13 R5 -4950.01 -4768.00 -4900.00 
14 R4 -4950.01 -4768.00 -4900.00 
15 R3 -4950.01 -4768.00 -4900.00 
16 R2 -4950.01 -4768.00 -4900.00 
17 R1 -2250.61 -2189.00 -2275.00 
18 Drift -2250.61 -2189.00 -2275.00 
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explains the  number ions stored in particular time interval between two consecutive  pulses  
are more in the case of wider potential-well created between back plane and extraction grid.  
 The drift voltage is another important voltage that affects the performance of the mass 
spectrometer and special focus should be put on it while optimizing the spectrometer. Note, 
the drift voltage should not be lower than the detector front voltage; otherwise the electrons 
produced at the grid located in front of the detector may cause unwanted signals on the low 
mass side, i.e., at earlier times, than the main signal. The reflectron voltages are especially 
important for high mass resolution and symmetric peak shapes and both can be achieved by 
gradually increasing the reflectron voltages from R1 to “reflectron back” and to avoid any 
discontinuities.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.1: Variation of the optimized backplane (QBP) voltage as a function of pulse 
frequency at a constant extraction grid voltage of -3.8 V.  
 
7.2 EGT data analysis software (EGT-DAS) results 
 
7.2.1 EGT-DAS Monte Carlo Integration (MCI) results  
The EGT-DAS software code has been developed to analyze EGT spectra. One of the main 
purposes is to find the area under the peak. As described earlier a very powerful method is 
Monte Carlo integration (MCI), which is therefore implemented in the code. We tested the 
MCI part using easy to analytically calculate shapes like triangles and sinusoidal waves. The 
results are given below.  
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(a) Area of a triangle:  
The area of a right-angled triangle with base 30 and height 75 is 1125. The results obtained 
using MCI and different number of random numbers are given in Table 7.2. It can be seen that 
MCI with lower numbers of random numbers results is more scattering for the results of the 
determined peak. Consequently, higher numbers of random numbers should be chosen for 
proper integration. For this study we always used 105 or 104 random numbers, which is a 
compromise between scattering and calculation time and gives uncertainties in the range 1%. 
The negative relative error in the triangle area calculations is due to excess area (35) of MCI 
calculation which is due to extra portion covered in the plot and it is included to the error. The 
MCI value will be more accurate by subtracting this portion.   
 
Area of Triangle MCI Area with 103 Random Numbers % Error 
1125 1136±41.87 -0.97778 
1125 1137±54.59 -1.06667 
1125 1162±55.37 -3.28889 
1125 1195±74.04 -6.22222 
1125 1171±41.87 -4.08889 
Area of Triangle MCI Area with 104 Random Numbers % Error 
1125 1131±40.73 -0.53333 
1125 1137±37.98 -1.06667 
1125 1129±40.24 -0.35556 
1125 1134±40.24 -0.8000 
1125 1141±60.42 -1.42222 
Area of Triangle MCI Area with 105 Random Numbers % Error 
1125 1156±36.97 -2.75556 
1125 1145±37.05 -1.77778 
1125 1142±35.94 -1.51111 
1125 1142±40.50 -1.51111 
1125 1150±36.57 -2.22222 
Area of Triangle MCI Area with 106 Random Numbers % Error 
1125 1142±35.20 -1.51111 
1125 1148±35.47 -2.04444 
1125 1139±35.47 -1.24444 
1125 1140±35.75 -1.33333 
1125 1141±35.62 -1.42222 
Area of Sine wave MCI Area with 103 Random Numbers % Error 
0.4597 0.4530±2.1E-2 1.457 
0.4597 0.4566±1.9E-2 0.674 
0.4597 0.4548±2.0E-2 1.066 
0.4597 0.4670±2.3E-2 -1.588 
0.4597 0.4604±2.1E-2 -0.152 
Area of Sine wave MCI Area with 104 Random Numbers % Error 
0.4597 0.4562±7.8E-3 0.761 
0.4597 0.4561±7.5E-3 0.783 
0.4597 0.4562±3.7E-3 0.761 
0.4597 0.4577±0.8E-3 0.435 
0.4597 0.4544±8.1E-3 1.153 
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Area of Sine wave MCI Area with 105 Random Numbers % Error 
0.4597 0.4497±7.7E-3 2.175 
0.4597 0.4516±2.1E-3 1.762 
0.4597 0.4501±2.3E-3 2.088 
0.4597 0.4509±3.6E-3 1.914 
0.4597 0.4512±4.1E-3 1.849 
Area of Sine wave MCI Area with 106 Random Numbers % Error 
0.4597 0.4505±6.0E-4 2.001 
0.4597 0.4510±7.5E-4 1.893 
0.4597 0.4514±4.3E-4 1.806 
0.4597 0.4504±6.7E-4 2.023 
0.4597 0.4516±3.7E-4 1.762 
 
Table 7.2:  Area with Monte Carlo Integration for known shapes: a triangle and a sinusoidal 
peak. The error in the MCI is decrease with increase in random numbers.  
(b) Area of a sinusoidal peak:  
� 𝒔𝒔𝒔(𝒙)𝒅𝒙 = 𝟏 − 𝒄𝒄𝒔(𝟏) = 𝟎. 𝟒𝟒𝟒𝟒𝟏
𝟎
 
Area of a Sinusoidal peak with limits 0 to 1 for different random numbers for Monte Carlo 
Integration is shown in the above table (Table 7.2) with percentage error with respect to the 
theoretical value. Here also the error is around 2 % and is relatively high for one million 
random numbers.  
 
7.2.2 EGT-DAS EMG fit area results   
Isotope Theoretical Ratio(*Kr/86Kr) MCI Ratio(*Kr/86Kr ± ∆) Relative Error 
78Kr 0.0202 0.0212±2.1E-3 -4.9395 
80Kr 0.1317 0.1310±3.8E-3 0.5406 
82Kr 0.6693 0.6629±7.4E-3 0.9520 
83Kr 0.6641 0.6607±1.6E-3 0.5161 
84Kr 3.2947 3.1970±1.8E-3 2.9667 
 
Table 7.3: EGT-DAS results for Kr isotopes on MCI. 
Isotope Theoretical Ratio(*Kr/86Kr) EMG Ratio(*Kr/86Kr ± ∆) Relative Error 
78Kr 0.0202 0.0201±2.1E-3 0.38700 
80Kr 0.1317 0.1318±3.8E-3 -1.91947 
82Kr 0.6693 0.6735±7.4E-3 -0.63202 
83Kr 0.6641 0.6519±1.6E-3 1.84045 
84Kr 3.2947 3.2210±1.8E-3 2.24094 
 
Table 7.4: EGT-DAS results for Kr isotopes with EMG fitting function. 
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Another option determining peak areas in the EGT-DAS program is fitting an EMG curve 
through the measured data. Both approaches, EMG fitting and MCI, give very similar results, 
as it is demonstrated for the results of the Kr calibration measurement (Table 7.3 and Table 
7.4. The Kr isotopic ratios are calculated with the relative error between theoretical ratio with 
respect to 86Kr and MCI ratios in Table 7.3. The relative error is close to zero except for 84Kr. 
The Table 7.4 presents the data for the EMG fitting ratios and their errors. Here, in MCI 
results the lighter isotopes of the Kr i.e. 78Kr is having higher ratio than theoretical ratio and 
also more than EMG ratio ratios, this is due to interference of hydrocarbons(C6H6) at mass 78 
with the  78Kr make additional peak and this has corrected via peak fitting method (Figure 7.2) 
Mass fractionations values calculated for MCI and EMG and the relative error between these 
two are close to each other; the differences are in the range of ~1% or less except for 78Kr due 
to interference.  
 
 
 
 
 
 
 
Figure 7.2: Subtraction of interference peak to the 78Kr by peak fitting.  
7.2.3 Mass calibration  
The mass calibration for a TOF mass spectrometer is given by: 
   𝑚 = �𝑡 − 𝑡0
𝑀
�
2                                                        ---7.1 
The constant C and the time offset t0 can be determined by identifying two known masses, m1 
and m2, and their time-of-flight t1 and t2 in the TOF spectrum by 
𝐶 = 𝑡1−𝑡2
√𝑚1−√𝑚2
             ---7.2 
and 
𝑡0 = √𝑚2∙𝑡1−√𝑚1∙𝑡2
√𝑚2−√𝑚1
                          ---7.3 
 
 
78Kr 
Hydrocarbons 
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Figure 7.3: (a) Result of the mass calibration for the measurement of Kr calibration gas. The 
Upper panel gives the intensity as a function of flight time and the lower panel, for the same 
spectra, the intensity as a function of mass. 
 
 
Figure 7.3: (b) Result of the mass calibration for the measurement of Xe calibration gas. The 
Upper panel gives the intensity as a function of flight time and the lower panel, for the same 
spectra, the intensity as a function of mass. 
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On the GUI of the EGT-DAS program the user has to select two known isotopic peak times in 
order to calculate C and t0 for each spectrum and then enter the mass calibration section. If the 
spectrometer is well tuned and settings are constant, the mass calibration will remain stable 
and constant for all spectra. Note that the mass calibration will be more accurate if m1 and m2 
are relatively widely separated. In the EGT-DAS code the masses 2 amu (H2) and 44 amu 
(CO2) can be used for mass calibration. After entering the peak centre of the chosen peaks on 
the GUI and pressing the buttons “Enter t1” and “Enter t2” followed by pressing the button 
“calculate mass”, the intensity versus mass plot will be displayed in the lower panel of the 
GUI. An example for the measurement of Kr and Xe isotopes are shown in Figure 7.3(a) and 
7.3(b).  
 
7.3 Pulser performance and storage characteristics 
The Rectangular pulse generator is biased with the extraction grid of the ion source and the 
pulse characteristics are pre-tested before starting the experiment. The key parameters of the 
pulser are given below and the pulse is as shown in Figure 7.4(a). 
• Can be used up to 10 kHz with pulse voltage of 500 V  
• Pulse on time is 2.2 µs 
• Pulse rise time is ~5 ns (10 % to 90 %)   
• Pulse fall is less ~80 ns   
 
 
 
 
 
 
 
 
 
 
Figure 7.4:(a) Pulse from the external pulse generator. 
The EGT performance tests have been done for different pulse frequencies from 1 kHz to 10 
kHz all at a pulse height of -485 V and a pulse width of 2.2 µs. Note that pulse height and 
pulse width are adjustable parameters. In contrast, pulse rise time and pulse fall time are fixed 
and cannot be changed.  
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Storage characteristics:  
The ion storage or ion trap capability of the electron impact ion source is directly related to 
the pulse frequency. Maximum storage capability is reached just if the potential depression 
formed by the ion source is compensated, i.e., filled, by the produced and stored ions. Further 
ion production ends in an overflow of the source, which simply produces some extra noise but 
no proper signals because there is no defined start time. In general, higher frequencies give 
shorter storage times and therefore less risks of overflowing the ion trap. Also, with a lower 
pressure in the spectrometer the ion trap will not fill as quickly. For testing this dependence 
krypton calibrations have been done for different frequencies, i.e., for different trapping times, 
and the results are shown in Figure 7.4(b). The area decreases with increasing pulse 
frequency, i.e., decreasing trapping time. This plot is for the measurements for 5 spectra at all 
frequencies, that means for 1 kHz pulse frequency and with 60000 averager on ADC takes 5 
minutes of acquisition time, for 2 kHz frequency it is 2.5 minutes and so on. The area is 
decreased with decrease in trapping (increase in frequency)  time and also lighter isotope 78Kr 
become negligible amount with higher frequencies, however longer measurement time can  
detect more amount of lighter isotopes at higher frequencies. 
 
Figure 7.4 :( b) Area vs pulse frequency for Kr isotopes. Area with respect to the frequency is 
decreasing with increase in pulse frequency for five spectra. This is due to integration time 
(data acquisition time) will decrease with increase in frequency.  
Figures 7.5 showed the storage characteristics of the ion source for Kr calibration gas for 
same data acquisition time at all frequencies. The measurements done for 10 minutes of 
acquisition at 1 kHz, 2 kHz, 5 kHz and 10 kHz pulse frequencies and the area under each 
isotopes increases due to the number cycles are more in the case of higher frequencies in 
0 1 2 3 4 5 6 7 8 9 10 11
101
102
103
104
Area/5 spectra on ADC
 Frequency [in kHz]
A
re
a 
of
 K
r i
so
to
pe
s[
in
 C
ou
nt
s.
ns
]
 78Kr
 80Kr
 82Kr
 83Kr
 84Kr
 86Kr
83 
 
given time. Large integration times at higher frequencies are perfectly suitable for small 
concentration gas measurements.   
 
Figure 7.5: Area of Kr isotopes for 10 minutes of acquisition time for all frequencies.  
For the same results of these number counts per pulse are decreasing with increase in pulse 
frequency. The Figure 7.6 shows the number of counts detected per extraction pulse versus 
repetition frequency (i.e. available storage time) for different isotopes of Kr. This shows the 
number counts are decreasing with high repetition rates since less storage time. Another 
important characteristic of static mass spectrometers temporal behavior is given in the Figure 
7.7. This plot shows the decrease in the signal for every 20 minutes of data acquisition time, 
and the signal is decreased nearly 12 % for all isotopes of Kr except 84Kr. This is due to loss 
of sample in the form of ions and may be continuous pumping but it is very low.  
7.4 Measurements Methods and Results 
 
7.4.1 ADC measurements and Results 
The measurements with the ADC data acquisition system are done using the averaging mode. 
The results, i.e., the peak intensities depend on the integration time and number of 
accumulated spectra. Optimized settings for those parameters are needed to measure low 
intensity peak, like, e.g., 78Kr, 124Xe, and 126 Xe. Figure 7.8 shows the effect of the integration 
time on the peak area for integration times from one minute to 4 minutes for a pulse frequency 
of 1 kHz. As expected, for a fixed pulse frequency, more integration time means more 
accumulated spectra and therefore larger signals. For example, the number counts will be 
approximately double in the case of two minutes integration time than one minute integration 
time.  
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Figure 7.6: Storage capability in the electron impact storage ion source. The intensity versus 
the repetition frequency is plotted in counts per extraction pulse for Kr isotopes.  
Figure 7.9(a) shows the influence of the number of accumulated spectra on the peak area for 
10 kHz pulse frequency. The plot shows that the peak area increases with the number of 
accumulated spectra, which is very similar to the influence of the integration time on the peak 
area discussed above. Figure.7.9 (b) shows for the same data the signal to noise (SNR) ratio 
and the mass resolution as a function of number of accumulated spectra. The SNR ratio 
scatters but does not show a trend with the number of accumulated spectra, this is due to 
variation in signal and noise in the same proportion. In contrast, the mass resolution mass 
resolution is slightly decreasing with increasing accumulation of spectra due to more time 
spread for the peak and it is as shown in the Figure 7.9 (c). 
The ADC card used by us has different kinds of data acquisition modes; averager mode, noise 
suppressed accumulation mode (NSA) and TDC mode. The standard measurement mode is 
the averaging mode. Another important data acquisition mode is the noise suppressed 
averaging (NSA) mode. In this mode, the ADC works with a threshold and it excludes signals 
that are lower than a given threshold and thereby increases the SNR ratio. If the signal is a 
rare event sitting on top of a noisy baseline, the averaging process will reduce the random 
noise. However, to enhance the averager’s ability to detect such signals in the presence of 
synchronous noise, the averagers allow the user to set a threshold that has to be exceeded for 
each data value to be entered into the sum. The threshold should be set above (above for 
positive signals and below for negative signal) the level of the noise. With the same other 
settings of the ADC card the results with and without noise suppression are compared in 
Figure. 7.10. In NSA mode the signal intensities are higher than the signals produced in 
averaging mode since for each trigger and in each time bin, if the data value exceeds the 
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threshold then the threshold minus the base value will be added to the sum. An important note 
for the NSA mode is that the threshold value has to be chosen carefully to avoid losing any 
signals. The Figure 7.11, which compares the Kr signals and the Kr isotope ratios for a 
calibration gas measured in averaging and NSA mode.  The data shows at least 1 to 2 orders 
of magnitude difference for NSA and averager mode for the same number of data acquisition 
settings (five minutes of integration time, 60000 averagers and 10 kHz frequency). The 
variation of signal with respect to the threshold voltage on NSA mode is as shown in the 
Figure 7.12. Surprisingly this shows very less threshold (-1 mV) and thereafter it starts cutting 
the signal.  
In the averager mode the signal value calculated by averaging the total number of acquisitions 
but in the case of NSA mode it is only the signals which are more than the threshold value. 
For example if there are for acquisitions with number of counts 1, 2, 4, 6, 2, in the averager 
mode the final value is 3 (sum divided by 5) but in the case of NSA mode with the threshold 
limit of 3, the final result is 5, because only two acquisitions are more than the threshold limit 
(i.e. sum divided by 2). Hence the signal in the case of NSA is larger than averager mode.  
In NSA mode the chosen threshold voltage is an important parameter and must be set 
carefully to reduce the baseline noise but not loosing any signal.The optimised threshold 
voltage has to be found using the pulse amplitude analysis. Since the signals from the MCP 
are negative, the threshold voltage was increased from 0 mV to -35 mV. The data indicate that 
the minimum threshold voltage possible, i.e., the voltage that do no cut any signal  is only 
around -1 mV. 
 
Figure 7.7: The Temporal behavior of the signal after every 20 minutes of acquisition time.  
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Figure 7.8: The dependence of the peak areas on the integration time for 1 kHz pulse 
frequency.   
  
Figure 7.9: (a) Intensity as a function of number of accumulated spectra for 10 kHz pulse 
frequency.  
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Figure 7.9: (b) Signal to noise ratio (SNR) as a function of Number of accumulated spectra.  
 
 
Figure 7.9: (c) mass resolution as a function of number of accumulated spectra. 
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Figure 7.10: (a) ADC spectra in averaging mode (b) ADC spectra in NSA mode with a 
threshold of -1 mV 
Another important parameter for ADC measurements is full scale and offset. The full scale 
should be set that all important peaks are covered and none of them is cut. The zero offset 
position automatically starts in the middle of the full scale and it has to be adjusted in order 
get proper spectra.  Figure 7.13 shows the influence of the chosen ADC offset on peak 
intensities (areas). With a set full scale of 200 mV we varied the offset from 96 mV to 105 
mV. The results clearly show that the peak areas are constant up to an offset of 99 mV. 
Similarly for 50 mV full scale the offset should be less than 24 mV and for 100 mV full scale 
it should be less than 49 mV to avoid signal loss.  At higher offset, one start cutting some part 
of the signal, which results in decreasing peak areas. Consequently, to avoid any signal losses, 
which would also result in strange isotope fractionation pattern, the offset value should 
always be always less than half of the full scale. The threshold voltage variation at the 
beginning is showing unusual trend; i.e. from 4 mV to 8 mV it is increasing where it should 
be constant or decrease. After 8 mV of threshold decrease in the peak area shows that the 
discrimination cuts the signal.  
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Figure 7.11: Signal intensities for Kr isotopes for averager mode and NSA mode on ADC 
card. 
 
 
Figure 7.12: Signal intensities of Kr isotopes for different threshold voltage setting of the 
ADC card. 
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 Figure 7.13: Signal area vs different offset voltage setting of the ADC card. 
7.4.2 TDC Measurements and Results 
 
As discussed above, TDC measurements count signal above a preselected threshold and they 
are therefore completely different from ADC measurements.  The effect of the threshold is as 
shown in Figure 7.14. Threshold value for EGT is around -8 mV.  
 
Figure 7.14: Effect of threshold on TDC measurements. From the threshold voltage -8 mV to 
-24 mV the signal height decreased with increase in threshold.  
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7.4.3 MCP Performance tests  
The first step for checking if MCPs are working properly is checking the strip current (Istrip) in 
the MCP circuit. The strip current is the current flowing along the channel wall when a 
voltage is applied between the front and back side of the MCP. The current can be measured 
by connecting the MCP-front with a high voltage power supply and MCP-back to the ground. 
The strip current can then be measured in between MCP-back and ground via 
 
 
𝐼𝑣𝑡𝑆𝐼𝑎 = 𝑉𝑅𝐹𝑆𝑆𝐼𝑡 + 𝑅𝐵𝑑𝑆𝐵 
 
where RFront , RBack are the resistances of front MCP and back MCP respectively and V is the 
potential difference between two MCPs. (see the Figure 7.15) 
 
Vback (Volts) Vfront (Volts) Bias voltage (∆V) in Volts Strip current (µA) 
-100 0 100 0.47 
-200 0 200 0.65 
-300 0 300 0.75 
-400 0 400 0.91 
-500 0 500 1.23 
Vback (Volts) Vfront (Volts) Bias voltage (∆V) in Volts Strip current (µA) 
0 -100 100 2.50 
0 -200 200 3.15 
0 -300 300 3.20 
0 -400 400 3.50 
0 -500 500 3.68 
 
Table 7.5: Testing the Micro channel plates by measuring the strip current. The data show 
that the strip current is proportional to the applied voltage, indicating that the MCPs are 
working as expected. 
 
For a quick examination of MCPs one can also measure the resistance of each MCP and 
compare them with given values. However, such a measurement is relatively difficult.  The 
strip current measurement circuit is shown in the Figure 7.15 below.  
 
MCP life time: 
Typically, MCP gain decreases by ~20 % when the total accumulated charge reaches one 
Coulomb. The total accumulated charge in the MCP can be measured by the current flowing 
through the MCP times the total time of accumulation. For example, on an average 10 µA of 
current flows in the MCPs for 100 hours then a total charge of 3.6 C is accumulated.  
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Figure 7.15: MCP operational diagram and strip current measurement. 
 
Signal size as a function of MCP Voltage: 
 
The MCPs are tested for different voltages to determine the optimal voltage settings. 
Applying voltages differences from 1800 V to 2300 V between the detector front and back for 
new and old MCPs gives the results shown in Figure 7.16(a) and 7.16(b). The difference in 
the performance between new and old MCPs is due to the decrease in gain caused by charge 
accumulation over time (see above). Theoretically, the optimal voltage setting for the detector 
is given by lowest voltage for which the signal size is no longer increasing, i.e., the beginning 
of a plateau. In Figure 7.16(a) it can be seen that such a plateau starts at about 2100 V, though 
the trend is only weak. Note, applying more than 2400 V between detector front and back or 
more than 1200 V for each MCP will significantly reduce the lifetime of the MCPs or even 
destroy them. 
7.4.4 Filament performance tests  
Filament resistance:  
The filament Resistance is measured before starting the experiment as 2.2 Ω for filament 1 
and 2.3 Ω for filament 2. Both values are close to the value of ~2 Ω given from the company. 
 Filament Emission Current:  
Filament emission current is set to 250 µA and in an ideal case the electron beam should 
reach the opposite electrode. In our instrument, however, the electron beam is scattered in the 
ion source. Hence the sum of the currents at all other source electrodes should be equal to the 
selected and regulated emission current. These currents have been measured with an ampere 
meter and sum is ~240 µA, i.e., very close to the total emission current. 
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Filament Heating Current Vs Emission current:  
For the EGT the LaB6 Filament emission current is regulated by the heating current. Figure 
7.17 shows the plot of the emission current as a function of the heating current. The left side 
shows the characteristics given in the manual and the right side shows the measured 
laboratory performance.  
 
Figure 7.16: (a) Signal size as a function of MCP bias voltage for old MCPs (b) and new  
MCPS  
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Figure 7.17: (a) Emission Current as a function of heating current for a LaB6 filament from 
Kimball® (b) Laboratory performance of the filament. 
7.5 Noble gas calibrations 
The EGT is calibrated using Ar, Kr, and Xe standards, which are all of atmospheric isotopic 
composition. For quantitative noble gas measurements the sensitivity of the mass 
spectrometer must be known. In addition, the performance of a mass spectrometer can also be 
estimated by studying the instrumental mass fractionation. Both ADC and TDC 
measurements were used for calibrations.  
Mass dependent fractionation per unit mass:  
The ideal mass spectrometer should have the same performance independent on the sample 
gas amount (linearity) and should also have the same sensitivity for all isotopes of the same 
element. However, for real instruments the sensitivity is different for different isotopes of the 
same element, an effect calls instrumental mass fractionation. This performance difference of 
mass spectrometer is due to the higher velocities of lighter isotopes than heavier once. Lighter 
isotopes preferentially fractionate more than heavier isotopes. This difference fractionation 
leads to different detection efficiencies which are called as mass-dependent fractionation. The 
mass dependent fractionation per unit mass (FPMU) is mathematically formulated as  
 
 
Fractionation Per Mass Unit = 𝐹𝐹𝑀𝑞𝑗𝐼     = �
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This is usually expressed as percent per mass unit and should be zero or close to zero for all 
isotopic ratios. It is appropriate to discuss the performance of a mass spectrometer in terms of 
FPMU because we are usually measuring isotopic ratios.  
 
7.5.1 Krypton-Xenon Calibrations using the ADC  
Kr-Xe calibration bottle attached with EGT usually releases 2×10-10 cm3 STP per calibration. 
This section describes the ADC and TDC measurements of Kr-Xe calibration gases.  
(a) Kr-calibration measurements using the ADC card: 
• Isotopic mass fractionation of Kr   
The instrumental mass fractionation per mass unit (FPMU) of the EGT for Kr isotopes has 
been determined in five measurements using the ADC data acquisition system with 60000 
averages at 10 kHz pulse frequency and for five minutes of integration time. The results 
are plotted in Figure 7.18. 
The FPMU for Krypton isotopes for 80Kr, 82Kr, 83Kr are relatively constant an in the range 
of 1%. For 84Kr, however, the FPMU is much larger and highly variable, though there is 
no possibility of interference this is unclear. Since 78Kr is small compared to the other 
peaks and therefore difficult to measure using the full scale on the ADC card.  
• Kr detection Sensitivity  
The detection sensitivity of the EGT for Kr isotopes is given by the minimum Kr isotopic 
signal that is detectable, which depends on the settings of the data acquisition system. For 
the above measurements the best detection sensitivity is 2.7×10-14 cm3 STP for one minute 
of measurement. The detection sensitivity will increases with integration time, since the 
area will increase with increase in integration time.  
• Mass resolution  
The mass resolution for the Kr isotope measurements discussed above is shown in Figure 
7.19. The mass resolution is around 850, which slightly higher than the mass resolution 
expected from the simulations (~700).    
 
(b) Xe -calibration measurements using the ADC card: 
• Isotopic mass fractionations of Xe 
Each calibration out of the Xenon bottle also contains 2×10-10 cm3 STP of gas. The mass 
fractionation per unit mass with respect to the heaviest Xe isotope 136Xe is plotted in 
Figure 7.20. The results show huge variations in FPMU for the different measurements. In 
addition, the minor isotopes like 124Xe and 126Xe could not be detected with the used ADC 
setting. Note that small signals can easily be lost using the full scale or a high threshold. 
130Xe shows some inconsistency which is unclear for some measurements. The other 
isotopes show a lower and more consistent pattern in FPMU of around 1%.  
• Xe detection sensitivity  
The sensitivity for Xe isotopes is ~9.01×10-14 cm3 for one minute of integration time and 
10 kHz pulse frequency.  
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• Mass resolution  
The mass resolution for Xe isotopes is about ~900; which is slightly higher than for Kr 
isotopes and also higher than the value from the SIMION theoretical simulations. The 
results are shown in the Figure 7.21 
 
 
 
 
 
 
 
 
 
 
Figure 7.18: Measurements of krypton calibration gas using the ADC data acquisition 
system. Mass dependent fractionation per mass unit for Kr isotopes. The isotopes ratios are 
normalized to 86Kr.  
 
 
 
 
 
 
 
 
 
 
 
Figure: 7.19 Mass resolutions of Kr isotopes using ADC measurements. The average mass 
resolution for all measurements and all isotopes is in the range of 850. 
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Figure 7.20: FPMU for Xenon measurements using the ADC card. The minor isotopes of 
Xenon, 124Xe and 126Xe, were not detected in M1 and M3. The isotopic ratios are normalized 
to 136Xe. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure: 7.21 Mass resolutions of Xe isotopes using ADC measurements. The average mass 
resolution for all measurements and all isotopes is in the range of 900.   
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7.5.2  Kr and Xe calibrations using the TDC card 
(a) Kr calibrations measurements using the TDC card: 
The measurements of the Kr-Xe calibration gas have been done using the FastComTec® 
time to digital converter. The results are given in this section.  
• Isotopic mass fractionations  of Kr 
The FPMU for Krypton isotopes measured using the TDC card in five minutes of 
acquisition time and 10 kHz pulse frequency are shown in Figure 7.22. Most of the results 
are more consistent than the data obtained using the ADC measurements. An exception is 
84Kr, even though the 84Kr peak is similar to the other peaks and no possible interference 
exists at this mass. For all measurements the 84Kr/86K ratio is much higher than 
atmospheric. If there are more than one ion per pulse then it is not possible to detect them 
with the TDC, but the 84Kr is having higher ratios than atmospheric which means there is 
an extra source of ions with the same mass.  
• Kr detection sensitivity  
The detection sensitivity for Kr isotopes is ~1.5×10-14cm3 STP for one minute of 
acquisition time and at 10 kHz pulse frequency.   
 
• Mass resolution  
Using the TDC card the mass resolution for Kr isotopes is about 1200 (Figure. 7.23), i.e., 
significantly higher than the mass resolution obtained using the ADC card. The mass 
resolution using TOF technology depends on the time resolution of the used converter. 
Since TDC has more resolution (100 ps) than ADC (500 ps). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.22: Measurements of krypton calibration gas using the TDC data acquisition system. 
The isotopes ratios are normalized to 86Kr.  
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Figure 7.23: Mass resolution of Kr isotopes measured using the TDC data acquisition 
systems. 
(b) Xe-calibration measurements using the TDC card: 
• Xe isotopic mass fractionations   
In contrast to the measurements using the ADC card, all Xe isotopes could be measured 
using the TDC card, including the minor isotopes which could not be measured using the 
ADC card. With a threshold of one mV, 10 kHz pulse frequency, and five minutes of 
acquisition time the FPMU values are in the range 1% (Figure 7.24).  
• Xe detection sensitivity 
 
The detection sensitivity for Xe isotopes is around 3.7×10-14 cm3STP for one minute of 
acquisition time, 0.85 mV of threshold and 10 kHz pulse frequency.  
 
• Mass resolution of Xe isotopes  
The mass resolution for Xe isotopes is around 1200 (Figure. 7.25), i.e., again higher than 
for the ADC card and higher than calculated using the SIMION optical model. The full 
width half maxima is less in the TDC measurements than ADC due to more time 
resolution of TDCs.  
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Figure 7.24: FPMU for Xe isotopic measurements using the TDC detection system.  The 
isotopes ratios are normalized to 136Xe. 
 
Figure 7.25: Mass resolution for Xe isotope measurements using the TDC card 
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7.5.3 Ar calibrations and dilutions 
Extensive Ar calibration measurements have been performed to estimate mass 
fractionation and sensitivity. Each (undiluted) calibration is 4×10-7cm3STP of Ar with 
atmospheric isotopic composition. 
(a) Ar calibration measurements using the ADC card: 
 
The Ar measurements clearly indicate that the EGT has some difficulties measuring 
Argon. It is difficult to measure 38Ar on a large full scale like 500 mV or 1000 mV, which 
is required to simultaneously measure the large 40Ar signal. On other hand it is difficult to 
impossible to measure 40Ar on small full scale like 50 mV or 100 mV. The measurements 
discussed now have been done on the large full scale and the results for FPMU are plotted 
in Figure 7.26. The FPMU values are in the reasonable range of 1% for 40Ar/36Ar.  
However the mass fractionation for 36Ar/38Ar scatters widely, most likely due to the 
small signal of 38Ar.  The mass resolution for Ar is around 700 and the detection 
sensitivity is ~ 7×10-13cm3STP for one minute acquisition time at 10 kHz frequency. Even 
with the dilutions of Ar calibration gas shows the same behavior.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.26: FPMU for Ar isotopes at 10 kHz pulse frequency and for 5 minutes acquisition 
time.  
(b) Ar calibration measurements using the TDC card: 
The Argon measurements done using the TDC system show even more unexpected results 
than the measurements on the ADC system. The results for FPMU are shown in Figure 
7.27. The data scatter widely and especially the data based on 40Ar are difficult to explain. 
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Note that 40Ar is not a proper peak but has multiple side peaks. This will be discussed in 
the next section. However, the results show huge mass fractionations for both 36Ar/38Ar 
and 40Ar/36Ar ratios.  
(c) Ar-dilution measurements:  
Ar dilution measurements have been done to test the linearity of the EGT for different gas 
amounts and also to understand and solve the problems we had with the Argon 
measurements on the ADC and TDC card (see above). However, also in the Argon 
dilution series the 40Ar/36Ar and 36Ar/38Ar ratios are far from atmospheric, indicating 
massive and therefore unreliable isotopic fractionation. The data are shown in Figures 
7.28 and 7.29. 
The multi peak problem is as shown in the Figure 7.30 for successive dilutions of Ar 
calibration gas. These kinds of problems may occur in the TDC measurements due to dead 
time effects and this has also tested for some measurements. However the primary results 
showed no effect on peak shapes even with dead time and no dead time, and the technical 
problems with TDC delayed further experiments; therefore more tests have to perform on 
this. The less ratios of 40Ar to 36Ar is showing less value of 40Ar and it may be due to 
multiple ions of 40Ar are reaching at the same time were not able to count on TDC.  
 
 
 
Figure 7.27: Mass fractionation for argon isotopes measured at 10 kHz pulse frequency 
and five minutes of acquisition time on the TDC. 
 
M2 M3 M4 M5
-15
-10
-5
0
5
10
15
20
25
30
35
40
FP
M
U
 [ 
in
 %
]
 FPMU4036
 FPMU3638
Ar Isotopic mass fraction per unit mass-TDC 
Measurements
103 
 
 
 
Figure 7.28:  Isotopic ratio 40Ar/36Ar for seven dilution steps. The black line is the theoretical 
ratio (~296); M1, M2, and M3 are for three measurements. The results are completely 
different for three measurements even though the voltage settings, acquisition time and pulse 
frequency are same. M4 to M7 are for different voltage settings but for the same time.  
 
 
Figure 7.29:  Isotopic ratio for 36Ar/38Ar for seven dilution steps. The black line is the 
theoretical ratio (~5.32), M1, M2, and M3 are for three different measurements. The results 
are completely different for three measurements even though the settings are same. M4 to M7 
are for different voltage settings but for the same time. 
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Figure 7.30: An example for the multi peak problem and 40Ar peak for different dilution 
steps. 
 
The individual isotopic signal for different dilutions series are shown in the Figures 7.31, 7.31 
and in 7.32. 36Ar and 38Ar have nearly common trend for all the dilutions but 40Ar shows 
several trends for different dilutions which is due to multi peak issues. The signal area is 
decreased with dilution steps in the case of 36Ar and 38Ar isotopes which is understandable 
due to loss of gas in each dilution, however the slopes are not same. The measurement four is 
showing increase at the beginning due to mistake in the measurement.  
On other hand 40Ar area with respect to the dilution series shows various trends, the area is 
calculated by fitting for central peak of multiple peaks expect in the measurement 6 where it 
is the sum of the all multiple peak areas, which is different trend on the plot. This is done due 
to the central peak has only 2 ns or less than 2 ns pulse width, whereas the  other all peaks are 
3.8 ns pulse width. If we see the width of all multiple peaks it is around 3.8 ns. However the 
isotopic ratios are not comparable with the atmospheric ratios.  
Linearity behavior of the EGT: 
 
Argon dilution measurements are also used to study the linearity of the mass spectrometer, 
i.e., the sensitivity for different gas amounts. Figure 7.34 shows the signal intensity for the 
different dilution steps, i.e., for different gas amounts. . The signal area with respect to the 
dilution series for 36Ar, 38Ar and, 40Ar are shown that the slopes for 36Ar and 38Ar are close 
but not same. The slope for 36Ar, 38Ar and 40Ar are -025, -0.18 and -0.04 respectively. Even 
though the slopes for 36Ar and 38Ar also close but not same, on other hand the slope for 40Ar is 
completely different. However more tests are needed with different gas dilutions and for 
different frequencies to confirm or disproof linearity.   
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Figure 7.31: Signal area versus dilution series for 36Ar for different measurements.  
 
 
Figure 7.32: Signal area versus dilution series for 38Ar for different measurements. 
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Figure 7.33: Signal area versus dilution series for 40Ar for different measurements 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.34: Signal intensity for the dilution series for Argon calibration gas at 10 kHz pulse 
frequency.  
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7.6 Mass Resolution of the whole mass range 
Mass resolution at the FWHM-level of the EGT for the whole mass range is measured using 
the ADC acquisition is shown in the Figure 7.27 for one minute of data acquisition and 1 kHz 
pulse frequency: it increases and saturates ~850 and this value is more than the mass 
resolution in the simulations (~700). The dip in the plot mass 28 amu is due to interference 
with other peaks make it wider peak than usual. 
   
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.35: Mass resolution of EGT for mass range from 1 amu to 150 amu.  
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 : Summary & Outlook  Chapter 8
 
Summary:  
The primary goal of the EGT was to achieve a high sensitivity and measuring all noble gas 
isotopes with a high accuracy. However various technical problems delayed the progress and 
understanding the performance of the instrument took much longer than anticipated. 
Nevertheless, some results of this PhD are unexpected and are difficult to understand and to 
interpret. 
First, the mass resolution of the instrument is ~1000, which is higher than the mass resolution 
determined in the simulations (~700). In addition, the mass resolution depends on the data 
acquisition system; using the TDC data acquisition system the mass resolution is higher than 
by using the ADC data acquisition system.  
Second, the EGT can either be tuned manually or by using the optimizer software, both 
approaches give essentially the same results. For tuning, the optimal setting for the backplane 
voltage in the source depends on the pulse frequency, which must be considered for optimal 
performance. Consequently, a change in the pulse frequency requires at least some re-tuning. 
Peak shape and peak symmetry mostly depend on the drift voltage and the reflectron voltages 
R15 and R16. 
Third, strange and unexpected results are obtained for the mass fractionation per mass unit 
(FPMU), which is an important parameter for a discussion of instrument performance and 
reliability of the measurements. The results depend not only the type of gas measured but also 
on the data acquisition system used. The results obtained with the ADC system are different 
for Ar, Kr, and Xe isotopes.  For Kr calibration the FPMU is ~1%, except for 84Kr/86Kr where 
it is higher. For Xe isotopes it was difficult measuring the minor isotopes, however, for the 
isotopes that could be measured the FPMU was also in the range 1%. Measuring Argon 
isotopes was difficult because setting the scale to properly measure 38Ar overloads the signal 
on 40Ar and if the scale is set to properly measure 40Ar, the 38Ar signal is hardly any larger 
than the background noise. 
An improvement for the measurement of Krypton and Xenon isotopes could be achieved by 
using the TDC detection system. The FPMU values were smaller and more constant for the 
different isotope ratios, except 84Kr/86Kr, and also the minor isotopes could be measured. 
However, besides the better performance for Kr and Xe, measurements using the TDC card 
show unexpected and not understood fractionation patter for Argon isotopes. In addition, the 
peak shape depends on the gas amounts and has in worst case a double or triple peak 
structure.  
Fourth, the detection sensitivities for Kr and Xe are ~10-14 cm3 STP. For Argon the detection 
sensitivity is ~10-13 cm3 STP, which is in all cases at least one order of magnitude lower than 
expected.  
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In addition to the EGT performance tests, in the third chapter of this dissertation the oxidation 
of nanodiamonds by using copper oxide is discussed and first results and tests for different 
grains sizes of copper oxide are given. The copper oxide with larger grain size will release 
sufficient oxygen for oxidation of any organic material while heating and will re-absorb more 
than 90% via cooling. 
Outlook:  
Since one of the reasons for the unexpectedly low sensitivity of the EGT could be the reduced 
gain of the already used MCPs and preliminary tests showed - for the now replaced MCPs – 
that there is indeed an increase in gain, we anticipate an improve in overall performance of the 
EGT. We hope that the detection sensitivity can also be improved using better settings of the 
ADC and TDC cards and these will also improve the results for the FPMU. In addition, using 
a higher bit ADC detection system, e.g., 10 bits compared to 8 bits, would significantly 
improve the detection sensitivity for minor isotopes. By Studying dead-time effects 
introduced by the MCPs and also by the TDC detection system we might understand better 
the multiple peak problems for 40Ar measurements.  Overall, the optimizer results of future 
tests, with the stable power supplies and new MCPs will increase the performance of the EGT 
in the future.  
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Appendix A 
A.1 Copper Oxide Combustion for Oxygen production  
 
The separated nanodiamonds have to be oxidized to CO and/or CO2. During this process the 
noble gases are released. Note that released of noble gases from refractory carbon phases 
without oxidizing them is extremely difficult and requires extremely high temperatures and 
long extraction times. In the combustor, Copper (II) oxide (CuO) is used as the source of 
oxygen.   
Procedure:  
Step 1: The pressure in the combustor should be in the range 10-9 mbar before starting the 
combustion.  
Step 2: Valve 9 should be closed and valves 1, 2, 3, 4, 5, 6, 7, and 10 should be open (see the 
Figure Ap.3.1 below). 
Step 3: Heat the CuO up to 200oC (increase temperatures slowly in 50 oC per 5 minutes), 
observe the pressure variation in the Pirani gauge (CH-1). T Pirani gauges starts reading 
pressures above 5×10-4; for lower pressures it shows under range (ur-under range). Heating 
and pumping should last at least two days to release all residual/dirt gases. Wait for a constant 
pressure in the combustor in the ~10-9 mbar.  
Step 4:  When the pressure in the combustor is ~10-9 mbar, close the valve 10 (the other 
valves stay in the same position)  
Step 5: close getter valves 3, 4, 5, and 6 to protect the getters from the high oxygen pressures.  
Step 6: Heat CuO crucible to 860oC in 50oC steps (use channel 7 on the control unit. Do not 
go beyond 900 oC. Check the pressure reading of the Pirani gauge (channel 1) 
Step 7:  Cool down the CuO crucible from 860 oC to 200 oC in 50 oC steps.  
Step 8: Open valve 10 to pump the remaining oxygen with the turbo pump.  
Step 9: Open the valves 3, 4, 5, and 6 and pump the getters 
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Appendix A.2: Amount of CuO for 10 mbar of oxygen 
 
The stoichiometry of this reaction: How many grams of CuO is required for producing 10 
mbar of O2 in a volume of 500 ml? 
 
Sol:  
 2 𝐶𝑢𝐶 → 2𝐶𝑢 +  𝐶2 2 𝑚𝑣𝑣 (𝐶𝑢𝐶) → 2 𝑚𝑣𝑣 (𝐶𝑢)  + 1 𝑚𝑣𝑣 (𝐶2 ) 1 𝑚𝑣𝑣 (𝐶𝑢𝐶) → 1 𝑚𝑣𝑣 (𝐶𝑢) + 0.5 𝑚𝑣𝑣 ( 𝐶2) 79.55 g of CuO →  on heating gives 16 gm of 𝐶2 at STP 
 
****************************************************************** 
# 1 mol of gas fills - at standard temperature and pressure (STP) - a volume of 22.4 l 
therefore  
0.5 mol of O2-gas fills at STP a volume of 11.2 l  
 
******************************************************************* 
 
79.55 g of CuO gives 11.2 l of oxygen at 1 atm pressure, therefore 3.55 g CuO gives 0.5 l 
of O2 at 1 atm pressure. 
 3.55 g → 500 ml at 1 atm  =   1.01325 bar 
 
500 ml at 1 atm  =  1.01325 bar 
 
Therefore,  
 0.0355 g  → 500 ml at 0.0101325 bar (~ 10 mbar) 
 
 
Therefore we need about 35.5 mg for about 10 mbar of O2   
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Appendix A.3: Amount oxygen required of oxidation 
 
Oxygen (pressure) required for oxidize 1 mg of nanodiamonds in 500ml of oven chamber. ? 
  𝐶 + 𝐶2  →  𝐶𝐶2   12 𝑔 +  32 𝑔 →  44 𝑔   
 
Therefore, we need 2.6 mg of O2 to fully oxidize 1 mg of carbon, 
1 mol of gas at STP fills a volume of 22.4 l (22400 ml), therefore 
32 g of O2 fills at STP a volume of 22.4 l. Consequently, 2.6 mg, the amount required to 
oxidize the carbon, corresponds to 8.1×10-5 mol  
With  
  
𝐹𝑉 = 𝐺 𝑅𝑇 
𝐹 = 𝐺 𝑅𝑇
𝑉
 
 
(R   =   0.082 L atm K−1 mol−1) 
    𝐹 = 8.1 × 10−5  × 0.082× 300 0.5  
        = 398 ×  10−5 𝑡𝑡𝑚 
       = 4.03 mbar 
i.e., ~4.03 mbar of O2 is required to oxidize 1 mg of nanodiamonds in a volume of 500 ml.  
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Appendix B 
 
Appendix B.1:  TDC hardware  
 
TDC-MCS6 hardware installation procedure is available in MCS6 user manual, (2012), and 
the drivers and firmware is available from the FastCamTec® website.  
TDC Software settings for measurements:  
1. Open MCS6 software on the desktop, it opens mcs6 GUI window (MPANT-MCS6) as 
shown in Figure 4.A.1 if everything is connected and power is on; otherwise it shows a 
pop-up message “ MCS6 not found or device drivers are not installed”. 
 
 
Figure 4.A.1: MCS6 TDC graphical user interface 
2. Click on ‘Options’ and select “Range, Preset”, it opens another window “MCS6 settings” 
as shown in the Figure 4.A.2. 
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2.1. Select ‘Inputs’ on MCS Settings window and open “Input Thresholds and ROI 
Presets” window 
2.2. Select CH6 and Ch1 (Since EGT anode signal and external pulser are connected to 
CH1 and Ch6 respectively)  
2.3. No Threshold for CH6 and select Threshold value for CH1.  
2.4. Select ‘Edge’ as Rising on both and also select “Start with rising edge”. For Pulse 
with mode, select “Under threshold” or Upper threshold.  
2.5. Click on ‘Ok’ 
2.6. Select “Timepreset” value, this is time of measurement.  
2.7. Select “Bandwidth” as 1 for maximum resolution. 
2.8. Select Range as 200000 (this corresponds to 20 µs), this covers all the mass range we 
need.  
2.9. “End of Sweep(s)” time sets automatically to 2.00064e-005 when “Endless” mode is 
not active; otherwise it sets to 0 s.  
2.10. Set Acq.Delay (ns) if necessary, this corresponds to acquisition delay. 
2.11. Set Hold aft.Sweep (ns) if necessary. This is “hold off” time after each sweep. 
2.12. Click ‘Ok’ 
2.13. Click “Action”, press “Start” and it start live display on CH1 window.  
2.14. To save the data file after data acquisition press “Options” and select “Data”. 
 
 
 
Figure 4.A.2: MCS6 Settings window 
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2.15. “Data operations window” consists several options as shown in the 
Figure4.A.3.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.A.3: Data operations window of MCS6 
 
2.16. Select the spectra need to save and press “Save”, Press “OK”.  
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Appendix B.2: ADC hardware  
 
ADC- Agilent U1082A hardware installation settings are available in Acqiris manual (2010) 
and the drivers and firmware are available from the acqiris website.  
 
Internal temperature of the device is displayed on the “Waveform Display” window. 
Temperature is one of the influencing factors on base noise of the spectra. Increase in internal 
temperature will increase the noise level. In addition to this maximum operating voltage of 
ADC is ±5 V. We are using a limiter to cut the signals which are more than 5 V to protect 
ADC from the damage. Other specifications and details about ADC can find in user manual.  
ADC Software Settings for measurements: 
1. Open “ Acqiris Live” software on the desktop, it opens window “ Instrument Control” 
 
Figure 4.B.1: Main GUI window of “Acqiris Live” software and other pop-up windows 
 
 
2. Click on “instrument”, select “averager”  
3. Click on “Options”,  
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3.1. select “combined channels”, it opens pop-up window “Channel Combination”( Since 
we are using 2 channels)  
3.2. select “instrument” AP240 ( our instrument model is “AP240”) 
3.3. select “2 converters per channel”  and “channel 1” in in drop down menu of Active 
channels 
3.4. Press “Apply” 
4. Click on “Options” 
4.1. Select “averager settings”, it opens pop-up window “AP240 Ch1 Averager Settings” 
4.2. Select “Number of rounds” as ‘1’  
4.3. Select “Wave forms Per Round” in between 1 to 65,536 
ADC averager can be used in sequential averaging mode or round-robin sequential 
averaging mode. In sequential averaging mode is accumulates N number of 
waveforms in one round and produces a file. In round-robin sequential averaging 
mode the above process repeats for n- rounds.  In our case, we use number of rounds 
as 1 and wave forms per round as 60000. If we have 1 kHz external pulse frequency it 
produces 1 spectrum file in one minute. If we use 10000 wave forms per round it 
produces 6 spectra per minute.  
5. Select “ Channel Based  Settings” 
5.1. Click on “Average” mode (you can also choose other modes of acquisition). We 
should also give appropriate value for “Threshold” and “Noise Base” if we choose 
TDC or Noise suppressed average mode  
5.2. Select “Invert Data” ( since signal are negative) 
5.3. Press “Close” 
6. Select “Input voltage full scale” on main window in the range from 50 mV to 5 V and also 
corresponding “input voltage offset”, it is depending on signal strength.  
7. Chose the “Trigger” – “Source” as “AP240 EXT 1” for external triggering and in “Level 
1” choose the value in the range ±2 V and “Coupling” is DC. Delay is 0 and slope is 
positive.  
8. Select “Time Base” as 2 µs which covers 20 µs range spectrum (it includes all noble 
gases)  
9. “Memory” settings are the maximum number of points to be acquired, and this could be 
usually 5M samples and 1 segment. With this the sampling rate interval will be 500 ps and 
sampling rate (acquisition rate) will be 2 GS/s 
10. Click on “Normal” will show the live display on “Waveform Display” window and also 
zoom features available for this.  
11. “Store” menu on main window provides features of data storage. It includes different data 
format options  
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Figure 4.B.2: Data store pop-up window 
 
• Select “Number of waveforms to store”, this is the number of files to be 
created and related to the integration time.  For Example, with settings as said 
in 4.3 above, with 1 kHz external frequency, and 1 round and 60000 
waveforms on and 5 for “number of waveforms to store” will take 5 minutes to 
store and create 5 .awd files in a folder.  
• Select “Raw ADC values” which store data file in ASCII format with .awd 
extension. First 19 lines of this files includes different details about the settings 
like below 
# c:\Users\ramisetty\Desktop\AcqirisRun_2014-11-09T18-28-11\AP240 Ch1 
2X_1.awd 
# Date: 2014-11-09T18:28:19 
# Number of samples: 40000 S (40.0 KS) 
# Time increment: 5.00000000e-10 s (500 ps) 
# Gain: 1.95312500e-03 V/LSB (1.95 mV/LSB) 
# Offset: 2.38000000e-01 V (238 mV) 
# Number of waveforms per average: 60000 Waveforms 
# Trigger delay (in samples!): 0.00000000e+00 S (0.00 S)  
 
12. These files can be easily accessed by EXCEL or EGTDAS software.  
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Appendix C: Glossary  
 
P-BACE: Polar Balloon Atmospheric Composition Experiment mission, P-BACE is a joint project 
between the Esrange Space Center, Sweden, the University of Bern, Switzerland and the Swedish 
Institute of Space Physics (IRF), Kiruna, Sweden, 2008 
EGT-MS: Edel Gas Time-of-flight Mass Spectrometer, developed at University of Bern 
 
  
TOFMS Time-Of-Flight Mass Spectrometer 
keV kilo electron volts 
R-TOF Reflectron time-of-flight mass spectrometer 
EI Electron Impact Ionization 
MCP Micro channel plates 
SEM Secondary Electron Multipliers 
TDC Time-to-digital converter 
ADC Analog to digital converter 
GHz Giga Hertz 
LSB Least significant bit 
SNR Signal to noise ratio 
Chevron Special configuration of MCP‘s 
Th Thomson, unit for amu/q 
TOF Time-Of.Flight 
SIMION Ion & electron Optics Simulator Computer Program 
EGT-DAS EGT Data analysis software 
STP Standard Temperature and Pressure 
GS/s Giga Sample per second 
FWHM Full width half maxima 
MoRaMi  Modular Rack Measurement Instrument 
CF  ConFlat vacuum flanges  
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