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COMPUTING BOUNDARY EXTENSIONS OF CONFORMAL
MAPS PART 2
TIMOTHY H. MCNICHOLL
Abstract. It is shown that there is a computable and conformal map on the
unit disk that has a computable boundary extension even though its range
does not have a computable boundary connectivity function.
1. Introduction
We continue the investigation in [11] of the information required to compute
the boundary extension of a computable conformal map. In [11], it is shown that
local connectivity provides sufficient information. Here, were show that it does not
provide necessary information.
Local connectivity information for the boundary of a domain D is quantified
by means of a boundary connectivity function. This is a function g : N → N with
the property that whenever k ∈ N and p, q are boundary points of D so that
0 < |p− q| ≤ 2−g(k), the boundary of D includes an arc from p to q whose diameter
is smaller than 2−k. The case for using boundary connectivity functions to represent
the local connectivity of the boundary of D is made in [11]. See also [6].
A conformal map of the unit disk onto a domain D has a boundary extension
if and only if D is bounded and has a boundary connectivity function. In [11],
it is shown that if φ is a computable and conformal map of the unit disk onto a
bounded domain D that has a computable boundary connectivity function, then
the boundary extension of φ is computable. Here, we complement this result by
proving the following.
Theorem 1.1. There is a conformal map on the unit disk that has a computable
boundary extension even though its range does not have a computable boundary
connectivity function.
Theorem 1.1 strengthens a result from [5] on the computability of Peano con-
tinua. Namely, there is a computable function on the unit interval whose range
does not have a computable modulus of local connectivity. This result says that the
converse of the Hahn-Mazurkiewicz Theorem is not effective. By a modulus of local
connectivity for a subset of Rn X we mean a function g : N→ N so that whenever
k ∈ N and p, q ∈ X are such that 0 < d(p, q) ≤ 2−g(k), X includes an arc from p
to q whose diameter is smaller than 2−k. Hence, a boundary connectivity function
for a domain D is a modulus of local connectivity for the boundary of D.
We build the conformal map in Theorem 1.1 by first constructing its range, D.
To construct D, we first form its boundary which will consist of a connected union of
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2 TIMOTHY H. MCNICHOLL
countably many line segments. We fix a computably enumerable but incomputable
set of natural numbers A, and choose these line segments so as to encode A into
every boundary connectivity function for D (see Theorem 4.16). In particular, by
taking A to be the Halting Set, we can encode all computably enumerable sets into
every boundary connectivity function for D. That is, every boundary connectivity
function for D computes every computably enumerable set.
We construct D and its boundary so that D is computably open and its boundary
is computably closed. It then follows from the Effective Riemann Mapping Theorem
[8] (see also [1]) that there is a computable and conformal map of the unit disk onto
D. Let φ denote such a map.
The boundary of D is constructed so that φ has a boundary extension. The
challenge then is to compute the boundary extension of φ without local connectivity
information. Our strategy is to carefully modify the approach in [11]; in particular,
many of these results do not make use of the boundary connectivity function and
so they apply equally well to the situation considered here. Most importantly, the
concept of a crosscut that recognizably bounds the value of φ on a unimodular ζ
can be employed here. These crosscuts (which will be defined in Section 2) have the
property that if τ is a sufficiently small boundary arc that joins its endpoints and
contains no point of D, then φ(ζ) ∈ τ . In [11], a boundary connectivity function
is then used to form an upper bound on the diameter of τ from the diameter
of the crosscut. We show in Subsection 4.1 of Section 2 that without a boundary
connectivity function we can still make progress by singling out a class of acceptable
crosscuts from those that recognizably bound the value of φ on ζ. In particular,
our domain D is constructed so that the endpoints of an acceptable crosscut C can
be joined by an arc τ that contains no point of D and that consists of a single
horizontal line segment, a single vertical line segment, or a union of a horizontal
and vertical line segment that meet at a right angle. This allows us to effectively
bound the diameter of C ∪ τ . We then show that φ(ζ) ∈ τ .
2. Background and summary of prior results
For information on classical computability notions such as computable enumer-
ability and Turing reducibility we refer the reader to [4].
Suppose f is a function that maps complex numbers to complex numbers. We
say that f is computable if there is an algorithm P that satisfies the following three
criteria.
• Approximation: Whenever P is given an open rational rectangle as input,
it either does not halt or produces an open rational rectangle as output.
(Here, the input rectangle is regarded as an approximation of a z ∈ dom(f)
and the output rectangle is regarded as an approximation of f(z).)
• Correctness: Whenever P halts on an open rational rectangle R, the rec-
tangle it outputs contains f(z) for each z ∈ R ∩ dom(f).
• Convergence: Suppose U is a neighborhood of a point z ∈ dom(f) and
that V is a neighborhood of f(z). Then, there is an open rational rectangle
R such that R contains z, R is included in U , and when R is put into P ,
P produces a rational rectangle that is included in V .
A comprehensive treatment of the computability of functions on continuous domains
can be found in [15]. See also [14], [7], [9], [10], [2], [13], and [3].
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Let D denote the unit disk; that is the open disk with center 0 and radius 1. The
unit circle is the boundary of D. Our approach to computing boundary extensions
is based on the following notion and result from [11].
Definition 2.1. Suppose f is a function that maps complex numbers to complex
numbers and is defined at every point on the unit circle. We say that f is strongly
computable on the unit circle if there is an algorithm P with the following properties.
• Approximation: Whenever an open rational rectangle is input to P , P
either does not halt or outputs an open rational rectangle.
• Strong Correctness: If P outputs a rational rectangle R1 on input R,
then f(z) ∈ R1 whenever z ∈ R ∩ dom(f).
• Convergence: If U is a neighborhood of a unimodular point ζ, and if V
is a neighborhood of f(ζ), then ζ belongs to an open rational rectangle
R ⊆ U so that P halts on input R and produces a rational rectangle that
is contained in V .
Proposition 2.2. Suppose f : D → C. Then, f is computable if and only if f is
both computable on the unit disk and strongly computable on the unit circle.
When U is an open subset of the plane, let R(U) denote the set of all closed
rational rectangles that are included in U . When C is a closed subset of the plane,
let R(C) denote the set of all open rational rectangles that contain at least one
point of C. Whether X is open or closed, the set R(X) completely identifies X.
That is, R(X) = R(X ′) if and only if X = X ′.
Let us call an open subset of the plane U computable if R(U) is computably
enumerable. That is, if the elements of R(U) can be arranged into a sequence
{Rn}n∈N in such a way that there is an algorithm that computes Rn from n for
every n ∈ N. Intuitively, as such an enumeration is run, it provides more and
more information about what is in the set. We similarly define what it means for
a closed subset of the plane to be computable. Again, by enumerating the rational
rectangles that contain at least one point of a closed set C we obtain more and
more information about what is in the set.
Throughout the rest of this section, φ denotes a conformal map of the unit disk
onto a domain D. We assume that φ has a boundary extension which we denote
by φ as well.
Suppose C is an arc in D. If the only points of C that lie on the boundary of D
are the endpoints of C, then C is called a crosscut of D. If C is a crosscut of D,
then D − C has exactly two connected components. These components are called
the sides of C. When C is a crosscut of D that omits φ(0), let C− denote the side
of C that contains φ(0) and let C+ denote the other side.
Let Dr(z) denote the open disk with center z and radius r. When 0 < r < 1
and |ζ| = 1, let Ar,ζ denote the image of φ on D ∩ ∂Dr(ζ). The class of crosscuts
that recognizably bound the value of φ on ζ is defined as follows.
Definition 2.3. Suppose |ζ| = 1. Let C be a crosscut of D. We say that C
recognizably bounds the value of φ on ζ if there are rational numbers r0, s0 such
that the following hold.
(1) 0 < r0 < s0 < 1/2.
(2) φ((1− s0)ζ) ∈ C.
(3) C ∩As0,ζ is connected, and C ∩A+s0,ζ has two connected components.
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(4) |φ(tζ)− z| > m(s0, N0, r0) whenever z ∈ A+s0,ζ ∩ C and 1− s0 ≤ t ≤ 1− r0.
We say that (r0, s0) witnesses that C recognizably bounds the value of φ on ζ.
Let C(s0,r0,ζ) denote the set of all crosscuts C such that (s0, r0) witnesses that C
recognizably bounds the value of φ on ζ.
The fundamental facts about these crosscuts are the following two theorems
which are proved in [11].
Theorem 2.4. Suppose |ζ| = 1. Then, there are crosscuts of arbitrarily small
diameter that recognizably bound the value of φ on ζ. That is, for every  > 0 there
is a crosscut that recognizably bounds the value of φ on ζ and whose diameter is
smaller than .
Theorem 2.5. Suppose (r0, s0) witnesses that C recognizably bounds the value of
φ on ζ. Then, A+r0,ζ ⊆ C+.
We now discuss approximation of crosscuts.
A finite sequence of sets (S1, . . . , Sn) is a chain if Sj ∩ Sj+1 6= ∅ whenever
1 ≤ j < n. In addition, (S1, . . . , Sn) is a simple chain if Sj ∩ Sk 6= ∅ only when
|j − k| = 1. We then define a wad to be a union of a chain of open rational boxes
and an approximate arc to be a simple chain of wads.
When A1, . . . , An are subarcs of an arc A, we write A = A1+. . .+An if Aj+1 con-
tains exactly one point of Aj whenever 1 ≤ j < n. An approximate arc (w1, . . . , wn)
approximates an arc A if A can be decomposed into a sum A = A1 + . . .+An such
that Aj ⊆ wj for all j. Equivalently, if there are numbers 0 = t0 < . . . < tn = 1
such that A maps each number in [tj−1, tj ] into wj . The largest diameter of a wad
wj will be referred to as the error in this approximation.
We define an approximate crosscut of D to be an approximate arc (w1, . . . , wn)
such that
• wj ⊆ D when 1 < j < n, and
• wj ∩ ∂D 6= ∅ if j = 1, n.
We will use the following Lemma from [11].
Lemma 2.6. Suppose |ζ| = 1 and (s0, r0) witnesses that a crosscut C recognizably
bounds the value of φ on ζ. Suppose C is approximated by (w1, . . . , wn). Then,
whenever ζ ′ is a unimodular point that is sufficiently close to ζ, (w1, . . . , wn) ap-
proximates a crosscut C ′ such that (s0, r0) witnesses that C ′ recognizably bounds
the value of φ on ζ ′.
The following definition is also from [11].
Definition 2.7. Suppose that C is a set of crosscuts of D and that A is a set of
approximate crosscuts. We say that A describes C if the following two conditions
are met.
(1) Every approximate crosscut in A approximates a crosscut in C.
(2) Every crosscut in C can be approximated with arbitrarily small error by an
approximate crosscut in A. That is, if C is a crosscut in C, and if  > 0,
then C is approximated by an approximate crosscut in A with error smaller
than .
The following is a porism of the proof of Theorem 3.7 of [11].
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Theorem 2.8. For all rational numbers s0, r0 and unimodular ζ, there is a set of
approximate crosscuts A(s0,r0,ζ) that describes C(s0,r0,ζ). Furthermore, A(s0,r0,ζ) is
computably enumerable uniformly in (s0, r0, ζ).
When z, w are distinct points in the plane, let [z, w] denote the line segment
from z to w; let [z, z] = {z}. Let diam(C) denote the diameter of C.
3. The construction of the domain D
We begin by constructing a subset of the plane X. This set will be the boundary
of D and consists of a union of countably many line segments. We will choose these
line segments so as to encode a computably enumerable but incomputable set into
any modulus of local connectivity for X.
Let A be a computably enumerable but incomputable set of natural numbers.
Since A is computably enumerable, it is the domain of a Turing computable function
that maps natural numbers to natural numbers. Let f be such a function, and let
M be a Turing machine that computes f . We say that a number n enters A at
stage s if M halts on input n after exactly s steps; in this case we write n ∈ Aat s.
Let:
ν0 = 0
ν1 = i
ν2 = 1 + i
ν3 = 1
Let:
ν3j+4 =
{
2−(j+1) + 2−(j+3+s) if j ∈ Aat s
2−(j+1) if j 6∈ A
ν3j+5 = 2
−(j+1)(1 + i)
ν3j+6 =
{
2−(j+1) − 2−(j+3+s) if j ∈ Aat s
2−(j+1) if j 6∈ A
Let
X =
⋃
n∈N
[νn, νn+1].
The set C−X has two connected components, only one of which is bounded. Let
D denote the bounded component.
We call ν0, ν1, . . . the vertices of D. Fix j ∈ N. If ν3j+4 6= ν3j+6, then we call
[ν3j+4, ν3j+5]∪ [ν3j+5, ν3j+6] a tent ; otherwise we refer to it as a spike. See Figures
1 and 2. The significant constituents of the boundary of D consist of the tents,
spikes, and the line segments in the boundary of D that are included in a side of
the unit square.
The set D is simply connected and X is the boundary of D. It follows from
the construction that D is computably open and X is computably closed. So, by
the Effective Riemann Mapping Theorem of Hertling [8], there is a computable and
conformal map φ of D onto D. The set X is locally connected, so φ has a boundary
extension (see Pommerenke [12]). We denote this boundary extension by φ as well.
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(2-(n + 1), 2-(n + 1))
2-(n + 1 + s)
Figure 1. Construction of X: the case where n ∈ A
(2-(n + 1), 2-(n + 1))
Figure 2. Construction of X: the case where n 6∈ A
4. The verification of the construction
We divide the verification into three layers: the classical world, wherein we have
full access to all the objects and methods of classical mathematics, the approxi-
mate world wherein we can only view approximations of classical objects, and the
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computable world in which only computable operations with approximations are
permitted.
4.1. The classical world. .
Our first goal is to define the class of acceptable crosscuts.
Suppose that z1, z2 are points in the plane. Each of the sets
[z1,Re(z1)+Im(z2)i]∪[Re(z1)+Im(z2)i, z2], [z1,Re(z2)+Im(z1)i]∪[Re(z2)+Im(z1)i, z2]
will be called a taxicab arc from z1 to z2. So, each taxicab arc is either a horizontal
line segment, a vertical line segment, or an arc that consists of a union of a horizontal
line segment and a vertical line segment that meet at a right angle.
Definition 4.1. Suppose z1 and z2 are distinct boundary points of D. We say
that z1, z2 are acceptably placed if neither is a vertex and if at least one taxicab arc
from z1 to z2 contains no point of D.
Definition 4.2. Let C be a crosscut of D. We say that C is acceptable if its
endpoints are acceptably placed and its diameter is smaller than
|φ(0)− φ(ζ/2)|
1 +
√
2
for each unimodular ζ.
It follows that if z is a boundary point of D that is not a vertex, then z belongs
to exactly one significant constituent of the boundary of D.
Lemma 4.3. Let z, z′ be distinct boundary points of D, and suppose that neither
of these points is a vertex. Let σ be the significant constituent of the boundary of
D that contains z, and let σ′ be the significant constituent of the boundary of D
that contains z′. Then, z, z′ are acceptably placed if and only if w,w′ are acceptably
placed whenever w ∈ σ and w′ ∈ σ′ are distinct and are not vertices.
Proof. Suppose z, z′ are acceptably placed. Let w be point in σ that is not a vertex,
and let w′ be a point σ′ that is not a vertex. Suppose w 6= w′. We show that w,w′
are acceptably placed. That is, at least one taxicab arc from w to w′ contains no
point of D.
If σ = σ′, then it follows by inspection that at least one taxicab arc from w to
w′ contains no point of D. So, suppose σ 6= σ′.
Suppose one of σ, σ′ is a side of the unit square. Since z, z′ are acceptably placed,
it follows that an adjacent side includes the other significant constituent. It then
follows that w,w′ are acceptably placed. So, suppose that neither of σ, σ′ is a
side of the unit square. If the lower side of the unit square includes both σ and
σ′, then w,w′ are acceptably placed. So, suppose one of σ, σ′ is not included in
the lower side of the unit square; that is it is either a tent or a spike. Since z, z′
are acceptably placed, it follows that the other one of these significant constituents
must be included in the lower side. Thus, w and w′ are acceptably placed. 
We now show that acceptable crosscuts that recognizably bound the value of φ
on ζ allow us to estimate the value of φ on all points near ζ without the use of a
boundary connectivity function. This is based on the following two results.
Proposition 4.4. Let C be a crosscut of D. Let τ be an arc that joins the endpoints
of C and that contains no point of D. Then, the interior of τ ∪C includes exactly
one side of C.
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Proof. Let J = C ∪ τ .
We first claim that if the interior of J contains one point of a side of C, then it
must include all of that side. For, let S be a side of C, and suppose the interior
of J contains a point of S. Let q1 denote such a point. Let q2 be any other point
of S. Since S is open and connected, it includes an arc σ from q1 to q2. Since D
includes σ, τ contains no point of σ. Since S includes σ, σ contains no point of C.
Thus, σ never crosses J . So, since the interior of J is connected, q2 belongs to the
interior of J as well.
We now show that the interior of J includes at least one side of C. For, let
p ∈ C ∩D. Since D is open, there is a positive number  so that D includes D(p).
Since p belongs to the boundary of the interior of J , D(p) contains a point of the
interior of J . Let q denote such a point. Since q belongs to the interior of J , q
does not belong to C. But, since D includes D(p), q belongs to D. Thus, q must
belong to a side of C. By what has just been shown, the interior of J includes all
of this side.
Finally, we claim that the interior of J does not include both sides of C. For, by
way of contradiction, suppose otherwise. Then, the interior of J includes D − C.
Let p ∈ C ∩ D. Let U denote the interior of J . Thus, U = U ∪ J . In addition,
p ∈ ∂U . Since p ∈ D, D(p) ⊆ D for some  > 0. So, D(p) contains a point of
the complement of U , q. There is a positive number δ so that Dδ(q) ⊆ D(p) ∩
(C− U). Thus, Dδ(q) ⊆ D − C. But, the interior of J includes D − C so this is a
contradiction. 
Theorem 4.5. If there is an acceptable crosscut C so that (s0, r0) witnesses that
C recognizably bounds the value of φ on ζ, then the diameter of C is at least as
large as (1 +
√
2)−1|φ(z1)− φ(z2)| for all z1, z2 ∈ Dr0(ζ) ∩ D.
Proof. Suppose C is acceptable and that (s0, r0) witnesses that C recognizably
bounds the value of φ on ζ. Let p, q be the endpoints of C. Since C is acceptable,
there is a taxicab arc from p to q that contains no point of D; let τ be such an
arc. Let J = C ∪ τ . Note that the diameter of τ is at most √2|p − q|. Thus, the
diameter of J is at most (1 +
√
2) diam(C).
We claim that the interior of J does not include C−. For, by the definition of
‘acceptable’ (Definition 4.2),
(1 +
√
2) diam(C) < |φ(0)− φ(ζ/2)|.
Thus, the diameter of the interior of J is smaller than |φ(0)−φ(ζ/2)|. Since s0 < 1/2
(by definition of ‘recognizably bounds’; see Definition 2.3), C− contains φ(0) and
φ(ζ/2). Thus, the interior of J can not include C−.
Now, by Proposition 4.4, the interior of J includes exactly one side of C. Thus,
it must include C+. So, by Theorem 2.5, it includes A+r0,ζ . This means that
|φ(z1)− φ(z2)| ≤ (1 +
√
2) diam(C) for all z1, z2 ∈ Dr0(ζ) ∩ D. 
Since we will use acceptable crosscuts to estimate boundary values, we seek to
prove that they not only exist but that arbitrarily small ones exist. This is captured
by the following theorem.
Theorem 4.6. If ζ is unimodular, then there are acceptable crosscuts of arbitrarily
small diameter that recognizably bound the value of φ on ζ.
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Proof. Suppose C recognizably bounds the value of φ on ζ. By Theorem 2.4, the
diameter of C can be made as small as desired.
If φ(ζ) is not a vertex, and if the diameter of C is small enough, then its endpoints
are not vertices and belong to the same significant constituent of the boundary of
D; thus they are acceptably placed. So, suppose φ(ζ) is a vertex. If φ(ζ) is not ν0,
and if the diameter of C is small enough, then the endpoints of C are not vertices
and belong to adjacent line segments in the boundary of D and so are acceptably
placed.
So, suppose φ(ζ) = ν0. We note that φ(ζ
′) 6= ν0 for all unimodular ζ ′ sufficiently
close to ζ except ζ itself. In addition, ζ is an accumulation point of the pre-image
of φ on the unit interval. By following the argument in the proof of Theorem 3.4 of
[11], it follows that for each  > 0, there is a crosscut C that recognizably bounds
the value of φ on ζ and so that one endpoint of C lies on [0, i] and the other lies
in the unit interval. We can also ensure that neither endpoint of C is a vertex.
Thus, the endpoints of C are acceptably placed. By making the diameter of C
small enough, we can also ensure that C is acceptable. 
4.2. Approximate world. In order to apply the results in Subsection 4.1, we
need a method for generating approximate crosscuts that approximate acceptable
crosscuts. This leads to the following three definitions and theorem.
Definition 4.7. Let U be a subset of the plane. We say that U conservatively
intersects the boundary of D if there is a significant constituent of the boundary
of D, σ, so that U ∩ σ 6= ∅ and so that U contains no vertex of the boundary of D
and no point of any significant constituent of the boundary of D other than σ.
Definition 4.8. Let U, V be subsets of the plane. We say that U, V are acceptably
placed if p, q are acceptably placed whenever p ∈ U ∩ ∂D and q ∈ V ∩ ∂D.
Definition 4.9. Suppose A is a set of approximate crosscuts. Let A∗ consist of all
(w1, . . . , wn) ∈ A so that w1 and wn conservatively intersect the boundary of D,
w1, wn are acceptably placed, and so that
(1 +
√
2) diam(
⋃
j
wj) < |φ(0)− φ(ζ/2)|
for all unimodular ζ.
It follows that every arc approximated by an approximate crosscut in A∗ is
acceptable.
Theorem 4.10. If A describes C(s0,r0,ζ), then A∗ describes the set of all acceptable
crosscuts in C(s0,r0,ζ).
Proof. Since A describes C(s0,r0,ζ), it follows that each approximate crosscut in
A∗ approximates an acceptable crosscut in C(s0,r0,ζ). So, let C be an acceptable
crosscut in C(s0,r0,ζ), and let  be a positive number. We need to show that C is
approximated by an approximate crosscut in A∗ with error smaller than . So,
fix a positive number δ < . Since A describes C(s0,r0,ζ), some (w1, . . . , wn) ∈ A
approximates C with error smaller than δ. Since C is acceptable, if δ is small
enough, then w1 and wn conservatively intersect the boundary of D. In addition,
since C is acceptable, if δ is small enough, then
(1 +
√
2) diam(
⋃
j
wj) < |φ(0)− φ(ζ/2)|
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for all unimodular ζ. Finally, since C is acceptable, if w1 and wn conservatively
intersect the boundary of D, then it follows from Lemma 4.3 that w1, wn are
acceptably placed. Thus, (w1, . . . , wn) ∈ A∗ if δ is small enough. Thus, there is an
approximate crosscut in A∗ that approximates C with error smaller than . 
4.3. Computable world. Our first goal is to show that A∗ is computably enu-
merable whenever A is. This is accomplished via the following two lemmas. Let σ0,
σ1, . . . label the significant constituents of the boundary of D in clockwise order so
that σ0 = [0, i].
Lemma 4.11. For each k, σk is computably closed uniformly in k.
Proof. If σk is neither a tent nor a spike, then this is obvious. So, suppose σk is
either a tent or a spike. Then, there exists unique j ≥ 1 so that σk = [ν3j+1, ν3j+2]∪
[ν3j+2, ν3(j+1)]. In addition, by construction, ν3j+1 = ν3(j+1) if and only if j 6∈ A.
Furthermore, if j ∈ Aat s, then ν3j+1 = 2−(j+1)+2−(j+3+s) and ν3(j+1) = 2−(j+1)−
2−(j+3+s).
Let R = (a, b)× (c, d). It follows that R ∩ σk 6= ∅ if and only if there exists s so
that j ∈ Aat s and
R ∩ ([2−(j+1) − 2−(j+3+s), ν3j+2] ∪ [2−(j+1) + 2−(j+3+s), ν3j+2]) 6= ∅
or so that j 6∈ As and (a, b) includes one of the intervals [2−(j+1)−2−(j+3+s), 2−(j+1)],
[2−(j+1), 2−(j+1)+2−(j+3+s)]. Hence, the set of all open rational rectangles that con-
tain a point of σk is computably enumerable; that is, σk is computably closed. 
Lemma 4.12. For each k ∈ N, the complement of ∂D − σk is computably open
uniformly in k.
Proof. For each j ≥ 1, let
mj = 2
−(j+3) + 2−(j+5) + 2−(j+2) − 2−(j+4).
It follows that mj is between ν3j+4 and ν3(j+1) for all j ≥ 1. For each j, let
Rj = (−2−j ,mj)× (−2−j ,mj).
Thus, ν0 ∈ Rj and νk ∈ Rj when k > 3(j + 1). So, Rj includes all but finitely
many significant constituents of the boundary of D.
Let R be a closed rational rectangle. It follows that R contains no point of
∂D − σk if an only if there exists j ≥ 1 so that Rj ∩R = ∅ and σ′∩R = ∅ whenever
σ′ is a significant constituent of the boundary of D such that σk 6= σ′ and σ′ 6⊆ Rj .
It follows that the complement of ∂D − σk is computably open. 
Theorem 4.13. If A is a computably enumerable set of approximate crosscuts of
D, then A∗ is computably enumerable uniformly in A.
Proof. Suppose A is computably enumerable. It follows from Lemmas 4.11 and
4.12 that the set of all wads that conservatively intersect the boundary of D is
computably enumerable. The set of all k, k′ so that p, q are acceptably placed
whenever p ∈ σk and q ∈ σk′ is computable. In addition, the set of all (w1, . . . , wn)
so that
diam(
⋃
j
wj) < (1 +
√
2)|φ(0)− φ(ζ/2)|
for all unimodular ζ is computably enumerable. It follows that A∗ is computably
enumerable uniformly in A. 
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Lemma 4.14. From k ∈ N, it is possible to uniformly compute a finite set of open
rational rectangles Rk that covers the unit circle and so that |φ(z1)− φ(z2)| < 2−k
whenever R ∈ Rk and z1, z2 ∈ R ∩ D.
Proof. For each rational number θ, let ζθ = exp(θi). By Theorem 2.8, A(s0,r0,ζθ)
is computably enumerable uniformly in (s0, r0, θ). So, by Theorem 4.10 and 4.13,
A∗(s0,r0,ζθ) describes the set of all acceptable crosscuts in C(s0,r0,ζθ) and is com-
putably enumerable uniformly in s0, r0, θ.
The proof now mimics the proof of Lemma 6.3 of [11]. Let R′k be the set of
all open rational rectangles R for which there exist s0, r0, θ ∈ Q and an acceptable
C ∈ C(s0,r0,ζθ) such that ζθ ∈ R ⊆ Dr0(ζθ) and such that the diameter of C is smaller
than (1 +
√
2)−12−k. It follows that R′k is computably enumerable uniformly in k.
It then follows from Theorem 4.5 that |φ(z1)−φ(z2)| < 2−k whenever z1, z2 ∈ R∩D
and R ∈ R′k.
We claim that R′k covers the unit circle. For, suppose |ζ| = 1. By Theorem
4.10, there is an acceptable crosscut whose diameter is smaller than (1 +
√
2)−12−k
and that recognizably bounds the value of φ on ζ. Let (s0, r0) witness that C
recognizably bounds the value of φ on ζ. Since A∗(s0,r0,ζ) describes C(s0,r0,ζ), C
is approximated by an approximate crosscut (w1, . . . , wn) ∈ A∗(s0,r0,ζ) with the
property that the diameter of w1 ∪ . . . ∪ wn is smaller than (1 +
√
2)−12−k. By
Lemma 2.6, there is a closed rational rectangle R ⊆ Dr0(ζ) such that ζ belongs
to the interior of R and such that for all ζ ′ ∈ R ∩ ∂D, (w1, . . . , wn) approximates
a crosscut C ′ such that (s0, r0) witnesses that C ′ recognizably bounds the value
of φ on ζ ′. Since (w1, . . . , wn) ∈ A∗(s0,r0,ζ), as remarked after Definition 4.9, every
approximate crosscut approximated by (w1, . . . , wn) is acceptable. Thus, C
′ is
acceptable. The interior of R contains a point of the form ζθ for some θ ∈ Q. Since
R is closed, if ζθ is close enough to ζ, then R ⊆ Dr0(ζθ). Thus, the interior of R
belongs to R′k. Hence, the unit circle is covered by R′k.
To compute Rk, enumerate R′k until the unit circle is covered. 
The following now follows as in the proof of Theorem 2.8 of [11].
Theorem 4.15. The boundary extension of φ is strongly computable on the unit
circle.
So, it follows from Proposition 2.2 that the boundary extension of φ is com-
putable. To complete the proof of Theorem 1.1, it only remains to show that D
does not have a computable boundary connectivity function. In fact, we can show
slightly more.
Theorem 4.16. If g is a boundary connectivity function for D, then A is Turing
reducible to g.
Proof. Let g be a boundary connectivity function for D. We can assume g is
increasing. Write n ∈ As if n enters A at some s′ ≤ s.
We claim that n 6∈ A if n 6∈ Ag(n+2). For, by way of contradiction, suppose that
n ∈ A − Ag(n+2). Let s be the stage at which n enters A. Thus, s > g(n + 2). It
follows from the construction that the distance from ν3n+4 to ν3n+6 is 2
−(n+2+s)
which in turn is not larger than 2−g(n+2). However, by construction, the shortest
arc in X from ν3n+4 to ν3n+6 consists of the line segment from ν3n+4 to ν3n+5 and
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the line segment from ν3n+5 to ν3n+6. The diameter of each of these segments is
at least 2−(n+1), and this is a contradiction. Thus, n 6∈ A if n 6∈ Ag(n+2).
It now follows that A is Turing reducible to g. 
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