Many non-integrable systems have eigenstates that typically require numerous basis states to represent them. We develop a criterion to judge the extent to which phase space is explored by the spectrum of such a Hamiltonian. Our criterion uses the eigenvalues rather than the eigenfunctions and is based on identifying a direct relation between the intensity of Shnirelman's peak and the localization length. We illustrate our procedure by applying it to the spectrum of two prototypical non-integrable systems, the Kicked Rotor and the Kicked Top. 05.45.+b,03.65.Ge Typeset using REVT E X 1
I. INTRODUCTION
How widely do the eigenstates of a non-integrable Hamiltonian extend over a given basis -or, in other words, how extensively does a system explore the available phase space ? 1] In this paper, we propose a criterion to answer this question using the minimal amount of information usually available experimentally. A convenient shorthand for the question we wish to answer is: What is the \Basis State Participation" (BSP) in the spectrum 1{5]? From an experimentalist's point of view, the study of BSP in the Correspondence Principle Limit regime of many eigenstates is fraught with di culties. The straightforward detection of basis state participation calls for analyzing each eigenfunction and studying the distribution of its components. There are several problems associated with this prescription. First of all, one may not even know the Hamiltonian. For such systems, we have little hope of obtaining the actual wavefunctions and consequently little hope of studying BSP in the conventional way. But more commonly, most experiments give access to the energies of the states but not to the corresponding wavefunctions. Even assuming that the totality of the wavefunctions are known, these wavefunctions may have tens of thousands of components and the state-by-state study of BSP is tedious. Supposing such a study nds a fraction of the states to be superpositions of few basis states, one may still want to know how generic such restricted BSP behavior is. What can be said about BSP in a system when only its eigenvalue spectrum is available? This is the problem we will address in this paper. We identify the intensity of Shnirelman's peak 6, 7] as a measure of BSP that uses only the spectrum of the system and makes no reference to eigenfunctions. While our criterion is a global one and therefore not applicable to individual eigenstates, we will show that it is capable of making de nitive statements about the average BSP of the eigenfunctions. In section II we summarize some measures of BSP based on the knowledge of the states. After introducing our criterion in section III we apply it to two di erent systems in section IV . Conclusions are found in section V. 
II. CUSTOMARY MEASURES OF BASIS STATE PARTICIPATION
that corresponds to a case in which the state j j > can be represented as a superposition of all basis states with the same weight. In addition, since we are interested in global characteristics of the system, a global measure of BSP is needed for comparison purposes. We therefore de ne an average entropy (and correspondingly an average localization length) for a set of N states as
Another measure of BSP commonly used in the study of dynamical localization is the inverse participation ratio (IPR) 1,3{5]. It is de ned as .
It has been shown that the conclusions extracted by using the IPR are equivalent to those extracted using the entropy 1]. In a recent paper 2], a sophisticated measure of localization has been introduced: In a system with a Hamiltonian H( ), with a parameter, the deviations of the quantity
from zero give a measure of the localization of the state . In this de nition, E i ( ) are the energies for the parameter and p i ( ) the projection of state onto the eigenstate corresponding to E i ( ). The only caveat is that one needs to be able to follow each eigenstate as changes. We will not assume such information, and consequently we will only be able to make statistical statements.
III. SPECTROSCOPICAL CRITERION
To detect the extent of BSP, we use a theorem due to Shnirelman 6, 7] : Under some generally valid conditions, namely when the system has at least four invariant tori, half the eigenvalue spacings will be exponentially small in the semiclassical limit. The consequence is the appearance of a sharp peak in the Nearest Neighbor Level Spacing Distribution (NNLSD) near zero level spacing (s = 0), provided all the eigenvalues are considered irrespective of their symmetry. Recently, Chirikov and Shepelyansky 10] (hereafter referred to as CS) generalized this important result to the case of systems that show extreme localization. They show that for this peak to appear, one needs a quantum system with a nite symmetry such that the eigenfunctions are separated either in quantal \phase space" or have little overlap when expressed in an orthonormal basis. We will return to these sharply localized (in a generic basis) states below. How much separation is needed for the peak to appear currently remains an open question. However, it seems reasonable that even when state localization is not (on average) too sharp, i.e., for weakly localized states, there will still be a peak, albeit of lesser intensity. Thus the intensity of the peak should provide a direct measure of the weak localization of the eigenfunctions of the system.
In general, for systems with mixed phase space one expects that the NNLSD, obtained without classifying the spectrum according to di erent symmetries, will resemble a Poissonian distribution 10]. Suppose that the statistics of the quasienergies outside the peak t a renormalized Poissonian distribution P(s) = 2 e ? s : (8) Note that this distribution is normalized to instead of to 1 ( < 1). Then the quantity = 1 ? ; (9) which gives the fraction of states inside the Shnirelman peak, is the measure for the extent of phase space exploration we propose. In what follows we will establish the validity of this criterion by applying it to two systems the localization properties of which are well known.
IV. TWO EXAMPLES: KICKED ROTOR AND KICKED TOP
In order to illustrate our criterion, we apply it to two systems that evolve from integrability to chaos by changing a parameter which also causes the localization to appear and disappear. Both the kicked rotor and kicked top 11, 12] ful ll all these requirements. These systems have a mixed phase space, i.e. the phase space is neither totally chaotic nor totally integrable (\soft" chaos 13]). Then, as we change an external parameter to, say, increase the size of the chaotic region, a competition is established between any localization already present and tunneling 14, 19] .
A. The Kicked Rotor
Perhaps the most thoroughly studied of all the kicked systems, the Kicked Rotor, is governed by the Hamiltonian H(p; q; t) = p 
where
The parameter controls the time-reversal symmetry while controls the spatial symmetry.
The quasienergies n and the quasieigenstates of the system j n > can be obtained by solving the equation Uj n >= e i n j n > (14) These quasienergies have the same statistical properties as the eigenvalues of the Hamiltonian in a time-independent problem 16,17]. Generically, one expects that for a classically integrable system, the NNLSD will obey Poissonian statistics. On the other hand, classically chaotic systems show some degree of level repulsion, the exact expression of which will depend on the symmetry properties 11]. All these predictions assume that only quasienergies corresponding to quasieigenstates of the same symmetry class are be considered when analyzing the NNLSD.
In Fig. 1 we show the behavior of the intensity of the peak as the kick parameter k is changed. It decreases slowly with the increasing parameter k, as expected 10]. In this case we face localization on tori. A similar argument applies to the case of Anderson localization (strongly chaotic regime 10]).
B. The Kicked Top
The Kicked Top is governed by the Hamiltonian 11, 18] 
This system can be interpreted as a precession around the y-axis plus a \torsional kick" around the z-axis. Strictly speaking, the system is not invariant under time-reversal. For any value of the parameters k and p, it has a discrete symmetry, namely H; R y ] = 0 (16) with R y = e i Jy ; (17) the rotation operator around the y-axis. This spatial symmetry induces an antiunitary symmetry operation T which plays the role of time-reversal invariance 11]. As in the case of the simple pendulum, this time reversal symmetry (and not the spatial symmetry) is responsible for the formation of the peak. In all the cases where we combined spectra (rigorously speaking they are quasispectra) from di erent values of k, we took care to keep the classical systems very similar while ensuring that the spectra were not correlated 20] (see Fig. 2 n;m (p) (19) where d (j) n;m (p) is the Wigner function for rotation around the y-axis. The change in the peak intensity with the torsion parameter k is shown in Fig. 3 . Three di erent regions are distinguishable: In region I the peak is \formed"; this is somewhat intriguing since, according to CS, the Shnirelman Theorem should be valid as we move towards the integrable limit k = 0. The peak results from the quasidegeneracy of the integrable motion. As we have shown in the previous subsection, this is true for the Kicked Rotor. However, as Fig. 3 shows, there are some subtleties to consider. Indeed, in the integrable limit k = 0, on has for the Kicked Top a \picket fence" spectrum and consequently the peak does not exist (region I in Fig. 3 ). The peak is formed as the parameter k, and consequently the volume of the chaotic region increases (in Fig. 4 we can see the evolution of the volume of the chaotic region as one increases the torsion parameter k). In region II of Fig. 3 the intensity of the peak reaches a plateau. Finally, in region III the behavior is the expected one: As the system becomes more chaotic, increasing tunneling destroys the peak. In the case of the Kicked Rotor, on the other hand, the behavior is di erent. For any value of k 6 = 0, the behavior of the peak is the one expected from CS results.
Since the symmetry requirements are ful lled for all values of k and p, the only property that could be responsible for the change in peak intensity is increased phase space localization. In fact, Fig. 3 illustrates the competition between tunneling and localization mentioned above. Fig. 3 shows that in region II the intensity of the peak (indicated by black squares) varies little even though the average entropy (indicated by triangles) is changing. This is consistent with Shnirelman's theorem 6, 7] as stated by CS 10]: Once the localization length (Eq. 3) falls below a certain threshold (i.e. once the eigenstates become sharply localized), the intensity of the peak will not change appreciably, since the o -diagonal matrix elements will not change (they are negligible in any case). Fig. 3 also shows that in regions I and III, the localization is not extreme; these regions are more \generic" than region II. In these regions the intensity of the peak and the localization parameter are highly correlated: For maximal exploration of phase space (at the two ends of Fig. 3 ) the peak has zero intensity, while for minimal exploration of phase space the peak tends to a maximum intensity. Before continuing, we would like to emphasize that region I exhibits counterintuitive behavior. In fact, according to CS, the Shnirelman Theorem (in their generalized version) should be valid as one moves towards the integrable regime. Fig. 3 shows that is not necessarily the case. We believe that the explanation for this discrepancy is in the nature of the hamiltonian. In the kicked rotor, the unperturbed hamiltonian has an inherent degeneracy (time reversibility), given by p 2 2m . In the kicked top, on the other hand, the unperturbed hamiltonian has no inherent degeneracy, and consequently Shnirelman's peak does not appear at k = 0. Bearing that in mind, we can write for regions I and III S 0 ? < S >] S 0 (20) where is a constant that depends on the resonances present classically: = 1 for no resonances, < 1 otherwise 10]. Then one can expect, generically, a linear relation between and < S >. Turning our attention to Fig. 5 , we can distinguish two di erent regions: To the left of the arrow, one has sharp localization (corresponding to region II) while to the right one sees the linear dependence between and < S > (corresponding to regions I and III) , with a coe cient of correlation r = ?0:91. This strong correlation clearly demonstrates the validity of Eq. ( 20) in these regions. Furthermore, we nd that the intensity of Shnirelman's peak is related to the average localization length < l > by ?B ln < l > + C (21) where B = A S 0 (22) and C = S 0 : (23) This formula establishes the intensity of Shnirelman's peak, , as a direct measure of the average localization length (Eq. 3) of the eigenfunctions in a system. Furthermore, it provides a way of estimating dispersion in the localization length . Indeed, from Eq. ( 21) <l> e ? =< l > (24) where is a shorthand for root mean square deviation. Therefore the more intense the peak, the smaller the dispersion in the localization length.
At this point one could argue that instead of the intensity of the peak, the entropy itself is the measure we are looking for. This is not practical, however since the choice of the basis changes the behavior of the entropy completely. Indeed in Fig. 6 we show the entropies corresponding to the unperturbed basis (< S >) and the entropy corresponding to the basis of the perturbation (< S > ). The latter is the one used to compare with the Shnirelman peak intensity in Figs. 2 and 5. Consequently one should explore many di erent entropies (corresponding to many di erent bases) when studying localization properties to reach a de nitive conclusion (an elegant implementation of this principle can be found in 21, 22] ).
V. CONCLUSIONS
We have shown how to measure weak localization based on the eigenvalue spectrum through a direct relation between the intensity of Shnirelman's peak and the localization length: Given an experimental spectrum, we t the NNLSD to the modi ed Poissonian (Eq. (8)), and then compute (Eq. (9)). This quantity gives us a direct measure of the weak localization of the eigenstates. Our measure is related to the Thouless criterion of solid state theory 23]: The condition for localization is that the average bandwidth be smaller than the inverse of V K, where V is the matrix element of the Anderson Hamiltonian and K is the connective constant of the lattice. In our case no tight binding Hamiltonian approximation is needed because we can use the Shnirelman theorem. It was not our goal to explain why generic states are localized but rather to detect the degree of phase space exploration of the spectrum. The trade-o involved here is between the complete BSP information encoded in the individual eigenfunctions, and a global property based on the spectrum. In the absence of eigenfunction information, the relation identi ed here forms a practical tool to measure BSP properties of interesting systems.
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