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PREFACE
It  is  indeed  our  pleasure  to  welcome  you  to  Hong  Kong  for  the  3rd edition  of  the 
International Conference on Computational and Mathematical Biomedical Engineering 
(CMBE13).
This event is meant to be an interdisciplinary forum for exchange of knowledge on the 
latest mathematical, computational and experimental biomedical engineering results. As a 
sign of its success, the CMBE Proceedings is now a publication series, and it is subject to 
a strict publishing ethics policy. We hope that the interaction between researchers during 
the conference leads to translational research and new collaborations.  
CMBE13 consists  of  eight  plenary invited lectures,  ten  organised  mini-symposia and 
several standard sessions. All delegates will be given the Conference Proceedings on a 
USB flash  drive.  The  CMBE13 Proceedings  is  also  available  to  download  from the 
conference website at  http://www.compbiomed.net. All the participants of CMBE13 are 
invited  to  submit  an  extended  version  of  their  paper  for  possible  publication  in  the 
‘International  Journal  for  Numerical  Methods  in  Biomedical  Engineering’ 
(http://mc.manuscriptcentral.com/cnm).
We  thank  CMBE13  sponsors,  mini-symposia  organisers,  the  international  and  local 
committees, and all reviewers for their support. We wish you a pleasant stay in Hong 
Kong and we hope you will enjoy the conference programme.
CMBE13 team
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3rd International Conference on Computational and Mathematical Biomedical Engineering - CMBE2013
16-18 December 2013, Hong-Kong
P. Nithiarasu and R. Lo¨hner (Eds.)
Experimentally validated computational models of cardiovascular flows
towards clinical translation
Ajit P. Yoganathan
Georgia Institute of Technology, Emory University, USA
SUMMARY
The use of in vitro experiments and computational modeling for the a priori assessment of clinical
interventions and planning surgical procedures is a new paradigm in the use of engineering tools
to advance the practice of medicine. This aspect has been particularly useful in cardiovascular sys-
tems where the dynamics of bio-fluids and structures are crucial in a variety of phenomena across
a wide range of length and velocity scales. Over the past three decades, the Cardiovascular Fluid
Mechanics Laboratory at Georgia Tech has taken significant strides in this area using both exper-
imental and computational approaches with the ultimate purpose of clinical translation to refine
diagnostic measures and disease treatment to improve patient quality of life. This talk will review
some of the accomplishments in the areas of cardiovascular medical device design, advancing di-
agnostic techniques and surgical planning for pediatric heart defects. The assessment of native
and prosthetic heart valves using multi-modality in vitro experimental platforms have provided
clinicians with improved tools to assess disease severity and helped identify effective treatment
options, while simultaneously providing benchmark data for validation of numerical simulations.
For the treatment of congenital heart defects, the development of novel computational modeling
tools to simulate surgical procedures and the associated hemodynamic outcomes has provided
clinicians with new ways to plan treatments for individual patients to improve patient outcome.
The specific focus of this presentation is to highlight the importance of validating computational
models with high fidelity in vitro experiments for application in predictive models of diseased
conditions, clinical interventions and hemodynamic outcomes of complex surgical procedures.
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3rd International Conference on Computational and Mathematical Biomedical Engineering - CMBE2013
16-18 December 2013, Hong-Kong
P. Nithiarasu and R. Lo¨hner (Eds.)
Soft tissue mechanics and fluid-structure interaction
Xiaoyu Luo
School of Mathematics and Statistics, University of Glsagow
Abstract
Soft tissue mechanics and fluid-structure interaction are among the most challenging issues in
modelling and simulation of physiological systems. This is because one needs to solve momentum
equations for the biofluid and soft tissues in two different coordinate systems. In addition, soft
tissues present multi-physics, anisotropic and fibre-reinforced constitutive behaviours, and often
undergo finite strain, nonlinear and dynamic deformation under physiological and pathological
conditions. In this talk, I shall select a few applications involving soft tissue mechanics and fluid-
structure interaction that are studied by the Glasgow group. These range from human gallbladder
pain, arteries and dissection, mitral valves and multi-scale heart modelling, and are studied using
various numerical methods, including the finite element method, the immersed boundary method,
and a hybrid immersed-boundary finite-element method, as well as analytical approaches. Material
parameters may be estimated based on patient-specific information and experimental data, and
numerical simulations provide physical insights into complex physiological systems.
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SUMMARY
Shape problems stemmed from real bio- and abiotic materials in nature initial many nice theo-
ries in sciences. The observation of law of constant angle of crystal planes by N. Stensen (1669)
leads to G. Wulff construction for convex crystal shape (1901). The beautiful shapes of soap films
observed by J. Plateau (1803) emerges a ‘golden age’ in the study of minimal surface. The in-
vestigation on the rise of a liquid in a capillary tube generates T. Young (1805) and P.S. Laplace
(1806) theory on a surface of constant mean curvature which predicts liquid bubble to be sphere
only (Alexandrov (1950’s)). However, a long-standing problem in physiology, why the red blood
cells (RBCs) in human bodies are always in a rotationally symmetric and biconcave shape, has
puzzled peoples for more than 100 years. It is finally solved by W. Helfrich (1973) who recog-
nized membrane being a liquid crystal (LC) film and derived from curvature elastic theory of LC a
free energy of fluid membranes. The variation with the energy leads a generalized Young-Laplace
shape equation (Ou-Yang and Helfrich, 1987). In this talk some progress of our study following
Helfrich model for 25 years are reported. We found that the shape equation predicts not only
the exact solution for RCB shape but also a special kind of torus vesicle which have soon after-
wards confirmed by experimental observations. Especially, the Helfrich model was successfully
extended to investigate the complex structures in other soft matters such as the formation of focal
conic domains in smectic LC, helical carbon nanotubes, the tube to sphere transition in peptide
nanostructures, and Icosahedral self-assemblies in virus capsids.
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SUMMARY
Surface instability and morphological evolution of such soft materials as hydrogels and biolog-
ical tissues is a major concern in a wide diversity of fields. In this talk, surface instability of
soft materials and biological tissues are discussed within the framework of continuum mechanics.
Firstly, a generic method is presented for analyzing the surface stability of a thin film resting on a
substrate with arbitrary geometry. Secondly, the growth and buckling of mucosas that commonly
line organs and cavities throughout the animal body are analyzed theoretically, numerically and
experimentally. Finally, the surface wrinkling of soft core-shell matters induced by swelling or
shrinking is investigated. The results demonstrate that the evolution of the sphere may be charac-
terized by a process of smooth surface, buckyball-like wrinkling pattern, and then undergoing a
wrinkling-to-fold transition into labyrinth-like folded patterns, in agreement with our experimental
observations.
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SUMMARY 
Cerebral aneurysm treatment outcome is dependent on the specific patient in question. A 
framework which could be used to predict outcome is presented and is used to compare the 
efficacy of different treatment methods. This framework accounts for vascular architecture 
reconstruction, device deployment, computation of local haemodynamics and clot development in 
the aneurysm sac. The results illustrate that in some cases, device deployment improves the 
situation and depicts characteristics associated with reduced rupture risk. 
 
Key Words:  cerebral aneurysm, patient-specific, device deployment, haemodynamics, 
thrombosis. 
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1. INTRODUCTION 
The treatment of cerebral aneurysms remains a challenge as post-intervention outcome is highly 
patient-specific: the use of any particular treatment method may be extremely successful in one 
patient and prove detrimental in another. The ability to predict treatment outcome prior to 
intervention would therefore be very useful. Such a tool would enable an interventionist to 
explore different treatment methods for a specific patient and make a selection based on the best 
possible outcome for that patient [1]. In this work, we compare the efficacy of different cerebral 
aneurysm treatment devices. This is achieved by using a complete in silico workflow which 
accounts for geometry reconstruction, device deployment, subsequent local haemodynamic 
changes and clot formation in the aneurysm sac. 
 
2. METHODOLOGY AND OUTCOMES 
In order to predict the outcome of cerebral aneurysm treatment, a comprehensive system 
comprising four key steps is developed and implemented. The first step involves the segmentation 
and volumetric reconstruction of the vascular geometry, followed by simulation of device 
deployment in the aneurysm region. The device’s effect on local haemodynamics is then 
examined in a third step. The final step simulates the growth of a clot or thrombus in the 
aneurysm sac. 
 
Although various methods for segmentation of vascular anatomy have been documented and 
employed, few produce results with high fidelity. Moreover, these algorithms focus on full 
automaticity, excluding the clinician from the process. In this study, a new method for 
segmentation is explored using a semi-automatic algorithm that allows the neuroradiologist to 
begin segmentation by locating the aneurysm. The architecture of the parent and branching 
vessels is then resolved by employing a volume-growing technique to provide both robustness 
and accuracy combined with thresholding techniques and edge detection. Finally, the clinician 
confirms accuracy and the three-dimensional geometry is used for subsequent simulations. 
 
The placement of a foreign device in the human body has an effect on the organ or vessel in 
which the device is deployed. Often, altered haemodynamic conditions and alterations to the 
vessel geometry are observed [2]. For flow diverters, a method which is able to simulate the final 
position of the device and the subsequent interaction with the vessel wall is presented. Five key 
steps are accounted for in the deployment algorithm. The first step focuses on the reconstruction 
of the particular device geometry. At the beginning of the device deployment in the clinical 
setting, the prosthesis is located inside the delivery system in the crimped configuration. The 
second step in the deployment simulation, therefore, involves the calculation of this crimped 
(folded-up) configuration. This can be done by the explicit prescription of the nodal 
displacements to the device's load-free configuration, under the radial constraint of the delivery 
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catheter. Thereafter, the crimped device is placed onto the centreline of the vessel, or at any other 
desired location, for the start of the deployment. In the fourth step, the deployment process is 
simulated in order to accurately position the prosthesis at the site of the targeted pathology. The 
expansion process is guided by the internal elastic forces of the device’s material, which is 
typically nitinol. Finally, the contact with the vessel occurs due to the expansion of the device, 
which can eventually lead to changes in the vessel geometry resulting from the forces that the 
prosthesis exerts on the vessel wall. Similarly, embolic coiling is simulated using an implicit 
model of coiling. A core of the aneurysm volume is created, representing the bulk of the coils in 
the aneurysm sac. The geometry is then classified into three distinct volumes with specific 
properties: a parent vessel with full flow permeability, an aneurysm perimeter region with 
anisotropic permeability (reflecting the preferential orientation of the coils along the sac) and an 
interior aneurysm region with isotropic permeability. 
 
In order to further quantify the overall effect of the prosthesis on a specific patient, it is necessary 
that haemodynamic computations be carried out for a specific geometry before and after device 
deployment. Once the geometry has been configured, it is imported into a non-confirming 
anisotropic Cartesian mesh generator, CFD-Viscart (ESI Group, Paris, France). Appropriate 
boundary conditions are applied, (for example pulsatile inflow velocity profiles representing the 
cardiac cycle as inlet). The mesh is then imported to a multiphysics solver, CFD-ACE+ (ESI 
Group, Paris, France), based on the control volume method, where transient flow simulation is 
conducted. While blood exhibits non-Newtonian properties, the vessels under consideration are 
sufficiently large for blood to be considered a Newtonian fluid [3]. A central differencing scheme 
is used for spatial discretisation and pressure-velocity coupling is accounted for by the SIMPLEC 
scheme. An algebraic multigrid solver is used for convergence acceleration.  Changes in 
aneurysm flow pattern and inflow are observed and compared across multiple treatment options. 
Lengthening of residence time and altered washout patterns of blood in the aneurysm dome are 
also investigated by means of ‘virtual contrast injection’, which then allows simulations to be 
validated with the clinical outcome of each patient-specific aneurysm geometry. 
 
The main desirable outcome of device deployment is the development of a clot in the aneurysm 
sac. Clotting is a patient-specific process which is dependent on local haemodynamics, vessel 
geometry and biochemical composition. An imbalance in the procoagulant and anticoagulant 
mechanisms can result in haemophilia if the anticoagulant mechanism is dominant or thrombosis 
if the procoagulant mechanism is favoured. Complications which arise from the dominance of 
one of these systems are even more hazardous under pathological conditions. Clot development is 
computed before and after device deployment. The underlying biochemical network at play is 
described by the Wagenvoord model [4] and changes in species concentrations are calculated 
using a stiff equation solver. Propagation of the growing clot and tracking of the clot surface are 
described by the Level Set method. These equations are solved using the CFD-ACE+ Suite. The 
clot region assumes different porosity and permeability values to the rest of the fluid region, thus 
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allowing for three-way interaction between the growing clot, biochemical reactions and the fluid 
region. 
 
3. CONCLUSIONS 
The computations carried out illustrate that in some cases, device deployment reduces the 
perceived rupture risk. Complex flow is seen to become less vortical after deployment. In 
addition, a clot which occludes the aneurysm sac without extending into the parent vessel is 
observed. In other cases, the placement of a device results in even more complex flow and only 
partial thrombosis, possibly increasing rupture risk. Such outcomes highlight the extent to which 
the process is patient-specific and the need for case-by-case consideration. While this work 
presents a computational framework which could be used in a clinical setting in the future, 
extensive validation of the different stages of the workflow would be necessary prior to such use. 
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SUMMARY
When atherosclerosis progresses and carotid artery stenosis becomes sever, the carotid stenting is
performed, After the stenting, sometimes cerebral hyperperfusion syndrome is caused. Therefore,
it is important to examine the changes in the flow distributions in the cerebrovascular circulation.
The purpose of the paper is to develop a numerical method for one-dimension (1D) and zero-
dimension (0D) simulation to predict the flow distribution in the cerebrovascular circulation after
carotid stenting by considering the entire circulation. The general circulation is modeled in a
manner such that the large main arteries are modeled in 1D and the remaining parts like peripheral
arteries, vein and heart are modeled in 0D. The 1-D simulation is conducted for the patient-specific
geometry of the arterial circular of Willis combined with 1D-0D simulation of the general circu-
latory system. The present method is applied to the pre- and post-operative medical images of
the patient, who had carotid stenting. The results such as the flow rate and the pressure distribu-
tions are compared between pre- and post- operation and the effects of the 1D-0D simulation are
investigated.
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Mathematical and numerical modeling of cardiovascular problems has experienced a terrific progress
in the last years, evolving into a unique tool for patient-specific analysis [1]. In silico models are
acknowledged to be not only complementary but also sometimes more reliable than animal models
in representing specific pathologies [2]. However, the extensive introduction of numerical proce-
dures as a part of an established clinical routine and more in general of a consolidated support to
the decision making process of physicians still requires some steps both in terms of infrastructures
(to bring computational tools to the operating room or to the bedside) and methods. In particular,
the quality of the numerical results needs to be carefully assessed and certified. In this scenario, an
important research line quite established in other fields is the integration of numerical simulations
and measurements in what is usually called Data Assimilation. A rigorous merging of available
data (images, measures) and mathematical models is expected to reduce the uncertainty intrinsic in
mathematical models featuring parameters that would require a patient-specific quantification; and
to improve the overall quality of information provided by measures. However, computational costs
of assimilation procedures - and in particular variational approaches - may be quite high, as typi-
cally we need to solve inverse problems, dual and possibly backward-in-time equations. For this
reason, appropriate model reduction techniques are required, to fit assimilation procedures within
the timelines and the size of patient cohorts usually needed by medical doctors. In this talk, we
will consider some applications of variational data assimilation in vascular and cardiac problems
and associated model reduction techniques currently investigated to bring operatively numerical
simulations into the clinical routine. Hierarchical modeling of the solution of partial differential
equations in domains featuring a prevalent mainstream, like arteries will be in particular addressed
[3].
The coexistence of the Emory School of Medicine, the Department of Biomedical Engineering
of GA Tech and the Department of Mathematics and Computer Science at Emory in Atlanta is
a sort of ideal environment for a fast translation of new techniques from prototype benchmarks
to clinical practice. Methodological challenges and perspectives relevant to this purpose will be
discussed with several examples coming from a daily activity with physicians.
Acknowledgements. This work has been possible thanks to the help of several people, beyond
PhD students (L. Bertagna, H. Yang, B. Yang): Dr. W.R. Taylor, Dr. H. Samady, Dr. S. King, Dr.
B. Gogas, Dr. F. Tong, Dr. D. Gupta, Dr. M. Piccinelli at the Emory School of Medicine, Dr. T.
Passerini at Siemens Princeton, Dr. L. Gryngarten at Emory, Dr. D. Giddens, Dr. L. Timmins,
Dr. D. Molony at the Department of Biomedical Engineering of GA Tech, Dr. F. Fenton at the
Department of Physics at GA Tech, Dr. A. Quaini, Dr. S. Canic at the Department of Mathemtaics,
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SUMMARY
Essential processes in the human lung span a variety of different scales and different fields in a
rather complex geometrical setup. This combination of complexities together with the fact that
only very few relevant quantities can be measured in patients, is causing a huge lack of knowledge
about the detailed functioning of this organ. This is in clear contradiction to the importance of
this organ and to how desperately the medical community is looking for a better understanding.
For this purpose we are developing a number of different novel computational models and are
combining it to a comprehensive model of the respiratory system. Our original motivation was the
development of protective ventilation strategies and hence our research was mainly concerned with
computational modeling of the respiratory system against the background of acute lung diseases
and mechanical ventilation. But meanwhile we also extended it to other scenarios.
In this talk we will give an overview of our comprehensive computational model of the human
lung and will provide a deeper focus into a few specific and important theoretical and methodical
developments. In this context we will cover different relevant aspects like states of strain, flow and
transport in this complex system. Models will include the full range from three-dimensional to 0D
models also incorporating some important coupled models. A focus will also be on the interplay
between flow and tissue deformation, since this has a special importance in this scenario it is not
only defining challenging flow boundary condition information but often is also the actuator of
the flow. As a last important aspect of this organ we will also briefly address different transport
phenomena and how these can be modeled in such a complex setup.
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SUMMARY 
Aortic insufficiency (AI) is a heart valve disease in which the aortic valve (AV) leaflets fail to 
prevent backflow once blood is ejected by the left ventricle of the heart into the aorta. Despite its 
potential advantages over AV surgical replacement, AV repair, wherein the AV components are 
corrected rather than replaced, is not frequently employed due in part to the incomplete 
understanding of the mechanisms underlying AI. Although transesophageal echocardiography 
(TEE) is available for 3D+t imaging of cardiac valves, it is still mostly used in 2D which limits 
the assessment of the complex spatial relationships in AV structure, and thus hinders more 
widespread use of AV repair. In this abstract are described the steps towards the modeling of 
normal AVs from 3D+t TEE images using an automated graphical-user interface, AVQ. 
Measurements using AVQ from ten 3D+t TEE datasets of normal AVs were assessed for inter- 
and intra-observer variability; in addition, measurements from a 3D TEE dataset of a rapid-
prototyped model of a normal AV were compared to their ground-truth counterparts. Given the 
accuracy and reproducibility of the data obtained, AVQ may be used toward subject-specific 
finite element modeling of the normal aortic valve biomechanics.     
 
Key Words:  3D+t ultrasound imaging, aortic valve modeling, subject-specific anatomy. 
 
1  INTRODUCTION 
The aortic valve (AV) is normally made of three leaflets that open when the left ventricle of the 
heart contracts (systole) to eject blood into the aorta. The AV function is to close and prevent 
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backflow when the left ventricle relaxes (diastole). The AV leaflets are attached inside the aortic 
root which balloons out around each of the leaflets’ attachments, creating the three aortic sinuses. 
Aortic insufficiency (AI) occurs when the leaflets do not properly seal the valve in diastole, 
allowing blood to flow in reverse direction. The diseased valves may be replaced or repaired. 
Although AV repair presents important benefits for AI patients, many AI cases still undergo 
replacement because of the incomplete understanding of the patho-anatomy and pathophysiology 
of AI, and lack of predictability in the outcome of the surgical techniques employed. In the past 
decades, developments in transesophageal echocardiography (TEE) have opened new horizons in 
reconstructive surgery of the aortic valve (AV), whereby corrections are made to normalize the 
geometry and function of the valve, and effectively treat leaks. In the following, a new framework 
is described to extract geometrical information about the AV from 3D+t TEE images. 
2  METHODS 
The AV anatomy was estimated from images in late diastole extracted from the 3D+t TEE 
datasets. The AV model consisted of an idealization of the left-ventricular outflow tract (LVOT), 
the aortic leaflets, the aortic sinuses and the proximal portion of the ascending aorta. The model 
was parameterized by the positions of 21 anatomical landmarks, 6 of which were used to 
determine the individual free edge lengths and heights of the aortic leaflets. The landmarks were 
extracted from the images through a manual process run using an automated graphical-user 
interface (GUI) dubbed AVQ, which was specially designed for this purpose in MatLab (The 
MathWorks, MA, USA). The process is described in the following. 
Stage 1: Valve alignment and centering: Equally-spaced approximate short-axis views taken from 
a 3D+t TEE dataset in late diastole are presented in one screen. The user is first prompted to 
select three views showing the LVOT, the valve center (e.g. where the three leaflets meet), and 
the ascending aorta, respectively. Then, the user is sequentially asked to approximate a circle 
around the LVOT contour, select a point at the center of the valve, and approximate a circle 
around the ascending aorta. Based on this information, AVQ aligns the 3-D dataset such that the 
short axis views are centered and perpendicular to the AV centerline.  
From this stage onward, four sub-screens appear (Fig. 1, left). The bottom right sub-screen 
provides the user with step-by-step written directions on the use of the GUI. The bottom left sub-
screen shows the short-axis view of the valve, while the top left and right sub-screens show 
orthogonal long-axis views of the valve. The green, red, blue and black cursors allow the user to, 
respectively, examine the valve from any point of view in the z, θ, r coordinates and at any time 
in the cardiac cycle. Each of the three views shows only two orthogonal colored lines at a time. 
After the user is asked to place a label identifying the right-coronary sinus in the short axis view 
in order for AVQ to be fully oriented, specialized cross-hairs and labels (namely RC, LC, NC for 
right-, left- and non- coronary sinuses, respectively) are overlaid on the short-axis view (Fig. 1, 
left), and manual selection of the anatomical landmarks can begin. 
Stage 2: Selection of 15 anatomical landmarks in late diastole: The point in space where the three 
mutually orthogonal lines meet is uniquely defined by cylindrical coordinates (r, θ, z). Clicking 
on the Proceed/Grab button saves these coordinates for future use. The anatomical landmarks 
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successively consist of the hinge point of the right leaflet at the nadir of the leaflet attachment line 
(R0), the apex of the right-coronary sinus (R1), and the top of the right-coronary sinus (R2). 
Similarly, landmarks L0, L1, L2 and N0, N1, N2, are acquired for the left- and non-coronary 
portions of the AV root. Thereafter, the commissures between the right-left, non-right and left-
non leaflets are approximated as straight segments described by their two ends: RL1, RL2; LN1, 
LN2, and NR1, NR2, respectively.  
 
 
Figure 1: AVQ environment to navigate through the aortic valve and select anatomical landmarks 
(left); aortic root reconstructed in late diastole (leaflets not shown) (right). 
 
Stage 3: Visual assessment of the positions of the landmarks chosen so far: After selection of the 
first 15 anatomical landmarks, the 3-D aortic root without leaflets is reconstructed in late diastole 
(Fig. 1, right), and embedded into the original 3-D gray scale dataset. The anatomical landmarks 
are labeled for easy identification. Visual inspection is facilitated using mouse-guided rotations 
and moveable cutting planes controlled by cursors. In addition, a cursor controls the transparency 
of the model.  
Stage 4: Selection of 6 additional anatomical landmarks: Additional landmarks are defined 
towards the centerline of the valve and describe the bottom and top ends of the central coaptation 
heights between right- and left-; left- and non-, and non- and right-coronary leaflets. Then, the 
free edge lengths and heights for the leaflets are calculated by AVQ based on the 3D coordinates 
of the respective landmarks. Additionally, the leaflet coaptation areas are approximated [1]. 
After the landmark selection is complete, the user is asked to find the first time step in the 3D+t  
dataset when the valve is fully open (early systole), and the last time step when the valve is still 
fully open (late systole). AVQ then displays the valve in mid-systole and prompts the user to 
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trace the contour of the open leaflets in the short-axis view. The surface area enclosed by the 
curve represents an estimate of the geometric orifice area (GOA) in mid-systole. 
3  RESULTS 
Once the processing of a 3D+t dataset is complete, AVQ generates a summary file that contains: 
the annulus (or LVOT) diameter, the sinotubular junction (STJ) diameter, the valve height, the 
distance of the sinuses apices with respect to the valve centerline, the sinus heights, the 
longitudinal distances between the sinuses apices and the plane of the LVOT circle, the angles 
between the top commissures as viewed from the valve centerline, the leaflet height and free edge 
lengths, the commissure heights, the central leaflet coaptation heights, the leaflet coaptation areas, 
and the GOA measured in mid-systole. Measurements using AVQ from ten 3D+t TEE datasets of 
normal AVs were assessed for inter- and intra-observer variability; in addition, measurements 
from a 3D TEE dataset of a rapid-prototyped model (Shapeways, NY, USA) of a normal AV in 
late diastole were compared to their ground-truth counterparts. These tests demonstrated a 
combined mean measurement error of 0.44 mm for inter- and intra-observer repeatability and for 
measurements in a physical model.  
4  DISCUSSION AND CONCLUSION 
The accuracy of the proposed approach compares well with the mean error of 1.34 mm on linear 
dimensions between measurements from an automated processing system and human experts in 
36 CT aortic valve datasets reported in [2]. It also compares well with another method recently 
proposed in [3] for the 3D parametric reconstruction of the native aortic valve. The authors of [3] 
report a mean error between their calculated geometry and 3D TEE measurements in one specific 
valve of 0.78 mm. Importantly, especially in the larger context of AI and aortic valve repair, the 
leaflet coaptation surface areas obtained with AVQ also correlates well with those determined 
manually in [1]. The data acquired with AVQ may be used toward subject-specific finite element 
modeling of the normal aortic valve biomechanics. 
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SUMMARY
Three-dimensional, fluid-structure interaction (FSI) simulations of tissue heart valves has been car-
ried out using a recently developed immersed boundary-finite element method [Borazjani, Compu
Meth in App Mech and Eng, 2013]. In this method a sharp-interface immersed boundary in-
compressible Navier-Stokes solver for fluids is coupled with a non-linear large deformation finite
element method for soft tissue. A Fung-type constitutive law is used for the soft tissue of heart
valves that can capture the experimentally observed non-linear anisotropic stress-strain behavior
of the heart valve tissue. Two sets of simulations is carried out: one with all leaflets functioning
normally, and the other with one of eaflet calcified (fixed and not free to move) to assess the ef-
fect of calcification on the hemodynamics of heart valves. Calcification is one the most common
complications of heart valves, requiring the patients to undergo valve replacement surgery. The
simulations reveal that the heart valves with one fixed leaflet create higher flow asymmetry and
pressure loss relative to the normal valves.
Key Words: heart valves, fluid-structure interaction, immersed boundary, finite element.
1 INTRODUCTION
Heart valves open and close passively due to the fluid forces on the leaflets. Simulating such a
motion is quite challenging due to the non-linear large deformations of the tissue, flow pulsatility,
transition to turbulence, and non-linear fluid-structure interaction. Due to large deformation of
the leaflets, non-boundary conforming methods such as the immersed boundary method, which
do not create highly skewed grid cells, are typically preferred. The pioneering work of Peskin
[11]simulated blood flow through the heart valves using the immersed boundary method. The
original immersed boundary, however, diffuses the boundary effects over several grid nodes and
do not capture the interface as a sharp edge. The diffuse interface methods require excessive reso-
lution near the immersed boundary to accurately resolve the boundary. In addition, these methods
cannot accurately provide the wall shear stress, which is an important hemodynamic factor in
biomedical applications. Therefore, a series of sharp-interface immersed boundary methods have
been proposed [9], such as the one used in this work [6]. Another challenge is that the heart
valve tissue exhibits an anisotropic, non-linear stress-strain relationship with large deformations
under physiological loads [13], which is accommodated here by the implementation [1] of a finite
element formulation for large deformations on unstructured triangular meshes of Taylor et al. [15].
Previous FSI simulations of heart valves were carried out with quadrant symmetry assumption
[4, 10, 16, 17, 7]. However, Boarzjani [1] results showed that the flow loses its three-fold symmetry
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early in systole, i.e., questioning the accuracy of the symmetry assumption. Furthermore, the
quadrant symmetry assumption inherently assumes that all the leaflets are functioning properly and
have the same material property. Calcification, which is a major problem for tissue heart valves
[12, 14], can affect the one or two leaflets. Here the effect of calcification on the hemodynamics
is investigated by making one of the leaflets highly rigid, which does not allow the leaflet to open.
We compare this case against a tissue valve with all the leaflet functioning normally.
2 MAIN BODY
2.1 Numerical Method
The simulations here are carried out using the recently developed immersed boundary-finite ele-
ment method of Borazjani [1]. The flow solver solves the incompressible Navier-Stokes equations
over curvilinear grids using a fully staggered discretization [5] with Quick scheme for the convec-
tive terms, and central scheme for the viscous terms. The equations are integrated in time using an
efficient, second-order accurate fractional step methodology with a Jacobian-free, Newton-Krylov
solver for the momentum equations and a GMRES solver enhanced with multigrid as a precondi-
tioner for the Poisson equation [3, 5]. The large deformations of the heart valve tissue is handled
using the sharp-interface immersed boundary method, by reconstructing the boundary conditions
at the nodes that are exterior to, but adjacent to the immersed-boundary surface using a 2nd order
accurate interpolation along the local normal to the boundary [6]. The background nodes at each
time step are classified using an efficient ray-tracing algorithm described in detail in Borazjani
et al. [3]. The motion of the leaflets are calculated based on large deformation finite element
method with Fung-type experimentally-measured properties for heart valve tissue [1] based on the
formulation of Ref. [15].
2.2 Results
The FSI simulations with on rigid leaflet are carried out in the same setup and with the same
computational details as in [1]. The simulations were carried out on 240 cpus, which took about 3
to 4 days. Fig. 1 compares the flow created by the calcified valve and the normal valve simulated
in [1] at four different time instant in the cardiac cycle (one cycle is 860 ms): early systole (t=52
ms), mid systole (t=120 ms), peak systole (t=189 ms), and after peak systole (t=275 ms). It can be
observed that at all time instants, there are higher velocities at the orifice of the valve with one rigid
because of smaller orifice area relative to the normal valve. At early systole, the higher velocities
creates a strong jet that becomes unstable and gets skewed toward the opposite side of the rigid
leaflet. At mid systole, the normal valve leaflets are fully open and create vortex shedding. The
valve with a rigid leaflet creates a large separation region behind the rigid leaflet and the flow
breaks into small vortical structures. At the peak systole, the normal valve flow does not show
any vortical structures in the sinus region as they are washed away toward the outlet. However,
the flow downstream of the calcified valve remains chaotic with many small vortical structures.
After the peak systole, the normal valve flow still does not show any vortical structure in the sinus
region as the vortices are washed away. Nevertheless, some structures are observed after the sinus
near the walls of the conduit. In the calcified valve, in contrast, the sinus is now filled with small
vortical structures. As shown by the previous work, regions of high vorticity are related to high
shear stress, which can potentially activate the platelets that initiate blood clot formation.
Comparing the normal tissue valve, the calcified valve, and a mechanical heart valve, it can be
observed that the normal tissue valve does not create the chaotic, turbulent-like state with many
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small vortical structures, which is observed in mechanical heart valves [3]. However, the calcified
valve with one rigid leaflets creates a chaotic, turbulent-like state similar to the mechanical heart
valves.
Figure 1: Heart valve simulation: comparison of the flow field with one rigid leaflet and all leaflet
functioning at different time steps during the cardiac cycle. The flow is visualized using velocity
vectors and out-of-plane vorticity (left columns) and q-criteria (right columns).
3 CONCLUSIONS
Figure 2: LV-heart valve simulation
using [1, 2]: 3D vortical structures in
the aorta and velocity vectors in the
LV are visualized.
The simulations show that the calcification of one leaflet
creates a higher pressure gradient across the valve, which
increases the load on the left ventricle. In addition, the
higher flow asymmetry and smaller eddies has the poten-
tial to activate platelets to form blood clots. These sim-
ulations were carried out in an in vitro setting with an
axis-symmetric inflow and outflow. In the future, the im-
mersed boundary-finite element of Borazjani [1] will be
combined with the overset-curvilinear immersed bound-
ary method of Borazjani et al. [2] to carry out simulations
of heart valves in anatomic geometries. Fig. 2 shows pre-
liminary simulations of a tissue valve driven by the LV
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motion based on [8].
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SUMMARY
Numerical simulation of mitral valve biomechanics can provide insight into valve function and
dysfunction. In this study, we develop a new image-derived mitral valve model reconstructed
from clinical magnetic resonance images of a healthy subject. Simulations are performed with
this model using an immersed boundary method that incorporates a finite element description of
the structural mechanics, enabling us to model fluid-structure interaction while accounting for the
nonlinear, anisotropic material response of the mitral valve leaflets using a finite-strain description
of the leaflet structure.
Key Words: mitral valve, immersed boundary method, finite element, fibre-reinforced material
1 INTRODUCTION
Dysfunction of the mitral valve (MV) causes significant mortality and remains a major medi-
cal problem worldwide [1], and improvements in our understanding of human MV biomechanics
promise to lead to the development of new therapies and treatment strategies for patients suffering
from valvular heart disease. Although there has been significant work on developing computa-
tional models of the MV over the past 20 years, because of the difficulties associated with both
the finite-strain deformational kinematics and fluid-structure interaction (FSI), most MV models
that include realistic anatomical geometries and constitutive models consider only the structural
mechanics of the valve [2]. In previous work [3, 4, 5], we developed FSI models of the MV using
an immersed boundary (IB) approach in which the elasticity of the MV is described in terms of
systems of elastic fibres. In this study, we extend these models by using a hybrid version of the IB
method that incorporates finite-strain elasticity models using a finite element (FE) approach [6],
and we use this IB/FE method to simulate the dynamics of an imaging-derived MV model that
employs an anisotropic fibre-reinforced hyperelastic constitutive model.
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2 METHODOLOGY
2.1 MV model construction
A cardiac magnetic resonance (MR) imaging study was performed on a healthy volunteer (male,
age 28) using a Siemens (Erlangen, Germany) MAGNETOM Verio 3 T scanner. The study was
approved by the ethics committee at the University of Glasgow, and written informed consent was
obtained before the scan. Images from twelve slices along the left ventricular outflow tract (LVOT)
were acquired to cover the entire mitral valve. Typical parameters were: slice thickness: 3 mm,
matrix size: 432 × 572, in-plane resolution: 0.7 mm × 0.7 mm, frame rate: 25 phases per cardiac
cycle.
The MV was reconstructed at mid-diastole using the following steps:
• Leaflet Segmentation: MV leaflets were manually segmented on LVOT views using two
separate lines in the anterior and posterior leaflets, respectively [5], assuming a uniform
thickness of 1 mm, as shown in fig. 1(a);
• Geometry: The segmented leaflets were imported into SolidWorks (Dassault Syste`mes
SolidWorks Corp., Waltham, MA, USA) geometrical reconstruction using the ‘surface loft’
method. The final 3D MV model geometry was reconstructed by stitching surfaces together
with two solid parts for the anterior and posterior leaflets. A total of 16 evenly distributed
marginal chordae were defined based on anatomical descriptions, with 10 associated with
the posterior leaflet and six with the anterior leaflet, as shown in fig. 1(b);
• Mesh Generation: The MV model geometry was imported into ICEM (ANSYS Inc. PA,
USA) for tetrahedral FE mesh generation;
• fibre Architecture: fibres oriented in the circumferential direction were constructed to ac-
count for the anisotropy of the MV leaflets, as shown in fig. 1(c,d).
Figure 1: Mitral valve model construction: (a) leaflet segmentation using LVOT images; (b) recon-
structed MV model with chordae attached to the anterior and posterior leaflets, with the annulus
ring highlighted in blue; (c) the fibre architecture of the posterior leaflet; and (d) the fibre archi-
tecture of the anterior leaflet.
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2.2 The immersed boundary formulation
Let Ω ⊂ R3 denote the physical domain occupied by the fluid-structure system, and let U ⊂ R3
denote the reference coordinate system attached to the mitral valve. Let x = (x1, x2, x3) ∈
Ω denote fixed physical coordinates, let X = (X1, X2, X3) ∈ U denote material coordinates
attached to the structure, let χ(X, t) ∈ Ω denote the physical position of material point X at time
t, and let N(X) denote the exterior unit normal to X ∈ ∂U . The IB form of the equations of
motion is:
ρ
(
∂u
∂t
(x, t) + u(x, t) · ∇u(x, t)
)
= −∇p(x, t) + µ∇2u(x, t) + f s(x, t), (1)
∇ · u(x, t) = 0, (2)
f s(x, t) =
∫
U
∇ · Ps(X, t) δ(x− χ(X, t)) dX
−
∫
∂U
Ps(X, t)N(X) δ(x− χ(X, t)) dA(X), (3)
∂χ
∂t
(X, t) =
∫
Ω
u(x, t) δ(x− χ(X, t)) dx, (4)
in which ρ is the mass density, µ is the viscosity, u(x, t) is the Eulerian velocity field of the fluid-
structure system, p(x, t) is the Eulerian pressure field, f s(x, t) is the Eulerian elastic force density,
and δ(x) = δ(x1) δ(x2) δ(x3) is the three-dimensional Dirac delta function. These equations
express the conservation of momentum and mass in Eulerian form while using a Lagrangian de-
scription of the structural deformations and stresses. Specifically, we use the first Piola-Kirchhoff
stress tensor Ps to describe the stresses generated by the immersed structure. Ps is related to the
Cauchy stress σs by Ps = J σs F−T in which F = ∂χ/∂X is the deformation gradient associated
with the structural deformation and J = det(F). Ps is determined from the passive hyperelastic
properties of the leaflets by a strain energy functional W by Ps = ∂W∂F . The leaflets of the MV are
modeled as an incompressible fibre-reinforced material, in which W is a functional of invariants
of the right Cauchy-Green deformation tensor C = FTF that takes the form
W =
a
2b
exp [b(I1 − 3.0)] + af
2bf
exp
[
bf(I4f − 1)2 − 1
]
, (5)
in which I1 = trace(C) and I4f = f0 ·(Cf0), with f0 denoting the unit tangent to the fibre direction
field in the reference state. The parameters a, b, af, and bf are chosen from [2].
2.3 Simulation parameters
In the simulations, the MV structure is immersed in a 10 cm × 10 cm × 16 cm fluid box. The
valve leaflets are mounted on a housing and outer tube that are approximately fixed in place us-
ing a penalty method. Because subject-specific trans-valvular pressure data were not available, a
typical physiological pressure profile is used in which the pressure waveform is rescaled to match
the peak systolic pressure of 150 mmHg of the subject. The simulations employ the open-source
IBAMR software framework (https://ibamr.googlecode.com) [7, 8], which provides
an adaptive and distributed-memory parallel infrastructure for developing fluid-structure interac-
tion models that use IB method.
3 RESULTS & DISCUSSION
Fig. 2 shows initial results of MV models. Fig. 2(a) shows the fully-open state of the MV with a
jet flow in the center of MV orifice, Fig. 2(b) is the time when the MV begins to close because
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of the increased downstream pressure, and Fig. 2(c) shows the MV in a nearly completely closed
configuration.
Figure 2: Mitral valve dynamic: (a) fully open; (b) beginning of closing; (c) closing.
4 CONCLUSIONS
In this study, we have described the application of an IB/FE method to the FSI simulation of
using an image-derived model of the human MV with an anisotropic hyperelastic model for the
structural mechanics of the MV leaflets. Our numerical scheme employs an unstructured FE dis-
cretization of structural equations while retainsing a Cartesian grid finite difference scheme for
the incompressible Navier-Stokes equations for the fluid. The initial results show that the IB/FE
framework has great potential for more complete descriptions of MV dynamics.
5 ACKNOWLEDGMENTS
We are grateful for funding provided by the UK EPSRC (EP/I1029990), the British Heart Foun-
dation (PG/11/2/28474), the Medical Research Scotland, the Royal Society of Edinburgh, and the
Royal Academy of Engineering. B.E.G. acknowledges research support from the American Heart
Association (AHA award 10SDG4320049) and the National Science Foundation (US NSF awards
DMS-1016554 and OCI-1047734).
REFERENCES
[1] Z. G. Turi. Mitral valve disease. Circulation, 109(6):e38–e41, 2004.
[2] Q. Wang and W. Sun. Finite element modeling of mitral valve dynamic deformation using patient-specific multi-
slices computed tomography scans. Ann Biomed Eng, 41(1):142–153, 2013.
[3] B. E. Griffith, X. Luo, D. M. McQueen, and C. S. Peskin. Simulating the fluid dynamics of natural and prosthetic
heart valves using the immersed boundary method. Int J Appl Mech, 1(1):137–177, 2009.
[4] X. Y. Luo, B. E. Griffith, X. S. Ma, M. Yin, T. J. Wang, C. L. Liang, P. N. Watton, and G. M. Bernacca. Effect of
bending rigidity in a dynamic model of a polyurethane prosthetic mitral valve. Biomech Model Mechanobiology,
11(6):815–827, 2012.
[5] X. S. Ma, H. Gao, B. E. Griffith, C. Berry, and X. Y. Luo. Image-based fluid-structure interaction model of the
human mitral valve. Comput Fluid, 71:417–425, 2013.
[6] B. E. Griffith and X. Y. Luo. Hybrid finite difference/finite element version of the immersed boundary method.
Submitted.
[7] B. E. Griffith, R. D. Hornung, D. M. McQueen, and C. S. Peskin. An adaptive, formally second order accurate
version of the immersed boundary method. J Comput Phys, 223(1):10–49, 2007.
[8] B. E. Griffith, R. D. Hornung, D. M. McQueen, and C. S. Peskin. Parallel and adaptive simulation of cardiac fluid
dynamics. In M. Parashar and X. Li, editors, Advanced Computational Infrastructures for Parallel and Distributed
Adaptive Applications. John Wiley and Sons, Hoboken, NJ, USA, 2009.
28
3rd International Conference on Computational and Mathematical Biomedical Engineering - CMBE2013
16-18 December 2013, Hong-Kong
P. Nithiarasu and R. Lo¨hner (Eds.)
Simulating the effects of intersubject variability in aortic root
compliance by the immersed boundary method
Vittoria Flamini⋆, Abe DeAnda⋆⋆, and Boyce E. Griffith†,‡
⋆Department of Mechanical and Aerospace Engineering, Polytechnic Institute of New York
University, Brooklyn, New York, USA
⋆⋆Department of Cardiothoracic Surgery, New York University School of Medicine, New York,
New York, USA
†Leon H. Charney Division of Cardiology, Department of Medicine, New York University School
of Medicine, New York, New York, USA
‡Department of Mathematics, Courant Institute of Mathematical Sciences, New York University,
New York, New York, USA
email: boyce.griffith@nyumc.org
SUMMARY
The aortic root comprises the structures of the aortic valve, including the aortic valve cusps, the si-
nuses of Valsalva, the aortic annulus, and the sinotubular junction. The aortic root has significant
compliance, and although it is well appreciated that this compliance is important in facilitating
both coronary perfusion and effective valve closure, there is a growing understanding that aortic
root compliance also is important in reducing wear on the native aortic valve cusps during forward
flow. In this study, we describe fluid-structure interaction models of the aortic root that employ
compliant models of the aortic root that are based on human experimental data. Our simulations
use an immersed boundary method with a finite element description of tissue elasticity. We specif-
ically focus on the effects of intersubject differences in compliance on the dynamics of the valve.
Key Words: aortic valve, fluid-structure interaction, hyperelasticity, finite element method, im-
mersed boundary method.
1 INTRODUCTION
The aortic root comprises the structures of the aortic valve, including the aortic valve cusps, the
sinuses of Valsalva, the aortic annulus, and the sinotubular junction. This portion of the aorta is
composed of a mosaic of tissues whose different compliances have a key role in ensuring effective
valve closure and avoiding flow regurgitation. Of particular importance to valve closure are the
sinuses of Valsalva, which are three bulbous pouches that protrude from the aortic root. The aortic
sinuses are positioned directly behind the valve leaflets and act as pockets that stretch and fill
with blood during systole only to recoil and release blood during diastole. Towards the end of the
systolic phase of the cardiac cycle, vortices within the sinuses exert forces on the valve leaflets
that facilitate efficient closure. It is clear that changes in aortic root compliance can effect the
dynamics of valve closure. More recently, it has also become clear that aortic root compliance is
important for reducing shear stresses on the valve leaflets during systolic ejection.
Cases in which the compliance of the aortic root is dramatically modified are include surgical in-
terventions, diseases, and aging. When ascending aortic diseases are treated surgically, the aortic
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root is often replaced by a graft. Aortic root grafts can be pulmonary autografts or woven poly-
meric implants but they all present a different compliance from the original tissue, thus altering
the physiology of the ejection mechanism [1]. Changes due to diseases or aging are more subtle,
but nonetheless result in an altered aortic root compliance or blood flow patterns.
In the present work, we aim to assess the effect of aortic root compliance on the physiology of the
aortic root using a fluid-structure interaction model based on the immersed boundary method. To
account for varying degree of aortic sinuses compliance we use biaxial tensile test data acquired
by Azadani et al. [2] from human aortic roots.
2 METHODS AND RESULTS
The immersed boundary formulation of the equations of fluid-structure interaction uses a La-
grangian description of the stresses and deformations of the immersed structures (e.g., the valve
leaflets and vessel wall) and an Eulerian description of the momentum, viscosity, and incompress-
ibility of the fluid-structure system. Herein we use a fiber-based model of the aortic valve leaflets,
as we have done in earlier studies [3], and we describe the vessel wall as an isotropic, incom-
pressible, hyperelastic solid with a Fung-like strain-energy functional. Let q ∈ U ⊂ R2 indicate
curvilinear coordinates attached to the valve leaflets, with q = (q1, q2), let X ∈ V ⊂ R3 indicate
the material coordinate system of the aortic wall, with X = (X1, X2, X3), and let x ∈ Ω indicate
physical coordinates. The physical position of fiber point q at time t is given by φ(q, t) ∈ Ω, and
the physical position of reference coordinate X at time t is given by χ(X, t) ∈ Ω. The equations
of motion for the coupled fluid-structure system are:
ρ
(
∂u
∂t
(x, t) + u(x, t) · ∇u(x, t)
)
= −∇p(x, t) + µ∇2u(x, t) + f(x, t) + g(x, t), (1)
∇ · u(x, t) = 0, (2)
f(x, t) =
∫
U
F(q, t) δ(x− φ(q, t)) dq, (3)
g(x, t) =
∫
V
∇X · P(X, t) δ(x− χ(X, t)) dX
−
∫
∂V
P(X, t)N(X) δ(x− χ(X, t)) dA(X), (4)
∂φ
∂t
(q, t) =
∫
Ω
u(x, t) δ(x− φ(q, t)) dx, (5)
∂χ
∂t
(X, t) =
∫
Ω
u(x, t) δ(x− χ(X, t)) dx, (6)
in which ρ is the mass density, µ is the dynamic viscosity, u(x, t) is the Eulerian velocity field,
p(x, t) is the Eulerian pressure field, f(x, t) is the Eulerian elastic force density generated by de-
formations to the fiber model of the valve leaflets, g(x, t) is the Eulerian elastic force density gen-
erated by deformations to the solid-body model of the vessel wall, F(q, t) is the Lagrangian elastic
force density of the fiber model, P(X, t) is the Lagrangian (first Piola-Kirchhoff) elastic stress ten-
sor of the solid model, N(X) is the outward unit normal along ∂V , and δ(x) = δ(x1) δ(x2) δ(x3)
is the three-dimensional Dirac delta function.
In this study, the aortic root geometry is based on the data available in the work by Swanson and
Clark [4]. The aortic sinuses and the ascending aorta are modeled as the same material, whereas
the left ventricle outflow tract is modeled as semi-rigid. The valve leaflets are modeled as being
composed of two families of fibers that run orthogonal to each other. One family of fibers runs
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Figure 1: Data from biaxial tensile tests performed on human aortic sinus tissue by Azadani et
al. [2] and fits obtained for each curve. Vertical lines are used to highlight the thresholds used to
label the cases of interest.
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Figure 2: Pressure waveform and flow waveform obtained over a single heartbeat for the three
aortic root models.
from commissure to commissure, and the other runs from the aortic annulus to the free edge of the
valve leaflet. The physical domain is taken to be a 10 cm× 10 cm× 10 cm rectangular box.
For simplicity, the aortic root is modeled as an incompressible hyperelastic material with an
isotropic Fung-like strain energy function. Material constants were obtained by least-square fits
to experimental curves of Azadani et al. [2], who provide biaxial tensile test data for human aortic
sinuses; see Figure 1. Based on the maximum Green strain E and empirical clustering of the ex-
perimental curves [2], specimens were labeled as ‘stiff’ (E < 0.15), ‘average’ (0.15 < E < 0.3),
and ‘soft’ (E > 0.3). For each group of curves, a representative curve was extracted and ana-
lyzed to find the constitutive parameters using a custom routine implemented in MATLAB (The
MathWorks, Natik, MA, USA); see Figure 1. To account for the initial strain, i.e., the strain due
to the baseline aortic inflation at 80 mmHg, a fixed point iteration routine [5] was implemented
in ABAQUS (Simulia, Providence, RI, USA) to recover the zero-pressure geometry of a blood
vessel. This procedure was performed for each set of material parameters and resulted in three
different zero-pressure geometries.
Spatially adaptive IB simulations were performed using the IBAMR software [6]. Each zero-
pressure aortic geometry and the valve leaflets were imported in IBAMR and loaded with a phys-
iological pressure distributions. In each case, a physiological left ventricle pressure waveform
provides the inlet driving pressure, and a Windkessel model provides downstream loading condi-
tions at the outlet [3]. Representative results are shown in Figures 2 and 3. Bulk hemodynamic
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Figure 3: Contour plots of displacements from the zero pressure configuration at the time of peak
flow for the three cases considered.
parameters, such as maximum pressure, peak flow rate, and cardiac output, are relatively insensi-
tive to the compliance changes in the aortic root and remain consistent with normal physiological
data, but we can observe that there are subtle changes in the computed waveforms.
3 CONCLUSIONS
This work considers the effects of changes in aortic root compliance on the dynamics of the aortic
valve. Although we do not observe significant changes in terms of bulk hemodynamic parameters,
the present analysis does not consider the effects of these changes on stress distributions, e.g.,
in the valve leaflets. Such analyses will require more complete structural models of the valve
leaflets than are considered in this work, and we are actively working to develop such models. We
also aim to incorporate more realistic, fiber-reinforced models of the aortic sinsues and ascending
aorta. Further developments of this model could be used to assess the best implant solution for the
surgical treatment of aortic root diseases in terms of both design and compliance.
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SUMMARY
The purpose of this project is to obtain clinically relevant patient specific information on valvular lesions by
estimating the coefficients of a lumped model, which describes the heart, valves and arterial network, in an
attempt to aid clinical diagnosis.
Key Words: Optimisation, Stenosis, Heart valves, Lumped model, Arterial Network
1 INTRODUCTION
A mathematical lumped model is proposed to investigate the entangled effects of valvular lesions in patients,
using coefficients defining the heart, valve and vasculature. Patient data is characterised through the optimi-
sation of the model coefficients. This is performed by minimising the error produced from the output of the
governing equations when compared to patient specific input information, and so finding the coefficients that
reproduce the original data best. This information is then used for understanding the interactions of combined
valvular lesions.
Past research has examined singularly the aspects involved in this project, however, the purpose here is to
explore the combining of heart, valve and vasculature models, when subject to valvular diseases. From this
viewpoint, pressures of the left ventricle and aorta are used as the outputs for the 0D lumped model pro-
posed.
2 METHODS
The proposed lumped model currently includes the equations for a (stenotic) aortic valve, a heart and the
vasculature, and describes the corresponding left ventricular and aortic pressures.
These calculated pressures are used in the objective function of the Modified Cuckoo Search optimisation
method, which minimises the error between the input (real or simulated) and the 0D lumped model results,
so when the error is minimal, the 0D lumped model pressure curves recreate the input pressure data, and
consequently the coefficients that create the input pressures.
1) Heart To capture the relation between the left ventricular pressure and volume, a standard elastance equation
is used [1], while the elastance curve is described in [2]. The elastance of the ventricle can be seen to be the
left ventricular pressure divided by the ventricular volume (minus the theoretical unstressed volume (Vo)),
which can be seen in Figure 1, where Emax is estimated from the pressures and volumes at end systole (end
of ejection). Vo and Emax represent coefficients of the heart, however, by using the aforementioned elastance
curve [2], further heart coefficients, namely m1, m2, τ1 and τ2 representing the contraction rate constant,
relaxation rate constant, and systolic time and diastolic time constants, respectively, are also introduced.
2) Valve Figure 2 and Equation 1 show that, net transvalvular pressure gradient (TPGnet) is the net difference
of the recovered static pressure of blood when travelling from the left ventricle to the reattachment point of the
ascending aorta, having passed through the aortic valve. The maximum TPG is located at the vena contracta
(VC), defined as the location where the cross sectional area of the ejecting blood jet from the aortic valve is
minimal.
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Transvalvular Pressure Gradient
TPGnet (eq. (1)), uses the Energy loss Coefficient (ELCo) of the aortic valve (AV), which provides information
on the health state of the AV. ELCo is a function of effective orifice area (EOA) and the sinotubular junction
area (Astj) of the ascending aorta (Eq. (2)), and so is of significant use in a clinical setting.
TPGnet(t) = PV (t)− PA(t) = 2piρ√
ELCO
∂Q(t)
∂t
+
ρ
2
Q2(t)
ELCO
2 (1)
ELCo =
EOA.Astj
Astj − EOA (2)
Considering the range of Astj [3], and the clinical ranges for EOA set by the British Heart Foundation shown
in Table 1, the range for ELCo for aortic valves are shown in Figure 3, which can be used in diagnoses.
Table 1: British Heart Foundation (BHF) EOA ranges for levels of Aortic Stenosis
Normal Mild Moderate Severe
EOA(cm2) >2 2-1.5 1.5-1.0 <1.0
3) Vasculature The 3 element Windkessel model detailed in Equation 3, can be represented as an electrical
circuit, and is used in combination with Equation 1 and the standard elastance equation used to calculate the
aortic pressures for the 0D lumped model. By using the 3 element model instead of the 4 element, the number
of optimised coefficients are limited to three, where C, R and Zo are total arterial compliance, total vascular
resistance and characteristic impedance.
∂PA(t)
∂t
+
PA(t)
RC
=
Z0 +R
RC
Q(t) + Z0
∂Q(t)
∂t
+
PV E
RC
(3)
4) Optimisation (Modified Cuckoo Search (MCS) To calculate the patient specific coefficients that recreate
the original patient data inputs, a gradient free optimisation method i.e. Modified Cuckoo Search (MCS)[4], is
used. This gradient free optimisation method is part of the family of genetic algorithm methods, and has been
shown to be quite effective because it passes information forward to the following iterations, and due to the
strong non-linearity of the problem, the gradient free nature of the optimisation method helps ensure that the
solution does not end in local minima.
The coefficients to be optimised are, the representatives of the heart, Emax, Vo, m1, m2, τ1 and τ2; the rep-
resentation of valve state, ELCo and the vasculature representations R, C and Zo. With this number of pa-
rameter estimations, different combinations could provide satisfactory error fits, but provide incorrect final
coefficient values, and so the optimisation objective function is used with restrictions to ensure the results are
correct.
The convergence of the method is demonstrated in Figure 4, in which the upper graph shows all of the value
combinations for two of the coefficients being run, and at the bottom, how the error reduces as the iterations
proceed.
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Figure 3: Energy Loss Coefficient (ELCo)
Ranges calculated using max and min
Sinotubular Junctuion and EOA Areas for
stenoses
Figure 4: Modified Cuckoo Search - Search Space for 2 param-
eters and Reducing Error
5) Project Data The model requires verification of its accuracy and reproducibility, however, such that 1)
the optimised coefficients of the model represent the actual measured information (representing physiology)
and 2) the measurements are reproducible for different initialisations. As a first approach, optimisation of a
forward run problem was performed with the coefficients taken from literature [5], which demonstrated that the
optimisation method functioned with the 0D model well. Secondly, data from a 1D arterial network computer
model [6](ANM) is used as a substitute for the measurement data. The ANM can be easily adapted to simulate
valvular and vascular diseases which makes it ideally suited for this task.
For the verification analysis, the 1D ANM is run using initial conditions set by the user, and its output ”mea-
surements” are used in the objective function. The MCS optimisation then uses a number of restrictions and
an objective function which minimises the 0D lumped output wave towards the real ”measurements”. These
restrictions to the simulations decide whether the 0D outputs are ”worthy” to go through the objective function,
which adds to the computational cost. If the restrictions such as stroke volume tolerance and ejection duration
are not similar to the input data, the objective function is bypassed, and a maximum error is passed back to the
optimisation.
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Figure 5: Pressure Comparisons for (a) Non-Stenosis (Mst=1) (b) Moderate-Stenosis (Mst=0.2) (c) Severe-
Stenosis (Mst=0.1)
3 RESULTS & CONCLUSIONS
The 1D arterial network model has been run for varying cases of aortic valve stenosis, using a coefficient to
restrict the maximum valve area (Mst). By changing (Mst), this alters the GOA (geometric orifice area), which
highly affects EOA, because EOA = GOA*Cc, where Cc is the contraction coefficient (although this Cc is
affected by shape of the orifice, for this research Cc≈ 0.7 [7]). As EOA changes, so does ELCo, changing the
transvalvular pressure gradient (difference).
By running different stenosis levels of the AV, it has been determined that the 0D model is highly affected by the
permitted ranges of the coefficients, especially Zo and ELCo, because increasing Zo increases the ventricular
pressure. If the acceptible range is too large for Zo and ELCo, viable fitting results of the pressure plots are
obtained, however produce incorrect values of ELCo, by increasing Zo. When several simulation runs of the
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same case were completed, a correlation coefficient analysis was performed on the results, and a relatively
linear relationship was found between some of the coefficients. Because of this relationship, it was decided to
estimate the total arterial compliance of the system [8], ensuring that the other coeffiecients which are linearly
linked, would fluctuate less.
The ANM results have been used for the 0D lumped optimisation model and as can be seen in Figure 5,
the overall fits for the normal and severly stenotic cases are acceptible given the simplicity of the lumped
model.
The reproducibility of the coefficients for the normal and severly stenotic cases show that for repeated simula-
tions, there is little fluctuation in the estimated coefficients (see Figure 6), have reducing ELCo values for more
severe stenoses, and the optimised results show good agreement with the ”measured” data, having a relatively
small error tolerance. However, the mild and moderate stenosis cases require more additions to the model to
ensure accuracy and consistency.
When the mild and moderate cases are completely
accurate and consistent in calculating the correct
coefficient values, the next step in the project is to
run multiple compliance cases of the 1D ANM to
validate the current 0D optimisation model com-
pletely, and when verified, mitral regurgitation
can be added into the lumped model. When vali-
dation for the next stage is finalised, transcatheter
aotic valve implantation (TAVI) patient data sets
will be used as the model inputs and verified.
The coefficients produced from the interactions
between these valvular lesions will then be stud-
ied and better understood and will be able to pro-
vide improved information on timescales and di-
agnoses for medical intervention.
Figure 6: Coefficient Comparisons for Severe-Stenosis
Case (Mst=0.1), when re-testing using different initiali-
sation nest locations
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SUMMARY
We present results on numerical modeling of total heart function focusing on the interaction be-
tween models for cardiac electrophysiology, activation mechanisms, fiber contraction, and fluid
dynamics inside the ventricles. We discuss in particular the development of robust finite element
methods and numerically stable and efficient coupling and solution algorithms tailored for the sim-
ulation of the cardiac excitation-contraction mechanism and for ventricular fluid-structure inter-
action. The implications of different modeling and algorithmic choices into the electromechanic-
haemodynamical behavior of the heart are addressed in detail, and we report on several preliminary
results with a prototype baseline model, aimed at studying the main aspects of the overall cardiac
function.
Key Words: heart modelling, coupling algorithms, cardiac mechanics, multiscale models.
1 INTRODUCTION
The physiological process of heart function is intrinsically of multiscale nature and so are the
equations that govern each subsystem, ranging from subcell excitation-contraction mechanimsms
to fluid dynamics and structural mechanics of the tissue at the organ level. The importance of a
multiphysics model is evident when looking at several mechanisms of the healthy and pathological
heart function, that are not a consequence of e.g. the mechanical cardiac function alone. Our
objective is to construct computational models of total heart function that are able to model at some
level the entire tree of cardiac biomechanisms, starting from fundamental cell-level mechanisms
and proceeding all the way to simulating and predicting changes in cardiac output induced by
specific pathologies in the heart.
Despite the growing literature devoted to experimental and computational research of the different
subsystems of heart function to the best of our knowledge the only work proposing and analyz-
ing numerical methods for the successful simulation of total heart function is [1]. We believe the
main reason for this is the difficulty of providing stable and computationally efficient coupling
algorithms that are able to join together computational models of widely different spatio-temporal
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scales in such a way that the solution algorithms scale well up to the large-scale modern supercom-
puters that are needed to simulate accurately multiphysics phenomena taking place in the heart.
Our aim is to present a baseline multiscale coupling framework in the form of an integrated heart
model to study the interaction between four basic fields related to the heart function: the cell-level
electrophysiological behavior, the subcellular activation mechanisms, the elastic deformation of
the tissue, and the ventricular fluid mechanics. Our philosophy is to use the simplest (possibly
phenomenological) model with the minimal number of tunable parameters that is still is able to
present relevant physiological response of the total heart. The study of more specific phenomena
could then be addressed in specific clinical application by replacing some of these pieces with
more accurate and refined models.
The usual choice for multiphysics coupling is to use segregated algorithms, where each subsystem
is simulated individually with its own internal time-step using a solver strategy specialized for
that particular subproblem, information is exchanged through the coupling interface, and the pro-
cess iterates until the coupling conditions are satisfied up to some predetermined tolerance. The
segregated approach can be computationally and implementationally attractive, but often suffers
from instabilities when different subsystems are strongly coupled through the physics, necessitat-
ing a large number of coupling iterations before convergence. Its counterpart is the monolithic
approach, where all the subproblems are written as one big system that is solved (theoretically)
in one go. This leads to the most stable algorithms in strongly coupled multiphysics problems
while eliminating the need for coupling iterations, but makes it more difficult to provide robust
and computationally efficient solution algorithms because subproblem-specific assumptions are
not necessarily valid for the monolithic problem and thus less efficient algorithms may need to be
used.
An additional difficulty involving monolithic coupling schemes arises when the two coupled sys-
tems exhibit very different time scales. As far as cardiac electromechanics is considered, the
choice of the time-step is driven by the dynamics at the cellular level, where complex calcium
dynamics may necessitate time steps as small as 10−4 ms during the upstroke of the action po-
tential when explicit time-stepping methods are used. On the other hand, the solid mechanics are
usually solved using implicit methods and can thus be solved using much larger time steps without
sacrificing the accuracy. Different spatial discretization resolutions also need to be considered for
the different subproblems. When attempting to accurately capture the depolarization front of the
electrophysiology that requires spatial resolutions of 0.1 mm are needed, whereas the resolution
needed to simulate cardiac tissue mechanics may be taken an order of magnitude larger. Resolving
the complex three-dimensional vortex dynamics inside the left ventricle during diastole again re-
quires either fine meshes or high order approximation spaces. Thus there is a need for the transfer
of quantities between approximation spaces of very different and potentially different polynomial
orders. All of these issues need to resolved as part of the construction of the model.
2 A MULTISCALE MODEL FOR TOTAL HEART FUNCTION
Our computational model for total heart function is implemented in the open-source finite element
library LifeV (http://www.lifev.org1). It is based on parallel solvers for the electrophys-
iology, solid mechanics and fluid mechanics subproblems. Mesh partitioning is performed with
ParMETIS, and the linear problems are solution strategy based on multigrid or algebraic additive
Schwarz preconditioners implemented within the Trilinos library (Sandia National Labs).
1LifeV is managed by a consortium between EPFL, Politecnico di Milano and Emory University.
40
We choose a segregated and loosely coupled algorithm for the electromechanics, where informa-
tion between the electrophysiology and the solid mechanics is exchanged only once per time-step.
This choice allows different time-steps to be used for the electrophysiology and ventricular me-
chanics. The electrophysiology problem is solved in the strongly coupled sense but with operator
splitting separating the reaction and diffusion parts, and with mass lumping being used in order
to reduce numerical instabilities near the front when using medium-sized meshes. The minimal
model of Bueno-Orovio et al. [2] is coupled with the monodomain equations, which are effi-
ciently preconditioned through algebraic multigrid techniques. The reaction part is integrated in
time using the adaptive third-order linearly implicit Rosenbrock method ROS3P.
To model the electromechanical muscle contraction we use a stretch-dependent activation model
based on thermodynamically consistent transversely anisotropic active strain model [3] that is able
to capture the correct transmural thickening of the tissue. The passive mechanics model is adapted
from the seminal work [4] and includes both fiber and sheet directional orthotropy.
For the ventricular fluid-solid coupling we opt for a monolithic approach as it provides in our
experience the best stability and computational efficiency for large displacement fluid-structure
interaction problems. In order to take advantage of the specific properties of the different sub-
systems we use a composed preconditioner for the monolithic fluid-structure interaction problem
based on approximate block factorization [5]. This allows us to apply suitable preconditioners for
both the fluid and solid subproblems that have been validated to be strongly scalable up to 256
parallel MPI processes.
The fluid solver employs a standard mixed velocity-pressure formulation for the Navier-Stokes
equations in an arbitrary Lagrangian-Eulerian frame, supplemented by a variational multiscale
stabilization method [6] to simulate the transient flow during peak diastole. To prescribe the
ventricular afterload we couple the heart to a geometrical multiscale model [7] consisting of a
1-D network of arteries and lumped parameter Windkessel terminals, where the description of the
arterial tree and the parameters are taken from [8].
Different spatial resolutions can be used for each of the three different sub-problems; to accom-
plish this we use an advanced version of radial basis function interpolation with spatially varying
support radius (chosen appropriately to obtain a sparse yet well-conditioned interpolation system)
and inverse rescaling of the shape functions in order to interpolate exactly constant fields, which
improves the approximation stability.
3 CONCLUSIONS
Fully integrated models of total heart function including also the fluid dynamics inside the ventricle
are on the horizon as computational algorithms become more efficient, allowing more comprehen-
sive simulations of cardiovascular pathologies. Due to the multiscale and multiphysics nature of
heart activity, a careful consideration between different algorithmic choices (monolithic vs. segre-
gated, strong vs. loose, explicit vs. implicit) has to be made in order to obtain the best compromise
between stability and scalability. We have presented a baseline computational model for simula-
tion of total heart function that can act as a starting point for more in-depth studies on cardiac
function and dysfunction.
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SUMMARY
In this talk we propose a new methodology for the generation of patient-specific Purkinje networks
in computational electrophysiology. This genaration is obtained as a correction of a fractal network
driven by clinical measures of the activation times. We present several numerical results, both in
ideal and real geometries, highlighting the suitability of our method.
Key Words: Purkinje fibers, patient-specific electrophysiology, Eikonal equation.
1 INTRODUCTION
The development of biophysical models of the heart is fundamental to get deep insights in the
mechanisms controlling its activity and also, in pathological cases, to give to the clinicians a pow-
erful instrument that could help in the diagnosis and in the design of new therapies.
A key aspect of the heart modeling is the study of electrical activation, that triggers the heart con-
traction. The electrical activation is regulated by the cardiac conduction system (CCS), responsible
for the fast and coordinated distribution of the electrical impulse in the heart.
In particular, in the ventricles, the activation is regulated by the peripheral part of the CCS, the
Purkinje fibers (PF), located in the inner ventricular walls of the heart, just beneath the endo-
cardium. The electrical signal spreads rapidly in the PF and it enters the ventricular wall only at
certain insertion sites, called Purkinje muscle junctions (PMJ) [1]. From these sites the depolar-
ization wave propagates in the myocardium, allowing the ventricular excitation and contraction
thanks to the activation of the cardiac muscle cells [2].
Therefore, since the electrical activation of the ventricle depends strongly on the PF, it is necessary
to model the presence of the latter to obtain a realistic activation model.
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2 COMPUTATIONAL GENERATION OF A PATIENT-SPECIFIC
PURKINJE NETWORK
The focus of our work is to provide a computational algorithm for the generation of a patient-
specific Purkinje network, driven by clinical measures of the electrical activation in the ventricle.
These measures consist of the activation times acquired on the endocardium of the left ventricle,
for example before an ablation procedure to burn anomalous propagation sites.
The proposed method for the generation of the patient-specific Purkinje network is based on
searching the optimal locations of the PMJ to best fit the clinical measures. In particular, start-
ing from an initial network, generated by means of a fractal law [3,4], our algorithm adjusts this
network to the measures by moving, deleting and creating new PMJ, obtaining a patient-specific
Purkinje network. Regarding the mathematical models used to compute the activation times in the
PF and in the ventricles, we considered the Eikonal equation [5,6], with values of the conduction
velocities in the physiological range.
We tested the accuracy and robustness of our method considering both an ideal geometry with
synthetically generated data and four patient-specific geometries, with real clinical measures, con-
sidering both normal and pathological activations. In particular, as pathological activations, we
considered data from two patients, one of them had a case of Wolff-Parkinson-White syndrome
(WPW) and the other one had a case of heart failure. We analysed the accuracy of the proposed
method with respect to other activation models used so far in the literature.
3 CONCLUSIONS
The numerical results proved the essential role of the Purkinje network, both in modeling the
healthy and the pathological activation of the left ventricle. Moreover, we proved the importance
of generating a patient-specific Purkinje network to recover an accurate activation, when clinical
measures are available.
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SUMMARY
We develop a parallel solver for the coupling of cardiac electromechanical models. The my-
ocardium is modeled as a nearly-incompressible transversely isotropic hyperelastic material, while
the spread of the electric impulse in the myocardium is modeled by the Bidomain system with two
nonlinear parabolic partial differential equations coupled through the reaction term with a mem-
brane model, a stiff system of ordinary differential equations. The discretization of the whole
electromechanical model is performed by Q1 finite elements in space and a semi-implicit finite
difference scheme in time. This approximation strategy yields at each time step the solution of a
large scale ill-conditioned linear system for the Bidomain model and a nonlinear system for the
finite elasticity model. The parallel solver developed solves the linear system with the Conjugate
Gradient method, preconditioned by a Multilevel Schwarz preconditioner, and the nonlinear sys-
tem with a Newton-Krylov-Algebraic Multigrid solver. 3D parallel numerical tests show that the
proposed solver is scalable and robust with respect to the cardiac deformations.
Key Words: Cardiac electromechanics, Bidomain model, Finite Elasticity, Multilevel Schwarz
preconditioners, Algebraic Multigrid.
1 CARDIAC ELECTROMECHANICAL MODELS
Mechanical model. From a mechanical point of view, the cardiac tissue is modeled as a nonlinear
elastic material satisfying the quasi-static Cauchy’s equation of equilibrium, without body force,
Div(FS) = 0, X ∈ Ωˆ, (1)
whereS = {sij} is the second Piola-Kirchoff stress tensor,F(X, t) = {Fij} =
{
∂xi
∂Xj
i, j = 1, 2, 3
}
is the deformation gradient, X = (X1, X2, X3)T are the undeformed (material) coordinates of
the reference cardiac domain, x = (x1, x2, x3)T are the deformed (spatial) coordinates of the de-
formed domain. The tensor S is given by the sum of a passive elastic component Spas and an active
biochemically generated component Sact, i.e. S = Spas + Sact, as in many previous studies; see
[8] for a comparison with an alternative multiplicative approach. The passive component Spas is
computed from a suitable strain energy function W and the Green-Lagrange strain E = 12(C− I)
(where C = FTF is the Cauchy-Green deformation tensor)
Spasij =
1
2
(
∂W
∂Eij
+
∂W
∂Eji
)
i, j = 1, 2, 3.
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Among the many strain energy functions proposed in the literature, in this paper we choose the
exponential strain energy function [12] for transversely isotropic hyperelastic materials
W =
1
2
c
(
eQ − 1
)
, Q = bllE
2
ll + btn(E
2
nn + E
2
tt + 2E
2
nt) + 2blt(E
2
lt + E
2
ln),
where (l) denotes the fiber direction and (n), (t) two others orthogonal cross fiber directions. We
model the myocardium as a nearly-incompressible material, so following [12], we add a bulk
modulus K multiplying a volume change penalization term into the strain energy
W =
1
2
c
(
eQ − 1
)
+K
(√
det(C)− 1
)2
.
We close the quasi-static mechanical model (1) by imposing a prescribed displacement on a Dirich-
let boundary and no traction force on a Neumann boundary. The active stress component of the
second Piola-Kirchhoff tensor is given by Sact = J TaF−1σactF−T , where J = detF and we
assume, as in other studies, that the generated active force acts only in the direction of the fiber,
hence σact = Taal ⊗ al, where al is a unit vector parallel to the local fiber direction and Ta is the
active stress related to the deformed domain, given as in Nash and Panfilov [4] by
∂Ta
∂t
= Q(V, Ta) = (V )(kTaV −Ta), with (V ) =
{
1 for V < 0.05
10 for V ≥ 0.05, , kTa = 47.9 kPa.
Bidomain electrical model. The macroscopic Bidomain representation of the cardiac tissue vol-
ume Ω is obtained by considering the superposition of two anisotropic intra- (i) and extra- (e)
cellular media, coexisting at every point of the tissue and separated by a distributed continuous
cellular membrane; see e.g. [7] for a derivation using homogenization techniques. In order to
take into account the mechanical deformation of the tissue, following [4,5,13] we will now in-
troduce the parabolic-parabolic formulation of the Bidomain system on the reference cardiac do-
main Ωˆ. Given an applied extracellular current per unit volume Ieapp : Ωˆ × (0, T ) → R, and
initial conditions v0 : Ωˆ → R, w0 : Ωˆ → RNw , find the intra- and extracellular potentials
ui,e : Ωˆ × (0, T ) → R, the transmembrane potential v = ui − ue : Ωˆ × (0, T ) → R, the gating
and ionic concentrations variables (w, c) : Ωˆ× (0, T )→ RNw ×RNc such that
cm
∂v
∂t
− J−1 Div(JF−1DiF−T Gradui) + Iion(v, w, c) = 0 in Ωˆ× (0, T )
−cm∂v
∂t
− J−1 Div(JF−1DeF−T Gradui)− Iion(v, w, c) = Ieapp in Ωˆ× (0, T )
∂w
∂t
−R(v, w) = 0, ∂c
∂t
− S(v, w, c) = 0, in Ωˆ× (0, T )
nˆTF−1Di,eF−T Gradui,e = 0 in ∂Ωˆ× (0, T )
v(x, 0) = v0(x), w(x, 0) = w0(x), c(x, 0) = c0(x) in Ωˆ,
where F is the deformation gradient tensor and we have assumed an insulated cardiac boundary
∂Ωˆ. For an applied extracellular current Ieapp satisfying the compatibility condition
∫
Ω I
e
app dx =
0, this system uniquely determines v, while the potentials ui and ue are defined only up to the
same additive time-dependent constant related to the reference potential, determined here cardiac
volume by imposing
∫
Ω ue dx = 0. The nonlinear reaction term Iion and the ODE system for the
gating variables w are given by the ionic membrane model, chosen here as the Luo–Rudy I (LR1)
model [3]. The conductivity tensors Di(x) and De(x) at any point x ∈ Ω are defined as
Di,e(x) = σ
i,e
l al(x)a
T
l (x) + σ
i,e
t at(x)a
T
t (x) + σ
i,e
n an(x)a
T
n (x).
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Here al(x), at(x), an(x), is a triplet of orthonormal principal axes with al(x) parallel to the local
fiber direction, at(x) and an(x) tangent and orthogonal to the radial laminae, respectively, and
both being transversal to the fiber axis. Moreover, σi,el , σ
i,e
t , σ
i,e
n are the conductivity coefficients
in the intra- and extracellular media measured along the corresponding directions al,at,an. In
this work, the electric conduction of the cardiac tissue is model as an axi-symmetric anisotropic
media with respect to the local finer direction, i.e. σi,en = σ
i,e
t .
2 DISCRETIZATION AND NUMERICAL MODELS
The time discretization is performed by a semi-implicit splitting method. At each time step:
1) given vn, wn, cn, Tna , solve the ODEs of the membrane model and active force equation with a
first order IMEX method to compute the new wn+1, cn+1, Tn+1a ,
2) given Tn+1a solve the mechanical problem to compute the new deformed coordinates x
n+1,
providing the new deformation gradient tensor Fn+1,
3) given wn+1, cn+1, Fn+1, and Jn+1 = det(Fn+1) solve the Bidomain system with a first order
IMEX method computing the new electric potentials un+1i , u
n+1
e , v
n+1 = un+1i − un+1e .
For the space discretization, we use structured grids of hexahedral isoparametricQ1 finite elements
in space, for both the nonlinear elasticity system and the Bidomain equations. At each time step,
the main computational effort consists of:
a) solving the nonlinear system deriving from the discretization of the mechanical problem. We use
the Newton method, with GMRES for the linear Jacobian system, preconditioned by an Algebraic
Multigrid preconditioner [2];
b) solving the linear system deriving from the discretization of the Bidomain model. We use the
Conjugate Gradient method preconditioned by a Multilevel Hybrid Schwarz preconditioner with L
levels (MHS(L)), see [6,9,10] and [11] for a general introduction to these methods. Inexact ILU(0)
local solvers are used for the local problems on the subdomains.
3 NUMERICAL RESULTS
In this section, we present the results of parallel numerical experiments performed on the Linux
Cluster IBM SP6/5376 of the Cineca Consortium (www.cineca.it). Our FORTRAN-j0 code is
based on the parallel library [1], from the Argonne National Laboratory. We perform a weak scal-
ing test on truncated ellipsoidal domains of increasing size, modeling wedges of the ventricular
wall. The number of subdomains (and processors) is increased from 8 to 512, so that the local
mesh size is kept constant (16 ·16 ·16 for the mechanical mesh of size h = 0.02 cm and 32 ·32 ·32
for the electrical mesh of size h = 0.01 cm). The global size of the discrete systems increases
as indicated in Table 1. The simulation is run for 10 time steps of 0.05 ms during the plateau
phase of the cardiac action potential, where the deformation due to the mechanical contraction is
stronger. The results regarding the mechanical and Bidomain solvers are reported in Table 1. Both
the nonlinear Newton iteration (nit) and linear GMRES iteration (lit) are completely scalable. The
scalability of the GMRES iterations is achieved by the use of the AMG preconditioner. Neverthe-
less, the CPU times are not scalable, because they increase with the number of processors, due to
the setup of the AMG preconditioner at each Newton iteration. The MHS(4) Bidomain precondi-
tioner, considering or neglecting (F = I) the influence of the mechanical tissue deformation on
the conductivity tensor, is robust with respect to the domain deformations due to the mechanical
contraction. Moreover, the MHS(4) preconditioner is completely scalable, both in terms of the
mathematical quantities (condition number and CG iterations) and CPU times.
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Mechanical solver Bidomain solver
AMG preconditioner MHS(4) preconditioner
non-deforming deforming
procs dof nit lit time dof κ2 it time κ2 it time
8 107,811 2 42 12.06 549,250 1.11 3 1.05 1.11 3 1.31
27 352,957 2 42 16.70 1,825,346 1.11 3 1.19 1.12 3 1.17
64 823,875 2 39 23.45 4,293,378 1.12 3 1.23 1.13 3 1.21
125 1,594,323 2 39 30.66 8,346,562 1.13 3 1.31 1.18 4 1.49
216 2,738,019 2 40 49.12 14,378,114 1.18 4 1.55 1.20 4 1.55
343 4,328,691 2 39 92.93 22,781,250 1.15 4 1.62 1.17 4 1.66
512 6,440,067 2 40 75.09 33,949,186 1.14 4 1.96 1.17 4 1.67
Table 1: Weak scaling test. Comparison of mechanical AMG preconditioner and Bidomain
MHS(4) preconditioners on deforming and non-deforming (F = I) domains. Number of pro-
cessors (procs), Degrees of freedom (dof), Condition number (κ2), CG iteration counts (it), CPU
time in seconds (time).
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SUMMARY
Electro-mechanical coupling exhibits features of very different spatial and temporal scales. Spatio-
temporal adaptivity is a promising way to reduce the computational complexity, but numerical
experience shows that the induced overhead essentially kills the performance gain. In this talk
we investigate the use of spectral deferred correction methods as a means to reduce this overhead
while retaining most of the performance advantage. The properties of the resulting method are
discussed at some numerical examples.
Key Words: electro-mechanical coupling, mesh adaptivity, spectral deferrred corrections.
1 INTRODUCTION
Simulations of electro-mechanical coupling of cardiac excitation cover very different spatial and
temporal scales. A reasonable approximation of the depolarization front requires mesh sizes of
less than 1mm and time steps of not more than 1 ms, which leads to a high computational effort
for whole-organ simulations of relevant duration. The elastic deformation usually exhibits much
less local features, for which reason it is often computed on a coarser but nested grid.
Further reduction of computational complexity can be expected from spatio-temporal adaptivity, as
away from the depolarization front coarser meshes and longer time steps are sufficient. Numerical
experience with standard methods of adaptivity, however, indicates that any performance gain can
easily be killed by the overhead of adaptivity, such as error estimation and repeated reassembly on
mesh refinement or coarsening.
In this paper we take a step towards a computationally efficient, adaptive method for electro-
mechanic cardiac simulations. In particular, we aim at amortizing the overhead of spatial adaptiv-
ity over longer time steps, at re-using data computed before mesh refinement or step size reduction,
and multi-rate time stepping. A promising class of time stepping schemes that can be tweaked into
these directions are spectral deferred correction methods [1].
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2 ELECTRO-MECHANICAL SIMULATION WITH SPECTRAL
DEFERRED CORECTION METHODS
2.1 Electro-mechanical coupling
For the two-way coupling of electrical excitation and mechanical deformation we employ the
simple model from [3]. The excitation part is described by a monodomain two-variable FitzHugh-
Nagumo type model. Active stress generation along the fiber direction is derived from the trans-
membrane voltage by a linear ODE. The quasi-static deformation is given as the minimizer of a
hyperelastic stored energy. This results in a coupled system of four PDEs for the transmembrane
voltage u, the gating variable v, the active tensile stress a, and the displacement y:
u˙ = −div(D(yx)∇u)− 8u(u− 0.1)(u− 1) + uv + Is
v˙ = 0.25(0.01 + 0.07v/(u+ 0.3))(−v − 8u(u− 1.1))
a˙ = (u)(47.9u− 0.1)
0 =
∂W
∂y
For simplicity, the fiber direction is assumed to be the x1 direction, hence the conductivity D
depends on the displacement derivative yx due to
D = 10−3F−1
[
2 0
0 1
]
F−T , F = I + yx.
Is denotes the stimulation current. The jump function
(u) =
{
1, u < 0.05
10, u ≥ 0.05
induces a delay in stress development. Finally, the stored energy function W is formulated in
terms of the Green-Lagrange strain tensor E = 12(yx + y
T
x + y
T
x yx) and Q = bijE
2
ij as
W = 3eQ + aE11 + 200b(det(I + yx)), b(x) = x− log x.
2.2 Spatially adaptive SDC-DIRK methods
Spectral deferred correction methods are fixed point iterations for collocation equation systems.
The attractive feature is that one iteration consists of a sweep of n simpler time steps, e.g., implicit
Euler steps, going through the n collocation nodes one at a time, such that an implementation
can be a thin wrapper around a simple Euler scheme. The drawback is that, on non-equidistant
collocation grids, e.g. Radau points suitable for stiff equations, the contraction rate can be quite
close to one. With a slight modification of the right hand sides and the coefficients of the Euler
scheme, one sweep can be interpreted as a specialized diagonally implicit Runge-Kutta method
and restores reasonably fast convergence also on non-equidistant grids, see Fig. 1 left. For details,
we refer to [4].
For the electro-mechanical cardiac model, we use second order finite elements for the transmem-
brane voltage and linear finite elements for the smoother gating variable, active stress, and dis-
placement. An SDC integrator is used for the three dynamic variables, and Newton’s method
on each collocation point for the stationary hyperelastic equation. During each sweep, the vari-
ables are integrated independently of each other. Their coupling is realized only through the SDC
iteration, which could be exploited for parallelization.
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Figure 1: Left: Contraction rates of SDC methods for the Dahlquist equation on n = 2, 4 Radau
collocation points. Euler sweeps vs. specialized DIRK sweeps. Right: Excitation front propagat-
ing through deformed tissue after 7.5 ms.
After each sweep, an embedded hierarchical error estimator is employed for estimating the spatial
discretization error of the transmembrane voltage. If the required accuracy is not reached, the grid
is refined as needed and the current SDC iterates are prolongated to the finer mesh. After this,
another sweep is performed on the new mesh. With this approach, the effort of adaptivity (error
estimation, reassembly) can be amortized over more stages and longer time steps than with, e.g., a
Rosenbrock method, and the results obtained on the coarser mesh are reused as valid SDC iterates.
Once a whole SDC step is accepted, the mesh is coarsened wherever the mesh resolution is finer
than required for representing the solution at the end of the step up to the requested accuracy.
2.3 Numerical example
The method outlined above has been implemented in the C++ finite element toolboxKaskade 7 [2]
and tested on a 2D unit square example, with Dirichlet boundary conditions for the displacement
on the left edge of the square. The stimulation current was applied in [0.5, 0.55]2 for 2 ms. With
a fixed time step size of 1.5 ms, three Radau points, and at least three SDC sweeps, reasonable
results were obtained (see Fig. 1 right). The most crucial issue is the convergence of Newton’s
method for the hyperelastic material. A stepsize damping is necessary in order not to limit the
time step.
3 CONCLUSIONS
The electro-mechanical coupling of cardiac simulations can effectively be solved by SDC meth-
ods. The preliminary implementation does not yet exploit the whole potential flexibility of the
SDC approach, but already works reasonably well. Including advanced features such as local and
multi-rate time stepping, adaptive sweep count and step size selection, and parallelization within
the SDC sweeps appears to be a promising way towards a very efficient simulation method.
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SUMMARY
The heart is a highly complex multiphysics organ whose main function is to propel blood
around the circulatory system, thus providing oxygen and metabolites to the organs. Inte-
grated models of cardiac function are vital to gain better insight into the complex interplay
of biological processes across different spatial and temporal scales as well as between the
different physics involved. However, developing efficient frameworks for such multiscale-
multiphysics simulations of cardiac function remains to be a challenging task due to the
vast computational costs and the numerical complexities involved in coupling different
physics which are governed by different spatio-temporal scales. In this study we report on
a novel methodological approach to strongly coupled models of cardiac electromechanics.
Methods are designed with the main objective to achieve good strong scaling characteris-
tics, thus allowing to use a large number of compute cores to keep simulations tractable.
Key Words: bidomain equation, nonlinear elasticity, strong scaling, accelerators.
1 INTRODUCTION
The physiological function of the heart is regulated by a cascade of processes in which
a propagating electrical wavefront controls mechanical contraction and relaxation. Any
disturbance in this highly ordered sequence of events may trigger severe malfunctions,
either with immediately lethal consequences such as the formation of reentrant activation
patterns which precede sudden cardiac death, or, by initiating a progressive degradation
of pumping efficiency which, eventually, leads to severe morbidity and mortality, as it is
common with pathologies such as heart failure.
Integrated models of cardiac function are playing a vital role in gaining better insight
into the complex interplay of biological processes taking place across different spatial
and temporal scales as well as between the different physics involved which are electrical
activation and repolarization (bidomain equations), mechanical contraction and relaxation
(nonlinear deformation equations), interaction of cardiac and vascular walls with the fluid
they comprise (fluid structure interaction), and the flow of fluids within the cavities of the
heart and the cardiovascular system (Navier-Stokes equations).
In this study we focus on numerical aspects of developing a strongly coupled model of
ventricular electromechanics. Owing to the vastly different spatio-temporal scales which
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govern electrical and deformation equations, and the significant computational burden
imposed by solving both the bidomain as well as the nonlinear deformation equations,
the development of a suitable numerical framework is a challenging task. The resulting
discretized systems of equations are large, with several millions of unknowns, and are
solved by making consequent use of parallelization techniques [1].
The Cardiac Arrhythmia Research Package (CARP) [2], a multiphysics solver framework
developed in our group, is routinely used for solving i) the bidomain equations linked to a
topologically realistic Purkinje system [3], ii) the interstitial diffusion equation and iii) the
adjoint equations arising in optimal control problems applied to the cardiac monodomain
equation. Additionally, standard post-processing problems such as iv) optical fluorescence
mapping, as modeled by the photon diffusion equation [4], v) computations of the elec-
trocardiogram (ECG) based on a pseudo-bidomain approach or extracellular potential
recovery [5] or vi) the magnetocardiogram (MCG) can be solved. Building on these pre-
vious developments we extended our numerical framework to allow simulations of cardiac
electromechanics, in which mechanical deformation is solved on the same high resolution
grid as the bidomain equations. While this alleviates the data transfer problem between
overlapping unstructured grids of different spatial resolution, it entails a significant increase
in computational cost. This additional cost is addressed by developing and implement-
ing a custom-tailored multigrid preconditioner for an iterative conjugate gradient solver
for both CPU and GPU execution which shows good strong scaling characteristics, thus
allowing to use a large number of compute cores to keep simulations tractable.
Figure 1: Illustration of CARP multiphysics modeling framework: A cardiac electrophys-
iology model, based on the bidomain equations including a realistic Purkinje system, is
bidirectionally linked through excitation contraction coupling (ECC) and mechanoelectric
feedback (MEF) to nonlinear mechanics. A lumped model of the cardiovascular system is
used to regulate pressure-volume relations during ejection and filling phase. Electrocar-
diograms (ECG), magnetocardiograms (MCG) and optical fluorescence maps (Vopt) are
computed or evaluated as a post-processing option.
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2 METHODS
2.1 Model generation
Segmented medical image stacks of rabbit ventricles were fed into the image-based unstruc-
tured mesh generation software Tarantula (CAE Software Solutions, Eggenburg, Austria)
which builds fully unstructured, boundary fitted, locally refined, hex-dominant hybrid
tessellations [6]. Hybrid meshes were tessellated into tetrahedral elements and each finite
element in the mesh was tagged either as electrically and mechanically active myocardium
or as electrically and mechanically passive connective tissue. Orthotropic tissue properties
were assigned using a rule-based approach [7]. Two rabbit ventricular models of differ-
ent complexity were generated for running strong scaling benchmarks, an anatomically
stylized model discretized at an average resolution of 250µm (5 082 272 elements, 862 515
nodes), and an anatomically detailed model which resolves the ventricular geometry at a
paracellular resolution of 100µm (40 992 163 elements, 6 901 583 nodes). Both models were
equipped with a topologically realistic model of the endocardial Purkinje system [3], where
the latter model also accounted for the free-running Purkinje system which traverses the
ventricular cavities.
2.2 Governing equations
The set of equations governing cardiac electromechanics is given by
∇ · (σi + σe)∇φe = −∇ · σi∇Vm, (1)
∇ · σi∇Vm = −∇ · σi∇φe + βIm, (2)
Im = Cm
∂Vm
∂t
+ Iion(Vm,η), (3)
Vm = φi − φe, (4)
∂η
∂t
= f(η, Vm, σa), (5)
− divσ(u) = b, (6)
σ = σp + σa, (7)
σp = 2J
−1F
∂Ψ(C)
∂C
FT, (8)
σa = σa
(
fˆ ⊗ fˆ
)
, (9)
σa = h(Vm,η, λ, λ˙). (10)
In the bidomain equations (1)-(5) describing electrophysiology, φi and φe are the intracel-
lular and extracellular potentials, respectively, Vm = φi−φe is the transmembrane voltage,
σi and σe are the intracellular and extracellular conductivity tensors, respectively, β is
the membrane surface to volume ratio, Im is the transmembrane current density, Cm is
the membrane capacitance per unit area, and Iion is the membrane ionic current density
which depends on Vm and a set of state variables, η. Deformation is governed by (6)-(9)
with (9) linking electrics and mechanics.
The deformation is governed by the equilibrium equation (6) with unknown displacement
field u. The stress tensor σ consists of a passive (8) and an active contribution (9), while
the latter depends on the normalized myocyte orientation fˆ . Here, F is the deformation
gradient, C = FTF is the right Cauchy-Green tensor, and Ψ is a function which describes
the strain energy density of the specific material. Using a particular cell model, indicated
by the function h(•), the scalar-valued active stress term σa is computed (10), thus pro-
viding the link for ECC. To specify prescribed displacements or tractions, e.g., pressure,
additional boundary conditions are incorporated into the external time-dependent load
vector b, for which a state machine is used to account for different loading conditions
during the four phases of a full cardiac cycle, i.e., isovolumetric contraction, ejection,
isovolumetric relaxation and filling phase.
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3 RESULTS
The computation times were obtained using a monodomain model for the electrics and an
orthotropic myocardium model for the mechanics. The benchmarks were performed over
100 time steps (approx. 5 Newton steps for each mechanics step) using 16 to 640 CPU
cores running on the PRACE high performance computing facility CURIE. Results of a
strong scaling benchmark for both geometries, see Sect. 2.1, are summarized in Fig. 2.
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Figure 2: For the coarser model (left panel) we have strong scaling up to 128 cores for
the electric part and up to 256 cores for the mechanics solve. For a higher amount of
cores the number of degrees of freedom per subdomain gets too small and the increasing
MPI communcation impedes better scaling properties. For the more detailed model (right
panel) both the electric part and the mechanics solve scale up to 640 cores. In both test
cases the assembling of the stiffness matrices (black lines) scales almost perfectly since
here the communication costs are negligible.
4 CONCLUSIONS
Strong scaling benchmarks suggest that strongly coupled simulations of ventricular electro-
mechanics are becoming feasible. Computational costs for electromechanical monodomain
simulations are comparable to pure electrophysiology simulations using a full bidomain
model.
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SUMMARY
In cardiac modeling, after the geometry segmentation and mesh generation, the next crucial step is
to represent the myocardium histology, namely the intricate distribution and orientation of muscle
fibers, whose coordinated contraction results in the systole of the heart [11, 6]. Most fiber rep-
resentations to date employ rule-based models (RBM). These models are often oversimplified as
regards the representation of the actual fiber histology, see e.g. [9, 13, 2]. In this work we specify
how we estimate, through the solution of an inverse problem, the degrees of freedom of a RBM
of high complexity, namely, the degrees-of-freedom of the fiber angle distribution on the epi- and
endocardial surfaces, from noisy fiber direction measurements coming from magnetic-resonance
imaging (MRI) - the so called Diffusion Tensor MRI [1, 10, 3]. This strategy allows to: (a) re-
construct the fiber (or generally diffusion tensor) in the whole heart geometry from in vivo-like
multislice measurements and (b) to reuse the estimated parameters in new geometries where the
subject-specific fiber data is not available.
Key Words: cardiac fiber architechture, difusion tensor imaging, heart biomechanics
1 METHODS
The rule-based fiber model. The first step in the construction of our generic RBM for the fibers
is to define a surface patch from heart-specific surface coordinates (axial ξ and circumferential
η, see Figure 1). Then, at each vertex of the patch we define a set of degrees-of-freedom Θi,
i = 1, . . . , p which we use in the construction of a bilinear field θ(x) =
∑p
i=1Ni(ξ(x), η(x))Θi
on the heart surface. In our context, θ(x) corresponds to the angle of the fiber vector on the surface
with respect to the circumferential and long axis directions. This surface fiber vectors and then
lifted to the heart volume using Poisson interpolation as done in [13]. Hence, choosing different
values for Θi we can obtain complex representations for the surfacic and then volumetric fibers
fields, see examples in the next section.
The estimation algorithm. In order to get realistic fiber distributions we aim to estimate the
degrees-of-freedom Θi from measured patient data. For this purpose we adopt the Reduced-Order
Unscented Kalman Filter (ROUKF) [7] (but assuming only one measurement snapshot), inspired
from [4, 5]. It does not require any tangent operator and allows to run the estimation with a
computational cost of the same order of the forward problem since it is highly parallelizable.
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(a) Long-axial coordinate ξ (b) Circumferential coordinate η (c) Sample epicardium
patch
Figure 1: Example for the construction of the surface patches.
2 RESULTS
Estimation from 3D-DTMRI. In Figure 2 we show compare three different fiber organizations:
a RBM with constant surface angle, i.e. θ = 60o, a fiber set obtained from 3D-DTMRI 1, and the
RBM estimated from the same 3D-DTMRI using the ROUKF with p = 144 . We also illustrate
the contraction patterns arising from different fiber organizations. Notice that we do constraint
nowhere the heart in order to highlight the effect of the fiber orientations in the contraction pat-
tern. Since the estimated fibers are in good agreement with DT-MRI data in the left ventricle, the
contraction pattern too, but using the RBM we obtain a smooth stress distribution.
(a) RBM 60o/− 60o (b) 3D-DTMRI (c) RBM estimated from 3D-
DTMRI
(d) RBM 60o/− 60o (e) DTMRI (f) Estimated from DTMRI
Figure 2: Top: Ventricular fiber organization, colored by the magnitude of long-axis component.
Bottom: Snapshots of the contraction simulation, superposed with the initial geometry (grey).
Estimation from multislice DTMRI. Even though the estimated RBM from 3D-DTMRI pro-
vides a valuable tool for more realistic heart biomechanical analysis, this type of data is still far
from being able to be acquired in vivo. However, the same framework can be applied by using
1Openly available on http://gforge.icm.jhu.edu/gf/project/dtmri data sets/
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multislice (MS-)DTMRI (i.e., fiber data acquired on few slices). Hence, we undersampled the
3D-DTMRI data into the MS-DTMRI type of data in order to get the resolution typically obtained
to date, see e.g. [12] and references therein. The results are presented in Figure 3.
(a) MS-DTMRI (b) RBM estimated from 3D-
DTMRI
(c) RBM estimated from MS-DTMRI
Figure 3: Multislice fiber measurements and estimated ventricular fiber organizations.
3 CONCLUSIONS
We introduced an extension of the methodology, introduced in [8], for estimating the degrees-of-
freedom of a Ruled Based Model (RBM) for cardiac fiber architecture from DT-MRI data. We
first detailed the mathematical fiber RBM. Then, we outlined the estimation algorithm, namely a
reduced-order Unscented Kalman Filter (ROUKF), in order to minimize the discrepancy between
measured and model fiber distribution by optimizing the degrees-of-freedom of the RBM. We
show tests using 3D-DTMRI and multislice DTMRI.
We are also currently extending the general fiber model for the whole Difusion Tensor. Doing
so, the three principal directions of the model can be simultaneously estimated from the diffu-
sion weighted images directly. Hence, if the probability distribution function of the noise in the
diffusion weighted images is known (are reasonably assumed), this would allow to compute reli-
able confidence intervals of the estimated degrees-of-freedom and on the measurement noise in a
bayesian estimation framework.
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SUMMARY 
High-speed digital imaging (HSDI) of the larynx can provide important information on the vocal fold kinematics. This information is 
useful for better understanding the mechanism of phonation and assisting clinical assessment of voice disorders. Automatic tracing of 
the vocal fold vibration is a key step for meaningful analysis and subsequent characterization of vocal fold vibrations, which are 
known to correlate with voice quality and health condition. We introduce a new approach that combines the use of level-set 
segmentation method and motion cue to exact vocal fold displacements. This approach is applied to videokymogram (VKG)-form 
image, obtained from a sequence of laryngeal images captured by the HSDI. To utilize the motion cue for more effective level-set 
based segmentation on the VKG, we construct a so-called STD (standard deviation) image by mapping the pixel-based measure of 
temporal intensity dispersion from the initial HSDI sequence. The STD image maps the extent of vocal fold motion, and followed by 
threshold operation, a region of interest (ROI) that encloses vocal fold motion, or glottis region, is identified. The performance of the 
proposed approach is evaluated using clinical datasets representing both normal and pathological voice conditions. 
Key Words:  High-speed laryngeal imaging, videokymogram, level set image segmentation, vocal fold motion, region of interest 
1  INTRODUCTION 
   High-speed digital imaging (HSDI) of the larynx, also referred to as high-speed laryngeal imaging, or high-speed videoendoscopy, 
has now become a clinical reality. The HSDI systems typically record images of the vibrating vocal folds at 2000 ~ 4000 frames per 
second, fast enough to resolve a specific, sustained phonatory vocal fold oscillation (100~400 Hz in speaking voice) [1]. 
 Vocal-fold vibration is the key dynamic event responsible for voice production, and the vibratory characteristics of the vocal folds 
correlate closely with voice quality and voice condition. However, credible analysis and characterization of the vocal fold vibration 
requires accurate and effective exaction of the vocal fold displacements from the sequence of glottis images captured by the HSDI. 
One way to exact vocal fold motion is to segment the glottis image frame-by-frame using threshold, region-grow [2], snake-based or 
the active contour methods [3-5]. After the glottis contours are delineated from sequential segmentation process, both glottis area 
waveform and vocal fold displacements at specific location can be obtained.  
Videokymography is an alternative laryngeal imaging modality [6] in which each vibratory glottis cycle is documented in terms of a 
sequence of several images, and can be acquired directly from a single-line camera, or extracted from a sequence of images captured 
by the HSDI system [7]. In this paper, we use single images in form of VKG that are constructed using a sequence of HSDI images for 
viewing glottal cycles and local vocal-fold motions. The level set segmentation method is applied to individual VKG image to exact 
the bilateral vocal fold displacements at specific location across the vocal folds. 
2  METHODOLOGY 
     While applying the level set method for the segmentation of VKG image, we need to address two issues: 1), where to set the initial 
contour for the level set iteration, and 2), how to eliminate the interference of the background (outside of the glottis region). Here we 
introduce the so-called STD (standard deviation) image, derived from the vocal fold motion cue. The STD image provides a map of 
the vocal fold motion based on which a region of interest (ROI) can be identified, and subsequently, the segmentation process can be 
performed within the ROI applied to the VGK image. The proposed general approach is illustrated in the flow chart (Fig. 1). 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. The flow chart of the proposed approach 
Original HSDI image sequence 
Obtain STD image 
Define the region of interest (ROI) 
HSDI image sequence within ROI 
Select a line and obtain the VKG image 
Apply level set segmentation  
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Fig. 2. The VKG image extracted from HSDI dataset. Left: one frame of the HSDI sequence; Right: the resultant VKG image. The white line on 
the left image indicates the scanning position for the videokymogram.  
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Fig. 3. VKG images. (a) Before segmentation, (b) After the segmentation using level set method. (c) After Otsu threshold segmentation. 
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Fig. 4. Results of segmentation using level set method. (a) Initial contour centered at the middle. (b) Manually adjusted initial contour.  
 
2.1 VKG image 
  To generate the VKG, we select an image frame and a measuring line position (left, Fig. 2), and then generate a composite image by 
arranging the selected line images from a sequence of successive image frames in the HSDI recording in vertical axis representing 
frame number or time; the time between two successive image frames is 0.5 msec (with an acquisition rate of 2000 frames per second). 
The resultant composite image, known as videokymogram, or VKG, is a unique and at-a-glance display of multiple glottis cycles 
(right, Fig. 2). VKG allows visualization of key features of vocal fold vibrations e.g. aperiodic vibration and left-right asymmetry 
among other important characteristics within a single image. 
 
 
 
 
 
 
 
 
 
 
2.2 Glottis segmentation using level set method 
Active contour models implemented via level set methods [8,9] have been proposed to solve numerous image segmentation 
problems [10-13]. The basic idea is that a contour C in a domain Ω can be represented by the zero level set of a higher level 
embedding function Φ ：Ω     . Rather than directly evolving the contour C, one evolves the level set function Φ. The embedding 
function Φ is deﬁned as the signed distance function (SDF) with Φ > 0 inside the shape, Φ < 0 outside the shape and |   Φ |= 1 
almost everywhere. The evolution of the level set function Φ is governed by a partial differential equation (PDE). Consider the 
following curve evolution equation: 
 
 
which evolves the curve C according to the speed ﬁeld    in the normal direction     . This evolution is achieved by numerically solving 
the following PDE on the regular grid 
 
 
       Fig. 3 (b) shows the VKG after edge contour detection using level set method. Although the original VKG image, as shown in 
Fig.2 (a), is embedded in strong noise (a number of vertical stripes are observed in the original VKG image), we still achieved a 
reasonably accurate contour detection using the level set method. Compared with the result using Otsu method [14], as shown in Fig. 3 
(c), it is clear that the level set method is more effective and robust in a noisy background. 
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Fig. 5. (a) STD image. (b) Intensity profile of point 1 in the STD image. (c) Intensity profile of point 2 in the STD image. 
 
   (   ) =
 
 
∑ √(    )̅ 
 
   
 (3) 
(a) (d) (c) (b) 
Fig. 6. (a) STD image. (b) Binary image obtained from STD image. (c) Binary image after morphological operation. (d) The rectangle 
representing the ROI is overlaid onto the initial glottis image. 
       However, two problems were encountered when the level set method was applied to more VKG images. One is the automatic 
selection of the initial contour position in level set method. Fig.4 shows the results of segmentation with different choices of initial 
contour position. Although the results are significantly improved after manually adjust the position of the initial contour, as shown in 
the image at right, an automatic selection is desired, for example, to place the initial contour at the center of the image. The other 
problem is the interference from the background. Fig.4 (b) shows an example of erroneous contour detection owing to the background.  
      To address the above-mentioned problems, we define a region of interest (ROI) to restrict the segmentation within the ROI. The 
ROI is constructed using a so-called STD image as introduced in the following section. 
2.3 Define ROI using STD image 
     In normal voicing, the vibrating vocal folds open and close quasi-periodically, thus causing a change in gray-scale brightness level 
within the glottis region, or region of the vocal-fold opening. In contrast, there is little change in gray level values outside of the glottis 
region. This motion cue can be effectively used to improve the accuracy and efficiency of the VKG segmentation. The STD image is 
constructed based on the intensity variation in sequential glottis images at corresponding spatial location. The STD(x, y) value for 
each pixel location (x, y) of the STD image is calculated as follows: 
                                                                                                                       
 
where, N is the number of image frames used to construct the STD image,    represents the pixel intensity value in the sequential 
images at the same location (x, y), and   ̅is the average value of   . It is clear that the STD (x, y) value indicates the extent of the 
intensity variation at each pixel location (x, y) over the glottis cycles.  
    We used a sequence of 60 images (approximately 5 glottis cycles) to construct the STD image (displayed in pseudo color in Fig. 5). 
This image is used to identify a region enclosing motion of the vocal folds. A brighter pixel in the STD image refers to a greater value 
of STD(x, y) calculated from the intensity profile of the pixel. Fig. 5 (b) shows the intensity profile of a bright pixel location labeled 1 
in Fig. 5 (a), in contrast, the black pixel at a location labeled 2 has a smaller STD value as calculated from its intensity profile as 
shown in Fig. 5 (c). We can observe that the bright region in the STD image represents the region of interest where the vocal fold 
motion occurs, while the darker region represents the background. 
 
 
 
 
 
 
 
   
 
 
 
 
 
 
 
 
  
   To define the boundary of maximum glottis region, first we obtain the binary image by performing Otsu threshold segmentation to 
the STD image and then morphological operation is applied to remove the isolated areas. This is followed by defining the boundary of 
the remaining region of the binary image to serve as ROI. The results are shown in Fig. 6 where the outline of the region of maximum 
motion is delineated (Fig. 6 (d)). Since the ROI encloses entire or part of the glottis where vocal fold motion occurs, it can help solve 
the two problems mentioned above. 
 
3  EXPERIMENTAL RESULTS 
 
      After restricting the sequence of HSDI images to the ROI, we obtain a truncated VKG image. This resultant new VKG image 
eliminates the unwanted background while encloses the region of vocal fold motions. Fig.7 shows the VKG image extracted from a 
sequence of 60 images within the ROI. With the VKG image restricted within the ROI, we can automatically select the center of the 
(c) (a) (b) 
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Fig.7. VKG image extracted from a sequence of 60 HSDI images within ROI. Left: 
one image frame in the sequence - the rectangle indicates the ROI, and the mid-
line indicates the line position for the VKG; Right: the resultant VKG.  
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image to position the initial contour, thus address the problem encountered in the contour detection using level set method. 
Furthermore, since the background is now minimized the accuracy in segmentation is significantly improved. 
 
 
 
 
 
 
 
 
 
 
 
      
   Fig. 8 shows two VKG images representing normal voice condition (left) and vocal pathology (right) respectively. After restricting 
the ROI area on the HSDI image sequence, the level set method successfully detected the edge contour of the VKG images. It is 
observed from the VKG that left-right asymmetry existed in the patient’s bilateral vocal fold vibrations, while the vibrations are 
almost symmetric in the left and right folds in the normal subject. 
 
4  CONCLUSION 
Tracing vocal fold motion is a key step towards quantitative analysis of vocal fold vibrations and assessment of voice disorders. A 
new approach is proposed that combines level-set segmentation method and motion cue to exact bilateral vocal fold displacements 
from VKG image generated from the sequence of images captured by HSDI. Prior to applying level set algorithm, the vocal fold 
motion cue is used to improve the accuracy and efficiency of the segmentation. In particular, the STD image is constructed based upon 
the measure of temporal intensity variation (std value) at each pixel location. Following simple threshold and morphological 
operations, the ROI is defined, within which a restricted segmentation is performed on the VKG image. We have shown that this 
approach generated much improved segmentation results. 
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SUMMARY
In this paper, we present an approach for user assisted segmentation of media-adventitia border
in OCT images. This interactive segmentation is performed by a combination of point based soft
constraint on object boundary and stroke based regional constraint. The edge based boundary
constraint is imposed through searching the shortest path in a three-dimensional graph, derived
from a multi-layer image representation. The user points act as attraction points and are treated
as soft constraints, rather than hard constraints that the segmented boundary has to pass through
the user specified points. User can also use strokes to specify foreground (region of interest). The
probabilities of region of interest for each pixel are then calculated and their discontinuity is used
to indicate object boundary. This combined approach is formulated as an energy minimization
problem that is solved using a shortest path search algorithm.
KeyWords: Image segmentation, graph segmentation, Dijkstra shortest path, OCT segmentation,
media-adventitia border.
1 INTRODUCTION
Optical Coherence Tomography (OCT) imaging technique is a catheter based technology, used in
cardiology diagnosis. This catheter based approach is widely used to assess the severity of any
stenosis present and to categorize their morphology. It also allows for the measurement of vessel
diameter the location of any lesions, as well as many other clinical and therapeutic studies. In most
OCT images, a cross-section of the arterial wall is proceeded, with three regions: the lumen, the
vessel (made up of the intima and media layers), and the adventitia surrounding the vessel wall.
The media-adventitia border is the dividing layer representing the outer arterial wall.
There have been many different approaches to the problem of segmenting medical images, such
as IVUS images, e.g. [12, 11, 6, 5, 7, 15, 2, 10, 9]. These can be broadly categorized into
fully automatic methods, or methods that allow user interactions, which can act as a basis for
segmenting the similar images produced by OCT. Methods incorporating user prior knowledge
into segmentation hence is often necessary and has been shown to be an effective approach [3, 7].
For instance, in [7] Ehab et al. incorporated a shape prior into graph cut construction to regularize
segmentation of media-adventitia border. However, these approaches generally require significant
amount of training data and model re-training is often necessary in order to adapt to new dataset.
User initialization is an alternative approach to transfer expert knowledge into segmentation, e.g.
[1, 13, 14, 16, 4, 8, 17, 18, 19, 20]. However, most user interactions are limited to either boundary
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based landmark placement or strokes indicating foreground and background regions. in this work,
we propose an approach to combine these two different types of user interactions, i.e. boudary
based and region based, to segment media-adventitia border in OCT. The user points, are treated
as soft constraint, instead of hard constraint in most interactive segmentation methods. We show
that this soft user constraint allows effective combination of boundary and region based features.
The method is compared on an OCT dataset with manually labelled “ground-truth” and compared
against state-of-the-art techniques.
2 METHOD AND RESULTS
The proposed method involves the user selecting a series of points on the image and in order to
enhance the image segmentation, the user can also select areas for foreground using strokes. These
then form the basis of the energy function.
By assuming the user points are in a sequential order, we construct a multi-layer graph with each
layer encapsulating a single individual user point. The segmentation problem is then transformed
into searching the shortest path in this layered graph.
Conventionally, user input to segmentation is focused on foreground and background specification
[1, 13, 14, 16]. For example, in [13], the user interaction consists of dragging a rectangle around
the object of interest and in doing so the user specifies a region of background that is modeled
in separating the foreground object. Several other methods require user to specify points on the
object boundaries instead [4, 8, 17]. However, more often than not, these boundary based user
points are treated as anchor points and the segmentation path has to go through them. This kind
of hard constraint is not always desirable. It does not allow imprecise user input, and it can lead
to difficulties in combining region based and boundary based approaches as discrepancy between
different object descriptions is generally expected. Notably, in [17] the authors introduced soft
constraint user point by embedding the user constraint in distance functions. The segmentation
result is considered to be the shortest path to loosely connect the user points. In this work, we
follow this approach to treat boundary based user points. However, we also allow user to place
region based strokes. These strokes are used to model foreground probability, and the disconti-
nuity in foreground probability indicates the presence of object boundary. We combine these two
types user input with image features in an energy functional which is then optimized using graph
partitioning through finding the shortest path from the first to last user points.
We construct a layered graph from the set of user points. The user points are assumed to be placed
in a sequential order, which reduces the complexity from NP-hard to polynomial time.
For each user point, Xi; i 2 f1; 2; :::; ng, we create a layer of directed graph. In that way we have
a series of layers equal to the number of user points n, plus an additional layer to ensure a closed
curve. This results in a multi-layer directed graph, G = (V;E). For each pixel p, there exits an
edge e to each of its neighboring 8 pixels on the same layer. Therefore, a pair of neighboring
pixels (p; q) 2 N with a corresponding edge e = (vp; vq) also have an edge to the corresponding
point on the superseding layer e = (vpn ; vpn+1). For each edge, we assign a weight w to build a
weighted graph (G;w). These weights are calculated based on whether the edge is internal to a
layer (wi) or trans-layer (wx). By creating the graph in this way, an order is established with the
user points.
The edges on the directed layered graph are categorized as internal edges wi within individual
layers and interlayer edges wx. The weighting for these two types edges is assigned differently.
The internal edges are assigned with two types of weights, i.e. boundary based edge weights
and region based edge weights. The boundary based edge weights are calculated based on the
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magnitude of image gradients. The region based edge weights are computed from foreground
probabilities, obtained from the user strokes and the attraction force imposed by user points and is
materialized through the interlayer edge weights wx.
The attraction force imposed by user points is materialized through the interlayer edge weights
wx.
Therefore, the energy function for any curve C in our method is a combination of three terms, i.e.
E(C; s1; :::; sn) = 
nX
i=1
jjC(si) Xijj+ 
L(C)Z
0
g(C(s))ds+
L(C)Z
0
gf (C(s))ds;
s:t:si < sj ;8i < j:
(1)
The first term is used to enforce the soft constraint by the user points, and it penalizes the path
further away from the user points. The second term is the boundary based data term that prefers
the path passing through strong edges, while the last term is the region based data term which
prefers path traveling through abrupt changes in foreground probability. By using the layered
graph construction, the minimization of the energy functional is achieved by finding the shortest
path from the start point r to the end point t. The Dijkstra’s algorithm is used to calculate the
shortest path in the layered directed graph.
We compare our method on example images against the recent star graph-cut method [16] which
utilizes user input and a generic shape prior as a constraint. This star shape constraint requires
the object boundary does not occlude itself from the center of the object, star point, which is very
appropriate for OCT segmentation. We also show performance of the proposed method with user
points alone, i.e. without user strokes. Fig. 1 shows our preliminary results.
Figure 1: Comparison between groundtruth (green) and (from left to right) Star Graph Cut, Seeded
Star Graph Cut, Single Method (no regional constraints), Proposed Method (red).
3 CONCLUSION
We present an interactive segmentation technique which combines boundary based and region
based object representations, adopting a layered graph representation to simplify computation.
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The proposed method was compared against a very recent graph cut technique that uses both
implicit shape prior and user initialization, and shows very favourable results in the preliminary
data.
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SUMMARY 
 
Neurosurgical planning is done using high-quality magnetic resonance images (MRIs) of the 
brain acquired before surgery. However, the brain deforms during surgery, which necessitates 
updating (registration) of such images to the current (i.e. intra-operative) brain geometry 
using either rigid body or deformable (e.g. using BSpline) image transforms. The registration 
process typically involves cumbersome and expensive acquisition of intra-operative MRIs to 
provide target images for the registration. In our previous studies, we proposed to predict the 
intra-operative deformation field within the brain using patient-specific non-linear 
biomechanical (finite element) models that require only very sparse information about the 
intra-operative brain geometry as an alternative to intra-operative acquisition of the entire 
brain MRI. In this contribution, we present our evaluation of accuracy of the registration 
conducted by warping the pre-operative MRIs using the predicted deformations. The results 
suggest that, despite requiring much less intra-operative data, the accuracy of our 
biomechanics-based registration is at least as high as that of non-rigid registration using 
BSpline and higher than the accuracy of rigid registration, which remains a method of choice 
in commercial image-guided surgery systems.  
 
Key Words:  brain, Non-rigid registration, biomechanics, Hausdorff distance. 
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1. INTRODUCTION 
 
Complete (or nearly-complete) surgical removal of a tumour is desirable from the perspective 
of medical outcomes [1]. Such removal requires precise neuro-navigation, which is further 
complicated by the brain deformation (known as a brain shift) induced by craniotomy 
(surgical opening of the skull) [1]. The brain shift distorts the pre-operative anatomy and 
diminishes the utility of high-quality images acquired pre-operatively. This necessitates 
fusing high-resolution pre-operative imaging data with the intra-operative configuration of the 
patient’s brain. Such fusing can be achieved by updating the pre-operative image to the 
current intra-operative configuration of the brain through registration [1]. The current 
commercial image-guided navigation systems use rigid registration. However, we are starting 
to see a shift towards non-rigid registration (such as those using BSpline interpolation 
between the pre-operative and intra-operative images [2]) that accounts for the brain tissue 
deformations during neurosurgery.  
 
Vast majority of rigid and non-rigid registration methods require acquisition of the whole 
brain intra-operative images, which are used as the target for image registration. However, 
intra-operative MRI scanners are very expensive and often cumbersome. Hardware 
limitations of these scanners make them infeasible for frequent acquisition of the whole brain 
images during surgery. Therefore, recent research efforts for non-rigid neuro-image 
registration employ sparse information about the intra-operative brain geometry and non-
linear biomechanical models to predict deformations within the brain due to craniotomy-
induced brain shift [1].  
 
In our previous studies, we developed fully non-linear finite element algorithms for real-time 
computation of soft tissue deformations on commodity hardware [3] and evaluated the 
accuracy of prediction of intra-operative brain deformations using the biomechanical brain 
models implemented by means of such algorithms [1]. In this contribution, we focus on 
comparison of the accuracy of neuro-image registration using our biomechanical models with 
that of non-rigid BSpline and rigid registration. 
 
2. METHODOLOGY AND RESULTS 
 
We analysed 33 craniotomy cases for patients with cerebral gliomas (tumours) [1]. 
 
2.1 Pre-operative to intra-operative registration using BSpline algorithm and image 
rigid-body transformation 
 
We applied widely-used BSpline-based free form deformation (FFD) [2] and rigid 
registration algorithms implemented in 3D Slicer medical image processing software 
(http://www.slicer.org). These algorithms use an intra-operative image as a target image. 
 
2.2  Registration using biomechanical modelling 
In the biomechanics-based neuro-image registration, the deformation fields predicted using a 
numerical brain model were applied to warp the pre-operative images to the intra-operative 
brain configuration [3]. As explained in [3], sparse information about the intra-operative brain 
configuration is needed to drive the computation of brain deformations, but unlike in BSpline 
and rigid registrations, the process does not require acquisition of intra-operative images of 
the whole brain [1, 2]. 
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Construction of patient-specific finite element meshes: As described in detail in [3], we 
obtained the geometry for mesh construction through segmentation of the pre-operative 
MRIs. In segmentation, we sub-divided the brain into healthy parenchyma, tumour and 
ventricles. As shown in Figure 1, we used mixed meshes consisting of hexahedral and non-
locking tetrahedral elements [3]. For our cohort, accurate representation of the brain geometry 
necessitated meshes consisting of an order of 30000 elements and 20000 nodes . 
Loading and boundary conditions: We defined the loading by prescribing deformations on 
the exposed brain surface in the craniotomy area. A frictionless contact is defined at the brain-
skull interface to prevent the brain surface from penetrating the skull and allow sliding at the 
interface [3]. 
Constitutive properties for the brain models:  As in our previous studies [3], we employed a 
nearly incompressible (Poisson’ ratio of 0.49) neo-Hookean hyper-elastic model for the brain 
tissues. For the brain parenchyma, we used the Young’s modulus of 3000 Pa, and for the 
tumour — the Young’s modulus of 3000 Pa. The ventricles were assigned properties of a very 
soft compressible elastic solid with a Young’s modulus of 10 Pa and Poisson’s ratio of 0.1[3].   
Solution algorithm: We used the previously developed fully non-linear finite element 
procedures that utilises Total Lagrangian formulation with explicit time-stepping and 
dynamic relaxation [3]. To achieve the real-time computation on commodity hardware (a 
desktop PC), these procedures were implemented on Graphics Processing Unit (GPU) [3]. 
Figure 1: An example of patient-specific brain 
mesh used in this study. The mesh shown in this 
figure consists of 30574 elements and 15433 
nodes. It takes less than 60 s of computation on a 
standard personal computer (Intel E6850 dual-
core 3.00 GHz processor, 4 GB of internal 
memory, Windows XP operating  system) to  
predict the brain deformations using our 
specialised finite element algorithms [3]. 
2.3  Results  
To evaluate the registration accuracy, we determined an edge-based Hausdorff distance (HD) 
[1] between registered images (i.e. warped pre-operative MRIs) and whole brain images 
acquired during surgery. HD is a commonly used measure of the differences between two 
images [1]. As shown in Figure 2, the biomechanics-based registration is at least as accurate 
as that using BSpline despite the fact that it requires only very sparse intra-operative 
information (about deformation of the brain surface exposed during the craniotomy). 
                                
Figure 2:  Typical plot of percentile edge-based 
Hausdorff distance  between  registered  pre-
operative  and intra-operative  images against  
the  corresponding  percentile  of  edges 
obtained showing relative accuracy of 
biomechanical, BSpline and rigid registration. 
At almost all percentiles, the registration error 
for biomechanics-based method is lower than 
that of BSpline and rigid registration.  
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For large brain deformations (exceeding 10 mm), the biomechanics-based registration is more 
accurate than the rigid registration [1]. This observation is further confirmed by the results of 
a statistical test for difference in proportions conducted to evaluate the null hypothesis that the 
proportion of patients for whom improved neuro-navigation can be achieved, is the same for 
rigid and biomechanics-based registration [1]. The null hypothesis was confidently rejected 
(p-value<10-4) [1]. Even the modified hypothesis that less than 25% of patients would benefit 
from the use of biomechanics-based registration was rejected at a significance level of 5% (p-
value = 0.02). The biomechanics-based method proved particularly effective for cases 
experiencing large craniotomy-induced brain deformations [1].  
 
3. CONCLUSIONS 
 
The results presented in this study suggest that neuro-image registration relying on sparse 
information about the intra-operative brain geometry and non-linear biomechanical models 
for predicting the intra-operative deformations within the brain is at least as accurate as the 
widely used non-rigid BSpline registration that requires intra-operative acquisition of the 
whole brain MRI. The results also indicate that biomechanical registration provides improved 
neuro-navigation data for a larger proportion of patients, compared to the rigid registration 
methods that are traditionally used in commercial neuro-navigation systems. This allows us to 
state that the use of comprehensive biomechanical computations for predicting the intra-
operative organ deformations in the operating theatre may present a viable and economical 
alternative to intra-operative MRI. 
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SUMMARY
Compared with standard segmentation methods, the GPF (geometric potential force) method pro-
posed in [1] has advantages in processing low quality, noisy scans. But its main drawback is: it
requires too much memory to allocate all necessary intermediate arrays. In this work, we propose
a memory economic modification of the GPF method. Numerical studies show that the proposed
method looks very promising for biomedical applications based on 3D and 4D scans.
Key Words: image segmentation, active surface methods, level set methods.
1 INTRODUCTION
Gradient based deformable modelling is a popular approach in medical image segmentation as it
allows segmenting objects of complicated geometrical shape [2,3]. Convenient techniques suffer
from weak edge, image noise and also convergence issues. Therefore, attempts to improve of the
performance of these methods are described in numerous works on image segmentation.
In [1], Yeo et al. have proposed a deformable model that is based on a hypothetical non-physical
interaction between the image gradient vector and active level set surface. It is shown that this
method, called the geometrical potential force (GPF) method, is robust towards noise interference,
weak edges, and exhibits invariant some convergence capabilities.
Let I(x) be a given n-dimensional greyscale image defined in domain
with x = [x1; x2; :::; xn]T
2 
 be the vector of coordinates of the image grid-points (voxel centres). The segmentation
process of image I by the GPF method comprises two stages. At the first stage, the geometrical
potential G(x) is computed as a convolution of the image gradient rI(x) and the special kernel
K(x):
G(x) =
X
x02

rI(x0) K(x  x0); K(x) =

x= kxkn+1 ; x 6= 0
0; x = 0
(1)
where dot stands for the dot product. The image gradient rI is computed by central differences.
At the second stage, the once computed geometrical potential (GP) is used in the conventional
PDE (e.g. [4]) with respect to the levels set function (t;x)
@=@t =  gkrk   (1 )Fr: (2)
Here g(x) = 1=(1+krIk2) is the stopping function; (t;x) = rn^ is the curvature of isosurfaces
of ; n^(t;x) is the unit vector normal to isosurfaces of ; F(t;x) = Gn^ is the GPF that acts as
the external force;  2 [0; 1] is a weighting parameter. Deformable contour/surface/hypersurface
is defined as S(t) = fx;(t;x) = 0g.
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Direct calculation of the geometrical potential G in 3D and 4D is computationally expensive. A
natural approach to calculate convolution (1) is to apply the fast Fourier transform (FFT). This
approach described in [1] has a significant drawback: it requires too much of computer memory.
We have to compute and store n components of the image gradient rI and twice more for the
real and imaginary part of their Fourier image, also n components of the kernelK and twice more
for the Fourier image. For example, for a 3D image, it requires about 20 fold memory size of
the initial image. Therefore becomes inefficient for a typical 3D scan size of 5123 on a standard
computers with, say, 4G memory. That’s why a memory economic and computationally efficient
method to evaluate the GP is so desirable.
In this work, we propose several modifications of computing algorithm for GP allowing us to de-
crease essentially the memory requirement. The proposed methods are valuated on both numerical
examples and real world 3D data.
2 MATHEMATICAL DERIVATIONS
To start mathematical manipulating with Eq. (1) in order to obtain a more appropriate computa-
tional equations we write down the continuous analogue of (1)
G(x) =
Z
rI(x0) K(x  x0) dnx0; K(x) = P:V: xkxkn+1 : (3)
Here P.V. means that function K(x) should be regarded as a distribution (generalized function),
and an integral with it should be considered in terms of the principal value (see, e.g. [5]).
One of the possible approaches to reduce memory usage is to derive an analytical formula for the
kernel spatial spectrum and use it in computations. This is less time ans memory consuming than
computing the kernel in the x-space via (1) and after that evaluating its spectrum via the FFT.
Performing the Fourier transform we can obtain
~K(k) =
Z
K(x)eikx dnx = iBn
k
kkk (4)
where i =
p 1, factor Bn depends on the image dimension: B2 = ;B3 = 2; B4 = 432; etc.
Alternatively, we rearrange the intergrand in (3) as a product of a scalar function and a scalar
kernel instead of a dot product between vectors. Applying sort of integration by part we convert
(3) into
G(x) =
Z
I(x0)rK(x  x0) d3x0 =
Z
I(x0)K(x  x0) d3x0: (5)
Thus, we only have to deal with the scalar kernel K = rK. It is also a distribution but it has a
higher order singularity than the initial kernelK.
The both modifications can be combined together as the Fourier image of the scalar kernel can be
easily calculated:
~K = ik~K =  Bn kkk : (6)
To distinguish all these approaches we refer to the direct computation of the convolution in (1) as
to method 0. Then we refer to the approach described in [1] and based on the use of the FFT for
computation the convolution (1) as to method 1 . The approach based on the use of formula (4):
the analytical computation of the vector kernel, will be called method 2. The approach based on
the use of scalar kernel (5) will be called method 3. The combined approach based on use of (5)
and (6) will be called method 4.
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To compute the GP with the use of method 4, we need to store only the real and imaginary parts of
the image’s spatial spectrum. Then we can multiply them element-by element by the scalar kernel
spectrum computed for every element of the arrays directly. So we have to allocate only 4 arrays
of the same size as the initial image: the initial image, its spectrum (two arrays) and the output
array—GP. The number of arithmetic operations is reduced as well.
The CPU time and memory requirement for computation GP of a 3D image size of 2563 for all
the methods is presented in the Table below.
method 0 method 1 method 2 method 3 method 4
CPU time  7days 91s 55s 42s 30s
Memory required 0.6G 1.8G 1.0G 0.6G 0.4G
The computation is made in Linux, Intel(R) Xeon 3.00GHz, RAM 4G. The higher the number
of the method, the more effectively it can economize the memory. The 5123 image (typical 3D
medical scan) can be processed only by method 4: it requires 7 min of the CPU time and 3G of
memory. Thus the numerical results confirm effectiveness of the algorithms.
3 REDUCING THE NOISE SENSITIVITY
GP computed on the base of methods 2,3,4 works well for segmentation of artificial smooth images
without noise. But being applied to a noisy image or a real medical scan, they give GP with more
oscillating behaviour as seen in Fig. 1(left) that decreases the quality of the segmentation. This is
because the GP computed by methods 2,3,4 occurs to be more sensitive to the noise, especially
to the delta-correlated noise. The matter is: deriving Eqs. (4)–(6) we neglect the finiteness of the
domain and its discreetness to simplify the mathematical manipulation.
The analytical spectrum (4) is not decaying when kkk grows whereas the spectrum computed
numerically does decay towards maximal kkk that makes method 1 to be less sensitive to the
noise. To improve the performance of the method 2 we can multiply ~K by a decaying function
f(k) which plays role of a low-pass filter. An example of such function is
f(k) = 1 kk0k+ ( kk
0k   1)2
( +  kk0k   2)  ; k
0 =

k1
k1;max
;
k2
k2;max
;
k3
k3;max
T
;  = max
i=1;2;3
jk0ij: (7)
To improve performance of method 3 we can compute the vector kernelK(x) by Eq. (1) first and
then to calculate its divergence K = rK numerically by the central differences.
In method 4, when computingrI , the central differences are substituted by derivatives computed
through the FFT, i.e. through the multiplication by ik which makes the result more sensitive to the
delta-correlated noise. Note that the central differences operator in the k-space is equivalent to the
multiplication by function ig:
g(k;h) =

sin k1h1
h1
;
sin k2h2
h2
; : : : ;
sin knhn
hn
T
(8)
where h = [h1; h2; : : : ; hn]T is the vector of voxel sizes. Therefore the best way to compute ~K in
method 4 is
~K(k) =  Bnk  gkkk f(k): (9)
Right plot in Fig. 1 indicates that the GP computed by methods 2,3,4 with the noise reduction
correction is very close to that computed via methods 0,1. Example of blood vessel segmentation
by the GPF approach when the GP is calculated by method 4 is shown in Fig. 2
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Figure 1: A 1D cut of a 3D GP: left—without the noise reduction correction, right—with it.
Figure 2: Stages of the automatic segmentation of thoracic aorta.
4 CONCLUSIONS
We proposed several modifications for algorithm of computation the geometrical potential in the
GPF model and tested them. The approach which combines analytical kernel spectrum and scalar
kernel conversion is the most computationally efficient and memory economic one. The methods
were evaluated on 3D and 4D synthetic datasets, as well as 3D real world data. This preliminary
work provided promising results which suggest that the proposed method has a great potential in
efficient deformable modelling in high dimensional space without decomposing the space into a
sequential order.
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SUMMARY
Patient-specific geometric models from imaging data is an important issue in biomechanical simulation-
based medical planning. Generating a mesh requires an initial segmentation of a morphological
image to identify the specific cloud of points that conform a particular bone [6]. This stage can be
particularly challenging in many applications, such as in the modelling of the trapeziometacarpal
joint, due to the physiological structure of the bones and resolution limitations of the image. In
this paper we present a new method for morphological image segmentation based on a clustering
approach, typically used for crystallographic analysis [5]. The proposed approach is specifically
applied to the segmentation of the metacarpus cortical bone, from input data stemming from a
computed medical tomography (CT). The extracted information is then used to construct a solid
non-uniform rational B-splines (NURBS) mesh, for patient-specific models of geometry which
are then suitable for isogeometric analysis, a finite element analysis framework.
Key Words: bone segmentation, clustering, mesh generation.
1 INTRODUCTION
Medical image segmentation is the first stage in computational modelling of human “organs”.
Even though the procedure can be performed manually, it is often tedious, time consuming and
lacks robustness [2]. Therefore, many automatic and semi-automatic (user driven) segmentation
methodologies have been proposed to solve the problem, such as thresholding, edge detection,
neural networks and shape analysis [6]. Nonetheless, experience indicates that combining human
expertise with computational intelligence improves the accuracy of the segmentation, as well as
its efficiency [3].
Solving biomechanical models of the trapeziometacarpal and metacarpophalangeal joints, requires
two preprocessing steps. A bone segmentation to identify the joints is done first, followed by mesh
generation from the cloud of points associated to each bone. These tasks are cumbersome for two
reasons:
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• the identification of the joints from medical images is patient specific. Diseases such as
arthritis can make the visualisation even harder, as the separation between bones is reduced.
• the saddle shape geometry is hard to model.
Figure 1: Clustering methodology using a particle-like representation of the data set. The only
free parameter in our clustering approach is the maximum cutoff radius Rcut, where only nearest-
neighbour particles can be considered part of the same cluster.
In order to make the bone identification accurate, fast, and robust, we propose in this paper an
automatic clustering-based segmentation procedure. Clustering techniques have been widely de-
veloped for crystallographic analysis in molecular dynamics (MD) modelling [4], which allows
for processing of large data sets with highly parallelizable algorithms. Taking advantage of the ex-
isting tools for MD, we successfully processed a CT data set, and were able to get segmentations
of the phanlangeal, metacarpal and carpal sections of the studied sample. The complex geometri-
cal modelling can be handled using a Non-Uniform Rational B-Spline (NURBS) reconstruction.
NURBS is widely used due to their accurate shape modelling capabilities [1].
2 BONE SEGMENTATION
SEGMENTATION DETAILS
CT medical imaging data for hand bony structures are set with 80 tomography transects, with
a separation of 0.625mm between them. Preprocessing image techniques, such as contrast en-
hancement, filtering, and Bi-level thresholding segmentation, are applied to the image data to
differentiate the bone region. The data is then fitted in a three dimensional grid and based on the
centroid of each voxel, a particle representation is constructed as seen in Figure 1. The data set
generated is composed of one million particles.
Three consecutive clustering stages are applied using different cutoff distances. During the first
stage, no-bony artefacts are identified and removed; the second stage is applied to detect high
contrast bones. To detect bones with a low contrast, common neighbour analysis is used to iden-
tify the coordination number for every particle (voxel) and contour particles are removed. The
last clustering step is then applied, in which bones that were artificially merged, are identified
and separated. Contours and skeleton of the identified bone clusters are extracted and used to
construct solid NURBS meshes. The meshes generated can later be taken as domains to perform
Isogeometric Analysis.
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Table 1: Number of clusters detected for different cutoff radii. Due to the regular distribution of
the particle representation, an optimal cutoff radius of 1.5 is identified, suitable for the different
clustering stages. Lower Rcut result in splits of clusters that should be together (artificial split of
bones), while greater values produces merging of bones that are physically disjoined.
Number of clusters Cutoff radius (Rcut)
1070478 0.90
146431 1.00
49 1.01
49 1.40
40 1.50
30 2.00
3 RESULTS
Starting from the CT data, and applying different steps of clustering it was possible to extract the
topological information of phalangeal, metacarpal and carpal regions. Low contrast bones were
separated by removing contour particles. Once the bones are completely identified, the whole data
set is used to generate the mesh. The workflow of the proposed methodology is presented in Figure
2, where we start with CT data and finish with the segmented bony structure. Bone detection can
be enhanced by a multistage clustering-coordination thresholding procedure, as seen in Figures
2.b - 2.c. The optimal clustering cutoff radius was identified based on geometrical constraints
since all the particles are spaced equidistantly. Values smaller or greater than Roptimalcut in this case
produce either an artificial bone splitting or a merging, as shown in Table 1.
Figure 2: Sequential segmentation by multiple clustering stages. The first segmentation stage,
where noise is removed from the image (Rcut = 5dmin) is shown in (2.a), and the second seg-
mentation stage where the primary, high-contrast bones are identified is shown in (2.b), with
Rcut = 1.5dmin. The third segmentation stage, (2.c), identifies the low-contrast bones after con-
tour voxel elimination, with an Rcut = 1.5dmin.
The coordination analysis prior to the final clustering stage is required to increase the contrast
between bones detected as a single cluster in the previous steps. This procedure takes advantage of
the difference in number of neighbors between inner and outer bone voxels. The outer (or contour)
voxels have a smaller coordination number and can be easily removed by thresholding, as seen in
Figure 3. In it, the multistage coordination thresholding - clustering procedure is presented.
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Figure 3: Coordination thresholding for low resolution bone identification.
4 CONCLUSIONS
An automatic segmentation methodology was proposed to efficiently identify bone morphologies
using clustering techniques. With the identified domains, 3D NURBS solid meshes for patient-
specific bones can be constructed. Our study stands as a basis for developing patient-specific
biomechanical simulations of bone structures and joints.
The proposed methodology is well suited for either 2D or 3D morphology images, and can be
readily used in other applications such as tissue volume measurement, disease diagnosis and local-
ization of tumors. Density based clustering may improve the limitations of the nearest-neighbour
based clustering to identify low contrast bones without contour refinement.
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SUMMARY
When the wall of a blood vessel is damaged, the immediate response of the body to prevent blood
loss is the creation of a platelet plug. The process is both chemical (platelets are chemically
activated to adhere to the injured wall) and mechanical (platelets are convected by blood flow,
which interacts with the forming plug). A continuum model for platelet plug formation and growth
is presented in this work, which allows to study the interaction between platelet plug morphology
and local haemodynamics. The framework consists of two parts: a biochemical model [5] and
a platelet plug growth model. Results for different cases are shown, together with a comparison
between the sole biochemical model and the complete model which includes plug growth. The
model opens the way to the development of continuum models for full blod clot formation and
growth in physiologically relevant configurations.
Key Words: platelet plug formation, platelet plug growth, haemodynamics, continuum model,
numerical model.
1 INTRODUCTION
Haemostasis is the complex process which prevents blood loss [1]. Under physiological condi-
tions, it keeps the blood in a fluidic state and it constantly repairs the walls of veins and arteries
by forming and destroying solid blood clots. When the wall of a blood vessel is damaged, primary
and secondary haemostasis leads to the creation of a patch around it. Primary haemostasis consists
of chemical and mechanical activation of platelets, which adhere to the rip forming a platelet plug.
Secondary haemostasis ensures the formation of fibrin fibers, which stabilize the platelet plug
leading to the formation of a blood clot. When the rip is completely sealed, the clot dissolves.
In recent years, a number of numerical models for studying primary haemostasis, secondary
haemostasis and clot stabilization and retraction has been proposed [2],[3],[4]. However, so far
clot growth and fluid structure interaction between blood flow and clot has not been deeply inves-
tigated. Such knowledge would be of importance for general insight in the blood clot formation
process.
We focus in this work on primary haemostasis, i.e. on platelet plug formation and growth and
its interaction with the blood flow around. We propose a general framework for modelling the
process. It consists of two main parts:
1. a biochemical model for platelet plug formation [5],
2. a platelet plug growth model.
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2 MATHEMATICAL FRAMEWORK
In a first stage we propose a two-dimensional framework. Assuming symmetry in the vertical
direction, only the lower half of a blood vessel is considered. A part of the lower wall is described
as injured (see Fig. 1).
Figure 1: Schematic representation of a 2D vessel for the simulations: the reactive wall is a part
of the lower wall. Symmetry of the geometry is assumed.
Biochemical model. The biochemical model has to describe the platelet plug formation process,
through the dynamics of platelets and chemical species involved in the process. The model we
present is based on the one presented in [5]. It consists of a system of convection-diffusion-
reaction equations, which general form is the following
∂ci
∂t
+ (u · ∇)ci = Di∆ci + Si(cj), j = 1, . . . ,N, (1)
where ci is the concentration of species i, u is the local blood flow velocity (computed with
Navier-Stokes equations), Di is the diffusion coefficient of species i and Si(cj) is the source term
of species i which can depend on all species j (N is the total number of species). The reaction term
Si(cj) describes the production/consumption of each species, possibly depending on the dynamics
of the others. N = 7 in our case and the species are the following: unactivated and activated
platelets, adenosine diphosphate, thromboxane, prothrombin, thrombin and antithrombin.
Interaction with the damaged wall is described through a flux. A positive flux means efflux from
the domain, so adhesion of the species to the wall, while a negative flux means influx into the
domain, so release at the wall. Therefore a Robin boundary condition is prescribed for each
species i on the damaged wall
Di
∂ci
∂n
= Ri(cj), j = 1, . . . ,N, (2)
where Ri(cj) is the specific adhesion or release term for each species i which can depend on
species j.
The main outcome of the biochemical model is the flux of deposited bounded platelets jbp on the
injured part of the wall.
Platelet plug growth. The platelet plug growth law is based on the flux of depositing platelets on
the injured wall jbp. The displacement of the plug interface dbp can be defined as
dbp = jbp · (1 + α) · Vp ·∆t · n , (3)
where α indicates the void fraction between platelets, Vp the volume of a single activated platelet,
∆t the time step and we assume the growth to happen in normal direction n with respect to the
platelet plug interface.
From a numerical point of view, the plug interface has to be moved at every time step. This results
in a mesh update. An ALE (arbitrary Lagrangian Eulerian) method is chosen to redistribute the
nodal points.
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Model implementation. All equations are solved through the finite element method. Taylor-Hood
triangular elements are chosen to discretize the 2D domain. An implicit Euler time discretization
is used with a time step ∆t = 1 s. Final simulation time is set to 10 minutes, i.e. T = 600 s.
When mesh update is not enough to prevent nodes overlap and too large elements deformation,
remeshing is performed [6].
3 RESULTS
The framework can be applied to different configurations. By changing the parameters of the
model (diffusion coefficients, inlet distributions for platelets and inlet velocity profile), different
cases are investigated: full blood, platelet enriched plasma and/or different haemodynamic condi-
tions. We show results for the full blood case combined with a skewed inlet platelet concentration
for a low (100 s−1) and a high shear rate (1000 s−1).
Platelet plug formation and growth over time is shown in Fig. 2 (top). The central part of the
vessel only, where the injury occurs, is depicted. When the shear rate is low the plug shape is
skewed to the frontal part of the injury and platelet deposition reaches about one third of the half
vessel. When the shear rate is high total platelet deposition is much higher (it reaches about three
quarters of the vessel half height) and the plug shape is completely different. It starts growing
skewed to the distal part of the injury to reach a relatevely flat but irregular shape at the end of the
simulation.
It is interesting to compare platelet deposition results when the sole biochemical model (Fig. 2,
bottom, black line ) or the complete growth model (Fig. 2, bottom, red line ◦) is considered. If
for low shear rate the results are comparable, final platelet distribution for high shear rate shows
some differences. In the no-growth case the concentration of bounded platelets reaches the peak
at the front of the reactive part, to gradually decrease till its end. In the growth case the peak is at
the end of the injured part and total platelet distribution shows an irregular profile.
4 CONCLUSIONS
Based on the existing biochemical model of platelet deposition [5] a continuum model for platelet
plug formation and growth has been developed that allows to study the interaction between platelet
plug morphology and local haemodynamics. By changing the parameters of the model, many
different configurations can be investigated. In general, to predict correct platelet plug size and
shape, it is not possible to neglect the effect of plug growth on the local flow phenomena. The
interaction between growing plug and blood flow determines plug shape and size.
The model opens the way to the development of continuum models for full blod clot formation
and growth in physiologically relevant configurations. In particular, different constitutive relations
for the platelet plug could be investigated ranging from an elastic solid to a poroviscoelastic solid.
This would imply the implementation of a fluid structure interaction coupling between the solid
plug and the blood flow.
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Figure 2: Top: 2D visualization of platelet plug growth in time at the injury site; from top to
bottom: t = 200 s, t = 400 s, t = 600 s. Bottom: distribution of bounded platelets at the lower
wall of the vessel in case of plug growth (red lines, ◦) or no plug growth (black lines, ) at final
time T = 600 s. Note that maximum values on y axis are different for the two pictures.
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SUMMARY
A numerical framework designed to compute the blood flow in patient-specific human hearts is
presented. The geometry of the heart cavities and associated wall motion are extracted from ECG
gated 3D medical images while the valves of the heart are accounted for thanks to low order
geometrical models. The resulting blood flow equations are solved using a fourth-order low-
dissipative finite-volume scheme and a mixed Arbitrary Lagrangian-Eulerian / Immersed Bound-
ary framework. On top of retrieving the main fluid flow phenomena commonly observed in the
left heart, the methodology allows studying the heart flow dynamics, including the turbulence
characteristics and cycle-to-cycle variations.
Key Words: blood flow, left heart, turbulence.
1 INTRODUCTION
Phase-contrast magnetic resonance imaging (PC-MRI) is nowadays able to provide 3D in-vivo im-
ages of the haemodynamics in heart chambers in a non-invasive way [1]. Nevertheless, accuracy
of the velocity field is questionable in disturbed flows [2]. In addition, flow quantities such as wall
shear stresses and pressure, which constitute relevant clinical information, cannot be measured
directly with the PC-MRI method. Computational fluid dynamics (CFD) constitutes a possible,
yet challenging, alternative for patient-specific non-invasive flow characterization. The blood flow
domain variations over the cardiac cycle can theoretically be computed by solving an appropri-
ate fluid-structure-bioelectric interaction problem. However, the mechanical/electrical properties
of the heart muscle are patient specific and can hardly be assessed in practice; besides, the outer
boundary conditions for such coupled problem stem from the interactions between the heart and
its environment and are thus virtually unknown. An alternative consists in using dynamic medical
images (4D) for the computation of the heart deformations. In this view, endocardium movements
are extracted from morphological medical images and prescribed as boundary conditions of the
fluid problem, thus avoiding solving a coupled multiphysics problem [3]. The present work de-
scribes a CFD framework based on this principle and its application to an actual patient left heart.
2 METHOD
The YALES2BIO solver (http://www.math.univ-montp2.fr/ yales2bio/) used in this study is a fully
explicit 3D CFD in-house code dedicated to the resolution of microscopic and macroscopic cardio-
vascular flows. It relies heavily on the YALES2 solver widely validated for complex engineering
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applications [4]. It is based on fourth-order finite-volume approximation and an explicit fourth-
order Runge-Kutta scheme for time integration. Due to the expected transitional nature of the
flow, large eddy simulations are performed to represent turbulence, using advanced subgrid scale
models able to handle transitional wall bounded flows in complex geometries [5-6].
The numerical domain is extracted from a set of 10 computed tomography (CT) images available
along the cardiac cycle of an actual patient. One native cardiac phase is first selected among the
available phases; the corresponding volumetric data is imported into an image processing software
(ScanIP; Simpleware Ltd., Exeter, UK). The region of interest is isolated and segmentation process
is made by the thresholding method. The extracted geometry is imported in a commercial mesh
generator (Gambit, ANSYS) to generate the finite volumes mesh of the native numerical domain.
As shown in Fig. 1, the computational domain includes the left atrium (LA), left ventricle (LV),
the aortic root (AO) and the pulmonary veins. Note that the papillary muscles were not accounted
for to ease the ventricle desciption, although they could influence the vortex breakdown during the
diastole. Smaller geometrical elements like the aortic valve (AV) and the mitral valve (MV) are
handled by an immersed boundary method [7]. Their exact shape and dynamics are approximated
using the partial information contained in the medical images. The AV which has a moderate
impact on the ventricular flow is modeled as a planar region being alternatively permeable and
impermeable depending on the phase in the cardiac cycle. Its location can be easily determined
thanks to the aortic valve annulus, visible in the medical images. The MV is modelled by a more
realistic geometry based on measurements (open surface, leaflets lengths) extracted from the med-
ical images. Moreover, the AV and MV are assumed to be alternatively closed/opened in phase
opposition during the cardiac cycle: MV open-AV closed during diastole (LV volume increasing)
and MV closed-AV open during systole (LV volume decreasing). The flow waveform imposed
to the four inlet conditions of the computational domain can then be calculated by applying the
mass conservation principle to the time evolving LV/LA volumes. The resulting inlet velocity is
periodic and displayed in Fig. 1A. A nearly isotropic grid with spatial resolution close to 0.8 mm
and approx. three-million tetrahedral elements is used. In order to make the computational grid
follow the physiological heart deformations over time, fields of deformations between the native
image and the other images taken at different phases of the cardiac cycle are first computed by a
non-linear image registration algorithm [3]. Applied to the native mesh, these deformations allow
generating a time evolving mesh consistent with the 4D medical images and whose connectivity
remains unchanged over the cardiac cycle. This enables to use the Arbitrary Lagrangian-Eulerian
methodology to account for the grid motion when solving the fluid flow equations. The simu-
lation time step is fixed by a CFL condition consistent with the explicit time integration used in
YALES2BIO and leading to ∆t ≈ 10−4 s in the present case. Blood is modeled as an incom-
pressible Newtonian fluid with kinematic viscosity 4× 10−6 m2s−1 and density close to 1000 kg
m−3.
3 RESULTS
The peak Reynolds numbers based on flow rate and cross sections mean diameters are indicated
in Fig. 1B at different locations within the computational domain; the computed values are in the
range 2000-5000 and clearly correspond to transitional flow regime where turbulent effects are
expected to occur. This is an a posteriori justification of the choice made to use an appropriate
LES framework (low dissipative, high order scheme [4], advanced sub-grid scale model [5-6]) to
account for the turbulence activity within the heart flow.
Due to the transitional nature of this complex cyclic flow, the velocity pattern changes from one
cycle to the other. 20 cardiac cycles were computed and phase averages were gathered over the
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Figure 1: A: computational mesh of the luminal surface of the left heart and zoom on the grid.
The inlets (pulmonary veins) are indicated by black arrows, the outlet (aorta) by the gray arrow.
The inlet waveform is sketched. B: AV and MV modeled valves are visible by transparency. Peak
Reynolds numbers at different locations are indicated.
Figure 2: Slices of the left heart simulation. Velocity vectors are represented during the entering
of the jet through the MV at time t = 530 ms (A) and during the late diastole phase, t = 690 ms,
(B,C). (B) is an instantaneous view of the flow while (C) is the phase-averaged flow.
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last 15 cycles. Cycle-to-cycle variations are not observed during the whole cycle. During flow
acceleration, the jet formed at the mitral valve is very stable (Fig. 2A). On the contrary, during
phases of deceleration, the instantaneous velocity (Fig. 2B) and phase-averaged velocity (Fig. 2C)
are clearly different. While a highly disturbed flow is seen for the instantaneous view of the
velocity field in the LV, a large recirculation cell and two others smaller recirculation zones (below
the AV and next to the apex) are visible in the phase-averaged view. Interestingly, phase-averaged
velocity flow fields are very similar to recent PC-MRI measurement of the flow in a left heart
[1]. In the common description of the LV, the large recirculation cell is characteristic of late
diastole. The present results show that this description is true only in the phase-averaged sense,
while instantaneous velocity fields reflect the turbulent nature of the intra-cardiac blood flow.
Fields of turbulent kinetic energy (u2rms+v
2
rms+w
2
rms)/2 (the fluctuations are defined with respect
to the phase averaged velocity fields) extracted from the simulations (not shown) show that the
turbulence intensity can be as high as 20 % during the late diastole while the flow is virtually
laminar during the ventricle filling.The intra-cardiac turbulence is thus highly intermittent and
should only be represented by large-eddy simulations techniques rather than classical Reynolds-
Averaged Navier-Stokes (RANS) turbulence models (e.g.: k-; k-ω among many others) designed
to handle fully developed, ergodic turbulent flows.
4 CONCLUSIONS
A numerical method developed for the computations of the flow in patient-specific human hearts
has been exposed and applied to an actual human left heart. The motions of the ventricle, atrium
and ascending aorta were deduced from medical images while a rough model of the mitral valve
was used, with only two possible states (open or closed). Still, the flow obtained is consistent with
the current knowledge regarding the intra-cardiac blood flow. In addition, cycle-to-cycle variations
are observed, demonstrating that averaged information as provided by MRI only partially describes
the flow structure in the left heart.
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SUMMARY
In order to investigate the effect of atherosclerosis on hemodynamics of coronary arteries, com-
putational models based on CT images of coronary arteries were established. CAD models were
obtained from CT images first. Subsequently, tetrahedral cell were used to discretized the flow
domain. Computational fluid dynamics based on finite volume method was used to simulate blood
flow in coronary arteries with plaques. Velocity, pressure, and wall shear stress were predicted in
the numerical model. Results were presented in a cardiac cycle. The numerical prediction of blood
flow in coronary arteries with atherosclerosis would be useful for medical doctors to understand
the pathological phenomena.
Key Words: blood flow, wall shear stress, coronary artery, atherosclerosis.
1 INTRODUCTION
Atherosclerosis in coronary arteries is one of the main causes of morbidity and mortality in the
world. Although some of risk factors causing atherosclerosis in coronary arteries are known,
e.g. improper diet habit, smoking, hypertension, and diabetes, the inception and development of
atherosclerosis are still unclear. According to available literature, it may be associated with blood
flow in coronary arteries as well. Therefore, understanding hemodynamics in arteries plays a vital
role in prediction and cure of atherosclerosis. Coronary arteries originate from the beginning of the
aorta that deliver oxygen-rich blood to myocardium. There are two main coronary arteries called
left coronary artery (LCA) and right coronary artery (RCA), respectively. The present study focus
on hemodynamics in a right coronary artery.
Atherosclerosis is a common cardiovascular disease affecting arterial blood vessels. Endothelium
plays a key player in atherogenesis. Furchgott and Zawadzki [1] performed an in vitro study
on rabbit arteries to investigate the role of endothelium in atherogenesis. It was found that arter-
ies with endothelium became vasodilation when some acetylcholine were added. Nevertheless,
when endothelium was removed from arteries, the arteries became constricted under the same
condition. In terms of that, they explained that the endothelium is the critical role to maintain the
balance between vasodilator and constrictor of arteries. Provided that the balance is broken, many
problems of regulatory process will come out. Subsequently, the endothelium-derived relaxing
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factor (EDRF) NO found by Ignarro [2] becomes more important. NO is synthesized in endothe-
lial cells by endothelial NO synthase (eNOS). Given the expression of eNOS is decreased, it may
result in endothelial dysfunction.
Blood flow in an artery is a crucial factor in the pathology of atherosclerosis. In general, flow vari-
ations can be either measured in experiments or predicted using numerical simulations. Due to the
fast progress of computational technology, applications of computational fluid dynamics (CFD) to
hemodynamics in an artery have receiving more and more attentions. Numerical simulations for
hemodynamics in a right coronary artery were investigated by several researchers. For example,
Myers et al. [3] performed steady flow simulations with three different inlet velocity profiles in a
right coronary artery. Furthermore, the effects of physiologically realistic cardiac-induced motion
on hemodynamics in a right coronary artery have been explored by Zeng et al. [4]. Simulations
were carried out with steady and pulsatile inflow conditions in both fixed and moving RCA models
in their study. According to available literature, it is found that the influences of the periphery of
RCA on the flow variation, the distribution of AWSS is not clear. For example, the curvature of
the major bend in the proximal part and the angle of the bifurcations of RCA. Hence, this study
aims to investigate the effects by simulations in reconstructed RCA models from CT images.
2 MATHEMATICAL FORMULAE AND NUMERICAL MODEL
2.1 Governing Equations
Blood is the working fluid in an artery and should obey conservation principles of mass and mo-
mentum. In this study, blood is assumed to be incompressible, so the equations of motion are
denoted as
continuity equation
∇ · u = 0 , (1)
and momentum equation
∂(ρu)
∂t
+∇ · (ρuu) = −∇P +∇ · τ , (2)
where u represents a velocity vector of flow, P is pressure, t is time, ρ is density of blood, τ
is shear stress tensor. The density of blood ρ is set as 1060 kg ·m−3. Since blood is a non-
Newtonian fluid, so the shear stress of blood is determined by the experimental results of Walbum
and Schneck [5].
2.2 Numerical Methods and Parameters Setting
In this study, the finite volume method is used to solve the equations of motion, and the equation of
mass transfer with boundary conditions. As a result, flow patterns and wall shear stress distribution
in RCA can be predicted. The commercial software CFD-ACE+ which is based a finite volume
method and the SIMPLEC algorithm is employed to conduct numerical simulations for flows in
RCA.
2.2.1 CT Images and Grid Generation
In order to establish a numerical model of the right coronary artery, CT images are utilized. Sliced
images of the right artery are obtained from CT images based on DICOM formats. Those sliced
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Figure 1: Distributions of AWSS of five cases.
images of the right artery are saved in TIF format. Those sliced TIF images are connected together.
As a result, a computer aided design (CAD) file in STL format is given. Subsequently, computa-
tional cells are generated inside the CAD model. Since the geometry of RCA is too complicated
to generate structured cells, unstructured grid is used to generate computational cells. Once com-
putational cell generation is finish, the computational cells are utilized in the flow solver. In this
study, CFD-ACE+ is employed as the flow solver to simulate blood flows in the right coronary
artery.
3 RESULTS AND DISCUSSION
According to Knight et al. [6], the inception of atherosclerosis relates to the parameter low av-
erage wall shear stress (AWSS), although there are a group of similar parameters to estimate the
influences of wall shear stress on atherosclerosis, e.g. oscillatory shear index (OSI). They demon-
strated that AWSS had a higher sensitivity for the prediction of location of a plaque than other
parameters. Therefore, the distribution of AWSS on an arterial wall can provide the information
where atherosclerosis may occur in an artery. Fig. 1 shows distributions of AWSS on walls of all
RCA models. It is found that the distribution of Case 5 changes more seriously than other cases.
Also, AWSS of Case 5 is higher than other cases as well. In general, all AWSS values in Case 5
are higher than 1 Pa and the maximum values are around 3 Pa. However, AWSS values in other
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cases are less 1 Pa. It seems that AWSS in a short RCA is higher than a long one. According to
the available literature mentioned in Introduction, atherosclerosis may occur in a low wall shear
stress region, so Cases 1-4 may be more possible for the inception of atherosclerosis.
4 CONCLUSIONS
We reconstructed 3-D right coronary artery (RCA) models based on computer tomography (CT)
images and use those models to simulate blood flows. Meanwhile, the distribution of average wall
shear stress (AWSS) in RCA was undertaken in this study because they are related to atherogene-
sis. Five RCAs are considered to investigate the flow variations due to peripheries of models and
the distributions of AWSS due to those flow variations. The Dean flow is observed in the proximal
part of RCA. AWSS along the inner wall of RCA is generally lower than those along the outer
wall. In terms of predicted results, it turns out that a longer RCA has low AWSS than a short one.
In general, those regions where AWSS is low may have more possibilities for atherosclerosis in
RCA. Prediction of distributions of AWSS may provide useful information to estimate the location
where atherosclerosis may happen.
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SUMMARY
The study addresses a patient-specific Computational Fluid Dynamics (CFD) analysis of endograft
implant to treat aortic dissection. We evaluate the hemodynamics of three scenarios for the same
patient: i) pre-operative; ii) as-is post-operative; iii) post-operative where a distal stenosis of the
lumen was virtually removed.
Key Words: CFD, endograftng, patient-specific modeling.
1 INTRODUCTION
Thoracic endovascular aortic repair (TEVAR) is a treatment modality for thoracic aortic disease,
such as dissections or aneurysms, rapidly implemented into clinical practice. However, TEVAR
has proved to be more challenging than endovascular repair of the abdominal aorta, having a
greater frequency and variety of device-related complications, such as device compression, in-
vagination, misaligned deployment, retrograde type A dissection, kinks and aortic perforation.
All these issues call for engineering tools aimed at supporting procedure planning; for this reason
in the present study we quantitatively evaluate the impact of TEVAR on aortic hemodynamics with
a focus on bird-beak drawback, i.e., the graft protrusion into the aortic lumen at the level of the
arch.
2 METHODS
The study is based on the accurate analysis of a real a clinical case where TEVAR was performed
to treat a significative thoracic dissection. Such an analysis combines dedicated medical image
elaboration of the pre- and post-operative Computed Tomography Angiography (CTA) datasets
and computational fluid-dynamics (CFD) aimed at assessing a patient-specific investigation of the
pre- post-operative hemodynamic conditions.
Medical image analysis. According to the approach proposed in [?], we perform the image seg-
mentation of the two CTA datasets using the open-source software ITK-Snap.
CFD analyses. The post-operative lumen configuration suggests us to assess the aortic hemody-
namics in three specific aortic regions: i) the inner part of aortic arch where the bird-beak draw-
back is evident; ii) the partially covered entry of the left subclavian, and iii) the distal part of the
thoracic aorta characterized by a significant lumen narrowing. At the same time, we have exploited
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the capability of computer-based simulations to explore what-if scenarios; thus, our study is based
on the three different CFD analyses, each of them based on a specific aortic lumen configuration:
case A, as-is post-operative lumen; case B, pre-operative lumen; case C, post-operative lumen
without stenosis of the distal thoracic aorta.
3 RESULTS
A global view of the streamlines of blood velocities, at the selected time instant for each of the
investigated cases, is depicted in Figure 1.
Case A: as-is post-operative lumen
The streamline path for this case highlights three peculiar effects in the regions of interest, con-
toured by a red box in Figure 1: (i) the stent-graft produces two bluffs: one at the location of the
bird-beak and the second at the end of the aortic arch. Such bluffs induce boundary-layer flow sep-
arations, resulting in a disturbed flow in the arch; (ii) the graft protrusion into the arterial lumen
al the level of the aortic arch produces also a significant occlusion of the left subclavian artery,
resulting in a backward facing step geometry of the lumen profile, producing disturbance in the
flow, clearly not present in the other two supra-aortic branches (i.e., brachiocephalic trunk and in
the left common carotid artery); (iii) the stenosis of the distal thoracic aorta due to the compression
of the true lumen by the false lumen, unfortunately not enlarged by the graft apposition, has an
evident effect on the blood flow; in fact, as highlighted by Figure 1, a strong velocity increase and
flow disturbance are also present. Consequently, a first observation deriving from these results is
that the disturbance induced by the stenosis to the aortic flow appears more evident than the one
induced by the bird-beak.
Case B: pre-operative lumen
Clearly, the pre-operative aortic arch shows a sharper angle than in the post-operative case, lead-
ing to more pronounced disturbance in the flow. Actually, for this specific cases, the stent-graft
reduced the sharpness in the geometry of the aortic arch, thus reducing the disturbance of the flow.
Case C: post-operative lumen without stenosis
The path of streamlines in this case suggests that the stenosis of the distal thoracic aorta, which
was virtually enlarged for this analysis, has no effect on the arch hemodynamics. At the same
time, it is evident that the recovery of a smooth, physiological lumen profile eliminates the flow
disturbance in this region highlighted by the results of the case A.
4 CONCLUSIONS
Our findings underline the value of proposed simulations; in fact, CFD analyses allow to observe
important flow effects resulting from the specificities of patient vessel geometries. Consequently,
our results are reinforcing the potential impact of the knowledge translation from computational
biomechanics to clinical practice and viceversa.
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Figures.
Figure 1: Velocity streamlines for each investigated cases. The corresponding velocity magnitude
[cm/s] is used to color each streamline.
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SUMMARY
Hemodynamics can be calculated by 1D model of global blood circulation. We present two meth-
ods to take into consideration influence of endovascular implants or pathologies on the blood flow
by such model. The first way is to recover the state equation of the model. This equation describes
elastic properties of the vessel wall. Modification takes place via the elastic fiber or fiber-spring
model. The second way is to use 3D model of the blood flow in the region of interest. 3D model
should be coupled with the 1D model of global blood circulation.
Key Words: blood flow, multiscale modeling, boundary conditions, atherosclerosis, endovascular
implants, vessel wall.
1 INTRODUCTION
We use 1D model of global blood circulation [1-3] to describe hemodynamics in the vascular
network. The model is based on the mass and momentum conservation laws. The third equation
of this model, so-called the state equation, represents the dependence between transmural pressure
and the area of vessel cross section. We propose two ways to take into consideration influence of
endovascular implants or pathologies by the model of global blood circulation. The first method
is based on modification of the state equation. The second method is multiscale: 3D model and
1D models of blood flow are coupled.
2 MODIFICATION OF THE STATE EQUATION BY THE ELAS-
TIC FIBER OR FIBER-SPRING MODEL
The state equation is an empirical function for healthy arteries and veins. Endovascular implants
or pathologies change elastic properties of the vessel wall. The state equation for such vessels
changes too. We suggest to modify it using fiber or fiber-spring model of the elastic vessel
wall [4,5].
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Figure 1: Left: Geometry of the atherosclerotic plaque. The minimal lumen is 30%. Right: The
state equation for such atherosclerotic artery. The index of each curve corresponds to the distance
(in cm) to the minimal cross section.
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Figure 2: The schematic coupling of Ω3D and Ωdown1D domains.
The vessel wall is represented by a set of fibers. Every fiber has own parameters and corresponds
to one of three types: elastic, smooth muscle or collagenous. This model allows us to calculate
reaction of the vessel wall to the deformation. Deformation can be caused by the transmural
pressure or the impact of implant.
The wall of the artery with atherosclerotic plaque is modeled as a three-layer shell (see fig.1 left).
Three layers correspond to fibrous cap, lipid pool and vessel wall. The fibrous cap and the vessel
wall have the same structure. They are represented by a set of fibers. The lipid pool is modeled
by a set of radial springs. Such three-layer structure describes deformation of the atherosclerotic
vessel wall under transmural pressure and allows to calculate the state equation for such artery
(see fig.1 right). The new state equation also depends on x-coordinate. Some numerical results
with blood flow simulations in the atherosclerotic networks are presented in [4].
3 COUPLING OF 3D AND 1D MODELS OF BLOOD FLOW
The region with pathology or implant is considered to be 3D. The Navier-Stokes equations are
solved in 3D domain. Hemodynamics in other parts of vascular system is calculated by the 1D
model of global blood circulation. 3D and 1D models should be coupled. For the 3D-1D domain,
shown in fig. 2, we consider various types of coupling.
One common choice is to impose the continuity of the normal stress and the flux on the down-
stream boundary of 3D domain Γout coupled with 1D domain Ωdown1D in point x = d. The cumula-
tive energy of the coupled model is inconsistent in this case. It is not clear if cumulative energy is
dissipated, as it holds for the full 3D Navier-Stokes equations and 1D model[6]. In [7] it was sug-
gested to impose the continuity of flux and so-called total stress. In this case the cumulative energy
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Figure 3: The visualization of the adaptive mesh for the flow over a model cava-filter problem: the
left picture shows the cava-filter; the right shows the zoom of the mesh in the neighborhood of the
filter’s ‘head’.
Figure 4: The visualization of the velocity x-component in several cutplanes orthogonal to x-axis
for two times.
of the model dissipates. But the continuity of total stress is the natural boundary condition for the
rotation form of the Navier-Stokes equations. Solving Navier-Stokes equations in such form is not
a standard option in the existing software. Using the common convection or conservation forms
leads to non-linear coupling conditions and often requires iterative treatment.
To describe the blood flow in Ω3D, we use the standard convection form of the Navier-Stokes
equations. To provide correct energy balance of the coupled model we offer to use new boundary
condition. It demands the continuity of the linear combination of the fluid flux and the energy
flux [6]:
p¯
∫
Γout
u · nds + ρ
2
∫
Γout
|u|2(u · n)ds = (p¯Su¯+ ρ
2
Su¯3)|x=d, (1)
u is the velocity of blood in Ω3D; u¯, S, p¯ are the velocity, the area of cross section and the pressure
in Ω1D; ρ is the density of blood. The condition (1) should be combined with the continuity of
flux. The correct energy balance is valid for coupled model with such boundary conditions. The
problem can be easily decoupled with splitting methods into the separate 1D problem and the
3D problem with usual inflow-outflow boundary conditions on every time step. The inequalities
u · n < 0 or u · n > 0 are not necessarily pointwise satisfied on Γin or Γout, respectively (n is
the outward normal vector). This is very important for modeling of blood flow in veins, where the
values of x-component of velocity can be negative.
The geometry of 3D domain may be complex. It can model different types of pathologies, such as
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aneurisms, stenosis, or different implants. We performed numerical simulation of the blood flow
in the vein with cava-filter. 3D domain has strongly anisotropic inclusion. The adaptive mesh (see
fig.3) and all 3D calculations were produced by the software package Ani3D [8]. This 3D domain
is coupled with 1D model at the inflow and outflow boundaries.
Periodic velocity was prescribed. We visualize the computed solutions in fig. 4 by showing the
values of the x-component of the velocity in several cutplanes orthogonal to x-axis. Behind the
filter the velocity x-component eventually has negative values, indicating the occurrence of circu-
lation zones and ‘returning’ flows. Numerical experiment allows us to calculate such important
statistics as the drag force experienced by a filter during cardiac cycle. The waveforms in the 1D
domains coupled to upstream and downstream boundaries of Ω3D are very close. This suggests
that the coupling conditions are efficient in conserving averaged flow quantities such as mean flux.
4 CONCLUSIONS
Two approaches for blood flow simulation in the vessel network with pathologies or implants have
been developed. Both methods allow us to study the impact of local changes of wall properties
or the implantation of endovascular filters to global hemodynamics. Results of numerical experi-
ments conform to medical data.
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SUMMARY
We present a clinical perspective, supported by biological findings, reflecting the potential of com-
putational tools to understand and treat intracranial aneurysms. Thrombus formation and chronic
inflammation are integral to disease progression, driven by blood flow energy. The interplay be-
tween flow energy, blood clotting and remodeling of the tissue is key to an enhanced disease under-
standing, to improve patient counseling and ultimately endovascular treatment planning. Current
concepts suggest that blood governs wall remodeling by multiple biological steps. The process
starts with flow induced thrombus adhesion (atherothrombosis) to the wall that secondarily leads
to the release of biological mediators of inflammation entertaining destructive remodeling. De-
structive wall remodeling jeopardizes the mechanical wall integrity with ensuing circumscribed
softening and expansion of the aneurysm shape. The shape of an aneurysm is the visible result of
these complex pathological processes and characterizes its disease status. Wall adherent thrombus
formation, inflammatory reactions and the driving force of blood flow cause lumen shape changes.
Here, shape irregularity is a distinctive sign of focal wall weakening. The integration of shape-
analysis, vascular biology and phenotypical information will allow for personalized characteriza-
tion of aneurysmal vascular disease and help to identify and establish shape as an image-based
biomarker. Future translational efforts should aim at providing adequate IT tools and contributing
to validation and disease understanding. Ensuing results will have a high likelihood to impact
significantly on current clinical disease management.
Key Words: blood flow, thrombus, aneurysm, remodeling, endovascular treatment.
1 THE INTRACRANIAL ANEURYSM
An aneurysms is a pathological condition of the arterial wall, mostly circumscribed (focal), leading
to the development of a saccular expansion. Less often, with involvement of the arterial circum-
ference (segmental disease) it shows a fusiform appearance of the pathological arterial expansion.
Combinations of both conditions are often observed. A variety of initial damages may weaken the
vessel wall and prepare for aneurysm development, involving one or more of the three constituents
of the vessel wall: elastic fibers, collagenous fibers or smooth muscle cells. In bifurcations, al-
ready a sustained period of localized shear stress increase is capable of mechanically disrupting
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the subintimal elastic membrane. This mechanism is today considered the most frequent likely
cause of aneurysm inception at bifurcations. Other mechanisms, like e.g. septic emboli stopped
at a bifurcation may also lead to weakening of the adjacent vascular wall and facilitate initiation
of an aneurysm development after infection and induction of wall fragility. This latter type of
lesion is observed typically in more peripheral bifurcations of the cerebral arterial tree. Other
known conditions leading to localized, focal or more extensive, segmental vessel wall damage
include arteriosclerosis, infectious vasculitis, inflammatory vasculitis, sharp or blunt trauma, high
blood pressure peaks or sustained hypertension and pathological vessel structures that may exist
in the context of tumor or genetic predisposition, or a combination of any of the aforementioned
pathologies. Basically, any type of damage to one or more of the three constituents of the vessel
wall may lead to weakening and ensuing aneurysm development, becoming visible in diagnostic
imaging with undue dilation of the arterial lumen. Epidemiological data tell us that the vessel
wall will regularly find biological responses to compensate for induced weakness and even in case
of further aneurysm evolution continue to function well without rupturing. Indeed, intracranial
aneurysm disease presents with a low but risky incidence of hemorrhage (10/100’000/y) due to
rupture. Still, there is a high prevalence of silent lesions (approx. 3/100), most of them being lo-
calized at arterial bifurcations. Currently, main indicators for rupture risk, size, location and shape
have been identified in large clinical trials [1].
2 MECHANO-BIOLOGICAL TRANSDUCTION
Mechano-biological transduction in the context of aneurysms conceptually embraces the influence
of physical blood flow energy on biology and subsequently, of biology on physical tissue properties
of the aneurysm wall. Depending on the background of the scientific community, there is an
accentuated focus on physical aspects, or alternatively, on biological aspects. The interface of
both aspects is key to an integral understanding mechano-biological transduction.
The biological aspects of the transduction from blood flow energy to aneurysm wall reaction are
often looked at as being quite direct and following rules similar to what is known for the interac-
tion of blood flow with a healthy arterial wall. Increased flow would normally entail enlargement
of a vessel lumen and increased pressure would lead to thickening of the vessel wall – all reac-
tions that are triggered in the wall tissue after being sensed through complex cellular transduction
mechanisms. These are mainly sensitive to changing forces of shear stress and pressure. A healthy
endothelial layer picks up the flow dependent shear signal and cells of the arterial wall are capable
of sensing the pulsatile pressure changes. The conditions for aneurysms are somewhat different,
since these sensors become increasingly absent and other mechanisms prevail.
Current concepts suggest that the fluid-wall interaction is governed by intermediate biological
steps initiated and mediated by wall adherent thrombus deposits that lead through release of bi-
ological mediators to inflammatory, destructive wall remodeling. In this case the energy of flow
would act mainly through biological events related to such blood deposits (atherothrombosis) on
the biology of wall (inflammatory reaction), and by this secondarily on the biomechanics of the
wall (circumscribed softening and expansion of the aneurysm shape) – these are the critical steps
of the mechano-biological transduction chain in aneurysm disease, as is understood today [2]. De-
coding such mechanisms in detail will allow for further evolved concepts, including on how flow
energy acts indirectly through production of areas of flow stagnation, on how subsequent throm-
bus forms, on how adjacent wall inflammation and ensuing regional softening of the vessel wall
prone to undergo expansion under pressure (aneurysm growth) occur, and possibly, on how these
steps prepare for rupture: a complex, complicating event in this chain of destructive aneurysm
wall degradation. Blood is the main actor in the lifecycle of the aneurysm: flowing blood at
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the same time provides mechanical energy and regulates the biological processes in the vessel.
Simulations of the aneurysm for long concentrated on blood flow and wall shear stress only, to
mechanistically understand the disease with established engineering tools. In turn, clot formation
has been simulated with experimental simulation code since the early 90s [3], but only in recent
years thrombosis is reflected in computational aneurysm studies [e.g.4]. Although integrating flow
mechanics and vessel biology is highly desirable, it is today far from being solved. This short-
coming is mainly due to the lack of appropriate simulation methodologies that go beyond even
the most sophisticated approaches of computational fluid dynamics. Secondly, due to the high
complexity and biological variability it is dauntingly difficult to gauge and validate models with
actual experiments.
3 THE BIOLOGY ON ENDOVASCULAR TREATMENT
Endovascular treatment (EVT) offers novel options to induce healing by flow corrections with spe-
cific implants. The approach is undergoing further rapid evolution and understanding biological
mechanisms is fundamental to safeguard a successful outcome with new design. Flow diversion
was the term coined with the advent of finely braided stents, exhibiting a reduced porosity and
designed to slowing down the blood flow in pathologically expanded, aneurysmal vascular seg-
ments external to the implant. A flow diverter is by its presence primarily reconstructing the vessel
lumen, where the low porosity surface provides a scaffold to the formation of endothelial layer.
Somewhat similar to a covered stent-graft, however, distinctly different: a flow diverter is just an-
other implant helping to induce thrombus that is supposed to progressively turn into a reliable scar
repair and to be resorbed stepwise along the processes of reverse remodeling of the vessel wall.
With early clinical use of flow diverters interventionists were taught a surprising lesson, unseen in
preclinical evaluation, but already well studied in its basic biological principle [2]: Rapid forma-
tion of a large thrombus could lead to an overwhelming inflammatory response of the aneurysm
wall with ensuing decomposition and possible secondary rupture [5]. The different EVT tech-
niques and implants will produce variable biological reactions, where thrombus formation in our
mind always gears towards stable reverse remodeling. Unfortunately, this has not always been the
case and still cannot be reliably achieved. The principle of flow diversion has steadily improved
the power of EVT, but with current devices also increased the potential of complications, mainly
due to yet difficult delivery and risks given by increased device thrombogenicity. Here clinicians
envision further improvements:
• Improved delivery, with easier and more precise deployment, including the capability of
adding implants in the aneurysmal lumen for the purpose of initiating controlled building of
stable thrombus and with the goal of facilitating a timely and lasting reverse remodeling.
• Flow diversion focused to the area of interest that maintains flow in branching vessels.
• Reduced short- and long-term thrombogenicity on device surface to avoid continuous, high-
dose intake of antiaggregants, applied to reduce periprocedural overshooting clot formation
and to avoid formation of delayed thrombosis on stent-covered branches.
• Improved apposition to vessel wall to avoid unwanted thrombus formation.
• Avoid uncontrolled and overshooting build-up of implant material or device kinking along
inner curves of sharp arterial bends, such as may be observed in the carotid siphon.
• Improve lumen visibility in post treatment MR by reducing magnetic field disturbances.
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Further, since we have accepted the fact that aneurysm biology is influenced by thrombus and ensu-
ing inflammation, the flow as driver of thrombus formation is recognized and could be increasingly
heralded by endovascular means – a fact that brings forward the interest of using computational
flow dynamics, when it comes to designing new devices and to choose the best device for a given
condition.
4 SHAPE AS SURROGATE FOR THE DISEASE STATE
Due to the high quality of current medical imaging silent aneurysms are increasingly being found
incidentally. By flow-based and contrast-agent enhanced visualization of the circulating blood, all
currently used medical imaging evaluation methods for aneurysms can, after adequate reconstruc-
tion, provide a digital 3D replica of the vascular lumen. The wall of an aneurysm being too thin to
be visualized directly by such imaging, the characterization of its quality, however, remains a mat-
ter of indirect assessment. Once detected, prediction of disease evolution and possibly treatment
planning are clinically of utmost interest. Such predictions are issue of personalized assessment.
The shape of an aneurysm is the result of the complex processes described above and carries in-
formation about its biological history. In pathological situations, as is the case in aneurysms, rules
of mechano-biological transduction may differ from rules in normal conditions. Flow dependent
thrombus apposition will entertain inflammation, which by enzymatic reaction softens the vascular
matrix. Depending on this process, the wall may locally bulge and express irregular shape features
representing a variable degree of instability. In this notion, shape reflects the disease status and
shape features may therefore serve as imaging biomarkers for disease state. Mathematical shape
analysis to uniquely characterize aneurysms can then provide the basis to characterize aneurysms
according to identified risk patterns. With the advent of automated mathematical shape analysis
(e.g. Zernike moments [6]), able to represent any individual aneurysm 3D shape in a reproducible
code of numbers, the computational aneurysm assessment has become the most promising, repro-
ducible instrument for characterizing image-based information on intracranial aneurysms.
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SUMMARY
We present a novel coupled flow-solid-growth-transport (FSGT) mathematical model of aneurysm
evolution. The aim of this model is to establish the effect of thrombus on the delivery of oxygen to
an arterial wall and the consequential influence on the growth and remodelling of the collagenous
constituents therein. In this aim, the conceptual cylindrical model of IA evolution presented by
Watton et al. [1] is extended to additionally (i) model dynamic thrombus formation; (ii) compute
mass transport of oxygen through a propagating thrombus and thinning wall; (iii) link growth and
remodelling (G&R) to local oxygen levels. In this conceptual model, we observe that impedance
to wall oxygenation may arise as a result of thrombus propagation. Furthermore, the coupling of
oxygen deficiency to fibroblast functionality made the difference between a stable and an enlarging
aneurysm. This model demonstrates a starting point for multi-scale, multi-physics modelling of IA
evolution which accounts for the biochemical, mechanobiological and haemodynamic processes
involved in aneurysm pathophysiology.
Key Words: aneurysm, growth and remodelling, thrombus, oxygen mass transport.
1 INTRODUCTION
Five percent of strokes are caused by subarachnoid haemorrhages (SAHs), of which an estimated
85% are secondary to the rupture of an intracranial aneurysm (IA), a localised, blood-filled dila-
tion of the artery wall. In spite of the advancements in neurosurgical and endovascular therapies,
fatality due to an aneurysmal SAH remains between 40 and 50%. Nevertheless, the prevalance of
ruptured IAs is far lower than their overall occurrence; an estimated 9 to 20 per 100 000 aneurys-
mal SAHs per year compared to the 3-6% observed during prospective autopsies and angiographic
studies. In terms of patient care, this has accentuated the importance of assessing the risk of pre-
ventative treatment versus the potential that an IA will stay asymptomatic, whereby it stabilises
and never ruptures. Interventional treatment by the means of implanting endovascular devices
aims to reduce intrasaccular flow and eventually trigger the formation of a stable thrombus, thus
removing the IA from circulation. However, regardless of high occlusion rates, there are still re-
ports of initial or further haemorrhaging following treatment. This has brought into question the
possible deleterious effects of thrombus formation on wall viability, in particular the limitation
of oxygen supply to the aneurysmal wall. Chronic hypoxia can lead to endothelial dysfunction,
smooth muscle cell (SMC) and fibroblast apoptosis, excessive production of proteases, reduced
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collagen deposition and the accumulation of inflammatory cells: a culmination of which are hy-
pothesised to lead to ultimate IA rupture. Thus, although the widely reported haemodynamic and
mechanical benefits of thrombus formation have been the basis for choosing endovascular therapy,
a broader understanding of the possibly detrimental biochemical impact of thrombus is vital to en-
sure optimum patient care. On this basis, we propose an innovative fluid-solid-growth-transport
(FSGT) mathematical model based on the 1D conceptual cylindrical model developped by Watton
et al [1] to explore the biochemical role of thrombus on the evolution of an IA.
2 METHODS
The conceptual model presented is a 1D, single layer, non-linear cylindrical membrane which is
subjected to a constant axial pre-stretch λz , and a circumferential stretch λ due to the inflation by
a constant internal pressure P acting normal to the membrane. The gross mechanical response of
the artery is shown to be defined by the following governing force balance equation:
P =
H
Rλ
1
λλz
∑
J=E,C
mJσJ (λ) , (1)
whereby the overall elastic potential is an additive split of the elastinous (i.e. ground substance,
elastin fibres and passive SMCs) and collagenous contributions of the membrane. R and H are
the arterial radius and wall thickness in the unloaded configuration respectively. mJ is the mass
concentration of either elastin (J = E) or collagen (J = C). Similarly σJ (λ) is the azimuthal
Cauchy stress derived from the strain energy function of each constituent J . The Cauchy stress of
elastin may be defined in terms of the potential energy stored per unit volume ΨˆE which charac-
terises the isotropic behaviour of elastin as a neo-Hookean material:
σE (λ) = λ
dΨˆE
dλ
= KEλ
2
(
1− 1
λ2zλ
4
)
. (2)
KE is the material parameter of elastin. The azimuthal Cauchy stress due to contributions from
collagen fibres of pitch φ is defined in terms of the potential energy stored per unit volume ΨˆC ,
which is set to a simple nonlinear polynomial function:
σC
(
λφC
)
= λφC
dΨˆC
dλφC
cos2 φ = KC
(
λφC
)2
(
λφC
)2 − 1(
λATC
)2 − 1

5
cos2 φ, λφC > 1. (3)
Collagen fibres are inactive under low loads, hence ΨˆC = 0 when λ
φ
C < 1. KC is the material
parameter of collagen. The stretch in collagen is defined as λφC = λ
φ/λφR, whereby λ
φ is the
stretch in elastin resolved in the direction of collagen fibres and the recruitment stretch, λφR, is
stretch of the elastin in the direction of the collagen as it becomes load bearing. Fibroblasts attach
and configure the collagen fibres in a state of stretch. It is postulated that this ‘attachment’ stretch
(λATC ) remains constant regardless of the altered configuration as collagen remodels under strain.
In order to mimic histological observations of slow degradation of elastin over time: mE(t) =
0.01t/5 for 0 ≤ t ≤ 5years, after which mE(t) = 0. The collagen fabric is assumed to adapt
(i.e. remodel and grow/atrophy) in order to compensate for the loss of load bearing elastin. It
is hypothesised that new homeostasis is achieved by restoring the stretch in collagen towards to
the fixed attachment stretch, λCAT . For this model this is accomplished by individually modelling
two different functionalities of fibroblasts: (i) remodelling of the recruitment stretch in the aim to
reduce the stretch at which collagen is recruited to bear load (eq. 4) and (ii) up(down)regulation
of collagen synthesis in reponse to variations in stretch (eq. 5).
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dλR
dt
= α

(
λφC
)2 − (λATC )2(
λATC
)2 − 1
 (4) dmC
dt
= βmC

(
λφC
)2 − (λATC )2(
λATC
)2 − 1
 (5)
The remodelling parameter α relates to the fibre turnover rate (i.e. collagen half-life), and the
growth parameter β phenomenologically relates to the rate at which fibroblasts synthesis collagen.
It has been observed that platelet aggregation and adhesion during the formation of thrombus
is intrinsically linked to local wall shear rates (γ˙) and hence it is hypothesised that thrombus
propagation velocity, Vth is inversely proportional to (γ˙) at the lumen/wall interface [2]: Vth =
ζpir3i /4Q, whereby the flow rate through the artery Q is maintained constant and ri is the inner
radius of the artery in contact with the flow. The rate of thrombus growth is regulated by the
constant ζ. It is assumed that thrombus growth halts when the shear rate has reached homeostatic
values: Vth = 0 when |γ˙| ≤ |γ˙0|.
The steady-state oxygen distribution through the thrombus and wall layers of the 1D model are
deemed to be through diffusion-only transport,
DL
d
dr
(
dCL
dr
)
= −rq˙L. L = w, th (6)
Whereby C and D are the concentration and the diffusivity of oxygen respectively for the throm-
bus (L = th) and wall layers (L = w). The O2 consumption by cellular components within the
thrombus layer is deemed negligible: i.e. ˙qth = 0. The consumption rate within the wall, ˙qw, is a
function of the mass density of SMCs and fibroblasts, as well as the normalised average oxygen
tension within the wall (Cw) to take into account adjustment to cellular energy demand required
for aerobic energy production through adaptive responses to hypoxia. The rate at which reduced
oxygen levels affects fibroblast functionality is explored by implementing the following:
β = β0 + (βmin − β0)
[ (
Cw
)i − (Cw)i0(
Cw
)i
min
− (Cw)i0
]
Cw > 2%. (7)
The exponential index i allows for a variation in the rate at which β decreases with Cw. The ‘0’
subscript denotes initial values as t = 0. Fibroblasts are assumed to remain functional even in
extreme hypoxic conditions: βmin = 0.04β0 for ∀Cw ≤ 2%.
The following four growth functions (GF) are explored to establish the impact of both the thrombus
propagation rate ζ and the rate at which oxygen levels reduce fibroblast functionality β (by means
of varying the exponential index i) on membrane expansion:
• GF1: i = 1/16, ζ = 2e−4;
• GF2: i = 1/4, ζ = 2e−4;
• GF3: i = 1/4, ζ = 5e−4;
• GF4: i = 1, ζ = 2e−4;
3 RESULTS AND DISCUSSION
Figure 1 presents the results of this novel FSGT model. Overall, all four GFs proposed resulted
in the continual expansion of the membrane over the 30 year time frame. The mass density of
collagen is limited by the gradually hypoxic conditions within the wall as a result of the growing
thrombus layer. If the collagen fibre density does not increase at a sufficient rate, the existing fibres
undergo a greater stretch in order to maintain mechanical equilibrium: i.e λCφ diverges away from
λCAT , resulting in an unstable evolving membrane over time.
The work presented here demonstrates the potential for modelling the possible detrimental effects
of thrombus on IA progression. Nonetheless, this conceptual 1D-cylindrical FSGT model has its
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limitations which can only be improved upon so as to gradually step closer to a fully multi-scale,
multi-physics model of IA evolution. Current work involves extending this to a two-layer (adven-
titia and media) 1D model which implements shear-regulated elastin degradation, the passive and
active mechanical responses of SMCs, as well as the possible effect of oxygen tension on SMC
apoptosis. This sophisticated framework and numerical investigation will be presented.
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Figure 1: Results for all four growth functions (GFs) for the coupled FSGT model compared to the
uncoupled G&R model of a cylindrical membrane: (a) decrease in shear rate (γ˙) at the inner radius
(ri) as the cylinder expands due to onset of elastin degradation, inset A is a closer inspection of first 5
years; (b) resulting shear-regulated thrombus propagation velocity Vth; (c) normalised average oxygen
concentration through the thickening thrombus (Cth) and thinning arterial wall (Cw); (d) variations
in collagen mass density as a result of thrombus-induced oxygen tension decline within the wall, (e)
resulting stretch in collagen fibres; (f) overall increase of circumferential stretch with time. Blue and
green dots highlight temporal time points at which Cw = 0 for GF3 and GF4.
4 CONCLUSIONS
A novel FSGT mathematical model is conceived to explore the biochemical impact of thrombus
on IA evolution. The shear-regulated propagation of a thrombus layer during membrane expansion
leads to the gradual decrease in oxygen tension within the wall. Moreover, as a consequence of
coupling this oxygen deficiency to fibroblast functionality, the collagen fibre mass density was
shown to increase at an insufficient rate to compensate for the transfer in load from the degrading
elastinous consitituents to the collagenous constituents, thus resulting in the increased stretch of
collagen fibres in order to maintain mechanical equilibrium. Moreover this over-expansion results
in the gradual unstable evolution of the membrane.
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SUMMARY
We propose a novel model of intracranial aneurysm (IA) evolution. The arterial wall is modelled
as a non-linear elastic cylindrical membrane subject to an axial stretch and internal pressure. Fol-
lowing previous models, we assume that collagen fibres are configured to the arterial wall in a state
of stretch in the loaded configuration. However, we now simulate that they are configured with
a distribution of attachment stretches. Each layer of the artery is modelled as a fibre-reinforced
composite consisting of elastin and a population of collagen fibres with varying undulation rela-
tive to the unloaded configuration. Initially, in the in vivo configuration, we assume that the media
bears all the load whilst the adventitia acts solely as a protective sheath. To simulate IA evolution,
we prescribe a loss of the medial layer and allow the adventitia to adapt to take on a load bearing
role: this is achieved by remodelling the distribution of fibre attachment stretches. We observe
that remodelling of the collagen fibre attachment stretch distribution is necessary to accurately
simulate the evolving wall thickness of an IA.
Key Words: aneurysm, growth and remodelling, collagen fibres, attachment stretch.
1 INTRODUCTION
An intracranial aneurysm (IA) is a balloon-like out-pouching fo the arterial wall. The prevalence
rate is estimated between 0.4% and 6%. The fatality rate can be as high as 50% if rupture occurs;
however, most cases remain asymptomatic. Mathematical models of aneurysm evolution may help
understand the aetiology of the disease. A common approach for such models is to assume that
collagen fibres are configured to the artery in a state of stretch relative to the loaded configuration.
We refer to this as the attachment stretch. In most previous studies, the attachment stretch has been
assumed to be a constant. However, experimental observations demonstrate that collagen fibres
are physiologically distributed with a range of waviness relative to unloaded tissue: this implies
that there must be a distribution of attachment stretches. We propose a novel collagen remod-
elling methodology which simulates an attachment stretch distribution and its adaption during IA
evolution.
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2 METHODOLOGY
We model the artery as non-linear elastic cylindrical membrane. Deformation of the artery under
internal pressure is governed by the principle of virtual displacement. It can be derived that the
gross mechanical response of the artery can be expressed as:
p =
1
Rλ
1
λλZ
∑
L=M,A
∑
J=E,C
HLmJLσJL(λ) (1)
where p is the blood pressure and R is the radius in the unloaded configuration. L can take either
M or A, indicating the media or adventitia layer. HL is the thickness of layer L layer in the
unloaded configuration. λZ is the axial pre-stretch. mJL is the normalised mass-density of elastin
(J = E) or collagen (J = C) in layer L. σJL(λ) is the azimuthal Cauchy stress of J constituent in
the L layer derived directly from the strain energy functions (SEF) of these constituents. Arterial
elastin is modelled using a Neo-Hookean constitutive model. We also assume that each individual
collagen fibre is neo-Hookean and that gradual fibre recruitment gives rise to the nonlinearity
of the collagen response. Fibres are gradually recruited for load bearing in a statistical manner
represented by a probability distribution function (pdf) of recruitment stretches P (λRL) [2, 3].
We follow Martufi et al.’s approach and utilise a triangular pdf for simplicity [3]. Fig. 1 shows
an example of the collagen recruitment stretch distribution P (λRL), in which λ
min
RL
relates to the
recruitment stretch at which the first collagen fibre is recruited, λmaxRL relates to the recruitment
stretch at which the last collagen fibre is recruited and λmodRL relates to the recruitment stretch at
which most collagen fibres are recruited.
Figure 1: An example of the collagen recruitment stretch distribution P (λRL). λ
min
RL
: recruitment
stretch at which the first collagen fibre is recruited. λmaxRL : recruitment stretch at which the last
collagen fibre is recruited. λmodRL : recruitment stretch at which most collagen fibres are recruited.
The Cauchy stress σCL(λ) of unit volume collagen is computed by the gradual recruitment of
single fibres within the volume during load bearing:
σCL(λ) = λ
dΨ̂CL
dλ
= λ
d
dλ
∫ λ
1
Ψ∗CLP (λRL) dλRL (2)
where Ψ∗CL and Ψ̂CL are the strain energy stored in a single collagen fibre and unit volume respec-
tively.
IA growth is often characterised by the loss of media layer. Consequently, the adventitia must
adapt to become the main load bearer. We assume fibres are configured with a distribution of at-
tachment stretches, i.e. P (λATL). Collagen fibres with maximum attachment stretch λ
max
ATL
are the
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first to be recruited, having the minimum recruitment stretch λminRL . Contrarily, collagens with min-
imum attachment stretch λminATL are the last to be recruited, having maximum recruitment stretch
λmaxRL . Hence the distribution of recruitment stretches P (λRL) (as measured in experiments) is
a natural consequence of a distribution of the attachment stretches. The remodelling of collagen
fibres is simulated through modelling the adaption of recruitment stretch distribution P (λRL),
which is determined by three variables: λminRL , λ
max
RL
and λmodRL . The increase of minimum attach-
ment stretch λminRL pushes P (λRL) to shift rightwards, and is modelled through Eqn. 4, where α is
a remodelling rate parameter which relates to the collagen fibre turnover rate, with greater value
indicating faster turnover and λmaxCL is the maximum collagen stretch during the cardiac cycle;
fibre growth is modelled using a first order ODE, i.e. Eqn. 3, where β is a growth-rate parameter.
dmCA
dt
= βmCA
(
λmaxCA − λmaxATA
λmaxATA
)
(3)
dλminRL
dt
= α
(
λmaxCL − λmaxATL
λmaxATL
)
(4)
For medial collagen, the minimum and maximum attachment stretches, λminATM and λ
max
ATM
, are set
to be 0.9 and 1.1 throughout the simulation. For adventitia, initial values of λminATA and λ
max
ATA
are set
to be 0.8 and 1.0. Initially, we assume that all the load in borne by the medial layer. We simulate
the degradation of the medial layer and the adaption of the adventitia to take on a load bearing role
in the homeostatic configuration. This is achieved by increasing the maximum attachment stretch
λmaxATA of adventitial collagen fibres; for illustration the minimum attachment stretch λ
min
ATA
is taken
to be λminATA = λ
max
ATA
− 0.2.
3 RESULTS
Figure 2a illustrates the prescribed degradation of the media and Fig. 2b depicts the evolution of
adventitia collagen concentration: notice that the greater the value of λmaxAAT (t = T ), the lower
the value of mCA when the IA stabilises. Fig. 2c shows the evolution of stretch with different
λmaxAAT (t = T ). Fig. 2d shows evolution of collagen stretches with λ
max
AAT
(t = T ) = 1.12. Fig. 2e
illustrates the evolution of the wall thickness for different values of λmaxAAT (t = T ). Notice that the
larger λmaxAAT (t = T ) is, the smaller the final wall thickness will be. Lastly, Fig. 2f illustrates the
evolution of the thickness to radius ratio.
4 CONCLUSION
A novel mathematical model is proposed to represent a distribution of collagen fibre attachment
stretches and their remodelling during aneurysm evolution. This sophistication enables the adap-
tion of the load bearing role of the adventitia in the homeostatic configuration to be modelled.
Moreover, it yields predictions for the evolution of the aneurysm wall thickness consistent with in
vivo observations.
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Figure 2: Results illustration: (a) Medial fibre degradation (K can take either E for elastin or C
for collagen). (b) Adventitia collagen growth. The higher value λmaxATA stabilises at, the smaller
mCA is. T : duration of the simulation. (c) Elastin stretch evolution. (d) Evolution of adventitia
collagen stretch λmaxCA and λ
min
CA
with λmaxATA stabilising at 1.12. (e) Evolution of total remodelled
wall thickness. (f) Comparison of remodelled thickness to evolving radius ratio between old model
and new model with λmaxAAT (t = T ) = 1.12.
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SUMMARY
Degeneration and maladaptation of the arterial wall is on the basis of many widelly spread vascular
diseases such as arterial aneurysms. Existing computational models make use of phenomenolog-
ical terms to link disturbed wall mechanics to pathologic Growth and Remodelling (G&R) pro-
cesses, without capturing the underlying biological mechanisms. A computational model coupling
signalling pathways to arterial wall biomechanics is proposed here. The network of interactions
between infiltrating leukocytes, arterial wall cells, growth factors (TGF-β1), proteolytic enzymes
and blood vessel structural elements (elastin, collagen) is explicitly modelled. Fluid–domain me-
chanical variables are linked to vascular endothelium permeability and inflammatory cell infiltra-
tion, while solid domain mechanical variables are coupled to the evolution of arterial structural
components, capturing fibroblast mechanotransduction. The proposed model is regarded as the
first step towards a biologically–meaningful description of degeneration of the arterial wall.
Key Words: inflammation, mechanobiology, fibroblast, collagen, TGF-beta, MMP, aneurysm
1 INTRODUCTION
Degeneration and maladaptation of the arterial wall underlies many highly prevalent vascular dis-
eases such as aneurysms. Accurately modelling the progression of vessel wall degradation would
have a significant clinical impact, however it is highly challenging. The normal blood vessel is a
dynamic, continuously remodelling structure where mural cells (endothelial cells (EC), fibroblasts,
smooth muscle cells (SMC)) mediate the turnover of vessel wall constituents (collagen, elastin)
in response to their surrounding mechanical and biochemical environment. The coupling between
mechanical and biochemical transduction is particularly significant in arterial wall inflammation,
where many cell types and molecular effectors take part in multiple coupled feedback loops deter-
mining vascular cell phenotype and arterial wall structural condition [1].
Existing computational models of aneurysm development generally prescribe an initial insult to
the arterial wall, and then allow for Growth and Remodelling (G&R) to drive aneurysm enlarge-
ment [2]. Some models attempt to address the progression of the inflammatory reaction and
EC/SMC dysfunction by including a phenomenological term linking some measure of blood shear-
ing (e.g. Wall Shear Stress (WSS)) to the rate of elastin degradation [3]. However, a biologically–
meaningful description of aneurysm inception and development integrating mechanobiological
processes with regulatory signalling pathways is still lacking.
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Figure 1: Diagram representation of the model proposed, coupling haemodynamic and arterial wall mechanical
stimuli to inflammatory and signalling pathways.
2 MODEL FORMULATION
The model proposed here integrates transduction of mechanical stimuli with biochemical sig-
nalling by vascular cells, c.f. Figure 1. The mechanical state of the arterial wall is determined by
its content in the load–bearing fibres elastin (e) and collagen (c). Fibroblasts (f ) are cells respon-
sible for the production of both collagen, collagenases (ca), the proteolytic enzymes responsible
for its degradation, and Tissue Inhibitors of MMPs (TIMPs, Ica), molecular species which bind to
proteases and permanently suppress their action [4]. The balance between collagen, collagenases
and their inhibitors’ secretion rates determines net collagen turnover and thus arterial mechanical
condition, and it is regulated in response to the cells’ local microenvironment. Biochemically,
the concentration of signalling molecules such as the Transforming Growth Factor(TGF)-β1 (β)
influences Extra–Cellular Matrix (ECM) turnover: high TGF-β1 concentrations promote ECM
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production by stimulating collagen secretion and inhibiting collagenase production.
Mechanical Factors are other key determinants of ECM turnover. If the artery is treated in first ap-
proximation as an idealised 1D composite multilayered cylindrical membrane, the force–balance
equation governing its overall mechanical response is computed by summing the contributions of
each constituent J (elastin, collagen) in each arterial layer L (media, adventitia) [5]:
p =
1
Rλz λ2
∑
L
∑
J
HLmJLσJL(λ) (1)
where p: internal pressure, R: radius of unloaded artery, λz: axial pre-stretch, λ: circumferen-
tial (i.e. azimuthal, hoop) stretch, HL: thickness of layer L and mJL , σJL(λ): concentration
and circumferential Cauchy stress of constituent J in layer L, resp. Using the previous equation
and prescribing specific constitutive relations for elastin and collagen (e.g. derived from hyper-
elastic strain energy functions), the stretch ratios (or equivalently the Green–Lagrange strains,
E = ((λ)2 − 1)/2) of the collagen fibres can be computed for particular (systolic, diastolic)
values of p. The deformation of the arterial wall is assumed to influence fibroblast population
dynamics and their secretion of molecular species (procollagen, zymogenic collagenase and col-
lagenase inhibitors), whose rates are taken to be proportional to the deviation between the current
matrix strain EC and the homeostatic reference strain EChom of fibroblasts and collagen fibres [5].
The precise mechanotransduction mechanism is unknown (? sign in Figure 1), however the model
allows for several coupling modes to be implemented.
When inflammatory processes are present the above network is changed. The proteases produced
by Immune Cells (IC, i) infiltrating the arterial wall have two main actions: non-collagen degrad-
ing proteases (pNCD) degrade elastin and proteolytically activate latent forms of mural molecular
species (latent TGF-β1 (βl), procollagen (cp) and zymogenic collagenase (caz)), while collagen
degrading proteases (pCD) increase collagen degradation rate. Mechanical Factors related to
the haemodynamical environment determine immune cell infiltration and inflammatory response,
modelling the published links between aneurysm inception and oscillatory flows, and aneurysm
growth and low WSS [2]. Computational Fluid Dynamics (CFD) simulations using adequate
boundary conditions and blood rheology would allow for the computation of the WSS distribu-
tion in the idealised cylindrical arterial geometry previously mentioned. If a time–dependent flow
profile (e.g. mimicking peripheral blood flow over cardiac cycle) is prescribed, measures of flow
oscillation such as the Aneurysm Formation Index (AFI) or the Oscillatory Shear Index (OSI)
can be computed and inputted to the signalling pathways model.
The network of pathways in Figure 1 provides a quantitative description by means of a system of
12 coupled ODEs with constant rates, which governs the evolution of 12 system variables (i, f , e,
c, cp, βl, β, caz , ca, pNCD, pCD, Ica) describing the levels of cellular and molecular species.
3 DISCUSSION
In the present study a computational model of arterial wall degeneration and maladaptation inte-
grating vascular mechanobiology and signalling pathways was developed. The biochemical net-
work of interactions between immune and mural cells, growth factors, proteolytic enzymes and
arterial wall structural elements is explicitly modelled, and coupling to fluid and solid–domain
mechanical variables is included. Several simplifications were made to reduce the biological com-
plexity of the problem and allow for mathematical tractability without compromising meaningful-
ness of results: (i) describing all immune cells (macrophages, neutrophils, lymphocytes [1]) and
collagen types (I,III) jointly; (ii) modelling only TGF-β1 isoform, a potent ECM regulator; (iii)
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grouping over 30 MMPs and other proteases [1] into 3 classes, ca, pNCD and pCD, according to
their major actions [1]; (iv) considering spatial homogeneity. Guidance from experimental work
will be crucial to decide on the validity of these assumptions and guide future model refinement.
Integration of this model with mechanical simulation algorithms using idealised radially–symmetric
geometries is straightforward, allowing for the computation of the straining level of arterial colla-
gen fibres (EC) luminal wall shear stress (WSS). Simulation results should prove the ability of
the model to capture two characteristic behaviours: (i) continuous domain enlargement, and (ii)
convergence towards a steady state; such behaviours correspond to the clinical observation that
some aneurysms stabilise while others continuously grow until rupture [3]. The following step
will consist in integrating this network model in Fluid–Solid–Growth (FSG) Framework previ-
ously developed [6], see Figure 2. Structural Analysis (SA) (i) and CFD (ii) simulations are run
to compute the haemodynamic and structural environment experienced by mural cells (iii), which
is then fed to the model presented here to compute an updated estimate of the arterial wall struc-
tural constituents (iv); the resulting concentrations and stretch variables are then used to update
the arterial geometry, on which new SA and CFD simulations run again, iteratively. This frame-
work allows for the usage of realistic patient-specific 3D arterial geometries, where more involved
mechanical quantities (e.g. Areal Cyclic Stretch ACS [3]) can be computed.
(iv) Arterial Wall Pathobiology (ii) CFD 
(iii) Mechanical environment of vascular cells 
EC Diastole: (i) Structural 
Analysis 
WSS AFI 
EC Systole: 
Cardiac cycle 
Immune 
Cells Fibroblasts 
TGF-β 
Proteases 
Collagen 
Elastin 
Figure 2: FSG framework for modelling of vascular pathobiol-
ogy [3, 6]. Simulation of Abdominal Aortic Aneurysm is illus-
trated, but framework is general.
This model is regarded as a component
of the recently proposed “Systems Bi-
ology approach” to vascular pathobiol-
ogy [7]. It integrates processes of dif-
ferent nature spanning a range of spatio–
temporal scales, and addresses the iden-
tified need to incorporate a more detailed
description of the mechanobiology under-
laying aneurysm development [8] by di-
rectly linking mechanical factors to in-
flammatory and signalling pathways re-
sulting in arterial wall degradation. Both
theoretical vascular biology research and
clinical patient management are envis-
aged to benefit from multi–scale models
such as the one proposed here.
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SUMMARY
We propose a framework for volumetric growth of a fibre reinforced composite, suitable for mod-
elling the evolution of an Abdominal Aortic Aneurysm (AAA). We investigate two underlying
assumptions on how material is deposited/degraded, namely through Constant Individual Density
(CID) or Constant Individual Volume (CIV) and we determine the effect these assumptions have
in a AAA evolution simulation. We show that the framework is suitable to model AAA evolution,
including volumetric growth, and conclude that it may be advantageous to assume CIV for elastin
and CID for collagen.
Key Words: fiber-reinforced composite material, volumetric growth, aneurysm.
1 INTRODUCTION
In this presentation we show the implementation of a thick-walled growth and remodelling (G&R)
framework for fibre reinforced composite materials such as arteries in a finite element (FE) setting.
We show the framework by modelling the evolution of an abdominal aortic aneurysm (AAA). The
AAA develops as a fusiform dilation of the abdominal aorta and is associated with an increased
risk for rupture. The healthy abdominal artery is a thick-walled composite that is composed of
mainly elastin and collagen. Elastin fibres are randomly distributed and is the main contributor
to load bearing at lower physiological loads. The collagen fibres, however, are aligned forming
fibre families that are arranged in a helical pathway. In an unloaded state, collagen fibres are
wavy but straighten and contribute to load bearing at higher physiological loads [1]. Collagen
fibres are also in a continuous state of deposition and degradation with a half-life of 3-90 days and
they respond to changes in the physiological conditions in which they live. The development of a
AAA is associated with a significant loss of elastin and a weakening of the arterial wall together
with the remodelling of collagen fibres. Watton et al. [2], developed a model for AAA evolution
by prescribing the degradation of elastin, assuming elastin atrophy to be responsible for driving
G&R of AAA. In this communication, we extend this model, which treated the arterial wall as
a membrane, to a thick-walled formulation. We incorporate non-volume changing (isochoric)
measures that occurs at a short time scale, i.e. seconds, as well as volume changing measures that
occurs over longer time scales, i.e. months or years.
123
2 MATERIAL AND METHODS
Following the work by Schmid et al. [3], who developed a volumetric growth formulation for an
isotropic cube, we define the normalised mass, density and volume changes mˆ = m(τ)/m(τ0),
ρˆ = ρ(τ)/ρ(τ0) and vˆ = dV (τ)/dV (τ0), respectively, as the difference between its reference
value at time τ0 and its current value at time τ . For a material with ζ = 1, . . . , N constituents,
the partial density, ρζ , and the individual density, %ζ , of constituent ζ are defined as ρζ = mζ/dV
and %ζ = mζ/dVζ , where mζ is the partial mass of constituent ζ, dV is the partial volume of the
material and dVζ is the partial volume of constituent ζ. We assume that when a material either
deposits or degrades a constituent, that constituent follows one of two assumptions; Constant
Individual Density (CID) or Constant Individual Volume (CIV). The meaning of these assumptions
are that either the individual density, %ζ , of the constituent is constant, while the individual volume
of the constituent changes, thus leading to CID, or the individual volume of the constituent, vˆζ ,
stays the same, while the individual density of the constituent changes, thus leading to CIV. The
total normalised volume change due to growht, vˆ(τ), is determined by which assumption CID or
CIV that is used. Naturally, there can be a mix of which assumption, CID or CIV, the constituents
in a material follow. Using a volumetric-isochoric split of the deformation gradient F, originating
from Flory [4], i.e. F = J1/3IF were F = J−1/3F and J = det(F), we define isochoric
invariants suitable for an anisotropic material with 2 fibre families (i = 1, 2) in the direction
a0i, as I¯1 = C : I and I¯4,i = C : A0i, see [1]. Here I is the second order identity tensor,
C = F
T
F = J−2/3C and A0i = a0i ⊗ a0i. We further define an isochoric recruitment stretch
variable as I¯4reci > 1. This variable adapt to changes in the mechanical environment and is used to
adjust the point when collagen fibres start to bear load. This variable is therefore used to determine
the collagen stretch, I¯4ci , by
I¯4ci =
{
1, if I¯4,i < I¯4reci
I¯4,i/I¯4reci else.
(1)
Now we consider an artery with two layers, the media (M) and the adventitia (A), which we denote
γ = {M,A}. An isotropic ground matrix (g) and two collagen fibre families (ci) are present
in both layers. In the media layer elastin fibres, (e), are also present. These have an isotropic
contribution as the elastin fibres are evenly distributed. The strain-energy function for the artery is
Ψ = U(J, vˆ) +
∑
γ=M,A Ψ
γ and we define the strain-energy function for each layer as
Ψ
γ
= H(γ)ρˆeΨe(I¯1) + ρˆ
γ
gΨg(I¯1) +
∑
i=1,2
ρˆγciΨ
γ
ci(I¯4ci), (2)
where we use the Heaviside function to include the elastin constituent in the media, i.e.H(M) = 1
and H(A) = 0. A modified Neo-Hookean model for the isochoric and isotropic strain-energy
function is used for the ground matrix and the elastin, i.e.
Ψg =
µg
2
(I¯1 − 3), and Ψe = µe
2
(I¯1 − 3), (3)
where µg and µe are material parameters related to the shear modulus of an isotropic material. The
collagen fibre family with Lagrangian direction a0i is modelled using
Ψ
γ
ci =
kγ1
2kγ2
{exp[kγ2 (I¯4ci − 1)2]− 1} (4)
where kγ1 and k
γ
2 are material parameters for collagen. The isochoric deformation occur over
a short time scale, t, in seconds. Due to changes in mass over a longer time, τ , in months or
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Figure 1: Response in a pressurised arterial segment over time when degrading elastin. Left:
normalised volume change; Right: normalised inner radius. The values are normalised against the
reference configuration.
years, the tissue does change in volume. We use the normalised volume change, determined by
the mixture of constituents following CID or CIV, to govern the volumetric function, U(J, vˆ),
according to
U(J, vˆ) =
µκ
2
[J(t)− vˆ(τ)]2, (5)
where µκ is a user specified penalty parameter enforcing the volume change as J(t) → vˆ(τ).
We investigate two cases; an arterial segment which we assume consists only of elastin, and an
artery that include two layers corresponding to the media and adventitia, where the media is the
innermost layer. The artery is stretched axially and inflated with a constant pressure in both cases.
In the first case, we assume a homogeneous atrophy of elastin and investigate the radial dilations
when elastin follows the assumptions CID or CIV. In the second case, we prescribe elastin atrophy
in a manner that leads to the evolution of a AAA. The adventitia follows the assumption of CID,
while the media follows the assumption of CIV.
3 RESULTS
Figure 1 shows the volume and inner radius change with only the elastin constituent present in the
artery, when using either CID or CIV. When using CIV, the volume is constant and the inner radius
is increased as expected. Using CID instead, leads to a reduced volume which is to be expected,
but in addition, a reduced inner radius. This phenomenon is similar to what was observed by
Valentı´n et al. [5] and can be explained by force balance equations. It is not likely, however, that
this phenomenon is reasonable for elastin from a physiological perspective. More likely is that
the elastin constituent follows the assumption of CIV, leading to a constant volume, and that the
reduced density of elastin i replaced by proteoglycans, which can be modelled as an increase in
the density of the ground matrix by ρˆg = 2− ρˆe, where ρˆg = 1 in the reference configuration (and
before G&R starts). In the second case, we therefore assume that elastin follows CIV, while the
collagen, which will increase in mass, follows CID and the ground matrix respond to the reduced
elastin content. The resulting normalised mass, density and volume changes are seen in Fig. 2.
We see that the density changes for collagen are much lower than the mass changes. It is also
clear that the largest volume increase occurs at the apex of the aneurysm which is also where the
stretches are highest and where the increases of mˆc and ρˆc are largest.
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Figure 2: Normalised mass, density and volume changes in a AAA at time τ = 10 years using
CID–CIV for the collagen and elastin, respectively.
4 CONCLUSIONS
We show a formulation for volumetric G&R of a fibre composite, suitable for modelling the evo-
lution of a AAA by using and extending the works by [2, 3, 6], among others. We investigate the
framework and modelling assumptions by two examples. The first show that when modelling the
atrophy of elastin, assumptions of CID may lead to unexpected results. It may therefore be advan-
tageous to model the elastin using CIV and instead increase the density of the ground matrix in
response to the loss of elastin mass. The second example, albeit still simple, shows the evolution
of a AAA using a more complex form of the elastin degradation. We show that there are quite
large differences in mass and density changes of collagen and that the framework is suitable to
capture AAA evolution. Even though we have used stylised geometries in these examples, the
framework is general and may advantageously be used on complex patient-specific computational
models as well as in cases beyond vascular G&R.
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SUMMARY 
 Growth and rupture of aneurysms are driven by micro-structural alterations of the 
arterial wall yet precise mechanisms underlying the process remain to be uncovered. In 
the present work we examine a scenario when the aneurysm evolution is dominated by 
turnover of collagen fibers. In the latter case it is natural to hypothesize that rupture of 
individual fibers (or their bonds) causes the overall aneurysm rupture. We examine this 
hypothesis in computer simulations of growing aneurysms in which constitutive 
equations describe both collagen evolution and failure. Failure is enforced in constitutive 
equations by limiting strain energy that can be accumulated in a fiber. Within the 
proposed theoretical framework we find a range of parameters that lead to the aneurysm 
rupture. We conclude in a qualitative agreement with clinical observations that some 
aneurysms will rupture while others will not. Besides, we suggest based on the obtained 
results that aneurysm rupture is triggered by disintegration of the collagen net rather than 
failure of individual fibers. 
 
Key Words:  aneurysm, rupture, modeling, growth. 
 
1  INTRODUCTION 
Aneurysms are abnormal dilatations of vessels in the vascular system, and they 
exist in two major forms: fusiform and saccular. Fusiform aneurysms are found in the 
human abdominal aorta. Saccular aneurysms are found in cerebral blood vessels. Fully 
developed aneurysms have the characteristic geometry of a thin-walled, balloon-like 
structure. Starting with the pioneering work by Watton et al [1] various mathematical 
theories of aneurysm growth and remodeling (G&R) have been developed with emphasis 
on the intracranial (saccular) and abdominal aortic (fusiform) aneurysms [2–4]. Though 
biomechanical features of intracranial and abdominal aortic aneurysms have differences 
[4] the mathematical grounds of the G&R description can be common in both cases. Most 
mentioned theories consider turnover of collagen fibers as the main scenario of the 
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aneurysm evolution. Despite the success in describing growth and remodeling all 
mentioned theories were short of a failure description that should be a natural component 
of the theory. Volokh and Vorp [5] proposed a new paradigm of Growth-Remodeling-
Failure (G&R&F) by enforcing failure in a description of growth and remodeling. A 
failure description was enforced with the help of the energy limiter constant which 
provided a saturation value for the strain energy function [6–7]. The new constant 
controlled material failure and it could be interpreted as an average energy of molecular 
bonds from the microstructural standpoint. Work [5] used a purely phenomenological 
approach and was not guided by micro-structural considerations. Such considerations are 
taken into account in the present work in which we hypothesize that rupture of individual 
fibers (or their bonds) causes the aneurysm overall rupture. 
 
2  METHODS 
 Most models of aneurysm growth and remodeling use fiber-based microstructural 
approaches. Any of these models can be enhanced with a failure description in the way it 
is done in the present paper. We assume that the aneurysm can be modeled as a 
membrane composed of collagen layers with the strain energy of the i
th
 layer prescribed 
in the form 
 


t
dpdpidpidpi dtttftmttgt ),()(),()(  , 
where im  is the rate of the collagen fiber production; if  is the strain energy of the 
deposited fiber; dpt  is the time of the fiber deposition; and the life cycle function ),( dpttg  
is defined by the fiber life time lft  with the help of the Heaviside step functions H  as 
follows )()(),( lfdpdpdp tttHttHttg  . In order to define constitutive laws for the 
rate of the fiber production and the fiber energy we have, first, to define kinematics of a 
fiber.  
 We assume that M  is a unit vector in the initial configuration at time t  
which defines direction of fiber deposition in the ith layer. Then, at time dptt   a new 
fiber is deposited in direction MFM )( dpdp t , where  )( dptF  is the deformation gradient 
mapping the initial configuration at time t  to the configuration at time dptt  . The 
deposited unit fiber dpdp MM /  is further mapped into MFMMFMm )(
11
tdpdpdpdp

 , 
where )()( 1 dpdp tt
 FFF  is the deformation gradient mapping material configuration at 
the time of the fiber deposition dptt   to the current configuration at time t . 
 We prescribe a specific form of the fiber strain energy function in the i
th
 layer that 
enforces a failure description 
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where 

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x
s dtttxs )exp(],[ 1  is the upper incomplete gamma function; i  is the 
energy limiter for fiber in the i
th
 layer; iW  is the strain energy of intact (without failure) 
fiber in the i
th
 layer;   is a fiber stiffness parameter; pre  is a pre-stretch of the deposited 
fiber;   and   are the growth constants. 
 The figure below shows the stress-stretch curve for individual fiber 
( ]Pa[101 7 ) based on the proposed constitutive model. The limit points 
corresponding to various critical stretches designate the onset of fiber failure. 
 
 We applied the described constitutive model to simulations of evolving saccular 
and fusiform aneurysms. The former were modeled as circular axisymmetric membranes 
while the latter as the cylindrical axisymmetric ones. In the absence of reliable patient-
specific data we performed parametric studies by varying the fiber stiffness, critical 
rupture stretch, deposition rate and lifetime. We tracked the singularity of the Hessian 
(the global tangent stiffness matrix) of the total potential. The singularity indicated the 
onset of the rupture process (crack formation and propagation), which was not tracked, 
however. We found a range of parameters within which aneurysms stay intact or rupture. 
 
3  CONCLUSIONS 
 We found that some aneurysms rupture while others do not. It is interesting that 
according to the considered model rupture occurs very quickly if it occurs at all. On the 
contrary, clinical observations show that aneurysms can live long before rupture. This 
discrepancy between theory and observations is a consequence of the assumption of 
constant energy limiters used in simulations. Indeed, the accumulated energy of the intact 
(no energy limiters) material reaches its peak very quickly and it gradually declines with 
the aneurysm development and stabilization. If the energy limiter is constant then rupture 
is expected when the accumulated energy reaches its peak as happens in simulations. 
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Thus, the energy limiter should gradually alternate with time to allow the aneurysm to 
enlarge without rupture. Collagen fibers deposited during the aneurysm evolution should 
lose their strength with time. The latter conclusion might sound controversial if the 
strength is defined as a property of the fiber itself. It is probably more reasonable to 
interpret the fiber strength as the strength of the inter-fiber bond or, nicer said, a measure 
of the tissue integrity. We mean that tissue loses its strength because collagen fibers 
disintegrate rather than isolated fibers weaken. The collagen turnover is not accompanied 
by proper reproduction of bonds composing fiber nets. Without such bonds mechanical 
response becomes stiffer because collagen dominates the micro-structure. At the same 
time strength weakens because collagen fibers are poorer integrated in a net. The 
described situation is actually in a well qualitative correspondence with the known 
histopathological data which can be found in the works listed in References. 
 In view of the obtained results it will be necessary to modify theoretical models 
by incorporating evolution of the strength in them (cf. [5]). Moreover, the strength should 
be interpreted as a property of bonds rather than collagen fibers themselves. There is no 
doubt that experimental assessment of the micro-structure of the ruptured aneurysm could 
essentially guide the development of the macroscopic mathematical framework. 
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SUMMARY 
We performed a computational parametric study in the ascending aorta of real patients with 
bicuspid aortic valve, highlighting the differences with the tricuspid configuration also in the case 
of a normally functioning valve. 
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1. INTRODUCTION 
Bicuspid aortic valve (BAV), the most common congenital heart disease, is related to an 
increased prevalence of ascending aortic dilatation and aneurysm in normally functioning 
valvular regime when compared to tricuspid aortic valve (TAV). These complications seem to be 
correlated with the abnormal fluid-dynamics experienced in this subjects in the ascending aorta. 
In particular, three peculiar phenomena have been recognized so far from radiological images: 
high wall shear stresses (WSS) in the region of dilatation [1], asymmetry of the sistolic jet 
entering in aorta [2], helical systolic flow in the ascending aorta [3].  
 
 
 
 
2. MAIN BODY 
In this work, we studied the fluid-dynamics of blood in ascending aorta to understand which are 
the differences between  a normally functioning BAV and the classical TAV configurations. To 
do this, we considered the assumption of rigid walls and we solved the incompressible Navier-
Stokes equations in real geometries of patients with BAV considering physiological inlet 
conditions. To do a comparison, we drew on the same geometry the TAV configuration and 
different BAV configurations so to compare different scenarios. The numerical results were 
obtained with the finite element library LIFEV (www.lifev.org).  
In the first set of simulations, we considered no leaflets modeled. Surprisingly, we found that the 
three phenomena described above characterizing BAV configurations were recovered by our 
simulations, highlighting big differences with respect to the TAV case [4,5]. This suggested that 
the particular orifice of BAV configurations is responsible for the abnormal fluid-dynamics in 
ascending aorta. To understand if also the presence of the leaflets contributes in creating such 
phenomena, we included the leaflets in our simulations. In this case we found that the presence of 
high WSS, the asymmetry of the jet and the formation of systolic vortices were emphasized by 
the presence of the leaflets, suggesting that both the shape of the orifice and the leaflets contribute 
in the formation of abnormal fluid-dynamic patterns in BAV (see Figure).  
We also performed several parametric studies, by varying the area of the orifice, its orientation to 
account for the two principal BAV orientations (antero-posterior and latero-lateral), the inlet flow 
rate, the dimension of the aorta.    
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Figure: Fluid-dynamics in a BAV patient without (left) and with (right) leaflets modeled. 
 
 
3. CONCLUSIONS 
In this study, we found that the computational tools are suitable to reproduce the abnormal fluid-
dynamics in the ascending aorta in presence of BAV configurations. The next steps in this work 
will be the inclusion of the fluid-structure interaction problem to model both the interaction 
between blood and the aortic vessel, and the movement of the leaflets. 
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SUMMARY
A finite-element analysis strategy to realistically model transcatheter aortic valve implantation
(TAVI) is proposed and investigated in two different cases. Patient-specific models of the entire
aortic root including calcium deposits are considered. Paravalvular leakage and stresses on the
native aortic root are quantitatively evaluated.
Key Words: TAVI, patient-specific modelling, FEA.
1 INTRODUCTION
Calcific aortic stenosis is a common aortic valve disorder [6], especially in elder patients, inducing
a narrowing of the aortic valve opening. The impact of such a cardiovascular disease is constantly
increasing due to higher life expectancy and population average age [7].
In the last decade, a minimally-invasive therapeutic option, called TAVI, has become a valuable
alternative to open-heart surgery for the treatment of aortic stenosis [3, 4]. It consists in the deliv-
ery and positioning of an aortic valve prosthesis, made of a biological valve sewn into a metallic
frame, over the stenotic native valve.
As for other minimally-invasive procedures, the clinical outcomes are strictly related to patient se-
lection, operator skills, and dedicated pre-procedural planning based on accurate medical imaging
and analysis [5].
Moving from such considerations, the present work proposes an approach to realistically simulate
TAVI, tailored to the clinical practice; in particular, we propose a study, based on the analysis of
pre-operative medical images of two real patients who underwent TAVI, with the final aim of pre-
dicting the post-operative performance of the prosthesis depending on to the specific anatomical
features. The present work represents a step forward with respect to the current state of the art,
addressing novel issues and considering the following innovative aspects: i) the aortic valve model
is complete of both the aortic sinuses and the native valve leaflets, ii) the calcific plaque is also
included within the model on the basis of imaging data, iii) the geometry of the prosthetic stent is
very accurate, being obtained from micro-CT reconstruction.
2 MAIN BODY
Two patients are recruited for the present study, both with severe symptomatic aortic stenosis. In
both cases, the preoperative planning is based on CT examinations performed using a dual-source
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computed tomography scanner. For both patients the Edwards SAPIEN XT size 26 has been
selected by physicians as the optimal device for implantation.
2.1 Modeling of the native aortic valve
The CT data sets are processed using OsiriX software [?]. In particular, the aortic lumen data
can be extracted as STL file and elaborated to obtain a suitable mesh for finite element analysis.
Native leaflets can be then geometrically reconstructed within the obtained aortic root anatomy by
integrating CT information of the attachment lines and ultrasound measurements of the leaflet free
margins. Finally, calcifications extracted from CT data are considered and included in the model
(see Figure 1).
Figure 1: Rendering of the STL file vs aortic model created for simulations: a) the real aortic
root lumen (red) and calcifications (yellow) are overlapped to the aortic wall model (grey); b)
the closed native leaflets (blue mesh) of our model are perfectly matching with real calcifications
obtained by processing CT images; c) top and bottom views are shown.
The aortic wall model of Patient 1 is meshed using 265976 tetrahedral elements for the healthy
region and 2936 for the calcific part while the leaflets are discretized using 3212 shell elements
with reduced integration for the healthy tissue and 427 for the calcific region.
The aortic wall model of Patient 2 is completely calcium-free because all the calcifications are lo-
calized in the leaflets. The model is meshed using 135558 tetrahedral elements; the healthy tissue
of the leaflets is discretized using 3258 shell elements with reduced integration (S4R) while for the
calcific plaque 342 elements are used. For the sake of simplicity, all material models are assumed
to be isotropic and homogenous [8, 1, 2].
2.2 Modeling of the Edwards SAPIEN prosthesis
As previously stated, both patients were treated with an Edwards Lifesciences SAPIEN XT size
26. A faithful geometrical model of this device is based on a high-resolution micro-CT scan of
a real device sample, extracted during a failed surgical procedure. The obtained stent model is
meshed using 84435 solid elements with reduced integration. A Von Mises plasticity model with
an isotropic hardening is adopted for the stent material [1].
2.3 Finite element simulations
The simulation strategy we propose consists in the following two main steps:
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a. stent crimping and deployment: in this step, the prosthesis stent model is crimped to achieve
the catheter diameter which, for a transapical approach, is usually 24 French (8 mm); then,
the prosthetic stent is expanded within the patient-specific aortic root to reproduce the im-
plantation due to balloon expansion;
b. valve mapping and closure: the prosthetic leaflets are mapped onto the implanted stent and
a physiological pressure of 0.01 MPa is applied to virtually recreate the diastolic behavior
of the SAPIEN device, as already discussed in [1].
All the analyses are performed using Abaqus/Explicit v6.10 (Simulia, Dassa´ult Systems, Provi-
dence, RI, USA). In Figure 2 the main procedural steps of TAVI simulation are shown.
Figure 2: Procedural steps of TAVI reproduced through a simulation strategy: a) the crimped stent
is properly placed inside the aortic root model; b) the stent is expanded within the patient-specific
aortic root; c) prosthetic leaflet closure is reproduced to evaluate postoperative performance.
3 Results
The simulation of stent crimping and deployment allows the computation of the aortic root con-
figuration change induced by prosthesis apposition and the associated stress distribution; through
the second stage of simulation (i.e., valve mapping and closure), we may evaluate the competence
of the prosthesis leaflets. In this manner, we have a computer-based tool able to quantitatively
provide clinically relevant patient-specific information of the TAVI performance. In particular, we
can evaluate: i) diameter variation of the aortic virtual ring; ii) distribution of aortic wall stress
during the prosthesis deployment; iii) risk of paravalvular leakage (see Figure 3); iv) coaptation of
the prosthetic leaflets.
4 CONCLUSIONS
We believe that, with the present study, a step forward in the direction of creating a computational
tool able to support TAVI preoperative planning has been addressed. Patient-specific finite element
analyses including native leaflets and calcifications and considering realistic prosthetic models
may give useful clinical information to guide the surgeon towards an optimal operation choice.
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Figure 3: Evaluation of the degree of apposition between the prosthesis stent and the patient-
specific root anatomy: a contour plot of the distance [mm] between the aortic wall and the pros-
thetic stent is represented.
ACKNOWLEDGEMENT
This work is partially funded by Cariplo Foundation through the Project no. 2009.2822 and par-
tially by the European Research Council through the Project no. 259229 entitled ‘ISOBIO: Iso-
geometric Methods for Biomechanics’. The authors would acknowledge Dr. M. Aiello of IRCCS
Policlinico San Matteo, Pavia, Italy, for for his support on medical aspects related to the present
work, Dr. A. Valentini of IRCCS Policlinico San Matteo, Pavia, Italy, for support to the imag-
ing aspects of the present work, and Eng. Anna Paola Parrilli, Istituto Ortopedico Rizzoli (IOR),
Bologna, Italy, for providing the prosthetic stent reconstruction.
References
[1] F. Auricchio, M. Conti, S. Morganti, and A. Reali. Simulation of transcatheter aortic valve implantation: a patient-specific finite
element approach. Computer Methods in Biomechanics and Biomedical Engineering, page accepted for Publication, 2012.
[2] C. Capelli, M. Bosi, E. Cerri, J. Nordmeyer, T. Odenwald, P. Bonhoeffer, F Migliavacca, and S. Taylor, A.M.and Schievano.
Patient-specific simulations of transcatheter aortic valve stent implantation. Medical and Biological Engineering and Computing,
368:183–192, 2012.
[3] A. Cribier, H. Eltchaninoff, A. Bash, N. Borenstein, C. Tron, F. Bauer, G. Derumeaux, F. Anselme, F. Laborde, and M.B. Leon.
Percutaneous transcatheter implantation of an aortic valve prosthesis for calcific aortic stenosis: First human case description.
Circulation, 106:3006–3008, 2002.
[4] E. Grube, J.C. Laborde, U. Gerckens, T. Felderhoff, B. Sauren, L. Buellesfeld, R. Mueller, M. Menichelli, T. Schmidt, B. Zick-
mann, S. Iversen, and G.W. Stone. Percutaneous implantation of the corevalve self-expanding valve prosthesis in high-risk
patients with aortic valve disease: The siegburg first-in-man study. Circulation, 114:1616–1624, 2006.
[5] R. Gurvitch, E.L. Tay, N. Wijesinghe, J. Ye, F. Nietlispach, D.A. Wood, S. Lichtenstein, A. Cheung, and J.G. Webb. Transcatheter
aortic valve implantation: Lessons from the learning curve of the first 270 high-risk patients. Catheterization and Cardiovascular
Interventions, 78:977–984, 2011.
[6] William C. Roberts and Jong M. Ko. Frequency by decades of unicuspid, bicuspid, and tricuspid aortic valves in adults having
isolated aortic valve replacement for aortic stenosis, with or without associated aortic regurgitation. Circulation, 111(7):920–925,
2005.
[7] Vronique L. Roger, Alan S. Go, Donald M. Lloyd-Jones, Robert J. Adams, and Jarett D. et al. Berry. Heart disease and stroke
statistics2011 update. Circulation, 123(4):e18–e209, 2011.
[8] F.L. Xiong, W.A. Goetz, C.K. Chong, Y.L. Chua, S. Pfeifer, E. Wintermantel, and J.H. Yeo. Finite element investigation of
stentless pericardial aortic valves: Relevance of leaflet geometry. Annals of Biomedical Engineering, 38:1908–1918, 2010.
[9] P.A. Yushkevich, J. Piven, H.C. Hazlett, R.G. Smith, S. Ho, J.C. Gee, and G. Gerig. User-guided 3D active contour segmentation
of anatomical structures: Significantly improved efficiency and reliability. Neuroimage, 31(3):1116:1128, 2006.
140
3rd International Conference on Computational and Mathematical Biomedical Engineering - CMBE2013
16-18 December 2013, Hong-Kong
P. Nithiarasu and R. Lo¨hner (Eds.)
Patient specific application of a structural beam model for
biomechanical analysis of transcatheter aortic valve implantation
Michael Gessat?, Raoul Hopf??, Christoph Russ???, Simon H. Su¨ndermann????,
Edoardo Mazza?? and Volkmar Falk??
?University of Zurich, Hybrid Laboratory for Cardiovascular Technologies, Ra¨mistrasse 100, 8091
Zu¨rich, Switzerland, michael.gessat@usz.ch
??Swiss Federal Institute of Technology (ETH) Zurich, Institute of Mechanical Systems,
Tannenstrasse 3, 8092 Zurich, Switzerland, hopf/mazza@imes.mavt.ethz.ch
???Swiss Federal Institute of Technology (ETH) Zurich, Computer Vision Laboratory,
Sternwartstrasse 14, 8092 Zu¨rich, Switzerland, russc@ethz.ch
????UniversityHospital Zurich, Division of Cardiovascular Surgery, Ra¨mistrasse 100, 8091 Zu¨rich,
Switzerland, simon.suendermann@usz.ch; volkmar.falk@usz.ch
SUMMARY
A beam model of a nitinol stent and a shell model of the aortic root anatomy are proposed as a
means for accurate, numerically stable, and computationally efficient simulation of transcatheter
aortic valve implantation (TAVI). Experimental validation of the stent model and image-based
validation of the virtual stent implantation are presented. In a clinical setting, the model can be used
to predict stent shape and force distribution after TAVI, which allows for estimating transvalvular
flow conditions and paravalvular leakage.
Key Words: structural mechanics, stent, aortic valve, beam model.
1 INTRODUCTION
In Transcatheter Aortic Valve Implantation (TAVI), the selection of the optimal approach and
prosthesis type as well as the determination of an optimal landing zone for the device have been
identified to be crucial in order assure good treatment outcome [1].
The current gold standard in treatment planning for TAVI is geometric assessment of the aortic
root and the vasculature along the route of access in terms of diameters, distances and grade
of calcification in preoperative CT images [2]. With our work, we aim at laying the scientific
foundation for the next generation of TAVI planning procedures, where biomechanical analysis is
included into the workflow, allowing for prediction and, through that, optimization of treatment
outcomes.
In the presented work, we focus on analysing the relationship between the radial force after
implantation of a stented aortic valve through a transcatheter approach and the two most frequent
complications after TAVI: aortic insufficiency (AI) through paravalvular leaks and pacemaker
requirement due to impairment of the atrioventricular (AV) node or the left bundle branch (LBB).
We propose a computationally very efficient and stable model of the aortic root based on two-
dimensional shell elements of the Medtronic CoreValve prosthesis based on one-dimensional beam
elements.
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2 MAIN BODY
Stent Modelling
Most work found on stent modelling uses solid elements, such a tetrahedrons or hexahedrons, for
constructing the stent. In 2006, Hall and Kasper [3] investigated the numerical stability, the accuracy,
and the computational complexity of different modelling techniques for stents and concluded that
linear beam-elements are the optimal choice for such tasks. Following their recommendation,
we chose the linear Timoshenko Beam element (B31 in Abaqus) for building a model of the
self-expanding Medtronic CoreValve stent.
The geometry (see Fig. 1, left) of the model was derived from microCT images. The whole stent
consists of 30 strings, which are running in s-curves from the proximal to the distal end of the stent.
Cubic Hermite Bezier spline curves were used to describe the centrelines of these strings. For each
of the struts connecting the 165 intersection points of the stent, a third-order Bezier spline was
defined in a manner that ensures c2-continuity over the whole stent.
Since our focus lies not on accurately depicting the whole process of stent crimping and release,
we chose a linear-elastic material model (E = 60GPa, = 0.33), which is valid to describe the
low-strain regime in which the stent will find itself at the end of the deployment process. This
selection further added to the stability and further reduced the computational complexity compared
to the standard approach to modelling Nitinol stents with a complex, non-linear material model.
Aortic Root Modelling
Preoperative contrast enhanced computer tomography (CTA) images of the patients chest acquired
at diastole were the basis for defining a patient-specific morphologic model of the aortic root and
left ventricle. The main reason for this choice was the fact, that these images are routinely acquired
for TAVI patients, giving us access to patient data without the need to change the clinical workflow.
The HeartNavigator software (Philips Healthcare, Best, The Netherlands) was used to extract
surface models of the ascending aorta, aortic valve, and left ventricle from the CTA images. In
addition, a self-made programme was employed for extracting surface models of the calcifications
at the aortic valve, since this was not offered by the HeartNavigator version we had access to. The
triangular surfaces exported from both tools are optimized for rendering purposes and therefore do
not satisfy any of the usual mesh requirements for finite element analysis.
To overcome these issues, NURBS surfaces were used to define a parametric shell model of the
aortic root, aortic valve, and left ventricle, ensuring a high degree of regularity in the mesh with
Figure 1: Left: Model of the Medtronic CoreValve stent. The red balls indicate the 165 intersection
points, the blue curve represents of the 30 strings. Right: patient-specific multi-material shell
model of the aortic root and left ventricle.
142
respect to aspect ratio of each element, compatibility of neighbouring structures, and overall mesh
resolution. The parameters of this generic model can be tuned to adapt the mesh derived from it
to the geometry defined by the surface models segmented from the CTA images for each patient.
Non-linear material models were assigned to the different regions of this model according to the
literature [4].
Simulation
For virtual deployment of the stent model in the anatomical model, the explicit solver of Abaqus
was used. To handle a large variety of general impact cases within the simulation, a penalty contact
method was used in combination with the augmented Lagrange method for improved accuracy. The
stent is virtually crimped and positioned inside the aortic root model. A very rigid cylinder shell
model is used to simulate the sheath, which holds the stent in the crimped state before deployment.
The sheath is retracted to simulate the slow release of the stent (see Fig. 2).
Validation Methodology
To verify our modelling approach of the stent, a solid-model consisting of first order hexahedral
elements with a reduced integration scheme (C3D8R in Abaqus) was created. Convergence analysis
was employed to find the required resolution of such a model.
Two-point tensile tests were employed for experimental validation of the stent model. For each
test, a pair of intersection points of the stent was selected. The stent was clamped at these points
and a standard tensile test was performed. The same experiment was set up in Abaqus and the
characteristic curves measured in vitro and simulated in silico were compared.
For validation of the virtual stent deployment, postoperative CT-images were acquired from six
patients. The actual shape of the deployed stents were extracted from these images (see [5] for
details) and compared to the geometry of the virtually implanted stent models. An error metric
was defined based on the local circumference: In both models, the circumference of the stent was
computed at different levels along the stents centre lines.
Validation Results
At a level of 300k hexahedral elements, the solid model showed convergence, no relevant differences
were found compared to a 600 model when running several standard loading cases. A beam-model
with 7, 560 beam elemts was as accurate as the 300k solid model. The computation time for the
solid model exceeded for the beam model by one to two orders of magnitude. The experimental
validation of both, the solid and the beam model showed a good agreement between the simulated
Figure 2: Virtual CoreValve stent deployment in patient-specific multi-material antomcial model.
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and the measured characteristic curves for deflections up to 1.5 mm (see Fig. 3). The mean
circumferential error of the simulation was between 2.9 % and 6.3 %, the latter being the case in a
patient with severe aortic calcifications which were at the point not considered by the simulation.
3 CONCLUSIONS
Timoshenko Beam elements are a very efficient and numerically stable means of modelling the
behaviour of the CoreValve. The model outperforms a classical solid-modelling approach in terms
of computational complexity without losing accuracy. A biomechanical shell-element model of
the aortic root can be generated fully automatically based on CTA images. In order to improve the
accuracy of the presented simulation approach, the impact of calcium need to be considered in the
simulation.
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Clinically relevant
Figure 3: Validation of the stent model in tensile test. Up to a deflection of 1.5mm, the experiment
matches well with the simulation.
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1  INTRODUCTION 
 
Image-based computational modeling provides a novel means to pre-operatively evaluate 
blood flow characteristics and tailor the surgery to the patient-specific anatomy. This 
framework has been applied to the total cavopulmonary connection (TCPC) design in 
single ventricle patients
1
. We have aimed to provide the clinical team with a series of 
options that seek to optimize the naturally adverse hemodynamics in the connection. 
Additionally, the paradigm is now being extended to other congenital heart diseases such 
as double outlet right ventricle (DORV). 
 
2   METHODS 
 
Cardiac magnetic resonance (CMR) images are segmented to create patient-specific 
vascular models (i.e., bi-directional Glenn or existing TCPC connections, and ventricular 
volumes)
2, 3
 and reconstruct flow information
4
, if available. Then, a specially designed 
virtual surgery environment is used to mimic the procedure of interest: baffle placement 
in Fontan patients
5
, and patch location for biventricular repair in DORV. Blood flow 
simulations using computational fluid dynamics
6
 are performed to characterize 
hemodynamic metrics (i.e., power loss and hepatic flow distribution) to compare 
theoretical connection performances and provide input to surgical decision-making. 
Geometrical measurements such as volume computations are also acquired to assess the 
of Pediatrics, Emory University school of Medicine and Children's Healthcare of Atlanta
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 quality of the option proposed in DORV patients. A schematic of the image-based 
surgery planning approach is outlined in Figure 1. 
 
3  RESULTS 
 
Computer-based surgical planning has been prospectively used for 30 Fontan patients, 
including 8 with a ‘failed’ existing connection. The primary? indication for most cases was 
pulmonary arteriovenous malformations, which are believed to form in the absence of 
hepatic factor in the blood reaching pulmonary arterial segments. Thus, the modeling 
objective was to optimally distribute hepatic blood flow to the lungs. Short-term follow-
up has shown favorable clinical outcomes and consistency between model predictions 
and operative results.  
For the DORV patients, we have now performed 8 prospective surgical planning cases in 
which we have provided the clinical team an evaluation of the ventricular volumes based 
on the patches designed in the surgical planning environment. 
 
4  CONCLUSIONS 
 
Computer-based surgery planning is an exciting new paradigm for patients with 
congenital heart defects, and has the potential to deliver patient-specific benefit. In 
addition, surgical planning can help in the evaluation of more complex surgical options in 
order to assess the benefits of pursuing it. 
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Figure 1. Schematic of the image-based simulation of patient-specific surgery planning 
for DORV and Fontan patients 
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SUMMARY 
Aortic dissection is an often fatal clinical condition which is challenging to accurately diagnose 
and if untreated, further progression of the dissection is inevitable. The aim of this study was to 
biomechanically investigate a cohort of patient-specific thoracic aortas to determine potential 
factors that may contribute to aortic dissection. Fifty patients were included in the study. Patient-
specific finite element analysis was performed to estimate the in vivo wall stresses. Geometric 
parameters were measured and statistical analysis was used to identify any significant correlations. 
Ascending aortic diameter, arch radius and tortuosity were all significantly related to wall stresses. 
Arch type, gender and smoking status had no significance influence on wall stresses. Maximum 
wall stress was located in the ascending aorta or the aortic arch in the majority of cases (>90%), 
which coincides with the locations of clinical intimal entry tears in acute Type A dissection. 
Geometry influences wall stress and regions of elevated wall stresses appear to coincide with the 
location of acute Type A aortic dissection intimal entry tears. Computational modeling and three 
dimensional geometric analyses may potentially improve the diagnosis of aortic dissection. 
However, this work needs to be extended to include a group of known aortic dissection cases to 
verify any clinically-relevant parameters. 
Key Words:  aortic dissection, wall stress, geometry. 
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1. INTRODUCTION 
Aortic dissection is characterized by the separation of the layers of the aorta, usually the intima-
media layers, causing blood to flow within. The flow of blood into this false lumen causes further 
propagation and dissection of the layers, resulting in a lethal condition. Aortic dissection is 
currently the most common cause of aortic emergency requiring surgical repair [1]. Incidence rate 
is approximately 2.9 - 3.5 per 100,000 person-years; however, reports suggest that this may be 
increasing, most likely due to improvements in medical imaging and an aging population. The 
condition has a very high mortality rate, with one study reporting that 68% of cases died within 
48 hours of hospital admission. This high rate is partly attributed to the failure to accurately 
recognize aortic dissection. Nevertheless, even when properly diagnosed and treated, the in-
hospital mortality is still 25%. Additionally, autopsy reports suggest thoracic aortic dissection and 
rupture accounts for twice the number of deaths per year as abdominal aortic aneurysm (AAA) 
rupture, even though AAA incidence rates are much higher. Over recent years, biomechanical 
modeling has been employed to better understand the role of in vivo stresses acting on the 
thoracic aortic wall. The aim of this present study is to examine the wall stress and geometry of 
the thoracic aorta, in a cohort of elderly patients, with the aim of identifying geometric 
parameters that correlate with wall stress, and thus, which may encourage acute aortic dissection. 
2. METHODS 
Study Group 
Patients were selected from a recent clinical trial (NCT01358513) [2], whereby all cases were > 
50 years with no known aortic dissection. Patients had varying levels of aortic valve disease 
which was not accounted for in this study. Ethical approval was granted by the local research 
ethics committee and all computed tomography (CT) was performed as part of Dweck et al. [2]. 
All patients underwent full clinical assessment at baseline which included recording of their 
blood pressure and routine clinical parameters at the time of imaging. 
3D Reconstruction, Mesh and Stress Analysis 
CT datasets were imported into Mimics v15 (Materialise, Belgium). Segmentation of the aorta 
began at the sinotubular junction (STJ) and ended at the diaphragm level of the descending 
thoracic aorta. The surface of each model was then conservatively smoothed. Each 3D model was 
then imported into 3-matic v6 (Materialise, Belgium) and as the exact wall thickness cannot be 
determined from conventional CT, a uniformly thick aortic wall (2.32 mm) was created. 
The models were then discretized into 3D 10-node tetrahedral solid stress finite elements and 
exported for analyses with the non-linear large deformation solver in ABAQUS/Standard 
(Dassault Systemes, USA). Each model was simulated using three mesh densities, with each 
mesh size approximately doubling in number. Models were deemed independent of mesh size 
when the change in the 99th-percentile of peak von Mises wall stress was < 2%. The aortic wall 
was modeled as a hyperelastic isotropic material using data determined from non-aneurysmal 
thoracic aortas. Each model was rigidly constrained at the aortic root and the distal region of the 
descending aorta to simulate tethering to the heart and the abdominal aorta. We also examined the 
role of aortic root motion. For each analysis, the 99th-percentile of von Mises, circumferential 
and longitudinal stress was calculated, and the location of each maximum stress recorded. 
Location of peak stresses were compared to the clinical locations of intimal tearing in Type A 
aortic dissection [3]. 
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Geometry Measurements 
3D models were used to determine several geometric measurements within Mimics. Firstly, the 
centerline of the each model was created and the total tortuosity measured. The centerline was 
then divided into two sections using the apex of the aortic arch, with tortuosity of the ascending 
and descending aorta determined. The arch angle was measured from the right lateral view along 
the inner surface of the arch. The radius of the arch was measured by inscribing a circle to the 
inner curvature of the arch centerline and recording the maximum radius. Finally, the best-fit 
ascending aortic diameter was quantified using the centerline and the outer aortic wall. A 
schematic of these measurements is shown on an example geometry in Figure 1. 
Figure 1: (A) Example 3D reconstruction. (B) Typical measurements for each case. (C) 
Discretized geometry showing typical mesh-independent element size (inserts).  
3. RESULTS 
Patient Characteristics and Geometries 
The mean age of the cohort was 73.8 ± 8.2 (54 - 90) years, with an even gender distribution (male 
= 27, female = 23). Mean blood pressure was 146 ± 18 (109 - 193) mmHg and body mass index 
(BMI) was 26.8 ± 3.7 (19.9 - 40.0). The maximum best-fit ascending aortic diameter was 36.1 ± 
4.8 (28.1 - 56.6) mm. Total centerline tortuosity was 0.53 ± 0.06 (0.43 - 0.67), ascending aortic 
tortuosity was 0.12 ± 0.04 (0.06 - 0.23) and descending aortic tortuosity was 0.15 ± 0.04 (0.07 - 
0.27). The mean arch angle was 113 ± 16° (45 - 151°) and arch radius was 46.8 ± 6.3 (34.9 - 62.3) 
mm. The cohort consisted of 23 Type I and 27 Type II aortic arches.  
Wall Stresses and Locations 
Mesh size was dependent on diameter (p<10e-5) and arch angle (p<10e-6). The mean von Mises 
wall stress was 0.16 ± 0.02 (0.11 - 0.25) MPa, circumferential wall stress was 0.13 ± 0.02 (0.09 - 
0.21) MPa and the longitudinal wall stress was 0.11 ± 0.01 (0.08 - 0.16) MPa. The ascending 
aorta experienced high von Mises, circumferential and longitudinal wall stress, in particular along 
the inner and outer curvatures. The location of maximum stresses for the entire cohort are 
presented in Figure 2 and compared to the location of clinical intimal tears in 17 patients detected 
with 64-slice CT [3]. Peak wall stress was observed in the ascending aorta or aortic arch in the 
majority of cases (94% of von Mises stress; 90% of circumferential stress; 96% of longitudinal 
stress).  
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 Figure 2: Illustration showing locations of maximum von Mises, circumferential and longitudinal 
stresses for the entire cohort, compared to the location of clinical intimal entry tears observed in 
17 patients [3].  
4. CONCLUSIONS 
In this cohort of human thoracic aortas, peak wall stresses were found in the ascending aorta and 
aortic arch, which coincide with regions where the majority (>80%) of intimal entry tears occur in 
acute aortic dissection. The geometry of the aorta, but not necessarily the arch type (i.e. Type I or 
II), was observed to be a significant factor in wall stress. Ascending aorta best-fit diameter was 
the most influential on von Mises (p<10e-7), circumferential (p<10e-7) and longitudinal (p<10e-7) 
wall stresses. It would appear that the diameter of the ascending aorta is a good indicator of 
potential pathologies that may develop as a result of elevated thoracic wall stresses. Arch radius 
also significantly correlated with von Mises (p<10e-6), circumferential (p<10e-5) and longitudinal 
(p<10e-5) wall stresses. It was found that the total tortuosity of the aortic centerline influenced 
both von Mises (p=0.044) and circumferential (p=0.045) wall stresses, whereas the tortuosity of 
the descending aorta correlated with both the von Mises (p=0.011) and longitudinal (p=0.009) 
wall stresses. Best-fit diameter, arch radius and tortuosity can all be quantified from 3D 
reconstructions and may be useful clinical parameters in the risk assessment of aortic dissection, 
and potentially used independent of wall stress analysis. Next, we aim to extend this study to a 
group of pre and post aortic dissection cases to verify any clinically-relevant parameters. Future 
studies building on the data presented here may help establish the role of patient-specific 
modeling as a diagnostic tool in the assessment of aortic dissection. 
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SUMMARY 
 
Cryosurgery appears to be a particularly attractive option for treating solid tumors locked in 
skeletal masses and cavities as it allows the affected part to be removed while preserving the 
natural anatomy of the skeleton. In this work, an experimentally validated nanocryosurgical bone 
model is presented to simulate nano-assisted cryo-freezing in a femur bone. Comparisons made 
with experiments demonstrated good agreement with a maximum discrepancy of 8.6%. We 
evaluated the impact of judiciously introducing nano-particles to the bone tissue before cryo-
freezing. Simulated results with lamb femur bones indicated that the rate of freezing was 
enhanced by injecting nano-particles. Specifically, nano-diamond and nano-magnetite intensified 
cryo-freezing and shorten the duration for the bone-tissue to achieve lethal ablation temperature 
by 79% and 73.4%, respectively.  
 
Key Words:  computational model, nanocryosurgery, bone tissue, nanoparticles. 
 
 
1  INTRODUCTION 
 
In nano-cryosurgery, the introduction of a heterogeneous solution of nano-particle suspension 
into the target tissues can potentially promote thermal tissue conductivity in the tissue. This will 
lead to an enhanced freezing effect and an increased number of cell deaths due to the higher 
likelihood of intracellular ice formation. In addition, the nano-particles in the tissue act as 
preferred nucleation sites for ice formation. Due to the presence of such preferential sites, the 
frequency of such ice nucleation increases. The effective surface energy is lower at these sites, 
thus requiring less energy than homogeneous nucleation to occur under the same conditions.  
 Thus far, there exist little or no work on the development of a nano-cryo freezing model 
specifically dedicated to bone tumor ablation. Furthermore, the developed model has to be 
accurate and highly versatile to study the impact of nano-particles freezing on the efficacy of 
cryo-ablation bone tumors.   
  
 
2 MODEL DEVELOPMENT 
 
The detailed model for this work has been presented in two earlier publications [1,2]. Only the 
gist of the model will be presented here.  
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 The numerical modeling of a cryosurgery problem requires the prediction of the position and 
form of a freezing front propagating in an unfrozen domain, Ω (bone tissue). The computational 
domain is an 80mm diameter region. From a mathematical standpoint, it consists of solving a bio-
heat conduction equation in the domain Ω with a domain demarcated by frozen, mushy, and 
unfrozen phases.  
 Heat transfer by conduction has been assumed to be the only heat transfer mode during 
cryosurgery. This is a reasonable assumption since the cryoprobe operates at an extremely low 
temperature such that the effect of other heat transfer mechanisms may be nullified and 
considered negligible. The fundamental Pennes heat transfer equation has been adopted in the 
formulation of the mathematical model: 
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 In our approach, the mushy zone is treated explicitly as one of the sub-domains of the entire 
computational domain. The mushy region is defined at the temperature region between solidus 
and liquidus region.  
 By applying eq. (1) to the various freezing zones, as shown in Fig. 3, and employing 
Cartesian geometry, the following governing equations may be written: 
 (a) In the frozen region, due to the absence of blood perfusion and metabolic rate, the heat 
balance equation may be expressed as 
    tXTk
t
tXTc sssss ,
, 
 )t(X 
 
    where    (2)  
 
 
(b) In the mushy region, we can write 
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where fs  , the solid fraction during phase change, may be written as: 
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(c) In the unfrozen region, we have 
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(5)  
 
 
 The thermal tissue properties of the tumor are expected to change when the nanoparticles are 
injected to the tumor. Two key properties that need specific attention are the thermal conductivity 
and the specific properties of the tissue when nanoparticles are introduced. [3]. These thermal 
properties are quantified using the classical Hamilton-Crosser thermal conductivity model to 
account for the change in conductivity once nanoparticles are introduced and are presented as 
follows: 
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 With regards to the thermal capacities, taking in account the energy equation for a two-
component biomaterial system (biological part and induced nanoparticle part), Yan and Liu [3] 
presented them to be as follows: 
     pftf c1cc
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where subscripts f and u represent frozen and unfrozen mixture, respectively while subscripts ft 
and ut denote frozen and unfrozen tissue, respectively. Subscript p stands for loaded 
nanoparticles. The respective thermal conductivities are 0.56 W/mK for unfrozen tissue, 2.0 
W/mK for frozen tissue, 7.1 W/mK for nano-magnetite (Fe3O4) and 2000 W/mK for nano-
diamond. And the respective Cp values for unfrozen tissue (Cut) and frozen (Cft) are 3.6X106 
J/m3oC and 2.0X106 J/m3oC, respectively. And Cp values are 3.6X106 J/m3oC for nano-magnetite 
(Fe3O4) and 1.4X106 J/m3oC for nano-diamond. 
 The developed model has been validated with experimental data in the radial direction of the 
ice-ball. The maximum percentage difference between experiments and simulated results from 
the model was obtained to be 8.6% as illustrated in Figure 1b.  
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Figure 1. (a) Schematic sketch of experimental setup; and (b) model validation with experimental 
data obtained for bone tissue during cryo-freezing process.  
 
3 RESULTS AND DISCUSSION  
 
According to Gage and Baust (1998), experiments conducted with diverse animal tissues have set 
the lethal cell destructive temperature to be -40oC and below [4].  
 The effect of incorporating nano-magnetite to the cryo-freezing of bone is shown in Figure 
2. From the experimental results, data have shown that using nano-diamond will allow the tissue 
to reach lethal temperature faster with reduction in freezing time of about 79%. The model was 
re-simulated then computed, this time using nano-magnitite particles and results are shown in 
Figure 2. From the experimental results, the experimental results show that the percentage of time 
saved using nano-magnetite is 73.4% for the tissue to reach the lethal temperature of -40oC.  
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 We can infer that nano-particles markedly promotes freezing during bone cryosurgery. 
Results indicated that nano-diamond achieved the most desirable results in terms allowing tissue 
to achieve lethal temperature earlier. Injecting nano-diamonds and nano-magnetite allowed tissue 
to shorten freezing time by 79% and 73.4%, respectively.  
 Other known advantages of introduction of nanoparticles during cryosugery include better 
localization and control of the ice-ball growth, thus being able to reach small cavities of the bone 
or the edges of irregular tumors and reducing the number of cryoprobes used for large complex 
solid tumors. 
 
-80
-60
-40
-20
0
20
40
60
0 2 4 6 8 10 12 14 16 18 20
Time (mins)
Te
m
pe
ra
tu
re
 (o
C
)
TC3 without nanoparticles(Simulations)
TC4 without nanoparticles (Simulations)
TC2 with Nano-Diamond (Simulations)
TC1 with Nano-Diamond (Simulations)
TC2 with Nano-Magnetite (Simulations)
TC1 with Nano-Magnetite (Simulations)
Bone Tissue with Nano-
Diamond
Bone Tissue with Nano-
Magnetite
 
Figure 2. Simulated and experimental results comparison with and without nanoparticles. 
 
4  CONCLUSIONS 
 
Through an experimentally validated model, computational results have shown that the 
introduction of nano-particles, namely nano-diamond and nano-magnetite, led to acceleration of 
freezing rates. Accordingly, bone tissue is able to achieve the lethal temperature of -40°C much 
earlier. Incorporating nano-diamonds and nano-magnetite led to enhanced tissue thermal 
conductivity, resulting in significant increase in freeze rate with all other variables being held the 
same. Comparatively, nano-diamond had a major influence on the enhancing the thermal 
conductivity of the tissue and thus had a greater impact on promoting bone tissue freezing. 
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SUMMARY
Skin is the outer layer of the body of mammals and is a protective layer against the aggressions of
the environment. Skin is also preserves the body internal temperature and water and is a storage
layer for water and lipids. Skin contains specific mechanical and nervous receptors that sense heat
and cold, touch, pressure, vibration and pain. Any surgical procedure therefore causes a dramatic
reaction in response to the inflicted damage. Thermal damage applied to porcine skin is imaged
and modelled to identify the thermal thresholds of the observed modifications of the epidermal
and dermal ECM tissues by histology and estimate the depth of burns produced by laser devices
during cauterisation.
Key Words: skin, laser, keratinocyte, fibroblast, cauterisation.
1 INTRODUCTION
Skin is composed of the protective epidermis and dermis that are first cut in any emergency surgery.
To prevent excessive bleeding, laser cauterisation of the wound edges burns the skin over a usually
unknown thickness that we propose to identify to assess the healing prognosis.
2 HIERARCHICAL MULTI-SCALE THERMAL MODEL
In the epidermis four strata (corneum, granulosum, spinosum and germinativum), keratinocyte
stem cells germinate to undergo differentiation until cornification into corneocytes attached by
corneo-desmosomes. Beneath, the two strata of the dermis (papillare and reticulare) are com-
posed of collagen-elastin fibrous connective tissues produced by fibroblasts immersed in the hy-
drous ground substance containing proteins and proteoglycans. The reticulare stratum contains
hair follicles, sweat glands, sebaceous glands, apocrine glands, nerves, Parcinian and Meissner
corpuscles, lymphatic vessels and blood vessels. The hypodermis below produced by adipocytes
is attached to the muscles and bones. Besides its mechano-sensing function of touch, pressure,
pain and heat, skin is part of the adaptive immune system and contributes to the body tempera-
ture regulation. The method proposes a Bio-heat hierarchical multi-scale numerical model of the
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porcine skin ran in parallel with laser surgeries.
ρskincskinV
∂T
∂t
= V∇(kskin∇T )+hair/skinAconv(Tsurface−Tair)+V Qvm+AeQselaser+AdQsdlaser
(1)
where ρskin is the skin density. cskin is the specific heat. kskin is the skin conductivity and V
is the sample volume. The skin medium is decomposed into a series of observed constituents
immersed in a collagen fibrous matrix. The values of the densities and the thermal properties of
the constituents and the epidermis and dermis sublayers are calculated by a hierarchical multi-
scale approach. The properties are calculated from the macro-molecular level to the single cell
immersed in its ECM level. The fibrous collagenous ECM of the dermis is distinguished into
loose and dense regions [1,2]. The laser surface heat flux, Qslaser, in the dermis and the epidermis
depend on the heat power and laser wave length that are measured experimentally.
The model is fed by information obtained from samples along the wound edges treated by histo-
logical methods based on the loss of antigenicity.
The results give the thermal conductivities and specific heats of the skin layers at the cell and organ
scales. The model identifies the temperature field, damage depth and temperature thresholds of
different burn damages generated by a series of continuous or pulsed laser devices. The results are
validated by histology as shown in Figure 1.
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Figure 1: Identification of the temperature threshold in the damage areas in Surgery 4BF under
steady-state conditions: (a) histology, (b) temperature field, (c) heat flux
3 CONCLUSIONS
Figures 2 shows the thermal fields in two finite element models that either uses epidermal and
dermal properties from the literature (a) or properties calculated by the previously described hier-
archical approach. In both surgeries the hierarchical model shows a larger temperature span and a
higher temperature region of dimensions resembling the microscopic observations.
The model offers successfully assessment laser thermal damage and promising results for further
thermo-chemical studies of laser treatments.
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Figure 2: Porcine skin sample for Surgery 5: (a) antibody staining observation, temperature fields
(b) when calculated using epidermal and dermal property values from the literature and (c) when
calculated using hierarchical models for the epidermal and dermal tissues.
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SUMMARY
This work was aimed at developing a first approach to produce structural models of the Annulus
Fibrosus, i.e. constitutive models of individual lamellae. Parameters of Holzapfel’s model were
fitted using literature data on the behaviour of tissue components. Used on sample-specific or
simplified geometries, the effect on the whole annulus deformation of the fibre angles, inter-
lamellar behaviour, and incompressibility was analysed to assess their role in the disc mechanics.
Key Words: annulus fibrosus lamellae, anisotropic hyperelasticity, finite element analysis.
1 INTRODUCTION
The annulus fibrosus is the fibrous avascular outer part of the intervertebral disc (IVD). It is
composed of a series of circumferential layers called the lamellae [1]. Each lamella is composed
of collagen fibre bundles embedded into a ground matrix. Secondary structures such as bridges
across the lamellae or surrounding elastin walls are also present. In each lamella, the fibres are
quasi-uniformly oriented in one direction at an angle of 20 to 50 with the transverse plane. This
angle alternates between adjacent lamellae. The inner part of the IVD, surrounded by the annulus,
is a gel-like substance called the nucleus pulposus.
The IVD is a permanently loaded environment. It acts as a joint between two adjacent vertebrae
and gives the spine its flexibility. It is subjected to compressive loads, bending and shear. In
particular, the annulus withstands internal pressure due to the nucleus hydrostatic compressive
stress. As the annulus bulges, the tissue is extended, making tension an important mode of
loading for the annulus fibrosus [1]. A realistic virtual model of the IVD can give insight into the
significance of deformation patterns and is a help for the design of novel treatment approaches.
Marlene Mengoni, Vithanage N. Wijayathunga, Alison C. Jones
Ruth C. Wilcox
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As such the understanding of the mechanical properties of the different constituent tissues and
their role in the IVD mechanics is of greater importance. In the last decade, many constitutive
models of the annulus fibrosus have been proposed, most of these considering an annulus
constituted of two sets of fibres with different orientations and an isotropic elastic matrix [2,3],
with some accounting for the cross-links between adjacent lamellae [4]. To our knowledge no
previous model has accounted for fibres and matrix of individual lamella, the inter-lamellar
behaviour and the cross-bridges. This study took the first step towards such a model. The
approach was focused on the structural aspects and did not account for viscous or damage effects.
2 METHODS
Considering the nonlinear behaviour of the collagen fibres and the structural aspect the model has
to represent, an anisotropic hyperelastic model was chosen for the lamellar behaviour. Such a
model allows consideration of separate energy density functions for the matrix and the fibres,
including their specific orientation. It also allows the consideration of incompressibility for the
lamellae. In particular, Holzapfel’s constitutive model [5], developed mainly for arterial walls,
was used in this work. It assumes a linear shear behaviour of the ground matrix (neo-Hookean
model) and a non-linear exponential behaviour of oriented fibres, that bear load only in tension.
First, 1D analytical stress-strain curves for each component of Holzapfel’s model were fitted
against experimental data for a single lamellae extracted from the literature. Details of mechanical
tests on lamellar samples prepared in such a way that the fibres would not bear loads, and thus
representative of the matrix behaviour, are available in [6]. Data from shear tests were used to
characterise the ground matrix mechanical behaviour. Single lamellar tension tests performed
along the fibre direction [3,7,8] were used to characterise the fibre behaviour.
The constitutive model with the fitted parameters was then used in a sample-specific finite
element (FE) model. The geometry was acquired from a micrograph of a sample cut through the
annulus width in the radial direction [9]. Segmentation and tetrahedral mesh generation were
performed using ScanIP 5.1 (Simpleware Ltd). This FE model was used to assess the relevance of
an anisotropic hyperelastic model versus a neo-Hookean model with equivalent shear stiffness.
Finally, the constitutive model was used in a finite element model of the whole annulus fibrosus
represented as a simplified cylindrical geometry. This model consisted of 12 concentric perfectly
circular lamellae subjected to internal pressure. It was used to analyse the effect of inter-lamellar
behaviour on the annulus bulge as well as the effect of the site-dependency of the fibrous
behaviour, the fibre orientation, and the incompressibility.
All finite element analyses were performed using the implicit finite element software Abaqus
6.12 (Dassault Systèmes) with linear tetrahedral or hexahedral elements.
3 RESULTS
Data available in [6] clearly shows the ground matrix shear behaviour is non-linear. However a
linear model that characterises the shear behaviour of the neo-Hookean model can be fitted
(r2=0.982) up to 30% shear strains (Figure 1, left). The non-linear behaviour of the fibres
depends on the fibre location around the annulus (Figure 1, right - dots). An exponential
behaviour as in Holzapfel’s model can be fitted (Figure 1, right - lines) for each experimental
test (r2 between 0.986 and 0.999) over the whole available stretch range.
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The longitudinal force (radial in terms of the IVD geometry) needed to stretch a radial cut
through the annulus, for two material models (Holzapfel’s model or a neo-Hookean model), is
shown on Figure 2 (right). As the elongation is perpendicular to the fibre stretch, the neo-
Hookean model, being isotropic, necessitates a higher force (20% greater at 20% strain).
Figure 1- Results of a parameter fit: Left: a neo-Hookean model of the ground matrix (exp. data from [6],
linear fit in red); Right: an exponential behaviour of the collagen fibres (exp. data from [7,8]).
Figure 2 – Left: FE model of 20% applied strain to a radial cut - white: lamellae cut along the fibre
direction, red lamellae with sectioned fibres, green: cross-bridges; Right: Force vs. strain for a neo-
Hookean model (in orange) and a Holzapfel one (in blue).
Figure 3 – Results from an FE model of cylindrical annulus under pressure - Left: Change in bulge vs.
internal pressure as a function of the fibre angle. Right: Change in bulge vs. internal pressure as a function
of the inter-lamellar interaction model.
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Finally, the bulge of a cylindrical annulus under pressure is presented in Figure 3. It shows a
dependence on the assumed fibre angle (adjacent lamellae have supplementary angles from the
transverse plane). It also shows a strong dependence on the assumed inter-lamellar behaviour.
4 DISCUSION/CONCLUSIONS
This work, focussing on a structural model of the annulus fibrosus, showed that the use of
Holzapfel’s constitutive model with one fibre orientation to represent each lamellae shows
promising results. The exponential model of the fibre mechanics is adequate on the whole tested
range available in the literature. The linear model of the matrix gives relevant results up to 30%
shear strains. This is a limitation at very large strain but not essentially for clinically relevant
deformations. A radial stretching model of an actual sample showed that using an anisotropic law
rather than a neo-Hookean law is worth the extra-computational cost. When used on a cylindrical
representation of the annulus, the model shows not only a sensitivity to the fibre angle but also to
the assumed inter-lamellar behaviour. Future work will propose experimental tests to further
validate the model of the lamellar components, including the incompressibility and the possible
pre-stress. The use of a validated lamellar constitutive model in conjunction with whole annulus
experimental data could give insight to the inter-lamellar behaviour.
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SUMMARY 
A methodology is presented for generating high resolution finite element models of trabecular 
bone with both homogeneous and greyscale-based material properties. Also presented are their 
effects on the apparent mechanical response at varying threshold values. The results indicate that 
greyscale-based models are less sensitive to variations in threshold value than homogenous based 
models. This work also presents initial results for non-linear models and the effects of different 
material property definitions on the distribution of local yield in the trabecular structure. 
Key Words:  Finite element modeling, trabecular bone, non-linear, heterogeneity. 
1. INTRODUCTION 
High resolution models of subsections of trabecular bone have been used to explore the 
mechanisms of failure at the micro-mechanical level [1]. These models are often created from 
micro-Computed Tomography (µCT) images of real bone samples so that anisotropic 
morphology of the trabecular bone is represented in the model and so that they can be validated 
experimentally. However it is often assumed that the material properties are homogenous and 
constant throughout specimens.  
While the effects of the variations in the trabecular structure on the apparent mechanical 
properties are well explored [1], the intra-specimen variations of tissue material properties have 
been somewhat neglected. Nano-indentation tests on ovine trabecular bone show that the tissue 
modulus varies from 8.2 GPa in the centre of a trabecular strut to 4 GPa at the surface [2]. It has 
also been shown that both the apparent mechanical properties and local stresses and strains vary 
significantly with tissue modulus distribution [3]. Using greyscale-based material properties, local 
property variations can be represented in the model and highlight areas of weakness in the 
trabecular bone due to the material properties as opposed to just the trabecular bone morphology.  
Any image-based model has a volume and topology dependent on the image segmentation 
process.  In the case of µCT-based trabecular model, a lower threshold value will result in a larger 
segmented volume and increased connectivity. The correct choice of threshold value is not easily 
determined and this aspect of the model development remains a challenge.  
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This study shows how using greyscale-based material properties can mitigate segmentation errors 
by making the elements involved in the resulting volume change less critical to the load bearing 
behavior of the sample. This development is a step towards a robust process for developing finite 
element models from µCT data, which is an essential prerequisite for advances in non-linear 
finite failure modeling. 
2. METHODS 
Five 8 mm trabecular bone cores were taken from the centre of the vertebral bodies of a 3 year 
old ovine vertebra. The samples were cut to a length of 12mm and the marrow was broken down 
in an ultrasonication bath of monosodium citrate solution and removed using a water pick. Each 
sample was scanned in a µCT Scanner (µCT100, ScanCo Medical AG, Switzerland) at a 
resolution of 22 µm. The µCT images were imported into ScanIP V6.0 (Simpleware Ltd., United 
Kingdom) and segmented by selecting all voxels with greyscale values over a single threshold 
before being flood filled to remove unconnected parts from the mask. The mask was then 
converted into a tetrahedral volume mesh with minimum target element edge length of 25 µm and 
a maximum target of 50 µm which equate to ¼ of the approximate lower and upper boundaries of 
trabecular thickness 100-200 µm [4]. Additional models with varying bone volume/total volume 
(BV/TV) were created using different threshold values, as shown in Table 1. 
Table 1 - Table showing the variation of sample data with different threshold values. 
Threshold Value BV/TV Mean Greyscale (   ) Standard Deviation (   ) 
27 0.353 +/- 0.015 56.88 +/- 0.75 18.00 +/- 0.41 
29 0.340 +/- 0.014 58.06 +/- 0.73 17.38 +/- 0.40 
31 0.327 +/- 0.013 59.14 +/- 0.75 16.74 +/- 0.44 
33 0.315 +/- 0.013 60.20 +/- 0.71 16.14 +/- 0.44 
35 0.303 +/- 0.012 61.26 +/- 0.71 15.56 +/- 0.41 
For the homogeneous tissue properties an initial value of 5 GPa was taken as it is within the range 
of values for ovine trabecular bone [3]. The greyscale conversion factor       is then calculated 
from the homogeneous tissue modulus      and used to determine the tissue modulus per-
element. 
               
  
Where     is the greyscale conversion factor,    [0,255] is the greyscale value of the element 
and   is a power factor to allow for exponential scaling. A higher exponent will widen the range 
in Young’s Modulus between upper and lower limits of greyscale values. The greyscale 
conversion factor is calculated from the homogeneous material properties using the equation: 
    
  
                           
 
Where     and     are the mean and standard deviation of the greyscale value of the bone tissue. 
This equation scales the greyscale conversion factor with respect to   so that the average modulus 
throughout all elements in the model is constant for all values of .   
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For non-linear models, the yield strength was set to 2.5% of the Young’s modulus. All models 
were run in Abaqus/Standard 6.11-1(Dassault Systèmes S.A., France). For the non-linear models, 
NLGEOM was enabled accounting for geometric non-linearities caused by large deformations. 
Figure 1 shows a cross section of a typical sample with homogeneous (i) and greyscale-based (ii) 
material properties. It can be seen that the thick sections in model contain significantly more 
detail when greyscale-based material properties are used. Additionally, it can be seen that the 
centre of the trabecular struts are a higher tissue modulus than the edges. 
 
Figure 1 – Masks representing bone selected during the threshold operation. The colour map 
represents Young’s Modulus. (i) homogeneous material properties and (ii) greyscale-based 
material properties [γ=1.0]. 
2. RESULTS & DISCUSSION 
Figure 2 shows the variation of apparent modulus of a sample with bone volume/total volume 
(BV/TV) for 3 different tissue property definitions. These results show that the variation of  
apparent modulus with BV/TV is non-linear, with thinner structures showing larger apparent 
stiffness changes with added material than those that are already relatively thick. However, using 
greyscale-based material properties reduces this variation by ~40% for linear distribution and >50% 
for exponential distribution (γ=1.5). This reduction is due to the edges of the trabeculae having a 
lower greyscale value, and therefore Young’s Modulus, so they contribute less to the load 
carrying of the structure. 
 
Figure 2 - Graph showing how variation of Apparent Modulus with BV/TV for a single sample 
using homogeneous and greyscale-based material properties. 
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Figure 3 shows the failed elements of a typical sample under 2 mm compression. The three 
different material property definitions show differences in percentage of yielded elements under 
the same loading conditions. The failed elements occur in more regions throughout the models 
with greyscale-based material properties than in the models with homogeneous material 
properties, this is likely due to areas of low material density deforming more than they would 
under homogenous material properties. 
   
Figure 3- Finite element model of a typical sample under 2mm displacement for a) homogeneous material 
properties and b) greyscale-based material properties. Percentage yielded elements at 2mm displacement: 
H = 3.71%, GS1 = 4.53% and GS1.5 = 5.16%. 
3. CONCLUSIONS 
A robust methodology for the development of micro-mechanical finite element model of 
trabecular bone is presented. The study shows that using greyscale-based material properties over 
homogenous material properties, renders the results less sensitive to BV/TV and therefore to 
segmentation errors. Initial non-linear finite element models show that the distribution of yielded 
elements is larger for greyscale-based material properties suggesting that some regions of the 
bone are weaker as a result of the material properties rather than the structure. Material properties 
specific to these models are still need to be determined before they can be validated against 
experimental data and CT scans of the sample under load. 
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SUMMARY
This paper aims to study the effects of the random fluctuation of mechanical properties of cortical
bone on its ultrasonic responses. The numerical results focused on studying the FAS (First Ar-
riving Signal) velocity will be presented, allowing to consider dependence of this quantity on the
dispersion induced by statistical fluctuations of bone’s elasticity.
Key Words: stochastic modeling, cortical bone, ultrasound.
1 INTRODUCTION
Ultrasound axial transmission technique (ATT) technique plays an important role among experi-
mental methods used for the diagnostic of long bones. This technique measures the travel time and
attenuation of the wave propagating along bone’s longitudinal direction to evaluate mechanical as
well as geometrical characteristics of the bone. In the literature, the simulation of ATT often con-
siders cortical long bone as a homogeneous or functionally graded medium [2]. Moreover, most
of parametric studies of wave propagation in bone are limited to deterministic media which may
not be suitable to reflect the fact that cortical bone is a heterogeneous and random medium at the
vascular scale due to the fluctuation of pore distribution and physical properties of mineralization
of bone tissues. Some studies have recently been carried out to investigate the influence of random
properties of cortical bone in the context of ultrasound characterization. A probabilistic model
based on the maximum entropy principle has been constructed for considering cortical bone plate
as homogeneous or multi-layered media [3,4] to simulate the in vivo measurements in the statis-
tical sense. However, only material inhomogeneities in the direction of the bone’s cross section’s
have been considered. In this paper, we present a more realistic stochastic model to consider the
random fluctuation of material properties in both radial and longitudinal directions in a cortical
bone plate.
2 METHOD
The system of cortical long bone coupled with soft tissues is modeled as an random anisotropic
elastic plate immersed deterministic idealized fluids. Parametric probabilistic models are built by
modeling the local physical properties of the medium. In this work, the elasticity tensor C(x),
of which the mean value is defined by (x), will be considered as a random matrix. In practice,
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it is not easy to collect a sufficient large set of experimental data on bone material, to estimate
the probability distribution of the random elasticity tensor. Moreover, the random spatial variation
of the elastic property should be considered. Here, we use Soize’s model [5] whereby the prob-
ability distribution is built by full-filling the maximum entropy principle. Using this principle,
the stochastic elasticity tensor C(x) may be parameterized by its mean values (x) via its matrix
representation, and by a minimal set of essential parameters which consists of only 4 parameters:
one scalar dispersion level δ and one vector λ that contains three spatial correlation lengths.
The time domain finite-difference method is employed to solve the wave propagation problem .
For this work, an explicit scheme, which is based on a staggered grid formulation for the velocity
and stress components, has been implemented. The scheme is second-order in time and fourth-
order in space. In order to avoid any effect of the wave reflected by the boundaries of the domain
Ω on all recorded radio-frequency signals, the PML (Perfectly Matched Layer) technique has been
is used.
3 RESULTS
We will some results on studying an ultrasound wave (with a central frequency 1MHz) propagat-
ing through a random 4mm-thickness cortical bone layer. In this study, the mean property of the
bone is taken from the work of Dong et al [6] who measured the homogenized bone properties
by performing tensile and torsional tests with a mechanical testing system on 18 different human
femoral bone specimens. In the menstioned paper, mean values of 4 elastic constants were pro-
vided: the longitudinal Young’s modulus EL = 16.6 GPa, and the transverse Young’s modulus
ET = 9.5 GPa), the longitudinal shear modulus GL = 4.7 GPa and longitudinal Poisson’s ratio
νL = 0.37.
Fig. 1 (left) presents the VFAS obtained for all of 800 Monte-Carlo realizations. Two levels of
dispersion δ = 0.1 and δ = 0.3 have been considered. It can be seen that when δ = 0.1, the values
of VFAS oscillate around the one corresponding to the mean model which is shown as the red
continuous line (Vmean
FAS
= 3606 m.s−1). When the dispersion is higher (δ = 0.3), the measured
values of VFAS are globally decrease. It may be explained by the fact that when the heterogeneity
of the medium is greater, the scattering phenomenon becomes more significant and may modify
the global wave velocity in the domain. In addition, we obtained a greater dispersion of VFAS
is more important in the case δ = 0.3 than the one in the case δ = 0.1. In Fig. 1 (right), the
probability density functions (PDF)of VFAS are computed for both cases. The dependency of the
PDF of the FAS shows that in the practice, neglecting the uncertain heterogeneity in bone may
lead to a poor prediction of the mean value of mechanical properties by using VFAS as a index.
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Figure 1: (left) Values of VFAS evaluated at each realization; the solid line is obtained for the
homogeneous material properties; (right) probability density functions of VFAS
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4 CONCLUSION
Because the statistical data on real bone material is hardly found, a parametric probabilistic
method, which is based on the maximum entropy principle, has been used to generate an opti-
mal probabilistic model for taking into account the uncertainties of bone elasticity. A explicit
FDTD solver has been developed for simulating the wave propagation in a transversely isotropic
heterogeneous medium in the time domain. Due to the limited scope of this paper, we only pre-
sented a preliminary result on VFAS which shown that this quantity is very sensitive to dispersion
of the bone’s elasticity tensor in statistic sense.
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SUMMARY 
Currently there is debate on leave to walk or not children with abduction orthesis, when diagnosis 
is developmental dysplasia of the hip. First the gait involves a increased biomechanical demands 
in hip, and second have not been evaluated biomechanical changes caused by the use of a hip 
abduction orthosis while performing the walking [1].  Available studies regarding the use of 
abduction splint are clear that the therapeutic effect of these measures in the context of child and 
effects on the acetabulum still not well understood. Several studies to evaluate the effect of 
combined abduction orthosis with walking, have shown an increase in the proportion of 
reluxations, however these have been poor and lacking at suitable experimental groups for your 
comparison[2]. Some clinical observations recommend use the splint during the gait, some report 
no data that contraindicate its use and others suggest a beneficial effect.  
 
Key Words:  Developmental Dysplasia of the Hip, abduction splint, Inverse 
Dynamic,.coxofemoral joint 
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 Developmental Dysplasia of the Hip a progressive disorder of this joint, with presentation at any 
time during the process of maturation of the hip joint in which the bone of the joint components, 
acetabulum and proximal femur and soft tissue, capsule articular muscles and ligaments are 
altered. The term is used for grouping broad spectrum of diseases that have in common 
biomechanical deficiencies for hip joint leading to a progressive deterioration of the same.  It has 
been demonstrated mathematically that in the presence of short or deficient acetabulum, be 
determined by an index or a high acetabular coverage of the femoral head deficient (Wiberg edge 
center), there is an abnormal distribution of loads within the hip joint that take even stress peak 
lateral rim of the acetabulum, and their subsequent and labral chondral degeneration and finally 
eventually to osteoarthritis [3]. 
It is now recognized the vital role that has the early diagnosis of the disease and secondary 
intervention in the first six months of life, where the results with orthosis hip abduction, the most 
common in our setting, "Milgram splint" . However, this therapeutic intervention takes place in a 
period of development of the child important where neuronal maturation of both the brain and 
spinal progressively going allowing development of walking patterns [1]. 
 
 
Figure 1. Capture patient with orthosis  hip abduction 
 
Available studies regarding the use of abduction splint are clear that the effect of these therapeutic 
measures in the context of child walker and the effects on the acetabulum still not well 
understood. Prospective studies approach in order to evaluate the effect of combined abduction 
orthosis with ambulation, have shown an increase in the proportion of reluxaciones 
methodological design however has been poor and lacking of suitable groups for comparison. 
Secondary clinical observations counter some doctors consider the use of the splint during the 
walking, some report no data that contraindicate its use and others suggest a beneficial effect.  
The aim of this study is to assess the changes occurring in the gait pattern in patients with splint 
Milgram walkers using laboratory movement. The determination of these, allow computationally 
using inverse dynamics model, the behavior of loads and forces acting on the hip when the child 
begins to walk with this splint. 
1 INTRODUCTION
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 2 
 
MAIN BODY
 
 
The population for the study included fifteen patients between 13 to 20 months of age with a 
diagnosis of Developmental Dysplasia of the Hip, prior informed consent of their parents, were 
evaluated by video recording techniques (gait lab) analysis was performed on sagittal plane 
kinematics, coronal and front of the joints of the hip, knee and ankle. 
The graphs extracted during operation correspond to functional data. Its behavior is recorded on a 
time series of coordinates between angle and cycle percentage. These curves do not have a logical 
order. For modeling periodic data opted for Functional Principal Component Analysis (FPCA). 
All this modeling is performed in the R language, a free tool for statistical analysis and functional 
data graphic. 
 
Figure 2. Methodology for inverse dynamic model using statistical modeling tool R and 
Opensim 
To evaluate the changes that occur in the gait pattern in patients with splint Milgram walkers in 
the motion analysis laboratory, was found significant changes in the behavior of flexion-extension 
and abd-adduction of the hip and knee joint mainly. The determination of these allow 
computationally modeling in OpenSim ® platform using inverse dynamics model to evaluate the 
behavior of loads and forces acting on the hip when the child begins to walk with this splint. 
The determination of these allow computationally modeling in OpenSim ® platform using 
inverse dynamics model to evaluate the behavior of loads and forces acting on the hip when the 
child begins to walk with this splint. 
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But local forces will determine the appearance of the secondary ossification centers are there 
published information currently not clear the consequences of using abduction brace or stand or 
during single-leg stance, and impact that occurs at the hip joint relative to the cartilage and bone 
maturation secondary to altered kinetics and kinematics during walking with abduction brace 
(orthosis Milgram). 
 
3  CONCLUSIONS 
 
During the analysis of the results, the more relevant question is the relation of patient vs splint, 
finding differences between older and younger children, was evident in the observations than in 
older children (18-20 months) in which the splint allows greater freedom in relation to the 
smallest no decrease abduction and hip flexion during stance. It was also observed decrease in 
external rotation during the displacement movement and decrease pelvic extension.  
The findings described given the joint position during movement evidenced the emergence of a 
vector of ground reaction that face forward on his knees and hips, moving the center of gravity, 
which is offset by the hyperextension of the back, causing biomechanical changes in all extremity 
joints and the column level. Additionally, it is clear that the use of abduction orthosis (splint 
Milgram) while walking, causes changes in all phases of gait pattern in relation to own up to the 
age and relative to normal gait pattern. 
The present study demonstrates the modification of the kinematic variables assessed and the 
consequent alteration of the biomechanics of the normal age for causing a disturbance of local 
forces in the hip and knee, unable to get to know the impact mechanobiological they can have to 
short or long term. 
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SUMMARY 
The objective of this research is, using multiple imaging and segmentation techniques, to 
develop a non-invasive, image-based modelling protocol to characterise pressure and 
flow in true and false lumens of aortic dissection patients. 
Key Words: Aortic dissection, patient specific modelling, computational fluid dynamics 
1. INTRODUCTION 
Aortic dissection is characterised by the delamination of the aortic intima and the creation 
of a true and false lumen. The disease is associated with a high incidence of mortality. 
The typical treatment strategy aims to occlude the entry tear to the false lumen, 
stagnating blood flow and invoking thrombus formation. Morphology can vary 
significantly between patients. It has been observed that patients with similar morphology 
exhibit different outcomes: some present a stable patent false lumen for many months or 
even years, others exhibit stable full thrombus formation, and lastly a third group exhibits 
partial thrombus which has been associated with high morbidity relative to no thrombus 
formation (Tsai et al. 2007). The haemodynamic conditions which lead to these outcomes 
still remain a subject of debate. 
Computational modelling techniques allow simulation of haemodynamics indices, such 
as pressure, velocity and wall shear stress in a non-invasive manner. In this work we 
combine advanced imaging techniques (CT, 2D PC-MRI and 4D PC-MRI Flow) and 
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modelling techniques to characterise hemodynamics in a subject specific model of aortic 
dissection.  
2. METHODS 
Image Acquisition and model building: A non-gated contrast enhanced CT scan with 
voxel size of 0.55×0.55×2.5mm was acquired in a 59 year old male patient exhibiting an 
acute DeBakey Type IIIa, Stanford type B aortic dissection. The first goal of this work 
was to create a patient specific CAD segmentation that faithfully captured the complex 
anatomy of the aortic dissection. Several segmentation methods were examined. Direct 
3D methods, while allowing a relatively fast segmentation, were found to be insufficient 
to accurately capture the dissection flap. A 2D segmentation approach was eventually 
used to create a patient specific 3D CAD representation of the dissection (Wilson et al. 
2005). While more labour intensive than direct 3D automatic segmentation techniques, 
this method allowed a greater degree of user control in the segmentation process and 
ultimately a more accurate representation of the thin dissection flap. 
Three different CAD models were produced. The first model, labelled as “maximal tears”, 
includes nineteen communicating tears. The quality of the image data however makes it 
such that several of these tears may actually correspond to image artefacts. To investigate 
this uncertainty, a second model, labelled as “minimal tears”, was produced by only 
including the clearly identifiable entry and exit tears. The third and final model represents 
a healthy aorta, generated by virtually removing the flap from the diseased model.  
Mesh Generation: Finite element meshes were created for each CAD model using 
boundary layers and local refinement. Hessian-driven mesh adaptation techniques were 
used to produce the final computational meshes for each of the three models. The meshes 
comprised 9-13.5 million elements and 1.7-2.4 million nodes and exhibited a high degree 
of local refinement in areas of highly complex flow such as those observed in the region 
of the connecting tears or around branching vessels and bifurcations.  
Analysis: Analyses were run using a time step size of 125 µs to 250 µs on 256 cores of a 
640 core SGI Altix-UV HPC with Nehalem-EX architecture. Residual control was set to 
1×10
-3
. Each cardiac cycle took approximately 12 hours to run. Between 4 to 7 cardiac 
cycles were run until periodicity in the model was achieved. In each analysis, the 
outflows of the model were coupled to a three-element Windkessel model to represent the 
impact of the distal vasculature. 
3.  RESULTS 
Figure 1 shows the computed velocity streamlines at peak systole for the “maximal tears” 
and “minimal tears” case and compares them to the 4D PC-MRI velocity data. This data 
provides an averaged representation of the complex velocity field acquired via the 
method described in (Clough et al. 2012). Note that the simulation and 4D PC-MRI data 
are plotted in the same velocity scale. The figure demonstrates a good qualitative 
comparison between simulation and image data. Furthermore, it is observed that the 
“maximal tears” model exhibits more complex velocity patterns in the true and false 
lumen, particularly in the vicinity of the communicating tears, than the “minimal tears” 
case. 
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Figure 2 shows a comparison 
between computed and 2D PC-
MRI flows in the true and false 
lumens at two locations in the 
descending aorta for the 
“maximal tears” and “minimal 
tears” cases. This comparison 
shows that while flow in the 
“minimal tears” case matches 
better the 2D PC-MRI data in 
the proximal section of the 
aorta, the results of the 
“maximal tears” case produce a 
superior comparison in the 
distal sections. This suggests 
that at least some of the communicating tears in the descending aorta do have a 
significant influence on the haemodynamics. Therefore, one could argue that a hybrid 
model excluding some of the proximal tears of the “maximal tears” model may produce a 
better representation of the measured haemodynamics.  
One last study was performed to understand the impact of the dissection flap on the 
workload of the heart (Figure 3). Here, a heart lumped parameter model (Lau and 
Figueroa 2013) was tuned to produce equivalent peak and mean flows to those measured 
with 2D PC-MRI. PV loops were obtained and a 26% increase in workload of the heart 
was calculated for the dissection model relative to the healthy model. 
 
Figure 2: Comparison of flow data acquired from 2D-PCMRI and CFD analysis for the maximal and minimal tears models 
 
Figure 1: Peak systolic velocity streamlines and corresponding 4D PC-MRI data 
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5. CONCLUSIONS 
The results of this study provide a detailed description of the haemodynamics in a human 
dissected aorta. Computational methods may offer insight into the detrimental effects 
introduced by the dissection flap on heart workload, tissue perfusion, false lumen 
pressure and thrombus formation, etc. An improved understanding of these 
haemodynamics will ultimately provide a non-invasive method for patient risk 
stratification.  
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SUMMARY
Bioreactors provide an important link in the development of viable substitutes for tissues through
tissue engineering. Optimal performance of the bioreactors can be achieved by varying the
material properties of scaffolds. In this work, a 3D computational model is implemented to study
the influence of the scaffold material properties, like porosity and permeability, on the fluid flow
behavior within the bioreactor. The computational model can accurately determine the
mechanical environment within the bioreactor and thereby provide a unique understanding of the
mechanics of tissue formation.
Key Words: theory of mixtures, finite element method, tissue engineering, bioreactors
1 INTRODUCTION
Tissue engineering aims to repair and restore living tissues using biomaterials, cells and engineer-
ing principles, individually or in combination. Tissue engineering has emerged as an alternative
promising strategy for the development of viable substitutes for tissues. Bioreactors play a very
important role in tissue engineering as they provide the necessary physiological and mechanical
environment for the development of scaffolds [1]. Among other physiological and mechanical
factors, fluid flow patterns within the bioreactors have been observed to play a major role in the
development of tissue substitutes [2]. The flow is affected, in addition to the inlet velocity condi-
tions, by the material properties like porosity and permeability of the scaffolds, which are often
varied to arrive at the optimal designs of bioreactors. In this work, computational model previ-
ously developed by the authors [3] is extended to capture the 3D flow behavior in a bioreactor
made of porous scaffold.
2 FINITE ELEMENT MODEL
2.1 Governing Equations
Considering a spatial position x at time t occupied simultaneously by particles of each constituents
(solid and fluid phases), a reference configuration Xα is assigned to each constituent. The motion
is prescribed in a rectangular Cartesian system as [4]
x = χα (Xα, t) (1)
Fluid flow patterns within porous scaffolds: influence 
of porosity and permeability
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Assuming the domain is composed of components that are chemically inert, the governing equa-
tions are derived in the following manner a domain having a boundary with the total volume V
with fluid volume and solid volume fraction. The fluid is assumed to be viscous and incompress-
ible, while the solid is assumed to be linearly elastic. With the volume fractions for the fluid
and solid phases represented as φf and φs, respectively, which are defined as φα = V
α
V , where
α = s, f such that φs + φf = 1, the velocity for the fluid and solid phases represented as vf and
vs, the continuity equation for the fluid is given as
∇.
(
ϕsvs + ϕfvf
)
= 0 (2)
Neglecting the inertia and body forces, conservation of linear momentum of the solid and fluid
phases yields:
∇.σs − p∇ϕf +K I. (vf − vs) = 0
∇.σf + p∇ϕf −K I. (vf − vs) = 0 (3)
where p is the apparent pressure, σα is the Cauchy stress tensor, vα is the velocity field vector for
α = s, f phases and K is the diffusive drag coefficient. Constitutive relations for solid and fluid
phase are introduced at this stage to capture the individual properties of the mixtures.
The bioreactor can be divided into fluid only domain and of porous scaffold domains. Using the
theory of mixtures approach, the fluid flow in the fluid-only domain and the porous scaffold can be
assumed to be governed by similar equations with change in numeric value of the interaction term.
The finite element model is therefore developed for the entire fluid and porous domains and the
interface is allowed to lie across the inter-element boundary [3, 5]. The advantage of this method
is that the interface between the fluid and porous domains need not be specified explicitly and no
additional boundary condition needs to be prescribed for the problem.
2.2 Numerical Solution
A simplified model of the scaffold (Figure 1) with interconnected fluid chambers was considered
to study the influence of material properties of the scaffold on the fluid flow patterns within the
bioreactor and to evaluate the 3D computational model. The scaffold was taken to be 2.0 mm
in length and 1.0 mm in width and 1.0 mm in height. The fluid chambers within the scaffold
were arranged in parallel and perpendicular to the direction of fluid flow. The entire domain was
meshed using linear, hexahedral elements [6]. The elements in the scaffold and the fluid domain
were identified and assigned corresponding material properties. Fluid velocity was prescribed at
the right side of the domain and on the left side - free flow boundary conditions were prescribed.
The bottom of the scaffold was assumed to be rigidly fixed to an impermeable substrate. No
boundary condition was prescribed at the fluid-scaffold interface. In the first case, the entire solid
phase was assumed to be a rigid, impervious material. The solid and fluid velocity at each node
within the scaffold was constrained in all directions. In the second case, the scaffold was assumed
to be rigid, but porous in nature (solid volume fraction of 0.2). Under this condition, the solid
velocity was set to zero.
The fluid flow distribution within the scaffolds was shown to be significantly affected by the nature
of the material properties of the scaffold. As expected, the magnitude and distribution of fluid
velocity through the scaffold was different for a rigid, impervious medium when compared to that
of a rigid, porous scaffold (Figure 2), which shows the influence of porosity of the scaffold on the
mechanical environment within the biroeactor. The void volume fraction (Figure 3) and also the
permeability (Figure 4) was observed to influence the fluid velocity within the scaffold.
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3 CONCLUSIONS
In this study, the fluid flow within a porous scaffold was analyzed. The study showed that the
material properties of the scaffold influences the flow patterns. The results highlight the limitations
of assuming a rigid and impervious scaffold. The model developed in this study will be able to
assess the mechanical forces and fluid flow behavior within the porous and fluid regions of the
bioreactor simultaneously and can also analyze its influence on the development of scaffolds. The
computational tools developed in this work would also help in fine-tuning the current investigation
procedures in tissue engineering, bone healing, and stem cell research.
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FIGURES
Figure 1: Geometry considered for the finite element analysis of the scaffold-fluid models. The
domain consists of rectangular channels of fluid chamber connecting the scaffold regions.
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Figure 2: Distribution of fluid velocity (µm/s) along the axial direction for (a) rigid, impervious
scaffold, and (b) rigid, porous scaffold.
Figure 3: Axial velocity of fluid (µm/s) in the porous and fluid domains for the prescribed inlet
velocity with changes in the void fraction of scaffold.
Figure 4: Velocity of fluid (µm/s) in the porous and fluid domains with the prescribed inlet velocity
for changes in the permeability of scaffold.
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SUMMARY
The present work aims at carrying out a model of blood flow in the cerebral venous network
visible by medical imaging. Once the 3D reconstruction from MRA data is obtained, a suitable
computational mesh is constructed. The flow of an incompressible Newtonian blood in rigid veins
is then computed using adequate values of the flow governing parameters and boundary conditions,
demonstrating that the whole chain is achievable.
Key Words: blood flow, cerebral venous network, computational meshes.
1 INTRODUCTION
This work is part of the VIVABRAIN project 1, whose final purpose is to compute virtual cerebral
angiography images. We aim at reconstructing the total arterial and/or venous cerebral network
from medical images, transforming the vascular model obtained in a computational mesh and
computing the blood flow in the entire network. The final step asks for simulating the physical
mechanisms of acquisition of the images to compute virtual angiographies (see also [1] for a
similar approach). We focus in the present article on the simulation of cerebral venous blood flow.
The cerebral vasculature is a complex network, whose role is to maintain a stable perfusion of
blood in the brain. The arterial cerebral vasculature is characterized by a relatively stable anatomic
pattern (see [2], [3]) and several works have been devoted in the current literature to the modeling
and simulation of blood flow in arteries (see, for instance [4] and the references therein). However,
there is still a lack of work in blood flow simulation in veins, as their bio-mechanical behavior is
still not fully understood. Several difficulties are to be considered: the asymmetric and consid-
erably more various pattern of the venous network compared to the arterial one [3], the highly
individual variations of the venous outflow [2].
The anatomical description of the venous system of the brain mainly represents the central venous
system and the extracranial draining pathways (see Fig. 1). The central venous system is consti-
tuted of dural sinuses and of cerebral veins. The venous outflow from the superior sagittal sinus
and deep cerebral veins is then directed via the confluence of sinuses toward the lateral sinuses
and the jugular veins (see [3] and the references therein).
1http://vivabrain.fr. The research leading to these results has received funding from the French Agence Nationale de
la Recherche (Grant Agreement ANR-12-MONU-0010).
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Figure 1: Cerebral venous network.
1, internal jugular veins. 2, vein of Galen.
3, straight sinus. 4, confluence of sinuses.
5, lateral sinus (transverse portion). 6, lat-
eral sinus (sigmoid portion). 7, superior
sagittal sinus. 8, internal cerebral vein. 9,
basilar vein. 10, superior cerebral veins.
11, superior anastomotic veins.
2 DESCRIPTION OF THE METHODOLOGY
Bio-mechanical modeling In this part, we focus on deriving an appropriate model for flow in
large and medium-sized cerebral veins. We start by adopting the following standard assumptions:
(i) the blood density is constant; (ii) the flow is assumed to be incompressible and isothermal; (iii)
the Newtonian model is used for blood flow. The latter assumption, which consists in neglecting
shear thinning and viscoelastic effects, is suitable in large and medium-sized vessels [4], [5], as
those considered in the present work. It should be noted that recent available results [6] assessing
the sensitivity of hemodynamic simulations of cerebral aneurysms with respect to blood rheology
observed differences in solutions of the order of 5% with respect to the rheological model.
Another important issue is the relevance of using either a complex fluid-structure interaction model
(which is a particularly challenging task from the numerical point of view) or a fluid model (hence
neglected the interaction with the vessel wall). In adults, the cranium is considered as a rigid
closed box, and the brain tissue and cerebrospinal fluid contain mainly water, hence constitute an
incompressible tissue. Thus, the cerebral venous network (major sinuses and intracerebral veins) is
quite constrained in the brain, and we suppose in the present work (at least as a first step) that vessel
walls are rigid. Nevertheless, future investigations are needed in this direction, especially when
taking into account jugular veins, since recent studies show that the extracranial compartment of
the venous drainage system has a higher elasticity than the intracranial one (see [2]).
Let us consider the Navier-Stokes equations for modeling the blood flow dynamics that read as
follows : 
ρ(∂tu + (u · ∇)u)− µ∆u +∇p = f in Ω× [0, T ]
div u = 0 in Ω× [0, T ]
u|t=0 = u0 in Ω
(1)
where u = (u1, u2, u3) is the fluid velocity, p its pressure, ρ the density of the fluid, µ its viscosity,
f is an applied body force and u0 an initial velocity field. System (1) needs to be completed with
suitable boundary conditions that will be discussed in the sequel. After having chosen proper
characteristic scales and obtained the dimensionless Navier-Stokes equations, using values from
[2], we compute governing parameters (Reynold, Stokes and Strouhal numbers) corresponding to
blood flow in the jugular veins and the superior sagittal sinus. We then deduce that an appropriate
model for computing venous blood flow is either the steady or unsteady Navier-Stokes equations
according to the predominant force type taken into account (either convective inertial forces or
viscous ones).
We also need to prescribe the initial status of the fluid velocity, u0. We recall that u0 can not be
arbitrary, since it has to be divergence-free to be admissible. Moreover, in hemodynamic compu-
tations usually u0 is unknown, hence chosen equal to the solution of a steady Stokes problem (see
the last section of this article).
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Concerning boundary conditions, we prescribe a steady profile (constant velocity of small mag-
nitude) at the inflow, since blood comes from the microcirculation (modeled by a quasi-steady /
steady Stokes flow). Then, as we have assumed the walls to be rigid, the no-slip condition is im-
posed on the wall boundary. Finally, for the outflow boundary conditions should take into account
the position (see [7]). To mimic the supine position we have chosen the free traction boundary
condition (better than p = 0, but takes into account the fact that we are not far from the atrium,
where p ≡ 0). and or the upright position, we use a 0D resistive model (since it seems that blood
flows through small vessels and not through the jugular vein, as in the previous case, [2]).
Computational mesh We describe here how the cerebral network is reconstructed from MRA im-
ages acquired by our collaborators (IMIS team, ICube, Strasbourg University). By segmentation
techniques and discrete image analysis, a vascular model is obtained (see Fig. 2, left panel) consti-
tuted of blocks of voxels representing the vessels [8] (voxels = volume elements). These models al-
low to obtain a surface mesh which has to be pre-processed in order to obtain the three-dimensional
mesh suitable for computation. For example, we need to label the inlets and outlets to be able to
impose the necessary boundary conditions for the mathematical model. This step, from vascular
models to computational meshes, is realized by an in-house code, called ”Cutmesh” developed by
one of our collaborators O. Ge´nevaux (Strasbourg University) and some open source softwares as
[10] to smooth the surface triangulation. Then, the three-dimensional mesh is achieved by a soft-
ware tetrahedral generator (see Fig. 2, middle panel, for the entire mesh and Fig. 2, right panel,
for a zoom of a part of this image, which shows the mesh in detail).
Figure 2: One example of a vascular model (left), of the 3D corresponding tetrahedral mesh of
237438 elements (middle), magnified view of the mesh (right).
3 NUMERICAL EXPERIMENTS AND OUTLOOK
In this section, we present blood flow computations performed using a code based on the finite
element library FreeFem++2. We first verify with an analytical solution of the 3D steady Stokes
problem proposed in [11] that we obtain the theoretically predicted convergence rates. We test
the prescribed solution in the cube [0, 1]3 with mixed boundary conditions on the velocity. More
precisely, let Ω ⊂ R3 be the bounded domain and Γ its boundary and [0, T ] a finite time interval.
Suppose that Γ consists of two measurable parts ΓD, where Dirichlet boundary conditions are
imposed, and ΓN , where Neumann boundary conditions are prescribed. Let also n be the unit
outward normal vector to Ω on its boundary Γ. As previously derived in the first section, we
consider the Navier-Stokes problem (1) with the following mixed boundary conditions:{
u = ub on ΓD × [0, T ],
ν
∂u
∂n
− pn = g on ΓN × [0, T ].
(2)
2http://www.freefem.org
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Figure 3: Pressure and streamlines on the venous network mesh.
Using P2 − P1 finite elements for the velocity-pressure discretisation, the L2 errors slopes (about
3.45 for the velocity and 1.99 for the pressure) correspond to the theory (3 for the velocity and 2
for the pressure). The slope of the velocity H1 error, about 2.36, is also in accordance with the
second-order convergence expected.
We present the results of the first computations on the realistic mesh performed with FreeFem++
installed on CLOVIS (Computing center of the Region Champagne-Ardenne3). These preliminary
calculations, steady Stokes problem with P2 − P1 finite elements, are important as the first step
(the initial guess) for initializing the unsteady problem. We impose a constant flow at the 29 inlets
and the last 2 branches are considered outlets (Fig. 3); fluid in the middle artery comes mostly
for the right branch, confirming the possible asymmetric pattern of venous blood flow. Moreover,
the simulation demonstrates that the whole chain we propose, from images to computation is
achievable. Ongoing work includes the study of the effects of posture and gravity, with direct
consequences on the choice of boundary conditions, in order to obtain more realistic results.
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SUMMARY 
Magnetic drug targeting is continuing to draw attention as a potential technique for cancer and 
tumour treatment. This paper focused on the development of computational fluid dynamic models 
for magnetic drug targeting. Magnetic particle capture was simulated in a 90 degree bend for a 
range of different particle diameters. The magnetic field is produced by a current carrying wire. It 
was found that increasing the diameter of magnetic particles increases the capture of particles. 
Extensions were made on the model to include the effects of non-Newtonian fluid and the 
pulsating nature of blood flow. These extensions improved the basic model by simulating a more 
physiologically accurate application of magnetic drug targeting. 
Key Words:  computational fluid dynamics, magnetic drug targeting, blood flow 
1. INTRODUCTION 
There has been a growing interest in the specific and clinical application of magnetic drug carrier 
particles as magnetic drug targeting vehicles. Magnetic drug targeting, which is based on the drug 
being encapsulated in or conjugated on the surface of the magnetic micro-spheres or nano-
spheres, aims to resolve the problem by magnetically guiding the drug to the disease site. When 
administered intravenously, accumulation of the drug occurs in the area to which the magnetic 
field is applied. They could be then activated by an enzyme, pH, temperature, or magnetic trigger 
(Alexiou et al., 2000, Derfus et al., 2007, Hu et al., 2007, Kim et al., 2008). Nevertheless, 
treatment via magnetic drug targeting poses many challenges, partly because of the dynamics of 
magnetic particles in blood are poorly understood. Also, the efficiency of particle capture is 
influenced by parameters such as particle size, surface characteristic, field strength, blood flow 
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rate, and the length of time the particles are exposed to the external magnet. All of these 
parameters need to be carefully selected in order to aptly optimize the target action. 
The main objective in this current study is to present the feasibility of adopting the computational 
fluid dynamics approach to magnetic drug targeting. Firstly, the model developed is validated by 
comparing the results produced by Haverkort et al. (2009). Secondly, the model is expanded to 
investigate more realistic flow conditions for large human arteries: (i) applying a Non-Newtonian 
viscosity model for the rheology of blood, and (ii) modelling the pulsating flow of blood.  
2. NUMERICAL MODEL 
For validation purpose, the three-dimensional tube has a circular cross-section of radius R = 3.5 
mm such as depicted in Figure 1(a). This geometry represents a physiologically high curvature 
case similar to the coronary artery bend (Haverkort et al., 2009). The fluid is taken to be 
Newtonian and incompressible with a dynamic viscosity of           Pa.s and density of 1000 
kg/m
3
. The average velocity at the inlet is taken to be 0.1 m/s. A velocity profile for fully 
developed flow will be set through the user defined function (UDF) which is incorporated into 
ANSYS Fluent 14.5. The velocity function is given by         (   
   ⁄ ) where r is the 
radial distance from the inlet center. The Reynolds number of the flow is calculated to be 
approximately 200; a laminar flow is thus analyzed. 
Particle motion is modeled via the disperse particle model (DPM). Forces acting on the particles 
are due to particle drag and external magnetic field (Kelvin force). The non–uniform magnetic 
field is modeled as an infinitely long straight wire carrying a current I. The wire goes “into the 
page” (in the z direction). Two wire locations are analyzed. These locations are shown in Figure 1. 
For both cases, the wire is located 10 mm away from the centerline of the tube. The Kelvin force 
is given by    
    
   
     
(
   
   
 
) . Iron has been chosen due to its favorable magnetic properties. 
The particles are a combination of 67.5% iron and 32.5% carbon, and have a density of 6450 
kg/m
3
. The particle is modeled with a magnetic susceptibility of x = 3. A magnetic field strength 
of          at the centerline is modeled. This required a current of I = 10
5
 A. A UDF is 
written and implemented into ANSYS Fluent 14.5 to model the magnetization forces on the 
particles. 
  
Figure 1 (a) A 90
o
 bend circular tube for magnetic particle capture with two locations of 
electromagnetic wires and (b) Pulsating profile of blood flow imposed at the inlet.  
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In a separate model, the Non-Newtonian viscosity of blood is based on the generalized power law 
adapted from Ballyk et al. (1994). A piecewise function representing the pulsating nature of the 
blood flow is shown in Figure 1(b). Both the Non-Newtonian viscosity and pulsating flow models 
are employed in attempts to more accurately model the real situation. 
3. RESULTS AND DISCUSSION 
Based on a grid independent mesh of 437,000 elements, particle deposition subject to external 
magnetic field in blood flow was validated by the measure of particle capture efficiency. Figure 2 
compares the results from current model predictions and those of Haverkort et al. (2009). The 
predicted capture efficiency for Simulation 2 – the wire being on the outside of the bend – was 
found to agree very well with the numerical results of Haverkort et al. (2009). For Simulation 1, 
the model predictions followed the same trend as those of Haverkort et al. (2009). The departure 
of current model predictions was found to exhibit the greatest different for particles less than 
0.5m. One plausible explanation was the way the particles were injected at the inlet, which 
could lead to the differences in results. Overall, these results served as a strong case for 
verification of the model proposed by this paper. 
 
Figure 2 Particle capture efficiency against different particle sizes. 
Figure 3 depicts the disposition of particles at different stages in time after injection at inlet. 
Apparently, majority of trapped particles were captured within the first second. Figure 3(e) shows 
the particle disposition at three seconds (T = 3 s); where most of the particles have either been 
trapped or passed through the bend. This is in contrast to the case where there was no magnetic 
field applied (see Figure 3(f)). It can be clearly demonstrated that the applied external magnetic 
field effectively trapped the particles against the wall of the circular tube. 
For the model with a Non-Newtonian viscosity of blood, the fluid has a maximum viscosity of 
           Pa.s in areas of high flow strain, and a minimum viscosity of            Pa.s. It 
has been found that a more viscous flow led to a decrease in the capture efficiency due to the 
increase of the particle drag force. This theory was supported by the CFD results; the particle 
capture efficiency decreased from to when the wire was located on the inside of the bend. 
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 Figure 3  Transient motion of particles in blood flow: (a) T = 1 s, (b) T = 0.25 s, (c) T = 0.5 s, (d) 
T = 1.5 s, (e) T = 3 s and (f) T = 3 s (without magnetic field).  
4. CONCLUSIONS 
A computational fluid dynamics model has been developed for magnetic drug targeting. Through 
performing analysis on a 90
o
 bend circular tube geometry, the current model has been found to 
successfully replicate the results of Haverkort et al. (2009). This provided confidence in the 
development and implementation of the physical models used to capture the interaction between 
magnetic fields and iron particles. Results show that increasing particle diameter size led to 
improved capture efficiency. It was also ascertained that location of the magnetic field source and 
the nature of the fluid flow were important factors influencing the particle capture efficiency. 
Through including the effects of non-Newtonian blood viscosity it was found that particle capture 
efficiency decreased when compared to the standard model. Initial steps were also made to 
analyze the effects of pulsating flow on particle capture efficiency.  
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SUMMARY 
Cardiac models do not often take the atrioventricular (AV) interaction into account, even though 
medical imaging and clinical studies have shown that the heart pumps with minor outer volume 
changes throughout the cardiac cycle and with back and forth longitudinal movements in the AV 
region. We present a novel cardiac model based on physical modeling of the heart with the 
AV-plane as a piston unit. Model simulations generated realistic outputs for pressures and flows 
as well as AV-piston velocity, emphasizing the relevance of myocardial longitudinal movements 
in cardiac function.  
Key Words:  cardiac function, AV-plane, physical modeling, bond graphs, Dymola. 
1. INTRODUCTION 
Cardiac function is commonly explained by a radial squeezing motion, where the heart pumps 
and regulates blood flow with a considerable change in outer volume. In contrast to this view, it 
was suggested that the heart can be described as a displacement pump with the 
atrioventricular (AV)-plane acting like a piston unit [1]. This unit pumps with back and forth 
longitudinal movements, i.e. in the base-apex direction, generating volume displacements during 
ventricular contraction (the stroke volume of the heart) and ventricular diastole (filling volume). 
Subsequently, this theory was supported by cardiac imaging showing an approximately fixed 
apex, distinct movement of the AV-plane (hereafter referred to as the AV-piston) and minor outer 
volume changes in healthy individuals [2]. In 0-D cardiac modeling, the most widely used 
approach is the time-varying elastance function [3], which is based on system identification using 
experimental measurements and thus gives limited physical insights into cardiac function. 
Furthermore, complex 3D models of the left ventricle do not take the AV interaction into account 
[4]. The aim of this study was to develop a novel cardiac model based on physical modeling of 
the AV-piston displacement in a nearly fixed outer volume, in order to deepen the understanding 
of cardiac systolic contraction and diastolic filling. 
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2. MAIN BODY 
The proposed model of the left side of the heart (Fig. 1a) is composed of an upper chamber (the 
atrium), a lower chamber (the ventricle) and a piston unit. One-way valves are located between 
the atrium and the ventricle (mitral valve) and between the ventricle and the artery model (aortic 
valve). Since the atrial cross-section in the heart is smaller than the ventricular (A1<A2, Fig. 1b), 
the piston unit in the model is constructed with different areas towards the atrium and the 
ventricle. During the ejection phase, an external input force is applied to push down the piston 
unit (ventricular systole) causing the opening of the aortic valve as well as the closing of the 
mitral valve. During the relaxation phase (ventricular diastole), the input force ceases, the aortic 
valve closes due to reversal of the pressure gradient, the mitral valve opens and the piston unit 
returns to its initial position. This backwards movement of the piston is mainly caused by a 
hydraulic return due to similar pressures acting on the two different areas. The model was 
successively converted to the bond graph formalism (Fig. 2c), which allowed for a unified 
representation of all physical domains [5]. The cardiac model was connected to a closed-loop 
vascular model constituted by three resistive elements, two elastic elements and an inertial 
element. The model was implemented and simulated in Dymola (Dassault Systèmes, France), 
based on the object-oriented programming language Modelica. For simulation, the input to the 
model (Se, Fig. 1c) was a trapezoidal function force (amplitude = 6800 mmHg·cm2, total 
duration = 0.35 s, rising = 0.1 s, falling = 0.01 s, period = 0.95 s) applied only during the 
contraction phase. This implies that during the relaxation phase, the model behavior was not 
dependent on any external input. A similar input force was applied during atrial contraction in the 
opposite direction (amplitude = -1500 mmHg·cm2, total duration = 0.2 s, rising/falling = 0.1 s 
each), causing the rising of the AV-piston and an additional redistribution of blood from the 
atrium into the ventricle. See text in Fig. 1 for other model parameters. In order to evaluate how 
magnitude of piston areas affects ventricular filling, the model was simulated with different 
values of ventricular area (A2 = 40, 50 and 60 cm2), while keeping all other parameters constant.  
 
 
 
Fig. 1 (a) Physical modeling of the heart as a piston pump; (b) sketch of a four chamber view of the heart 
where the different diameters in the atria and in the venticles can be seen; (c) equivalent bond graph model: 
hydraulic domain (yellow) and mechanical domain (blue). Parameters for the hydraulic domain: atrium and 
ventricle (C=0.3), mitral valve (R=0.008, I=0.0002), aortic valve (R=0.045, I=0.00002), circulation 
(R=0.08, C=1.01, R=1.28), vein (C=500, I=0.0001, R=0.01). Units: I [mmHg·s2/ml], R [mmHg·s/ml] and 
C [ml/mmHg]. Parameters for the mechanical domain: I=30 mmHg·cm·s2, R=300 mmHg·cm·s, upper TF 
(A1=25 cm2), lower TF (A2=50 cm2). 
 
a) 
A1 
A2 
b)  c)  
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Simulation results are shown in Fig. 2 and 3. Figure 2a shows the comparison between piston 
velocity obtained from simulation and the velocity profile of a healthy individual measured in 
proximity to the AV-plane using the ultrasound technique Tissue Velocity Imaging (TVI). As can 
be seen, the model can reproduce the direction of the main systolic and diastolic movements 
(peak systolic velocity S’, peak early diastolic velocity E’ and peak late diastolic velocity A’), 
with realistic velocity magnitude; whereas it does not reproduce biphasic, rapid movements 
occurring during the isovolumentric phases. These physiological features are involved in the 
process of pre and post systolic ventricular reshaping and vary among individuals. Since the 
present model does not include the cardiac muscle, these phases cannot be reproduced. Despite 
using a linear model with few constant parameters, simulations of left ventricular and aortic 
pressures as well as flows through the valves are realistic during ventricular contraction and 
filling, matching profiles shown in standard physiology textbooks (Fig. 2b-c). Furthermore, 
utilizing the bond graphs formalism, the abstraction of equivalent electrical circuits was avoided.   
 
  
Fig. 2 (a) Simulation of  the AV-piston velocity (red) compared to a TVI curve in the proximity of the AV-
plane (blue) ; (b) simulation of  atrial, ventricular and arterial pressure; (c) simulation of  mitral and aortic 
flow. 
Figure 3 shows how the parameter A2 influences aortic and mitral flow. It can be noted that 
ventricular filling increases with increased A2 value, as larger difference in area between 
ventricular and atrial side will cause a hydraulic return of higher velocity and larger displacement. 
In humans, the size of A2 varies with left ventricular compliance and the duration of the diastasis. 
Since the piston unit is moving, there can be flow through the valve even if the blood itself is not 
in motion, i.e. it is the valve moving with respect to the blood. This should be kept in mind when 
comparing the valve flows in Fig. 2c and Fig. 3 with the flows measured in clinical practice by 
ultrasound Doppler, since the Doppler signal represents the relative movement of the blood with 
respect to the ultrasound transducer and not to the valve leaflets.  
 
Fig. 3 Simulation of aortic and mitral flow with three different ventricular areas. 
a) 
b) c) 
197
Parameters estimation is a complex task in cardiovascular modeling due to interpersonal 
variability and the fact that direct measurement is often not achievable. This problem was 
encountered when estimating parameters related to the AV-piston, such as inertia (mass of the 
AV-piston) and resistance (viscosity). The model in its present form is able to reproduce direction 
of changes in AV-piston velocity, but not exact magnitude. Better parameter estimation would 
probably have resulted in less magnitude errors. Further comparison of model output with clinical 
data could help parameter optimization and is part of future work. 
The pumping and regulating function of the heart has been a longstanding debate. Over the last 
decades there has increased interest in the longitudinal motion of the heart, as this motion has 
been shown to strongly correlate with left ventricular function [6]. Furthermore, the ability of the 
heart to pump blood with small outer changes and an internal redistribution of blood between 
atria and ventricles - as with a longitudinal piston motion - makes the entire process energy 
efficient since pushing and pulling of surrounding tissues are avoided. The agreement between 
simulation and normal physiology supports the theory of the heart as a piston pump, where its 
hydraulic return is an important contribution during diastolic ventricular filling.  
4. CONCLUSIONS 
This study presents a new approach to cardiac modeling based on the AV interaction. In addition 
to common model output such as pressure and flow curves, the model can also generate 
AV-piston velocity profile, providing physical insights that could help understanding the main 
features of cardiac pumping function. The cardiac model generates realistic output for pressures 
and flows as well as for AV-piston velocity, supporting the concept of the heart as a displacement 
pump with a piston unit pumping with back and forth longitudinal movements. Moreover, the 
ventricular filling pattern is influenced by the difference between ventricular and atrial cross-
section.   
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SUMMARY 
The human gut microbiota is considered to be a highly specialized organ providing nourishment, 
regulating epithelial cell development, modulating innate immune responses and colonization 
resistances, and it significantly impacts human health and disease. Although this topic has been 
extensively studied for several decades, the functionality of the microbiota colonization in the 
human gastrointestinal tract and the mechanisms of the interactions between the host and bacteria 
are still poorly understood. This research of human gut microbial ecosystem follows a novel and 
unique approach, which combines the complementary strengths of in vitro experiment and 
mathematical modelling. The first part of this research conducted a number of carefully planned 
in vitro experiments to investigate the growth and competition of a specific set of probiotic strains 
under different culture conditions. Performed on a specially designed anaerobic fermentation 
platform, these in vitro experiments improved the understanding for the growth behaviour of the 
specific probiotic strains. The second part of this research focused on the development of 
mathematical and computational models of human gut microbial ecosystem. The outcome from 
this part of the research includes a new bacterial growth model, a versatile computational 
framework to simulate in vitro fermentation experiments, and a comprehensive mathematical 
model for human gut and gut microbiota.   
Key Words:  gut microbiota, microbial competition, fermentation, metabolite, computational 
modelling 
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1  INTRODUCTION 
The large bowel consisting of the proximal colon, the transverse colon and the distal colon forms 
the last part of the human GI tract, as shown in Figure 1. For a long time, the main function of the 
large bowel was thought to be water and ion absorption. However, it is now clear that the large 
intestine plays far more important roles than just absorbing water and ions. It contributes 
significantly to carbohydrate and protein metabolism, provides essential protection against 
pathogen invasion, and stimulates and modulates the immune system. These critical physiological 
functions are not so much associated with the anatomical structure of the large intestine, and 
instead they are accomplished by the microorganisms living in the large bowel. The large 
intestine of a healthy adult houses hundreds of microbial species (most of them are beneficial to 
man), and they form a stable and active microbial ecosystem with over 1014 microbial cells, 
which is ten times larger than the total somatic and germ cells of human. The metabolic activity 
of gut microorganisms has also been found associated with obesity, malnutrition, neurological 
disorders, inflammatory bowel disease and cancer (large bowel is the third largest cancer killer in 
the UK) etc. The gut microbiota could be considered as a "new organ" inside the human body.  
The human colon is one of the most complex ecosystems on the planet, whose normal microbial 
community is determined by a number of factors, including host genomics, diet, age, immune 
function and health status etc. There have been marked progresses in our understanding of the 
micro ecology of the GI tract in recent years. However, we are still at the very beginning of 
understanding the functional relationships between the microbiota and the host, in health and 
disease. Many fundamental questions remain outstanding: what is a healthy intestinal microbiota 
composition, which microbial groups and activities are involved in health and disease, what are 
the benefits of specific probiotic and prebiotic, is it possible and if so how to favorably 
manipulate the gut microbiota to improve human health and prevent and treat disease etc.  
The main challenges of researching gut microbial ecosystem arise from two aspects.  
• The intrinsic complexity of the system. It is estimated that the gut microbiota of a healthy 
individual comprises around 400-1000 bacteria species, whose total cell count outnumbers the 
somatic and germ cells of man by ten times. A great variation also exists between individuals 
such that the profile of gut microbiota has been recognized as a microbial "fingerprint" of humans. 
Compared with the great diversity of the gut microbiota, their metabolic and immune functions 
and interaction mechanisms with the host are even more complex.  
• The lack of direct measuring or monitoring approaches. Due to technical and ethical restrictions, 
it is very difficult to obtain accurate in vivo data of gut microbiota from human, and the limited 
data are often fragmented and corrupted with errors. Animal trials can help to some extent, but it 
is well known that the gut microbiota in animals have very different physiological functions and 
totally different population structures compared with human. In vitro studies have therefore 
become a very popular approach for studying the gut microbiota. But its complexity is highly 
limited. It is very difficult, if not impossible, to simulate in vitro even a small portion of the 
whole gut microbial community because a large number of microbial species in the human colon 
are not cultivatable with known culture media.  
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Figure 1 The gastrointestinal tract of human Figure 2 The in vitro fermentation model 
2  IN VITRO EXPERIMENT 
As shown in Figure 2, a reliable and flexible anaerobic multistage continuous fermentation 
platform has been developed, and it can facilitate various in vitro anaerobic fermentation 
experiments to investigate the human gut microbial ecosystem. Using this new system, a series of 
general testing has been performed to study the interaction of commercial probiotics and typical 
microorganisms found in the human GI tract. A snapshot of the experimental results is shown in 
Figure 3.  
  
(a) Microbial competition with pH5.5 (b) Microbial competition with pH6.5 
Figure 3 Two-stage continuous flow fermentation 
3  MATHEMATICAL MODELLING 
We developed a comprehensive mathematical model for the human gut and the gut microbial 
ecosystem. The new model correctly recognizes the fluid flow in the gut as Stokes flow, takes 
into account the deformation of the gut and its dynamic interaction with the gut media flow, and 
captures the anaerobic fermentation performed by various colonic microorganisms. The model is 
derived from reliable knowledge of the human gut and gut microbiota, principles in physics (mass 
and momentum conservations), rigorous mathematical formulations, and appropriate 
approximations. Eqns. (1-5) summarize the mathematical, and an example of the simulation 
results is given in Figure 4.  
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(a) Microbial population (b) Substrate concentration 
Figure 4 Computer simulation of a two-stage fermentation 
4  CONCLUSIONS 
This research investigated the microbial ecosystem in the human gut. A novel and unique 
research strategy has been adopted, which combines the strengths of in vitro experiments and 
mathematical modelling. To the best of our knowledge, this is the first mathematical model that 
represents the anatomy, physiology and metabolism of the human gut and gut microbial 
ecosystem as one uniform system.  
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SUMMARY
We propose a new methodology for prostate cancer detection and localisation within the periph-
eral zone based on combining multiple segmentations. We extract four features using Gabor and
median filters. Subsequently, we use each feature separately to generate binary segmentations
taking the feature space and intensity values into account. We perform erosion on each of the
segmentations to remove false positive regions. Finally, we take the intersection of all four bi-
nary segmentations, taking a model of the peripheral zone into account. The initial evaluation of
this method is based on 66 MRI images from 19 patients and 84.85% of the cases were classified
correctly.
Key Words: Prostate Segmentation, Prostate Cancer Detection, Prostate Cancer Localisation.
1 INTRODUCTION
Prostate cancer affects millions of men every year [1]. Although several clinical diagnostic tests
such as prostate-specific-antiagen (PSA) level, digital rectal examanation (DRE), transrectal ultra-
sound (TRUS) and biopsy test are widely used, prostate cancer too often goes undetected due to
flaws in diagnostic procedures [1]. Prostate magnetic resonance (MR) can provide a non-invasive
imaging and in combination with computer technology can provide a detection tool which has
the potential to improve the accuracy of clinical diagnostic tests [2]. We introduce a method for
prostate abnormality detection and localisation based on the intersection of multiple segmentations
of the prostate within the peripheral zone. The proposed method uses a small number of features
to discriminate malignant and benign regions within the prostate.
2 METHODOLOGY
The overview of the proposed methodology is illustrated in Figure 1. Firstly, we extract two fea-
tures using Gabor and median filters. For the Gabor feature (G1), we use the following parameters:
x = 2, y = 4, ! = 6 and  = 45. The parameters’ selection is based on [6,7,8]. According
to [6,7] there is little difference in the selection of , while Jain and Farrokhnia [8] used 45 for
an optimal texture segmentation. On the other hand, Weldon et al. [7] indicated that the value
y is twice the value of x and small ! values (such as 1
p
2 and 2
p
2) are not recommended be-
cause they capture spatial variations that are too large to correspond to texture [8]. We performed
median filtering on the original image to obtain the median feature (M1), for which we used a
Detection and localisation of prostate abnormalities
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Figure 1: Overview of the proposed algorithm. From the lowest to highest intensity value repre-
sents in blue, green, amber and red colours.
3  3 neighbourhood. We extract a probability image from each G1 and M1 using equation (1)
before we obtain the third feature (F1) which is calculated using equation (2). This means, each
element in F1 is the sum vector of each component fromG1 andM1. On the other hand, the fourth
feature (F2) is sum vector of probability images from G1 and M1. We calculate the probability
images using equation (1) and calculate the vector sum using equation (2). For an f(i; j) image,
the probability value for the kth intensity level is calculated using:
P (i; j) =
#(f(i; j) = k)
M N (1)
where #(f(i; j) = k) is the number of pixels at the kth intensity level in an M  N image, and
as such each element in P is the probability value for a particular intensity level.
In(i; j) =
p
G2n(i; j) +M
2
n(i; j) ; n = 1 or 2 (2)
At the end of feature extraction, four features are extracted, namely the Gabor feature (G1), the
median feature (M1), the sum vector of Gabor and median features (F1) and the sum vector of
probability image of Gabor and median features (F2). Before image segmentation is performed,
we applied noise reduction for F1 and F2 to smooth the features. The method is based on discrete
cosine transform (DCT) which was developed by Gracia [3]. Subsequently, image segmentation
is performed using Fuzzy C-Means (FCM) into four classes for each of the extracted features.
We chose four classes based on the number of tissue categories in the prostate: normal (non-
neoplastic) prostatic tissue (NNT), benign prostatic hyperplasia, high-grade prostatic intraepithe-
lial neoplasia (PIN), and prostatic adenocarcinoma (PCA). Since most malignant regions contain
lower intensities, cancerous regions could be detected within the prostate by taking the segmented
regions which correspond to the first two lowest average intensity values (indicated by the su-
perscript ‘low’). However, malignant regions in F2 are represented by higher average intensity
values.
R = Glow1 \M low1 \ F low1 \ F high2 (3)
Where ‘low’ and ‘high’ are low and high intensity represented in the segmented region within
the prostate. After the region of interest is selected we perform erosion to remove noisy pixels.
The number of pixels removed from the objects in an image depends on the size and shape of the
structuring element used. In the proposed method we used a ‘disk’ shape structuring element with
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size either 1 or 2. The size selection of the structuring element depends on the size of segmented
region within the peripheral zone. If the size of the segmented region within the peripheral zone
covers  20% of the size of the peripheral zone, the size of the structuring element is 2 otherwise
1. This ensures that every segmented region is not over eroded or under eroded during the process.
Finally, we combine all four segmented results by taking the intersection of four segmentation
results (as shown in equation 3). The prostate gland is divided into peripheral (PZ), transition
(TZ) and central (CZ) zones. We define the prostate’s PZ using the quadratic equation of y =
ax2 + bx+ c based on three crucial coordinate points of the prostate which are v1; v2 and v3 (see
Figure 2). They are determined by the outmost x and y coordinates of the prostate boundary which
are xmin; xmax; ymin; ymax (see Figure 2).
Figure 2: Prostate gland (red) and we define the PZ below y = ax2 + bx + c (green) which goes
through v1; v2 and v3.
Cp = ((xmin + xmax)=2; (ymin + ymax)=2) (4)
v1 = (xmin; (ymin + ymax)=2) (5)
v2 = ((xmin + xmax)=2; ymin + ((ymax   ymin) 7
8
)) (6)
v3 = (xmax; (ymin + ymax)=2) (7)
Where Cp is the central point of the prostate, v1,v2 and v3 are vertex points which are used to
determine the parameters (a; b; c) for the quadratic equation y = ax2 + bx + c. If there are
segmented areas under y = ax2 + bx + c (green line in Figure 2) we assume that the prostate
contains is malignant regions.
3 EXPERIMENTAL RESULTS AND CONCLUSIONS
We evaluated the proposed method based on 66 randomly selected (34 cancer and 32 normal slices)
prostate MRI images (512512) from 19 different cases aged 54 to 74. Each case has 3 to 5 slices
through the central part of the prostate. The prostates, cancer and central zones were delineated by
an expert radiologist on each of the MRI images. Data was analysed and classified as to whether
the prostate contains cancer. The detection of cancer occurs when there are any retained segmented
regions (Glow1 \M low1 \F low1 \F high2 ) within the peripheral zone. Subsequently, we compared the
result with the ground truth whether the prostate contains cancer regions or not. For localisation,
we compare the position of the segmented region based on (Glow1 \M low1 \ F low1 \ F high2 ) 
Mr, where Mr is a cancer region within the peripheral zone. We achieved 84.85% accuracy
(56 samples data are classified correctly) and 10 samples data are misclassified with 9.09% (six
samples) and 6.06% (four samples) false negative and false positive results, respectively. Erosion
with flexible size of structuring element and regions intersection (Glow1 \M low1 \ F low1 \ F high2 )
reduce the number of false positive and false negative results by  20%. The proposed method
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achieved higher accuracy than some of the existing methods in the literature such as [5] (80%) and
[6] (83.9%). Nevertheless, the method failed to produce accurate results in two cases: a) when
the prostate’s peripheral zone is almost non-existent, and b) when the prostate’s shape does not
conform to the shape of our prostate model. Figure 3 shows the results for three different cases.
Figure 3: Ground truth: prostate (red), cancer (blue), CZ (yellow), PZ (green). The first four
images are prostates containing cancer and their segmentation results (alternately). The last two
images represent a prostate with no cancer and its segmentation result.
In summary, the proposed method uses the following features: a) G1 and F1 are extracted from
Gabor and median filters, and b) F1 and F2 are the probability image of G1 andM1. The classifi-
cation of malignant prostate and localisation are defined based onGlow1 \M low1 \F low1 \F high2 and
(Glow1 \M low1 \F low1 \F high2 ) Mr, respectively within the peripheral zone. Erosion and regions
intersections are applied to reduce false positve and false negative results. We achieved reasonable
high accuracy of abnormality detection (84.85%) with 9.09% and 6.06% false negative and false
positive results, respectively. In conclusion, Gabor and median filters together with probability
image information show promising potential to be effective texture descriptors to identify cancer
regions within the peripheral region. Our idea which is based on regions intersection and flexible
size of erosion’s structuring element suggest a good prospective to reduce false positive and false
negative results in the proposed method.
REFERENCES
[1] Sirovich, B. E., Schwartz, L. M., and Woloshin, S. Screening men for prostate and colorectal
cancer in the United States. JAMA: The Journal of the American Medical Association, 289(11),
1414-1420, 2003.
[2] Vos, P. C., Barentsz, J. O., Karssemeijer, N., and Huisman, H. J. Automatic computer-aided
detection of prostate cancer based on multiparametric magnetic resonance image analysis.
Physics in Medicine and Biology, 57(6):1527 -1542, 2012.
[3] Garcia, D. Robust smoothing of gridded data in one and higher dimensions with missing values.
Computational Statistics and Data Analysis,54(4):1167-1178, 2010.
[4] Chan, I., Wells, W., Mulkern, R. V., Haker, S., Zhang, J., Zou, H.K., Maier,S.E., and Tempany,
C.M.C. Detection of prostate cancer by integration of line-scan diffusion, T2-mapping and T2-
weighted magnetic resonance imaging; a multichannel statistical classifier. Medical Physics,
30:2390-2398, 2003.
[5] Castaneda, B., An, L., Wu, S., Baxter, L.L., Yao, J.L., Joseph, J.V., Hoyt.K., Strang, J.,
Rubens, D.J., Parker,K,J. Prostate cancer detection using crawling wave sonoelastography.
Proc. SPIE 7265,Medical Imaging 2009: Ultrasonic Imaging and Signal Processing, 726513;
doi:10.1117/12.811720.
[6] Sandler, R., and Lindenbaum, M. Optimizing Gabor Filter Design for Texture Edge Detection
and Classification. International Journal of Computer Vision, 84(3):308-324, 2009.
[7] Weldon, T. P., Higgins, W. E., and Dunn, D. F. Efficient Gabor filter design for texture segmen-
tation. Pattern Recognition, 29(12): 2005-2015, 1996.
[8] Jain, A. K., and Farrokhnia, F. Unsupervised texture segmentation using gabor filters. Pattern
Recognition, 24(12):1167-1186, 1991.
208
3rd  International Conference on Computational and Mathematical Biomedical Engineering – CMBE2013 
16-18 December 2013, Hong-Kong 
P. Nithiarasu and R. Löhner (eds) 
 
Sensitivity analysis of heamodynamics to pre-processing medical images: 
reducing the geometry definition uncertainty 
Ana J. João*, Alberto M. Gambaruto* and Adélia Sequeira* 
*CEMAT, Departamento de Matemática, Insituto Superior Técnico,ana.joao@ist.utl.pt 
 
SUMMARY 
Mechanical properties of blood flow are common correlators to a wide variety of cardiovascular 
diseases. In this work variables to analyse and characterise the flow field and its relation with 
diseases are discussed in the context of cerebral aneurysms, reconstructed from in vivo medical 
imaging. Medical images are susceptible to different sources of error and artefacts, which lead to 
image quality degradation and diminishes resolution. Image processing techniques are able to 
restore many of these downfalls and improve the post-processing and analysis. In this work 
anisotropic diffusion-filtering methods based on PDEs, and commonly used contrast 
enhancement methods are used to facilitate the segmentation of the vessel in the case of clinically 
acquired CTA images and reduce possible geometry reconstruction errors and its propagations to 
the computational haemodynamics. Results from simulations of Newtonian and non-Newtonian 
unsteady flow are performed using OpenFOAM, in anatomically accurate cerebral aneurysm 
geometries and a set of mechanical measures that can be related to diseased state, such as wall 
shear stress and derived measures, residence times and region of flow impingement, will be 
analyses and presented. 
Key Words:  blood flow, image processing, aneurysm. 
1  INTRODUCTION 
There are several studies over the past decades that indicate that cardiovascular diseases such as 
aneurysms and atherosclerosis are directly related with the heamodynamic properties of the 
lumen wall (Caro et al, 1971). These are typically the wall shear stress (Caro et al, 1971), the 
gradient oscillatory number (Shimogonya et al, 2008), oscillatory shear index (Ku et al, 1985) 
and near-wall residence time. The reasons why fluid parameters on the vessel wall are related 
with disease sites are mainly the evidence that endothelial cells respond to signaling forces from 
fluids as well as considerations of transport and diffusion, hence interaction with the vessel and 
surroundings. Despite of the significance of heamodynamics parameters on the vessel lumen wall 
in the analysis of the disease, there has been relatively little study on the pre-processing of the 
medical images used to reconstruct the geometry for computational models, that subject to 
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uncertainty due to limited imaging resolution and random noise, can result in noticeable 
differences in the reconstructed vessel surface definition and hence the computed flow field. 
The data set in this study represent a configuration of the aorto iliac and comprises of 266 images 
in the axial plane with resolution parameters: 512×512 pixels of 0.78×0.78mm size, 2.0mm slice 
thickness and 1.0mm slice spacing (Figure 1). The images presented here (Figure 2 and Figure 3) 
are a cropped region of interest on slice 154. It is the aim of this work to illustrate the need for 
care in medical image filtering and enhancement in the reconstruction procedure prior to the 
numerical simulations of the haemodynamics. 
 
 
 
 
Figure 1. Configuration of the aorto iliac; (left)  Image in Study; (center) Respective gradient; (right) Region of Interest 
 
2  METHODS 
2.1 Filtering Methods 
Improved adaptive complex diffusion despeckling method (NCDF) 
The non-linear anisotropic diffusion process, proposed  by Perona and Malik, looks for the 
solution of 𝜕𝜕𝑡 𝐼 𝑥, 𝑦, 𝑡 = ∇ ∙ c x, y, t ∇I(x, y, t)  (1) 
 
Combining findings that show that using linear scale spaces in complex domain and that by 
replacing 𝑑 ∇𝐼 2  by 𝑑 ∇ 𝐺! ∗ 𝐼 2 , where * represents the convolution operation, the 
stability of Eq. 1 is improved during the backward diffusion phase, (Salinas et al., Gilboa et al.),  
Bernardes et al. implemented a method that aims to improve the process of speckle noise 
reduction and improve preservation of the edges and important image features. 
This is a filter usually applied to Optical coherence tomography data from the human eye 
(Bernards et al.). Contrary to the majority of non linear diffusion processes, which use a constant 
adaptive time step ∆𝑡 , this method uses an adaptive time step. The reason behind this approach 
relies on the fact that the diffusion coefficient depends on the gradient of the image, and due to 
the noise, this gradient is high during the initial steps of the diffusion process (Bernardes et al.), 
hence more emphasis has to be given to small image features during the initial iteration steps. The 
diffusion coefficient used here is a function of the Laplacian of the image and not of its gradient. 
The coefficient 𝑐 𝑥, 𝑦, 𝑡  is approximated by: c x, y, t = 11 + ∆I β 2 (2) 
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with β being adapted locally. The adaptive time step is given by: 
∆t = 1α 𝑎 + 𝑏exp ∂I∂t I  (3), 
where 
∂I∂t I is the fraction of change of the image at a certain iteration step and a, b are constants 
and control the time step. 
(a) 
 
(b) 
 
 
Regularisation of backward and forward anisotropic diffusion (RBAF) 
Several methods have been proposed for the well-posedness of the Perona-Malik non-linear 
equation 1, through appropriate choice of the diffusion coefficients and different regularisation 
approaches. In Guidotti et al. and references therein, a set of different methods are put forwards 
and studied in depth, based on equation 1, which include fractional derivatives, use of diffusion 
coefficients as functions of the image Laplacian or gradient magnitude, or also as a function of a 
convolved image and smooth Gaussian kernel. A more simple choice is following: 
 𝑐 𝑥,𝑦, 𝑡 = 11+ ∇𝐼 ! + 𝛿 (4) 
 
Several pointers also found in Guidotti et al., on appropriate interpretation of the coefficient 𝑐 𝑥,𝑦, 𝑡  and are recommended.  
 
(a) 
 
(b) 
 
Figure 2. Filtering with NCDF; (a) 7 iterations (b) 20 iterations 
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 2.2Numerical Simulations of the Heamodynamics 
The computations were performed using OpenFOAM software package to solve the   
Navier-Stokes equations, which relies on the finite volume method. The simulations were run for 
steady and unsteady state. These were chosen in order to be able to both compare accurately the 
differences between the filtering methods clearly with steady-state, as well as demonstrate the 
relevance in more physiological scenario with the unsteady simulations. The schemes used are the 
well known SIMPLE method for the steady state and PISO for the unsteady state. Convergence 
criterion was set to be 10!! on the residual.  
3  CONCLUSIONS 
Results indicate that image processing and especially preprocessing can substantially alter the 
quality of the image to improve desired object extraction. This removes a certain level of 
uncertainty in the segmentation process. Nevertheless, care must be taken to choose appropriate 
and robust schemes. 
In this work, a survey of different filtering and contrast enhancement methods is undertaken and 
both geometry and CFD variations are analysed. 
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Figure 3. Filtering with RBAF; (a) 15 iterations (b) 20 iterations 
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SUMMARY
The purpose of this study was to investigate the potential of using shape descriptors to predict the de-
formity of diabetic feet. Photographs were taken of the sole of the feet from 10 patients with diabetes
and 10 healthy non-diabetic volunteers (control group). The foot area was automatically segmented
by combining the skin segmentation algorithm and k-means segmentation algorithm. Then the shape
descriptors of the segmented foot region were extracted. Finally, the machine learning algorithm
(Support Vector Machine) was implemented to classify the diabetic foot from the normal foot. With
the accuracy of 90%, sensitivity of 100%, specificity of 80%, and Receiver Operating Curve (ROC)
area of 0.9, we conclude that shape descriptors have great potential for foot ulcer prediction. In future,
the analysis from computer vision will be used to indicate the early sign and the suspected region of
a diabetic foot ulcer.
Key Words: diabetes, foot ulcers, k-means segmentation, shape descriptors.
1 INTRODUCTION
People with diabetes commonly experience foot deformities associated with peripheral neuropathy
(nerve damage). Diabetic peripheral neuropathy affects both sensory and motor nerves. Sensory
nerve damage leads to a loss of feeling in the feet. Motor nerve damage leads to foot muscle wasting
associated with many different types of foot deformities [1]. Diabetic foot deformities together with
the lack of sensory perception in the feet are major risk factors leading to the development of foot
ulcers. In particular, foot deformities create high-pressure areas on the foot that become at very high
risk of developing an ulcer. A diabetic foot ulcer represents a serious clinical problem for the diabetic
patient with a high risk of infection and subsequent limb amputation [2]. Various computational
methods and algorithms have been developed to analyze and quantify biomedical data. Some active
foot research includes Agic et al. [3], who investigated the relationship between foot anthropometrical
and biomechanical descriptors; Acharya et al. [4] proposed an automated identification method of
diabetic Type 2 subjects with and without neuropathy using the discrete wavelet transform (DWT)
on foot images; and Goulermas et al. [5] proposed a robust discriminant analysis classifier for foot
pressure lesions using kinematic data. In this paper, we proposed a novel computer technique to
predict diabetic foot deformity.
2 METHOD
Figure 1 shows the modular block diagram of the foot region segmentation and classification.
Shape descriptors to predict diabetic foot deformity: a feasibility study
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Figure 1: Overview of the methodology
2.1 Dataset
The photographs of foot image were collected from 20 volunteers, 10 patients with diabetes and 10
healthy control volunteers without diabetes. The view of the images for this experiment is the sole of
the foot, as illustrated in Figure 2. Figure 2(a) and Figure 2(b) illustrate the images taken of a diabetic
foot while Figure 2(c) and Figure 2(d) illustrate the images of a healthy control foot.
2.2 Foot region segmentation
Skin segmentation plays an important role in a wide range of image processing applications [4].
The choice of colour space can be considered as the primary step in skin-color classification. The
RGB color space is the default color space for most available image formats. It has been observed
that skin colours differ more in intensity than in chrominance [5]. K-means clustering is one of the
simplest, and has been widely used in segmentation [6]. The k-means method aims to minimize
the sum of squared distances between all points and the cluster centre. The final clustering will
depend on the initial cluster centre chosen and on the value of k. To identify the foot region, first the
skin segmentation algorithm is implemented. Due to the limitation in skin segmentation algorithm
(variation in skin colours), the k-means clusters which overlap with the skin segment are combined
and recognized as the foot region.
2.3 Shape descriptors
Shape analysis has been widely utilised in computer vision and has been intensively developed over
the past decades in both theoretical and applied domains [7]. Due to the fact that the foot ulcers will
alter the shape of the sole view of the foot, we proposed to use the shape descriptors for foot classifi-
cation. The shape descriptors include Area to Perimeter ratio (AP), Solidity, Eccentricity, Elongation,
Extent, Orientation, Aspect ratio of major axis and minor axis (AR), Compactness, Roundness, and
Form Factor. The detail explanation of the above shape descriptors can be found at [8].
2.4 Classification
The support vector machines (SVMs) were introduced by Vapnik [9] and are based on statistical
learning theory. The benefits of SVMs include rapid classification capability and the ability to gener-
alize in high dimensional spaces. Hence it is widely accepted as an excellent choice in classification.
This paper implements Platt’s [10] sequential minimal optimization (SMO) algorithm for training a
support vector classifier, with 10-fold cross-validation, The classification stage is experimented by
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Figure 2: (a) and (b) illustrate original diabetes foot images, (c) and (d) illustrate original healthy
foot images; (e), (f), (g), (h) illustrate the segmented region (white area) and convex area (line) of the
images in (a), (b), (c), (d) respectively; (i), (j), (k), (l) illustrate the bounding rectangle (line) of the
images in (a), (b), (c), (d) respectively
Table 1: Confusion matrix on foot type classification
Actual / Predicted Foot with ulcer Normal foot
Foot with deformity & ulceration 10 0
Normal foot 2 8
using WEKA (The Waikato Environment for Knowledge Analysis) [11], the popular, open source,
Java based data mining tool. WEKA produces the accuracy, sensitivity, specificity and ROC area.
3 RESULT AND DISCUSSION
Figure 2 illustrate the result of foot region segmentation and some implementation of shape descrip-
tors extraction, such as convex area and the bounding rectangle of the foot images. The classification
result is shown in Table 1. The confusion matrix shows that SVM detected 10 True Positive (Foot
with ulcer), 0 False Negative (miss-classified foot with ulcer as normal foot), 2 False Positive (miss-
classified normal foot as foot with ulcer), and 8 True Negative (Normal foot). The overall accuracy
is 90%, the sensitivity is 100%, the specificity is 80%, and the ROC area is 0.9. This result shows
shape descriptors are very useful in discriminating different foot shapes. However, a larger sample is
needed for future studies.
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4 CONCLUSIONS
A feasibility study in the potential use of shape descriptors to predict diabetic foot deformity was
carried out. We evaluated the shape descriptors and fed to SVM classifier for classification. The
result shows an accuracy of 90%, sensitivity of 100%, specificity of 80% and with 0.9 ROC areas
in discriminating the diabetic foot with deformity from normal healthy foot. This promising result
shows that there is a great potential in using computer techniques to predict the early sign of a diabetic
foot ulcer, and its location. Currently we are recruiting more participants to improve the reliability
and accuracy of our method. Future work will be aimed towards a specific detection of foot ulcers in
diabetic patients with or without deformity.
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SUMMARY
Whole-body organ segmentation is required for many medical applications. Particularly for biodis-
tribution studies or partial volume correction in positron emission tomography (PET). In this work
we propose a fully-automated whole-body segmentation approach with high accuracy. The pro-
posed pipeline consists of an initial alignment to correct major anatomical differences. A sub-
sequent refinement step is performed to obtain highly accurate and organ-specific contours using
improved passive contour segmentation. The integral approach is evaluated in a study of 13 PET-
CT data sets of mice and is quantitatively compared to manually drawn VOIs.
Key Words: segmentation, registration, passive contour, atlas, PET-CT, whole-body.
1 INTRODUCTION
Adequate whole-body organ segmentation is required to access individual organ concentration for
biodistribution studies or to perform partial volume correction in positron emission tomography
(PET). In this work we propose an atlas-based two-step segmentation procedure based on a pair
of spatially aligned PET and CT images of the same subject.
The approach divides into two steps. The goal of the first step is to achieve a good estimation
of major anatomical differences. We chose the hierarchical bone registration of Baiker et al. [1],
which pursues exactly this goal. The contours of inner organs without proximity to bones are
further improved in a subsequent refinement step. Tailored atlas-based segmentation, based on an
extended version of the passive contours approach proposed in our previous work [5], was used
for this purpose.
In related work, Yezzi et al. [7] present an active contours segmentation framework with a simul-
taneous registration of features. The method is, however, inapplicable for multiple organ segmen-
tation tasks as treated in this work.
Small-animal PET segmentation based on a statistical shape model was proposed by Wang et
al. [6]. The registration is guided by high uptake organs and provides adequate estimates for low
uptake organs as well. However, a drawback is the need of a manual labeling of organs.
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2 METHODS
2.1 Atlas-based segmentation according to Baiker et al.
In order to achieve a good initial alignment of the atlas and real data, the hierarchical atlas seg-
mentation method of Baiker et al. [1] is applied. The method consists of a skeleton and skin
registration exclusively on the CT data.
The skeleton is extracted from the real CT data with a threshold segmentation and each individual
bone of the atlas is aligned to the skeleton in a hierarchical manner. The individual bone alignment
is performed with the iterative closest point (ICP) [2] algorithm due to its low computational costs
and at the same time high accuracy. The less rigid structures, i.e., spine and skin, are treated
individually with a non-linear registration.
A thin-plate-spline (TPS) transformation can be obtained from the estimated corresponding points
between the real and atlas data. Application to the atlas gives a first approximation of the whole-
body segmentation. Particularly the bones and organs close to the skeleton show already a high
spatial correspondence. For more details about the exact procedure we refer to [1].
2.2 Joint Passive Contour Segmentation and Registration
The result of the Baiker segmentation serves as the input for a refined passive contour segmenta-
tion [5], operating simultaneously on CT and PET data. The aim of this tailored segmentation is to
further improve the segmentation accuracy, particularly of inner organs. Four distance terms drive
the passive contour registration:
1. Distance DSSD of the atlas CTRCT : Ω→ R and real CT TCT : Ω→ R
2. Distance DSSD of the atlas PETRPET : Ω→ R and real PET TPET : Ω→ R
3. Passive contour segmentation distance DPC of the real CT
4. Passive contour segmentation distance DPC of the real PET
The functionalDSSD is thereby the sum of squared differences (SSD) distance. Instead of matching
a contour to the data, the passive contour distance DPC is used to optimize for the transformation
that aligns the data best to the (passive) atlas contours.
The passive contour segmentation in this work is an extended version of [5]. The passive contour
distance DPC is not only applied to the PET data, but additionally to the CT data. This leads to an
increased segmentation accuracy at the expense of an additional weighting factor in Equation (1).
To find the transformation y : R3 → R3, representing point-to-point correspondences between the
atlas and the real data, the following functional has to be minimized
min
y
{αCT · DSSD(TCT ◦ y, RCT ) + αPET · DSSD(TPET ◦ y, RPET )
+ αPCCT · DPC(TCT ◦ y, A) + αPCPET · DPC(TPET ◦ y, A) + αS · S(y) } , (1)
where αCT , αPET , αPCCT , α
PC
PET , αS ∈ R+ are weighting factors for the individual data terms and
the regularization functional S . The delineation of the atlas organs is represented by A according
to [5].
To guarantee diffeomorphic transformations and to be highly robust against noise, we utilize hy-
perelastic regularization [3]. In addition, an identity penalty energy is applied to the bone struc-
tures already aligned with Baiker’s method, penalizing deviations from the identity transformation.
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Figure 1: (a)-(b) Overlay of slices of the 3D CT and PET data and organ contours. The ground-
truth segmentation of the (a) left ventricle, bladder and (b) kidneys is plotted with white contours.
The estimated segmentations are shown with colored contours. (c) Rendering of the real CT
skeleton (gray) with surface plots of the estimated bone and organ contours. Color codes for
exemplary organs are depicted at the bottom right.
Table 1: Proposed method: Dice coefficients for the skeleton, heart, bladder and kidneys.
Mouse 1 2 3 4 5 6 7 8 9 10 11 12 13 Avg. Std.
Skeleton 0.44 0.46 0.41 0.44 0.48 0.45 0.45 0.42 0.43 0.47 0.45 0.38 0.43 0.44 0.02
Heart 0.84 0.83 0.74 0.83 0.86 0.81 0.82 0.85 0.76 0.80 0.70 0.76 0.81 0.80 0.05
Bladder 0.82 0.86 0.92 0.85 0.94 0.94 0.89 0.82 0.89 0.89 0.93 0.82 0.78 0.87 0.05
Kidneys 0.83 0.77 0.82 0.80 0.80 0.81 0.79 0.80 0.80 0.86 0.82 0.80 0.81 0.81 0.02
3 EXPERIMENTAL RESULTS
18F-FDG-PET/CT data of 13 healthy adult C57/Bl6 mice (without any intervention) are used for
the evaluation and represent the most widely used radiotracer and mouse strain in preclinical PET
studies. The Digimouse software phantom [4] serves as an atlas. For more details about the real
and atlas data we refer to [5].
An exhaustive parameter search is performed for the proposed method based on Equation (1) and
the PET and CT data of a randomly selected mouse. For each parameter combination the Dice
coefficient of the estimated segmentation and the manual ground-truth segmentation is calculated.
For two sets X and Y the Dice coefficient is defined as D(X,Y ) = 2|X∩Y ||X|+|Y | . We found the
following optimal parameter set for the proposed method: αCT = 1, αPET = 1.5, αPCCT = 234,
αPCPET = 560. For the hyperelastic regularization we found an optimal weighting of αS = 1000.
The estimated segmentation for one mouse is exemplified in Fig. 1. The Dice coefficients of the
proposed method for all analyzed organs and mice can be found in Tab. 1. Results of the proposed
method in comparison with the pure Baiker approach and the pure passive contour approach are
given in Tab. 2.
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Table 2: Comparison: Average Dice coefficients (and standard deviation) for different methods
using the same mice as in Tab. 1. The results of the pure Baiker approach were obtained with our
own implementation and are in the same range as published in [1]. Results of the pure passive
contour approach are taken from our previous publication [5] (note that no Dice coefficient was
determined for the skeleton in [5]).
Method Baiker Passive Contour Proposed method
Skeleton 0.44± 0.02 – 0.44± 0.02
Heart 0.43± 0.07 0.73± 0.10 0.80± 0.05
Bladder 0.29± 0.16 0.88± 0.05 0.87± 0.05
Kidneys 0.62± 0.04 0.76± 0.07 0.81± 0.02
4 CONCLUSIONS
An integral approach to whole-body segmentation of PET data is presented in this work. Based on
an accurate initial alignment of bone structures and the skin, an enhanced registration of individual
organs is the objective of a subsequent passive contour segmentation. A clear improvement (based
on a Dice coefficient evaluation) of the integral approach could be observed compared to the
application of the individual approaches alone, cf. Tab. 2.
The primary goal is to apply our method to additional data in future work. Data from other
modalities, human data and dynamic PET data (activity over time carries important information
for segmentation) are of particular interest. In addition, we will extend this work by analyzing a
larger number of data sets with a larger number of volumes of interest (VOIs). In this context it is
also planned to analyze the applicability of the proposed method to subjects with tumors.
Acknowledgment: This work was partly funded by the Deutsche Forschungsgemeinschaft, SFB
656 MoBil (projects B2 and B3).
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SUMMARY
An adaptive unstructured tetrahedral mesh generation technology is presented. This technique is
applied to simulation of segmental bioelectrical impedance measurements using high-resolution
whole body model of the Visible Human Project. Sensitivity field distributions for a conventional
tetrapolar, as well as eight- and ten-electrode measurement configurations are obtained.
Key Words: segmentation, tetrahedral mesh, finite element method, bioelectrical impedance.
1 INTRODUCTION
Bioelectrical impedance analysis (BIA) is commonly used for body composition and abdominal
adiposity assessment in clinical medicine, dietology and sports medicine. BIA is also used in
monitoring of body fluids redistribution under various physiological and pathological conditions,
e.g. in intensive care. The computational analysis of the existing measurement schemes is es-
sential for accurate data interpretation and the development of new efficient electrode schemes.
One of approaches is based on calculation of relative tissues and organs contribution to the re-
sult of bioimpedance measurements of the particular body segment. In our work we aimed at
computational analysis of segmental BIA, which is used for body composition assessment. We
developed a numerical model for computation of the human body bioelectrical impedance for low
frequency electric signals. We propose techniques for construction and visualization of sensitivity
field distributions for segmental BIA using anatomically accurate 3D model of the human body
from Visible Human Project (VHP) [1].
As described in [2], the electrical fields generated during bioimpedance measurements are gov-
erned by the equation
div(C∇U) = 0 in Ω (1)
with the boundary conditions
(J,n) = I0/S± on Γ± (2)
(J,n) = 0 on ∂Ω\Γ± (3)
U(x0, y0, z0) = 0 (4)
J = C∇U (5)
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where Ω is the computational domain, ∂Ω is its boundary, Γ± are electrode contact surfaces, n is
an external unit normal vector, U is an electric potential, C is a conductivity tensor, J is a current
density, I0 is an electric current, S± are areas of the electrode contacts. Equation (1) determines
the distribution of electric field in the domain with heterogeneous conductivity C. Equation (2)
sets a constant current density on the electrode contact surfaces. Equation (3) defines the no-flow
condition on the boundary. Uniqueness of the solution is guaranteed by the equation (4), where
(x0, y0, z0) is some point in the domain Ω.
Discretization of these equations was obtained using finite element scheme with piecewise linear
elements P1 from Ani3D package [3]. An unstructured tetrahedral mesh was created using CGAL-
Mesh library [4] and Ani3D package.
2 SEGMENTATION AND MESH GENERATION
Our high resolution human body geometrical model was constructed in two steps. First, the geo-
metrical model of the human torso was created for Visible Human man data. The data were clipped
and downscaled to an array of 567×305×843 colored voxels with the resolution 1×1×1 mm. The
initial segmented model of the VHP human torso was kindly provided by the Voxel-Man group [5].
This model has been produced primarily for visualization purposes, contained a significant amount
of unclassified tissue and, thus, was not entirely suited for numerical purposes. Therefore, a fur-
ther processing of the segmented model was needed. It was performed semi-automatically using
ITK-SNAP segmentation software program [6]. At the final stage, we used several post-processing
algorithms for filling remaining gaps between tissues and final segmented data smoothing. Our
segmented model of the human torso contains 26 labels and describes major organs and tissues.
Several meshing techniques were tested for the mesh generation of segmented data. In our work we
opted for the Delaunay triangulation algorithm from the CGAL-Mesh library [4]. This algorithm
enables defining a specific mesh size for each model material. In order to preserve geometrical fea-
tures of the segmented model while keeping a feasible number of vertices, we assigned a smaller
mesh size to blood vessels and a larger mesh size to fat and muscle tissues. After initial mesh gen-
eration we applied mesh cosmetics from Ani3D package. This essential step reduces discretization
errors and the condition number of the resulted systems of linear equations. The segmented model
and the generated mesh with 413 508 vertices and 2 315 329 tetrahedra are presented in Fig. 1.
This mesh retains most anatomical features of the human torso.
(a) (b)
Figure 1: Geometrical model of the segmented image (a) and unstructured tetrahedral mesh (b).
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The whole body segmented model is based on the torso model. Missing parts were segmented
using ITK-SNAP software. The final model is a 575×333×1878 voxels array with the resolution
1×1×1 mm segmented in 30 materials.
We used the proposed techniques to construct the computational mesh for the whole body model
based on VHP data. The related segmented model and generated mesh containing 574 128 vertices
and 3 300 481 tetrahedrons are shown in Fig. 2.
(a) (b)
Figure 2: Segmented whole body model of the Visible Human Man (a) and a part of generated
mesh (b).
After mesh generation, we added a skin layer and multilayered electrodes to the surface of the
constructed mesh. Boundary triangulation was used to create a prismatic mesh on the surface, and
then each prism was split into three tetrahedrons resulting in a conformal mesh.
Along with conventional tetrapolar wrist-to-ankle measurement configuration, two schemes of
segmental BIA were considered: an eight-electrode one with the placement of current and poten-
tial electrodes 5 cm apart on the back surfaces of the wrists and ankles, and also ten-electrode
scheme with an additional electrode pair located on the forehead. Accordingly, five pairs of thin
bilayer square objects 23×23 mm in size simulating electrode properties were added on the fore-
head and distal parts of arms and legs of the segmented model.
3 RESULTS
We simulated BIA measurements at the electrical current frequency 50 kHz using FEM. The elec-
trical conductivity parameters for labeled tissues were taken from [7]. Sensitivity field distribu-
tions were obtained according to Geselowitz formula [8].
(a) (b) (c)
Figure 3: High sensitivity areas for conventional tetrapolar scheme (a), right arm with 8 electrode
scheme (b), head with 10 electrode scheme (c).
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Current density fields were calculated from the finite-element model, and the corresponding sen-
sitivity field distributions were obtained for various configurations of electrode sites. Fig. 3 shows
the high sensitivity body regions for various schemes of electrodes placement: a conventional
tetrapolar scheme (a) and some of those provided by the eight- (b) and ten-electrode configura-
tions (c).
4 CONCLUSIONS
In this study we presented the segmentation and mesh generation technology for human body
bioelectrical impedance modeling. We created a tetrahedral mesh and obtained the sensitivity field
distributions for the conventional tetrapolar measurement scheme as well as for the segmental
BIA as represented by the eight- and ten-electrode configurations. Our data provide accurate
interpretation of the results of segmental BIA. The advanced mesh generation approach along
with numerical modeling procedure can serve as a valuable tool for evidence-based approach to
the development and validation of novel BIA techniques and measurement schemes.
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SUMMARY
This work introduces the multiscale theory of continuum elasticity with atomic rigidity (CEWAR)
for macromolecular analysis. The essential idea of CEWAR is to formulate bulk and shear moduli
as continuous functions of atomic information. CEWAR allows the separation of the dynam-
ics complexity of a macromolecular system from its static complexity such that the more time-
consuming dynamics is described by continuum elasticity theory, while the less expensive static
analysis is treated with atomic approaches. A flexibility-rigidity index (FRI) is introduced to an-
alyze macromolecular flexibility and rigidity in atomic detail. The FRI reflects the topological
connectivity of macromolecular atoms or residues and characterizes the geometric compactness
of the macromolecule. The proposed methods are applied to the analysis of structural proteins.
Key Words: continuum elasticity with atomic rigidity, flexibility-rigidity index, B-factor, Tissues.
1 INTRODUCTION
Recent advances in biotechnologies have irreversibly changed traditional life science disciplines
such as physiology, plant biology, neuroscience, etc., from macroscopic phenomenological ones
into molecular based biosciences. In parallel with this development, a major feature of life sci-
ences in the 21st Century is their profound transition from phenomenological and descriptive
disciplines to quantitative and predictive ones. Ample opportunities have emerged for theoret-
ically and computationally driven advances in biological research. Experimental explorations
of self-organizing molecular biological systems, such as HIV viruses, molecular motors, DNA
and RNA polymerases, and proteins associated with Alzheimer’s disease, are dominating driving
forces in scientific discovery and innovation in the past few decades. However, the emergence of
excessive complexity in self-organizing biological systems poses fundamental challenges to their
quantitative analysis and description, because of their excessively high dimensionality. Multiscale
modeling, intrinsic manifold extraction and dimensionality reduction, are developed to reduce the
computational cost of biomolecular systems while maintaining an essential and adequate descrip-
tion of the biomolecular observables of interest.
The objective of the present work is to develop a new multiscale model, continuum elasticity with
atomic rigidity (CEWAR), for describing excessively large biomolecular complexes. The essential
ingredient of the CEWAR is to utilize the continuum mechanics for describing macromolecular
conformational changes while treating the shear modulus or rigidity with atomic information. In
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conjugation with the CEWAR, we propose a flexibility-rigidity index (FRI) approach for protein
rigidity and flexibility analysis. The FRI provides an accurate measure of geometric compactness
and topological connectivity of a protein at each atom or residue. Stated differently, the FRI
reflects the local interaction strength. As such, it gives rise to accurate prediction of protein B-
factors.
2 THEORY AND RESULTS
Note that in the present work, the bulk modulus λ = λ(r) and rigidity µ = µ(r) are taken as
continuous function with atomic rigidity information. Considering such a position dependence,
the governing equation for the elastic dynamics of a macromolecule can be expressed as
ρw¨ = [∇(λ+ µ)∇ ·w +∇ · µ∇w] + f . (1)
where ρ is the density of the macromolecules, w is the displacement, f = fFSI + fRF + fHG is the
total force due to fluid-structure interaction (FSI), reaction field (RF) and heterogeneity (HG) of
the biomolecules [1]. With the stress tensor of the elastic molecule Tij = λσiiδij + 2µσij , Eq. (1)
can be written as
ρw¨ = ∇ · T+ f . (2)
The elastostatic state is given by∇·T+f = 0,which describes the shape of an elastic biomolecule
at the balance of internal friction and external force. It is meaningful for the equilibrium state
but may also be used for a non-equilibrium conformation. Assume that the elastic dynamics of
biomolecules admits a time-harmonic solution, we have the following eigenvalue equation
∇ · T+ f = −ρω2w, (3)
where ω is the angular frequency. Therefore, the diagonalization of operator ∇ · T+ f in Eq. (3)
for macromolecules produces eigenvalues and eigenvectors. The latter can be used to analyze and
visualize the collective motion of macromolecules.
Consider a protein ofN atoms with a conformation vector (r1, r2, · · · , rj , · · · , rN ) ∈ R3N , where
rj ∈ R3 is the position of jth atom. Let us denote ‖ri − rj‖ the Euclidean distance between ith
atom and the atom. We assume that the correlation between ith particle and the jth particle decays
with respective to their Euclidean distance. We define an atomic rigidity index µi as
µi =
N∑
j 6=i
wijΦ(‖ri − rj‖; ηij), i 6= j, , ∀i = 1, 2, · · · , N (4)
where ηij are characteristic distances between particles, wij are particle-type related weights and
Φ(‖ri−rj‖; ηij) is a real-valued monotonically decreasing correlation kernel. Typically, decaying
radial basis functions can be used for the correlation kernel. The atomic rigidity index µi measures
the rigidity or stiffness at ith atom or particle. The bulk modulus is correlated to the molecular
rigidity,
∑N
i µi. A continuous atomic rigidity function is given by
µ(r) =
∑
j
µjΨ(‖r− rj‖), r ∈ ΩE , (5)
where Ψ(‖r− rj‖) is a general interpolation kernel for scattered data [2].
For polyatomic molecules, one has µi > 0. Therefore, we can define an atomic flexibility index
fi =
1
µi
∀i = 1, 2, · · · , N. (6)
Physically, atomic flexibility indices of a macromolecule must directly proportion to its B-factor
{Bi}, the latter can be predicted by a standard linear regression [2].
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Figure 1: FRI analysis of structural proteins. The secondary structures are
illustrated in the left column, from top to bottom: keratin (3NTU), col-
lagen (1CAG), fibroin (3UA0) and amyloid fibrils (2RNM). Flexibility is
analyzed by FRI with red for flexible and blue for rigid. The correlation
maps computed by using the FRI are given in the middle column, gener-
ated with υ=2.0. The FRI prediction of B-factors (dots) are presented in
the right column, and compared with B-factors from X-ray crystallography
(squares) when they are available. B-factor prediction is calculated with
optimal υ values of 1.0, 0.3 and 2.1 for 3NTU, 1CAG and 3UA0. Corre-
lation coefficients for B-factor prediction for 3NTU, 1CAG and 3UA0 are
0.862 0.930 and 0.790. The last structure, 2RNM, is obtained by solid-state
NMR and does not have experimental B-factors. All data is calculated by
using υ=2.0 for this structure.
The human body has
three major types of
proteins including glob-
ular proteins, fibrous
proteins, and mem-
brane proteins. It is
well known that 65-
90% of human cell
mass is water. Struc-
tural proteins pro-
vide stiffness and rigid-
ity to prevent bio-
logical material from
flowing around. Most
structural proteins are
fibrous proteins in-
cluding keratin, elastin
and collagen. Ker-
atin is found in hu-
man hairs and nails.
Elastin enables the
restoration of tissues
after deformation. Col-
lagen is a critical
component of con-
nective tissue such as
knee cartilage. Some
soluble globular pro-
teins can play the
role of structural pro-
teins after polymer-
ization. For exam-
ple, some cytoskele-
tons are made up of
polymerized actin or
tubulin.
We consider a few
structural proteins, i.e.,
keratin (3NTU), col-
lagen (1CAG), fibroin
(3UA0) and amyloid
fibrils (2RNM) to illustrate our CEWAR model and FRI algorithm. Amyloid fibrils are associ-
ated with various neurodegenerative disorders, including Alzheimer’s disease, due to their specific
structural traits, e.g., aggregated misfolded beta sheets. We use the power-law correlation kernel
Φ(‖ri − rj‖; ηij) = 1‖ri − rj‖υ
in our simulations. Figure 1 depicts the secondary structures, correlation maps, and B-factors of
the above-mentioned proteins in a coarse-grained representation. Correlation maps characterize
the residue interactions. The predicted B-factors match the experimental data very well.
227
In Fig. 2, continuous atomic rigidity functions are projected onto the molecular surfaces of four
structural proteins. Indeed, the rigidity varies dramatically from residue to residue, indicating the
atomic dependence of the proposed elastic dynamics and elastostatic behavior.
3 CONCLUSIONS
Figure 2: Atomic rigidity functions projected on the molecular surfaces of
four structural proteins with red color for flexible regions and blue color for
rigid regions. Proteins in the display are, from left to right and top to bot-
tom, keratin (3NTU), collagen (1CAG), fibroin (3UA0) and amyloid fibrils
(2RNM). The atomic rigidity functions are calculated using the power-law
kernel with υ=1.0, 0.3, 2.1 and 2.0 for 3NTU, 1CAG, 3UA0 and 2RNM.
We propose contin-
uum elasticity with
atomic rigidity (CE-
WAR) as a new mul-
tiscale elastic theory
for theoretical mod-
eling and computa-
tional analysis of ex-
cessively large macro-
molecules. The atomic
rigidity information
is obtained from a
flexibility-rigidity in-
dex (FRI), which man-
ifests the atomic topo-
logical connectivity
in a macromolecule.
We demonstrate ca-
pability of the FRI
for correlation map
analysis and B-factor
prediction of a few
structural proteins, which
are particularly im-
portant to human body.
The FRI is ofO(N2)
in computational com-
plexity and does not
require matrix de-
composition. Addi-
tionally, the contin-
uous atomic rigidity
functions of four structural proteins are constructed for being used in the CEWAR.
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SUMMARY 
 
We are developing methods for analysing and visualizing aneurysmal flow. Time-resolved three-
dimensional (3D) velocity data in and around the intracranial aneurysm (IA) can be obtained from 
either phase-contrast Magnetic Resonance Angiography (PC-MRA) or “patient-specific” 
computational fluid dynamic (CFD) simulations. Custom software estimates hemodynamic 
parameters such as vortex core volume and kinetic energy. These relevant hemodynamic 
parameters will provide quantitative assessments of intra-aneurysmal hemodynamics, thereby 
potentially allowing improved clinical management of IAs. This report will summarize our recent 
progress and experience in data analysis and visualization of intra-aneurysmal flow.     
 
Key Words:  blood flow, segmentation, intracranial aneurysm 
 
1. INTRODUCTION 
 
An intracranial aneurysm (IA; also known as a cerebral aneurysm) is a pathological dilation at the 
vessel wall in the brain. The severe consequences of aneurysm rupture, the common occurrence 
of aneurysms in the adult population (4-7%), the frequent detection of aneurysms in 
asymptomatic people,  the low statistical risk of aneurysm rupture (1% or less per year), the lack 
of reliable parameters predictive of the risk of aneurysm rupture, and the cost and risk of 
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Aneurysm Kinetic 
Energy within 
Sac 
(millijoules) 
Kinetic Energy 
within Vortex 
Core(s) 
(millijoules) 
# of 
Vortex 
Core 
Sac Volume 
(mm3) 
 
Volume of 
Vortex Cores 
(mm3) 
      
A 6.4 0.8 2  234.6 41.8 
B 4.2 0.4 1 399.5 72.8 
Table 1: Estimated hemodynamic and geometric parameters of two terminal BA-tip aneurysms.  
Lambda2 value was calculated. Based on a small negative threshold (e.g. 12.5% among all 
negative Lambda2 values), each voxel was categorized either inside or outside of the vortex core. 
A simple Marching-Cube algorithm was used to segment out the vortex core regions. It is worth 
noting that small islands among the segmented vortex cores were removed to improve the 
visualization and to simplify data analysis. Calculation of the kinetic energy within the aneurysm 
sac and the vortex core region(s) is straightforward.        
2.2 Preliminary Results 
The method has been successfully applied to 11 aneurysms (six experimental canine aneurysms 
[7] and 5 human subjects) selected from our internal database. PC-MRA data acquisition has been 
described in our previous publication [8]. Figure 2 shows two Basilar Artery tip terminal 
aneurysms, namely Aneurysms A and B, respectively. Both aneurysms are similar in shape and 
location as illustrated in Table 1. However, given the calculated kinetic energy values (with 
respect to the size), the flow was active in Aneurysm A, whereas the intra-aneurysmal flow was 
slow in Aneurysm B.   Complete analysis of flow conditions will be presented in the conference. 
    While comparing the vortex core structures in Aneurysm A between ones obtained from a 
steady state CFD simulation and a cardiac-cycle average PC-MRA velocity field, we found that 
the extracted vortex cores exhibit quite different characteristics. Detailed analyses of this 
discrepancy are beyond the scope of this paper. Nevertheless, comparing the vortex core structure 
may offer an alternative way to compare intra-aneurysmal hemodynamics obtained from these 
two different methods.  
  
3. CONCLUSIONS AND FUTURE WORK 
 
We presented a technique for automated analysis of intra-aneurysmal flow. Based on this 
technique, different hemodynamic parameters derived from either simulated or measured velocity 
data as well as geometric parameters of the sac can be assessed. Although this technique probably 
only represents an alternative to other plausible approaches, it does, in our opinion, represents a 
feasible path to make intra-aneurysmal hemodynamic assessments more quantitative, thereby 
enabling studies and comparisons of large populations both initially and over time. Perhaps, more 
importantly, combination of geometric and hemodynamic information may further improve 
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predictions for rupture risk of IAs. This preliminary result is encouraging and we believe that the 
method warrants further clinical studies to explore its full clinical utility and significance.  
(a) (b) 
Figure 2. Plots of streamlines of cardiac-cycle average velocity vectors in (a) Aneurysms A and 
(b) B, respectively.  Streamlines were overlaid with extracted vortex cores: (a) blue and red 
colored, and (b) brown colored regions. 
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SUMMARY 
 
Since decades, endeavors were made to signing out the pre-rupture state of the cerebral 
aneurysms. Several potential geometry and hemodynamic predictors have been defined and 
studied worldwide, but no one could be used so far by the medical practitioners for effective 
patient care management. Such a pitfall was hard to avoid, because most of the studies were 
suffering from the lack of predictive power, statistics, arbitrariness and oversimplification of 
predictor definitions, along with the hardly ever imaging of pre-rupture aneurysm forms. In this 
work, we report the preliminary CFD results on aneurysm tear risk assessment based on a case-
control study involving 4 cases and 20 controls in 4 different cerebral locations. The aneurysm 
pre-rupture forms of the cases were all imaged. The size of the ruptured aneurysms was 
unexpectedly found to be less than 5mm. Unlike in previous studies, single scalar threshold-based 
metrics have all failed to significantly sign tear in our sample. Therefore, we defined and fitted  a 
wall shear stress (WSS) empirical cumulative distribution function (WSScdf) to compute the set 
of aneurysm wall shear stress percentiles. Independantly of their locations and hemodynamic 
regimes, cases were all showing a common balanced figure of their WSS percentiles. Such result 
suggests the existence of a "rupture-specific" WSS distribution that may precursively sign the 
likelihood of aneurysm tear, unlike the more unbalanced  running low or high WSS distribution 
hypothesis. Unlike WSS, neither tear signature was observed for relative WSS, WSS gradient and 
OSI cdfs. 
 
Key Words:  blood flow, wall shear stress (WSS), aneurysm. WSS  percentiles, WSS cumulative 
distribution function (WSScdf). Logistic regression analysis, WSS gradient, OSI, relative WSS. 
 
 
1  INTRODUCTION 
 
Rupture risk assessment is essentially based upon factors identified through epidemiological 
studies, including aneurysm size, site and previous family SAH history. In particular, it is 
suggested to treat conservatively the aneurysms that are smaller than 7mm on anterior circulation. 
In our aneurysm clinic, four patients harboring small saccular aneurysms (size less than 5mm) 
ruptured while being monitored for conservative treatment. Since these aneurysms’ shapes were 
documented with 3D imaging acquired before SAH, a case-control study was designed to 
evaluate the rupture odds of such small aneurysms and a novel predictor related to wall shear 
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stress (WSS) percentiles function was explored. 
 
2  MAIN BODY 
 
The cases were patients with small saccular IAs (less than 5mm) who ruptured during follow up. 
The controls included patients with unruptured saccular IAs. The aneurysms were located, 
respectively, at the middle cerebral artery (MCA), at the basilar tip (BAT), on the posterior 
inferior cerebellar artery (PICA) and on the anterior communicating artery (AcomA) (figure 1, 
left column). For each case, we selected randomly a set of 5 control patients (figure 1, right 
columns) harboring unruptured IAs who were monitored for a year. The four aneurysm locations 
in Figure 1. are, sketched from top to bottom: MCA, BAT, PICA and AcomA. Colors represent 
the logarithmic scale of WSS between 1.0 and 10 Pa. 
 
         Figure 1: aneurysm geomety models 
    
 
The triangulated surfaces of the patient-specific vessels were reconstructed from the 3-
dimensional rotational angiography images (Allura FD20, Philips Healthcare, Best the 
Netherlands) using Aneufuse toolkit. Then, ANSYS ICEM was used to produce a high-resolution 
computational unstructured mesh. The mesh element number ranged between 3.3 and 5.6 million, 
with mesh density larger than 2000 elements/mm3. The ANSYS CFX commercial solver was 
used to simulate blood flow as a Newtonian fluid on the computational mesh. We used generic 
1D pulsatile boundary conditions. The modeling parameters were the following: a/density: 1066 
kg/m3, b/ viscosity: 0.0035 Pa.s, c/ Reynolds number: 350-520, d/ Womersley number: 1.8-2.6, e/ 
cycle: 0.8s, f/ number of cycles: 2.  
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Since none of the geometry and hemodynamic factors could predict the thrombosis issues of our 
cases and control [1,2,3], we evaluated at every spatial element  of the aneurysm the WSS 
averaged over a cycle,  and fitted the wall shear stress cumulative distribution function (WSScdf) 
in the aneurysm with a set of 18 ordered WSS percentiles. Then, we determined the “prone-to-
rupture” range by fitting for cases, the optimal WSS empirical cumulative distribution function 
along with the related 95% confidence interval (CI) with the following power function model: 
    
where x represents the WSS percentile and f(x)  represents WSScdf. The three parameters a, b, c 
are required to take into account the saturation, the raising edge and the median level of the 
function, respectively. Cases are expected to have their WSScdf representation curve largely 
within the prone-to-rupture zone, unlike the controls. Since the fraction of WSScdf curve in the 
risky zone is directly correlated to rupture odds, a variable Np was set to count the number of 
WSScdf cutoff points intersecting with this zone. Case-control rupture odds were evaluated with 
univariate logistic regression analysis based on variable Np. 
 
Figure 2 shows in red, the “prone-to-rupture” 95% CI (p<0.07) fitted WSScdf  corresponding to 
the model with parameters: a=15.3, b=0.07, and c=0.93 [5]. Thus, the related average percentiles 
are in ascending order: 30% for WSS<=0.2Pa, 50% for WSS<=0.4Pa, 70% for WSS<=0.8Pa, 80% 
for WSS<=1.2Pa, 85% for WSS<=2.0Pa, 90% for WSS<=3Pa, and slow uniform incremental 
increase for WSS larger than 3 Pa up to local WSS maximum. The circles show the controls all 
spread out the risky range. Univariate logistic regression analysis based on variable Np resulted in  
log odds ratio equal to b0=-8.13+-1.95 and b1=0.62+-0.16 (mean+-SD), respectively. The 
statistical significance of likelihood change of rupture was p=0.047. Case-control odds ratio was 
evaluated at Np=13.9 to be larger than 24+-7 (mean+-SD) passed the median risk line. Np 
threshold suggests that rupture becomes certain if ~70% of the whole WSScdf curve intersects 
with the “prone-to-rupture” range. The test performance is: sensitivity=0.90 [63.7%,100%], 
specificity=0.97 [81.8%,100%], accuracy: ~0..92, positive predictive value: ~75%, and  negative 
predictive value: ~97%. 
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           Figure 2: the WSScdf for cases and controls. 
     
 
3  CONCLUSIONS 
 
This case-control designed study shows that WSScdf would potentially sign small-sized 
aneurysm tear with high positive and negative predictive values. This result matches rather well 
with Goubergrits et al [4] finding who evoked the possibility of high and low WSS cohabitation 
with large areas of steep WSS transition that might enhance degenerative changes at the wall [5]. 
In this case, the 50% percentile would correspond to WSS smaller than 0.4Pa.	   It	   is	   foreseeable	  that	  the	  challenge	  for	  CFD	  in	  the	  coming	  years	  would	  be	  to	  detect	  an	  increasing	  number	  of	  potentially	  dangerous	  small-­‐size	   lesions	   that	  may	  rupture	  despite	  being	  resumably	  of	   low	  risk	   according	   to	   epidemiological	   studies.	   Indeed,	   large	   aneurysms	   are	   rarely	   followed	  conservatively	  because	  their	  estimated	  rupture	  risk	  is	  not	  questionable	  and	  the	  therapeutic	  decision	  can	  be	  taken	  without	  any	  ambiguity.	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SUMMARY 
 
Intraoperative indocyanine green video angiographies of aneurysms show distinct 
flow patterns that confirm the results of computational fluid dynamics and 
contribute to the value of virtual flow simulations. 
 
Key Words:  blood flow, computational fluid dynamics, intracranial aneurysm, indocyanine 
green video angiography 
 
 
1. INTRODUCTION 
 
Computational fluid dynamics (CFD) is increasingly being used for modelling 
hemodynamics in intracranial aneurysms. These simulations are used to study the 
formation, growth and rupture of cerebral aneurysms and may contribute to assess 
the risk of rupture and to improve the treatment.1,2 
While CFD techniques are well established, the need for validation of simulated results 
remains. We used intraoperative indocyanine green video angiography (ICG) in 
aneurysm surgery to directly visualize flow patterns and compared them to the 
CFD results of these aneurysms. 
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2. METHODS 
 
Indocyanine green video angiography (ICG):  
 
Indocyanine green is a fluorescent agent. ICG video angiography is a useful 
method for monitoring blood flow in the exposed vessels during open 
neurosurgery 3. A microscope with a special filter and infrared excitation light to 
illuminate the operating field was used. The intravascular fluorescence was 
imaged with a video camera attached to the microscope. Videos from ICG video 
angiography during surgery of middle cerebral aneurysms were screened for 
visible flow patterns. Images of these sequences were extracted frame-by-frame 
using conventional video capture software. The frames were analyzed with the 
ImageJ software v 1.47 (http://rsbweb.nih.gov/ij/). To visualize the flow patterns we 
used colour-coded point of time of maximum gradient using the HSV colour 
model. 
 
Computational fluid dynamics (CFD): 
 
3D models of the middle cerebral aneurysms were reconstructed from preoperative 
3D angiography using the current version of AneuFuse software v 2.2 
(Supercomputing Solutions, Bologna, Italy). The software, which was developed 
within the @neurIST project, was used to reconstruct the vessel surfaces, create 
the model and set up the hemodynamic analysis. The solvers used within 
AneuFuse to solve the fundamental equations describing the blood flow behaviour 
were ANSYS-ICEM and ANSYS-CFX  v 14.5 (Ansys, Inc., Canonsburg, PA, 
USA). For post-processing visualization of the results and comparison to the ICG-
video analyses we used Avizo Wind 3D analysis software v 7.1.1 (Visualization 
Sciences Group SAS, USA). 
 
3. RESULTS 
 
ICG video angiography revealed meaningful flow patterns in five of eight cases. 
These flow patterns could be visualized in a single image by analyzing the 
maximum gradient of brightness in all of these five cases. 
The streamline patterns of the CFD simulations correlated well with the flow seen 
in the ICG video angiography in all cases. The main streamlines, vortices and 
impingement points could be identified depending on the intraoperative angle of 
view. 
 
 
 
The example (Fig. 1) shows a reconstructed 3D model of a middle cerebral artery 
aneurysm from 3D angiography (A). The analyzed ICG video angiography image 
240
(B) shows the main flow patterns. Anatomical overlay of model and intraoperative 
video image (C) reveals the correlation between observed and simulated flow 
patterns (D). 
 
 
 
 
Fig. 1 
 
 
 
A       B 
 
 
 
 
C       D 
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4. CONCLUSIONS 
 
Validation of computational fluid dynamics is crucial for the scientific value and 
acceptance of flow simulations. We present a new tool for direct observation of in 
vivo flow patterns that can help to understand and confirm the influence of various 
variables on CFD simulations.  
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SUMMARY 
 
 Y-stent-assisted coil embolization has been performed for wide-necked 
bifurcation aneurysms. There are two types of intracranial stents: open-cell and closed-
cell stents. Y-stent with double closed-cell stents causes narrowed structure. In clinical 
fields, there is controversy whether narrowed structure is beneficial or harmful. To 
address this issue, we perform computational fluid dynamics (CFD) simulations using a 
patient-specific silicone model and Y-stent geometry obtained by micro-computed 
tomography. In addition, we reviewed four Y-stent cases among 40 consecutive 
aneurysms treated with stent-assisted coil embolization in our hospital. Results showed 
that hemodynamic effects in Y-stents may reduce recanalization rates but may increase 
risk of thromboembolic complications. We believe that this type of research with 
combinations of CFD and clinical study will become more important to make CFD 
simulations clinically useful. 
 
Key Words:  Y-stent-assisted coil embolization, closed-cell stent, open-cell stent, computational 
fluid dynamic simulations, hemodynamics, recanalization, thromboembolic complication. 
 
1  INTRODUCTION 
 Y-stent-assisted coil embolization has been performed for complex bifurcation 
aneurysms [1]. There are two types of stents: open-cell and closed-cell stents. In most Y-
stent cases, the second stent is deployed through the interstices of the first stent (crossing 
Y-stent). Use of double closed-cell stents causes narrowing of the second stent through 
the interstices of the first stent, while using an open-cell stent as the first stent can avoid 
this effect of narrowing. In our neurosurgical field, there is controversy whether narrowed 
structure of Y-stents with closed-cell stents is beneficial or harmful. To address this issue, 
we preformed CFD simulations and reviewed our Y-stent cases. 
 
2 METHODS 
2.1. CFD simulations 
 A rigid silicone block model of a bifurcation aneurysm was created based on an 
asymmetric basilar tip aneurysm in a patient with a maximum diameter of 8 mm (Fig. 1). 
We deployed closed-cell stents, Enterprise (Cordis Neurovascular, Miami, FL, USA), in 
the silicone model in the following 7 different configurations: single stent placement 
of cerebral aneurysms
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from the basilar artery to the right or left posterior communicating artery (PCA), non-
overlapping Y-stent, horizontal stent, kissing Y-stent (double stent placement in a parallel 
fashion), and 2 different crossing Y-stents with a narrowed structure. In one crossing Y-
stent, “crossing-Y (R to L\)”, the first stent was deployed into the right PCA and the 
second stent was placed into the left PCA through the interstices of the first stent. In 
another crossing Y-stent, “crossing-Y (L to R\)”, the order of stent placement was the 
opposite. Selected configurations of stents are shown in Figure 1. 
  Stents in the silicone model were scanned by micro-CT. Using an engineering 
design software, 3-matic (Materialise NV, Leuven, Belgium), we constructed 9 models, 
including no stent and 8 different configurations of stents (7 stents plus 1 virtual stent): 
“no-stent”, “R-stent”, “L-stent”, “non-overlapping Y”, “virtual-Y”, “horizontal”, 
“kissing-Y”, “crossing-Y (R to L\)”, and “crossing-Y (L to R\)”. We created the “virtual-Y” 
stent by fusion of 2 single stents, “R-stent” and “L-stent”. The “virtual-Y” stent did not 
have a narrowed structure.  
 We performed pulsatile CFD simulations in a similar manner as we described 
previously using ANSYS CFX (ANSYS Inc., Canonsburg, PA, USA) [2]. The fluid 
domains were meshed to create finite volume tetrahedral elements. The number of 
elements in each model ranged from approximately 1,800,000 to 2,500,000, which was 
confirmed to be adequate to calculate the velocity and WSS by creating meshes of finer 
grid densities. 
 
2.2. Clinical cases of Y-stents in our hospital 
 Between July 2010 and October 2012, we treated 40 consecutive aneurysms with 
stent-assisted coil embolization using Enterprise closed-cell stents in our hospital. There 
were 36 unruptured aneurysms, four chronic or delayed ruptured aneurysms, and no acute 
ruptured aneurysms. There were four patients with crossing Y-stent cases that were all 
treated for basilar tip aneurysms. The rest of the 36 patients were treated with a single 
stent. Patients were divided into two groups: the single stent group (n=36) and the Y-stent 
group (n=4). 
 In the single stent group, patients were pretreated with double antiplatelet agents, 
100 mg aspirin and 75 mg clopidogrel, 1 week before the procedure, or were loaded with 
300 mg aspirin and 300 mg clopidogrel 4 days before the procedure. In the Y-stent group, 
patients were pretreated with triple antiplatelet agents, 100 mg aspirin, 75 mg clopidogrel, 
and 200 mg cilostazol, 1 week before the procedure. 
 We assessed the following factors for statistical analysis: age, sex, aneurysm 
location (anterior or posterior circulation), aneurysm shape (saccular or fusiform), 
aneurysm size, neck size, and maximum and minimum size of parent vessels covered by 
a stent. Statistical analysis was performed using SPSS version 20 (IBM Corp., Armonk, 
NY, USA). Fisher’s exact test or the Mann–Whitney U test was used. Each hypothesis 
was tested with a two-tailed analysis. The level of significance was set at P<0.05. 
 
3  RESULTS 
3.1. CFD simulations 
 Cycle-averaged velocity and WSS in the aneurysm were reduced because of stent 
placement in the following order: single stent (19% reduction in cycle-averaged velocity) 
< non-overlapping Y-stent (29%) < virtual Y-stent (32%) < horizontal stent (39%) < 
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kissing Y-stent (48%) < crossing Y-stent (54%). Comparing with virtual-Y without 
narrowed structures, crossing Y-stents with narrowed structures redirected impingement 
flow into the distal vessels because of lowered porosity of stents (data not shown). 
 
      No-stent             R-stent               L-stent            Virtual-Y          Crossing-Y 
 
                         Figure 1. Contours of flow velocity on coronal sections. 
 
3.2. Clinical cases of Y-stents in our hospital 
 There were two cases of symptomatic complications (2/40, 5%) during the peri-
procedural and follow-up period: one transient ischemic attacks and one infarction in two 
patients. Both thromboembolic complications occurred in the Y-stent group, and a Y-
stent was the only significant factor for symptomatic or thromboembolic complications 
(P=0.008; Fisher’s exact test) (Table 1). Despite of these complications, the two patients 
recovered and were discharged without any neurological deficits. All 40 patients were 
neurologically intact at the mean follow-up periods of 31 months. 
 
Table 1. Thromboembolic complications 
  Thromboembolic complications   
  Negative (n=38) Positive (n=2) P 
Age (years) 61±10 62, 70 0.437  
Female sex (%) 23 (61) 2 (100) 0.519  
Aneurysm location 13/25  0.550       Anterior circulation (%) 13 (34) 0 (0)       Posterior circulation (%) 25 (66) 2 (100)  Aneurysm shape   0.533       Saccular (%) 24 (63) 2 (100)       Fusiform (%) 14 (37) 0 (0)  Aneurysm size (mm) 10.4±5.3 7.4, 12.3 0.950  
Neck size (mm) 8.6±4.5 8.3, 11.9 0.306  
Maximum size of parent vessels (mm) 3.7±0.9 2.9, 3.1 0.162  
Minimum size of parent vessels (mm) 3.1±0.9 1.4, 2.0 0.181  
Stent configurations   0.008       Single stent (%) 36 (95) 0 (0)       Y-stent (%) 2 (5) 2 (100)  
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4  DISCUSSION 
 In the hemodynamic study, while we used vascular-specific conformed stent 
geometry obtained by micro-CT, in most of the previous studies, stents were virtually 
conformed to fit into a parent vessel lumen and deployed across an aneurysm neck. 
Because the geometry and porosity of stents change by the vascular geometry and radius 
of vessels, virtual deployment is not appropriate for reproducing the real geometry of 
stents deployed in vessels. Our study shows that changes in porosity of stents are 
important for hemodynamics due to stent placement. Among the 8 different 
configurations used in our study, crossing Y-stents showed the strongest reduction in 
flow because of the narrowed structures, which lowered porosity of stents and redirected 
flow. The narrowed structures are unique to closed-cell stents. It seems that Y-stents with 
closed-cell stents may be desirable treatments because it may reduce recanalization rates. 
However, the CFD simulations provided us only hemodynamic aspects of Y-stents. In 
clinical cases, we need to consider other aspects such as ease of stent delivery, wall 
apposition of stents, patient conditions, possible complications, and so on. 
 In Y-stent cases in our hospital, we experienced significantly higher thromboembolic 
complication rates even though we used triple antiplatelet agents. This suggests that 
strong hemodynamic effects of Y-stents with closed-cell stents may increase 
thromboembolic complications owing to the narrowed structures. Therefore, we cannot 
simply conclude that Y-stent-assisted coil embolization with closed-cell stents can be the 
first-line treatment for bifurcation aneurysms from our CFD study. Although, one large-
scale study of Y-stent cases (n=183) showed 2.7% peri-procedural complication rates [3], 
at the moment, we consider that Y-stents with closed-cell stents may be limited to 
complex or recanalized aneurysms under appropriate use of antiplatelet agents.  
 
5  CONCLUSIONS 
 In hemodynamic study by CFD simulations, narrowed structure with closed-cell 
stents in Y-stents lowered porosity of the stent, which redirected impingement flow into 
distal vessels. This may be a desirable reconstruction of flow hemodynamics and may 
decrease recanalization rates. In our clinical Y-stent cases, thromboembolic 
complications occurred significantly higher than single-stent cases. This may be because 
of stronger hemodynamic effects. Thromboembolic complication may be reduced with 
appropriate use of antiplatelet agents. From both CFD and clinical study, we conclude 
that Y-stent-assisted coil embolization may be an optional treatment for selected cases 
such as complex or recanalized aneurysms. 
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SUMMARY
Coils embolization and flow diverter implantation are two options to treat a giant cerebral aneurysm,
but there exists controversy for treating the giant aneurysm with interventional ways. The models
of a giant cerebral aneurysm treated virtually by coils embolization or flow diverter implantation
are constructed and the blood flow in the treated aneurysms is simulated numerically. By analyz-
ing the variations of the hemodynamics factors related to rupture and recanalization of the treated
aneurysm, the conclusions are drawn that the giant aneurysm treated by flow diverter has higher
rupture risk and treated by coil embolization has higher recanalization risk.
Key Words: giant cerebral aneurysm, hemodynamics, numerical simulation, flow diverter.
1 INTRODUCTION
Cerebral aneurysms are pathologic dilations of the cerebral arteries generally occurred in the an-
terior and posterior regions of the circle of Willis. Rupture of a cerebral aneurysm causes sub-
arachnoid hemorrhage with an associated high mortality and morbidity rate. The mechanisms
responsible for the initiation, evolution and rupture of cerebral aneurysms are not well understood
until now. However, it is widely accepted that hemodynamic characteristics play an important role
in the progression of aneurysms [1].
A giant cerebral aneurysm is defined as one larger than 25 mm in diameter. Giant aneurysms are
thought to represent about 5-8% of all cerebral aneurysms, and they are considered to have higher
rupture risk than the aneurysms smaller than 25 mm in diameter and need to be treated in clinic
when they are recognized [2].
Both coils embolization and flow diverter implantation are interventional treatments to occlude the
aneurysms. But there still exists controversy for treating the giant aneurysm with interventional
ways because the giant aneurysm with coils embolization has higher recanalization risk or the
giant aneurysm with flow diverter implantation has higher rupture risk.
In this study, the models of a giant cerebral aneurysm treated by coils of flow diverter were con-
structed, the blood flow in the treated aneurysms were simulated and the variations of the hemody-
namic factors related to the recanalization or rupture of the treated giant aneurysm were analyzed,
and the rupture risk and the recanalization risk for the treated giant aneurysm were compared.
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Figure 1: A giant aneurys located at internal carotid artery and the size of the aneurysm is height
27.5mm and width 27.8 mm. The left is the aneurysm model treated by coils embolization, and
the right is the model treated by flow diverter implantation.
2 MATERIALS AND METHODS
A giant aneurysm located at the internal carotid artery was treated virtually by coils embolization
and flow diverter implantation. The giant aneurysm treated by coils was modeled as a porous
media [3], and the flow diverter (Tubridge, produced by Shanghai MicroPort Medical Co., Ltd.
)was implanted into the giant aneurysm by finite element method [4] as showed in Figure 1. As-
sumed that the flow diverter implantation and coils embolization had the same effect to prevent the
blood flow into the giant aneurismal sac and the treated aneurysms had the same cross-neck flow
rate. The parameters of the porous media for the coiled aneurysm were pack density 0.21 and the
permeability coefficient 0.00088 m2.
The computational grids of three aneurysm models (untreated, treated by coils and treated by flow
diverter ) were generated by Ansys ICEM-CFD, and the meshes composed by tetra elements were
specified in terms of the size as follows: 0.2mm was set to the max element of the aneurysm,
0.02mm was set to the max element near the metal wire of the flow diverter, and the element
number of per cubic millimeter in the three model was more than 1800.
The vessel wall was assumed to be rigid and without deformation. The pulsatile velocity profile
imposed at the inlet were represented by Fourier series. The boundary condition was traction-free
at the outlets and was no-slip on the wall of the vessel and struts of the flow diverter. The blood
flow in the three models was simulated by the commercial computational fluid dynamics software
Ansys CFX 12.1 and the results were processed and visualized by Ansys CFD-Post.
3 RESULTS AND DISCUSSION
After numerical simulation, the flow pattern and the hemodynamic factors such as time average
wall shear stress (TAWSS), oscillatory shear index (OSI), pressure pulse, energy loss in the two
models of the giant aneurysm were calculated.
Figure 2 shows the streamlines and the velocity contours in the axial cross section of the two
models, and it is observed that the flow pattern in the giant aneurysm treated by flow diverter is
more complex than treated by coils.
Figure 3 shows TAWSS and OSI on the two models. The distributions of TAWSS on the two mod-
els are similar, and the maximum TAWSS of the two models locates at the aneurysmal neck and
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Figure 2: Streamlines and velocity contours in the axial cross sections at systolic peak. The left
column is the aneurysm treated by coils embolization and the right column is the aneurysm treated
by flow diverter implantation.
Table 1: Pressure pulse and energy loss of the treated aneurysm by coils or flow diverter
Coils Flow Diverter
Pressure Pulse (Pa) 837 634
Energy Loss (mw) 20.7 17.6
the values are 10.2 Pa and 4.8 Pa for the aneurysm treated by coils and flow diverter, respectively.
The distributions of OSI on the two models are very similar, the maximum values are very close
and they are 0.44 and 0.49 in the treated model by coils and flow diverter, respectively.
Table 1 presents pressure pulse and energy loss of the two treated aneurysm in a cardiac cycle.
The pressure pulse and energy are 634 Pa and 17.6 mw in the aneurysm treated by coils, and they
are 837 Pa and 20.7 mw in the aneurysm treated by flow diverter.
4 CONCLUSIONS
Juvela proposed that the aneurysm with higher pressure pulse has higher rupture risk [5] and Takao
et al. believed that higher energy loss in the aneurismal sac during a cardiac cycle has higher
rupture risk [6]. On the other side, high TAWSS is considered to be related to the recanalization
of the coiled aneurysm [7]. When the giant aneurysm is treated by coils embolization or flow
diverter implantation, the maximum TAWSS near the aneurysmal neck is higher but the pressure
pulse and energy loss is less in the aneurysm treated by coils than by flow diverter. Therefore, the
giant aneurysm treated by flow diverter has higher rupture risk and treated by coil embolization
has higher recanalization risk.
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Figure 3: TAWSS contours and OSI contours on the treated aneurysms. The left column is the
aneurysm treated by coils embolization and the right column is the aneurysm treated by flow
diverter implantation.
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SUMMARY 
 
Intracranial aneurysms can have atherosclerotic wall properties that may be important in 
predicting aneurysm history. This study aimed to investigate hemodynamic characteristics of 
atherosclerotic legions in intracranial aneurysms. We conducted computational fluid dynamic 
analyses of 30 aneurysms using patient-derived geometries and inlet flow rates. Among 30 
aneurysms, seven atherosclerotic lesions with remarkable yellow lipid deposition were identified 
in five aneurysms. All seven atherosclerotic lesions were spatially agreed with the area exposed to 
stagnant blood flow. Univariate analysis revealed that male (P = 0.031), cigarette smoking (P = 
0.047) and the exposure to stagnant blood flow (P = 0.024) are significantly related to 
atherosclerotic lesion formation on the aneurysmal wall. Of those variables that influenced 
atherogenesis, the variable male (P = 0.0046) and the exposure to stagnant flow (P = 0.0037) 
remained significant in the multivariate regression model. In conclusion, male sex and stagnant 
blood flow inside aneurysms were independent risk factors for atherosclerosis in intracranial 
aneurysms 
 
Key Words: cerebral  aneurysm, hemodynamics, wall shear stress, 
 
 
1  INTRODUCTION 
 
Recently, potentials of computational fluid dynamic (CFD) simulation in predicting natural 
history of intracranial aneurysms have been reported.
1
 However, little work has been done on the 
atherogenesis in intracranial aneurysms. The purpose of this study was to investigate 
hemodynamic characteristics of atherosclerotic legions in intracranial aneurysms. 
 We conducted CFD analysis of 30 unruptured middle cerebral artery (MCA) aneurysms 
and investigated the relation between the spatial distribution of atherosclerotic lesions on the 
aneurysm wall and hemodynamic wall parameters including wall shear stress (WSS), oscillatory 
shear index (OSI), and relative residence time (RRT). WSS is the tangential frictional stress 
caused by blood flow on the vascular wall. OSI is a dimensionless measure of directional changes 
in WSS, and used as a marker of oscillatory nature of WSS.
2
  RRT demonstrates the residence 
time of particles near the wall,
3 
and was used as a marker of stagnant blood flow in this study. 
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2  METHODS 
 
This study was granted approval from the ethical committee in Kohnan Hospital. We conducted 
CFD analysis of 30 MCA aneurysms with atherosclerosis. Data sets of 3D rotational angiography 
were used to reconstruct accurate geometries of the aneurysms and adjacent arteries. Following 
the conventions of CFD in large vessels, blood flow was treated as an incompressible Newtonian 
fluid, vessel walls were assumed rigid and no-slip boundary conditions were applied at the walls.
4
 
A finite-volume package, ANSYS 12.1 (ANSYS Inc.; Lebanon, NH) was used to solve the 
governing equations: 3D unsteady Navier-Stokes equations and equation of continuity. The 
patient-specific pulsatile flow condition measured by magnetic resonance velocimetry was 
prescribed at the inlet boundary.
5
 Traction free conditions were applied to outlets. Three pulsatile 
cycles were simulated to ensure that numeric stability has been reached, and the results from the 
third cycle were used for analysis. 
 Wall shear stress refers to the tangential frictional stress caused by the action of blood 
flow on the vessel wall. For pulsatile flow, the time-averaged wall shear stress was calculated by 
integrating WSS magnitude over a cardiac cycle for each tetrahedral element: 
 
(1) 
 
where  is the instantaneous wall shear stress vector and T is the duration of the cycle. 
 To describe the temporal disturbance of intra-aneurysm flow, oscillatory shear index 
(OSI), a dimensionless measure of directional changes in WSS, was calculated using the formula 
reported by He and Ku:
 2
 
 
(2) 
 
Note that 0 ≤ OSI < 0.5, with 0 being completely? unidirectional shear and 0.5 being completely尀?
oscillatory. 
 Himburg et al showed that the residence time of particles near the wall is inversely 
proportional to a combination of WSS and OSI.
3
 
 
(3) 
 
Himburg proposed RRT as a robust marker of  disturbed blood flow with low and/or oscillatory 
WSS.
3
 However, RRT may serve as a marker of stagnant blood flow, as the prolongation of RRT 
means the long residence time of particles near the wall. 
 In addition to conventional contour maps of WSS, OSI, and RRT, 3D streamlines and 
WSS vector plots were displayed to examine the temporal variation of wall shear stress vectors. 
 
3  RESULTS 
 
Intra-operative video recordings were examined for all 30 cases. Seven atherosclerotic lesions on 
five aneurysms (5/30, 16.7%) were distinguished by remarkable yellow lipid deposition. All five 
patients had several vascular atherosclerosis risk factors such as male sex, old age, obesity, 
smoking history, hypertension, diabetes mellitus, or dyslipidemia. 
 Among the three hemodynamic variables examined in the current study, only RRT 
demonstrated qualitative agreement with the spatial distribution of atherosclerosis in all seven 
lesions as a single metric. The five lesions on the dome were exposed to low and oscillatory WSS 
at the center of vortex flow (Figure 1, 2).  
 To evaluate the risk factor of atherosclerotic change of the intracranial aneurysms, 
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statistical analyses were performed . Univariate analysis revealed that male (P = 0.031), 
cigarette smoking (P = 0.047) and maximum RRT (P = 0.024) are significantly related to 
atherosclerotic lesion on the intracranial aneurysmal wall. Of those variables that influenced 
atherosclerotic lesion of the intracranial aneurysmal wall, the variable male (P = 0.0046) and 
maximum RRT (P = 0.0037) remained significant in the multivariate regression model (R2 = 
0.52). 
 
Figure 1. Intraoperative photograph and contour maps of three hemodynamic wall parameters. 
A, Intraoperative photograph showed yellowish atherosclerotic legion on the aneurysm wall 
(black arrow). B, Contour maps of relative residence time (RRT) showed qualitative agreement of 
the prolonged RRT (white arrow) with the spatial distribution of atherosclerosis shown in A. 
C, D, Contour maps of oscillatory shear index (OSI, C) and time-averaged wall shear stress 
(WSS, D) from the same viewing angle. The area with prolonged RRT had high OSI value and 
low WSS magnitude (white arrow). 
 
 
Figure 2. 3D streamlines and wall shear stress vector plots. 
A, B, Snapshots of the flow field (3D streamlines) captured at end diastole (A) and peak systole 
(B) revealed intra-aneurysm vortex flow moving around over cardiac cycle (white arrow). 
C, D, Snapshots of WSS vector plots captured at end diastole (C) and peak systole (D) showed 
that WSS vectors were arranged whirl-likely around the vortex center (black arrow) which was 
correspond to the area with RRT prolongation shown in Figure 1. 
  
4 DISCUSSION  
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Many hemodynamic studies of intracranial aneurysms have reported that low WSS is involved in 
aneurysm rupture,
1,6 
and speculated that low WSS can induce degenerative vascular wall 
remodeling in intracranial aneurysms that may lead to thinning or rupture of the aneurysm wall.  
However, the results of our study raise the possibility that an aneurysm wall exposed to low WSS 
can progress to atherosclerotic remodeling. We consider that low WSS is a risk for aneurysm 
rupture.
6
 However, aneurysms with low WSS accompanied by the stagnation of blood flow 
indicated by prolonged RRT may be stabilized by atherosclerotic remodeling process. Stagnant 
blood flow prolongs residence time of atherogenic particles in the blood near aneurysmal wall, 
thus inducing lipid exchange and recruitment of macrophages, and promoting atherosclerosis. 
 
5  CONCLUSIONS 
 
The area exposed to stagnant blood flow indicated by prolonged RRT co-localized with 
atherosclerotic lesions on the aneurysm wall. Male and local stagnant flow were independent risk 
factors for atherosclerosis in intracranial aneurysms. 
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SUMMARY
We present a model of the entire cardiovascular system that accounts for wave propagation in
systemic (including coronary and cerebral) arteries and veins, pulmonary arteries and veins, and
portal veins. A lumped parameter (0D) heart model incorporates time-varying elastance, source
resistance, septal interactions and pericardial constraint. A non-linear windkessel compartment
represents vascular beds, while specialised 0D models are employed for the hepatic and coronary
vascular beds. The magnitude of forward and backward wave intensity throughout the circulation
is characterised for the first time. The model will be useful for studying the mechanics underlying
pressure/flow waveforms throughout the circulation and haemodynamic interactions between the
heart and all vascular districts under normal and pathological conditions.
Key Words: wave intensity, arteries, veins, cerebral, coronary, portal, systemic, pulmonary
1 INTRODUCTION
One-dimensional (1D) blood flow models have played a crucial role in haemodynamics research
because they can reproduce, and therefore help explain, the phasic features of blood pressure and
flow waveforms. Past 1D models have mainly focused on the systemic arterial circulation (e.g.
[3,5]), either neglecting the venous, pulmonary and portal circulations altogether or representing
these vascular districts with lumped parameter compartments that do not account for wave prop-
agation effects. In the current study, we present a fully integrated closed-loop circulatory model
that accounts for wave propagation effects in all major conduit blood vessels. The 1D vascular
networks are coupled to 0D heart and vascular bed models that include a range of phenomena
that are important for studying normal and pathological cardiovascular interactions. In this paper,
the model is described, an example validation of simulated pressure, flow and wave intensity sig-
nals is presented, and the intensity of forward and backward waves throughout the circulation is
characterised.
2 MAIN BODY
Methods. The 1D equations governing velocity (u), cross-sectional area (A) and pressure (p) are:
∂A
∂t
+
∂Au
∂x
= 0,
∂u
∂t
+ u
∂u
∂x
+
1
ρ
∂p
∂x
= −22piµ
ρ
u
A
(1)
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where µ and ρ are blood viscosity and density. The chosen wall law is:
p(A)− pext = 2ρc
2
0
b
[(
A
A0
) b
2 − 1
]
+ γ
1
A
√
A
dA
dt
+ P0 (2)
where the first and second terms on the right-hand side are the elastic and viscous components
respectively, b governs the elastic non-linearity, γ relates to wall viscosity [1], pext is external
pressure and A0, P0 and c0 are reference area, pressure and wave speed. The equations are solved
as in [3] with an operator splitting technique for the viscoelastic wall law [1]. At bifurcations, flow
conservation and continuity of total pressure (arteries) or static pressure (veins) are enforced.
The 1D vascular networks are shown in Figure 1. Geometry of the large systemic arteries and
cerebral arteries is based on prior studies [2,5]. The coronary arterial network is a reduced version
of that in [4]. Venous networks are based on anatomical atlases and other published data, with
unavailable data estimated via an artery-to-vein diameter ratio of 1.25 or Murray’s law (for di-
ameters) and by aligning with arterial geometry (for lengths). The pulmonary veins and left/right
pulmonary arteries are equivalent vessels whose lengths are approximated to achieve physiological
return time of reflected waves. Wave speed is estimated from vessel radius via empirical relations
specific to each vascular district.
Atria and ventricles are represented with a time-varying elastance (EA, EV) and source resistance
(RA, RV), while heart valves are modelled as in [2] (Fig. 2A). Septal interactions and pericardial
constraint are accounted for [2]. A mirrored windkessel with a pressure-dependent resistance is
used for all vascular beds (Fig. 2B), with two exceptions. First, the hepatic vascular bed model
incorporates an additional resistance-compliance compartment (Rart, Cart) that lies between the
high pressure hepatic artery and the low pressure portal veins and lobar microvasculature (Fig.
2C, see [2] for full details). Second, the coronary microvascular model accounts for the unequal
distribution of lumped vascular properties in the subepicardium, midwall and subendocardium [6],
along with the intramyocardial pressure (pim) generated by 1) transmission of ventricular cavity
pressure into the heart wall and 2) the shortening-induced thickening of myocytes [4] (Fig. 2D).
Results. Simulated pressure and flow waveforms throughout the circulation were representative of
reported waveforms in the literature. For example, Fig. 3A&B compares simulated and in-vivo
pressure/flow waveforms and wave intensity profiles from the common carotid artery. Although no
data fitting was employed, it can be seen that the simulated waveforms and wave intensity profiles
contain all of the phasic features present in-vivo.
Fig. 3C compares overall peak forward and backward wave intensity throughout the circulation,
where ‘forward’ is defined as the direction of mean flow. Noting the use of a logarithmic scale, it
can be seen that the intensity of waves differs by approximately six orders of magnitude in different
vascular districts. A number of other important observations may be made. First, backward waves
in the ascending aorta are smaller than in all other systemic arterial sites, consistent with the prin-
ciple that systemic arteries are well-matched in the forward but not backward direction. Second,
coronary arterial backward waves are relatively large compared with most other systemic arterial
sites, due to these waves arising not only from passive reflection of forward waves, but actively via
intramyocardial pressure variations. Third, there is a pattern of lower wave intensity in vascular
districts with lower operating pressures. Fourth, backward waves in the systemic/pulmonary veins
are substantially larger than the forward waves, implying that venous pressure/flow waveforms are
mainly governed by atrial contraction/relaxation and suggesting that the venous vascular networks
are relatively well-matched in the backward direction, just as arteries are well-matched in the for-
ward direction. Fifth, forward waves are larger than backward waves in portal veins, in contrast
to other veins; this implies that portal venous pulsatility, whose origin has been debated, arises
mainly from transmission of systemic arterial pulsatility through the gastrointestinal organs rather
than transmission of atrial pulsations through the highly compliant hepatic vascular bed.
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Figure 1: One-dimensional vascular networks of the (A) large systemic arteries, (B) large sys-
temic veins, (C) ventricular outflow tract region, (D) coronary arteries, (E) coronary veins, (F)
pulmonary arteries, (G) pulmonary veins, (H) cerebral arteries, (I) cerebral veins, and (J) portal
veins. For orientation, segments 7 and 22 are the common carotid arteries, 243 and 244 are the
distal internal jugular veins, 150 is the common portal vein, 178 is the coronary sinus.
Figure 2: Lumped parameter models of (A) a half-heart, i.e. atrium-valve-ventricle-valve, (B)
generic vascular bed, (C) hepatic vascular bed, and (D) coronary vascular bed.
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Figure 3: (A) Carotid arterial pressure, flow and wave intensity from the model. (B) Carotid
arterial pressure, velocity and wave intensity from a human subject [7]. (C) Peak forward and
backward wave intensity magnitude throughout the circulation. Note the logarithmic scale.
3 CONCLUSIONS
A comprehensive 1D model of the cardiovascular system has been presented that includes anatom-
ically-based 1D networks in all vascular districts and physiologically-relevant heart and vascular
bed 0D models. Forward/backward wave intensity magnitude throughout the circulation was char-
acterised. The model is likely to be useful for investigating physiological mechanisms underlying
pressure-flow waveforms in normal and pathological conditions.
REFERENCES
[1] A. C. I. Malossi, P. J. Blanco, and S. Deparis. A two-level time step technique for the parti-
tioned solution of one-dimensional arterial networks. Comput Meth Appl Mech Eng, 237-240,
212-226, 2012.
[2] J. P. Mynard. Computer modelling and wave intensity analysis of perinatal car-
diovascular function and dysfunction. PhD Thesis, University of Melbourne, 2011
(http://repository.unimelb.edu.au/10187/10250).
[3] J. P. Mynard and P. Nithiarasu. A 1D arterial blood flow model incorporating ventricular pres-
sure, aortic valve and regional coronary flow using the locally conservative Galerkin (LCG)
method. Comm Num Meth Eng, 24, 367-417, 2008.
[4] J. P. Mynard, D. J. Penny, and J. J. Smolich. Validation of a multi-scale model of the coronary
circulation in adult sheep and newborn lambs. Proceedings of the 35th Ann Int Conf IEEE Eng
Med Biol Soc, Osaka, Japan, 2013.
[5] P. Reymond, F. Merenda, F. Perren, D. Rufenacht, and N. Stergiopulos. Validation of a one-
dimensional model of the systemic arterial tree. Am J Physiol Heart Circ Physiol, 297, H208-
222, 2009.
[6] J. A. E. Spaan, A. J. M. Cornelissen, C. Chan, J. Dankelman, and F. C. P. Yin. Dynamics of
flow, resistance, and intramural vascular volume in canine coronary circulation. Am J Physiol
Heart Circ Physiol, 278, H383-403, 2000.
[7] A. Zambanini, S. L. Cunningham, K. H. Parker, A. W. Khir, S. A. McG. Thom, and A. D.
Hughes, Wave-energy patterns in carotid, brachial, and radial arteries: a noninvasive approach
using wave-intensity analysis. Am J Physiol Heart Circ Physiol, 289, H270-H276, 2005.
260
3rd International Conference on Computational and Mathematical Biomedical Engineering - CMBE2013
16-18 December 2013, Hong-Kong
P. Nithiarasu and R. Lo¨hner (Eds.)
An extended pulse wave propagation model to predict
(patho-)physiological coronary pressure and flow patterns
Frans N. van de Vosse⋆, Arjen van der Horst⋆, and Marcel C.M. Rutten⋆
⋆Eindhoven University of Technology, P.O. Box 513, 5600 MB, Eindhoven, The Netherlands,
f.n.v.d.vosse@tue.nl
SUMMARY
A patient-specific model describing the primary relations between the cardiac muscle contraction
and coronary circulation might be useful for interpreting coronary hemodynamics and deciding on
medical treatment in case multiple types of coronary circulatory disease are present. For this pur-
pose we present the use of a microstructure-based heart contraction model and a micro-structure
based fiber reinforced arterial wall model as the basis of a 1D wave propagation model to de-
scribe coronary pressure and flow waves. We conclude that this extended pulse wave propagation
model adequately can predict coronary hemodynamics in both normal and diseased state based on
patient-specific clinical data.
Key Words: myocardial wall mechanics, coronary wall mechanics, coronary pressure, coronary
flow, pulse wave propagation.
1 INTRODUCTION
Diagnosis of coronary circulatory disease based on coronary pressure and/or flow has been shown
to improve the clinical outcome of treatment [1,2]. The direct measurement of coronary hemody-
namics, however, is still limited to the large epicardial vessels, which means that microvascular
disease can only be determined from proximal measurements using an appropriate model of the
vessels and their interaction with the cardiac muscle. Due to the location of the coronary arteries,
being embedded into the myocardium, the contraction of the heart influences coronary hemody-
namics. Therefor we developed a model of the human cardiovascular system in which clinical
data can be incorporated, to enable patient-specific modeling of coronary hemodynamics. The
different submodels were chosen such that the model complexity remains minimal, while still en-
abling the incorporation of both normal and diseased physiologic and geometric clinical data. To
represent the heart, the single-fiber contraction model as described by Bovendeerd et. al [3] was
chosen. This model is based on microstructural material and macrostructural geometrical prop-
erties, allowing the simulation of cardiac disease with geometry-based parameter changes. The
large vessels are modeled one-dimensionally [4,5,6] to enable easy implementation of the geom-
etry of the vessels, whereas the small vessels are represented by lumped elements. In a previous
study by van den Broek et al. [7], it was shown that using a generic material parameter set, with
average morphologic parameters, the mechanical behavior of different porcine coronary arteries
could accurately be described. Therefore, the thick-walled, 1D, single-layered, fiber-reinforced
model as proposed in that study, was also used here. The only information needed then is a radius
measurement at physiological loading and the corresponding pressure. The cardiac muscle con-
tractiom model and the 1D coronary circulation model where coupled using a distributed lumped
parameter model of the cardiac microcirculation.
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2 METHODS
The model (see Figure 1) consists of three main
elements: a heart contraction model represented
by a left ventricle (LV), with the mitral (Mv)
and aortic valve (Av), a wave propagation
model for the large arteries represented by the
aorta and its main side branches and the main
arteries in the coronary circulation, and lumped
elements to model the coronary and systemic
microcirculation. The left main coronary artery
(LMCA) has a lengt of 5 mm and splits into the
LAD and the LCx, with a length 7.5 cm and 6
cm, respectively. Side branches are modeled at
intervals of 1.5 cm. Each coronary segment is
represented by the characters a-f. The radius
of segment a is 1 mm and Murrays law is used
to determine the radius of segments b-f. All
a-segments are connected to a three-element
windkessel model representing the coronary
microvessels. The intramyocardial pressure
(pim) acts on the three capacitors that represent
the vessel compliance. When a stenosis is
modeled, it is incorporated into the c-segment of
the LAD. The main elements of the model will
be described in more detail below. Figure 1: Schematic of the extended model
Myocard contraction The cardiac muscle contraction is based on the model proposed by Boven-
deerd et al. [3]. In this model the macroscopic pressure in a spherical left ventricle is related to the
microstructural stress in the myocardial fibers, a characteristic radial wall stress, and the ratio be-
tween the volumes of the left ventricular wall and cavity. The wall stress consists of an orthotropic
non-linear passive part superimposed to a Hill-type active part in fiber direction depending on the
characteristic length of the sarcomeres, a time dependent activation function, and the sarcomere
shortening velocity. A mean intramyocardial pressure then can be derived from the mean wall
stress in radial direction and the left ventricular pressure. The system is closed with a geometry
determined relation between fiber stretch and the left ventricular wall and cavity volumes.
The valves In the model the atrial contraction has been neglected and only the mitral and aor-
tic valves are relevant. The mitral valve has been represented by a pressure gradient defined as
the product of the mitral flow and a non-linear resistance depending on the sign of the pressure
gradient, representing the opened and closed position. In the aortic valve the pressure gradient is
defined in a similar way but an inertia term is added. The non-linear resistance has been made
dependend on the sign of the aortic flow.
Wave propagation The pressure and flow in the larger arteries (i.e. the aorta and the main
coronary arteries) are modeled using the wave propagation model as proposed by Bessems et al.
[4]. Integration of the mass en momentum equations over the cross-sectional area of the arteries
and assuming a velocity profile that depends on the local viscous Stokes layer, results in a generic
non-linear equation for pressure and flow waves in which non-linear stationary inertia and viscous
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wall shear rate are approximated for the entire range of artery dimensions. The solution of the
resulting 1D equations are approximated using a finite element spatial discretisation method and a
backward differencing time integration. The pressure drop that results from an arterial stenosis is
approximated using a non-linear pressure flow relation based on the work of Bessems et al. [5].
Arterial wall In the wave propagation model the macroscopic wall compliance that needs to
be defined has been based on a microstructural fiber reinforced constitutive model for coronary
arteries developed by van den Broek et al. [7]. To this end a pressure dependend compliance
according to
C = C0 +
C1
1 + ((p − pm)/pw)2
has been fitted to the fiber reinforced model. By fixing more or less generic parameters such as
the moduli and the fiber and opening angles to population averages a relatively simple model that
only requires patient-specific geometrical parameters (i.e. radius and wall thickness) was obtained.
Peripheral vasculature Peripheral vasculature and the myocardial impedances were approxi-
mated using three-element windkessel models with parameters determined from predifined flow
distributions. The transmural pressure in the myocardial impedance is determined by the intramy-
ocardial pressure derived from the myocard contraction model [3].
3 RESULTS
Coronary stenoses Dynamic pressure measurements proximal and distal to a stenosis (70% di-
ameter, length 7.48 mm), performed at the catheterization laboratory of the Catharina Hospital
(Eindhoven, The Netherlands), are used to verify the stenosis model. Since the pressure mea-
surements are performed during hyperaemia, the flow in the model was increased five-fold, by
decreasing the coronary microvascular resistances (see figure 2).
Figure 2: The pressure proximal (solid) and distal (broken) to a 70% stenosis in the LAD as
measured in a human coronary artery (left) and predicted by the model (right).
The pressures determined with the model showed the same behaviour as the measurements, with
the largest pressure gradient in diastole. The FFR value (pressure ratio distal/proximal to stenosis)
determined with the measurements was 0.57 whereas the FFR determined with the model was
0.61.
Left ventricular hypertrophy The ability of the model to describe coronary hemodynamics
when LVH due to an aortic valve stenosis (AVS) is present is verified with clinical measurements
performed by Hildick-Smith and Shapiro [2].
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Figure 3: Flow in the LAD of a LVH-AVS patient befor (broken) and after (solid) AVR measured
in a human LAD (left) and predicted by the model (right).
The normal characteristic flow dynamics, with a low positive systolic and high diastole component,
was found after aortic valve replacement (AVR), in both the measurements and the simulations.
Before the AVR, so when the LVH-AVS is present, the measurements reveal that the positive
systolic flow component was replaced by a period of negative flow. These features were also
captured by the model, demonstrating the influence of the increased intramyocardial pressure on
the coronary flow dynamics.
4 CONCLUSIONS
We conclude that the proposed extended pulse wave propagation model adequately can predict
coronary hemodynamics in both normal and diseased state based on patient-specific clinical data.
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SUMMARY
We discuss the reliability of the coupling among three-dimensional (3D-FSI) and one-dimensional
(1D) models that describe blood flowing into the circulatory tree. We outline some results obtained
within the MathCard project (www.mathcard.eu) concerning coupling schemes, energy balance,
model consistency.
Key Words: blood flow, reduced modes, fluid-structure interaction.
1 INTRODUCTION
Since the preliminary work in [6] the idea of developing numerical simulators for the cardiovascu-
lar system by coupling models of different geometrical complexity has gained a wide acceptance
among computational scientists as well as bio-engineers.
Many issues however arise when coupling differential models, often of different characteristics,
both at the physical and at the numerical level. We will present here a flexible coupling framework
developed within the lifev (www.lifev.org) library. We will also discuss the importance of energy
satisfying boundary and coupling conditions and of a correct set-up the reduced model.
2 COUPLING HETEROGENEOUS MODELS
The cardiovascular system is a complex network of vessels where local and global phenomena
influence each other. Modeling with different degree of detail is therefore mandatory to obtain
physiological and patient-specific results. Since the pioneering works in [6, 12] the coupling of
heterogeneous models, characterized by different spatial dimension, has become rather common
in the simulation of the cardiovascular system[4, 11, 9, 13, 14, 2, 10, 8, 7]. A three-dimensional
(3D) accurate description is used in the specific area of interest, yet embedding it in a net of
one-dimensional (1D) and/or lumped-parameter (0D) models, which accounts for the rest of the
circulatory tree and provides suitable boundary conditions to the 3D model. We will here limit
ourselves to the 3D-1D coupling.
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It is reasonable to ask whether the 1D model can reproduce physiological results with reasonable
accuracy, when used as an approximation of a 3D model of a real vessel geometry with a thick
wall. We refer to this topic as physical consistency of the 1D model with respect to a 3D-FSI
one. Of course, the fulfillment (in a suitable sense) of the physical consistency is a major issue to
obtain reliable results when one considers a 3D-1D coupled system. Another important aspect is
the existence of energy stable couplings, addressed for instance in [5] and later in [3].
From the numerical point of view, handling complex 1D networks and the coupling with the 3D
model in a computationally efficient way requires a careful implementation [7]. We formalize
the geometrical multiscale problem in an abstract setting, introduce new coupling algorithms,
describe their implementation, and investigate the possible numerical reflections that may occur at
the interface between the heterogeneous models.
3 CONCLUSIONS
The coupling of heterogeneous models is nowadays becoming common practice when simulating
blood flow in the cardiovascular system. Taking as reference the results in [5, 1, 7] we assess the
physical consistency of reduced models and illustrate efficient algorithms for the coupling.
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SUMMARY
We present a combination of a pulse wave propagation model with an extensive lumped parameter
cerebral regulation model. Multiple physiological mechanisms contributing to autoregulation and
neurovascular coupling lead to variable impedances in a finite 0-D element that is coupled to
the cerebral outlets of 1-D wave propagation network. A simulation of global hemodynamics
responding to clamping of an upstream vessel is demonstrated.
Key Words: cerebral blood flow, pulse wave propagation, blood flow regulation, autoregulation
1 INTRODUCTION
Distributed models of pulse waves of pressure and flow (or velocity) in the cerebral vasculature
have been reported by various researchers [1–3]. For example, Alastruey et al. investigated the
effects of the anastomotic network made up by the circle of Willis and the anatomical variations
thereof on cerebral wave patterns in a computationally inexpensive way [1]. Cerebral wave pat-
terns are also influenced by cerebral blood flow regulation. Many lumped parameter models of
cerebral blood flow regulation have been reported in the literature [4–7]. However, combination
of these types of models has been limited (e.g. [8]). Such a combination combines the local
cerebral blood flow regulation with the global cerebral blood supply. For example, it can provide
insights into cerebral hemodynamics during manipulation of supra-aortic vessels that can result in
challenges to the cerebral regulation system. Also, the interplay of compensation via the primary
collateral architecture of the circle of Willis and the effects of regulation at different basal cerebral
vessels can be investigated. Furthermore, local regulation effects can be translated to global wave
patterns in more upstream vessels, which are more easily accessible for measurements.
We present a combination of a pulse wave propagation model with an extensive regulation model
by Spronck et al. [7]. This regulation model can capture both autoregulation and neurovascular
coupling by describing neurogenic, metabolic, myogenic and endothelial mechanisms that inter-
actively influence arteriolar smooth muscle tone. The combined model leads to variable outlet
impedances at multiple locations in the cerebral vasculature’s periphery.
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Figure 1: (a) Detail of the arterial network in the head. Black lines represent wave propagation elements. Black
circles represent Windkessel elements, white circles the regulation elements. (b) The regulation element based on the
work of Spronck et al. [7]. The green compartment represents the arteriolar circulation at which regulation is exerted,
the blue compartment represents the venous circulation. Node 1 is connected to the upstream vasculature, node 5 to the
venous return vessel and node 6 to the extravascular space.
2 METHODS
2.1 Pulse wave propagation model
The pulse wave propagation model is based on theory by Hughes and Lubliner [9], yielding 1-D
equations for the conservation of mass and momentum which can be solved for pressure and flow.
We assume a Womersley-number dependent velocity profile with an inviscid core and a viscous
boundary layer (Bessems et al. [10], see also [11]). We use 1-D elements with two nodes, in
which we direct nodal flow inwards, leaving only pressures as nodal unknowns (Kroon et al.
[12]). This ensures pressure continuity and flow conservation at bifurcations without requiring
additional coupling equations. Furthermore, it facilitates translation of lumped parameter models
into element subroutines.
2.2 Regulation model
To achieve variable cerebral outlet impedances an element subroutine was developed based on the
lumped parameter regulation model reported by Spronck et al. [7]. The regulation element consists
of an arteriolar and a venous compartment, each of which contains a split resistance (modeling
viscous friction) and a compliance (modeling vessel distensibility), see Figure 1. Regulation is
exerted at the arteriolar compartment. The ordinary differential equations that govern the variable
resistance and compliance are incorporated within the finite element subroutine using an easy to
implement semi-explicit scheme.
2.3 Implementation, simulation and analysis
Cerebral flows corresponding to pressures measured in healthy volunteers during squatting maneu-
vres (challenging autoregulation) and visual stimuli (challenging neurovascular coupling) are cal-
culated using our approach of incorporating a semi-explicit ordinary differential equation scheme
within the finite element framework. These calculated flows are then compared to those calculated
by Spronck et al. [7], who used an implicit ordinary differential equation solver from Matlab.
An autoregulatory stimulus is evoked by simulating clamping of the right common carotid artery,
causing a drop in perfusion pressure. First, non-regulating baseline conditions are determined by
performing a simulation in which the cerebral outlets are coupled to three-component Windkessel
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elements. In the subsequent simulation, the cerebral Windkessel elements are replaced by regu-
lation elements. The initial values for the arteriolar and venous resistances and compliance are
determined by matching the regulation element’s initial impedance with that of its parent Wind-
kessel. Two simulation sets are performed. In one the circle of Willis is complete; in the other the
anterior communicating artery (ACoA), which forms an anastomosis between the carotid arteries,
is missing.
3 RESULTS AND DISCUSSION
Cerebral flows calculated using the semi-explicit scheme within the finite element method did
not vary significantly from those calculated using an implicit Matlab solver (data not shown).
Therefore we consider our semi-explicit scheme accurate and stable enough.
The blood flow waveforms resulting from right common carotid clamping are shown in Figure 2
for the ipsilateral middle and anterior cerebral arteries (resp. MCA, ACA) for both simulations.
Baseline waveforms are the same irrespective of the geometry of circle of Willis. Pressures are
shown in the top plots. Directly after clamping a sudden drop in pressures is seen for both cerebral
arteries. The drop is larger when the ACoA is missing (red). Furthermore, a continued drop in
pressure is seen for approx. 10 seconds when ACoA is missing (red), whereas the pressure is
relatively stable when the circle of Willis is complete (blue). Corresponding flows are shown in
the bottom plots. Directly after clamping, a sudden drop in flow is seen for both cerebral arteries,
with the larger drop in the case that the ACoA is missing (red). After the sudden drop a recovery
towards baseline flows can be observed. The slower recovery in the case that the ACoA is missing
(red) is due to the larger drop in pressures and because flow can not be compensated for via the
contralateral side. The significant role of the ACoA in pressure equalization and flow recovery can
be appreciated from the differences between the red and blue lines.
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Figure 2: Pressures and flows when simulating clamp placement in the right common carotid artery at 0 seconds
(arrow). Top plots: pressure; bottom plots: flow. Left plots: middle cerebral artery (MCA); right plots: anterior
cerebral artery (ACA). Blue: simulation set where the circle of Willis is complete; red: simulation set where the
anterior communicating artery is missing.
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4 CONCLUSIONS
We have successfully implemented a relatively complex lumped parameter model of cerebral
blood flow regulation as an element that can be used at multiple cerebral outlets in a distributed
parameter pulse wave propagation model. We have shown that we can simulate challenges to the
regulation system such as clamp placement. Reversal to baseline flow waveforms after such a
stimulus is shown to depend on the geometry of the circle of Willis. Future work will include
sensitivity and uncertainty analyses of the model and corroboration of the model predictions using
data obtained with transcranial Doppler ultrasonography during supra-aortic bypass surgeries.
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SUMMARY 
This paper illustrates the impact of changing the constitutive equation embedded within 1D fluid 
dynamics model from elastic to viscoelastic. Four models were investigated, linear and nonlinear 
elastic, with and without viscoelasticity. Waveforms were compared, in addition to their impact 
on wave-propagation and reflection. Results show that with a nonlinear viscoelastic model the 
wave shape and propagation closer resemble recordings from ovine arterial vessels. Simulations 
were done for an example network consisting of one main vessel with two daughter vessels.  
 
Key Words:  1D arterial blood flow modeling, elastic and viscoelastic wall models 
 
1  INTRODUCTION 
 
There has been a tremendous rise in the occurrence of cardiovascular diseases such as athe-
rosclerosis and hypertension [1]. Studying the biomechanical properties of arteries can help to 
better understand how these diseases progress, which may ultimately lead to earlier detection and 
improved methods of treatment. In this study we couple a generalized viscoelastic wall model 
with a 1D fluid dynamics model to study the impact of changes in wall properties on arterial 
blood flow. In particular, we focus on comparing outcomes obtained as the wall model is varied 
from a simple linear elastic model to a more complex nonlinear viscoelastic model. Results show 
changes in wave profiles as well as the impact on wave propagation along the network. The main 
objective is to obtain a model that can be used for prediction of patient specific flow, pressure, 
and area measurements obtained within the large ovine systemic arteries.  
 
2  METHODS 
 
The one-dimensional model is derived [2] assuming that the fluid is Newtonian, and that the flow 
is axisymmetric and incompressible. For each vessel, A represents the area, q the volumetric flow, 
p blood pressure, ν viscosity, ρ density, and ! is associated with the velocity profile. Continuity 
of mass and momentum can be formulated as !"!" + !"!" = 0 !"!" + ! + 2! + 1 !!" !!! = −!! !"!" − 2 ! + 2 !" !!, 
where the velocity profile is determined by assuming that !! !, !, ! = ! + 2! ! !, ! 1 − !! !, ! ! . 
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Here ! !, ! = !" !, ! ! and the flow rate ! !, ! = ! !, ! ! !, ! . This model is solved within 
each artery, each of which is connected in a network. At each junction we assume that flow is 
conserved and that pressure is continuous, i.e., the last point along a parent vessel (subscript p) is 
connected to the first point along two daughter vessels (subscripts d1 and d2) giving !! !, ! = !!!(0, !) + !!!(0, !) !! !, ! = !!! 0, ! = !!! 0, ! . 
At the inflow to the network we specify a flow profile. The outflow, representing the effect of the 
micro-circulation, is modeled using a Windkessel element model specified by ! + !!! !"!" = !! + !! ! + !!!!! !"!" . 
An example model domain is shown in Fig. 1. Length and radius for this domain were set to 
mimic the ovine descending aorta, with a side branch feeding the abdominal region. 
 
This fluids model is coupled with a viscoelastic wall model formulated using Fung’s QLV theory 
where the elastic response function and the creep function are defined by  ! !, ! = ! 0 ! ! !, ! !, ! − ! ! !, ! !, ! !! ! − ! !"!!!  ! !, ! = 1 − !!! . 
Here ! denotes the wall strain, !!the creep, and ! ! [!, ! !, ! ] the elastic deformation. Depen-
ding on the choice of creep and elastic deformation functions (see Table 1) the model can be 
designed to display either elastic or viscoelastic behavior. A total of four wall models have been 
investigated. Two models display purely elastic responses and two include viscoelasticity. Elastic 
models linear and nonlinear (sigmoidal) are obtained by setting K!=!1 eliminating the integral. For 
the two viscoelastic models K)=)1)+)A1)exp(+bt), where b)denotes the viscoelastic relaxation time 
and A1 the amplitude of the response. Again these are distinguished by including either linear or 
nonlinear elastic deformation.  
The 1D model is solved using a stabilized space-time finite element method based on the dis-
continuous Galerkin method in time (for details see [2]).  The numerical scheme is set up to 
predict pressure and flow and then uses the constitutive viscoelastic wall model to obtain area 
from pressure.  Flow into the vessel is specified, and flow and pressure in the downstream 
vasculature is accounted for via coupling the 1D domain with a three-element Windkessel model, 
applied at each outlet as illustrated in Fig 1. 
Fig 1. Example model domain used for com-
putations. This network includes three ves-
sels, a parent vessel with two daughters. An 
inflow waveform [measured] (cm/s) is spe-
cified at the inlet. At the outlets we imposed 
a three-element Windkessel model with two 
resistors (R1i!and!R2i) and a capacitor (Ci). At 
vessel junctions we ensure pressure contin-
uity and flow conservation. 
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Table 1: Wall models. Left column names the model, the center the creep function, and the right 
the elastic deformation function. For all models !! ! = !!! !  denotes the unstressed vessel a-
rea,)E Young’s modulus, h wall thickness, p(x,t)  pressure, b the relaxation time, A1 the relaxation 
gain, ph)the half-width pressure, ! the sigmoid steepness, and  Am is half the maximum area. 
Model K"(t)" S(e)[x,p(x,t)]&
Linear elastic 1)
!! !!ℎ !(!, !) 
Nonlinear elastic 1 1 − !!(!) !!! + !!!(!, !)!!! ! !!! + !!!(!, !)!  
Kelvin model (linear) 1)(!A1)exp((bt) !! !!ℎ !(!, !) 
Nonlinear viscoelastic 1)(!A1)exp((bt) 1 − !!(!) !!! + !!!(!, !)!!! ! !!! + !!!(!, !)!  
 
3  RESULTS 
 
Preliminary results (see Fig. 2) show that wave shape and amplitude vary significantly with the 
wall model. The inclusion of viscoelasticity has a dampening effect on the pressure wave, while 
maintaining flow and area. Moreover, the pressure and flow waveforms becomes more distinct, 
similar to observations from measurements (not shown). The inclusion of nonlinearity within the 
elastic model allows more accurate prediction of pressure-area loop (also see [3]). The latter is of 
particular importance for accurate predictions within the aorta. Moreover, the wave-propagation 
is impacted, slowing down the wave-propagation speed compared with purely elastic models. 
 
4.  CONCLUSIONS 
 
This study has shown that incorporation of viscoelasticity within the arterial wall is important for 
accurate prediction of flow, pressure and area waveforms, and that the inclusion of nonlinear 
elastic wall model is of importance in particular to predict deformation within the aorta. These 
observations are similar to results obtained by other investigators (e.g. [4]), though it is the first 
study to compare different wall models embedded within a 1D fluid dynamics model. With this 
improved model, in future studies, we aim to devise patient specific models. However, to do so 
one important question remains to be addressed: How does the elasticity vary along the vessel? It 
is well known that vessels become stiffer along their length, e.g., will stiffening obtained by 
varying !!(!) be adequate or is it necessary to adjust Young’s modulus as well. 
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Fig. 2: Blood flow (top row), pressure (2nd row) and area (3rd row) waveforms within the domain 
shown in Fig. 1. The bottom row shows area pressure loops arising with application of the visco-
elastic models. Results with the elastic models (see, e.g. [2]) do not give rise to loops, for these 
pressure waves are significantly higher.  
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SUMMARY 
Recent advance in imaging modalities used frequently in clinical routine can provide description 
of the geometrical and hemodynamical properties of the arterial tree in great detail. The 
combination of such information with models of blood ﬂow of the arterial tree can provide further 
information, such as details in pressure and ﬂow waves or details in the local ﬂow ﬁeld. Such 
knowledge maybe be critical in understanding the development or state of arterial disease and can 
help clinicians perform better diagnosis or plan better treatments. In the present review, the state 
of the art of arterial tree models is presented, focusing on 1-D wave propagation models. Our 
development of a generic and patient-speciﬁc model of the human arterial tree permitting to study 
pressure and ﬂow waves propagation in patients is presented. The predicted pressure and ﬂow 
waveforms are in good agreement with the in vivo measurements. We discuss the utility of these 
models in different clinical application and future development of interest. 
 
Key Words:  arterial hemodynamics, wave propagation, validation of arterial models, heart 
model, ventricular–vascular coupling 
 
 
1. INTRODUCTION 
 
Blood ﬂow phenomena and related hemodynamical forces play an important role in various forms 
of vascular disease. Pressure wave reﬂections, for example, play a pivotal role in the development 
of isolated systolic hypertension. From a clinical standpoint, the assessment of hemodynamical 
forces within the systemic circulation is still difﬁcult. For instance, in the cerebral circulation, 
pressure can be measured only invasively and ﬂow, especially in small deep intracranial vessels 
such as those in the vicinity of the circle of Willis, cannot be measured directly with Doppler 
ultrasound. This renders modeling of blood ﬂow within the cerebral circulation an attractive 
alternative and the same may apply to other parts/organs of the systemic circulation. 
Mathematical models of the arterial tree, when utilized in conjunction with in vivo data can lead 
to a better understanding of the physiopathology of the cardiovascular system.  
 
In this review article, we describe a 1D model of the circulation, which can be used to predict 
pressure, and ﬂow waves in generic or patient speciﬁc arterial trees. We discuss also the utility of 
1D arterial models in various clinical applications and foreseeable future developments of such 
models. 
 
2. MAIN BODY 
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 We have constructed a complete 1-D model of the arterial tree, which comprises 103 segments 
and includes a detailed description of all systemic arteries, including the coronaries, a detailed 
cerebral arterial tree, a heart model and appropriate description of wall viscoelasticity. The 
approach we followed was to compare the predictions of the generic 1-D model with the average 
pressure and ﬂow waveforms measured noninvasively in a group of healthy young people (Fig. 
1). The underlying hypothesis was that although the generic model would not represent precisely 
a speciﬁc individual it would represent quite well the ‘‘average’’ of the group. 
 
The ﬂuid mechanics equations were solved numerically to obtain pressure and ﬂow throughout 
the arterial tree. The heart is modeled using the time varying elastance model, providing a 
versatile and physiologically relevant way to take into account parameters like heart rate, 
maximum contractility, and changes in preload and atrial pressure. The coronary arteries were 
modeled assuming a systolic ﬂow impediment proportional to ventricular varying elastance. A 
nonlinear viscoelastic constitutive law for the arterial wall was considered while distal vessels 
were terminated with a three-element Windkessel model. We have included all main cerebral 
artery segments as well as all afferent and efferent arteries in the vicinity of the circle of Willis, a 
frequent location of cerebral aneurysms. Many extracranial arteries, such as the superﬁcial 
temporal arteries have also been added, in order to include points where pressure can be measured 
noninvasively and serve in the validation of the work. 
 
Some data for pressure and ﬂow in major systemic arteries are available, where Doppler 
measurements for ﬂow velocity are accessible and tonometry (for pressure) is feasible. However, 
non-invasive measurements of cerebral pressure and ﬂow waves are scarce. Most of the 
measurements have been performed for extracranial arteries such as the common carotid by 
Doppler ultrasound and the internal carotid and vertebral artery ﬂow rate by MRI. Few data are 
available for the efferent vessels of the circle of Willis (anterior, middle and posterior cerebral 
arteries). For systemic arteries, there is no complete data set for pressure and ﬂow measured at 
several arterial locations and where arterial properties are also measured or estimated on an 
individual basis. Hence, 1-D model validation cannot be based on data in the literature. Thus, we 
performed a more complete set of non-invasive measurements. Flow in the large arteries was 
quantiﬁed with PCMRI, cerebral ﬂow detected with ultrasound Doppler and blood pressure 
measured with applanation tonometry. Figure 1 shows that the model is able to reproduce well the 
pressure and ﬂow waveforms characteristics of an average subject. 
 
On a second stage, we proceeded with the construction of a patient-speciﬁc model. Measurements 
of geometry, elasticity, ﬂow and pressure were performed on the same subject. The model 
predictions were validated with noninvasive measurements of pressure and ﬂow performed on the 
same person. Model predictions at different arterial locations compared well to measured ﬂow 
and pressure waves at the same anatomical points. The model predicted pressure and ﬂow 
waveforms in good agreement with the in vivo measurements with regards to wave shape and 
features. 
 
Clinical applications and future prospects 
Coronary circulation can also be studied with 1-D models and can help understanding the 
physiological speciﬁcity of the coronary circulation [38], when contraction of the myocardium 
affects coronary perfusion. Many questions remain regarding the physiology and hemodynamics 
of coronary circulation and numerous models have been proposed. Classical models referred to 
the systolic extravascular model, waterfall model or intramyocardial pump model and the effect 
of the contraction can be affected by the elastance and/or pressure of the left ventricle. These 
different models can be studied with the help of a 1-D wave propagation approach. Pulmonary 
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circulation can also be studied by the 1-D model to study, for instance, pulmonary hypertension. 
The interaction between arterial blood ﬂow and cerebrospinal ﬂuid can be also studied with 
coupled 1-D models of both systems. This interaction seems to play an important role in some 
cerebrospinal ﬂuid-related pathologies. 
 
Based on a person-speciﬁc in vivo measurements, a 1-D model can be used and optimized to ﬁnd 
the better ﬁt between measured and simulated pressure and ﬂow waveforms, by adjusting key 
parameters such as compliance, geometry, and elastance. Estimation of the arterial tree or heart 
model parameters can be useful to characterize the state of the arterial tree. 
 
Central aortic pressure is a better indicator of cardiac risk than distal peripheral pressure. 
However, aortic pressure is only available with invasive measurements. Thus, the use of a 
transfer function between peripheral and central pressure could be a useful clinical tool to help for 
a better understanding of the cardiac risk in a non-invasive manner. A 1-D wave propagation 
model is well suited for this task. 
 
In the case of isolated systolic hypertension, pressure load on the heart is affected by the 
contribution of pressure waves that travel forward and backward (reﬂected waves) and affect 
central pulse pressure. In this situation, hemodynamics is governed by global wave phenomena 
and to a lesser extent by local 3-D ﬂow. Therefore, wave propagation models (1-D models) are 
the most appropriate. 
 
Arterial tree model may be also utilized to generate large pressure waveform datasets by altering 
model parameters within physiological range. In studies were processing of various pressure 
waveforms is required to test methods for the estimation of cardiac output or for the estimation of 
total systemic compliance by PWV the arterial tree model can play a pivotal role in reducing the 
need for in vivo data while in the validation zone. 
 
1-D models are also able to provide pressure and ﬂow waveforms in an extended region of the 
arterial tree, which is useful for diagnostics, treatment planning and for surgical planning. 
Outcome of bypass surgery predicted by a 1-D wave propagation model with MRI data has been 
reported. Pulse wave propagation models can be applied to predict the hemodynamic of an 
arteriovenous ﬁstula in hemodialysis. 
 
3. CONCLUSIONS 
 
We presented the development of a generic arterial tree that predicted pressure and ﬂow at 
systemic circulation locations with a good agreement as compared to in vivo measurements. A 
person-speciﬁc model was also presented, predicting pressure and ﬂow waveforms with very 
good accuracy. 1D models have proven to be very useful tools for the better understanding and 
analysis of the human circulation. Patient-speciﬁc models have potential to be used in a clinical 
environment and could be useful for providing better diagnosis or even better treatment planning 
in the near future. 
 
 
 
REFERENCES 
 
278
 [1] P Reymond, F Merenda, F Perren, D Rufenacht and N Stergiopulos. Validation of a one-
dimensional model of the systemic arterial tree, Am J Physiol Heart Circ Physiol. 
297(1):H208–22, 2009. 
 
 
 
Fig. 1 Taken from [1]. Model results for a generic arterial tree (bottom panels) compared to in vivo measurements (top 
panels) at various cerebral artery locations. Thick line represents the averaged waveform. Blood ﬂow was measured 
with color-coded duplex ultrasound (a, c, d, e). Pressure was measured with applanation tonometry in the superﬁcial 
temporal artery (b) and common carotid (f). 
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SUMMARY
Numerical simulations of cardiac potential are in general significantly sensitive to the parameters
of the Bidomain model, the current standard model in electrocardiology. Unfortunately, these
parameters - and in particular the cardiac conductivities - are quite problematic to measure in vivo
and even more in clinical practice. On the other hand, no common agreement has been reached in
the literature about cardiac conductivities. In this talk, we consider a data assimilation approach
for estimating those parameters. More specifically, we consider the parameters as control variables
to minimize the mismatch between the computed and the measured potentials, under the constraint
of the Bidomain equations. The functional to be minimized is suitably regularized a la´ Tikhonov.
We prove the existence of a minimizer and we solve the problem with the BFGS method based on
dual equations, showing that this method compares favorably with other methods present in the
literature. We provide preliminary numerical results in 2D and 3D, showing the reliability of the
approach with different numbers of measurement sites and in presence of noise.
Key Words: cardiac conductivity, bidomain model, variational data assimilation.
1 INTRODUCTION
In cardiovascular science, numerical simulations have provided a powerful tool for therapies in
heart diseases. Although they are progressively used in clinical practice by integrating mathe-
matical models and data/images, reliability of patient specific simulations is still a crucial issue.
Data assimilation in cardiovascular mathematics is therefore an important topic presenting new
challenging (inverse) problems. In our project we focus on the assimilation of data and numerical
model for the quantification of cardiac conductivities.
The Bidomain model in electrocardiology is a commonly accepted representation of the cardiac
potential propagation. The model has been proved to be strongly sensitive to the values of conduc-
tivities and in particular to the ratio between the tangential and longitudinal extracellular conduc-
tivities [3]. Although the significance of a precise patient specific cardiac conductivity estimation
has been recognized since a long time [9], an accurate individual measure of these parameters is
extremely difficult for several practical reasons. Experimental estimation has been carried out in
different ways by several groups [1, 7, 8], leading to different ranges of possible values with no
common agreement on the most accurate ones. On the other hand, computational methods for
conductivity estimation have been advocated only in the last few years. Recently, a least-square
approach [2] for an estimation of conductivities has been proposed. It refers to 2D synthetic cases
and clearly show that the variational estimate may provide accurate results. However, it is compu-
tationally expensive and the synthetic data is not achievable in clinic.
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Figure 1: Upperleft: umeas at t = 2ms. Lowerleft: umeas at t = 12ms. Upperright: umeas at
t = 2ms with 15% noise. Lowerright: umeas at t = 12ms with 15% noise
Table 1: On square. The case generated data has much finer mesh size than optimization simula-
tion. σexact = [2.8, 0.26, 2.2, 1.3], T = 25ms,∆t = 0.025ms, and dtsnap = 0.5ms.
noise 0% 10% 15%
σil|eil 2.7504|0.0496 2.72529|0.07471 2.71204|0.08796
σit|eit 0.208004|0.051996 0.210232|0.049768 0.211344|0.048656
σel|eel 2.22046|0.02046 2.23888|0.03888 2.24965|0.04965
σet|eet 1.31297|0.01297 1.32505|0.02505 1.33751|0.03751
Initial J 0.442516 0.45743 0.47792
Final J 0.00161641 0.0187802 0.0403941
Iter. fwd|bwd 18|16 21|18 19|18
2 MAIN BODY
In this talk we present a somehow different numerical approach to be used in 3D problems. We
resort to a variational procedure for the estimation of cardiac conductivities from measures of the
transmembrane potential available at some sites on the tissue. We provide a rigorous mathematical
formulation of the problem based on constrained minimization arguments and a well-posedness
analysis, mostly inspired by K. Kunisch and his collaborators on the identification of the optimal
stimulus for pace-making [4, 5, 6]. Our numerical procedure is based on the classical Lagrange
multiplier approach. Constrained minimization is performed by a gradient-descent method, where
the Bidomain equations act as a constraint between the conductivities to be estimated and the
cardiac potentials. The gradient of the functional to be minimized is solved by resorting to the
adjoint equations of the Bidomain system. In particular, we pursue an Optimize-then-Discretize
approach, leading to the solution of a backward in time set of equations.
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Figure 2: Left: umeas at t = 1ms, Right: umeas at t = 15ms.
Table 2: On ellipsoid. T = 20ms,∆t = 0.1ms,∆tsnap = 0.5ms, # sites = 150, noise = 10%.
σexact [2.8,2.2,0.26,1.3] [2.8,2.2,0.26,1.3] [3.5,3,0.3,1.8] [3.5,3,0.3,1.8]
σinitial [5, 5, 3, 3] [2, 2, 1, 1] [5, 5, 3, 3] [2, 2, 1, 1]
σil 2.62885 2.74088 3.4704 3.47661
σel 2.37449 2.29435 3.12013 3.11378
σit 0.27818 0.274675 0.306733 0.306189
σet 1.33207 1.24734 1.6459 1.64325
# fwd|bwd 26|22 17|12 24|22 21|20
Numerical results presented, referring to synthetic test cases, show that the estimation of conduc-
tivities can be achieved in presence of noise with a significant reduction of the number of iterations
required by the Least Square approach of [2]. A 2D result on a square is reported in Table 1, in
which σ denotes the conductivity tensor, σil (σit) denotes the longitudinal (tangential) intracellu-
lar conductivity, while σel (σet) is the extracellular counterpart. The corresponding forward solver
result is shown in Figure 1. A 3D result on an ellipsoid is also reported in Table 2. Experimental
validation is currently carried out in collaboration with Dr. Fenton at Georgia Institute of Tech-
nology.
3 CONCLUSIONS
We have investigated a variational data assimilation approach for providing conductivity estimates
from potential measurements. We also proved the correct statement of the problem, by showing
the existence of a set of parameters minimizing the (regularized) mismatch between numerical
results and measurements.
The next steps of the present work will be to perform validation with in vitro experiments and to
reduce the computational costs, since the iterated solution of the Bidomain system and its dual in
real geometries are fairly demanding. For this reason, we will investigate possible model reduction
techniques, to replace in the optimization process with low-dimensional models.
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SUMMARY
The in vivo estimation of arterial stiffness can provide valuable information about the cardiovas-
cular condition of a patient [9]. In clinical practice, the Pulse Wave Velocity [12] gives an estima-
tion of the average stiffness of a portion of the arterial network by solving the Moens-Korteweg
equation, which assumes a linear solid in an infinite cylindrical domain. Other methods include
Vascular Elastography, either based on Ultrasound [5] or Magnetic Resonance (see e.g., [13]),
where the models used for estimating arterial stiffness are again based on simplified models.
Recently, in [4] it was proposed an efficient methodology to estimate uncertain parameters (for
example Young’s modulus or fluid boundary conditions) from measurements of the displacement
of the wall in an idealized 3D fluid-structure interaction (FSI) problem. Whereas in [4] validations
are only based on synthetic data, we consider in the present work the experimental validation of
this method using real data in a fluid-structure interaction context. Hence, this work complements
the work of [10] since here we estimate the stiffness parameters and not the boundary conditions.
Key Words: Fluid-structure interaction, data assimilation, stiffness estimation, medical imaging
1 METHODS
In order to effectively indentify the stiffness in FSI systems, we use the following “ingredients”:
• Numerical FSI model: The fluid is described by the Navier-Stokes equations (NSE), in a
moving domain in an Arbitrary Lagrangian Eulerian (ALE) formulation, and the structure by
the elastodynamic equations, see e.g. [6]. We use a first order stabilized finite element and
for the time marching a semi-implicit partitioned FSI-algorithm [7]. The coupling between
the solid and the fluid is explicit in the ALE-advection-diffusion step and implicit for the
pressure projection step and the Windkessel [3].
• Sequential Data Assimilation: We follow a sequential, or filtering, approach which modi-
fies the forward dynamics with a correction term proportional to the observation error. More
287
precisely, we adopt the Reduced-Order Unscented Kalman Filter (ROUKF) [11], inspired
from [8]. It does not require any tangent operator and allows to run the estimation with a
computational cost of the same order of the forward problem. Moreover, it requires only
superficial modifications to the existing solvers.
• Image registration based segmentation: the data assimilation process requires segmen-
tations of dynamic image data, which is performed by registration of one reference image
to each frame (target image) of the dynamic images using the Sheffield Image Registration
Toolkit (ShIRT), for details see [1].
2 IN VITRO VALIDATION
The experimental setup consists of a MR-compatible emulator of the systemic circulation, with
a silicon ruber aortic tube, with a elastic strap at the distal end in order to model a coarctation.
Pressure measurements were taken at 13 locations between the venous and arterial compliance
chambers. Then, MR-acquisitions for extracting the geometry were perfomed, and the images
segmented. A non-destructive mechanical test was then performed consisting in placing the tube
(without the strap) vertically, filling it with water, and then injecting an additional controlled water
volume while measuring the pressure at the bottom. A pressure dependent Young’s modulus was
then constructued using basic linear solid mechanics theory. We then subdivide the tube’s solid
volume in 10 regions and estimate simultaneously the Young’s modulus for each region. As it
can be seen in Figure 1, the estimation algorithm succesfully detects the stiffer regions (first and
second, which correspond to the actual placement of the strap), while in the regions where the
strap is not presented the stiffness values are close to the one derived from the mechanical test.
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Figure 1: Estimation results for the 10 regions and reference value from the mechanical test.
3 IN VIVO RESULTS
The available clinical data corresponds to a 19 year old male subject with a mild (repaired) coarc-
tation of the descending aorta. A static 3D MR-image was obtained with a 10-seconds untriggered
acquisition and a gadolinium contrast agent. A 4D-SSFP sequence was acquired (25 time frames)
along the cardiac cycle. Consequently, the 25 surfaces were segmented with the template mesh
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obtained from the 3D-Gd. The solid volume was divided into 5 regions (see Figure 2-left) where
a Mooney-Rivlin constitutive model with parameters cj1 = 3 · 105 · 2θ
j
, cj2 = 10
4 and κj = 108
for each region j = 1, . . . , 5, with θj being the parameters to estimate. For more details about the
FSI-model we refer to [2].
The estimation results are presented in Figure 2. However, the results are not as converged as in
the in vitro validation. This is most probably due to modelling errors, since for example external
tissue (in particular the superior vena cava and the pulmonary trunk at the ascending aorta) are not
taken into account in this case. Another likely cause lies in the low signal-to-noise ratio (SNR), in
particular in the coarctation region. Hence, the estimated stiffness parameters evolve and oscillate
in time in order to compensate for these modelling and data errors.
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Figure 2: Estimation results for the constitutive parameters θj , j = 1, . . . , 5 from clinical data.
4 CONCLUSION
We performed an in vitro validation of the parameter estimation algorithm for coupled fluid-
structure systems presented in [4]. For this purpose, we considered a silicon rubber tube emu-
lating the aorta, connected with a mechanical model of the main components of the cardiovascular
system. We verified one of the estimated parameters from data coming from an independent non-
destructive mechanical test. In addition, we show that we can straightforwardly use the algorithm
in a real clinical case, namely for the estimation of the Mooney-Rivlin constitutive parameters in
an aorta with repaired coarctation from the 4D-SSFP sequence, obtaining meaningful results for
the estimated parameter values.
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SUMMARY
Accurate determination of cardiac conductivity values is of paramount importance for detailed
simulation of many electrophysiological phenomena. Here we present an approach to determine
these values using Tikhonov regularisation applied to potential measurements made on a micro-
needle array. Results show that it is possible to accurately retrieve most of the required values with
measurement noise as high as 10%.
Key Words: cardiac conductivity, bidomain model, electrophysiology, inverse problem, Tikhonov
regularisation
1 INTRODUCTION
Values for the bidomain electrical conductivities play a significant role in the modelling and sim-
ulation of many cardiac related phenomena, for example, activation sequences [1], fibrillation
[2], ST segment shifts [3] and defibrillation [4]. To date, work on determining accurate cardiac
conductivity values has centred on developing mathematical methods, and, to a lesser extent, ex-
perimental techniques, for determining these values. Most of these methods are based on the
so–called four electrode technique [5], which uses four collinear equi–spaced electrodes, where
current is applied to the outer pair, and measurements are made on the inner pair, of electrodes.
Recently, several alternative methods have been presented for determining the conductivity values.
One new experimental technique [6] maps cardiac tissue activation and then obtains the cardiac
parameters using a least squares and singular value decomposition approach. A new computa-
tional approach [7], although only presently applied to a 2D monodomain, suggests simplifying
the problem of retrieving conductivities from transmembrane potential measurements made by
microelectrode arrays, by using a novel parallel optimisation algorithm. Johnston et al. [8] demon-
strated that a two pass approach, using ‘closely’ and ‘widely’ spaced subsets of electrodes (Figure
1(left)) and an inversion technique based on Tikhonov regularisation [9], was able to accurately
retrieve four conductivities and fibre rotation from a simulated set of potentials to which noise was
added.
Recently, work by Hooks and Trew [10] has confirmed that three unique intracellular electrical
conductances can be defined at any point in the ventricular wall and this has added impetus to the
search for techniques that will enable six, rather than four, cardiac conductivity values to be deter-
mined. As a result, it has been shown recently [11,12] using a three-layered multi–electrode array
and a similar mathematical model and inversion technique to that discussed above [8], that it is
possible to retrieve all six conductivities as well as fibre rotation. Here we discuss the performance
of this method of conductivity value determination in the sense of an inverse problem.
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Figure 1: Two–layer (left) and three layer (right) multi–electrode arrays used to retrieve four and
six conductivity values (respectively). Subsets of the electrodes are used in a two–pass protocol.
2 METHODS
Mathematically, the bidomain equations governing the electric potential in a slab of cardiac tissue
and the adjacent blood mass are given by
∇ ·Mi∇φi = β
R
(φi − φe), ∇ ·Me∇φe = − β
R
(φi − φe)− Is, ∇2φb = 0. (1)
where φh (h = i, e or b) is the potential, (i=intracellular, e=extracellular, b=blood), Is is the
applied current, β is the surface to volume ratio for the cells and R is membrane resistance. The
conductivity tensors, which can be written as Mh = AGhAT (h = i or e) where A represents
the local direction of the fibres and Gh is a diagonal matrix, containing the longitudinal (ghl),
transverse (ght) and normal tissue conductivities (ghn) along the diagonal, reflect the fact that
current can flow along the direction of the fibres (longitudinally) more easily than it can across the
sheets of fibres (transversely) or between the sheets (normally).
The boundary conditions necessary to solve the above equations are derived from the assumptions
that: the epicardium is insulated; there is continuity of potential and current at the interface be-
tween the tissue and the blood; the intracellular space is insulated by the extracellular space; the
blood mass is assumed infinite in the positive z direction; and finally, the boundaries of the tissue
and blood are insulated.
The model, described by equations (1), shows that the potentials depend on the conductivity pa-
rameters in a nonlinear fashion,
F(m) = Φ (2)
where Φ is the vector of measured potentials, m = [gil, git, gin, gel, get, gen, α]T (α is the total
fibre rotation through the slab) and F represents the forward model. To obtain m from equation
(2) it is then necessary to minimise the Tikhonov functional
‖F(m)−Φ‖22 + γ2‖m‖22 (3)
since there will be noise in the measurement vector Φ. Here γ is the regularisation parameter.
Minimisation of the functionals is performed using the SolvOpt solver [12], which minimises non–
linear multivariate functions using a modified Shor’s r–algorithm. The constraints applied for the
minimisation are that 0 ≤ α ≤ pi and that the conductivities are positive. The termination criteria
used [12] is that the relative error in the functional is less than 10−6 for two successive iterations.
For the first pass of the algorithm the Tikhonov functional, from equation (3), to be minimised is
f1 =
24∑
i=0
[φM (i)− φC(i)]2 + γ21 [g2il + g2it + g2in + g2el + g2et + g2en] + γ22α2 (4)
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Noise gel get gen gil git gin α
1% 0.5± 0.4 0.3± 0.4 0.3± 0.3 2.2± 1.5 2.6± 2.3 1.9± 1.5 3.0± 2.5
2% 0.2± 0.5 0.4± 0.8 0.4± 0.6 1.3± 1.6 0.1± 3.3 3.6± 3.7 2.2± 4.6
5% 1.1± 0.9 2.3± 2.1 1.1± 1.6 2.1± 3.0 15.7± 8.0 1.7± 7.3 8.2± 7.9
10% 2.0± 3.0 0.6± 4.1 1.5± 3.1 3.0± 6.6 9.2± 18.6 17.6± 14.0 1.4± 20.3
20% 3.3± 4.1 4.5± 5.3 2.3± 5.3 25.6± 14.5 13.7± 28.2 22.9± 37.9 29.7± 42.5
Table 1: Average percentage relative errors ± 1 standard deviation for the MacLachlan et al. [12]
dataset, for various noise levels, where the geh values are retrieved in the first pass and the gih and
α values are retrieved in the second pass.
where φM is the difference in measured potential between electrode i and the reference electrode
and φC is similar but for the calculated value at each iteration of the solver. Due to the difference
in the magnitudes of the conductivity values and α, two regularisation parameters, γ1 = 10−2
and γ2 = 10−5 are used. Initial values used are α = 1, with the conductivity values all equal to
1× 10−3, except for gin = 1× 10−4.
In the second pass, the mean values for gel, get and gen from the first pass are held constant and
only values for gil, git, gin and α are retrieved, using starting values from the first pass. The
Tikhonov functional to be minimised is now
f2 =
72∑
i=0
[φM (i)− φC(i)]2 + γ21 [g2il + g2it + g2in] + γ22α2 (5)
3 RESULTS
In order to demonstrate the ability of the electrode array and computational algorithm to determine
the conductivity values, as well as the total fibre rotation, a forward simulation was performed us-
ing the conductivity values mentioned by MacLachlan et al. [12]. The “measured” potentials
calculated from the forward simulation were then contaminated with varying levels of noise and
the two pass Tikhonov regularisation approach was used to recover the original conductivity val-
ues. This process was repeated 15 times and the resulting percentage relative errors are given in
Table 1. As the described above, the extracellular conductivities were determined from the first
pass of the algorithm and the intracellular conductivities and the fibre rotation were determined
from the second pass.
From the table it can be seen that the algorithm can obtain the extracellular conductivities more
accurately than the intracellular conductivities. Generally, the extracellular conductivities can be
recovered to a level of accuracy of about a quarter to a half the size of the added noise. However,
the intracellular conductivities can only be recovered to an accuracy of about 2-3 times the added
noise.
In the execution of the algorithm it can be seen that the first pass is quite sensitive to the extracel-
lular conductivities, but not to the intracellular conductivities or the fibre rotation. This provides
accurate extracellular conductivities for the second pass, which is important because they are held
constant there while the algorithm retrieves the intracellular conductivities and fibre rotation. The
lack of accuracy in the intracellular starting values for the second pass is not a drawback since the
second pass is not particularly sensitive to these starting values. It is worth noting that, although
20% noise appears to be near the limit of the algorithm for retrieving the intracellular conductiv-
ities and fibre rotation, it is still able to retrieve the extracellular conductivities quite accurately
even for noise levels of 20%.
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4 CONCLUSIONS
This paper has presented a two pass approach, based on Tikhonov regularisation, to obtain cardiac
conductivity values and fibre rotation from measurements of potential made on a multi–electrode
array. It has been shown that, even in the presence of high levels of noise, the conductivities can
be obtained to a reasonably high level of accuracy. In particular, of the six conductivity values
required, it has been shown that three of these can be retrieved to an accuracy of less than half the
added noise in the system.
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SUMMARY 
 
Ultrasonic-measurement-integrated (UMI) simulation, in which feedback signals are applied to a 
numerical simulation based on differences between ultrasound Doppler measurement and 
computation, has been proposed to reproduce hemodynamics. In this study, a numerical experiment 
was conducted to investigate variations of the feedback signals and their effects on the pressure 
field in the UMI simulation of a three-dimensional pulsatile blood flow. The feedback signals and 
pressure in the UMI simulation showed time-dependent characteristics. Relatively large feedback 
signals were applied in the deceleration phase since hemodynamics became rather unstable. The 
adverse effect of feedback on the pressure field was reduced by the compensation method except 
for in the early stage of the deceleration phase. 
 
Key Words:  hemodynamics, measurement-integrated simulation, ultrasonic measurement. 
 
 
1  INTRODUCTION 
 
Hemodynamic wall shear stresses (WSS) and pressure are the major factors responsible for the 
development and progression of circulatory diseases. However, existing methodologies of 
measurement and computation are limited in their ability to obtain accurate and detailed 
information on hemodynamics. Based on the concept of flow observer [1], the authors have 
investigated integration of medical imaging and numerical simulation to reproduce hemodynamics 
and to calculate stresses acting on blood vessels [2]. An ultrasonic-measurement-integrated (UMI) 
simulation, in which differences between ultrasound Doppler measurement and computation are 
fed back to the numerical simulation, is one such method (see Fig. 1). In our former studies [2, 3], 
the efficiency of the UMI simulation was evaluated, and the transient and steady characteristics of 
the method were revealed. In addition, the effect of the feedback on the pressure field was 
theoretically examined, and a method of compensation for pressure field was devised [3]. However, 
variations of feedback signals and their effects on the pressure field in the UMI simulation of 
unsteady hemodynamics were unknown. In the present study, the relationships between the time-
varying parameters, such as velocity error, feedback signal, and pressure, were investigated by a 
numerical experiment. 
 
2  METHODS 
 
Governing equations of the UMI simulation of blood flow are the Navier-Stokes equations and the 
pressure equation for incompressible and viscous fluid flow, 
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      fuuuu 

 
 p
t
 ,   (1) 
    fuu  p ,    (2) 
where u = (u, v, w) is the velocity vector, p is the pressure, t is the time,  is the density, and  is 
the viscosity. f denotes the feedback signal at each feedback point and is described by the following 
equation. 
    



L
U
U
K d
2
sc*
v
Φ uuf ,    (3) 
where Kv* is the feedback gain (nondimensional), U is the characteristic velocity, L is the 
characteristic length, uc and us are velocity vectors of the computational result and the real flow, 
respectively, and d (d = 1, 2, 3) is a projection function of a three-dimensional vector to the d-
dimensional subspace generated by the vectors of the ultrasonic beam directions. Note that the 
special case with Kv* = 0 is an ordinary simulation without feedback. The acquisition of Doppler 
velocity by projecting a velocity vector in the direction of the ultrasonic beam corresponds to the 
case of d = 1.  
The application of the feedback possibly deteriorates the computational accuracy of the pressure 
field while improving that of the velocity field when the divergence of the feedback force vector f 
is not zero [3]. Hence, pressure deviation, pf, caused by the application of the feedback is estimated 
by solving the following equation with zero value at the boundaries of the computational domain, 
and is subtracted from the pressure field p of the convergent result (see Fig. 1): 
  f fp .     (4) 
All parameters were nondimensionalized with the characteristic values, and the above governing 
equations were solved with an original program based on the SIMPLER method [2]. 
A numerical experiment was conducted in the same manner as in the former study [2]. Briefly, a 
three-dimensional configuration of a blood vessel with a thoracic aneurysm was reconstructed from 
CT slice images of a patient. A synthetic unsteady blood flow inside the aneurysm (Fig. 2(a)) was 
first defined as the standard solution with realistic unsteady velocity profiles at the upstream and 
downstream boundaries (see Fig. 2(b)). A UMI simulation was then carried out with simple 
boundary conditions: an unsteady parallel flow with a uniform velocity profile at the inlet and a 
free flow condition at the outlet with the same flow rate as the standard solution, considering that 
the exact boundary conditions of a real blood flow are usually unknown. Concerning the initial 
condition, a zero velocity field was applied. In the UMI simulation, the feedback signals were 
applied at all the grid points in the feedback domain M [0.066 m ≤ z ≤ 0.106 m, dark gray zone in 
Fig. 2(a)], assuming the transesophageal ultrasonography of the standard solution with rotation of 
the probe. The ultrasound probe was assumed to be set at the same height as that of the aneurysm, 
the point O [(x, y, z) = (0.014 m, 0.000 m, 0.086 m)] in Fig. 2(a). Note that measurement errors 
such as aliasing in ultrasound Doppler measurement were not considered in this study. 
The computational results were evaluated by the space-averaged error norm ēΩ(a, t) in a monitoring 
domain Ω, and the time-space-averaged error norm ēΩT(a) over one cardiac cycle T defined for an 
arbitrary variable a (velocity vector u, Doppler velocity V,  or pressure p). 
 
 
Fig. 1 Block diagram of the ultrasonic-measurement-integrated (UMI) simulation. 
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3  RESULTS AND DISCUSSION 
 
In each computation, a periodic solution was obtained within four cardiac cycles, and it was used 
in the following evaluation.  
The inaccurate boundary conditions introduced error in velocity and pressure in the ordinary 
simulation without feedback (Kv* = 0). In contrast, in the UMI simulation (0 < Kv* ≤ 11), the time-
space-averaged error norm of velocity vector ēMT(u) in the feedback domain M decreased owing to 
the feedback. The error norm of pressure ēMT(p) was also reduced owing to the improvement of the 
computational accuracy of velocity field. However, as increasing the feedback gain in the UMI 
simulation without pressure compensation, the value of ēMT(p) gradually increased after taking a 
minimum value at Kv* = 2. This adverse effect by the application of the feedback was properly 
eliminated by the pressure compensation method based on Eq. (4); the value of ēMT(p) became 
smaller and monotonically decreased as the feedback gain increased. Although the maximum 
feedback gain for stable computation in the UMI simulation was Kv* = 11, the value of Kv* = 5 was 
employed hereafter since the values of both ēMT(u) and ēMT(p) were almost constant if Kv* ≥ 5. 
Variations of space-averaged error norms, ēM(V, t) and ēM(p, t), of Doppler velocity and pressure in 
the feedback domain showed periodic oscillations, as shown in Figs. 3(a) and (b). In the ordinary 
simulation (gray lines), the error norms are relatively small in the acceleration phase (t ≤ 0.13 s) 
though the flow rate q steeply increases (see Fig. 2(b)). This is because the blood flows as a bulk. 
In the deceleration phase (0.13 s < t ≤ 0.33 s), blood flow becomes rather unstable, and both error 
norms of Doppler velocity and pressure increase, showing the peak values at the late stage. Then, 
in the diastole phase (0.33 s < t ≤ 0.98 s), the error norm of Doppler velocity gradually decreases, 
and that of pressure also decreases with some deviation. On the other hand, the UMI simulation 
shows smaller values of ēMT(u) and ēMT(p) (black lines in Figs. 3(a) and (b)) at each time phase. At 
the early stage of the deceleration phase (0.13 s < t ≤ 0.23 s), the magnitude of the feedback signal 
|f| becomes large so as to reduce the error in Doppler velocity, which increases in this period in the 
ordinary simulation (Figs. 3(b) and (c)). After that, the error norms of Doppler velocity and pressure, 
and the magnitude of the feedback signal decrease. The magnitude for pressure compensation |pf| 
increases due to the large feedback signals at the early stage of the deceleration phase (0.13 s < t ≤ 
0.23 s) as shown in Fig. 3(d), but little effect of the pressure compensation is observed in Fig. 3(b). 
The advantageous effect of the pressure compensation is observed after the late stage of the 
deceleration phase (0.23 s < t ≤ 0.98 s). Further investigation is required to improve the pressure 
field at the early stage of the deceleration phase. 
         
(a)                                                           (b) 
Fig. 2 Computational conditions: (a) computational domain of a descending aorta with an 
aneurysm with feedback domain M (dark gray zone) and the origin O of the ultrasonic beam in the 
UMI simulation, and (b) variation of flow rate.
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4  CONCLUSIONS 
 
A numerical experiment revealed variations of feedback signals and their effects on the pressure 
field in the UMI simulation of a three-dimensional pulsatile blood flow. Relatively large feedback 
signals were applied in the deceleration phase since hemodynamics became rather unstable. The 
adverse effect of feedback on the pressure field was reduced by the compensation method except 
for in the early stage of the deceleration phase. 
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(a)                                                                      (b) 
          
(c)                                                                      (d) 
 
Fig. 3 Variations of space-averaged values: error norms of (a) Doppler velocity and (b) pressure
in the feedback domain by the ordinary simulation (Kv* = 0) and the UMI simulation with/without
pressure compensation (Kv* = 5), (c) magnitude of feedback signal in the feedback domain, and (d)
absolute values of pressure compensation in the feedback domain and in the whole domain. 
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SUMMARY 
This paper presents a lumped parameter model predicting baroreflex regulation during head-up 
tilt. Blood flow and pressure are predicted using an electrical circuit analogy. This model is coup-
led with a control model that regulates heart rate, cardiac contractility, and peripheral resistance 
in response to changes in blood pressure. The model was applied to predict patient specific mea-
surements of blood pressure and heart rate obtained during head-up tilt. Submitted for MS 3, 
Inverse Problems in Cardiovascular Mathematics. 
 
Key Words:  1D arterial blood flow modeling, elastic and viscoelastic wall models 
 
1  INTRODUCTION 
A simple change of the body from supine to sitting or standing position requires activation of a 
series of control mechanisms to maintain homeostasis. Upon postural change, the baroreceptors 
register a fall in arterial blood pressure and reduced filling of the heart. Activation of the autono-
mic nervous system then adjusts the heart and vessel properties to increase pressure and pump 
function of the heart back toward their reference level. This regulation can be disrupted in pa-
tients with peripheral and central nervous system diseases. Such patients usually experience dizzi-
ness and syncope due to altered function of the autonomic nervous system. These defects are 
often observed in patients with diabetes, hypertension, and other neurological diseases of which 
Parkinson’s disease is the most dominating.  
The autonomic nervous system is complex with many interacting components. This is why 
analysis of separate elements does not give a satisfactory view of the state of the physiological 
system. In this study we aim to achieve a better understanding of the control mechanisms and 
their dynamics via patient specific mathematical modeling where knowledge of the individual 
elements and their dynamics is integrated. To this end, we are developing a closed loop cardio-
vascular system level model coupled with a control model that allows us to predict the autonomic 
nervous system’s ability to adjust the heart and vessel properties to maintain blood pressure and 
pumping function at reference levels. These models are composed of nonlinear differential equa-
tions whose solution poses considerable computational challenges. Their application to analysis 
of clinical data involves computational and conceptual complications due to the inherent noise in 
the model and data. To ensure high fidelity of our model, we employ methodologies allowing 
computation of parameter sensitivity, identifiability, and estimation.  
 
2  METHODS 
A drop in blood pressure, e.g. in response to head-up tilt, sensed by the arterial baroreceptors lo-
cated in the aortic arch and carotid sinuses, inhibits firing of afferent baroreceptors. Sensory sig-
nals for these receptors are integrated in the nucleus solitary tract from where efferent signals are 
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transported via sympathetic and parasympathetic chain eventually impacting heart rate, cardiac 
contractility, and vascular tone. Fig. 1 shows a schematic of physiological pathways.  
 
 
 
 
 
 
 
  
 
 
 
 
This system can be represented by a lumped parameter model illustrated in Fig. 2. This model in-
cludes the arteries and veins in the systemic circulation, as well as the left heart facilitating 
transport of blood. In addition we have included a neural control model predicting afferent and 
efferent baroreceptor firing, which modulate heart rate, peripheral resistance, and cardiac 
contractility. This coupled model was used to predict the response to head-up tilt induced by 
accounting for gravitational pooling of blood in the lower body.  
 
  
 
 
 
 
 
 
 
 
 
 Similar to previous studies [1], we use the electrical circuit analogy shown in Fig. 2 to 
predict blood flow and pressure in the systemic circulation. The model includes four compart-
ments representing arteries and veins in the upper and lower body as well as a compartment re-
presenting the heart. For each compartment i, a pressure-volume relation can be defined as  
 Vi −Vun,i = Ci (pi − pext ),  (1.1) 
where 𝑉!  (ml) is the compartment volume, 𝑉!",! (ml) is the unstressed volume, 𝐶! (ml/mmHg) is 
the compartment compliance, 𝑝! (mmHg) represents blood pressure, and 𝑝!"#  (mmHg) (assumed 
constant) is denotes the pressure of the surrounding tissue. Moreover, for each compartment, the 
change in volume is given by 
Fig. 1: The baroreflex control loop. 
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tract (NTS), from where efferent 
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ty, and vascular resistance.  
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Fig. 2: The baroreflex control 
loop model. Blood flow and 
pressure is computed using a 
compartment model including 
the left heart as well as systemic 
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and lower body. Heart rate, 
cardiac contractility, and 
peripheral vascular resistance are 
modulated   
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dVi
dt = qin − qout ,  (1.2) 
where 𝑞 (ml/s) denotes the volumetric flow. Using a linear relationship analogous to Ohm's law 
the volumetric flow 𝑞 (ml/s) between compartments can be computed as 
 q = pin − poutR ,  (1.3) 
where 𝑝!" and 𝑝!"# denote the pressure on either side of the resistor 𝑅 (mmHg s/ml). A system of 
differential equations was obtained by differentiating equation (1.1), using (1.2) and (1.3), giving 
 dpidt = C
pi−1 − pi
Ri−1
−
pi − pi+1
Ri
⎛
⎝⎜
⎞
⎠⎟
.   
 For the heart compartment, a differential equation of the form (1.2) is used to describe the 
change in volume, which is related to pressure via equation (1.1), but described in terms of elas-
tance 𝐸=1/C (mmHg/ml) rather than compliance. Pumping is achieved by introducing a variable 
elastance function of the form 
 
 
Elh (t ) =
EM − Em( ) 1− cos(π t /TM )+ Em( ) / 2, t ≤ TM
EM − Em( ) cos π t −TM( ) /TR( ) +1( ) + Em( ) / 2, t ≤ TM +TR
 Em , t ≤ T
⎧
⎨
⎪
⎪
⎩
⎪
⎪
  
where 𝑡 is the time within a cardiac cycle 𝑇 = 1/𝐻; 𝐸! and 𝐸! denote the maximum and mini-
mum elastance, respectively.  
 Head-up tilt, 𝜃 = 0. . 60! at speed vt is achieved by accounting for pooling of blood in the 
lower extremities, by adding gravity 𝜌𝑔ℎ!"#! to equations predicting flow between the upper and 
lower body.  
 q = ρghtilt sin θ (t)( )+ pin − poutR ,    θ (t) =
π
180
0 t < tst
vt (t − tst ) tst ≤ t ≤ tst + ted
60 t > tst + ted
⎧
⎨
⎪
⎩
⎪
  
 As suggested in [2, 3], the baroreflex model uses blood pressure 𝑝!" as an input to pre-
dict baroreflex firing rate 𝑓 proportional to the difference between the stretch of the arterial wall 𝜖! and the stretch of the baroreceptor cells 𝜖.  
 f = εw − ε ,     
dε
dt
= − α + β( )ε +αεw ,     εw = g(p),   
where 𝜖! is the wall stress, modelled as a nonlinear function of pressure, 𝜖 is the strain of the 
baroreceptor cells, and 𝛼 and 𝛽 are parameters. A drop in afferent firing rate elicits inhibition of 
parasympathetic tone 𝑇! , decreasing the acetylcholine concentration 𝐶! , and stimulation of 
sympathetic tone 𝑇! increasing the noradrenaline concentration 𝐶! . As suggested in [2], these can 
be modeled using first order kinetic equations of the form 
 
dCN
dt =
−CN +TS
τ N
,    dCAdt =
−CA +TP
τ A
,
TS = TSM − (TSM −TSm )
f η
( f η + fSη )
,    TP = TPm − (TPM −TTm )
f ξ
( f ξ + fPξ )
.
  
 Modulation of neurotransmitters increases heart rate, cardiac contractility, and peripheral 
vascular resistance. Similar to previous work [2] we suggest to compute heart rate ℎ as 
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 h = h0 + dhM 0CN − dh0mCA −
dhModh0mCNCA
h0
,    dhM 0 = hM − h0,    dh0m = h0 − hm ,  (1.4) 
while we predict cardiac contractility 𝐸! and peripheral vascular resistances 𝑅!"# and 𝑅!"# using  
 
d 2X
dt 2 +δ
dX
dt +κ X = λCi ,    X = Em ,Raup ,Ralp ,   
where 𝛿, 𝜅, 𝜆  are constants that vary depending on the neurotransmitter (𝐶! , 𝑖 = 𝑁,𝐴) in question.  
This form of the equation was motivated by studying the Bowditch effect proposed by Klabunde 
[4] and Batzel et al. [5]. It should be noted, that parasympathetic withdrawal is significantly faster 
than sympathetic stimulation, i.e., timescales for the two responses differ significantly.  
 
3  RESULTS AND CONCLUSIONS 
Preliminary results shown in Fig. 3A and B include predictions of arterial blood pressure, using 
heart rate as an input, and predictions of heart rate using blood pressure as an input. These results 
were computed for humans (3A) and rats (3B). Future results will be used to discuss how the 
baroreflex model can be scaled to predict heart rates in humans, and how to incorporate the 
control model with the cardiovascular model to form a closed model. Preliminary results were 
obtained using sensitivity analysis and optimization to estimate model parameters that allows 
patient specific predictions. The advantage of the closed model is that it can easily be adapted to 
study impacts of disease, e.g., by incorporating disease in equations.  
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SUMMARY
The bidomain equations are widely accepted as one of the most complete descriptions of the
cardiac bioelectric activity at the tissue and organ level. The model consist of a system of elliptic
partial differential equations coupled with a non-linear parabolic equation of reaction-diffusion
type, where the reaction term, modeling ionic transport is described by a set of ordinary differential
equations. In particularly, we use the Fenton-Karma ionic model in our simulation study. In this
model, the source functions are discontinuous in state space solution. An approach to compute
the derivative of discontinuous source terms is demonstrated for the optimal control of reaction-
diffusion systems in cardiac electrophysiology.
The optimal control formulation is presented and a formal derivation of the adjoint equations and
the first order optimality conditions, which are the basis for numerical solution are provided. The
derivative of discontinuous source functions, due to the Fenton-Karma model, is required to solve
the adjoint equations, which poses a lot of computational challenges. The efficient numerical tech-
niques for boundary control of the bidomain model as well as computational techniques to track
the derivatives of discontinuous source functions in adjoint equations will be demonstrated, [3].
The numerical realization is described in detail and numerical experiments, which demonstrate
the capability of influencing and terminating reentry phenomena, are presented. We employ the
parallelization techniques to enhance the solution process of optimality system and a numerical
feasibility study in a parallel environment will be shown.
Key Words: bidomain model, Fenton-Karma ionic model, defibrillation, optimal control, deriva-
tives of Heaviside functions, parallel FEM, NCG algorithm.
1 INTRODUCTION
The heart is the most important organ in human body because it pumps the blood around the
whole body and it carries all the vital materials which help our bodies function. The electrical
activation of the heart is highly organized in healthy situations and in diseased case disturbances
in the formation and/or propagation of electrical impulses may induce reentrant activation patterns
which precipitate its rhythm significantly. The termination of these cardiac arrhythmia is achieved
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by applying a strong electrical shock, a process called defibrillation. The link between the high
shock strengths required and adverse effects provides the motivation for posing the defibrillation
process as an optimization problem where one aims to achieve defibrillation with minimal energy.
The optimal control approach is based on minimizing a properly chosen cost functional J(v, Ie)
depending on the extracellular current Ie as input, which must be determined in such a way that
wavefronts of transmembrane voltage v are smoothed in an optimal manner, where the trans-
membrane potential v as one of the state variables, see [3,4]. The optimal control approach to
defibrillation is to determine an applied electrical field in such a way that it optimizes a given
design objective, which is, in our case, the restoration of a tissue state in which fibrillatory propa-
gation cannot be maintained. This can be achieved by driving the whole tissue to a resting state,
or equivalently, to an excited state. The following issues will arise in the current model problem
under consideration in the context of solving the optimal control problem. First, the discontinuous
source functions appear at the ionic model equations which appear over the complete domain. Sec-
ondly, the interface of discontinuous functions will be changing by applying the external stimulus
over the computational domain. In this work, we focus on the computational approach to evaluate
the derivative of these discontinuous source-functions with respect to the state variable.
2 OPTIMAL CONTROL OF BIDOMAIN EQUATIONS
Let’s denote a bounded connected domain by Ω ⊂ R2, with Lipschitz continuous boundary
∂Ω. The space-time domain and its lateral boundary are denoted by Q = Ω × (0, T ] and
Σ = ∂Ω × (0, T ], respectively. The well known bidomain model [8] consist of a linear elliptic
partial differential equation and a non-linear parabolic partial differential equation of reaction-
diffusion type, where the reaction term is described by a set of ordinary differential equations. In
our numerical computations, we considered the Fenton-Karma model, see for more details in [8],
to describe the membrane ionic activity. The Fenton-Karma model consists of three ionic currents,
Ifi(v, f), Isi(v, s) and Iso(v) which represents the flows of sodium, calcium and potassium. The
complete bidomain equations together with the ODE system are expressed as follows.
0 = ∇ · (σ¯i + σ¯e)∇u+∇ · σ¯i∇v in Q (1)
∂v
∂t
= ∇ · σ¯i∇v +∇ · σ¯i∇u− [Ifi(v, f) + Isi(v, s) + Iso(v)− Istim] in Q (2)
Ifi = −fg(v)[v − vc][1− v]/τfi in Q (3)
∂f
∂t
= [1− g(v)] [1− f ]
τ−f (v)
− g(v)f
τ+f
in Q , (4)
Isi = −s
[
1 + tanh
[
κ[v − vsic ]
]]
/(2τsi) in Q (5)
∂s
∂t
= [1− g(v)] [1− s]
τ−s
− g(v)s
τ+s
in Q , (6)
Iso = v[1− g(v)]/τ0 + g(v)/τr in Q , (7)
where v : Q → R is the transmembrane voltage, f, s : Q → R represents the ionic current
variables, σ¯e, σ¯i : Ω → Rd×d are respectively the extra and intracellular conductivity tensors, Ifi
is the fast inward current, Isi is the slow inward current and Iso is the slow (ungated) outward
current. The initial and boundary conditions are prescribed as
n · (σi∇v + σi∇u) = 0 on Σ (8)
n · σe∇u = Ie on ∂Ω12 × (0, T ] (9)
n · σe∇u = 0 on ∂Ω3 × (0, T ] (10)
v(x, 0) = v0 , f(x, 0) = f0 , and s(x, 0) = s0 on Ω , (11)
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where n denotes the outwards normal to the boundary of Ω. Here Ie is the extracellular current
density stimulus which acts as control along the boundary ∂Ω12 = ∂Ω1 ∪ ∂Ω2, where ∂Ωi, i =
1, 2, 3 are mutually disjoint and satisfy ∂Ω1 ∪ ∂Ω2 ∪ ∂Ω3 = ∂Ω. For compatibility reasons it is
assumed throughout that ∫
∂Ω
Ie(t, ·) d s = 0 (12)
for almost every t ∈ (0, T ). In the numerical experiments Ie will be only temporally dependent
and will be of the form
Ie = Iˆe(t)(χ∂Ω1 − χ∂Ω2) ,
where χ∂Ωi is the characteristic function of the set ∂Ωi, i = 1, 2. Then condition (12) is satisfied
if |∂Ω1| = |∂Ω2|. The support regions ∂Ω1 and ∂Ω2 can be considered to represent a cathode and
an anode, respectively.
The following cost functional of tracking type is considered for the termination of reentrant waves. min J(v, Ie) =
1
2
∫ T
0
(
α1
∫
Ωobs
|v − vd|2 dx+ α2
∫
∂Ω12
Ie(t)
2 ds
)
dt
subject to (1)-(6),(8)-(11) and Ie ∈ U,
(13)
where α1 > 0, α2 > 0 is the regularization parameter for the control cost, Ωobs ⊂ Ω is the
observation domain, vd ∈ L2(0, T ;L2(Ωobs)) and
U = {Ie − 1|∂Ω12|
∫
∂Ω12
Ie ds : Ie ∈ L2(0, T ;L2(∂Ω12)), |Ie(t, x)| < R
for a.e. (t, x) ∈ (0, T )× ∂Ω12}.
The set of admissible controls U is a closed, convex and weakly∗ sequentially compact subset of
L∞(0, T ;L2(∂Ω12)). The first order optimality system is obtained by formally setting the partial
derivatives of Lagrangian equal to 0. In the process of solving the dual equations the derivative
of the ionic currents and right hand side of ODEs w.r.t. the transmembrane voltage are required
which are given as follows.
(Ifi)v = − fg
τfi
[−(v − vc) + (1− v)]− f(v − vc)(1− v)
τfi
gv(v)
(Isi)v = − s
2τsi
[(1− tanh2(κ(v − vsic )) · κ] , (Iso)v =
1− g
τ0
+
(−v
τ0
+
1
τr
)
gv(v)
Fv(v, f) =
−τ−f (v)[(1− f)gv(v)]− [1− g(v)](1− f)(τ−f (v))v
[τ−f (v)]2
− fgv(v)
τ+f
Sv(v, s) = −(1− s)gv(v)
τ−s
− sgv(v)
τ+s
, (τ−f (v))v = −gv(v)τ−v1 + gv(v)τ−v2
Here we can clearly see that one needs to evaluate the derivative of state dependent Heaviside
function (gv(v)) in many places. It is not directly possible to evaluate the gateaux derivative
d
dvg(v), as g is discontinuous, where v(x) = 0. Instead of approximating the derivative using
some regularization, we have chosen an alternative where not ddvg(v(x)), but
∫
Ω
d
dvg(v(x))dx is
evaluated. This approach avoids any regularization and allows to directly compute the integral.
The integral of Heaviside function can be evaluated as∫
Ω
dg
dv
f dx =
∫
Γ
f
∇v · nΓds . (14)
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where nΓ denotes the normal vector to Γ, pointing in the direction of∇v. Here skip the complete
details due to space restriction and we refer the reader to [5] mode detailed derivation of functions.
To evaluate integrals over the interface we impose a piecewise linear reconstruction of this level
set, which is sufficient for first-order representations of the state variable. Using the dune-mc
library [6] we compute a polygonal representation of the linearized iso-surface on each cell. An
extended marching-cubes algorithm allows the efficient computation of the interface, both in 2D
and 3D.
Here we give the brief description of our computational approach to solve the complete optimal-
ity system. A piecewise linear finite element method is used for the spatial discretization of the
primal and dual equations and their temporal discretization is done by using the linearly implicit
Runge-Kutta methods. The solution of the singular linear systems which arise after the full dis-
cretization of Eqs (1) and corresponding dual equation are defined up to an additive constant. We
impose a zero mean condition to fix this constant. For the numerical realization of this condition
we adopted a stabilized saddle point formulation from the work of Bochev and Lehoucq [2]. To
solve this linear system we employed a BiCGSTAB method with AMG preconditioner, see [1] for
more details on implementation. The complete optimality system is solved by the non-linear con-
jugate gradient (NCG) by using the Hager-Zhang variant update. A line search procedure based on
the Armijo rule with backtracking is used to determine the next update of the solution during the
optimization iterations. The numerical results demonstrated the optimal control formulation to the
cardiac defibrillation which reduces the total energy by finding optimal pulses when compared to
ad-hoc strategies. In this study two electrode configurations were considered and the current injec-
tion enters into these electrodes as a Neumann boundary conditions in the extracellular potential
model equation.
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SUMMARY
One of the central problems in personalized left ventricular (LV) modelling is to identify material
parameters for the constitutive laws for myocardium. In this study, by employing a structure-based
material model (Holzapfel-Ogden model: H-O), we seek to identify the 8 material parameters by
matching the measured LV volume and strain estimated from in-vivo cardiac magnetic resonance
imaging (CMRI) data. A multi-step optimisation procedure is proposed. Results show that by
reformulating the parameter space, it is feasible to determine a set of subject-specific parameters
for LV modelling.
Key Words: Left ventricle, subject-specific parameter, Holzapfel-Ogden Law
1 INTRODUCTION
Stress and strain have been considered to be important factors in understanding complex heart
mechanism. For example, the passive mechanical properties of myocardium play a major role in
LV diastolic filling and affect the pumping function. Nonlinear finite element method has been
applied to patient-specific modelling of heart functions along with constitutive laws in passive
myocardial wall [1, 2, 3]. However, to use such methods, a priori knowledge of the material
parameters is essential.
Traditionally, mechanical properties of myocardium can be determined by a series of experimental
tests [4] with specimens harvested from a specific LV. This, however, is not possible for human
subjects. The alternative is the inverse estimation approach with in-vivo data. Guccione et al[5]
estimated parameters for a nonlinear, transversely isotropic four-parameter strain energy function
(Guccione’s law) a 3D model built from images at the beginning of diastole. They estimated
the parameters by minimizing the error between the computed and measured coordinates at end-
diastole. Later the material model was extended to estimate passive 3D LV aneurysm and infarct
LV models [6]. Nair et al.[7] used a genetic algorithm to estimate 4 parameters of Guccione’s
law for a rabbit LV model. Recently Xi et al. [8] used reduced-order unscented Kalman filter to
optimize the Guccione’s law using in-vivo data of a human heart.
Although various studies have demonstrated that it is feasible to inversely estimate material pa-
rameters from in-vivo clinical data, most of these focused on using transversely isotropic material
models. To our best knowledge, this is the first study in which the parameters are estimated using
the orthotropic constitutive law by [10]. In particular, we seek to inversely estimate the material
parameters from in-vivo imaging data from a healthy volunteer.
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2 METHODOLOGY
2.1 LV model construction
Cardiac magnetic resonance imaging was performed on a healthy volunteer (male, age 28) us-
ing a Siemens MAGNETOM Verio (Erlangen, Germany) 3.0 T scanner. The study was approved
by the local ethics committee, and written informed consent was obtained before the scan. Cine
images are used for functional assessment and LV geometry reconstruction. Custom software
written using Matlab is used to extract the endocardial and epicardial boundaries at early diastole,
when LV pressure is lowest, see Fig.1(a). Following the manual segmentation, prolate spheroidal
coordinates and cubic B-spline are used to fit endocardial and epicardial surfaces, smoothness reg-
ularization is imposed to minimize the geometric distortion, and a linear constrain is also imposed
on the fitting parameters in order to maintain C2 continuity at the apex. Fig.1(b) is the unfitted
reference LV geometry, Fig.1(c) and (d) show the fitted endocardial and epicardial surfaces. Hexa-
hedral elements are generated using a linear interpolation from endocardial to epicardial surfaces,
shown in Fig.1(e). Refer to [11] for more details. A rule-based myocardial fibre generation method
[2] is employed to construct the fibre and sheet architecture of the myocardium, shown Fig.1(f).
The fibre angle rotates from −60◦ to 60◦ from endocardium to epicardium, and the sheet angle
rotates from −45◦ to 45◦.
Figure 1: computational LV model. (a) manual segmentation; (b) reference LV mesh described
in prolate spheroidal coordinates; (c) fitted endocardial surface, red dots are the original boundary
points; (d) fitted epicardial surface, red dots are the original boundary points; (e) fitted LV mesh;
(f) rule-based myofiber architecture
2.2 Constitutive law for passive myocardium
The structure-based nonlinear orthotropic constitutive law for passive LV myocardium proposed
by Holzapfel and Ogden (H-O model) [10] is
ψ =
a
2b
eb(I1−3) +
∑
i=f,s
ai
2bi
[ebi(I4i−1)
2 − 1] + afs
2bfs
[ebfsI
2
8fs − 1] (1)
where a, b are the parameters for the matrix response; af, bf are the parameters for the muscle
fibres; as and bs are for fibre sheet orientation; afs, bfs represent the shear effects in the fibre-
sheet plane. I1 = tr(C), where C = FTF, F is the deformation gradient. I4f = f0 · (Cf0),
I4s = s0 · (Cs0), and I8fs = f0 · (Cs0), where f0 and s0 are the fibre and sheet orientations in the
reference configuration. For a detailed description of H-O model, refer to [10].
2.3 Parameter estimation: inverse problem
End-diastolic LV chamber volume V exp is calculated from corresponding cine images. Four cine
short-axis slices from basal to middle LV are selected for extracting strains from early diastole
to end of diastole by using a deformable image registration method[12]. Strain is computed for
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early of diastole with reference in end of diastole. In each slice, 6 average regional circumferential
strain values are obtained. The measurements from in-vivo data are εexpi (i = 1...24) and V
exp.
Hence we have a total of 25 data points.
A sensitivity study showed that there exist close correlations among a, b, af , bf , as, afs, bfs,
therefore it is impossible to estimate all 8 parameters unambiguously in one step. We therefore
adopt a multi-step optimization procedure below.
• Step 1 The parameters are separated into agroup = {a, af , as, afs}, and bgroup = {b, bf , bs, bfs},
each scaled with a control parameter, Ca or Cb,
agroup = Ca × agroup0 ; bgroup = Cb × bgroup0 . (2)
where agroup0 and b
group
0 are adopted from data fitted to porcine [2]. The objective function to
be minimized is
O1 =
∑
i=1,...,n
(εi − εexpi )2 + (V − V exp)2. (3)
Here the LV cavity volume is not normalized, therefore O1 is volume dominated. By locat-
ing the minimized values of O1, we are able to determine the best values for Ca and Cb in
the parameter space.
• Step 2 af , bf , as, and bs are further refined with the following objective function
O2 =
∑
i=1,...,n
(εi − εexpi )2 + (
V − V exp
V exp
)2, (4)
in which a, b, afs and bfs are the same as in O1, but O2 is strain dominated. In order
to get accurate information about as, bs, we have to apply extra constrains. For healthy
myocardium, the stiffness in the sheet direction should be much less than in the myofiber
direction, we impose the following constrains
af ≥ 2as and bf ≥ 2bs. (5)
• Step 3 Now a and afs are optimized again using O1 but with
a = C3 × a and afs = C3 × afs, (6)
where C3 is the scaling factor to be optimized.
The sequential quadratic programming is used in steps 2 &3, which is a gradient based opti-
mization method. In each iteration, a forward nonlinear finite element LV model is solved using
ABAQUS. The LV model is applied with a 8mmHg endocardial pressure loading and partially
fixed basal plane, following [2]. The simulated circumferential strains from the computational
LV model are calculated in the same way as the estimated strains from the CMRI data using a
deformable image registration method.
3 RESULTS & DISCUSSION
Table 1 shows the estimated parameters for the healthy volunteer. The initial parameter set fitted
for porcine seems to be over stiff for the human subject, this leads to a much smaller end-diastolic
LV cavity volume (90.57mL) compared to the measured end-diastolic volume (143mL). After
step 1, the end-diastolic volume (145mL) matches well with the measurements, but the simulated
strain is slightly lower than the measurements. With step 2, the simulated strain is refined but
the LV cavity volume difference increases slightly (150mL). In the final step, the end-diastolic
volume (143mL) matches well and strain differences also decrease. Fig.2 shows the strains from
24 regions after each optimization step. After step 3, the simulated regional circumferential strain
agree closely with the measurements. The estimated strain data are also slightly smoother than the
values recovered from deformable image registration method.
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Table 1: Estimated parameters for the healthy volunteer
a(kPa) b af (kPa) bf as(kPa) bs afs(kPa) bfs
Initial 0.2362 10.81 20.0370 14.154 3.7245 5.1645 0.4109 11.3
Step 1 0.0472 3.243 4.0074 4.2462 0.7449 1.5494 0.0822 3.39
Step 2 0.0472 3.243 3.1762 4.7435 0.5426 1.5998 0.0822 3.39
Step 3 0.1348 3.243 3.1762 4.7435 0.5426 1.5998 0.2344 3.39
Figure 2: Regional circumferential strain from each optimization step, compared with the mea-
sured estimates (line with circle)
4 CONCLUSIONS
We have designed a multi-step optimization procedure to inversely estimate the parameters of the
H-O orthotropic material model, using the in-vivo CMRI data from a healthy volunteer. Our initial
results show that the estimated parameters are capable of reproducing measured end-diastolic
volume and strains.
5 ACKNOWLEDGMENTS
We are grateful for funding provided by the UK EPSRC (EP/I1029990), the British Heart Foun-
dation (PG/11/2/28474), and the Medical Research Scotland.
REFERENCES
[1] J Aguado-Sierra, A Krishnamurthy, et al. Progress in biophysics and molecular biology, 107(1):147–155, 2011.
[2] H Wang, H Gao, XY Luo, et al. International journal for numerical methods in biomedical engineering, 29(1):83–
103, 2013.
[3] H Gao, B Griffith, et al. In Functional Imaging and Modeling of the Heart, pages 11–18. Springer, 2013.
[4] S Dokos, B Smaill, Young, et al. American Journal of Physiology-Heart and Circulatory Physiology,
283(6):H2650–H2659, 2002.
[5] JM Guccione, AD McCulloch, and LK Waldman. Journal of biomechanical engineering, 113(1):42–55, 1991.
[6] J Walker, M Ratcliffe, et al. American Journal of Physiology-Heart and Circulatory Physiology, 289(2):H692–
H700, 2005.
[7] A Nair, D Taggart, and F Vetter. m. Journal of biomechanics, 40(7):1646–1650, 2007.
[8] J Xi, P Lamata, et al. Journal of the mechanical behavior of biomedical materials, 4(7):1090–1102, 2011.
[9] J Xi, P Lamata, et al. Medical image analysis, 2012.
[10] G Holzapfel and R Ogden. Philosophical Transactions of the Royal Society A: Mathematical, Physical and
Engineering Sciences, 367(1902):3445–3475, 2009.
[11] Y Liu, H Wen, et al. American Journal of Physiology-Heart and Circulatory Physiology, 297(3):H1151–H1162,
2009.
[12] A Allan, H Gao, et al. In Engineering in Medicine and Biology Society, EMBC, 2011 Annual International
Conference of the IEEE, pages 2650–2653. IEEE, 2011.
310
Numerical Techniques for 
Computational Surgery
311
312
3rd International Conference on Computational and Mathematical Biomedical Engineering - CMBE2013
16-18 December 2013, Hong-Kong
P. Nithiarasu and R. Lo¨hner (Eds.)
PGD-based efficient thermography inverse analysis
Felipe Bordeu?, Francisco Chinesta? and, Elias Cueto??
?GeM Institute, Ecole Centrale de Nantes, 1 rue de la Noe, BP 92101, F-443OO Nantes, France,
{Felipe.Bordeu;Francisco.Chinesta}@ec-nantes.fr
??I3A, University of Zaragoza, Maria de Luna s/n, Zaragoza, Spain, ecueto@unizar.es
SUMMARY
Efficient and robust breast thermography requires adequate resolution and accurate inverse tech-
niques in order to identify and reconstruct the cancer size and location. In this work we are com-
puting the parametric temperature solution related to the position of a cancer of a given size. This
solution allows exploring the parametric domain and conclude about the resolution (temperature
magnitude, thermal signatures and contrast for the different cancer locations). The second interest
of such a solution is the possibility of carrying out fast and accurate inverse analysis in order to
reconstruct the breast cancer.
Key Words: Thermography, Inverse analysis, Model reduction, PGD
1 INTRODUCTION
Themography allows diagnosis from infrared images of the human body. It has been applied in
breast oncology for cancer screening. Promoted by complementary and alternative medicine many
years ago its efficiency is quite controversial, with many supporters and also many detractors. It
is base on the fact that regions of the body that are more metabolically generate greater heat rates
that alter temperature distribution on the breast surface that can be observed in the thermogram (a
sort of thermal photo).
A tricky issue in the analysis of thermograms lies in the reconstruction of the cancer from the
thermal image. This reconstruction is not easy because the large variability of properties of living
tissues, the inherent noise, and also the inherent issues related to inverse techniques (solution
unicity, inverse problem illness, etc.). In all cases an efficient diagnosis requires processing very
fast the information and for this purpose one must be able of knowing the thermal field for many
configurations (cancer size and position) because inverse techniques proceed by modifying the
size and location for minimizing the differences between the calculated temperature on the breast
surface and the one related to the thermogram.
2 PGD-BASED THERMOGRAPHY ANALYSIS
In breast thermography one should identify the position, shape and size of a cancer from a in-
frared image, that is from the temperatures measured on the breast surface. A pre-computed
solution given such surface temperature for any possible scenario will be of great interest for a fast
diagnosis and reconstruction of breast diasses.
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For illustrating the procedure we consider the breast occupying a domain Ω. For the sake of
simplicity in the description that follows we consider the cancer as a sphere of radius R with P its
center, B(R,P). The center P ∈ ω ⊂ Ω, where the distance of points x ∈ ω to the boundary of
Ω, d(x,Γ ≡ ∂Ω) > R that ensures that the cancer remains inside the breast Ω.
A first parametric solution consists of the steady state temperature field for any position of the
cancer. If we denote by y the cartesian coordinates ofP , the parametric temperature writes u(x,y)
and as it can be noticed it is defined in a space of dimension 6 because x ∈ Ω ⊂ R3 and y ∈ ω ⊂
R3. Thus u(x,y) : Ξ = Ω× ω → R. Obviously creating a mesh of the 6D domain Ξ is a tricky
issue because the excessive number of degrees of freedom potentially involved. The separated
representation considered in Proper Generalized Decompositions seems an appealing choice for
circumventing the curse of dimensionality.
The separated representation of the temperature field reads:
u(x,y) ≈
N∑
i=1
Xi(x) · Yi(y) (1)
that reveals that the solution of a 6D model will be searched from a sequence of 3D problems,
some ones for computing functions Xi(x) and the other for calculating functions Yi(y). In what
follows we are deriving the model and its solution procedure based on the separated representation
just introduced.
2.1 Thermal model
The steady state heat equation reads
∇ · (K(x)∇u) + P (x) = 0 (2)
where K(x) denotes the conductivity tensor, that in an isotropic medium reduces to K = kI,
with I the unit matrix. In the previous equation P denotes the thermal power rate that metabolical
activity generates. As previously indicated cancers produce higher heat generation rates. We
define the characteristic function χ(x;y) (conductivity at point x that depends parametrically of
the cancer location y) related to the domain occupied by the cancer
χ(x;y) =
{
1 if x ∈ B(R,y)
0 if x ∈ Ω\B(R,y) (3)
and from it the conductivity (assumed for the sake of simplicity and without loss of generality
isotropic) and the generated heat rate
k(x;y) = kh + χ(x;y) (kc − kh) (4)
where kh is the thermal conductivity of the healthy tissue and kc the one related to the cancer, and
P (x;y) = Ph + χ(x;y) (Pc − Ph) (5)
where Ph and Pc are the generated heat rates of the healthy tissue and the cancer respectively.
We consider the domain boundary Γ = ∂Ω divided in three different parts ΓR, ΓN and ΓD (ΓR ∪
ΓN ∪ ΓD = Γ with null intersections) where Robin, Neumann and Dirichlet boundary conditions
apply:
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−ks (∇u · n)x∈ΓR = h (u(x ∈ ΓR)− ua) (6)
where ua denotes the ambient temperature and n the unit outwards vector defined on the domain
boundary,
−ks (∇u · n)x∈ΓN = qg(x) (7)
where qg is the given heat flux assumed known (it allows par example enforcing null fluxes qg =
0), and
u(x ∈ ΓD) = ug(x) (8)
with ug the given temperature that allows for example prescribing the body temperature.
The standard heat problem weak form consists of finding u ∈ H1(Ω), with u(x ∈ ΓD) = ug such
that ∫
Ω
k(x;y)∇u∗ · ∇u dx =
∫
Ω
u∗ P (x;y) dx−
∫
ΓR∪ΓN
u∗ ks (∇u · n) dx (9)
applies ∀u∗ ∈ H10(Ω) with functions inH10(Ω) vanishing on ΓD.
2.2 Separated representation
When the solution is sought in the separated form
u(x,y) ≈
N∑
i=1
Xi(x) · Yi(y) (10)
the weak form must be extended for enforcing the equation in the extended domain Ξ = Ω× ω:
∫
ω
∫
Ω
k(x;y)∇u∗·∇u dx dy =
∫
ω
∫
Ω
u∗ P (x;y) dx dy−
∫
ω
∫
ΓR∪ΓN
u∗ ks (∇u·n) dx dy (11)
In order to enforce Dirichlet boundary conditions we consider the first mode of the solutionX1(x)·
Y1(y) = ug(x), that implies Y1(y) = 1. Thus the next modes Xi(x) · Yi(y) will be subjected to
homogeneous Dirichlet boundary conditions on ΓD.
If we assume that at present iteration n the solution is known until the order n− 1, n > 1
un−1(x,y) =
n−1∑
i=1
Xi(x) · Yi(y) (12)
at present iteration we looks for Xn(x) · Yn(y)
un(x,y) = un−1(x,y) +Xn(x) · Yn(y) (13)
The test function u∗ usually considered reads
u∗(x,y) = X∗n(x) · Yn(y) +Xn(x) · Y ∗n (y) (14)
315
Figure 1: Breast with the region (green) where the center of the cancer can be located (left) and
two particularizations of the thermal field (right) for two different locations of the cancer
Introducing (13) and (14) into the extended weak form (11) it results a nonlinear problem (at
the present iteration both Xn(x) and Yn(y) are unknown). Thus, a linearization is compulsory.
The simplest strategy lies in considering an alternating direction fixed point schema that considers
Yn(y) known and calculates Xn(x) and from it updates Yn(y) and so on until reaching conver-
gence.
3 RESULTS
The parametric solution was obtained in the domain depicted in Fig. 1(left) where the center of the
sphere representing the cancer can be located in the the green region (ω) by using model param-
eters and data available. The solution u(x,y) was calculated and then particularized in real time
for two locations of the cancer (Fig. 1)(right). As soon as the cancer is positioned in a particular
location, the thermal field and in particular the temperature on the breast surface is instantaneously
obtained. As all the possible solutions are available from the parametric solution the possibility
of identifying the cancer position ”y” in order to minimize the differences between u(x;y) and
U(x), being this one the one associated to the thermography, becomes efficiently feasible. More-
over, such parametric solution allows us for conclude on the technique resolution by analyzing
though out the parametric space (cancer location) the magnitude of surface temperatures, signa-
tures and contract.
4 CONCLUSIONS
This work constitutes a first attempt in calculating parametric solutions related to breast cancer, in
which the cancer positions is considered as an extra coordinate and then by solving only once the
resulting multidimensional problem we have access to the thermal solution for any position of the
cancer. Obviously the model can be enriched by introducing other parameters as extra-coordinates
(size, shape, generated heat rate, thermal conductivities, etc.). The interested reader can refer to
[1] and the references therein for more details on the advanced numerical technique employed.
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SUMMARY
In this paper we present a surgery simulator with haptic feedback able to reproduce complex con-
stitutive equations for soft tissues. It is based on the employ of Proper Generalized Decomposition
(PGD) techniques, that allow for a sort of computational vademecum, in which a big effort of
computing is made off-line in order to be able to only post-process on-line, with the subsequent
savings in CPU time.
Key Words: Surgery simulation, haptic feedback, model order reduction, proper generalized
decomposition.
1 INTRODUCTION
Real-time simulation of endoscopic surgery for the training of surgeons is in general a difficult
tasks, due to the huge feedback rates necessary to reach a realistic sensation of touch, estimated
to lie between 500 Hz and 1 KHz. Since soft tissues are often modeled under hyperelastic frame-
works, this implies to solve between 500 and one thousand times per second a non-linear problem,
whose difficulty is well known for any mechanical engineer.
Existing approaches to the problem include mass-spring networks (that do not either reproduce the
laws of linear elasticity), the use of mass-lumped explicit finite element solvers (whose stability
for large simulation times is often questioned), or the use of supercomputing strategies (paral-
lelization, use of GPUs, etc.) Here, we present an approach based upon the use of reducer-order
modeling. In particular, our strategy consist on an intensive off-line simulation procedure that
leads to a sort of physics-based meta-model or computational vademecum [1]. This vademecum
can be then exploited under real-time constraints very efficiently, without the need for actually
simulating anything on-line, but rather post-processing.
The main ingredient of this simulator is composed by the off-line construction of the vademecum
solution under a Proper Generalized Decomposition (PGD) approach [2], whose structure will
be detailed in Section 2 below. Here, we detail how to reach real-time interactive rates for the
simulation of solid dynamics, a problem whose solution is dependent on initial and boundary
conditions. For details on how to develop a vademecum solution for any load position, see [3].
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2 PGD SOLUTION FOR INTERACTIVE SIMULATORS
As mentioned before, one key aspect to develop a realistic surgery simulator is the consideration
of realistic constitutive equations (often under the form of hyperelasticity). Another one is to
provide with a realistic sense of interactivity. This can be reached by appropriately simulating the
dynamics of the problem, even if important dissipations occur. The weak form of the problem of
solid dynamics can be formulated as: given f , g, u0 and u˙0 find u(t) ∈ St = {u|u(x, t) =
g(x, t), x ∈ Γu, u ∈ H1(Ω)}, t ∈ [0, T ] such that for all w ∈ V{u|u(x, t) = 0, x ∈ Γu, u ∈
H1(Ω)},
(w, ρu¨) + a(w,u) = (w,f) + (w,h)Γ
(w, ρu(0)) = (w, ρu0)
(w, ρu˙(0)) = (w, ρu˙0),
The main modification in the standard approach to the problem is to reinterpret the parametric
dependence of the problem on its initial conditions u0 and u˙0 as being actually multi-dimensional:
u : Ω¯× [0, T ]× I × J → R3,
where I = [u−0 ,u+0 ] and J = [u˙−0 , u˙+0 ] represent the considered intervals of variation of initial
boundary conditions, u0 and u˙0. This implies that u is actually defined on a 10-dimensional
space. This makes it necessary to define a new (triply-) weak form as:
a(w,u) =
∫
I
∫
J
∫
Ω
∇sw : C :∇su dΩdu˙0du0
(w,f) =
∫
I
∫
J
∫
Ω
wf dΩdu˙0du0
(w,h)Γ =
∫
I
∫
J
∫
Γt
wh dΓdu˙0du0.
The PGD approximation to the problem assumes a separated representation of the displacement
field in the form:
uh(x, t,u0, u˙0) =
[
N∑
i=1
F i(x) ◦Gi(u0) ◦H i(u˙0)
]
◦ d(t),
where the nodal coefficients d(t) carry out all the time-dependency of the solution and the symbol
“◦” stands for the entry-wise Hadamard or Schur multiplication of vectors.
Functions F ,G andH will be expressed in terms of low (here, three-) dimensional finite element
basis functions. The computation of theses basis is one of the more salient features of PGD, since
they are computed on the fly, a priori, without the need to prior computer experiments, typical of
POD-based techniques. They are computed by means of a greedy algorithm in which one sum is
computed at a time, while one product is computed in a fixed point, alternated directions algorithm.
Thus, having an approximation to uh converged at iteration n, the (n+ 1)-th term is obtained as
un+1(x, t,u0, u˙0) =
[
n∑
i=1
F i(x) ◦Gi(u0) ◦H i(u˙0) +R(x) ◦ S(u0) ◦ T (u˙0)
]
◦ d(t).
In this framework, an admissible variation of vh is computed as
wh = R∗ ◦ S ◦ T +R ◦ S∗ ◦ T +R ◦ S ◦ T ∗,
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where functional dependencies have been omitted for clarity.
If we inject the approximations to uh and wh into the weak form of the problem we arrive at a
semi-discrete problem that can be approximated in time using your favorite time integrator.
One key aspect in the method developed so far arises when we move to continuous rather than
discrete problems. FE discretizations of these problems lead to an impressive number of degrees
of freedom if we employ a finite element parametrization of the space of initial conditions. For in-
stance, a mesh composed of, say, one thousand nodes in 3D, will have 3000 degrees of freedom to
parametrize the initial displacement condition and other 3000 for the initial velocity one. A prob-
lem defined in 6000 dimensions is not feasible, even for PGD methods, due to its computational
complexity.
Here a mixed POD-PGD approach is envisaged: based upon the previous solution of similar prob-
lems and the use of POD decompositions, a suitable parametrization of the space of initial con-
ditions is obtained. Results for a particular problem will be then projected onto this basis and
re-injected into the (off-line, multi-dimensional) obtained PGD solution to advance in time. We
thus obtain a sort of response surface or meta-model to be evaluated on-line that takes as input pa-
rameters the projection of the previous time step displacement and velocity field onto the reduced
basis parametrization of initial conditions for the subsequent time step. A sketch of the proposed
method is shown in Fig. 1.
!"#$%&'()
*+%,-.+/-0'$./'1,2$
u=u(x,un,un-1) 
un3$un-1 ! un+1,un$
4$!2/5,6(/-$/-7/$
78,$2,*&6,*$90.+.$
un, un-1, f un+1 
Figure 1: Sketch of the proposed algorithm. A POD basis is employed for the parametrization of
the space of initial conditions of the problem (for forward Euler schemes, for instance, this means
in practice that the solution deepens on the displacement at time steps n and n− 1, respectively).
For the problem of liver palpation, Fig. 2 represents the solution as a function of the number of
degrees of freedom used to parameterize the space of initial conditions. It can be noticed how
the use of an increasing (but still surprisingly reduced) number of degrees of freedom leads to
a solution that presents high-frequency oscillations (provoked by the elimination of the higher
modes of the solution) but that converges very vastly in amplitude and frequency to the reference
one.
3 CONCLUSIONS
The main features of an endoscopic surgery simulator with haptic feedback based on the use of
PGD approaches has been presented. It is based upon the construction of what we have called a
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Figure 2: Response of the liver for a peak load. Reference (FE) results, and PGD results with basis
composed by 1, 3 and 7 modes.
computational vademecum, i.e., a general, parametric, multidimensional solution to the problem,
that is therefore computed off-line, once for life, and that is very efficiently evaluated (rather than
simulated) on-line. This has allowed us to obtain very fast solutions (close to 1 KHz, sometimes
more), even with the consideration of state-of-the-art constitutive laws for soft tissues under large
strain settings.
REFERENCES
[1] F. Chinesta, A. Leygue, F. Bordeu, J.V. Aguado, E. Cueto, D. Gonzalez, I. Alfaro, A. Am-
mar, A. Huerta. PGD-based computational vademecum for efficient design, optimization and
control. Archives of Computational Methods in Engineering, 20(1), 31-59, 2013.
[2] S. Niroomandi, D. Gonzalez, I. Alfaro, F. Bordeu, A. Leygue, E. Cueto, F. Chinesta. Real-time
simulation of biological soft tissues: a PGD approach. International Journal for Numerical
Methods in Biomedical Engineering, 29(5), 586-600, 2013.
[3] S. Niroomandi, D. Gonzalez, I. Alfaro, E. Cueto, F. Chinesta. Model order reduction in hyper-
elasticity: a Proper Generalized Decomposition approach. International Journal for Numerical
Methods in Engineering, in press, 2013.
320
3rd International Conference on Computational and Mathematical Biomedical Engineering - CMBE2013
16-18 December 2013, Hong-Kong
P. Nithiarasu and R. Lo¨hner (Eds.)
Real-time numerical simulation of soft tissues
S. Niroomandi?, D. Gonza´lez?, I. Alfaro?, F. Bordeu?? and E. Cueto?
?Arago´n Institute of Engineering Research (I3A). Universidad de Zaragoza.
{siamakn,gonzal,iciar,ecueto}@unizar.es
??GEM UMR CNRS - Ecole Centrale de Nantes. felipe.bordeu@ec-nantes.fr
SUMMARY
In this work we combine a model order reduction technique, like Proper Generalized Decomposi-
tion (PGD), with two different numerical methods applied to hyperelastic soft tissues: An explicit
treatment and an Asimptotic Numerical Method (ANM). The use of Porper Generalized Decom-
position (PGD) techniques, that can be considered as a means of a priori model order reduction,
provide us with a meta-model computed in a “off-line” stage. Then in an ‘on-line” evaluation
stage the results are obtained in real time. The model thus obtained gives a competitive response
for this kind of non-linear problems, offering kHz feedback rates, necessary for haptic rendering
in surgical simulators.
Key Words: Real time, model order reduction, proper generalized decomposition (PGD).
1 INTRODUCTION
Surgical simulators can be classified in five generations. From the first to the fifth one, these virtual
descriptions of the patient should include, respectively, accurate representation of the geometry of
the organs at a macroscopic level, accurate description of the physical dynamics of the body,
accurate descriptions of physiology, microscopic anatomy (at a neurovascular level, for instance)
and, finally, biochemical systems. But incorporating this behaviour into virtual reality simulators,
due to the impressive computing requirements that they involve, has not been fully accomplished
yet.
Many difficulties of very different nature at a macroscopic level appears. The main difficulty
comes from the highly non-linear constitutive equations of soft tissues, very often modeled as
(possibly visco-) hyperelastic media. These non-linear equations must be solved under real-time
constraints, that reach 1kHz of feedback response if we think of haptic devices, or 25 Hz if we
need for visual feedback only. Currently, very few surgical training simulators at this level in-
corporate accurate models for tissue deformation. Some of these are based on the use of explicit
finite elements implemented on hardware (Graphic Processing Units, GPU). But in general, ex-
plicit algorithms lack of robustness for very long times of simulation. Recently, a growing interest
has been paid to investigate Model Order Reduction (MOR) techniques in this framework. Proper
Generalized Decomposition (PGD) methods arose recently as a generalization of POD techniques,
in which the basis are computed on the fly without no previous snapshot. Instead, the essential
field is approximated as a finite sum of separable functions. One key aspect in the rapid develop-
ment of PGD methods is related to the fact that PGD can be seen as both an efficient technique for
high dimensional problems and as an a priori model order reduction technique. This opened the
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door to re-interpreting parametric problems as high dimensional ones, just by considering param-
eters as new dimensions of the state space of the model. In this work we explore the possibilities
of PGD methods applied to fast (real time) simulation of hyperelastic solids. It will be shown how
a multi-dimensional formulation of the problem, in which the displacement is expressed as to be
dependent on both the physical coordinates and the position and orientation of the applied loads
(thus, defined in R8 ), opens the door to simulations with feedback rates on the order of one kHz.
The developed strategy comprises an off-line computation strategy, in which a high-dimensional
problem is solved. This solution provides in fact a sort of meta-model or computational vademe-
cum that can be stored in a very compact form. Then, an on-line simulation strategy is developed
that solves the meta-model at impressive feedback rates, even on handheld devices. In summary,
the aim of this work is to develop the “engine” of a surgical simulator able to be used in medical
environments. To do this, we require real-time performance and real-time response means 25 Hz
for visual feedback and 500 Hz for haptic feedback.
2 PGD APPLIED TO NON-LINEAR PROBLEMS
The original problem is re-formulated as a high dimensional parametric problem where each pa-
rameter is a new coordinate. The PGD method then looks for an effective solution in the form of a
finite sum of separable functions, so as to be able to avoid the curse of dimensionality associated
to high dimensional problems. In this framework, the displacement field, u(x, y, z), for any load
position s and for any force vector orientation and module, t, thus rendering a problem defined in
(R8).
For the sake of simplicity, let us assume a load vector t with unit module and oriented in the
vertical direction. Now the problem is defined in R5 (u = u(x, s)). Let us consider the weak
form of the equilibrium equations (balance of linear momentum), and for the sake of simplicity,
whitout inertia terms. Under these assumptions, the weak form extended to all possible force
vectors applied on the boundary:∫
Γ¯
∫
Ω0
S : E∗dΩdΓ¯ =
∫
Γ¯
∫
Γt2
(u∗)T tδ(x− s)dΓdΓ¯
The PGD approach to the problem is characterized by the construction, in an iterative way, of an
approximation to the solution in the form of a finite sum of separable functions. Assume that we
have converged to a solution, at iteration n of this procedure,
unj (x, s) =
n∑
k=1
Xkj (x) · Y kj (s)
We look for an improvement of this approximation, the (n + 1)-th term will look like
un+1j (x, s) = u
n
j (x, s) +Rj(x) · Sj(s)
A fixed-point algorithm in which functions R and S are sought iteratively, can be used.
The techniques proposed in this work to solve non-liner problems using PGD approach are pre-
sented.
2.1 One possible explicit linearization of the formulation
The Kirchhoff-Saint Venant model is characterized by the energy density functional given by,
Ψ =
λ
2
(trE) + µE : E
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Figure 1: Spatial modes
where λ and µ are Lame’s constants.The second Piola-Kirchhoff stress tensor can be obtained by
Sn =
∂Ψ
∂E
= C : En
in which C is the fourth-order constitutive (elastic) tensor. We assume an incremental application
of the load ∆t provoking ∆u(x, s):
Et+∆t =∇s
(
ut + ∆u
)
+
1
2
(∇(ut + ∆u) ·∇T (ut + ∆u)) .
Once substituted into the weak form of the equilibrium equation,∫
Γ¯
∫
Ω(t)
E∗ : C : EdΩdΓ¯ =
=
∫
Γ¯
∫
Ω(t)
(∇s(∆u∗) +∇(∆u∗) ·∇T (ut + ∆u)) : C
:
(
∇s
(
ut + ∆u
)
+
1
2
(∇(ut + ∆u) ·∇T (ut + ∆u))) dΩdΓ¯.
The simplest linearization consists of keeping in the formulation only constant terms and those
linear in ∆u. This renders a very simple scheme that has revealed, reasonable convergence prop-
erties. The Fig. 1 shows six spatial modes of the solution.
2.2 A combined PGD-ANM approach to hyperelasticity
The Asymptotic Numerical Method (ANM) is based upon expanding the displacement (also the
second Piola-Kirchhoff stress tensor S and the load parameter λ) in the neighborhood of each
material point in terms of a control parameter “a”, prior to their introduction in the weak form of
the problem, 
um+1(a)
Sm+1(a)
λ
m+1
(a)
 =

um(a)
Sm(a)
λ
m
(a)
+
N∑
p=1
ap

up
Sp
λp
 ,
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Figure 2: Liver Palpation: Computed solution at different orders of approximation vs. FEM
reference solution.
A discretization of the weak form of the problem by using finite elements leads to a sequence of
linear problems which at order p, (p = 1, ..., N) in the form
Order p
{
Ktup = λpf + f
nl
p (ui) i < p
uTp u1 + λpλ1 = 0
where Kt denotes the tangent stiffness matrix associated to the problem and common to all the
problems at different orders p.
The combination of the PGD approach to parametrized problems (in this case the position of the
load is the parameter) and the ANM for a consistent linearization of the weak form of the problem
gives rise to a particularly useful formulation. Fig. 2 shows the solution for each value of p of the
liver palpation problem.
The displacement field is approximated as a series expansion around the control parameter “a”,
whereas each term of the series is approximated by a finite sum of functions that only depends of
each parameter, X(x),Y (s):
u = u0 +
n1∑
i1=1
(Xi1 ◦ Y i1)a+
n2∑
i2=1
(Xi2 ◦ Y i2)a2 + ...+
np∑
ip=1
(Xip ◦ Y ip)ap
3 CONCLUSIONS
Model order reduction techniques provide a means for accurate solving of state of the art models
of non-linear living tissues. In particularity, the Proper Generalized technique (PGD) seems to
open new possibilities by constructing physics-based meta-models in a multi-dimensional setting.
The combination of the PGD with ANM and the explicit approach to the hyper elasticity problems
presented in this work are solved at kHz rates on a laptop with good results of accuracy.
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SUMMARY
We introduced pressure stabilization into a nearly-incompressible hyperelastic model to improve
the computational reliability for tetrahedral elements of the P1-P0 scheme (four nodal points for
displacement and one point for pressure). Usually, the finite element method using tetrahedral
elements with the P1-P0 scheme does not satisfy the LBB criteria and lacks of numerical reliability.
For implementation of the method in interactive speed , it is important to reduce the number of
unknowns for the simultaneous equations.
Key Words: hyperelastic model, deformation, soft tissue, surgical simulator, surgical navigation.
1 INTRODUCTION
To simulate the deformation of soft tissue , spring model, linear FEM, and Co-Rotated FEM have
been used. Many experimental results show that the soft tissue has a nonlinear stress-strain rela-
tionship and exhibits nearly incompressibility like rubber, so that these models are not sufficient
for precise surgical simulators and navigation systems. We have been studying real-time imple-
mentation of the nearly-incompressible hyperelastic model for medical application.
2 NEARLY-INCOMPRESSIBLE HYPERELASTIC MODEL
Mooney-Rivlin model is used to represent the elastic potential energy function of hyperelastic
material. Let WM be the elastic energy density function of the Mooney-Rivlin model. Adding
an energy term due to volumetric change and a constraining term to inhibit volumetric change
onto WM , then integrating them over analytical volume 
c and boundary @Sc yields the potential
energy ~ptb of the perturbed Lagrange-multiplier method [1].
~ptb =
Z

c
WMd
+
Z
 (IIIC   1)| {z }
WV
d
+
Z

c
 (J   1)| {z }
WV
d

 1
2
Z

c
1

2d
+
Z
@Sc
RdS +
Z

c
Bd
| {z }
ext
; (1)
where,  indicates the Lagrange multiplier, J is the volume,  corresponds to the bulk modulus,
and R and B are the potential energy due to surface force and the body force. By calculating the
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first variant u(~ptb) and (~ptb) corresponding to displacement u and Lagrange multiplier ,
we obtain the following equilibrium conditions. Solving the above stationary energy problem is
equivalent to solving the following equations.Z



@WM
@Cij
+ 
@W V
@Cij

Cijd
 =
Z
@

t  udS +
Z


0g  ud
 :Z 
(W V   

)

d
 = 0 : (2)
Here, C is the right Cauchy-Green deformation tensor, t is the surface force, and g is the body
force.
3 PRESSURE STABILIZATION
ISSUE OF DISCRETIZATION: Using tetrahedral finite element is suitable for surgical naviga-
tion and simulation, because FEM requires solving a large system of simultaneous equations at the
final stage. Therefore it is necessary to reduce the number of unknowns for real-time processing.
To ensure the numerical result, the interpolation with the tetrahedral finite element has to satisfy
LBB condition at least1[3, 2].
However, discretization using tetrahedral finite element with 13 knowns per element:4/1(P1/P0),
does not satisfy LBB condition so that the reliability of numerical solution is low and it causes
pressure oscillation. The discretization using tetrahedral finite element which satisfy LBB condi-
tion has to use 34 unknowns per element:10/4C (P2/P1) 10 nodal points for displacement and 4
points for pressure. Time for solving simultaneous equation depends on the order of power of two
or three of the number of unknowns. For medical application, it is important to reduce the number
of the nodal points.
PRESSURE STABILIZATION: Several methods have been proposed for stabilizing the pres-
sure in an incompressible hyperelastic model without increasing the interpolating points[4, 5].
This paper reports applying pressure stabilization to a nearly-incompressible hyperelastic model
that is more stable numerically than an incompressible model. The following Eq. (3) is a weak
formula of the nearly-incompressible condition that adds a pressure stabilization term.Z




W V  


d
 

X
e
he
Z
@!e
[] []dS=0; (3)
where  is a stabilization coefficient, he denotes the dimension of each finite element,and []
indicates a jump operator.
4 RESULT
PRESSURE STABILIZATION: Figure 1 shows the deformed image and the corresponding
pressure with respect to pressure stabilization coefficient . For the experiment, we used 4/1(P1/P0):
a first-order four-nodal interpolation for displacement and one point for pressure, as the shape
function and a four-point Gauss integration. We used artery data taken near the kidney consisting
of 1101 tetrahedrons with 401 nodal points. The density was 0:5103kg=m3 and c1 = 0:84105
Pa, c2 = 0:84  105 Pa and  = 4:166667  106 as hyperelastic material properties. With the
above condition, we performed the large deformation with boundary condition indicated in Fig.
2(a). As seen in the figure, the positions of the top nodes are fixed, the x positions of the middle
nodes are moved 50% of the width (free for y and z directions), and the positions of the bottom
nodes are moved 30% of the height in the z direction (free for x and y directions). For  = 0, the
stabilization is being nulled. The pressure is being stabilized by the  value.
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(a)  = 0 (b)  = 1:0 (c)  = 100 (d)  = 1000
(e) Pressure oscillation:  = 0; 1:0; 10:0,
 = 0 indicates no stabilization
(f) Pressure oscillation:  =
100; 1000; 10000
Figure 1: Evaluation of implemented pressure stabilized nearly-incompressible hyperelastic
model:  = 0:5 103kg/m3; c1 = 0:84 105 Pa, c2 = 0:84 105 Pa,  = 4:166667 106.
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(a) Boundary conditions (b) Density is 0:5 103kg=m3. (c) Density is 5 103kg=m3.
Figure 2: Simulation results for each model using artery data. Deformation of PSH, GNL, COR
are shown from left to right. The black line drawings are the images from before deformation.
Young’s modulus is 1Mpa, and Poisson’s ratio is 0:49 for linear material. The corresponding
material properties are c1 + c2 = 1:67853  105; c2 : c1 = 1 : 1;  = 4:166667  106; and
 = 100 for the PSH model.
COMPARISON OF EACH MODEL: We also evaluated the behavior of deformation of each
model using the same artery data as mentioned previously. The models are the stabilized nearly-
incompressible hyperelastic model ( abbreviated PHS ), geometrically non linear FEM (GNL ),
co-rotated FEM (COR), and linear FEM (LN ). It is difficult to adjust the material properties of
the hyperelastic model with other models that use linear material properties. We therefore use
a conversion to create a similar condition between linear material properties to Mooney-Rivlin
1LBB is a necessary and sufficient condition for linear elasticity.
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Table 1: The differences of displacement for each model; Density is  = 0:5 103kg=m3.
jLN   PSHj=Lx;y;z  100 jCOR  PSHj=Lx;y;z  100 jGNL  PSHj=Lx;yu;z  100
Node number ｘ (%) ｙ (%) ｚ (%) ｘ (%) ｙ (%) ｚ (%) ｘ (%) ｙ (%) ｚ (%)
1 0.83 1.67 1.14 0.93 4.82 3.16 1.09 4.68 4.50
100 3.71 19.3 4.05 1.92 0.95 1.15 1.77 0.95 2.27
200 22.7 56.5 7.02 4.73 7.09 0.00 4.27 7.34 0.91
300 14.6 65.6 2.05 0.82 5.89 0.03 0.31 6.62 0.66
400 33.8 96.1 4.84 7.62 5.10 1.21 5.45 4.33 1.14
Average difference(axis) 18.3 43.3 4.41 4.64 4.47 0.88 4.09 4.59 1.43
Average difference 22.0% 3.33% 3.36%
Maximum difference 96.2% 13.6% 13.4%
 = 100 for PSH. PSH is abbreviation of the pressure stabilized nearly-incompressible hyperelastic model.
paremeters; Poisson’s ratio and Young’s modulus to c1,c2 and  of the Mooney-Rivlin parameters.
The resultant deformations are presented in Fig. 2. Nodal displacement comparisons between
the pressure stabilized nearly-incompressible hyperelastic model and other models are given in
Table 1. The differences are normalized using Lx; Ly; andLz , which are the dimension of the
bounding volume of the model before deformation depicted in Fig. 2(a). The average displacement
difference is 3:4% and the maximum is 13:4% in the geometrically nonlinear FEM case; the
average displacement difference is 3:3% and the maximum is 13:6% in the co-rotated FEM case;
and the average displacement difference is 22% and the maximum is 96% in the linear FEM case.
For navigation, both GNL and COR models have more than 13% maximum difference, so neither
could be applied for that purpose.
The processing time of PHS with personal computer(Intel core i7, 12 cores with 3:2 GHz) is
360ms: 31ms for stiffness matrix generation and 329ms for solving simultaneous equations by
conjugate gradient method.
5 CONCLUSION
We report the implementation of the pressure stabilized nearly-incompressible hyperelastic model.
In addition, we evaluated several deformation models, including the linear FEM,the co-rotated
FEM, the nonlinear FEM, and the pressure stabilized nearly-incompressible hyperelastic model,
for medical application. The experiment identified the relative differences between the models.
Unfortunately, mechanical data from surgery is not available, so we cannot complete an absolute
evaluation of each model. As future work, we would like to validate the hyperelastic model with
real surgery.
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SUMMARY 
 
The present study is aimed at predicting liver tumor temperature during a high-intensity focused 
ultrasound (HIFU) thermal ablation in a patient-specific liver geometry. The model comprises the 
nonlinear Westervelt equation and bioheat equations in liver and blood vessels. The nonlinear 
hemodynamic equations are employed with the convected cooling and acoustic streaming effects 
being taken into account. We found from this three-dimensional three-field coupling study that in 
large blood vessel both convective cooling and acoustic streaming may change the temperature 
considerably near blood vessel. More precisely, acoustic streaming velocity magnitude can be 
several times larger than the blood vessel velocity. The results presented in the current work can 
be further used to construct a surgical planning platform. 
 
Key Words:  HIFU, liver tumor, blood flow, image-based model. 
 
1. INTRODUCTION 
 
High intensity focused ultrasound (HIFU) is a therapeutic method for non-invasively ablating 
benign and malignant tumors [1,2]. The main mechanism of tissue ablation is thermal 
coagulation. Temperature 560C for one second heating can cause irreversible tissue damage [3]. 
Liver cancer is the second leading cause of death in Asia and is now known as one of the leading 
causes of death in the world [4].  
One primary problem in the thermal ablation therapy of liver tumor is due to a heat sink resulting 
from the blood flow in large blood vessels. Blood flow cooling reduces the necrosed volume and 
liver can regenerate. Therefore more energy is necessary for the ablation of tumor close to blood 
vessel. This can lead to the use of redundant ultrasound power and undesirable damage of healthy 
tissues. Special care should be taken to avoid destruction of vessel walls by a high temperature. In 
most of the previous computational studies, liver is considered as a homogeneous tissue, and the 
329
amount of dissipated heat is usually estimated by averaging the effect of blood perfusion over all 
tissues [5]. Recently, three-dimensional acoustic-thermal-hydrodynamic coupling model has been 
proposed [6,7]. The model is based on the nonlinear Westervelt equation, bioheat equations for 
the perfused tissue and blood flow domains. The nonlinear Navier-Stokes equations are employed 
to describe the flow in large blood vessels. The effect of acoustic streaming is also taken into 
account in the present HIFU simulation study. 
In the present work temperature elevation in liver tumor is considered in a patient specific 
geometry. The results presented in the current work can be further used to construct a surgical 
planning platform.  
 
2. RESULTS 
 
The single element HIFU transducer used in this study is spherically focused with an aperture of 
12 cm and a focal length of 12 cm, frequency 1 MHz. The solid tumor was assumed to be 
exposed to a 1.7 s ultrasound. The peak positive and negative pressures are P+=7.7 MPa and P-
=5.3 MPa correspondingly. The three-dimensional problem is analyzed using finite-volume 
method. A detailed description of the solution procedures can be found in our previous articles [6-
8]. The present numerical experiments are carried out in a patient specific liver model. A 
reconstructed surface mesh for the hepatic vein, portal vein and liver is presented in Fig. 1(a). The 
reconstructed mesh for the liver, solid tumor, hepatic and portal veins is presented in Fig. 1(b). 
   
  (a)    (b)    (c) 
FIGURE 1: Geometry of the problem. (a) Patient-specific liver geometry reconstructed from MRI 
image, including hepatic vein (light blue), portal vein (dark blue). (b) Mesh of the liver with a 
tumor (red), hepatic (light blue) and portal (dark blue) veins. (c) Schematic of the portal vein 
(dark blue), hepatic vein (light blue), ultrasound beam and tumor (red). 
 
Acoustic streaming is considered as a second order physical effect in the HIFU therapy and it is 
usually neglected. To investigate the importance of acoustic streaming effect during a thermal 
therapy, we have plotted in Fig. 2 velocity profiles at different cutting planes in portal venous 
network with and without acoustic streaming effect. Maximum velocity magnitudes in the portal 
vein for the cases considered with and without acoustic streaming are 0.26 and 0.09 m/s, 
respectively. Acoustic streaming increases the velocity magnitude by three times. This will 
increase the blood flow cooling and decrease the temperature rise [8]. The simulated temperature 
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contours in tumor and in the portal vein at the cutting plane z=0.16 are presented in Fig. 3(a) at 
time t=1.7 s (end of sonication). Calculation shows that tumor close to blood vessel can be 
ablated. There is a very sharp temperature gradient near the blood vessel wall. We can see strong 
asymmetry in the lesion shape due to blood flow cooling. The temperature inside the blood vessel 
remains almost unchanged except in the boundary layer close to the focal point. Therefore 
focused ultrasound can be a safe therapy to ablate tumors close to blood vessel wall. However, 
additional experimental study in vitro and in vivo is necessary. Simulation results can help to 
optimize an appropriate sonication time, ultrasound power and focal point location. 
 
  
FIGURE 2: Velocity profiles at different cutting planes in portal venous network when acoustic 
streaming effect is either computed (a) or not (b). Lesion is drawn with light blue. Maximum 
velocities are 0.26 in (a) and 0.09 m/s in (b). 
 
   
FIGURE 3: (a) Temperature contours in tumor at the selected cutting plane z=0.16 m, sonication 
time 1.7 s. (b) Temperature difference on the portal vein wall with and without acoustic 
streaming, t=1.7 s. Lesion is drawn with white. The maximum wall temperature difference is 5 K. 
 
Temperature difference on the portal vein wall with and without acoustic streaming is presented 
in Fig. 3(b). The maximum wall temperature difference is 5 K. This shows the importance of the 
acoustic streaming effect. The current work is a first step towards the development of HIFU 
treatment planning platform. This platform can be used to optimize treatment time and applied 
ultrasound power in order to minimize damage of healthy tissues and to destroy all cancer cells. 
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3. CONCLUSIONS 
 
The proposed three dimensional physical models for HIFU study was conducted in an image-
based liver geometry. During the treatment planning, effect of blood flow cooling is not taken 
into account usually. In the present work we showed that both blood flow cooling and acoustic 
streaming effects can significantly affect the treatment and both of them should be taken into 
account. At high intensities the effect of cooling by acoustic streaming can prevail over 
convective cooling in large blood vessel. It was shown that tumors closed to the blood vessel wall 
can be ablated without damaging blood vessel wall. These results can be further used to construct 
a surgical planning platform for the non-invasive HIFU tumor ablating therapy in real liver 
geometry from MRI image and can lead in the future to a substantial improvement of the focused 
ultrasound ablation of liver tumor. The presented model can be used to develop similar planning 
tools for other organs. 
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SUMMARY 
The analysis of blood pressure waveforms is instrumental in order to garner insight into the 
performance of the heart, but also into the status of autonomic control of circulation via the 
investigation of cardiovascular variability and baroreflex function. Combining this information 
may lead to drastic improvements in the treatment of adverse events during surgery, i.e. in the 
prevention of intra-operative hypotension, and in the prediction of the effectiveness of fluid 
therapy. In this paper, we review results that we have obtained in the last few years, by 
developing new models of cardiovascular variability or refining existing ones, and applying them 
to high fidelity blood pressure data collected in patients undergoing major surgery.  
The baroreflex control of circulation was shown to be impaired by anesthesia and to be affected 
by mechanical ventilation. This conclusion needs to be further validated in order to take the 
autonomic status of a patient into consideration for a more efficient, goal directed, personalized 
delivery of fluid therapy during surgery. 
 
Key Words:  heart rate variability, blood pressure variability, baroreflex, autonomic nervous 
system, hemodynamic stability, anesthesia 
 
1.  INTRODUCTION 
Monitoring of hemodynamic function during surgery requires the use of mathematical modeling 
techniques to interpret the information conveyed by cardiovascular (CV) measurements, which 
are routinely available in the operating room (OR). For instance, an intriguing problem for 
engineers is the development of robust models for the continuous estimation of cardiac output. 
Such mathematical tools can assist anesthesiologists or intensive and emergency care physicians 
in the delivery of therapy during crucial maneuvers such as fluid challenges to prevent or contrast 
hypotension and hypoperfusion. 
Beyond the aforementioned development of algorithms to estimate cardiac output from 
continuous arterial blood pressure (ABP) waveforms collected by monitors in the OR, it is 
important to assess the status of autonomic control in critical patients, in order to understand the 
patho-physiological alterations of circulatory function during surgery, and to predict the possible 
responsiveness to anesthesiological maneuvers aimed at ensuring blood pressure maintenance. 
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To achieve an insight into autonomic control, one of the most powerful tools is the investigation 
of heart rate variability (HRV), or more in general cardiovascular variability (CVV) [1,2,3,4]. 
This can be achieved using both time domain and frequency domain methods applied to the 
analysis of beat-by-beat and time series of the variability of heart rate (HR) and ABP. Spectral 
analysis [1,2] has proven to be very effective in the determination of the main features of HR 
dynamics. System identification of control mechanisms by multivariate analysis of CV signals 
has aided in shedding light on the causal input-output relationship between CV variables [5-8], 
and it has contributed to explaining the functioning of the closed loop control of circulation, with 
a particular emphasis on the mechanism of the baroreflex control of heart rate, vascular 
resistance, venous volume, and ventricular contractility, through both the sympathetic and 
parasympathetic branches of the autonomic nervous system (ANS). In order to understand how 
the ANS responds to therapy, the impairment of baroreflex control of HR and ABP due to 
anesthesia and surgical maneuvers should be assessed and quantified. However, the little data 
available in the literature, that point towards an alteration of autonomic control [9-11], do not 
tackle the problem of determining the specific effects of anesthesia, which should be taken into 
account first and foremost, because the physiological responsiveness of a subject to volemic 
alterations and fluid therapy may be attenuated by anesthetization and sedation. 
In the following, we will briefly review some of the methodological approaches that we have 
recently developed for the multivariate analysis of baroreflex control of circulation, and that we 
have applied to the quantification of baroreflex during surgery. 
 
2.  MATHEMATICAL METHODS 
The mathematical approaches to the analysis of baroreflex control of circulation that we have 
applied in our recent papers [7,8,12] are based on the implementation of multivariate models for 
the prediction of a CV variable (i.e., either HR or systolic blood pressure (SBP), or diastolic 
blood pressure (DBP), or pulse pressure (PP)) from other CV and respiratory signals.  
In our studies, we analyzed ABP recordings from a catheter placed in the aorta of patients 
undergoing major surgery. The standard pre-processing procedures entail the identification of the 
SBP and DBP in every cardiac cycle of the recording. Stationary, artifact free segments of data 
are selected in correspondence of a maneuver of interest for the purpose of the analysis, before 
and after a major event. For instance, the typical analysis takes into account the epochs before and 
following the induction of anesthesia, before and after the intubation or before and after the 
infusion of a bolus that can be classified as a fluid challenge. The length of the selected segments 
is of three minutes, at least, to allow a robust system identification of the input-output relations 
between CV variables and the ensuing spectral analysis. For each segment of data, SBP beat-by-
beat series are constructed and resampled in the time domain by means of anti-aliasing filtering. 
The time distance between two consecutive DBP points is used as a metric of heart period (HP) 
duration, which is assumed to be representative of HR, and the HP time series is derived after 
resampling in the time domain. Electrocardiographic (ECG) recordings are acquired regularly 
during surgery, but the quality of the ECG is often limited due to the placement of the electrodes, 
or for example the use of electrical scalpels, which seriously affect the quality of the ECG signal, 
due to electrical disturbances. 
The alterations of baroreflex control of HR due to anesthesia induction were not systematically 
studied until our recent study [12], in which a bivariate model of the closed-loop dynamic 
relationship between SBP and HP was investigated to understand how ANS and baroreflex are 
affected by anesthesia induction via a bolus of propofol, and by intubation. The gain of the 
baroreflex (α) was calculated with standard techniques [12] in the frequency domain as well. The 
focus was on the gain in the low frequency band (LF, 0.04 < f < 0.15 Hz), since the high 
frequency band (HF, 0.15 < f < 0.4 Hz) reflected the disturbance of mechanical ventilation. Our 
work compared a normotensive (NH) population of patients vs. a chronic hypertensive (CH) 
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population. ABP was continuously measured in the aorta (sampling frequency=100 Hz) and 
processed as explained avoce, to obtain time series (sampling frequency=1 Hz) of SBP and HP. 
 
3.  RESULTS 
 
Figure 1 (from Dorantes Mendez et al. 2013 [12]): HR and SBP time series of a patient during baseline, general 
anesthesia, and post-intubation epochs and corresponding power spectra. 
 
Figure 2 (from Dorantes Mendez et al. 2013 [12]): Left panels: values of SBP and BRS indices (estimated by spectral 
method, α , and bivariate model, SBP→RR) for each epoch and for each NH patient (squares) and CH patient (circles). 
Right panels: values of the differences between the indices estimated during general anesthesia induction and during 
the post intubation epoch with respect to the baseline epoch. The symbol § marks the significant differences between 
NH and CH (p-value=0.05). 
 
Figure 1 [12] reports a typical example of the time series of HP (indicated as HR in the figure) 
and SBP, and of the corresponding spectra at baseline, during the preparation of the patient, 
following the induction the anesthesia via a bolus of propofol, and following intubation and onset 
of mechanical ventilation. Figure 2 [12] shows the evolution of the baroreflex gain across the 
same epochs of surgery. 
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4.  CONCLUSIONS 
Our studies of the baroreflex during surgery considered the effect of induction of anesthesia and 
of intubation. For the first time, this analysis was systematically done by a robust mathematical 
technique that compared different estimates of baroreflex sensitivity. Both the α gain method and 
the bivariate model showed that propofol anesthesia reduces the baroreflex gain in NH patients, 
while it has little effect on CH patients. However, these patients are known to be affected by a 
reduced baroreflex function because of hypertension. Thus, it may be deduced that the effect of 
anesthesia, similarly to the effect of hypertension, consists in the attenuation or even inhibition of 
baroreflex control of heart rate. This result needs to be verified in correspondence of major 
anesthesiological maneuvers, namely fluid infusions, in order to identify the autonomic status of 
the patient and incorporate this information in the different indices that anesthesiologists consider 
when determining the responsiveness to therapy. Our early findings are promising, and further 
work will be devoted to explore the feasibility of integrating hemodynamic monitoring with a 
continuous probing and tracking of autonomic control of circulation. 
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SUMMARY
Two mathematical approaches are proposed for carbon dioxide redistribution modellig due to ab-
dominal CO2 insufflation during CO2-pneumoperitoneum. The main objective of this work is
studying artificial ventilation parameters during laparoscopic procedure in order to decrease risk
for specific patient.
Key Words: blood flow, laparoscopic procedure, pneumoperitoneum, carbon dioxide balance.
1 INTRODUCTION
Carbon dioxide (CO2) is a highly diffusible gas easily soluble in water and blood. CO2 is rapidly
excreted through the lungs therefore it widely applied for medical needs. CO2-pneumoperitoneum
is the leverage to perform laparoscopic surgical manipulations. Potential side-effects of excessive
2 insufflated during laparoscopy are vanished in healthy individuals by means of pressure- or/and
volume-controlled ventilation.
However, nowadays laparoscopic procedures are widely used by continuously providing new indi-
cation areas, involving different type of patients populations, including children, obese individuals
and subjects with respiratory, cardiovascular and hematological diseases. Subsequently, CO2-
pneumoperitoneum side-effects could produce potentially harmful consequences particularly in
these high risk patients as well as with application of the state of the art technologies in surgi-
cal fields, e.g. robotic or telesurgery, when high CO2-pneumoperitoneum pressure used to make
properly view for remote surgeons.
A set of mathematical models is proposed for simulating CO2 balance in organism during CO2-
pneumoperitoneum allowing optimization of artificial ventilation parameters (frequency and tidal
volume) as a function from CO2-pneumoperitoneum pressure and individual features of a partic-
ular patient.
2 Mathematical model of CO2 balance during laparoscopic proce-
dures
Proposed approach deals with excess CO2 elimination control by optimizing respiratory parame-
ters (respiratory rate and tidal volume) or assess maximum possible time of the CO2-pneumope-
ritoneum procedure. This is especially important in the cases of lung diseased patients. It is
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also allow CO2 partial pressure assessment in vital organs (e.g. brain). The model also includes
mechanical impact of high CO2-pneumoperitoneum pressure resulting in partial occlusion of ab-
dominal large vessels that may substantially affect the blood flow and consequently CO2 transport
and excretion.
We using two approaches both based on mass conservation principle. The first mathematical
model is derived basing on the ideas of the compartment decomposition of cardiovascular system
and mass balance between blood compartments, abdominal cavity and alveolar gases. We divided
the whole system to the blood–tissue diffusion region in the abdominal cavity, arterial and venous
blood compartments and alveolar gas exchange in the lungs controlled by the respiration rate
or artificial ventilation rate. Mass balance is observed for this system resulting in a set of four
ODE’s. This model combines two approaches developed for tissue–blood CO2 exchange [1] and
CO2 excretion by lungs [2]. Initially we have developed a rabbit model and validated it by a wide
range of available experimental data [3]. After that a human model is established.
The second approach utilizes 1D network dynamical model of closed circulation. The core of
the haemodynamic cardiovascular model is the 1D model of incompressible viscous fluid flow
through the network of elastic tubes. It is based on the set of mass and momentum balance PDEs
augmented with vessel wall elasticity introduced as pressure to cross section area relationship. The
vessels are connected with each other at junction nodes and with the heart inlets/outlets through
specific boundary conditions. Poiseuille’s pressure drop condition, mass balance equation and
compatibility condition for the hyperbolic system inside the tube form a system of nonlinear alge-
braic equations in each junction node. Details on this model can be found in [4,5]. Detailed CO2
transport is calculated with this model during CO2-pneumoperitoneum resulting in additional pres-
sure partly occluding abdominal vessels. Important output of this approach is detailed CO2 partial
pressure redistribution especially in vital organs (e.g. brain and coronary circulation).
Both approaches are finally used for artificial ventilation optimization especially for the patients
with pathologies (e.g. lung disease).
3 CONCLUSIONS
In accord with our concept, the key driving mechanism of CO2 redistribution is the increased peri-
toneal tissue-to-venous and venous-to-arterial CO2 tension differences resulting in high-pronounced
venous CO2 partial pressure with gradually increased arterial CO2 partial pressure values could
be the explanation for all systemic disturbances during laparoscopic surgery. Consequently, the
intraperitoneal pressure is a determining mechanism of CO2-pneumoperitoneum-induced local
peritoneal and systemic changes during laparoscopic surgery, whereas other factors, such as gas
temperature, impaired respiratory and cardiac functions play contributing role in pathophysiology
of this phenomenon.
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SUMMARY
In this paper, we present a parameter estimation procedure for a 3D Navier-Stokes problem cou-
pled with a 0D system. The idea is to get a reduced order (0D) model from the 3D model to
do the parameter estimation. The estimation is performed on this reduced order model by using
the Unscented Kalman Filter (UKF). Clinically measured data are taken into account during the
parameter estimation and after a first 3D simulation with these parameters, a new iteration of the
estimation procedure can be performed by updating the reduced order model according to the 3D
results. This process can be repeated and leads to an iterative algorithm. Such a method is applied
on a haemodynamics problem: the simulation of the blood flow in the aorta using Windkessel
boundary conditions. The 3D results are shown to be in good agreement with the clinical data,
showing that the parameters are well estimated.
Key Words: Parameter estimation, Unscented Kalman Filter, Navier-Stokes, blood flow, Wind-
kessel, Coarctation
1 INTRODUCTION
The application of computational fluid dynamics (CFD) for analysis and prediction in patient-
specific problems has gained considerable interest in the past decade. However, a major issue
associated with patient-specific CFD simulations is the adaptation of individual boundary condi-
tion parameters for each patient. A common paradigm to estimate such parameters is such that
the 3D simulations closely match some set of clinically measured data in the patient. Typical
strategies to achieve this include manual tuning and automatic iterative approaches. Manual tun-
ing often requires considerable 0D experience [1] and can become unmanageable if the number of
parameters to be estimated is high. Automatic iterative approaches include quasi-Newton methods
[2], fixed point algorithms [7], adjoint-based methods [8], and sequential approaches [6].
In this study an iterative sequential parameter estimation procedure is presented. A coupled 3D-
0D model is used for haemodynamic analyses and prediction, where certain boundaries of the
3D domain are represented by 0D Windkessels. Hence, a relationship between the flow and the
pressure is prescribed at such boundaries. While full 3D-0D models are essential for a detailed
analysis of the flow, reduced order models, owing to their computational inexpensiveness, are
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employed for parameter estimation. In such reduced order models the 3D domain is abstracted
into lower order models (0D or 1D), whose parameters are updated using the results of the full
3D-0D simulations. Such an approach results in relatively fast estimation of parameters, has all
the advantages of a sequential estimation approach, and is enhanced from the results of full 3D-0D
simulations to improve the reduced order models. In this study, such an estimation procedure is
presented and its efficacy is shown on a real-world haemodynamics problem.
2 PARAMETER ESTIMATION PROCEDURE
A 3D simulation of flow in any part of the circulation will typically involve termination of the
3D geometry at certain planes. At such termination points, realistic boundary conditions must be
enforced to represent rest of the circulation. Usually, such boundary conditions are represented by
Windkessel models or other impedance relationships between the flow and the pressure. A major
issue, however, in such boundary conditions is the choice of Windkessel or impedance parameter
values. Here, a methodology to estimated these parameter values based on the available clinical
measurements/beliefs is proposed.
The estimation of parameters is performed in a representative model, preferably reduced order
(for example a lumped parameter, 0D model, or a 1D model), as they are computationally less
expensive compared to the full 3D models. For example, under the 3D-0D coupling paradigm
proposed here, the 3D part of the flow domain can be represented by a 0D model, and the resulting
fully 0D model can be used for parameter estimation. The abstraction of the 3D domain into a
0D model typically involves representing each 3D segment (for eg. an artery) by a combination
of electrical analogues such as resistors, inductors, and capacitors. These electrical analogues
respectively account for viscous effects, inertial effects, and arterial distensibility.
In order to estimate the parameters in a reduced order model, the use of Unscented Kalman Filter
(UKF) [3–6] is proposed. To the UKF, everything that is known, with their respective uncer-
tainties, is prescribed as observations. This includes all the clinically-measured data at various
locations and even prior beliefs about flow-splits, flow/pressure waveforms, and mean/min./max.
flow/pressure values. Hence, the UKF estimates the parameters such that the all the available in-
formation about the solution, with their respective uncertainties, is taken into account. With the
estimated parameters a full 3D-0D model can be run and based on the results one can update the
3D abstraction parameters in the reduced order model, for example by using regression analysis.
With the revised reduced order model, the parameters can be re-estimated using UKF, and this
process can be repeated until convergence or until the computational budget is reached.
3 APPLICATION TO HAEMODYNAMICS
The parameter estimation procedure described above is applied to a patient-specific problem in
haemodynamics (c.f. Figure 1). This problem involves prediction of pressure drop across an
aortic coarctation. The provided clinical measurements are: the flow and pressure at the inlet, the
mean flow rates in the supra-aortic arteries, and the flow rate in the descending aorta. These data
were provided in the MICCAI challenge 2013.
For the 3D-0D coupled model, the blood velocity and pressure are modelled by the 3D Navier-
Stokes equations and the boundary conditions at the supra-aortic arteries are represented by three-
element RCR Windkessels. Moreover, the fluid structure interaction has been taken into account,
in a lumped manner, to be able to match the available clinical data. To this effect, a capacitance
at the inlet of the aorta, which accounts for aortic distensibility, is added to redistribute the flow.
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Figure 1: Aorta and the windkessel boundary conditions
With the added capacitance, a fixed mesh is used and only the Navier-Stokes equations are solved,
i.e. no special treatment on the ‘moving’ boundary is needed. The boundary condition at the inlet
is thus a two element RC windkessel (with R = 0) and at the descending aorta the measured flow
profile is prescribed (see Figure 1). Hence, in this 3D-0D model, there are 10 parameters to be
estimated (nine for the three supra-arotic Windkessels, and one for the inlet capacitance). The
aforementioned UKF estimation approach estimates these parameters such that the clinical data
provided is closely matched. The full 3D-0D model is then run to predict the pressure drop across
the coarctation, the clinical quantity of interest.
4 CONCLUSIONS
A generic methodology to perform 3D-0D simulations in haemodynamics is presented where the
0D parameters are estimated to match the measured clinical data using UKF. In the example ap-
plication presented, the proposed method results in estimation of 0D parameters such that the
maximum errors between the clinically measured data and 3D-0D simulations is less than 3% for
the flow-rates and less than 6% for the pressures. Hence, it is believed that the parameters are well
estimated, and that the proposed method is promising.
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SUMMARY 
 
Flow is simulated in branched geometrical models in a number of engineering applications, 
including the modeling of blood and air in their larger conduits. In these applications, 3D Navier-
Stokes simulations can only be realistically carried in a few branches, while the rest of the 
circulation represented by reduced models must be taken into account through appropriate 
coupling conditions. For practical reasons, it is desirable to couple the 3D models and these 
reduced models in a modular framework. However, such couplings can be numerically 
challenging. We therefore propose an implicit in time coupling algorithm. A quasi-Newton 
approach is devised such that the contribution of the reduced model to the 3D domain is taken 
into account in the tangent matrix of the nonlinear Navier-Stokes solver, without adding a new 
iteration loop. Different contributions to the tangent matrix are tested. Dirichlet and Neumann 
couplings are compared. The presence of backflow usually leads to instabilities that are here 
handled by a boundary stabilization term. These solution methods are tested on typical flow 
geometries and on realistic cardiovascular and airflow application cases. 
 
Key Words:  Navier-Stokes equations, boundary conditions, finite elements, blood and airflow 
applications, implicit coupling, stabilization 
 
 
1  INTRODUCTION 
 
Flow is simulated in branched geometrical models in a number of engineering applications, 
including the modeling of blood and air in their larger conduits. In these applications, 3D Navier-
Stokes simulations can only be realistically carried in a few branches, while the rest of the 
circulation must be taken into account through appropriate boundary conditions. 0D electric 
analog or 1D wave propagation models provide a way to model the rest of the circulation at 
reduced costs. Such models are matter of research by themselves. It is thus desirable to couple the 
3D models and these reduced models in a modular framework. 
 
2  MAIN BODY 
 
Such couplings can however be numerically challenging, especially under physiologically 
relevant conditions. We therefore proposed in [1] an implicit in time coupling algorithm (Figure 
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1). Depending on the reduced model, the coupling variables may vary. If flow information is 
received from the reduced model, it is applied to the 3D model as a Dirichlet boundary condition, 
and sends back pressure at this outlet to the reduced model at each nonlinear iteration of the 
Navier-Stokes quasi-Newton solver. If pressure information is received from the reduced model, 
it is applied to the 3D model as a “Neumann” boundary condition, and sends back flow at this 
outlet to the reduced model. In fact in this case, a quasi-Newton approach is devised such that the 
contribution of the reduced model to the 3D domain is taken into account in the tangent matrix of 
the nonlinear Navier-Stokes solver. This contribution is computed by finite differences. Hence, 
the framework is more modular than in monolithic approaches (e.g. [2]) that require precise 
knowledge of the relationship between pressure and flow from the reduced model, and invasive 
changes in the 3D solver when the reduced model is changed, both of which are difficult for end-
users with complex reduced models that are becoming more and more common practice for 
cardiovascular and pulmonary applications. On the other hand, this iterative approach is a priori 
more robust than explicit or implicit staggered schemes.  
For the Neumann-type coupling, the velocity profile is in general not enforced. Flow at these 
coupling boundaries is often complex, as a result of the interplay between geometry and flow 
conditions elsewhere in the 3D domain. Due to this or to physiological flow rate time oscillations, 
flow reversal can occur at the coupling boundaries that usually rapidly lead to numerical 
instabilities. Several remedies have been proposed and compared [3] in typical simple geometries 
as well as patient-specific blood flow simulations (with the monolithic approach in [2] for the 
boundary conditions). The stabilization approach proved to be the more robust one. This is thus 
the one that is retained here. 
 
 
 
Figure 1: 3D-0D multiscale example. Left: 3D domain (1 inlet i with Neumann coupling, one 
outlet o with Dirichlet coupling), 0D model (closed loop). Right: implicit coupling algorithm at 
time step n+1, via Neumann (average normal traction related to the 0D pressure, P) or Dirichlet 
(velocity U imposed in the 3D domain, from the flux Q in the 0D domain) 3D domain boundary 
condition at iteration k. χ is the 0D state variable vector. 
 
Results for this multiscale framework first include a comparison of various contributions to the 
tangent matrix of the reduced model in the 3D-closed loop 0D example shown in Figure 1 (left) 
but with Neumann couplings at both ends. A static contribution is found the best trade-off to 
obtain convergence with different meshes and time-steps. Results also show that the Dirichlet 
coupling case (at both ends) is more robust, but it necessitates the prescription of the velocity 
profile at the coupling boundaries. Finally, this iterative coupling strategy is successfully tested 
on realistic cardiovascular and airflow cases [4,5,6]. Such a coupling permits to study the 
interaction between changes in the 3D domain and the rest of the circulation. 
 
conditions Pi is a function of the flow rate of the same surface only, i.e. Pi = Pi(Qi), i ∈ ηh. For example,
a resistance boundary condition is imposed by Pi = RQi.
In general an explicit function does not exist or must be solved numerically for Pi, i ∈ ηh and
Qi, i ∈ ηg. That relationship can be a nonlinear function of Qj , j ∈ ηh and Pk, k ∈ ηg represented by a
system of ordinary differential equations. Hence, a multi-domain approach is used, in which the following
system of ordinary differential equation is solved to represent the circulation outside of the 3D domain,
X˙ = A˜X + b˜(Qi,Pj , t), i ∈ ηh, j ∈ ηg, (15)
to find Pi, i ∈ ηh and Qi, i ∈ ηg of the coupled boundaries,
Pi = Pi(Qj ,Pk,Xl, t), i, j ∈ ηh, k ∈ ηg, l ∈ ηX , (16)
Qi = Qi(Qj ,Pk,Xl, t), j ∈ ηh, i, k ∈ ηg, l ∈ ηX , (17)
where, Xi are the unknowns in the 0D domain and ηX is their corresponding index set. Generally unknowns
in the 0D domain are selected such that, {Qi,Pj} ⊂ X for i ∈ ηg, j ∈ ηh.
The data passed between the two domains is shown schematically in Figure 2. The first type of
coupling is when flow rate is passed from the 3D to the 0D domain, and pressure is passed from the 0D to
the 3D domain to impose the traction via Equations (5) and (12). This type of coupling will be referred to
as ‘Neumann coupling’. We note that due to the coupling this bo ndar condit on is not strictly a classic
Neumann condition. The second type of coupling is when pressure is passed from the 3D to the 0D domain
and flow rate is passed back to the 3D domain to impose a spatial velocity profile via Equation (13). This
type of coupling will be referred to as ‘Dirichlet coupling’. In some situations, we may have all of one type
(either Dirichlet or Neumann) or we may have a mix of two types of boundaries in the sa e model. In our
formulation these data are exchanged between the two domains at each Newton iteration of the nonlinear
Navier-Stokes solver to ensure convergence of both domains simultaneously.
3D model
0D model
Pi
Qo
Qi
Pi Qo Qi Po Po
Constructing
A and B
Constructing
K and R
Deriving ODEs
and discretization
in time
Meshing and
discretization in
space and time
using FEM
Integrating and
finding Qi
for inlet and Po
for outlet
Find Pi for
inlet and Qo
for outlet
KY = !R
A ! = b
Figure 2: Schematic of strongly coupled iterative multi-domain solver. In the 0D do ain ODE’s, discretized
in time, can be solved by receiving the flow rate of coupled Neumann surfaces and pressure of coupled
Dirichlet surfaces from the 3D domain. The 3D domain, discretized in space and time, requires the pressure
of coupled Neumann surfaces and flow rate of coupled Dirichlet surfaces from the 0D domain to solve the
linearized N-S equations. In this schematic, AX = b, andKY = −R are the linearized system of equations
solved in the 0D and 3D domains, respectively.
In the discrete setting the linearized version of Equation (15) is solved for time advancement in the
0D domain. This can be represented by,
AX n˜+1 = b(X n˜, Qmi ,P
m
j , t), i ∈ ηh, j ∈ ηg, m ∈ {n, n+ 1}. (18)
where n˜ and n denote the time steps in the 0D and 3D domains, respectively. This system of ODE’s
representing the LPN is advanced in time with a 4th order Runge-Kutta method in this study. Since the
integration of Equation (18) is cheap relative to the 3D domain time-advancement, the time between n and
6
Pn
Un
χn+1
χn
P nj
Qni
3D domain 0D domain
P n+1
i(k) Q
n+1
j(k)
Qn+1
i(k)
Un+1
Pn+1 P n+1
j(k)
Figure 3: Schematic of time marching in both 3D and 0D domains. The 0D domain sends corrected Pn+1
i(k)
and Qn+1
j(k) to the 3D domain and receives Q
n
i and P
n
j and the corrected Q
n+1
i(k) and P
n+1
j(k) values from the 3D
domain. In this figure i ∈ ηh and j ∈ ηg.
2.2.1. Remarks on coupling the Neumann boundaries
In the case of a coupled Neumann boundary, the pressure is passed from the 0D to the 3D domain, and
flow rates are passed from the 3D to the 0D domain. If the circuit element directly connected to the coupled
boundary is a capacitor, then using the presented numerical scheme it is essential to assign a Neumann
boundary to avoid instabilities (see appendix). In this case, the flow rate is a natural forcing term in the
ODE system of equations, whereas pressure is a state variable. This type of boundary condition, as opposed
to the Dirichlet boundary condition, does not require a prespecified spatial velocity profile. For the coupled
Neumann boundaries, the pressures can be assembled into the discretized residual vector using,
(Rm)Ai ← (Rm)Ai +
∫
Γj
NAP
n+1
j nidΓ, j ∈ ηh, (25)
where NA(x) is the shape function for node A and i ∈ {1, · · · , number of spatial dimensions}.
For the coupled Neumann boundaries, the same Newton approach is used to solve the nonlinear for-
mulation as without the coupling. Hence, the algorithm contains only one nonlinear iteration loop involving
the 3D solver. Since the added term to the momentum residual vector in Equation (25) depends on the
velocity, the contribution of the 0D domain can be added to the tangent matrix to obtain a robust implicit
scheme. For an implicit coupling, the contribution of the coupled surface terms in the tangent matrix in
Equation (7) is,
K˜AiBj ← K˜AiBj +
∂(Rm)Ai
∂∆U˙Bj
. (26)
Using Equations (10) and (26), and the fact that Pn+1i is constant over Γi,
K˜AiBj ← K˜AiBj +
∂(Rm)Ai
∂Qn+1l
∂Qn+1l
∂Un+1Ck
∂Un+1Ck
∂U˙n+1Bj
+
= K˜AiBj + γ∆tMkl
∫
Γk
NAnidΓ
∫
Γl
NBnjdΓ, (27)
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3  CONCLUSIONS 
 
In conclusion, this work provides some insights about issues related to complex flow in branched 
models of the circulation. Some important points and shortcomings when comparing codes will 
be presented in this setting [7]. We offer solutions to certain numerical challenges, such as a way 
to couple the rest of the circulation to the numerical model in a modular, yet robust way, even in 
the presence of backflow. These solution methods have been tested on typical flow geometries 
and on realistic cardiovascular and airflow application cases. 
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SUMMARY
We present a model of the mechanisms which control coronary resistance and compliance, based
upon lumped parameter networks. Metabolic feedback and neural feedforward mechanisms are
included, and we investigate the purpose of the physiological small-arterial compliance control.
Key Words: coronary blood flow, autoregulation, feedback, feedforward.
1 INTRODUCTION AND BACKGROUND
Physiological coronary blood flow requirements vary greatly. Because the heart is able, de-
pending on the demands of the body, to adjust its output in order to drive aortic flows ranging from
approximately 6 l/min to 18 l/min, and because this increase takes place whilst pumping against an
increased afterload pressure in the aorta, it must be possible to adjust the power output of the heart
accordingly.
An increase in cardiac power output is naturally associated with an increase in myocardial oxygen
demand (MVO2). Because the coronary venous oxygen tension is low even under resting conditions,
it is difficult for additional oxygen requirements to be satisfied by increasing the proportion of
oxygen extracted from the blood. Thus, in order to increase oxygen supply, the coronary blood
flow must be increased. Such an increase is facilitated primarily by a reduction in the resistance to
flow of the coronary vasculature.
Coronary blood flow control. The mechanisms controlling the flow of blood in the coronary
arteries are incompletely understood. Autoregulatory systems control the coronary resistance using
mechanisms which are entirely intrinsic to the organ, modulating resistance according to local
properties. These mechanisms include the myogenic (blood vessel hoop-stress control), endothelial
(control of the flow-induced vessel wall shear stress) and the metabolic (nutrient supply control).
Extrinsic neural control of the coronary vascular resistance consists of a neural signal to reduce
coronary resistance; this is sent in parallel with the neural commands which increase cardiac output
in preparation for exercise [1].
Systems of interest. We focus on the metabolic autoregulatory and the extrinsic neural control
systems, as these are important for maintaining the myocardial oxygen supply. The former can be
characterised as a feedback system, which means that it must evaluate an error signal which acts as
a proxy for discrepancy between MVO2 and the coronary oxygen supply. The extrinsic control can
be considered to be feedforward; broadly, it acts to counter the predicted O2 discrepancy which it
expects to arise from a given neural command to adjust cardiac work.
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Figure 1: Coronary Windkessel model, used with feedback control of Rp and Rd, and feedforward
control of Rp, Rd and Cim. Pa and Pim are the aortic and intramyocardial pressures, respectively.
The purpose of the present work is to develop a combined model of the metabolic and feedforward
coronary flow control systems. We use a lumped-parameter network (LPN) approach, investigating
performance during MVO2 changes due to exercise. Our final goal is to use the developed LPN
models to create realistic boundary conditions at the coronary outlets of a 3D Navier-Stokes model
of blood flow in the aorta and associated large arteries.
Pre-existing work and understanding. Previous work on this topic includes a mass-balance
model of feedforward and feedback control [1]. This work demonstrated that feedforward improves
the speed and accuracy of the flow response to changes in MVO2, and that a delay in the feedforward
resistance control improved the stability of the response, but did not employ equivalent electric
circuits, a heart model, a 3D domain, or compliance control. A LPN model, employed as a boundary
condition for a 3D domain has been used to simulate the response to light exercise [2]; however, this
model is not based upon a requirement to minimise some error signal and so does not represent true
feedback control. To our knowledge, no such model has yet included the feedforward control of the
microvascular compliance, which has been identified as being physiological and likely important;
current understanding is that reducing the compliance reduces wasteful flow oscillations which fill
and empty the compliance on each cardiac cycle [3].
2 MODELS AND EXPERIMENTS
Control equations. Consider the LPN circuits shown in Figs. 1 and 2. Write Sd, Sp for the
reciprocals of the distal and proximal coronary resistances Rd and Rp respectively, and let P¯a be the
mean aortic pressure, kdff and k
d
fb the feedforward and feedback gains for Rd, k
p
ff the feedforward
gain for Rp, Qa the flow from the aorta into the coronaries, γ the blood oxygen volume proportion,
τ the error integration duration, and MVO2 the myocardial oxygen demand. We postulate that
control of the resistances can be modelled by the differential equations
P¯a
dSd
dt
= kdfb
 t
t−τ
MVO2(s)− γQa(s) ds

/ τ + γ−1kdff
dMV O2
dt
, (1)
P¯a
dSp
dt
= γ−1kpff
dMV O2
dt
. (2)
We investigate the impact of intramyocardial compliance control by adjusting Cim manually.
The case for compliance control. The case for controlling the coronary resistance in exercise is
clear; the case for compliance control is less so. Since it is known that in the larger blood vessels
[3], having diameters in the range 100-250 µm, experience a resistance-increasing sympathetic
vasoconstriction during exercise that can be considered part of the feedforward system, we included
this in our model. This component is of interest on its own, as it causes a small increase in resistance
at precisely the time when an increase in coronary flow is required. While the overall resistance of
+−
Pa(t)
Ra
Rp Rd
Ca
Cim
+
−Pim(t)
- Feedforward
- Feedback
- Both
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Figure 2: Coronary collapse field effect transistor (FET) model, used with feedback control of
Rd, and feedforward control of Rp, Rd and Cim. P endoim , P
mid
im and P
epi
im are the intramyocardial
pressures in the subendocardial, mid-myocardial and subepicardial layers, respectively. Pa is the
aortic pressure.
the coronary tree still falls, the magnitude of the fall is attenuated by this vasoconstriction in the
small arteries. This apparent paradox is interesting; it has been proposed that this vasoconstriction
serves to decrease the compliance of the small arteries in order to reduce non-nutritive filling and
emptying of the capacitance during the systole-diastole cycle, and that this preserves subendocardial
flow during exercise [3]. The following experiments allow us to investigate this phenomenon further.
First experiment. We begin by testing our control system by coupling the circuit shown in Fig. 1
to a LPN heart model. By computing the pressure-volume area for the left ventricle (LV), we make
an estimate of the amount of energy expended by the LV on each cycle; from this we compute
the per-cycle LV MVO2. The feedback system (the integral term in Equation (1)) then adjusts
the resistance in order to match MVO2 with the coronary oxygen supply. We then increase the
demands on the heart by placing it in an exercise state and observe the behaviour of the coronary
flow as it adjusts to meet the new demands. This experiment allows us to investigate the function
and importance of the three coronary flow control components that we have included: metabolic
feedback resistance, neural feedforward resistance, and neural feedforward compliance control.
Second experiment. Retaining the resistance control mechanisms of Equations (1) and (2), we
investigate subendocardial flow during exercise using the coronary LPN model shown in Fig. 2.
This model includes field effect transistors (FETs) which represent the vasculature in two different
layers of the myocardium: the subendocardium and the subepicardium. Each layer is subject to
different magnitudes of extravascular compression during systole; this is represented by using
differing scalings of the LV pressure and myocardial elastance for the FET gate voltages, accurately
affecting flow through them [4]. This model is intended to investigate the hypothesis that flow to
the subendocardium is improved by the reduction in compliance associated with the feedforward
control system.
Third experiment. We couple the model shown in Fig. 1 at the coronary outlets of a 3D model of
the human aorta, and use this to simulate exercise. This requires us to estimate the proportion of
the total required oxygen supply that each coronary outlet needs to provide, and with minimum
resistance limits set for the coronary vasculature, allows us to observe potential local ischemia.
Results. In Experiment 1, we observe that the reduction in compliance may serve to control or
dampen oscillations in coronary blood flow which, in our models, occur on the time-scale of the
time-delay contained within the feedback system when the feedback gain is large. This is shown in
Fig. 3. Because coronary flow should have the fastest possible response time to changes in MVO2,
a large gain is desirable, but as is typical of feedback control systems, the gain cannot become too
large without causing oscillations in the response. Thus, any mechanism which allows the use of a
larger gain by damping oscillations would be beneficial for coronary flow control.
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Figure 3: The effect of compliance on the feedback oscillations in myocardial oxygen supply (LPN
of Fig. 1). Reducing the compliance damps the oscillations caused by the feedback.
In Experiment 2, we have observed the same oscillation-damping nature of the feedforward
compliance control, and have seen that reducing the compliance also increases the flow to the
subendocardium (i.e. through the endocardial FET). An improvement in subendocardial flow of
around 10% was observed when the compliance was reduced to one-tenth of its baseline value,
with smaller improvements associated with smaller reductions in compliance.
Results for Experiment 3 are in preparation.
3 CONCLUSIONS
We have presented a new model of the control of coronary blood flow in response to changing
cardiac work. Combining feedforward and feedback control for a LPN model of the coronary
vasculature, we have successfully simulated coronary flow in response to increased MVO2. We
have produced evidence that the role of compliance reduction may be one of damping longer-term
oscillations in order to allow a larger feedback gain and thus a faster response to changes in MVO2.
The results of simulations using a 3D domain and boundary conditions generated using our LPNs
will allow us to assess the usefulness of our model for simulating myocardial ischemia during
exercise, coronary steal, and synergies with other control systems such as the baroreflexes.
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SUMMARY 
 
A vascular disease such as arterial stenosis caused by atherosclerosis affects the flow and pressure 
distributions locally and also globally throughout the entire circulatory system. In the present 
study, the multi-scale simulation has been developed to examine the hemodynamics in the 
localized area taking account of the entire circulatory system. Since the present paper focuses on 
the atherosclerosis in the common carotid artery, the cerebrovascular and the neck circulations 
have an influence on the blood flow dynamics of the region of interest.  The arterial network 
model of the cerebrovascular and neck circulations has been designed for the 1D simulation based 
on Liang’s 1D (one dimensional) -0D (zero dimensional) simulation models and has been 
implemented on the multi-scale simulation program of 3D (three dimensional) simulation 
combined with 1D-0D simulation developed by the authors.  In order to examine its effects on the 
flow rate on the bifurcation segment of the common carotid artery, the numerical results are 
compared between  the cases without and with the present network model.  
 
Key Words:  Multi-Scale Simulation, Circulatory System, Network Model of the Cerebrovascular 
and Neck circulations 
 
 
1 INTRODUCTION 
 
Arterial stenosis is a serious cardiovascular disease and sometimes leads to cerebral ischemic or a 
stroke due to a large pressure drop and an abrupt decrease in the flow rate in the stenotic artery. It 
affects not only hemodynamics in a localized stenotic region but also it thorough the peripheral 
areas to the entire circulatory system. The objective of the paper is to develop a computational 
method to examine the hemodynamics locally as well as globally in the circulatory system. The 
authors has been developing a multi-scale method such that the 3D simulation developed by the 
authors [1] is combined with the 1D-0D simulation F. Y. Liang, et al [2, 3].  
 
The region of the interest in this paper is a segment of the common carotid artery (CCA) 
bifurcating into the internal carotid artery (ICA) and the external carotid artery (ECA) like one of 
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preferential locations of atherosclerosis. In the previous study [4], the distributions and the wave 
forms of flow rates in ICA and ECA showed some differences from physiological conditions.  It 
is known that the cerebrovascular and neck circulations have a big influence on the 
hemodynamics in CCA region.  Thus, the network model of the cerebrovascular and neck 
circulations is developed and is implemented on the 1D simulation model.  The simulation is 
conducted to the simulation of CCA segment and the results are compared to investigate the 
effects of the cerebrovascular and neck circulations on the region of the interest. 
 
2  NUMERICAL METHOD 
 
In this study, the boundary conditions of the 3D flow simulation are given by  the 1D-0D 
simulation of the circulatory system as described schematically in Figure 1. The simulation 
method of each domain is described in the following sessions. 
 
Figure 1. Schematic illustration of 3D-1D-0D multi-scale simulation 
 
2.1 The 3D simulation method 
The 3D simulation is conducted to a patient-specific model, which is constructed from the 
medical images. In the 3D simulation, blood vessel assumed to be rigid. Since blood is 
incompressible Newtonian fluid, the governing equations consist of the continuity and Navier-
stokes equations as follows: 
0 u  (1) 
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 (2) 
where u and P are the velocity and the pressure and  and  are the density and the viscosity 
coefficient, respectively. 
 
The governing equations are discretized using the finite volume method with the 2
nd
 order central 
difference scheme(CDS). The advection term is descretized using the mixing scheme such as 
95 % of CDS and 5% of the first upwind difference scheme(UDS). The velocity and pressure are 
solved by the SMAC method with the Euler Implicit method. 
 
2.1 The 1D simulation method 
The 1D simulation is applied to a total of 83 arteries which consists of 55 arteries based on Liang 
model [2] and newly added 27 arteries of cerebrovascular and neck circulations. The governing 
equations of the 1D simulation can be obtained by integrating the continuity and Navier-Stokes 
equations over an artery cross-section: 
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where A and Q are the cross-sectional area and the flow rate. In addition, the pressure-area 
relationship is applied to equations (3) and (4): 
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where E, h, r, and s represent the Young’s modulus, the wall thickness and arterial radius, and the 
Poisson ratio. The subscript 0 means a value at the reference state. Since the artery is an 
incompressible material, the Poisson ratio in the paper is taken to be 0.5. The Lax-Wendroff 
method is used to solve equations (3)-(4).  
 
2.3 The 0D simulation method 
The 0D simulation is applied to the peripheral vascular network, which consists of arteries 
smaller than one used for the 1D simulations, capillaries, venous system, and heart. The 0-D 
simulation is given by lumped parameter models as follows: 
 01   ii
i QQ
dt
dP
C  (6) 
   11
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Where C, L, and R represent the compliance. the inductance, and the resistance of the blood 
vessel.  The 4
th
 order Runge-Kutta method is used to solve equations (6) and (7). 
 
3  CEREBROCASULCAR AND NECK CIRCULATIONS MODEL 
 
The arterial network model of cerebrovascular and neck circulations consist of 27 arteries as 
summarized in Figure 2. The geometry and physical properties of the present network model use 
static data based on reference [3].  
 
Figure 2. Arterial network model of cerebrovascular and neck circulations 
 
4  NUMERICAL RESULTS 
 
The present arterial network model of cerebrovascular and neck circulations is implemented on 
the multi-scale (3D-1D-0D) simulation. In this study, the simulation is performed for the left 
carotid artery of a 66 year-old male patient. The patient-specific model is constructed from a total 
160 slices of CT images. One CT image has 512 x 512 pixels with resolution of 0.468 mm/pixel 
and the distance between slices is 0.5 mm. The hybrid of tetra-prism mesh is used for the analysis.  
 
The effects of the present model are compared in Figure 3.  Since the flow rate into CCA varies 
due to 1D-0D simulation, the flow rate in each artery is normalized by the flow rate of CCA. 
356
 
(a) circulatory system without the model 
 
(b) circulatory system with the model 
 
Figure 2. Comparison of flow rates between cases without and with the model 
 
The averaged flow rate over one cardiac cycle between ICA and ECA are 58 % for ICA and 42 % 
for ECA without the model while they become 70 % for ICA and 30% for ECA with the model.  
The flow rate of ECA in the present model is reduced comparing to one without the model. The 
further investigation is required to examine the effects of model on the flow distribution. 
However, the  profile of wave form of ECA in the case with the model is becoming similar to 
those of CCA and ICA comparing to those in the case without the model.
5  CONCLUSIONS 
 
The arterial network model of cerebrovascular and neck circulations has been designed and has 
implemented on the multi-scale simulation. The simulation was conducted for 3D simulation of a 
66 year-old patient combined with 1D-0D simulation. The numerical results of the flow 
distribution and the wave form of flow rate in each artery were compared. The results showed 
that the model reduced the averaged flow rate in ECA while the transient wave form of ECA 
became similar to that of CCA and ICA. 
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SUMMARY
Transport of chemical species in anatomical geometries have been modelled using many different
simplifying assumptions, depending on the availability of experimental data. In recent years,
an increasing number of computational studies have dealt with mass transfer, with the aim of
correlating disturbed flow patterns and the onset of arterial disease. Our understanding of the
impact of transport on flow control mechanisms will not only rely on realistic hæmodynamics of
blood flow and chemical species, but also on an accurate characterisation of the biomechanical
and biochemical processes involved. We present herein a comparative study of different model
formulations, in order to better characterise some of the processes involved in the pathways to
endothelial dysfunction.
Key Words: endothelium, wall shear stress (WSS), chemical reaction, mass transport
1 INTRODUCTION
The endothelium consists of a single layer of cells that cover the inner surface of blood vessels. In
addition to providing a non-thrombogenic surface and a semi-selective barrier between the lumen
and the surrounding tissue, it plays a critical role in the local regulation of blood flow, and hence
the control of blood pressure. In the surface boundary layer, blood flow affects cellular responses
by modifying the interactions between blood-borne agonists and endothelial receptors, and these
signal transduction pathways can be altered by mass transport phenomena and reaction kinetics.
In healthy vessels, an increase in blood vessel diameter normally results in lower vascular resis-
tance, and vice versa. The progressive impairment of this endothelial dilator function is known
as endothelial dysfunction, and it has been shown to predict long-term development of arterial
disease [1]. In recent years, a number of computational studies have dealt with mass transfer in
anatomical geometries, with the aim of characterising the influence of disturbed flow on arterial
disease [2,3]. We consider herein the effects of direct, wall shear stress (WSS)-mediated, and
indirect receptor-ligand interactions in a generic transport model.
1.1 Signalling in the blood vessel wall
In the last few years, the role of purinergic signalling in the cardiovascular system has been a
subject of increasing interest [4], although few computational studies have succeeded in obtain-
ing meaningful results, from a physiological point of view [5]. The release of the nucleotide
adenosine-5’ triphosphate (ATP) by endothelial cells, via WSS-dependent mechanisms, is thought
to play an important role in endothelium-mediated vasodilation. Its influence on regional blood
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flow is also seen through the effects of its end-products, such as adenosine diphosphate (ADP).
Simulations performed on image-based patient-specific geometries had revealed that existing pa-
radigms may not be adequate to model the kinetics of ATP at the endothelium [5]. In particular,
variations in mass transfer are seen to be highly dependent on the model formulation and the val-
ues of the parameters, suggesting that the ATP source term is a critical component of the model.
In addition, chemical kinetics can be influenced by the local concentration, and our results also
suggest that geometry may affect the pattern of catalytic reactions, with potential implications for
endothelium-mediated regulatory mechanisms.
2 MODEL FOR TRANSPORT & CHEMICAL REACTIONS
The model for mass transport requires the solution of the continuity and momentum equations.
Plasma concentrations of ATP and ADP are obtained by successively solving the conservation of
species equation:
∂[n]
∂t
+ (u · ∇)[n] = Dn∇2[n]
where Dn is the corresponding diffusion coefficient for n = ATP, ADP. The Reynolds number is
relatively small, in comparison with a very large Peclet number, of the order of 106, based on
DATP . Mass transport is highly convection dominated, and variations of the concentration field
near the boundary impose severe restrictions either on the spatial discretisation or on the accuracy
of the computational method.
2.1 Heterogeneous reactions
Rates of heterogeneous biochemical reactions such as receptor desensitisation during cellular
transduction or enzyme catalysed reactions are often almost linear for relatively small concen-
tration of substrate, but levels out as the concentration increases. This phenomenon is usually
represented by a Hill-type equation, following Michaelis-Menten kinetics. The reaction rate is
approximately 1st order, and the reactive surface boundary condition, representing the hydrolysis
of ATP/ADP and ATP-derived ADP at the endothelium, is expressed as:
Dn
∂[n]
∂n
=
Vmax,n[n]
Kn
− Sn
where n is the vector normal to the arterial wall, Vmax,n is the maximum enzyme reaction velocity
and Kn is the Michaelis-Menten constant for species n. Flow-mediated ATP release is included
as a separate source term SATP , which depends on WSS. Two different WSS-dependent source
terms for ATP production have been considered for comparison. The boundary condition for ADP
is determined by substituting the term corresponding to the rate of production of ATP-derived
ADP:
SADP =
Vmax,ATP [ATP ]
KATP
The inlet Danckwert’s boundary condition, typical of reactive flows, is usually replaced by a uni-
form concentration (Dirichlet boundary condition). A number of simplifying assumptions are
made, depending on the model formulation, and whether blood-wall coupling is considered.
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Figure 1: Combined nucleotide surface concentration at one instant during the cardiac cycle, for one
specific geometry. Over the cardiac cycle, the combined surface concentration is affected by the geometry,
with potential implications for endothelium-mediated regulatory mechanisms.
3 RESULTS & FUTUREWORK
We investigate the dependence of the surface concentration of nucleotides (especially [ATP]) on
the instantaneous WSS, the rate of mass transfer, both spatially and temporally, as represented
by the Sherwood number, and the influence of geometry. Lumenal and surface concentration of
species are obtained for different patient-specific geometries (Figure 1). Production and degrada-
tion at the endothelium is affected by numerous flow features. These local variations may either
provide a mechanism for rapid coordination of cell activity and signalling, or constitute a patho-
logical change in the local cellular environment, as influenced by transport processes.
We investigate the possibility of coupling local transport phenomena at the endothelium with mod-
els describing intra- and inter-cellular calcium ion oscillations in endothelial and smooth muscle
cells, as a first step in the study of vasomotion.
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SUMMARY 
 
A fluid-structure interaction model incorporating viscoelastic wall behaviour has been developed 
and applied to an idealised carotid artery under pulsatile flow. The shear and bulk moduli of the 
arterial wall are described by Prony series, where the parameters can be derived from in vivo 
measurements. The aim of this study is to develop a fully-coupled numerical model for pulsatile 
flow in human arteries with viscoelastic wall behaviour in order to predict both longitudinal and 
radial displacements. Comparisons are made between the numerical and analytical solutions for 
wall displacements and our results demonstrate that the coupled model is capable of predicting 
the viscoelastic behaviour of carotid arteries. Comparisons between the elastic and viscoelastic 
wall models suggest that the effect of viscoelasticity and longitudinal wall motion cannot be 
neglected when analysing carotid wall mechanics. 
 
Key Words:  Viscoelastic model, pulsatile flow, numerical analysis, Prony series, longitudinal 
motion. 
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1  INTRODUCTION 
 
Human carotid arteries exhibit viscoelastic behaviour characterized by hysteresis of the pressure-
diameter relation and longitudinal wall motion [1]. It is known that the mechanical properties of 
arteries change with the progress of arterial diseases, such as atherosclerosis, and the main 
alterations of physical properties of large arteries are reflected through changes in diameter and 
stiffness. Therefore, increased arterial stiffness has been used as a marker for assessment of 
vascular diseases. However, stiffness does not represent all the mechanical alterations, since 
arterial walls also exhibit viscous behaviour [2]. Ultrasound techniques have been widely used to 
measure vessel wall displacements, as well as pressure and diameter waveforms. A considerable 
phase lag between blood pulsation and arterial movement has been found on ultrasound data, 
from which viscoelastic properties can be derived [3]. This study is aimed at the development of a 
fully coupled numerical model for viscoelastic behaviour of human arteries under pulsatile flow. 
A better understanding of mechanical properties of carotid arteries may help in early diagnosis 
and prevention of carotid diseases. 
 
2  METHODOLOGY 
 
 An idealized model of the common carotid artery is adopted first in order to compare the 
numerical and analytical solutions for validation purpose [4]. The model has a diameter of 6.1 
mm, a length of 10 diameters, and a uniform wall thickness of 0.61 mm. It consists of two 
domains, the fluid (blood) domain and the vessel wall. Blood flow is governed by the Navier-
Stokes equations, and the blood is assumed to be incompressible and Newtonian with a dynamic 
viscosity of 4 mPa.s and a density of 1050 kg/m3. The arterial wall is modelled as an 
incompressible, homogenous, isotropic, and viscoelastic material. Since it has been found that 
nonlinear stiffening of carotid artery is negligible [1], a linear viscoelastic material model is 
employed, where Prony series are used to describe the shear and bulk moduli, as shown in 
equations (1) and (2). 
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                          (2) 
Here     
 
,     
  
 (the real and imaginary parts of complex material functions),    (the equilibrium 
modulus) and ω (the dynamic frequency) are all positive constants.  Values for    (relaxation time) 
and    (relaxation strengths) are determined by data fitting using the nonlinear least-squares 
method in Matlab.  The above equations can be readily used in our FSI simulations. The flow and 
wall equations are solved in a coupled manner by two-way coupling of Ansys and Fluent. The 
following boundary conditions are applied for the fluid domain: at the model inlet, time-
dependent axial velocity profiles obtained from Womersley solution are imposed; whereas a 
pressure waveform derived from the analytical model are imposed at the outlet. For the vessel 
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wall, two types of boundary conditions are tested as described below in the next section. The 
computational mesh consisting of 41250 elements in the vessel wall and 240813 elements in the 
fluid domain and a coupled time step of 0.01 second is used. 
 
3  RESULTS 
 
Most computational models of arterial wall focus on radial displacements only. Recent in vivo 
ultrasound studies have demonstrated that there is a considerable longitudinal movement driven 
by the pulsatile blood flow and pressure waves on the inner layers of the arterial wall, and the 
magnitude of longitudinal displacement is as large as that of radial displacement. To investigate 
the longitudinal displacement of human carotid arteries with viscoelastic property, two types of 
tethering are tested:  (i) fixed ends, or (ii) allowing for longitudinal motion by connecting the inlet 
and outlet to a viscoelastic foundation. Preliminary results obtained from the viscoelastic model 
with fixed ends are shown in Figure 1. It can be observed that there is a phase lag of 0.02s 
between the predicted radial displacement and the input pulsatile pressure waveform. This agrees 
well with the corresponding analytical solution [4]. 
 
Figure 1 Pressure waveform and predicted radial displacement with fixed ends 
Using the second type of boundary condition, the predicted longitudinal displacement and the 
corresponding pressure waveform are shown in Figure 2. The maximum longitudinal 
displacement is 1 mm, which is comparable to the radial displacement. 
 
Figure 2 Predicted longitudinal displacement from the viscoelastic model with non-fixed ends 
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4  CONCLUSIONS 
 
This paper presents a FSI model of carotid arteries with viscoelastic wall behaviour. Our results 
show that the numerical model can be used to predict the pressure-diameter hysteresis under 
physiological conditions. The phase lag between pressure and radial displacement obtained from 
the numerical model is comparable to that of the analytical solution. On the other hand, the 
hysteresis between pressure and longitudinal displacement can also be predicted by applying 
suitable boundary conditions at the ends.  
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SUMMARY 
 
In this study, finite element analysis is used to simulate the surgical deployment procedure of a 
bifurcated stent-graft on a real patient’s arterial geometry. The stent-graft is modeled using 
realistic constitutive properties for both the stent and most importantly for the graft. The arterial 
geometry is obtained from pre-operative imaging exam. The obtained results are in good 
agreement with the post-operative imaging data. As the whole computational time was reduced to 
less than 2 hours, this study constitutes an essential step towards predictive planning simulations 
of aneurysmal endovascular surgery. 
 
Key Words:  stent-graft, endovascular treatment, FE analysis. 
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 1  INTRODUCTION 
 
Endovascular aneurysm repair (EVAR) is a widely and increasingly used technique to treat 
abdominal aortic aneurysms (AAAs) owing to several assets related to the minimally invasive 
approach. However, to date, the durability of stent-graft (SG) treatments remains the principal 
issue of EVAR. Secondary interventions after 5 years are required in up to 22% of cases due to 
endoleaks, stenosis or thrombosis of the SG or failure of the SG’s constituents; also, in tortuous 
AAAs, a lack of SG flexibility was associated with the above-mentioned complications [1]. These 
facts clearly emphasize the need to predict, as soon as the surgical planning, the mechanical 
response of SGs in a given geometry. In pursuit of this goal, FE analyses can be used for 
predicting the deployment of stent-grafts, hence the initial success or failure of the procedure. 
In the literature, the expansion of bare stents has been the object of intensive research and many 
numerical studies [2]. However, the deployment of SG – widely used in the treatment of aortic 
aneurysms – has been the object of very few studies [3,4]. And yet, the presence of the textile 
component onto which the stents are sutured is a key aspect which drastically influences the 
behavior of the SG and requires proper modeling. Provided that the mechanical properties of each 
constituent are cautiously calibrated, numerical simulations of the deformation of SGs [5] has the 
potential to provide important indications to aid a surgeon: guiding the surgeon in choosing the 
right dimensions for the stent-graft, especially lengths, in patient-specific aneurysm models and 
anticipating (i) potential short-term complications such as stent-graft kinks or inadequate 
apposition onto the arterial wall, (ii) potential long-term complications such as stent rupture or 
fabric tear. In short, introducing the appropriate SG models into simulations of the deployment 
would be very useful in surgical planning. 
The goal of the present study was, thus, to develop a model able to simulate the positioning of a 
bifurcated SG in a given patient-specific AAA, under static conditions. Significant effort was 
made to build a clinically-relevant and very cost-efficient simulation model within the perspective 
of using it as a tool to help clinicians in surgical planning. 
 
2  METHODS 
 
Geometry and properties. The geometry of the pathological aorta, including the abdominal 
aorta and the iliac arteries, was obtained from the pre-operative CT scan of the considered patient, 
followed by segmentation of the lumen and 3-node shell meshing of the wall using the surgery-
oriented EndoSize
®
 software (Therenva, France). The stent-graft which was implanted in this 
patient was modeled as a multi-component structure including the textile graft onto which the 
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metallic stents are sewn. The graft was modeled with 4-node shell elements and the stents with 2-
node beam elements tied to the textile.  
Since only the in vivo tangent behavior is considered, the artery’s constitutive model was 
assumed as orthotropic elastic with Young’s moduli of 1 and 0.5 MPa in circumferential and 
longitudinal directions. One important aspect for the simulation was the proper characterization 
and modeling of the in-plane and bending behaviors of the textile due to their significant impact 
on the simulation results (kinks and fabric wrinkles). A realistic orthotropic constitutive model 
was set up based on in-house experimental characterization [5]. The simulation strategy 
(presented below) restraining the stents to their elastic response, a linear elastic model was 
assigned to these components (Young’s modulus E = 40 GPa, and Poisson’s ratio υ = 0.46).  
Simulation strategy. To make the simulation as efficient as possible within the perspective of 
being clinically tractable and relevant, the main focus of this work was dedicated to reducing the 
computational cost to obtain a relevant final deployed state of the SG. Hence, the numerous 
actual steps of the deployment procedure were simplified in two steps. In the first step, the SG is 
initially surrounded by a “virtual” shell containing the SG to be deployed, and contact between 
the shell and the SG is activated (see Fig. 1a). Then mesh morphing of this shell onto the actual 
arterial geometry is achieved by prescribing displacements to all the nodes of the shell (Fig. 1b). 
Stresses in the SG result from this step as the SG diameter is oversized of about 15% with regard 
to the proximal neck of the aorta. Then, in the second step, the shell has initially the shape of the 
original artery before SG implantation. After assigning the elastic properties of the artery to the 
shell and prescribing proper boundary conditions, the mechanical equilibrium between the SG 
and the artery is computed, hence the final geometry after SG implantation in vivo (Fig. 1c). 
 
(a)  (b)  (c)  
Fig. 1. (a) initial configuration of the model; (b) result of morphing onto the arterial geometry 
(step 1); (c) result of mechanical equilibrium (step 2). 
 
3  RESULTS AND DISCUSSION 
Figure 1 presents the initial geometry, the result of step 1 (morphing onto the patient’s arterial 
geometry) and those of step 2 (mechanical equilibrium). Wrinkles are reproduced in a realistic 
manner. Figure 2 shows a comparison with post-operative geometry obtained from CT-scan 
images. The qualitative agreement is very encouraging. Some discrepancies can be noticed in 
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iliac portions, which is likely due to boundary conditions in this region where the internal iliac 
arteries may locally constrain the artery (not considered yet). In addition, part of these differences 
may be due to the length of the iliac SG limbs and the overlap between the limbs and the main 
body of the SG which are not known. 
Validation of the approach on a cohort of real cases is on-going. The results reported constitute 
the first step towards predictive planning simulations of aneurysmal endovascular surgery. 
 
 
 
Fig. 2. Qualitative comparison of the computed SG geometry (in red) to the real SG geometry (in 
green) obtained from post-operative CT-scan. 
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SUMMARY 
 
Plaque in coronary arteries produces turbulent flow downstream and time-varying wall shear 
stresses. These produce low amplitude acoustic shear waves which propagate through the chest 
and can be measured by skin sensors. We report here preliminary measurements of 2-D forced 
oscillations, induced within the gel by an electro mechanical vibrator or by turbulent flow. In the 
vibrator experiments, we have found that axial movements within the gel of as little as 20 µm 
give rise to predominantly axial movements at the surface, typically of 25 – 50% of this 
amplitude, with a time delay that is consistent with previously determined phase velocity 
measurements in the same material. In the steady flow experiments shearing movements at the 
gel surface were seen at flow rates above 50 ml min-1 (estimated Reynolds number 500 – 2500) 
with frequencies in the range 125 – 1000Hz. For all flow rates the peak amplitude was seen at 
frequencies around and 240Hz. These data provide input for direct and inverse solver software 
(being developed concurrently and described in a companion presentation) to simulate the 
response of the gel to the shear waves. This mathematical loop makes it possible to characterise 
the source given the signal and to compare material data with predicted values. 
This work is supported by the Engineering and Physical Sciences Research Council. Grants: 
EP/H011072/1 & EP/H011285/1. 
 
Key Words:  Coronary artery disease, Acoustic shear waves, Experimental measurement, 
Viscoelasticity, Computational modelling. 
 
 
1  INTRODUCTION 
 
Plaque developing in a coronary artery produces turbulent flow downstream and time varying 
wall shear stresses. These give rise to low amplitude acoustic waves which propagate through the 
chest and can, in principle be measured by skin sensors. The stenotic signal is composed of 
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pressure, p-, and shear, s-, waves at frequencies no more than 2 kHz but above those normally 
associated with healthy heart sounds.  In soft tissue the wavelength and speed of the p-waves is 
too great to provide useful information at the chest wall about the location of their origin. 
However, the s-wave propagation velocity of about 50 to 90 m/s is an order of magnitude less. 
For disturbances at less than 2 kHz, s-waves will have wavelengths of about 3 to 9 cm, although 
they will undergo greater attenuation than p-waves on their propagation to the chest wall [1].  
Therefore detection of these s-waves at the chest surface should, in principle, allow greater 
precision in locating their source. 
 
The objectives of this project are to simulate the propagation of shear waves induced by an 
arterial stenosis both experimentally in chest phantoms composed of the appropriate tissue 
mimicking materials and computationally by software approximations to the underlying partial 
differential equations. The overall aim is to produce  a stand alone system suitable for screening 
and or diagnosis of coronary artery disease. 
 
We report here measurements of shearing oscillations and flow-induced turbulence in soft tissue-
mimicking gels which provide input to the numerical model of soft tissue behaviour described 
elsewhere. 
 
2  METHODS 
 
Cylindrical specimens of 3% agarose gel were cast around an axial rod and bead connected to an 
electromechanical vibrator (figure 1), to generate shear-waves of known characteristics and 
location (frequency 250-750 Hz, amplitude 10-50 µm). Displacement of the bead was monitored 
with a laser transducer (AR700, Schmitt Industries, Oregon, USA) interfaced to a real time data 
capture system (CRIO type 9024, National Instruments, Newbury, UK), sampling at 17kHz. and 
displayed in real time by LabView software (version 11.0.1, National Instruments, Newbury, 
UK). Circumferential and axial displacement at the gel surface were mapped optically by tracking 
the movement of carborundum micro-particles on the surface through a long focus microscope 
connected to a high speed camera (MotionBLITZ EoSens Mini1, Mikrotron GmbH, 
Unterschleissheim, Germany) running at frame rates of 3000 – 5000 frames per second. Particles 
were tracked by custom written software running under a Zeiss KS400 image analysis system.  
 
 
Figure 1. Forced vibration rig. Gels cast with bead in various positions. Laser measures bead 
movement; camera attached to long-focus microscope measures surface movement. Axial 
positions of bead and camera are variable.  
High speed cine camera to 
measure gel surface 
movement 
Laser displacement 
transducer to measure bead 
movement 
 
  
 
 
 
  
 
 
 
 
 
 
Gel, 50 x 50 mm 
Electro-
mechanical 
vibrator 
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In the flow study (figure 2) a silicone rubber tube (i.d. 4.5mm, to mimic a coronary artery) 
containing a stenosis was embedded in a cuboidal gel phantom (200m x 45mm x 25mm) at depths 
of 10 or 20 mm below the gel surface, the lateral displacement of which was mapped by a piezo-
electric accelerometer placed on the gel surface directly above the tube at different points along 
the length of the gel block. Stenoses of 50 and 90% diameter reduction were tested. Steady flow 
was produced from a reservoir giving a constant pressure head, connected to the stenosed tube 
and measured with a cannulating ultrasonic flow probe (T403, Transonic Systems, Europe B.V., 
Maastricht The Netherlands). After passing through the tube the circulating fluid (40% by 
volume, glycerol in water, viscosity 4.0 cp, i.e. close to that of blood) drained into a collecting 
vessel and was pumped back to the reservoir. The presence of turbulence was verified by 
visualising the flow with a duplex ultrasound scanner.  
 
Figure 2. Steady flow rig. Tube embedded at a depth of 10 or 20 mm (typical depth below chest 
surface of left anterior descending coronary artery). Accelerometer placed at various positions 
on the gel surface to map shearing strains. 
 
3  RESULTS 
Figure 3. Bead movement parallel to the long axis of the cylindrical gel specimen (solid line) and 
gel surface movement in the same direction (broken line). In this plot, the bead is positioned 
10mm above the base of the gel and the camera is imaging the surface at the same axial position. 
Vibrator frequency 250 Hz. 
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Figure 3 is a typical plot of the bead and corresponding gel movement. The mean amplitude of 
the surface movement is half that of the gel surface corresponding to an attenuation of 27 m-1 and 
the phase lag between them is 260°, giving a wave speed of 8.6 ms-1.  More detailed mapping of 
the strain field at the gel’s surface is in progress. 
 
Measurements of the gel surface movements due to turbulent flow in the embedded stenosed tube 
are summarised in figure 4a, which shows the variation with frequency of the acceleration power 
in the plane of the gel surface relative to 1 mW. Differences from the zero flow spectrum (thick 
black line) can be seen at mean flow rates greater than 50 ml min-1. At all flow rates the 
maximum signal occurred at frequencies in the range 230 – 250 Hz. Figure 4b shows the 
amplitude at 240 Hz for each flow rate relative to the zero flow condition. The shaded area 
indicates the flow rates for which the critical Reynolds number for a stenosis was exceeded, 
showing that turbulent flow can be detected in this set up, even with a stenosis of a severity 
insufficient to cause clinical symptoms.  
Figure 4a. Fourier transform of accelerometer signal due to flow of 40% glycerol water solution 
through a 50% stenosis in a tube 20 mm below the accelerometer at the gel surface. Figure 4a 
shows amplitude at 240 Hz relative to no flow signal for various flow rates. Points within the 
shaded area are flow rates at which the critical Reynolds number for stenotic flow was exceeded.   
 
3  CONCLUSIONS 
 
Early results of the computations agree well with the forced oscillation data and are able to 
predict the location of the shear wave source [2]. The next steps will compare computational 
results with experimental data from progressively more realistic representations of the chest 
containing one or more stenosed tubes carrying pulsatile flow, aiming ultimately to produce a 
device suitable for clinical use. We envisage this to consist of an array of stick-on displacement 
sensors, the signals from which will serve as input to the inverse solver software, thus producing 
a stand alone system suitable for screening and or diagnosis of coronary artery disease. 
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SUMMARY
Computational Mechanics meanwhile plays a prominent role in the patient specific analysis and
modeling of the human vascular system and its diseases. Though classical mechanical concepts of
course hold, they are challenged by quite a few aspects when applied to problems that incorporate
living tissue material and in vivo patient specific geometries. Among these one of the most im-
portant is the uncertainty and variability in material properties that can not be assessed easily in a
patient specific, predictive (that is, non-invasive) setting.
Therefore, retrospectively obtained population averaged mean material properties are commonly
employed in conjunction with patient specific geometries to build deterministic mechanical mod-
els of a vascular system of interest to address a specific question at hand. Such models very often
neglect the large variability of material behavior between patients and, more importantly, the spa-
tial variability of material behavior within one patient that can strongly influence the outcome of
computational models.
While such a deterministic setting might serve well in qualitative assessments of patient specific
characteristics, a sensitivity analysis with respect to assumed model parameters and a rigorous
uncertainty quantification with respect to spatially variable model parameters are a must when
truly predictive and clinically relevant statements shall be derived from computational models.
In this presentation, we present an uncertainty quantification framework based on a Bayesian
framework [1] suitable to be applied to large scale nonlinear solid mechanics models with un-
certain material behavior. We utilize rupture risk assessment of abdominal aortic aneurysms as
a model problem to demonstrate applicability of such a UQ approach to large scale nonlinear
problems and difficulties as well as computational performance issues that arise in this context.
Key Words: uncertainty quantification, abdominal aortic aneurysm, rupture risk assessment
1 Model Problem
Samples of abdominal aortic aneurysms (AAA) where tested using uniaxial tensile tests as de-
scribed in [2], see Figure 1. A hyperelastic material model introduced in [3]
Ψ (I1, J,x, ξ) = α(I¯1 − 3) + β (x, ξ) (I¯1 − 3)2 + κ
η2
(ηlnJ + J−η − 1) , (1)
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Figure 1: Relative frequency of material parameters α and β from uniaxial tensile tests of aneurys-
matic aortic wall [2]. Black line is fitted probability density function as given in (2). Two patients
are highlighted in red and yellow to demonstrate inter- and inner-patient variability of β between
individual test samples.
Figure 2: Correlation of material property β depending on the distance τ . One exemplary realiza-
tion of a random field β (x, ξ, d).
is utilized to describe the near-incompressible nonlinear elastic behavior of the sample tested.
Therein, exemplarily, the material parameter β (x, ξ) is a 3D random field with marginal proba-
bility density function
ρβ(x) =
1
xσ
√
2pi
e−
(lnx−ν)2
2σ2 , µ = 1.0857 , σ = 0.9205 . (2)
Its autocorrelation function is
R(τ ) = σ2β e
−(|τ |/d)2 , (3)
that describes correlation between material parameters β (x) and β (x + τ ), see also the illustra-
tive Figure 2. Therein, the correlation length d determines the wavelength of correlation between
material parameters β at two distant points x and x + τ .
2 Methods
Here, we follow a 2-level sampling strategy proposed in [1]. Therein, sampling of the quantities
of interest (e.g. peak stress and strain, peak strain energy) is performed on a coarse version of the
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Figure 3: High fidelity discretizations of two abdominal aortic aneurysms (left) and their coarse
representations (right) that involve coarser discretization and model reduction.
problem at hand, see Figure 3. The coarse representation of the problem at hand can be obtained by
e.g. coarsening the discretization, obtaining only an approximate solution or by model reduction
techniques. No a priori relationship between the coarse and the high fidelity model of the problem
at hand needs to be established. Instead, a probabilistic link p(y|x) between the high fidelity
model (where one realization is expensive to compute on) and its coarse representation (that is
computationally very cheap to evaluate) is build using a Bayesian regression
piy(y) =
∫
p(y|x)pix(x)dx , (4)
where piy and pix are the distributions of the stochastic variable of interest on the coarse and fine
model x and y, respectively. The conditional probability p(y|x) is then assessed via
p(y|x) ≈ p(y|x,θ, σ) = 1√
2piσ2
exp
{
−(y − f(x,θ))
2
2σ2
}
, (5)
where f(x,θ) is a Bayesian regression model. That is, a few selected training realizations on both,
the high fidelity and the coarse model are evaluated to determine the posterior for the correlation
of the high fidelity to the coarse model of the problem.
pi(θ) =
p((x1:n, y1:n)|θ)
p(x1:n, y1:n)
∝ p((x1:n, y1:n)|θ) p(θ) , (6)
and pairs (x1:n, y1:n) are the training realizations evaluated on both models. For details on the
2-level regression model, we refer to [1].
Figure 4: Regression model correlating the approximate solution of peak stress (left) and peak
strain (right). Horizontal axis are values from sampling on the coarse model, vertical axis are a
selected few training realizations (black dots) also evaluated on the high fidelity model. Grey dots
are samples on both the fine and the coarse model for comparison.
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3 Examples
The right AAA in Figure 3 is utilized to demonstrate properties of the proposed UQ methodology.
Figure 4 shows the training (black dots) and correlation of the regression model (lines) in Eqs.
(4) through (6). Even without establishing an a priori relationship between the coarse and fine
model, very good correlation exist between the coarse and fine model problem which than can
be exploited to perform sampling on the coarse problem only. Figure 5 provides distributions of
stress (left) and strain (right) at a given location. For comparison, naive Monte Carlo sampling has
been performed on the high fidelity model as well.
Figure 5: Distributions of stress (left) and strain (right) at a given fixed location of the model AAA.
Red curve is sampling on the (cheap) coarse model. Black curve is posterior mean on the high
fidelity model obtained from the regression model in Figure 4. Green curve is naive MC sampling
on the high fidelity model for comparison.
One can observe that the 2-level regression model recovers the naive MC solution very well.
The computational cost though has been reduced by up to a factor of 40 compared to naive MC
sampling since sampling on the coarse model is significantly more efficient and only a few training
samples (n < 200) had to be evaluated on both models.
Exploiting modern parallel HPC capabilities and the intrinsic parallelity of sampling based ap-
proaches, the method proposed here allows for a full uncertainty quantification for unknown ma-
terial distributions in large scale nonlinear forward models within the clinically relevant time frame
of one day.
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SUMMARY
In the setting of cardiovascular applications medical imaging techniques play a key role in provid-
ing information on in-vivo states. Information on displacement or strain, to be used as reference
solution in standard identification algorithms, is implicitly included in these images. Thus image
processing techniques such as image registration have to be applied to extract the desired informa-
tion from the images. Due to the inverse nature of the image registration problem, measurements
obtained from image registration are subject to regularization strategies. Consequently this will
affect the final best fit estimation of the parameter identification based on these measurements.
To obviate this drawback, an extended approach is deployed by directly integrating image based
measures of similarity into a parameter identification framework.
Key Words: parameter identification, image registration, nonlinear elasticity, abdominal aortic
aneurysm.
1 MOTIVATION
Advances in computational methods steadily increase the applicability and practical relevance of
computational models. With respect to clinical application patient specific computational models
become increasingly powerful tools to predict outcome and development of diseases or to allow
for better planing and development of (surgical) interventions, see e.g. [1]. Such models incorpo-
rate complex 3-dimensional geometries, finite deformation kinematics and nonlinear constitutive
properties. Despite these sophisticated means, material parameters are often based on population
averaged mean values and are furthermore assumed to be of spatial homogeneity. Especially for
soft living human tissue the latter assumption does not generally hold. Incorporation of spatially
accurate representations of material parameters is therefore of high importance to further advance
computational methods toward application in a clinical setting.
Although not being directly measurable in-vivo, material parameters can be accurately estimated
by means of inverse analysis procedures, which often rely on non-invasively available informa-
tion. In the case of cardiovascular applications, this information is conveniently obtained from
medical imaging techniques, such as CT, MRT or Ultrasound. Since usually inverse algorithms
for parameter identification utilize some measure of displacement or strain as reference solution,
image processing techniques are utilized to extract the desired information from image data. This
often includes image registration, which itself constitutes an inverse problem. To render the im-
age registration well-posed regularization techniques are introduced, which are not specifically
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fit to the subsequent parameter identification, thus resulting in a deterioration of the final best fit
material parameters.
As a remedy, we propose a new embedded registration and inverse analysis approach inspired
by Miga [2], where results are not disturbed by artificial regularization effects during the image
registration step. Instead of splitting the identification process into image registration and the
subsequent inverse computation (sequential registration based approach), we directly utilize an
image based measure of similarity in the objective function to be minimized directly by the inverse
algorithm (integrative image based approach). In contrast to [2], we propose to apply an intensity
based measure of image similarity and to control regularity of the solution directly in the objective
function.
2 METHODS
To highlight the general applicability, we utilize an unspecific representation of the weak form
F(v,u,p) of nonlinear elasticity to define a forward model, where displacements u, virtual dis-
placement v and material parameters p are introduced (see e.g. [6] for a detailed description). A
total Lagrangian formulation is used to represent quantities.
The inverse problem is formulated by means of an enriched objective function I, as e.g in [5],
as the sum of similarity measure S, regularization R on the material parameters and the forward
model F as
I(v,u,p) = S(u(p)) + αR(p) + F(v,u,p). (1)
Now, a transition of the measure of similarity S is performed, such that the standard least square
error Sd of deviation between measured displacements uˆ and computed displacements u is re-
placed by an image based measure. In here we propose to apply the so called “sum of squared
differences”(SSD) SI as an intensity-based measure of similarity between images [3].
Sd = 12 ||u− uˆ||
2 → SI = 12 ||S − T ◦ ϕ(u)||
2 , (2)
where the source image S is introduced as image representation of the undeformed computational
model, and the target image T represents the reference state to be approached. Due to the total
Lagrangian formulation, the computational evaluation of the SSD-measure necessitates the back
propagation of the target image T according to the current solution u(p). The function ϕ(u)
accounts for the mapping between model space and image space.
With the Gateaux-derivative of both, the SSD-measure duS and the forward model duF(v,u,p),
v can be chosen as the solution of the adjoint problem
duF(v,u,p) = −duS, (3)
such that the gradient ∂S/∂p can be evaluated efficiently. Based on this gradient the BFGS Quasi-
Newton method (see e.g [4]) is applied to find the best-fit set of parameters p∗.
3 SEQUENTIAL VS. INTEGRATIVE INVERSE ANALYSIS
To demonstrate the misfit of estimated parameters when image registration is involved as an inter-
mediate step to obtain displacement measurements, we apply the two approaches depicted in (2)
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to a simplified linear forward model. We assume the Poisson problem on a rectangular domain
Ω ⊂ R2
µ∆u = b in Ω
u = 0 on ∂Ω
(4)
to model the deflection u of a thin membrane with unknown material parameter µ under constant
load b. Except for the simplification in the forward model we apply the procedure introduced
above. A Thikonov regularization on the vector of material parameters is applied in the objective
function (1). With the exact solution being a circular occlusion of increased material stiffness
(see Fig. 2a), we have constructed grayscale images of the deflected and non-deflected membrane
(see Fig. 1a and Fig. 1b). These images are then used to generate measurements of displacement
(a) Non-deflected
membrane S
(b) Deflected
membrane T
Figure 1: Cut views of the 3-dimensional images of the deflected and non-deflected membrane
via non-parametric diffusion regularized image registration. The standard displacement based
measure of similarity Sd (sequential registration based approach) is then used to estimate µ. Fur-
thermore the images of the deflected membrane T and the non-deflected membrane S are directly
used in the SSD-measure SI (integrative image based approach).
The results of the two approaches are given in Figure 2b and Figure 2c for different weights of
the regularization R. BFGS-iterations were terminated for ||∂I/∂p|| < 1.0e−6. For a decreasing
µ = 
µ = 
 
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(b) Estimation of µ along section AA’ with
α = 1.0e−2
5 10 15 20 25 30
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2
distance
m
a
te
ria
l p
ar
m
et
er
 µ
(c) Estimation of µ along section AA’ with
α = 1.0e−4
Figure 2: Identification of material parameters for the 2D poisson equation
weight α of the regularization R the exact solution (blue line in Fig. 2b and Fig. 2c) is more and
more recovered by the direct image based approach (green line), whereas the registration based
approach retains a constant offset (red line), due to the not physically motivated regularization in
the image registration step.
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4 CONCLUSION
The presented example shows that with the image based approach the error introduced by the reg-
istration can be omitted. Although using the same forward model for data generation as well as
data inversion does not allow for a general evaluation of an inverse algorithm, in this case it is
suitable to highlight the potential of the image based integrative inverse analysis method. Espe-
cially in cardiovascular applications, with information being conveniently available as image data,
the proposed method appears as the obvious strategy and will generally outperform registration
based procedures. The error revealed by using a simplified model, will be even more pronounced
when strong material nonlinearities, finite deformations, growth & remodelling, and discontinu-
ities from, e.g sliding contact are involved. In this presentation we will provide a full overview
of the integrative image based inverse analysis method and will apply it to sophisticated nonlinear
models of the human aorta and abdominal aortic aneurysms.
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SUMMARY
Shear-induced migration of red blood cells (RBCs) affects many important biological functions,
oxygen availability among them. Its magnitude has not been properly assessed in large vessels,
motivating the present study of the shear-induced migration of RBCs in the abdominal aorta and
the carotid artery. Phillips’ model was applied to model the shear-induced migration of RBCs in
patient-specific geometries. Marked migration has been observed in regions prone to atheroscle-
rosis, namely the outer wall of the iliac arteries and the outer wall of the carotid sinus. Lowering
of wall hematocrit is postulated to induce a decrease in oxyhemoglobin availability, hence con-
tributing to local hypoxia and possibly to atherosclerosis.
Key Words: shear-induced migration, red blood cell, oxygen transport, hemoglobin, abdominal
aorta, abdominal aortic aneurysm, carotid bifurcation.
1 INTRODUCTION
Blood is a biphasic fluid composed of a fluid phase (plasma) and a solid phase constituted of blood
cells such as red blood cells (RBCs), white blood cells (WBCs) and platelets (PLTs). Experimental
evidence shows that flowing suspensions of rigid and deformable particles exhibit particle migra-
tion [1] from regions of higher shear rate to region of lower shear rate. RBCs also show this
behavior and their migration to the center of micro and small vessels (µm to mm size) has been
well established, both numerically [2] and experimentally [3].
RBCs distribution influences blood viscosity, and therefore the velocity profile, and also a series
of biological activities such as oxygen distribution in the lumen [4]. Arterial wall hypoxia has
been proposed to be a contributing factor to atherosclerosis [5]. Assessment of the adimensional
wall-oxygen consumption rate, the Da number, and of the adimensional mass transport coeffi-
cient, the Sh number, led to postulate that oxygen supply to the arterial wall is fluid-limited [5],
hence underlying the importance of mass transport from and to the wall. Disregarding the pres-
ence of hemoglobin, and therefore its possible lowering in concentration due to RBCs migration,
causes a drastic decrease in oxygen transport to the wall [4]. Therefore, given the importance of
RBCs distribution, the present study aims at evaluating RBCs distribution as a results of shear-
induced migration in four patient-specific geometries: a normal aorta, a fusiform abdominal aortic
aneurysm (AAA), a normal carotid bifurcation and a stenotic carotid bifurcation, and to discuss
possible effects on oxygen transport.
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2 METHODS and RESULTS
Four patient-specific geometries were investigated: a normal aorta, a fusiform AAA, a normal
carotid bifurcation and a stenotic carotid bifurcation. The patient-specific geometries were recon-
structed from computer tomography angiography (CT-A) scans acquired at Karolinska University
Hospital, Stockholm. Blood was modeled as a non-Newtonian fluid with viscosity function of
shear rate and hematocrit (volume fraction of RBCs) using the Quemada viscosity model [6].
Shear-induced migration of RBCs was modeled with the extension of Phillips’ model [7] to the
case of solid and fluid phases with different densities developed in [8]. Computations were per-
formed using the commercial software COMSOL Multiphysics. Reasonable physiological bound-
ary conditions taken from literature were applied at inlet and outlets [9, 10, 11]. Additionally, for
all cases, a no viscous stress condition, τn = 0, was applied at the outlets. The no-slip bound-
ary condition, uw = 0, was applied at the walls. An inlet fixed solid phase volume fraction of
φ = 0.45, representing a normal hematocrit value, was set for all cases. The outlet proved to be
a region prone to oscillations of the volume fraction of the solid phase, forcing to impose a fixed
volume fraction value of φ = 0.45. At the lumen wall a no flux condition, −n · φdud = 0, was
applied. The fluid phase was discretized with Lagrange P2P1 elements, i.e. Lagrange elements
with quadratic interpolation for the velocity field and linear interpolation for the pressure field,
while Lagrange linear elements were used for volume fraction of the solid phase. The Galerkin
method was used to discretize the equations with anisotropic diffusion. The Generalized-αmethod
[12] was used as time-advancing algorithm. An adaptive time stepping approach was employed to
ensure a proper resolution of the transient flow field.
Simulations show the significant role played by secondary flow in the RBCs migration process. In
regions of marked curvature like the CCA, the ICA sinus, the iliac arteries, and for this particular
case also the abdominal aorta secondary flows convecting RBCs from the inner curvature wall
to the outer curvature wall are present, see Figures 1 and 2. Shear-induced migration of RBCs
lowers the wall hematocrit value by moving RBCs towards the core flow while secondary flows
enhance or dampen the migration. In the stenosis, instead, the drastic reduction in hematocrit is
due to the strong shear layer formed in the narrowed passage area, hence due to pure shear-induced
migration.
3 CONCLUSIONS
RBCs are the main oxygen carrier, transporting it as oxyhemoglobin molecules; oxygen availabil-
ity to the underlying vessel wall is linked to wall hematocrit values [4]. In this work the shear-
induced migration of RBCs in the abdominal aorta and in the carotid artery has been investigated
using Phillips’ model [41]. The presented results show the importance of secondary flow in the
RBCs migration process. In regions of marked curvature like the CCA, the ICA sinus, the iliac ar-
teries, and for this particular case also the abdominal aorta secondary flows convecting RBCs from
the inner curvature wall to the outer curvature wall are present, where the initial migration away
from the wall is caused by the shear-induced motion. A correlation emerged between RBCs mi-
gration and regions prone to atherosclerosis, namely the iliac arteries, the external wall of the ICA
sinus and the carotid stenosis. The decreased wall hematocrit leads to a reduced oxyhemoglobin
availability in the near wall region and this decrease can result, following [4], in a decrease of the
oxygen Sh number and a worsening of the hypoxic conditions. The present results are in line with
published results showing that secondary flow were able to convect oxygen diffused in plasma
away from the outer wall [14].
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Figure 1: Wall hematocrit in the patient-specific normal carotid bifurcation during the cardiac
cycle, internal wall view. Inset: internal and external wall view at t = 0.30 s. RBCs’ migration
is clearly observed at the outer wall, the inner curvature wall, of the ICA sinus and on the inner
curvature wall of the CCA.
Figure 2: In-plane velocity vectors on a plane normal to the centerline in the carotid sinus of the
stenotic carotid bifurcation at four time steps during the cardiac cycle, plane contours colour-coded
with the hematocrit value. Secondary flow is seen in all the four times, and is present throughout
the cardiac cycle (not shown).
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SUMMARY 
The formation of an Abdominal Aortic Aneurysms (AAA), i.e. the progressive dilatation of the 
infrarenal aorta, is the most common aortic pathology that requires clinical attention. 
Computational biomechanical models have been suggested to study AAAs and to assist the 
clinical decision making process. Despite that quasi-static simulations have been successfully 
launched, AAA models require significant further development to realistically predict the 
development of this disease. Specifically, the inherent property of vascular tissue to adapt to 
mechanical and biochemical environments remains a challenging modeling task. This 
presentation applies our recently proposed collagen turn-over model to study aneurysm expansion. 
To this end a multi-scale constitutive description is integrated in a Finite Element environment 
and coupled to adaptive time stepping. The outlined approach leads to a stable numerical analysis 
that predicts basic features of the mechanical and histological properties of the AAA wall. 
Key Words:  vascular tissue, remodeling, constitutive description, aneurysm. 
 
1  INTRODUCTION 
Mechanical stress and deformation influence vascular cell physiology and play a key role in 
explaining the origin and progression of vascular pathology. Consequently, biomechanical 
research might help to better understand and more effectively treat vascular diseases. Specifically, 
the formation of an Abdominal Aortic Aneurysms (AAA), i.e. the progressive dilatation of the 
infrarenal aorta based on proteolytic degradation of elastin and collagen in the wall, is the most 
common aortic pathology that requires clinical attention. If untreated AAAs enlarge and 
eventually rupture, which often leads to death.  The recommended aortic aneurysm management 
is ultrasound surveillance until the aortic diameter reaches 5-5.5cm when repair, either open or 
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endovascular (EVAR), is offered. However, clinical studies showed also that a biomechanical 
rupture risk assessment could improve this intervention criterion [2,4,7]. 
Biomechanical simulations have to face many challenges [9], and one critical part is 
reconstructing patient-specific geometries from available medical modalities, like Computer 
Tomography-Angiography (CT-A). In addition vascular tissue is highly deformable, anisotropic, 
non-linear and inelastic. Despite that some phenomenological models successful capture the 
macroscopic mechanical properties of vascular tissue, they cannot allocate stress to the different 
histological constituents in the vascular wall. In contrast, histomechanical constitutive models 
[3,5,6] overcome this limitation, and address micro-structural components individually. Most 
importantly, they naturally provide an interface to incorporate evolution equations for 
extracellular matrix (ECM) proteins and cells. Specifically, rate equations for elastin, collagen 
and vascular SMCs were used to account for the remodeling properties of the vascular wall [5]. 
Motivated by the aneurysmatic loss of elastin and SMC, it was demonstrated that irreversible 
AAA growth can successfully be modeled by the exclusive turnover of collagen [8].  
 
2  MAIN BODY 
Multi-scale constitutive description. A histo-mechanical constitutive model for vascular tissue is 
used, where collagen fibers are assembled by proteoglycan (PG) cross-linked collagen fibrils 
(CFPG-complex) and reinforce an otherwise isotropic matrix material, see Figure 1 (left). Each 
collagen fiber is assembled by a bundle of collagen fibrils mutually interconnected by PG-bridges 
that provide interfibrilar load transition. The fiber’s referential direction is denoted by the unit 
direction vector  and multiplicative kinematics account for the straightening and stretching of 
collagen fibrils [8]. Finally, an orientation density function   captures the spatial organization of 
collagen fibers in the tissue [6].  
Mechanical stimulus. We assumed that fibroblast cells sense the state of strain and 
continuously produce and degrade collagen fibrils towards achieving a homeostatic collagen 
stretch    . Specifically, the turnover of collagen fibrils is mediated by a mechanical stimulus 
 ( )   ( )     ?   [8]. Hence, for    , the existing collagen is stretched too much, such 
that in total more collagen is required along the direction   in order to reach homeostasis. 
Equivalently, for    , the collagen turnover needs to slow down to reach homeostasis through a 
net loss of collagen.  
Turnover of collagen.  Collagen fibers are dynamically deposited and removed in the current 
configuration [8]. Specifically, it is assumed that collagen degrades isotropic according to  ̇  
  , where   defines the time-scale of the degradation process and   is the total collagen density. 
This relation is independent from the orientation  and the local strain, such that degrading 
collagen is purely time-based. In contrast, for a particular direction , the production of collagen 
fibrils is related to the stimulus   ( )  and reads  ̇( )         ( )   ̇    . Here,  ̇    
denotes the maximum collagen production rate that reflects that fibroblasts can only produce a 
certain amount of collagen in time.  
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Finite Element implementation. The model has been implemented into FEAP (University of 
California at Berkeley, US) at the Gauss-point level of a Q1P0 mixed finite element formulation. 
A micro-sphere approach was followed, and the integration over the unit sphere was carried out 
by spherical L-designs, which allowed the exact spherical integration of polynoms of degree L 
with N = (L + 1)2 integration points. An adaptive time stepping algorithm was used, which 
related the size of the time increment to the maximum of the collagen increment, i.e. to        
of the whole computational domain. 
Patient-specific geometry acquisition and parameter estimation. Patient-specific AAA geometry 
was extracted from Computer CT-A using A4clinics Research Edition (VASCOPS GmbH, 
Austria) based on an operator insensitive segmentation with deformable models [1], see Figure 1 
(right). Constitutive model parameter were either estimated from the literature or extracted from 
our patient follow-up data [10]. Here, patients with small AAAs were followed up with CT-A for 
in average one year, and the expansion of the aneurysm was measured at planes perpendicular to 
the luminal center line. 
 
Figure 1: Multi-scale constitutive description of the Abdominal Aortic Aneurysm wall (left) and 
operator-insensitive reconstruction of a patient-specific AAA geometry from clinical image data 
(right). 
 
3  CONCLUSIONS 
A multidisciplinary approach is central to the development of a meaningful vascular 
simulation model. Robust and physiologically relevant constitutive models, where 
specifically the inherent property of vascular tissue to adapt to mechanical and 
biochemical environments is appropriately addressed, are mandatory for many 
applications. We proposed a multi-scale histomechanical AAA wall model that is able to 
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link the macroscopic mechanical strain with collagen turnover at the tissue’s cellular 
level, and vice versa. The model could be successfully calibrated to match the growth of small 
AAAs, which were followed-up for one year. However, a rigorous validation against 
experimental data would be crucial to further explore the model’s descriptive and predictive 
capabilities. Most important from a clinical perspective; it needs to be established whether or not 
the proposed active wall model can improve the AAA rupture risk assessment by replacing 
currently applied passive wall models.  
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SUMMARY
Human factors remain an important issue for long term space flight. In particular, a better under-
standing of the response of the cardiovascular system to changes in orthostatic stress is crucial
for the development of better countermeasures for astronauts. The goal of this study is to bet-
ter characterize blood fluid shift during orthostatic stress using 1D pulse propagation model that
will includes the effects of gravity on the arterial and venous system. Effects of gravity and
vein collapsible properties were implemented in a 1D pulse wave propagation model. For sin-
gle artery/vein model, we have shown that the model is able to simulate hydrostatic pressure and
qualitatively reproduce increased arterial blood volume flow after a muscle contraction that is an
influential phenomenon in orthostatic tolerance via increased venous return. To go forwards to a
qualitative estimate of in vivo data, a model of the full circulation has to be considered and periph-
eral vascular regulation has to be implemented. We aim at a better represention of physiological
responses and provide new information about the relative importance of the different phenomena
involved in fluid shift towards the lower body.
Key Words: wave propagation model, venous system, hydrostatic pressure, muscle pump.
1 INTRODUCTION
Human body limitations will be the most important issues for long term space missions. Cardio-
vascular deconditioning (the adaptation of the cardiovascular system to less a demanding envi-
ronment) is one of the most important adaptations to space. Astronauts follow physical training
to reduce cardiovascular deconditioning. However, they can still suffer from orthostatic intoler-
ance when landing. To improve countermeasure programs, a better understanding of the response
of the cardiovascular system to changes in hydrostatic pressure is crucial. In particular, a better
understanding of fluid redistribution and blood pooling to the lower limbs is essential.
Orthostatic stress to the cardiovascular system can be generated with ground facilities either with
Lower Body Negative Pressure (LBNP), tilt table, short arm human centrifuge or parabolic flight.
Most physiological measurements that can be performed non-invasively during orthostatic stress
tests are arterial parameters as blood pressure and ultrasound that can be used to assess arterial
blood flow velocity and wall distension. To obtain quantitative data from the venous system is
more laborious because of its lower pressure and blood flow velocity. This hampers the assessment
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and analysis of the fluid shift towards the venous system and motivates a modeling approach.
Finite element models as 1D wave propagation would allow simulating the entire arterial and
venous system while keeping low computational time and flexibility. Using a comprehensive
physiological data-set under orthostatic stress as input, a 1D wave propagation system would allow
going beyond measured parameters and better characterizing fluid shift toward the lower body
especially within the venous system. The goal of this reseach project is to better characterise blood
fluid shift during orthostatic stress by combining hemodynamics parameters during orthostatic
stress and a 1D pulse wave propagation model that will include the effects of gravity on the arterial
and venous system.
2 PHYSIOLOGICAL BACKGROUND
Cardiovascular responses to orthostatic stress have been studied under 45 mmHg LBNP and 70
degrees Head Up Tilt (HUT) [1]. Muscle pump effect that is an influential phenomenon in ortho-
static tolerance via increased venous return and tissue blood perfusion was used to study venous
refilling after they have been emptied by the action of the calf muscle. The in vivo data demon-
strates that muscle pump effect and sudden changes in gravitational stress dramatically increases
the perfusion of the lower limb femoral artery with an initial blood volume flow (BVF) increased
by 6 folds in average and characteristic half-time decay in the order of 5 seconds. It can be as-
sumed that the increased BVF within the arterial side is generated by an increase in the pressure
difference across the capillary bed after HUT and LBNP whereas hyperhemia vasodilation may
increase further BVF after muscle contraction. Unfortunately, these data do not allow determining
the relative importance of the venous valves, perfusion pressure (arterial/venous) and vascular bed
resistance. However wave propagation system can be used to further characterized blood fluid
shift by simulated hemodynamical conditions within the venous system.
Figure 1: Blood volume flow in the femoral artery after a 70 degree haed up tilt (grey area) and
Muscle Contraction (MC1 and MC2). EMG of the calf muscle is represented in red [1].
3 METHODS
After applying orthostatic stress, blood volume flow in the femoral artery is strongly increased due
to the increased perfusion pressure between the arterial and venous system. The increase is due to
the hydrostatic component immediately generated on the arterial side in the legs whereas closing
the venous valves will reduce pressure in the venous side. To simulate the former physiological
response both gravity, an appropriate pressure-volume relationship of the veins and the venous
valves need to are implemented.
A 1D wave propagation model based on Bessems et al [2,3] is used, and gravitational acceleration
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Figure 2: Schematic representation of the 1D finite element model.
term is added to the momentum balance equation such that
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τω + ρg (1)
with ρ the blood density, A the vessel cross-sectional area, q the blood volume flow, z the longitu-
dinal coordinate and g the gravity.
A non-linear relationship is used to define vein’s constitutive low that takes into account their
collapsibility properties.
Based on the collapsible tube model proposed by Shapiro et al [4] and the arctangent model of
Langewouters et al [5] , the following formulations are used for cross-sectional area and compli-
ance:
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and C(ptr) =
Am/pip1
1 +
(
ptr−p0
p1
)2 , (2)
where Am is the maximum cross-sectional area, ptr is the transmural pressure, p0 is the transition
point and p1 determines the slope of the transition from collapsed to open. p0 is set to zero and p1
is varied to test the model.
The effects of muscle contraction are simulated by increasing external pressure pex up to 50 kPa.
Finally, venous valves are implemented using a high resistive element. First, a model with a single
artery and vein was implemented, see Figure 2. The effects of venous valves are simulated during
a 70 degree Head Up Tilt (HUT) and muscle contraction.
4 RESULTS
Currently, the full model is able to simulate the effect of gravitational stress for the entire arte-
rial system. When simulating a 70 degree head up tilt, a linear hydrostatic pressure gradient is
found. These pressure changes induce variations in cross-sectional area, with a 14% increase in
the femoral artery and a decrease of 5% in the common carotid artery.
The effects of venous valves and muscle contraction were simulated for a single artery and vein
configuration. It is shown that the presence of valves, by preventing backflow, increases the out-
flow induced by the muscle contraction by 30%. This emptying of the vein during the contraction
phase induced an extra blood volume flow coming from the arterial system (as measured in the
former in vivo study) of 40 and 44 ml for a supine and tilted position, respectively.
5 CONCLUSION
The goal of this study is to better characterize blood fluid shift under orthostatic stress using in
vivo data and 1D wave propagation model. Hydrostatic pressure has been simulated in a 1D wave
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Figure 3: Inlet and outlet blood volume flow during and after muscle contraction.
propagation system of systemic arteries and corresponds to in vivo assessments. A collapsible tube
model low and valves elements have been used for a single vein. Muscle contraction was simulated
by increasing external pressure. Increase in venous outflow (venous return) during contraction and
increased arterial inflow (refilling of the vein) during the relaxation phase have been simulated.
We have shown that the model is able to quantitatively reproduce in vivo arterial BVF response
after muscle contraction. However, the obtained blood volume flow increase is lower than the
one measured in vivo. This discrepancy should come from the fact that our model does not take
into account the full hydrostatic column that is present in the lower legs. An integration of the
venous model to a systemic representation is needed; it will additionally allow simulating the
effect of tilting and LBNP. Furthermore, as in vivo data suggest, vasodilation of the capillary
bed after muscle contraction plays an important role in the large blood volume flow increase.
Thus regulatory mechanism of the capillary bed vascular should be implemented. This future
development should allow to better represent in vivo obtained measurements and provide new
information about the relative importance of the different physiological phenomena in fluid shift
towards the lower body. In the future, the validity of the former model will be further tested
against in vivo data provided during short arm centrifuge and parabolic flight experiments that
will provide an extended range of physiological-responses while human performance is pushed to
the limit during space physiology studies.
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SUMMARY
In this paper we aim at assessing the impact of statistical variability in model parameters in 1D
wave propagation simulations of arterial networks. Utilizing a stochastic collocation method
together with a deterministic wave propagation model, we focus in particular on the impact
of statistical variation in model parameters on forward and backward propagation waves in
the ascending aorta. Results of pressure waves in the ascending aorta are presented with
confidence intervals for the diastolic and systolic pressures for both total pressure and the
forward propagating pressure.
Key Words: Blood flow, 1D modeling, wave propagation, systolic hypertension, stochastic collo-
cation method, sensitivity analysis, stochastic model parameters.
1 INTRODUCTION
The research of arterial wave propagation modeling, initiated by Lambert [1], has evolved to
a rather mature and established state as summarized by van de Vosse and Stergiopulos in [2].
Currently, 1D network models for arterial wave propagation have been argued to provide a means
to diagnose disorders (see e.g. [3–12]) and to predict the outcome of medical interventions, and has
thus the potential of serving as an integral part of a decision making tool for vascular interventions.
Such 1D network models provide valuable physiological insight in patient specific modalities
(morphometric rendering of the arterial network) in addition to serving as physiological boundary
conditions for 3D CFD/FSI models [11, 13–19]. Further, a distributed approach is much less
computational demanding than e.g. a 3D fluid-structure interaction approach, which is yet not
feasible for larger vascular networks.
However, despite their potentials to predict useful clinical parameters, distributed models have so
far mostly been used for research as analytical tools, as they provide realistic results for simulating
a variety of physiological and pathological conditions. However, the distributed models have not
yet been incorporated into clinical practice. This may in part be attributed to the large number
of material parameters which must be mapped onto a complex geometrical representation of the
vascular network, required to construct a patient specific model.
Further, the issue on data uncertainty and how patient specific a distributed 1D model has to be,
has received little attention. One might improve the usefulness of distributed models if one could
prove, by means of a sensitivity analysis, that many parameters could be “off the shelf” average
values, and only a limited number of parameters need to be patient specific. Recently, some focus
has been devoted to sensitivity analyses of the predicted variables with respect to variations in
the model parameters. Most approaches have resorted to conventional sensitivity analysis and
401
Monte Carlo simulations [20–22], whereas others have used the computationally more efficient
high-order stochastic collocation method based on the generalized polynomial chaos expansion
[23, 24]. The former focused mostly on a small synthetic vascular network (with two generations
of bifurcations), while the latter investigated a relatively complete arterial network with potential
physiological and pathological implications.
In this work we present an assessment of statistical variation in material parameters in a distributed
model of pressure and wave propagation in arterial networks, focusing on the impact of the forward
and backward propagating waves.
2 METHODS AND RESULTS
We have previously developed a flexible 1D network model [25, 26], which has the fluid dynam-
ical modalities as may be found in [13, 14] (Womersley number corrections for convective and
frictional terms), a numerical scheme which is second order in time and space (MacCormack),
and flexible non-reflective, Riemann-invariant boundary conditions which are similar to, but more
generic than those found in [6, 7, 27]. The code has a very flexible network setup which sup-
ports a wide range of formats for network representation (CSV, XML) which are compatible with
e.g. archTK which is another network simulators tailored for simulation of simulations of the
hemodynamics in the arm [28].
We demonstrate how a MacCormack-discretization (explicit and second order in time and space)
of the governing equations, combined with a stochastic collocation method, can successfully sim-
ulate the statistical variability in this type of hyperbolic equations.
We have validated our implementation with a simulation of a single bifurcation, which has been
published by others previously [23] with a somewhat different approach. Results from a material
parameter sensitivity analysis of the wave dynamics, in particular reflected waves (i.e. backward
propagating), for a multiple bifurcating network will be presented. Typical results from such
sensitivity analyses are shown in figure 1.
Figure 1: Left: vascular network of the arterial tree consisting of 49 vessels. Right: pressure waves
in the ascending aorta with confidence intervals (solid red lines) for diastolic an systolic pressure;
straight line: total pressure, dashed line: forward propagation pressure.
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The results in figure 1 are calculated with absorbing boundary conditions for all terminating ves-
sels, causing a non-physiological diastolic decay in the ascending aortic pressure. Simulations
with lumped model boundary conditions at the terminating vessels will be presented at the confer-
ence.
3 CONCLUSIONS
In conclusion, we assess the impact of statistical variation in material parameters on wave dy-
namics ,e.g., reflected waves, in arterial systems. Particularly the reflected waves in the ascending
aorta show not negligable changes in timing and amplitude ue to changed network model parame-
ters down the tree. The effect of the parameter changes may be related to certain pathologies e.g.
systolic hypertension.
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SUMMARY 
In this work, aiming at studying the impact of anatomical variations in the circle of Willis on 
the capacity of collateral blood supply, a computational scheme for constructing the patient-
specific one-dimensional geometric models has been developed based on computerized 
tomography images. The lengths and diameters for different structures of circle of Willis (CoW) 
are extracted. Blood flow in the circle of Willis is modeled using one dimensional equations 
derived from axisymmetric Navier-Stokes equations for flow in elastic and compliant vessels.  
Two frequently observed anatomical variations of the CoW (ACA, A1 aplasia and ACA,A1 
hypoplasia) have been simulated. The results are compared with those of the complete and well-
balanced CoW. The simulated results about the role of ACoA in the blood regulation are in 
agreement with the available data. However, the result of our patient-specific models show that 
the ACoA outward hypertrophic remodeling can compensate the blood flow in the contralateral 
side well, which is different from that obtained by the previous average anatomical geometric 
models.  
 
Keywords:  The circle of Willis; Patient-specific modeling; Anatomical variation; Outward 
hypertrophic remodeling; 1D modeling 
 
1  INTRODUCTION 
As the most important collateral pathways in the brain, the circle of Willis plays a critical role in 
adequately perfusing the brain. For the past decades, extensive modeling work of hemodynamics 
in CoW has been conducted. Ferrandez et al [1] carried out 2D simulation of blood flow in CoW 
with integration of a new active boundary condition to study the influence of blood autoregulation. 
They concluded that a missing or dysfunction of right A1 segment of anterior cerebral artery is 
the worst case from the view of outflow balance. Long et al. [2] performed 3D numerical studies 
of blood flow for exploring the relationship between different CoW configurations and stenosis 
severities of CCA. It is revealed that when the stenosis is not greater than 86%, the additional 
pathways are able to raise the ipsilateral MCA pressure considerably without reducing the flow 
perfusion.  
 Recently, Jou et al [3] demonstrated that cross-flow exists at every AcoA through investigation 
of different configurations of CoW with aneurysms. It is shown that after formation of the AcoA 
aneurysm, mean cross-flow appears to decrease by 22% with patent PcoAs and by 37% with 
occluded PCoAs. They further pointed that there exists some interactions between the geometry 
of AcoA and cerebral aneurysms. Xu et el [4] concluded from their numerical work as well  that 
when the aneurysm is formed and grows, WSS and flow velocity gradually decreases, which 
suggests that A1 dysplasia/hypoplasia is potential risk in the formation of AcoA. 
1D modeling is an effective method to study the effects of anatomical variations and occlusions 
on cerebral blood flows. In the work of Liang et al. [5] and Alastruey et al.[6] different 
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topological structures of CoW were employed to investigate the regulation mechanism of cerebral 
blood flow.   
 Currently, 1D modeling for CoW is mostly based on average anatomical data. Aiming at 
confirming the conclusion that a missing or dysfunctional A1 segment of ACA can lead to long-
term blood flow reduction through efferent vessel, 1D numerical modeling using patient-specific 
structures of the CoW was conducted. 
 
2   METHODS  
Numerous papers discuss one-dimensional model for blood flow and pressure. We employed 
equations derived by Olufsen [7]. Predicting blood flow in a compliant vessel requires three 
governing equations, including mass, momentum, and state equations. They  may be respectively 
defined as:  
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Where A is the cross-sectional area, q is the flow rate, P is the pressure, E is Young’s modulus, h 
is the wall thickness,  is kinematic viscosity, and  is the boundary layer thickness. Three types 
of boundary conditions including inflow, outflow and bifurcation condition were established. The 
flow rate of the upper ascending aorta was applied as the inflow condition. At the bifurcations, the 
boundary conditions were represented by the conservation of mass flux and total pressure. The 
outflow condition is determined by Windkessel model, which is given by  
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where the total resistance RT=R1+R2 and the total compliance C of vascular bed are obtained from 
the structured tree model of smaller arteries. Provided that the radii at the roots and terminals in 
smaller arterial trees are known, the geometry of the structured tree can be determined by the 
principal of minimum work. The root impedance is determined  by the method of Olufsen [7]. 
The total resistance Rt for the truncated artery is assumed to be equal to the root impedance Z(0,0) 
of the structured smaller arterial tree and R1  is assumed to be equal to 0.2RT. On the other hand,
                                                                      the total compliance of the smaller arterial tree is given by the sum of the compliances of the 
smaller arterial segments. 
Three sets of patient-specific data have been obtained at the 1
st
 affliated hospital of Anhui 
Medical Univeristy. The 3D geometries of CoW have been reconstructed from high-resolution CT 
images using Simpleware software package as shown in Fig.1. The daimeters of vessel segments 
were measured directly in the 3D models by Simpleware.  
In order to get the lengths of vessels for 1D model, a scheme was developed to acquire the 
skeleton of CoW. The vessel regions in every slice were firstly extracted by threshold 
segmentation method . Subsequently, thinning filter of Simpleware was applied to the images 
interatively to get the barycenters of vessel regions. Since there are different braching directions 
for CoW, some barycenters of vessel regions may not represent those of vessel cross sections, 
especially in the vicinities of braching areas. The barycenters in these regions were re-searched 
manually as shown in the circle of Fig. 2a. After the barycenters of vessel cross sections along the 
flow directions were obtained (Fig. 2b), the adjacent points for every barycenter were identified 
by scanning the 333 cubic region. The skeleton of CoW was thus obtained by connnecting the 
adjacent points (Fig. 2c). The length measurements can be acquired along the centerline of every 
segment. Currently, the thinning process is not totally automatic, it may be improved by using a 
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robust approach for decomposing the biomedical geometries into tips, segments, and junctions, 
such as that proposed by Jiao et al. [8]. TIn the 1D model, 33 arterial segments were taken into 
consideration (Fig. 3), where the data for the arterial network of CoW were from the image 
measurements. 
 
 
 
Fig. 1 3D models of CoW reconstruced from cerebral CT data 
(a. Complete b. A1 aplasia,c. A1 hypoplasia) 
 a b  c 
Fig. 2 a. Barycenters in the vessel regions of one slicing image 
b. Coordinates of the barycenters extracted from the image data 
c. Skeleton of the patient-specific CoW by connecting the adjacent points in Fig.2 b 
 
3  RESULTS 
Fig. 4 shows the blood flow waveforms in different vessels of complete CoW. It is seen that 
the flow rates from the left and right efferent arteries have not significant differences (Fig. 4a) 
and there is almost no flow passing through AcoA(Fig. 4b).  
For comparison, The flow rates in the CoW with A1 aplasia were simulated when the radius 
of AcoA was changed from 0 to 1 mm. Fig. 5a illustrates the variation of the mean flow rate in 
AcoA with the change of its diameter. It is flound 
that when the radius is less than 0.3 mm or larger 
than 0.8 mm, the increasing of flow rate with radius 
is slow, but when the radius of AcoA is larger than 
0.3 mm, the mean flow rate increases considerably.  
Fig. 5b and Fig. 5c give the flow rate of left and 
right ACA when the diameter of AcoA equals to 0.4 
and 0.8 mm respectively. It can be seen that the flow 
rate in R. ACA is slightly lower when the radius of 
AcoA is 0.4 mm. If the radius of AcoA becomes 0.8 
mm, the flow rates in the two sides have become 
almost the same. In the patient-specific model with 
A1 aplasia, the calibre of AcoA has been enlarged 
more than 0.8 mm to adequately compensate the 
reduction of flow in R. ACA. Hence, it is implied 
that even in the structure with A1 aplasia,  the 
collateral capacity can be enhanced through the 
remodeling of AcoA.  
0
20
40
60
80
100
120
10
20
30
40
50
60
70
80
90
0
10
20
30
40
50
60
Fig. 3 1D Model of the Simulated 
Arterial Network 
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4  CONCLUSIONS 
In this work, a computational scheme for constructing the patient-specific geometric models 
has been developed based on CT images and one-dimensional numerical analysis has been 
carried out. The simulated results for the CoW with A1 aplasia show that the ACoA outward 
hypertrophic remodeling can compensate the blood flow in the contralateral side well, which is 
different from that obtained by the previous average anatomical geometric models.  
 
 
 
 
 
Fig. 6 (a) Mean flow rate in AcoA for different AcoA radius. (b) and (c) Flow waveforms in ACA, 
A2 segment while the radii of AcoA are 0.4 mm (b) and 0.8 mm (c) respectively 
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SUMMARY
The respiratory tract is anatomically complex and effects a large number of physiological functions
at a broad range of flow conditions. This study aims to provide high temporal and spatial resolution
data for an extensive geometric domain of a healthy individual, spanning from the face exterior to
the primary lung bifurcations. The adiabatic, incompressible, Newtonian Navier-Stokes equations
are solved using the finite element method. Flow structures and description of the flow field are
used to analyse the respiratory functions.
Key Words: upper respiratory tract, extensive domain, high performance computing, form and
function.
1 INTRODUCTION
Numerical simulations of the human physiological system have permitted many aspects of the
physiological state of an individual to be investigated. These simulations provide a deeper under-
standing of the highly intricate and optimised design that nature has endowed through evolutionary
adaptation. In this work the upper human respiratory tract of a healthy individual is studied, as
shown in Fig. 1. Specifically, different respiratory flow patterns are analysed to observe different
functional aspects of the flow passages.
The upper respiratory tract is responsible for conditioning inspired air, hence prepare it for en-
tering the lungs by adjusting the temperature and humidity, while also filtering the air to remove
suspended particles such as dust. On expiration some of the temperature and humidity is re-
captured by the nasal lining to reduce losses, and evacuation of deposited particles also occurs.
Furthermore the nasal cavity is unique in that it contains the olfactory sensors.
In order to carry out these functions in a short time and for a large volume of air (typical breathing
is approximately 10,000 l/day and 12-15 breaths/min, hence 0.5 l tidal-volume), in a short distance
(in the order of 10cm for humans, and 1cm for smaller creatures such as mice), the anatomy of the
airways, and especially the nasal cavity, is very complex. Furthermore the function of the upper
respiratory tract must maintain it’s efficiency despite the considerable variability of flow pattern:
from a sniff or during exercise to a restful breathing cycle.
Appropriate stimulation and analysis of the computed results must address the mechanisms and
performance of these functions, during different respiratory cycles.
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Figure 1: Sagittal, coronal and axial views of the computational domain. Note that the sinuses
have been removed.
2 METHODS
The current work presents features of how the upper respiratory tract of a healthy individual func-
tions, through use of finely resolved numerical simulations. The finite element computational
method is employed to solve the incompressible, Newtonian Navier-Stokes equations. Simula-
tions of particle transport and deposition and other measures of clinical relevance are presented,
together with a detailed analysis of the fluid mechanics. The resolution is fine enough to account
for the smallest flow features and provide information regarding turbulence intensity and mod-
elling, that will be of interest for more practical numerical simulations on a coarser mesh. The
simulations are performed on fine spatial (350M elements) and temporal (10−6 s) resolutions,
taking advantage of supercomputing facilities. Some preliminary results are shown in Fig. 2.
Figure 2: Simulation of upper respiratory tract of a healthy subject. Sectional cuts with velocity
magnitude, particle traces, Q iso-surfaces.
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3 CONCLUSIONS
Numerical simulations can provide a wealth of information for patient specific studies, which are
not possible from in-vivo or experimental works alone. An anatomically accurate reconstruc-
tion of a healthy subject is used in order to probe and visualise the complex and interacting flow
structures, and bring physiological relevance to the measures found. Results regarding turbulent
flow structures is presented in order to validate future works with a reduced, and more feasible,
mesh resolution. The results presented are unique, in that they include fine spatial and temporal
resolutions, for an extensive computational domain of a healthy subject.
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SUMMARY
An immersed boundary (IB) method for patient-specific modelling of flow in the respiratory air-
ways is presented. No-slip conditions are enforced via momentum forcing and mass conservation
at immersed boundaries is satisfied via a mass source term developed for moving walls. An it-
erative scheme to compute the forcing term implicitly reduces the errors at the boundary and
enhances stability. In addition, the mass source term accurately accounts for airway movement
during breathing, and reduces the spurious force oscillations which typically arise in IB simula-
tions of moving body problems. The method is developed for use in a generalised curvilinear
system, which is particularly useful in bioflow problems involving complex geometries. Flow in
realistic extrathoracic airways is examined with this method.
Key Words: immersed boundary, moving boundaries, curvilinear, respiratory airways.
1 INTRODUCTION
Understanding the flow dynamics in the respiratory system is important in determining the effi-
ciency of aerosolized drug delivery and the toxicity of airborne pollutants. Accurate and efficient
prediction poses a challenge due to the complexity of the flow in the airways and the complexity
of the airway geometries. Due to the bifurcating nature of the lung and the effect of the breathing
cycle on the flow, patterns in the respiratory airways are complex even during quiet breathing. The
flow remains turbulent in the mouth and throat and the larger airways, before extensive branching
increases the total cross-sectional area and therefore reduces the gas velocity through each airway,
causing laminarisation. In most of the tracheobronchial tree, the flow is intermittently turbulent
with eddies forming at the branching points. Accurate solution of the flow field therefore motivates
the use of direct numerical simulations (DNS) in order to resolve all the scales in the flow. Due to
the high grid resolution requirements, it is desirable to adopt an efficient computational strategy.
To this end, an immersed boundary method for curvilinear coordinates is developed, which allows
the use of structured grids to model the complex patient-specific airways. Use of structured grids
greatly simplifies the task of grid generation, particularly for moving airway boundaries and cir-
cumvents the need for remeshing at every time step which leads to more efficient computational
algorithms. Compared to a Cartesian grid, curvilinear grids can further improve efficiency by
minimising the number of grid points outside the fluid domain, can have a more natural alignment
with the streamlines which is desirable for the accuracy of the solution, and can provide a better
wall-normal resolution.
2 NUMERICAL METHOD AND RESULTS
The no-slip condition at the immersed boundary (i.e. the airway walls) is applied via a direct
forcing approach, which consists in adding a momentum forcing term, f , on the boundary and
outside the lung geometry. The forcing ensures that the velocity at the airway walls satisfies the
boundary conditions. A mass source/sink, q, is applied to cells containing the immersed boundary
in order to ensure mass conservation. The equations are discretized on a staggered curvilinear
grid using a finite volume scheme, following the method described in [1]. Time integration is
performed using a second-order fractional step method. The diffusive terms are treated implicitly
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using the Crank-Nicolson scheme and the non-linear convective terms are treated explicitly using
an Adams-Bashforth scheme. The discretized equations are given by
uˆ− un−1
∆t
= − (γN(un−1) + δN(un−2))−∇pn−1 + 1
Re
(
αL(uˆ) + βL(un−1)
)
+ fn (1)
∇2φn = 1
∆t
(∇ · uˆ− qn) (2)
un = uˆ−∆t∇φn (3)
pn = pn−1 + φn (4)
where N(u) are the convective terms, L(u) are the implicit diffusive terms and (α, β, γ, θ) are
weighting coefficients which depend on the numerical scheme adopted. In our case, α = 3/2,
β = −1/2 for the Adams-Bashforth scheme and γ = θ = 1/2 for the Crank-Nicolson scheme.
2.1 Momentum forcing term
The accuracy and stability of direct forcing methods used in conjunction with the fractional step
algorithm depend on the computation of the forcing term. In the semi-implicit fractional step
method, the velocities and forcing terms are coupled through the implicit diffusive terms. Kim et
al. [2] proposed a solution which consisted in provisionally advancing the velocity field explicitly
in order to compute the forcing term and then adding it to the semi-implicit momentum equations.
However, this scheme introduces errors near the immersed boundary as the velocities are advanced
implicitly but the forcing term is calculated explicitly. The error due to the explicit treatment of
the diffusive terms in the calculation of fn can render the scheme unstable in two scenarios: (i) the
low-Reynolds-number flow in the terminal bronchioles; (ii) the turbulent flow in the extrathoracic
airways where near-wall resolution can render the viscous stability constraint more restrictive.
The solution proposed herein consists in splitting the intermediate velocity equation into two steps,
u˜− un−1
∆t
=
1
Re
(
αL(u˜) + βL(un−1)
)−Gpn−1 − γN(un−1)− θN(un−2) + fn−1 (5)
uˆ− u˜
∆t
=
α
Re
(L(uˆ)− L(u˜)) + δfn, (6)
which fully recovers Eq. 1. In the first step, an approximation, u˜, of the intermediate velocity is
determined. This velocity field does not satisfy the exact boundary conditions at the immersed
boundary since the forcing applied is evaluated from the previous time step. In the second step,
the forcing is updated and the no-slip constraint at the immersed boundary is satisfied. The exact
expression for δfn is obtained from Eq. 6 by applying the no-slip constraint at the immersed
boundary (uˆ = unIB at IB points):
δfn =
unIB − u˜
∆t
− α
Re
(L(uˆ)− L(u˜)) . (7)
Since the diffusive term, L(uˆ), in Eq. 7 is unknown, an iterative method is required to solve for
uˆ and δfn implicitly. The first term in the forcing (Eq. 7) drives the velocity at the boundary to
the target value (i.e. it enforces the no-slip boundary constraint) while the second term ensures
that the diffusive term at the boundary and, hence, the velocities uˆ at surrounding non-IB points
are correct. Compared to the explicit forcing method, the implicit approach remains stable up to
approximately 2.5 times larger ∆t. The second-order accuracy of the scheme in both space and
time is demonstrated in fig. 1 using the standard decaying vortex test case [2].
2.2 Mass source term for moving boundaries
Application of IB methods to moving boundary problems can lead to spurious force oscillations
(SFOs) due to the violation of local mass conservation [3,4]. In the present method, an extension
of the mass source term by Kim et al. [2] for use with moving boundaries is proposed in order to
415
10ï2 10ï1 100
10ï8
10ï6
10ï4
10ï2
6 x
Er
ror second order
first order
10ï4 10ï3 10ï2 10ï1
10ï8
10ï6
10ï4
10ï2
6 t
Er
ror
first order
second order
(a) (b) 
Δx Δt 
Figure 1: L2 ( ) and L∞ ( ) norms for the u () and v (◦) velocities versus (a) grid
spacing, and (b) time step for decaying vortex problem at Re = 500.
satisfy mass conservation near the boundary and suppress SFOs. The present mass source term is
designed to enforce local and global mass conservation and is given by
qn =
1
∆V
(
6∑
i=1
βsuˆ · n∆Si + unΓ · nΓ∆Γ
)
, (8)
where ∆V is the cell volume, ∆Si is the area of each cell face, n is the unit normal vector outward
at each cell face and βs is the fraction of the cell face inside the solid. The quantities uΓ, nΓ and
∆Γ are the surface velocity, the surface outward unit normal vector (pointing towards the fluid),
and the area of the boundary within the cell, respectively.
The first term on the right-hand-side of Eq. 8 mimics the cut-cell/virtual cell-merging technique
[3] without requiring construction of new polyhedral cells. It ensures that the continuity equation
is satisfied for the fraction of the cell inside the fluid by excluding the contribution from outside
the lung geometry. Since two neighbouring cells which share a common face have the same value
of the surface flux, but with opposite signs, the global contribution of this term vanishes [2]. The
second term in Eq. 8 is an addition to the original mass source term, and ensures that the continuity
equation is satisfied when the boundary is moving by including the flux at the boundary. Figure 2
demonstrates the ability of the proposed mass source term to suppress spurious force oscillations
in a moving body problem.
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Figure 2: Temporal evolution of drag force on an oscillating cylinder at Remax = 100: , mo-
mentum forcing without a mass source; , momentum forcing with a mass source.
2.3 Flow in the extrathoracic airways
The new IB method has been applied to perform the first set of fully-resolved simulations of the
flow in realistic extrathoracic airways [5]. Through realistic geometric representation of the air-
ways and detailed flow fields, the effect of geometric variation on the mean flow as well as the
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turbulent fluctuations has been studied. Comparison of the main flow features with PIV measure-
ments in the same geometries [6] shows good agreement with our numerical predictions. Figure 3
shows the grid, flow field and deposition pattern in one of these geometries. The velocity profiles
in the mouth are highly skewed towards the inner wall due to the airway curvature. The flow
accelerates at the back of the mouth due to the restriction in cross-sectional area, developing a
pharyngeal jet which impinges onto the posterior wall. Due to the bend in the airway, the flow
shifts towards the outer wall, separating from the inner wall and leading to a recirculation region
(fig. 3b). The maximum kinetic energy occurs in the upper pharynx near the jet (fig. 3c). The
flow field has a large effect on the particle deposition as can be observed in fig. 3d. A deposi-
tion hot-spot is observed at the posterior wall of the upper pharynx where particles deposit via
impaction due to the pharyngeal jet. The method is currently being applied to the intrathoracic
airways, taking into account the airway movement during the breathing cycle.
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Figure 3: Flow in realistic extrathoracic airways. (a) Airway geometry and curvilinear grid (every
eighth grid line in ξ and η is plotted); (b) mean velocity magnitude; (c) mean turbulent kinetic
energy; (d) particle deposition.
3 CONCLUSIONS
An immersed boundary method for patient-specific simulations of flow in the respiratory airways
has been presented. The implicit iterative scheme decreases the errors at the boundary and en-
hances stability. The method can also be applied in generalized curvilinear coordinates for effi-
cient modelling of the complex airway geometries. Finally, the new mass source term improves
local mass conservation at moving geometry walls and suppresses spurious force oscillations. The
method has been applied for detailed simulations of the turbulent flow in realistic extrathoracic
airways.
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SUMMARY 
 
The realistic upper airway models with obstructive sleep apnea were constructed by the CT-
images. Both models before and after surgery were simulated by the CFD techniques with 
unsteady Large Eddy Simulation (LES) and unsteady Reynolds-Average Navier-Stokes (RANS) 
with two-equation turbulent models: k-ε, standard k-ω, and k-ω Shear Stress Transport (SST). 
Among all the approaches, k-ω SST model resulted in the best agreement with the results of 
validated LES results on the axial velocity distributions downstream of the minimum cross-
sectional area, where is characterized by flow separation and large radial velocity gradients across 
the developed shear layers. The largest discrepancies in axial velocity distributions on the anterior 
side was found between the LES and k-ε results. 
 
Key Words:  OSA, RANS, LES, Upper airway. 
 
 
1. INTRODUCTION 
 
Obstructive sleep apnea (OSA) is a common disorder characterized by partial or complete 
narrowing of the pharyngeal airway during sleep [1], resulting in repetitive airflow cessation, 
blood oxygen desaturation and sleep disruption [2]. However, the pathogenesis of this disorder 
has not been fully understood yet, it is necessary to further understand the pathophysilogy with 
OSA for treatment planning. Using experimental techniques to investigate the detailed airflow in 
the upper airway is expensive and difficult. Recently, because of the non-invasive nature, the 
Computational Fluid Dynamics (CFD) technology has been utilized to characterize the flow 
features in the upper airway.  
 
Several researchers have used CFD with different turbulent models, including steady Reynold-
Averaged Navier-Stokes (RANS) model (i.e. k-ε, standard k-ω, and k-ω Shear Stress Transport 
(SST)), one-equation Spalart-Allmaras model and unsteady Large Eddy Simulation (LES) model, 
to analyze the flow characteristics through the airway models [3,4]. Steady RANS (k-ε and k-ω) 
model and unsteady LES prediction of the flow in the upper airway has been compared by 
Mihaescau et al. [3]. They found the expensive LES model could be well captured the flow 
separation regions downstream of the constricted area and the k-ω results were closer to the LES 
results. Then Mylavarapu et al. validate theirs result with experimental data [4]. To test their 
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conclusion, we compare the unsteady RANS (k-ε, standard k-ω, and k-ω Shear Stress Transport 
(SST)) and LES results with a realistic upper airway model of OSA for before and after surgery.  
 
2. METHODS 
 
Two 3D models that are reconstructed from the CT images are built on a severe OSA subject for 
both pre- and post- surgery [5].  
 
Four different CFD turbulent models with Fluent (ANSYS 12) framework were investigated. We 
attempt to study the inspiratory process with tidal volume 700 ml and the breathing frequency 12 
cycles per minute following a sinusoid. The airflow is assumed as incompressible flow due to the 
very low Mach number. Second-order finite-volume schemes was employed for discretization the 
flow governing equations on the computational domain. While the time-integration was 
performed using second-order implicit discretization and the coupling between the pressure and 
the velocity field was implemented through the SIMPLE algorithm. The initial velocity is 1.256 
m/s according to the nostril area. The pressure boundary condition in the outlet is set as zero. No-
slip boundary condition is applied at the surface of the whole airway and the time step is set as 
0.001s. The WALE sub-grid scale (SGS) model is employed in the LES calculations. 
The cell quantity in the computational model is about 3,400,000 for both two models. A refined 
mesh has been employed near the larynx; these numbers are determined by using different 
meshes, from coarse to progressively finer meshes, and the numerical results of velocity are 
mesh-convergent to within a prescribed tolerance (~0.2%). 
 
3. RESULTS 
 
The axial velocity distribution during inspiration along a sagittal-plane through the upper airway 
model in Fig. 1. indicates that all turbulent models can capture a jet-like axial velocity increasing 
from the minimum cross-sectional area because of the sudden narrowed airway near the soft-
palate before surgery. The discrepancies were mainly found in the axial velocity distributions 
downstream of the minimum cross-sectional area. In this regions, before the surgery, LES results 
can capture four vortexes (Fig. 2d), which are considered as a important factor in the airway 
occlusion in the anterior side [6]. Only two vortexes can be found for the k-ω results (Fig. 2b-c) 
and just one for k-ε results (Fig. 2a). Meanwhile, the LES results illustrated a longer increasing 
region along the posterior side of the sagittal plane (Fig. 1d). After the surgery, due to the flow 
improvement, the differences were emerged in the anterior side: all of the four models can 
capture a large vortex downstream of the minimum cross-sectional area as illustrated in Fig. 2e-h. 
The k-ω SST seems more closer to the LES result at the anterior side downstream the minimum 
cross-sectional area(Fig. 1g-h). 
 
Figure 3 shows the axial velocity contour at two cross-sectional planes. The maximum axial 
velocity can be seen by all the four turbulent models at the minimum cross-sectional area (near 
the retropalatal pharynx). For the downstream plane, the reversed flow can be identified and the 
flow patterns obtained by the RANS models are different from that by LES simulation (Fig. 3a-d). 
However, for the results after surgery, though the k-ε results are clearly different from those by k-
ω and  LES simulations (Fig. 3e-h),  the pattern by k-ω is similar to that of LES simulation. 
 
419
 
              (a)              (b)                   (c)                   (d)              (e)               (f)                (g)                  (h) 
Fig. 1. Axial velocity distribution (m/s) in the sagittal plane: (a) RANS (k-ε) solution before treatment; (b) 
RANS (standard k-ω) solution before treatment; (c) RANS (k-ω SST) solution before treatment; (d) LES 
solution before treatment; (e) RANS (k-ε) solution after treatment; (f) RANS (standard k-ω) solution after 
treatment; (g) RANS (k-ω SST) solution after treatment; (h) LES solution after treatment. 
 
 
         (a)              (b)                   (c)                   (d)              (e)               (f)                (g)                     (h) 
Fig. 2. Axial velocity streamlines distribution (m/s) in the sagittal: (a) RANS (k-ε) solution before treatment; 
(b) RANS (standard k-ω) solution before treatment; (c) RANS (k-ω SST) solution before treatment; (d) 
LES solution before treatment; (e) RANS (k-ε) solution after treatment; (f) RANS (standard k-ω) solution 
after treatment; (g) RANS (k-ω SST) solution after treatment; (h) LES solution after treatment. 
   
                                                         (a)                           (b)                    (c)                      (d) 
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                                                     (e)                               (f)                    (g)                      (h) 
Fig. 3. Axial velocity distribution (m/s) of the minimum cross-sectional plane (higher) and its downstream 
cross-sectional plane (below): (a) RANS (k-ε) solution before treatment; (b) RANS (standard k-ω) 
solution before treatment; (c) RANS (k-ω SST) solution before treatment; (d) LES solution before 
treatment; (e) RANS (k-ε) solution after treatment; (f) RANS (standard k-ω) solution after treatment; (g) 
RANS (k-ω SST) solution after treatment; (h) LES solution after treatment. 
4. CONCLUSIONS 
 
In the past years, many researchers have used the CFD to understand the airflow features 
in the upper airway with OSA. However due to the complexity of the geometry model, 
the prediction accuracy is a challenge for this technique. Although LES has been 
validated for the airflow prediction, other turbulent models may contribute to the airway 
flow behavior. According to our study before, the region downstream the minimum cross-
sectional area is a key region, due to the seperation flows there may stimulate the 
mechanoreceptors and then affect the surgical outcome of OSA [6]. For the comparion of 
different CFD models, it is believed that unsteady k-ω SST results were closer to LES in the 
axial velocity distribution downstream the minimum cross-sectional area. 
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SUMMARY
The recovery of three-dimensional (3D) object information from biplane CT angiographic images
is still a challenge in application of modelling coronary vessel trees. The proposed method of 3D
reconstruction is obtained from the two-dimensional (2D) corresponding feature points by using
triangulation projection based on the rotated mechanical angles of the CT angiographic machine.
Those 2D feature points are on the centrelines of vessels. This research also includes how to
extract the interested coronary vessels from CT angiographic images and how to represent those
vessels as a group of connected 2D points that are on centrelines of them. One of the contributions
in the paper is that we developed automatic searching algorithm to obtain the 2D corresponding
points from a pair of biplane skeleton images under the two constraints of epipolar lines and
corresponding bifurcations. We apply the Lucas-Kanade optical flow algorithm to register the
corresponding bifurcations from an image sequence for the application of the proposed searching
algorithm. The 3D reconstruction applies the readings of rotated mechanical angles and isocentre
of the CT angiographic machine (Siemens Axiom) to establish the biplane image relationships of
rotation and translation, and then projects the 2D centrelines of coronary vessels onto 3D world
coordinates. Another contribution of the paper is that we apply the back projection algorithm to
project the 3D points onto 2D image planes for evaluating the accuracy of the 3D reconstruction.
The proposed method has been tested on patient data.
Key Words: 3D reconstruction, biplane angiographic image, coronary vessel.
1 INTRODUCTION
Coronary vessel disease is one of the main causes of death in the world. The technique of coronary
angiography is the conventional method to diagnose coronary disease. The research on 3D mod-
elling of coronary vessels from CT biplane angiographic images has been carried out for many
years, e.g. [5, 6, 4]. Many researchers have developed different methods to establish accurate
3D model of coronary vessels from biplane CT angiographic images, e.g. [3, 11]. However, the
recovery of 3D object information from biplane CT angiographic images is still a challenge in
application to 3D modelling coronary vessels. The main task of 3D reconstruction from biplane
angiographic images is to produce a 3Dmodel of coronary vessels with accurate geometrical infor-
mation. The centrelines of coronary vessels used to reconstruct 3D model are helpful in accurate
estimation of geometrical information of the coronary vessels since they can reduce the error of 3D
reconstruction which may be caused by, for instance, the deformation of coronary vessels along
the cardiac cycle [11]. Skeleton image algorithms can be used to extract the centrelines of vessels
[1]. A medial axis extraction algorithm [10] has also shown to be useful to produce centrelines
of coronary vessels from the vessel segmentation results since it is effective to identify clearly the
medial axis of vessels without complex pruning processes.
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Figure 1: The procedure of the proposed 3D reconstruction.
In this paper, we present a method of 3D reconstruction based on triangulation projection, com-
bined with output from the mechanical rotations and imaging information of the CT machine.
One of the contributions in the paper is the development of an automatic searching algorithm that
can find the corresponding points from a pair of biplane skeleton images based on the constraints
of epipolar lines and two neighbour bifurcations. Anther contribution is that we use the Lucas-
Kanade optical flow algorithm to search the corresponding bifurcations from an image sequence
for the application of the proposed searching algorithm. Moreover, a new procedure of morpho-
logical operations was designed for the application. We developed the back projection algorithm
from 3D to 2D for evaluating the accuracy of the proposed 3D reconstruction.
2 IMAGING INFORMATION
A Siemens Axiom CT biplane angiographic machine was used to capture the patient data. The
gantry motions are characterised by the angle values of CRA/CAU (Cranial/Caudal) and LAO/RAO
(Left/Right Anterior Oblique). Each pair of biplane images has the fixed cardiac phase in a pair
of angiographic sequences. The corresponding image distance (SD) between the x-ray source and
the image intensifier, patient distance (SP) between the X-ray and the patient position, field of
view (FOV) and two gantry orientations were automatically recorded and stored with each image
file. All of the captured sequences have the imaging resolution of 512512 pixels with the pixel
size of 0.27799 mm.
3 CENTRELINE EXTRACTION
The whole procedure of 3D reconstruction is illustrated in Figure 1. A number of low level
image processing algorithms are involved, including anisotropic diffusion, improved local adap-
tive thresholding algorithm, morphological process, and medial axis extraction. First we apply
anisotropic diffusion to remove image noise. This selected approach [9] is a modification of
the linear diffusion. We apply four neighbour directions (up, down, left and right) to calculate
the anisotropic diffusion of angiographic images. Next, we segment the images based on local
adaptive thresholding. This algorithm produces good segmentation for images with uneven il-
lumination distribution. The thresholding algorithm in [2] uses the local mean and the standard
deviation of each pixel to compute local threshold. We add local curvature measurement as an-
other constraint to compute the local threshold. Noise in images is assumed to correspond to high
curvature. We also remove redundant boundaries at the beginning of calculation as prior knowl-
edge. The, morphological operations are carried out to connect the segments. We apply the dilate
operation five times with the 33 window first and then use erosion operation three times with
the same window size. Finally, we apply close operation two times with the same window size.
This morphology procedure not only connects some broken segment areas but also removes small
segment areas. The centrelines of vessels are then obtained by using the medial axis extraction
algorithm detailed in [10]. In the stage, we not only remove redundant pixels from the segment
result but also produce a clean and complete vascular tree for 3D reconstruction. The Figure 2(b)
shows an example of the skeletons of vessels resulted from the medial axis extraction.
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Figure 2: (a) the original image; (b) the skeleton result; (c) and (d) a pair of segmentation results
that are labelled the corresponding epipolar lines and bifurcations.
Figure 3: (a) the biplane coordinate; (b) the 3D reconstruction on a view angle.
4 3D RECONSTRUCTION
Here, present an algorithm for searching corresponding points from a pair of biplane skeleton
images. We use epipolar lines and two-neighbour bifurcations as the searching constraints. We
selected bifurcations manually on the first pair of biplane images. We then applied the Lucas-
Kanade optical flow algorithm [8] to determine those bifurcations on their neighbour frames from
the biplane sequences. After obtaining those bifurcations from a pair of biplane images, we use
the eight-point algorithm [7] to calculate the fundamental matrix of the pair of images. The fun-
damental matrix is applied to produce epipolar lines on the pair of images. Under the above two
constraints, the proposed searching algorithm can find the corresponding points robustly from a
pair of biplane skeleton images. Figures 2(c) and 2(d) shows a pair of segmentation results that
are labelled with the corresponding epipolar lines and bifurcations.
For reconstructing the centrelines in 3D, we utilise the triangulation projection algorithm, which is
based on the output from the CT angiographic machine. First, we define the 3D coordinate in world
space to be P = [X;Y; Z; 1] and its corresponding image coordinates to be p1;2 = [u1;2; v1;2; 1],
which denotes CRA/CAU view and RAO/LAO view respectively. Second, we use the cone camera
model and define the camera matrix, A1 and A2, relating to the biplane images respectively as,
A =
24SD 0 Cx0 SD Cy
0 0 1
35 where SD is the distance from X-ray source to image intensifier,
and (Cx, Cy) denote the principal point of the camera, which can be computed through either
camera calibration or the imaging centre point as the estimated value. We obtain the image scalars,
defined as S1 and S2, the ratio between SP and SD from the corresponding image files. From
the perspective projection and the linear transformation from 3D world coordinate system to 3D
camera coordinate system. They can be formulated as follows:
S1  [u1; v1; 1]T = A1  [R1jT1] [X;Y; Z; 1]T
S2  [u2; v2; 1]T = A2  [R2jT2] [X;Y; Z; 1]T
(1)
where the matrices [RjT ] are established by the rotation matrix and translation vector of CRA/CAU
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view and RAO/LAO view respectively. That is, we use the readings of the gantry rotations of the
CT machine to compute [RjT ]2, which is corresponding to [RjT ]1 as the original orientation and
the original point of the world coordinate. We define (1, 1) and (2, 2) to denote the readings
of LAO/RAO, and CRAN/CAUD gantrys rotations respectively. The solutions of rotation matrix
R2 and translation T2 vector in the equation (2) can be derived by
R2 = Rx(2)Ry(2)Ry(1)Rx(1)
T2 = R2  [0; 0; Iso]T + [0; 0; Iso]T
(2)
where Iso denotes the isocentre distance of the gantry system obtained from the CT machines
specification, andRx andRy in a right-hand coordinate shown on the Figure 3(a) can be described
below:
Rx() =
241 0 00 cos  sin
0 sin cos
35 Ry() =
24cos 0  sin0 1 0
sin 0 cos
35 (3)
Linear triangulation method is used:
(ai1   ui  ai3)T Ri
(ai2   vi  ai3)T Ri

 P T =

(ui  ai3   ai1)T  Ti
(vi  ai3   ai2)T  Ti

(4)
where the aij is the j
th row of the camera matrix Ai. An example result is shown in Figure 3. We
applied the back projection algorithm from 3D to 2D to test the accuracy of the 3D reconstruction.
We obtained the average error of 4.169 pixels for the example shown here.
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SUMMARY 
 
The purpose of the present paper is development of a Non-singular Method of Fundamental 
Solutions (NMFS) for Stokes flow problems, widely applicable in biomedical engineering. The 
NMFS is based on the classical Method of Fundamental Solutions (MFS) with regularization of 
the singularities. The Stokes problem is decomposed into three coupled Laplace problems. The 
solution is structured by collocating the pressure and the velocity field boundary conditions by the 
Laplace fundamental solution. The regularization is achieved by replacement of the concentrated 
point sources by distributed sources over the disks around the singularity of fundamental solution. 
The NMFS solution is compared to MFS solution and analytical solution (a.s.) in case of simple 
2D duct flow. The described developments represent a first use of NMFS for Stokes problems. 
The method requires the discretization on the boundary only and is easily applicable in 3D, thus 
representing an ideal candidate for solving complex biomedical engineering free and moving 
boundary flow problems in the future. 
 
Key Words: non-singular method of fundamental solutions, Stokes decomposition, blood flow. 
 
 
1. INTRODUCTION 
 
The modeling of vascular systems with its contained blood represents a complex multiscale and 
multiphysics fluid-structure interaction problem. The blood rheology is depending on the scale 
considered. For example, the particulate flow has to be considered when taking into account the 
interactions of the blood cells on the micro level, and the non-Newtonian turbulent flow has to be 
considered on the macro level. For an exhaustive treatment of these topics as well as biomedical 
motivations we refer to [1,2,3] and the references therein. Due to the complexity of the spectra of 
the problems appearing in vascular systems, there is a substantial  need to apply novel numerical 
methods to related problems. For this purpose, the method of fundamental solutions (MFS) [4] 
appears to be an ideal candidate, since it is a meshless boundary collocation technique, 
particularly suitable for tracking moving and free boundary problems. The method has similar 
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coding complexity in 2 or 3D. The main drawback of the method represents the fact that it is 
straightforwardly suitable only for problems with known fundamental solution, and that when 
using singular fundamental solution, there is a need to include an artificial boundary, positioned 
outside the physical boundary in order to make the collocation possible. The optimal location of 
the artificial boundary is a delicate issue. In general, it can be observed that if the artificial 
boundary is too close to the physical one, then the accuracy of the problem is poor. On the other 
hand, if the artificial boundary is too far then the problem becomes ill-posed. Recent advances of 
the method for fluid [5], porous media flow with moving boundaries [6] and for solid mechanics 
[7], which involve regularization of the singularities, permit to omit the artificial boundary. We 
shall refer to the latter as the non-singular method of fundamental solutions (NMFS) and 
demonstrate its use for a class of vascular systems that reduce to a simple Stokes flow. One of the 
simplest related examples is that of a straight, uniform rigid duct with a steady rate of a laminar 
liquid flowing through it. In order to demonstrate the NMFS for such problems, we use the 
regularized Laplace fundamental solution, as suggested by Liu [8], combined with the 
decomposition of the 2D Stokes problem into three Laplacian problems [9]. First, we intend to 
describe briefly the underlying mathematical formulation of our method in a quite general 
framework. Second, we will show the applicability of our novel technique by considering the 
flow in a duct. 
 
2. GOVERNING EQUATIONS 
Let Ω  be a connected two-dimensional domain with boundary Γ . We consider Cartesian 
coordinate system with base vectors 
xi and yi  and coordinates x  and y .The velocity field 
x yu v= +q i i  is solution of the following Stokes equation (1.a) and satisfies the 
incompressibility condition (1.b) 
 
( , ) ( , ) in x y P x yµ∆ = ∇ Ωq ,  0∇ ⋅ =q  in Ω ,                          (1.a, 1.b) 
 
with µ  representing the viscosity and P  the pressure.
 
Moreover, arguing as in [9] one can 
prove that (1.a) and (1.b) are equivalent to
 
 
( , ) 0f x y∆ = ( , ) 0g x y∆ = ,
 
( , ) 0P x y∆ =  in Ω , 0x yu v∂ + ∂ =  in ∂Ω        (2.a, 2.b, 2.c, 2.d) 
 
provided the components u  and v  of the velocity vector q  satisfy  
( , ) ( , ) ( , )
2
x
u x y f x y P x yµ = + , ( , ) ( , ) ( , )
2
y
v x y g x y P x yµ = +  in Ω .                      (3.a, 3.b) 
In this paper, for simplicity, we assume that the two components ( , )u v  of the velocity field 
satisfy the Dirichlet conditions on the boundary ∂Ω  
 
u u=  in ∂Ω ,  v v=  in ∂Ω
                                                                                     (4.a, 4.b) 
 
where u and v  are two given sufficiently smooth functions. Extension to other types of 
boundary conditions is straightforward. 
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2. SOLUTION PROCEDURE AND NUMERICAL EXAMPLE 
The underlying idea of both the methods employed in the present paper, namely the MFS and 
NMFS, consists in representing the three harmonic functions f , g , and P , appearing in (2.a-c) 
as a linear combination of N global approximating functions with unknown coefficients, 
determined through collocation with the boundary conditions. We take the form φ  of the 
approximation functions for MFS (fundamental solution of Laplace equation (5.a)) and φɶ  for 
NMFS (desingularized fundamental solution (5.b)) 
11( , ) log(| | )
2
φ
pi
−
= −p s p s , 
( )
2
( , );
1 1 1 1( , ) ( , ) log ;
2 4A R
dA
R R
φ
φ φ
pi pi pi
≠

=  
= +   
∫
s,
p s p s
p s p s  p = s
ɶ
 
                                                                                                                                 (5.a, 5.b) 
 
where p  denote points on the physical boundary, and s  denote the source points lying on the 
artificial boundary in case of MFS and on the physical boundary in case of NMFS. ( ),A Rs  
represents a circular disk with radius R  centered at s . We consider N  source points js , 
1,...,j N=  and N  collocation points ip
 
, 1,...,i N= and we discretize the problem by 
representing f , g , and P  as 
1
( ) ( , )
N
j
j
i i jf a φ
=
=∑p p s ,
1
( )) ( ,
N
j
j
i i jg b φ
=
= ∑p p s ,
1
( ) ( , )
N
j
j
i i jP c φ
=
= ∑p p s             (6.a, 6.b, 6.c) 
where φ  has to be replaced with ɶφ  when dealing with the NMFS method. We then plug the 
above choices into (3.a-b), (2.d) and (4.a, 4.b). Respectively, we reformulate our boundary value 
problem (1.a, 1.b, 4.a-b) to the solution of a linear system of 3N algebraic equations =Ax b  
where the 3 3N N×  full matrix A  has to be meant as a discretization of the inherent partial 
differential equation, the 3 1N ×  vector x collects the unknown coefficients , ,j j ja b c in (6.a-c) 
and the 3 1N ×  vector b  contains the given information of the Dirichlet boundary condition (6.a, 
6.b). We solve the Stokes problem (1.a) and (1.b) in a rectangular domain 
0 0 0 0( , ) ( , );x x y yΩ = − × −  0 02, 0.5x y= = , for laminar flow between two plates. The following 
a.s. [9] is considered 2 20
1( , ) ( ) ; 1, 6
2 x x
u x y y y P Pµ
µ
= − ∂ = ∂ = , ( , ) 0v x y = , 
                  
 
Fig.1a. The profile of u at x=0 along y axis.          Fig.1b. Error as a function of the discretization. 
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where the Dirichlet boundary conditions in (4.a) and (4.b) are derived directly from the a.s. We 
solve the problem with MFS and NMFS. We use 1200 equidistant boundary nodes picking the 
source points at a distance 0.0417 from the physical boundary in MFS method. On the other hand 
the numerical solution computed with the NMFS has been obtained with the same number of 
boundary nodes and by choosing R  in (6.b) equal to 0.0033. In Fig. 1.a the first component of 
velocity field along 0x =  is presented (+:MFS, o:MMFS, -:a.s.). Moreover, in Fig. 1.b we show 
the error computed as the Euclidean norm of the difference between the a.s. and the MMFS 
solution, measured along the profile 0x =  in 11 equidistant points on the interval [ ]0 0,y y− . 
 
3. CONCLUSIONS 
The Laplace decomposition technique combined with NMFS is for the first time applied for 
solving a simple Stokes problem where both components of fluid velocity are specified on the 
boundary of the solution domain. The accuracy and efficiency of the new method is validated by 
considering a simple test example arising in steady flow problems. Moreover, we show that the 
NMFS solution converges to the a.s. with the increasing number of the nodes. The future 
extensions of the presented work will be focused on flow in axisymmetry and 3D, as well as free 
and moving boundary problems. The developed method, with its boundary only character of 
discretization, can potentially be used in effective simulation of a broad spectrum of involved 
biomedical problems. Indeed, even though we are aware that for a general computational 
haemodynamics problems the non-linear convective term of the Navier Stokes equation cannot be 
dropped out, we believe that the adopted linear model could find application in the study of small 
scale problems, such as the blood flow in capillars. 
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SUMMARY
The effects of systemic vascular resistance and progressive stiffening/arteriosclerosis in
the vascular tree on arterial blood pressure is explored in a 0D cardiovascular simulation
model. Pulse pressure is both sensitive and specific for increases in stiffness and mean
arterial pressure both sensitive and specific for changes in vascular resistance.
Key Words: 0D vascular model, arterial hypertension, arteriosclerosis.
1 INTRODUCTION
Arterial hypertension is a major cause of cardiovascular disease in western society [1].
Primary hypertension in middle-aged people is characterized by increase in both systolic
(SAP) and diastolic (DAP) arterial blood pressure with discrete symptoms [1, 2]. In more
advanced age, isolated systolic hypertension is a more common disease manifestation [3-
6]. Increased SAP and pulse pressure (PP=SAP-DAP) are more strongly associated with
morbidity than DAP [5]. In epidemiological cardiovascular research, blood pressures
(SAP, DAP, PP) are often studied as risk factors for cardiovascular events (eg. stroke and
myocardial infarction), assumed to be statistically independent of the studied outcome [7].
This is problematic since SAP and PP are both associated with arteriosclerosis, closely
related to the studied outcome. Furthermore DAP often decreases in arteriosclerosis,
although in an earlier stage being a pathogenic factor [8]. A different approach could be
to consider the first stage of hypertensive disease as an increase in systemic vascular
resistance characterized by an increase in mean arterial pressure (MAP), then in a later
stage developing to systolic hypertension and increase in PP as a sign of increase in
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vascular stiffness and progressive arteriosclerosis [9]. This approach may better separate
cause and effect, questioning the current assumptions of statistical independence between
the risk factor and outcome. The aim of this study was to investigate if a 0D vascular
simulation model can be used to predict which blood pressure measurement is best
capable of showing the underlying vascular pathology in hypertension.
2 MAIN BODY
We have developed a closed-loop real-time multi-purpose 0D lumped parameter cardio-
vascular model with cardiac function determined by separate time-varying elastance
functions representing all four chambers, septal interactions, pericardium and 27 vascular
segments [10]. Vascular resistance R (eq.1), blood inertia I (eq.2), vascular elastance E
(eq.3), wall resistance Ω (eq.4) and pressure p (eq.5) are based on physical dimensions of
the vessels and non-linear physical relations as described below. Eq.1-3 are based on
Poiseuille flow in a single tube with radius r, length l and thickness h scaled to n tubes in
parallel. Eq.4 characterizes the viscoelastic tube properties and eq.5 the non-linear
pressure-radius relation of each vessel due to progressive wall stiffening with vessel
expansion [11].
  =   ∙   ∙  
  ∙     ∙  
Equation 1.
  =   ∙  
  ∙     ∙  
Equation 2.
E =         ∙  
  ∙   ∙     ∙   ∙  
Equation 3.
Ω =   ∙ √   ∙   Equation 4.
  (  ) =     ∙     ∙   ∙                 Equation 5.
P0 Normal mean vascular pressure r0 Vessel radius at normal mean pressure
η Blood viscosity Yinc Young’s modulus
λ Vascular wall resistance scaling factor φ Vascular wall stiffness constant
Increased vascular stiffness is simulated by a stepwise (+1000 mmHg) increase of tissue
Youngs modulus (Yinc) from 2000 to 8000 mmHg in all vascular segments, whereas
stepwise decrease in radius (r0) of systemic arterioli by 2.5% is used to simulate an
increase in systemic vascular resistance by approximatively 10% for each step up to a 50%
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increase (figure 1). Pressure curves are simulated in normal physiology (Fig 2a), with a
stiffness increase from 3000 to 6000 mmHg (Fig 2b), with a decrease in systemic arterioli
radius by 15% (Fig 2c) and with both changes concomitantly (Fig 2d). Heart rate and
cardiac input parameters were unchanged. Autonomic reflexes and adaptive remodeling
are not taken into account.
Data shows a clear relation between stiffness and pulse pressure, as well as between
systemic vascular resistance and mean arterial pressure (Figure 1). Pressure curve shapes
(Figure 2) are similar to those measured in normal and hypertensive patients [12].
Figure 1. Arterial systolic, diastolic, mean and pulse pressure during stepwise increase in vascular stiffness
with unchanged baseline vascular resistance (left) and stepwise increase in systemic vascular resistance
with unchanged baseline stiffness (right).
Figure 2 abcd. Blood pressure in ascending
aorta (black) and a peripheral artery (gray) in
a/ normal (Yinc=3000 mmHg), b/ increased
(Yinc=6000 mmHg) vascular stiffness, c/
increased vascular resistance (systemic
arterioli radius -15%) and d/ both increased
stiffness and resistance.
3 CONCLUSIONS
We conclude that the hemodynamic physiological effects of arterial hypertension and
progressive stiffening/arteriosclerosis of the vascular tree can be adequately described in
a 0D cardiovascular simulation model. We also conclude that systolic pressure is
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sensitive both for increases in resistance and stiffness, but cannot differentiate the two.
Diastolic pressure increases with increased resistance, but decreases with increased
stiffness and is therefore difficult to interpret in the individual patient. Pulse pressure is
both sensitive and specific for increases in stiffness and mean arterial pressure both
sensitive and specific for changes in vascular resistance. Based on this simulation study
we propose that measuring/registering mean arterial pressure (as a surrogate marker for
vascular resistance) and pulse pressure (as a surrogate marker for vascular stiffness) is
more adequate than only measuring systolic and diastolic pressure.
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SUMMARY 
  
It is important to begin left ventricular assist device (LVAD) treatment at appropriate time for 
heart failure patients who expect cardiac recovery after the therapy. In order to predict the optimal 
timing of LVAD implantation, we predicted pumping efficacy of LVAD according to the severity 
of heart failure theoretically. We used LVAD-implanted cardiovascular system model which 
consist of 8 Windkessel compartments for the simulation study. The time-varying compliance 
theory was used to simulate ventricular pumping function in the model. The ventricular systolic 
dysfunction was implemented by increasing the end-systolic ventricular compliance. Using the 
mathematical model, we predicted cardiac responses such as left ventricular peak pressure, 
cardiac output, ejection fraction, and stroke work according to the severity of ventricular systolic 
dysfunction under the treatments of continuous and pulsatile LVAD. Left ventricular peak 
pressure, which indicates the ventricular loading condition, decreased maximally at the 1st level 
heart-failure under pulsatile LVAD therapy and 2nd level heart-failure under continuous LVAD 
therapy. We conclude that optimal timing for pulsatile LVAD treatment is 1st level heart-failure 
and for continuous LVAD treatment is 2nd level heart-failure when considering LVAD treatment 
as "bridge to recovery". 
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1. INTRODUCTION 
Left ventricular assist device (LVAD) is a mechanical circulatory device that is used 
to partially or completely replace the function of a failing heart. It is very important to 
determine appropriate timing of LVAD therapy for a specific patient. Particularly, for the 
patient who expects cardiac recovery after several years of LVAD therapy, it should be 
determined with consideration of LVAD efficacy for ventricular unloading. However, it 
has been determined by the empirical no-how of clinical doctor without any clear 
standard criteria. Animal experiments or clinical studies could provide appropriate 
criteria for determining the timing of LVAD therapy. However, it will not be easy due to 
the high economical and time cost. We previously compared the function of continuous 
and pulsatile LVADs and predicted hemodynamic responses according to the cannulation 
types of LVAD by using mathematical model of human cardiovascular system. Therefore, 
as an alternative way to experimental study, we predict cardiovascular response according 
to the severity of heart failure and determine the optimal timing for LVAD therapy in 
terms of ventricular unloading by using numerical method. 
 
2. MAIN BODY 
We modified previously developed lumped model of the cardiovascular system and integrated 
it with LVAD function [1, 2]. The model was formulated with regard to an electric analog model, 
consisting of elements such as resistors, capacitors, and diodes. By mapping hemodynamic 
parameters into the electric elements, flow resistance to the electric resistors, vessel compliance 
to the capacitors, and the function of cardiac valves to the diodes, this model calculates the blood 
pressure and flow rate for each component of the body. Fig. 1 shows a schematic diagram of the 
cardiovascular system model. The LVAD function was modeled as a flow generator with a mean 
flow rate of 75 mL/s, which is enough pumping flow for 100% assistance. In order to apply a 
generalized waveform of continuous and pulsatile LVADs to the model, we used a constant flow 
rate for continuous LVAD and a harmonic profile of flow rate for pulsatile LVAD. 
We modeled voluntary pumping of ventricle by applying time-varying compliance of 
ventricle. In order to model various contractile heart-failures, we varied end-systolic compliance 
with five levels. Fig. 2 shows the time-varying compliance of normal and failed ventricle with 
five different severities. 
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Fig. 1 Schematic of the LVAD-implanted cardiovascular system model consisting of eight 
compartments. R, flow resistance; C, vascular compliance. See Lim et al. [1] for detailed 
parameter information. 
 
Fig. 2 Time-varying compliances of left (a) and right ventricles according to the severity of 
systolic dysfunction. 
 
3. CONCLUSIONS 
 
Fig. 3 shows the pressure-volume diagram of left ventricle according to the severity of heart-failure. 
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Fig. 3(a) is the result under heart-failure without LVAD therapy, Fig. 3(b) is the results under heart-
failure with continuous LVAD therapy, and Fig. 3(c) is the result under pulsatile LVAD therapy. The 
internal area, which means the stroke work, of the pressure-volume loop decreased according to the 
severity of heart-failure under all the conditions. It shifted right under the condition of no LVAD therapy 
and shifted left under the condition of pulsatile LVAD therapy. The stroke work was decreased most 
significantly at the severity 2 in the case of continuous LVAD therapy and at the severity 1 in the case of 
pulsatile LVAD therapy. These results will be useful when considering the timing of pulsatile and 
continuous LVAD implantations clinically. 
 
 
 
Fig. 3 Pressure-volume loops under normal and various heart-failure conditions from severity 1 
(HF 1) to severity 5 (HF 5). (a) No LVAD treatment; (b) CLVAD treatment; (c) PLVAD treatment. 
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SUMMARY 
 
Intracranial aneurysm is the dilatation of the cerebral artery which constitutes life-threatening 
pathological condition. Upon aneurysm rupture, dangerous subarachnoid hemorrhage associated 
with high mortality can be resulted. Endovascular stenting, a minimally invasive surgery, can 
treat the aneurysm and reduce the rupture risk. Aneurysms are commonly located near the arterial 
bifurcation. The diameter of the side branch vessel is believed to play a crucial role in the 
treatment efficacy. Computational fluid dynamics (CFD) analysis is performed and several 
hemodynamic factors are determined. The reduction in volume flow rate into the aneurysm 
subsequent to treatment is highly related to the side branch diameter. The flow alternation in the 
side branch vessel due to stenting is also important. This quantitative study can definitely assist 
clinicians in therapeutic discussion making and treatment planning. 
 
Key Words:  intracranial aneurysm, endovascular stent, side branch, computational fluid 
dynamics. 
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 1. INTRODUCTION 
 
Intracranial aneurysm, a local dilatation of the cerebral artery, is a serious brain disorder. The 
incidence rate of intracranial aneurysm is about 5% in the population. Aneurysms are commonly 
located near the bifurcation point of the blood vessels [1]. The weakened aneurysm wall may 
rupture, leading to massive internal bleeding inside the subarachnoid space. Severe hemorrhage 
stroke associated with high mortality and morbidity rate can be caused.  
A minimally traumatic surgical procedure is endovascular stenting, where a flow diverting is 
deployed to cover the aneurysm neck, thereby reducing the blood flow into the aneurysm. The 
stent might, however, cover the side branch vessel nearby as well, possibly leading to insufficient 
blood supply to the downstream tissues and organs, thus causing tissue ischemia. In addition, 
surgeons might deploy a second stent at the same location to reduce the effective porosity as well. 
This might drastically alter the flow in the side branch and eventually becomes occluded [2]. 
Computational fluid dynamics (CFD) is an increasingly sophisticated tool to determine the 
hemodynamics in medical engineering [3].  In this study, the effect of various side branch 
diameters has been tested by computational simulations. The single stent and double stent 
placement are also compared with the pre-operation situation. Several hemodynamic parameters 
including the intra-aneurysmal pressure and the volume flow rates are determined.  
 
2. METHODOLOGY 
 
An idealized Y-shaped model is employed throughout the study, with the aneurysm located near 
the bifurcation point of the artery (Fig. 1). The diameters of the parent artery and distal parent 
vessel are 4 mm and 3 mm respectively. The critical dimensions of the aneurysm are the height, 
dome and the neck size, which would take on values of 15 mm, 15 mm and 5 mm respectively. 
The aspect ratio, which is defined as the aneurysm height-to-neck ratio, is 3.0. In this study, the 
side branch diameter (denoted as “d”) would vary from 1.0 mm to 3.0 mm.  
Considering the post-stenting condition, the metallic stent is a mesh device which covers both the 
aneurysm and the side branch (Fig. 1), with porosity roughly equals 66%. The double stent 
placement, however, would have a porosity about 35%. 
Computational fluid dynamics analysis is performed by the software Fluent 6.3.26 (ANSYS, 
Canonsburg, Pennsylvania, USA).  Tetrahedral elements are utilized in the mesh. Pulsatile 
velocity profile and time-dependent pressure waveform (122/82 mmHg) are prescribed at the inlet 
and outlets respectively. Non-slip boundary conditions are applied to all the walls. Newtonian 
blood is assumed, with density and viscosity being 1060 kg m
-3
 and 0.0035 kg m
-1
 s
-1
. 
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 Fig. 1 Numerical model utilized in the CFD study. (Left) The diameter of the side branch 
diameter (denoted as “d”) would vary from 1.0 mm to 3.0 mm. (Right) The post-stenting 
condition of the intracranial aneurysm. 
 
3. RESULTS AND DISCUSSIONS 
 
The maximum intra-aneurysmal pressure is important since this could be related to the rupture 
risk of the aneurysm. Considering the d = 3.0 mm case, this pressure would increase by 0.2 
mmHg and 0.4 mmHg after the single and double stent placement. However, for d = 1.0 mm 
case, the pressure would decrease by 0.6 mmHg for both single and double stent placement. 
Consequently, the stenting efficacy for large side branch diameter is minimal. 
Another crucial parameter is the volume flow rate entering the aneurysm. Figure 2 indicates that 
when the side branch diameter is large, the reduction of the flow rate into aneurysm due to 
stenting is small. A large side branch diameter would therefore provide an unfavourable 
environment for the treatment.  
  
Fig. 2 (Left) Volume flow rate entering the aneurysm (Right) Volume flow rate in the side branch 
vessel and distal parent vessel. 
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Moreover, the alternation of the flow inside the side branch vessel is also determined. After 
stenting, the flow in a large / small side branch will be drastically / slightly altered.  
Consequently, a small side branch diameter can provide a more desirable hemodynamic 
environment for the treatment, as flow reduction in aneurysm is maximized while the flow in the 
side branch vessel is preserved for downstream tissues. 
 
4. CONCLUSIONS 
 
In conclusions, vascular diseases are dangerous and deserve careful investigation. In this study, 
computational simulations are performed to study the side branch diameter effect on the treatment 
efficacy of intracranial aneurysm. Based on the results, a small side branch diameter is more 
desirable for stenting, which can lead to large flow reduction in aneurysm without drastically 
altering the flow in the side branch. Moreover, a double stent can enhance the flow reduction into 
aneurysm, but would cause significant flow change in the side branch vessel, thus leading to 
undesirable consequences. In terms of future work, patient specific models would be utilized to 
validate the present results. This analysis can certainly provide useful information to clinicians for 
treatment planning and decision making.  
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SUMMARY 
Intracranial aneurysm is a localized bulging of the arterial wall in human brain. Mechanical 
factors such as wall shear stress, oscillatory, and dynamics of blood flow play crucial roles 
in the formation, progression and rupture of intracranial aneurysms.  However, the 
mechanical parameters of interest are difficult to measure in vivo. Our objective was to 
demonstrate an approach that computational fluid dynamics (CFD) combined with three-
dimensional (3D) digital subtraction angiogram (DSA) to provide such mechanical 
information in a patient-specific manner.  The DSA images from two patients, one with a 
giant aneurysm and other one with a small aneurysm, were obtained for analysis.  It was 
found that there were different patterns of flow dynamics in the giant and small aneurysms.  
More investigations are needed for better understanding the aneurysm growth and rupture. 
 
Key words:  blood flow, wall shear stress, aneurysm, growth 
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1  INTRODUCTION 
Intracranial aneurysm is a localized bulging of the arterial wall in human brain. It presents in 2-5% 
of the populations worldwide [1]. Most aneurysms remain unruptured and safe. In the case of 
rupture, it causes bleeding, which leads to subarachnoid haemorrhage, stroke, coma or even death. 
Mechanical factors play crucial roles in the the formation, progression and rupture of intracranial 
aneurysms.  However, it is difficult to measure wall shear stress, oscillatory, and dynamics of blood 
flow in human subjects.  Computational fluid dynamics (CFD) has been used to study and analyse 
the flow field inside aneurysms.  Our objective was to demonstrate an approach that computational 
fluid dynamics (CFD) combined with three-dimensional (3D) digital subtraction angiogram (DSA) 
to provide such mechanical information in a patient-specific manner. 
 
2  METHODOLOGY 
A 63-year-old woman presented with symptoms due to a giant unruptured ophthalmic internal 
carotid artery (ICA) aneurysm.  A 47-year-old woman presented with symptoms due to a small 
unruptured left cavernous segment ICA aneurysm.  Both patients were examined by a biplane 3D 
DSA machine, which provided high resolution volumetric image data. Sections of the artery with 
the aneurysms are reconstructed into 3D geometry. The geometry will be smoothed by using the 
Laplacian algorithm and then be meshed for CFD analysis.   
 
The governing equation for the blood flow inside the aneurysm is given by the Navier Stokes 
equation: 
𝜌 (
𝜕𝑣
𝜕𝑡
+ 𝑣 ∙ ∇𝑣) = −∇𝑝 + ∇𝑇 + 𝑓    (1) 
Where 𝜌 is the density of the fluid, which in the case of blood, is assumed to be a constant of 
1066kg/m3 as an incompressible fluid. v, p, T and f refers to the velocity vector, pressure viscous 
stress tensor and body force respectively.  
 
The flow is assumed to be incompressible and laminar. To account for the shear-thinning effect of 
blood, Bird Carreau Non-Newtonian Model [2] is used to describe the relationship between shear 
strain rate ?̇? and viscosity μ as as below: 
μ = 𝜇∞ +
(𝜇0−𝜇∞)
(1+(𝜆𝛾)̇2)(1−𝑛)/2
          (2) 
Pulsatile volume flow rate is prescribed at the inlet and pressure is prescribed at the outlet. The 
pulsatile waveform is adapted from Watton et al [3] and approximated using Fourier series. Due to 
the lack of data on the viscoelasticity? of patients’ vascular wall, the wall is assumed to be rigid with 
no-slip condition applied. The flow field inside the aneurysm is simulated for three cardiac cycles 
with a time step of 0.01s to confirm numerical stability.   
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3 RESULTS 
The nonlinear equations are solved by CFX using second-order upwind scheme and finite volume 
method. The result is then imported into Tecplot for analysis. Time averaged wall shear stress 
(WSS), wall shear stress gradient (WSSG), oscillatory shear index (OSI) flow streamline and 
vorticity level are studied and compared between the giant aneurysm case and the small aneurysm 
case. It is found that high speed flow enters the distal end of the neck in the giant aneurysm, which 
produced high wall shear stress on the aneurysm sac wall on that side. However, in the small 
aneurysm, both blood flow speed and wall shear stress were less than normal adjacent vessel. 
Higher vorticity level was found in the giant aneurysm while lower in the small one.   
 
4  CONCLUSIONS 
We demonstrated an image-based CFD analysis approach to provide key hemodynamic 
information for prospective studies of aneurysm growth and rupture in both giant and small 
intracranial aneurysms.  Such detailed information may be useful for the surgical management, 
endovascular planning, and treatment of intracranial aneurysms.  More investigations are needed 
for better understanding the aneurysm growth and rupture. 
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SUMMARY 
 
Danshen, the dried root of Salvia miltiorrhiza and a traditional Chinese herb, has been applied for 
the reduction of hypertension.  Our objective was to study the anti-hypertensive effect of danshen 
extract on residual strain and residual stress at the zero-stress state of rat’s abdominal aorta.  The 
approach by monitoring the changes of opening angles and residual strains of blood vessel at 
zero-stress state was applied to study the effects of aqueous extract of danshen.  In addition, the 
rat’s abdominal aortas were prepared for the measurement of the incremental Young’s modulus in 
circumferential direction.  The residual stress distribution in the abdominal aorta was estimated 
on the Hooke’s law.  Our results demonstrated that the zero-stress state of rat’s abdominal aorta 
was affected by danshen extract.  The present work provides a new approach to study the anti-
hypertension effect and mechanism of danshen extract.  More in vivo and in vitro studies are 
needed. 
 
Key Words:  zero-stress state, elastic Young’s modulus, Chinese herbal medicine  
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1  INTRODUCTION 
 
Hypertension affects millions of people in the world.  Danshen, among other Chinese herbs, has 
been used traditionally for the treatment of hypertension in Chinese.  Different anti-hypertensive 
molecular mechanisms of aqueous extract of danshen have been studied [1, 2].  The viscoelastic 
properties of blood vessel contribute to the vascular biology and tissue remodelling in 
hypertension.  However, how danshen affects the mechanical properties of blood vessel is not 
clear.   
 
To study the mechanical properties of a blood vessel, one has to know the zero-stress state of the 
vessel wall.  The zero-stress state of a blood vessel is very different from the in vivo state and the 
no-load state of the vessel.  In a living subject, the blood vessels are constantly subjected to blood 
pressure, blood flow, and mechanical stresses.  After dissecting from the body, a blood vessel 
specimen is cut into small rings and placed on a Petri dish; the arterial small rings are at no-load 
state.  At no-load state, the internal pressure, external pressure, and longitudinal stress in a short 
ring-shaped segment are all zero; however, there are residual stress and residual strain in the wall 
of the segment.  When such a ring is cut radially to release the residual stress in the wall, it 
usually opens up into a sector.  When the sector configuration does not change further, the vessel 
wall is at the zero-stress state.  The zero-stress state can be characterized by residual strain, 
residual stress, and opening angle, which is the angle subtended between two radii, with origin 
located at the midpoint, and tips at the outer edges of the endothelium.  The zero-stress state of a 
blood vessel is the basic configuration of blood vessel affected solely by intrinsic parameters [3, 
4].  The residual strain and residual stress in aorta of hypertensive rats were changed rapidly and 
significantly [5, 6].  In the present study, we evaluated the effect of aqueous abstract of danshen 
on the residual strain and residual stress at the zero-stress state of rat’s abdominal aorta.     
 
2  MATERIALS AND METHODS  
 
Sprague Dawley rats, male, around 350g, were used.  Rat was anesthetized with an intraperitoneal 
injection of pentobarbital sodium (50 mg/kg body weight).  After a bolus of normal saline with 
1000 U/kg body weight of heparin (1000 U/ml) was injected, the blood in cardiovascular system 
was washed out by vascular perfusion of 0.1 M physiological saline buffer (PBS) for 5 min under 
a perfusion pressure of 80 mm Hg in the left ventricle and a draining pressure of 0 mm Hg at the 
right atrium.  Then the abdominal aorta, located below the renal arteries and above the bifurcation 
of left and right ileal arteries, was isolated from surrounding tissues for dissection.  The reason for 
choosing this piece of aorta was because it does not have side branch and has uniform diameter.       
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After dissecting from the abdominal aorta, the aortic specimens were cut into small rings with 
about 1-mm height; and the rings were placed on the small wells filled with Krebs solution 
bubbled with a gas of 95% O2-5% CO2 at 37
o
C.  The arterial small rings were at no-load state.  
By cutting radially to release the residual stress in the wall, the vessel ring opened up into a sector 
quickly; at 20 min after cutting, the sector’s configuration would not change and was defined as 
the zero-stress state of a blood vessel.  Danshen extract prepared with methanol was added in the 
Krebs solution (danshen concentration: 1 mg/ml).  Additionally, other sets of samples were tested 
in a solution of 10
-5
 Mol/L Norepinephrine in Krebs solution as positive control or a Krebs 
solution as negative control, respectively.  During the experiment, the temperature of Krebs 
solution in the heating box was kept at 37
o
C with a temperature control system consisted of a 
stirring hot plate (Cole-Parmer, Vernon Hill, Illinois, USA) and an ANC 675 Thermal Controller 
(Yeou Jenq Electric Co., Taiwan).  The changes of the aorta’s zero-stress state after adding 
danshen extract, Norepinephrine solution or Krebs solution were monitored by taking photos 
routinely for analysis to determine the opening angle and residual strain [7].   
 
For constitutive equations of soft tissue involving finite strain, Green’s strain is used [3].  In 
circumferential direction, Green’s strain, ε, is related to the circumferential stretch ratio λ by the 
equation:  
  2/12   . (1) 
The circumferential stretch ratios for the inner wall, λiw, and the outer wall, λow, are  
stresszero
iw
loadno
iwiw ll
 / , and    stresszeroow
loadno
owow ll
 / , (2) 
where loadnoiwl
  is the circumferential length of inner wall at no-load state and stresszeroiwl
  is 
the circumferential length of inner wall at zero-stress state.  Similarly,  loadnoowl
  is the 
circumferential length of the outer wall at no-load state and stresszeroowl
  is circumferential 
length of the outer wall at zero-stress state.   
 
From the difference of the vessel geometry between the no-loaded state and the zero-stress state, 
the strains in the inner wall, εiw, and outer wall, εow, of the blood vessel were computed by  
  2/12  iwiw  ,       2/12  owow  . (3) 
 and  are the residual strains in the inner wall and outer wall, respectively. 
 
Additionally, other sets of abdominal aorta, located below the renal arteries and above the 
bifurcation of left and right ileal arteries, were prepared for measuring the elastic Young’s 
modulus of rat’s abdominal aorta with a built testing device and established procedures [8].    The 
450
residual stress was then estimated by the multiplication of the residual strains by the 
circumferential elastic Young’s modulus of rat’s abdominal aorta based on the Hooke’s law.   
 
3  CONCLUSIONS 
 
We presented an approach to study the anti-hypertensive effects of danshen extract by monitoring 
the changes of opening angles and residual strains, and estimating the residual stress at the zero-
stress state of blood vessel.  The new approach may help us understanding the effects of danshen 
on the mechanical properties of blood vessels and how the elastic properties of blood vessel 
contribute to vascular biology and tissue remodeling in hypertension.  More in vivo and in vitro 
studies are needed to study the anti-hypertension effect and molecular mechanism of danshen on 
the tissue remodeling and zero-stress state of blood vessels.   
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SUMMARY
Flow diverters are currently the treatment of choice for intracranial aneurysms. However, there is 
a significant rate of failure that has been associated with this much favored procedure. Our study 
aims to investigate how the deployed flow diverter‘s angle of curvature across the aneurysm neck 
affects  its  hemodynamics  and  its  occlusion  rate.  We  aim  to  optimize  the  desired  angle  of  
curvature needed to achieve maximum occlusion thereby increasing its success rate. The clinical  
implication brought forth by this study includes determination of radial stent deployment force by 
surgeons to attain the required flow diverter angle at the aneurysm’s neck for its success.
Key Words:  Flow diverter angle, volume flow reduction, energy loss, aneurysm neck.
1  INTRODUCTION
Flow Diverter (FD) stents have provided a new method of endovascular reconstruction for large 
and complex aneurysms. FD stents are designed to treat the aneurysm without coiling by using a 
fine mesh to divert flow away from the aneurysm sac, reduce flow into the aneurysm and promote 
progressive thrombosis [1, 2]. Various large scale, multi-center studies have been conducted to 
investigate  short,  mid  and  long  term  success  rate  of  flow  diverter  treatment  of  cerebral  
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aneurysms. Although vascular reconstruction is achieved in most of the cases, reported failure 
rates including technical, clinical adverse events and delayed aneurysm rupture range from 1.5% 
to 6 %  [3, 4]. This study aims at understanding how the angle of deployment of flow diverter 
across the aneurysm neck affects its hemodynamics using Computational Flow Dynamics (CFD). 
Optimized deployment techniques can be then developed by clinicians to attain the desired angle 
of curvature.
2  METHOD
An optimum flow diverter angle at the aneurysm neck enables its occlusion. This is accomplished  
by reducing the volume of blood flowing into the aneurysm. 4 cases of flow diverter-aneurysm 
geometry were assembled using Creo Elements Direct Modeling Express 4.0. The flow diverter 
angle across the neck was fixed at 0◦ (Case1), 35◦ (Case2) and 70◦ (Case3) for 3 cases. A no stent  
case  was included as  control  (Case4).  The patient  aneurysm geometry is  an Internal  Carotid 
Artery (ICA) aneurysm having a neck width of 4.1mm. The SILK flow diverter (Balt Extrusions) 
was  modeled  using  Pro  Schools  Edition  4.0.  Meshing  was  done  using  ICEM  (Ansys,  
Pennsylvania) and solved in Ansys CFX 13.0. 
3  RESULTS AND CONCLUSIONS
The Volume Flow Reduction percentage (VFR %) and Energy Loss (EL %) was calculated for  
each case. High EL and VFR% are indicators of aneurysm occlusion and thereby its success [5, 
6].  The  results  showed  that  flow  diverter  angle  across  the  neck  significantly  alter  the  
hemodynamics inside the aneurysm. The results showed that for the curved stent cases (Case 2 
and Case3), the volume flow reduction ranged from 88% to 93%. A difference of more than 50% 
flow reduction was observed in the curved stent cases than the straight flow diverter geometry,  
whose volume flow reduction was just above 41%. Higher EL% is observed with an increasing 
angle of curvature. The Energy loss for Case 2 and 3 was calculated as 51% and 58% whereas the  
same for Case 1 was 40%. The study warrants further investigation of the effect of flow diverter 
deployment  angle  on  aneurysm hemodynamics.  It  confirms  the  crucial  role  played  by  flow 
diverter positioning for successful treatment of cerebral aneurysms. 
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SUMMARY 
 
Recently years, many researches focus on the field of medical image processing, meanwhile, 
commercial software products have been developed to apply for clinical usages such as the 
computed tomography (CT) imaging, cardiovascular imaging, ultrasound imaging, X-ray imaging. 
Unfortunately, the product of hair care diagnosis is short of robustness and efficiency. To cope 
with this, we aim to develop a practical hair counting algorithm for understanding the hair health 
condition such as the thickness, density, and length information. This clinical analysis system 
performs the scalp condition and therapy suggestion for doctors and patients. In the experiments, 
the proposed hair counting algorithm outperforms in accuracy. It shows that our system is robust 
to the curls, oily, and dandruff-cohere situations. 
 
Key Words:  hair counting; hair follicle pathology analysis; follicle diagnosis; hair scalp 
diagnosis; hair healthy recommendation system. 
 
 
1. INTRODUCTION 
 
With the development of the digital image processing technology, the computer-aid diagnosis and 
treatment is capable of dealing with the computed tomography (CT) image, positron emission 
tomography (PET), and the chest X-ray image. 
 
    Nowadays, because the rapid climate change, air pollution, and acid rain problem, scalp care is 
a concerning subject to the general public. People desire to quantitatively assess the healthy 
condition of the cranial hair such as the density, diameter, and length. Many hair properties enable 
doctor to make the decision of therapy more accurate. For scalp image analysis, there are few 
patents and literatures focused on the treatment of follicular [1], [2]. Unfortunately, it still short of 
a robust system to deal with hair and scalp image analysis. 
 
    The main contribution of this paper is the proposal of a novel approach that computes the 
precise number of hair, which overcomes four major difficulties. First, the oily and wet hair 
produces the bright spot on the middle part of the hair. Before counting the number of hairs, we 
need to eliminate the bright spot to avoid the hair-breaking situation. Second, the bending or 
curling hair will deduce the line detection faults. When the hair is not a straight line, the 
conventional line detection algorithm is unavailable. Third, the ambiguous situations were 
occurred when two or more than two hairs crossover and occluded each other. It has become 
more difficult to locate the hair accurately. Finally, because the scalp image is very tiny and hided, 
it easily results in the feature of scalp being blurred and missing. It is frequently occurs when the 
lighting condition is insufficient or over-exposure. 
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2. METHOD 
 
Fig. 1 illustrates the flow diagram of the proposed approach, which includes three modules: 1) 
Preprocessing, 2) Multi-scale line detection, and 3) Hair labeling and counting. 
 
    In the preprocessing module, it applies the contrast adjustment to the original input image. We 
also use the morphological algorithm [3] to solve the bright spot problem. In the multi-scale line 
detection module, a modified Hough transform algorithm [4] is used to detect every hair and filter 
out regions without hair or tiny line segment. Finally, the hair labeling and counting is employed 
to determine the number of hairs and the scalp health condition. 
 
Fig. 1 System flowchart 
 
2.1 Preprocessing 
  
In practice, the color of hair is darker than skin color tone. In order to simplify the system, we use 
the black hair as the test image. Nevertheless, the hairs with the other color are remain valid using 
the simply color transformation method. As long as the contrast between the color of hair and 
skin color tone is maximized, most of noises of the test image can be effectively depressed. 
However, there are still some difficulties unable to eliminate completely using the fundamental 
image processing algorithms. For instance, the hair with the hole suffers from oily spot reflection. 
With the conventional region growing method, it produces many false merges between two 
individual hairs. In this paper, we apply the morphological-based processing to deal with the oily 
spot removal, which enables to reduce the hole appears in the middle of hair efficiently. 
 
2.2 Multi-scale Line Detection (MSLD) 
 
Based on our observation, the amount of hair segments are lost if the general Hough transform 
(HT) applied. Therefore, we proposed the multi-scale approach to avoid this problem. HT is 
applied for three different resolutions images which are 1024*768, 512*384, and 256*192 in this 
study. Each scale undergoes different treatment, such as adjustment towards the threshold of the 
Hough transform and the sensitive minimum length of the line segment. Finally, we rescale three 
vectored line images as size of 1024*768, and apply the OR operator. As a result, taking the 
advantage of the multi-scale line segments is increasing the counting accuracy. 
 
    As shown in Fig. 2, single scale is unable to cover all of the length and curvature hairs. For 
example, when the hairs are crossover, parallel with overlapping each other, as well as the 
curvature of the hair exceeded the tolerance of HT line detection. In Fig. 2(a), the situation of 
unfound and mislabeled hair is presented. In Fig. 2(b), test image combined from different scales, 
and compensates for the disadvantages of single scale. 
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(a)                                          (b) 
Fig. 2 Comparison of single scale and multi-scale line extraction, which the color denotes the 
labeling, (a) result image of single scale, (b) result image of multi-scale. 
 
2.3 Hair Labeling and Counting 
 
Based on the MSLD method, a great number of line segments can be extracted. All lines with 
different length depend on the curvature of the hair and the direction of the hair flow. In this study, 
we aim to count the number of hair precisely. Generally speaking, the hairs will not go straight all 
the time. Based on the conventional Hough line detection, the curling hair can be extracted as 
many pieces of straight lines. However, these lines unable to represent truly amount of hairs. 
Using the non-linear polynomial line fitting is the one of the solutions, but it is high 
computational cost. Therefore, we treat hair counting problem as clustering and labeling problem. 
The line segments can be mutually correlated. Assume that each of hair with a unique labeling, 
and each of line segments treated as the object. Hence, we adopt with the orientation and distance 
similarity approach to identify individual hair. 
 
3. RESULTS 
 
To evaluate our system, the UPMOST (UPG622) electron microscope is used as the capturing 
device, user can manually adjust focus and light source. For the dataset total of 40 images are 
captured at the resolution of 1024*768. 
 
    First of all, all captured images are separated in to two dataset, images with adjusted light 
source are classified to dataset 1, and images without light source are classified to dataset 2.    
     
Table. 1 Analysis and comparisons of experimental results 
    Precision  Recall 
Dataset1 
Using morphological opening & multi-scale 94.98% 83.50% 
Without morphological opening & multi-scale 92.77% 74.79% 
Using morphological opening only 93.04% 80.67% 
Using multi-scale only 93.20% 77.42% 
Dataset2 
Using morphological opening & multi-scale 98.05% 85.56% 
Without morphological opening & multi-scale 96.52% 75.14% 
Using morphological opening only 97.09% 78.43% 
Using multi-scale only 95.95% 77.93% 
 
    In this experiment, the preprocess step is performed to the input image, then convert it to a 
thinning image, and adjusted them into three different scales. Then apply HT to each scale for 
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identifying line segments. Table 1 shows that the results after applying the morphological opening 
& MSLD method. It reaches 98.05% and 94.93% in precision rate, and 83.50% and 85.56% in 
recall rate, respectively. It also indicates that performance is significant better than the other 
strategies, and recall rate is also higher than other results. Finally, the labeling algorithm is 
applied to detect each individual hair as shown in Fig. 3. In this paper, the thinning process is 
used to find line segments. However, due to image quality and thinning procedure, it result 
unidentified hair.     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                            (a)                            (b)                         (c)                            (d) 
Fig. 3 result images, (a) original image, (b) binarized image with morphological opening, (c) 
Thinning image, (d) detected hairs with labelings. (the pixels with the same color denotes the 
same hair) 
 
 
4. CONCLUSIONS 
 
This study aimed to achieve automated hair counting and how to perform effective hair counting 
and labeling algorithm. During the preprocessing step, we overcome the problem of bright spots, 
and applied for thinning process and Hough transform. We proposed the multi-scale approach to 
avoid the piece-wised problem for conventional Hough transform. The results outperformed the 
traditional line detection algorithm. 
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SUMMARY 
Shaken baby syndrome (SBS) usually occurs in children when they subjected to high 
decelerations, which could result in vision loss and so on. However, woodpecker has no retinal 
haemorrhages at a high deceleration of 1000g during pecking. It must have special features to 
attenuate repetative impact force to sustain rapid pecking without ocular injury. In this study, the 
biomechanical analysis of kinematics parameters and  orientation of ocular within the orbit during 
impact was investigated using finite element (FE) method. 
 
Key Words: woodpecker, ocular, resistance, retinal detachment 
 
1. INTRODUCTION 
Eye disorders such as retinal hemorrhages were usually associated with shaken baby syndrome 
(SBS), which could lead to vision loss and blindness [1]. Retinal haemorrhages in SBS were 
thought to be the result of acceleration-deceleration induced shearing forces when the vitreous 
moves within the globe and the globe moves within the orbit [2]. However, woodpecker has no 
retinal haemorrhages at a high deceleration of 1000g during pecking [3]. Woodpecker was a 
naturally occurring model resistant to impact injuries those encountered in SBS. It must has 
special features to attenuate repetative impact force to sustain rapid pecking without ocular injury. 
Therefore, we focused on investigating the kinematics parameters and connections between 
orbital rim and sclera during impact using the finite element (FE) approach. 
2. MAIN BODY 
A numerical model of eye model with fat tissue and orbit was created according to the anatomy 
structure (Fig. 1). Retina model was incorporated into the current eye model with breakable bond 
contact attached to the supporting tissue. To validate the numerical eye model, six matched 
simulations were conducted to compare the eye model of Virginia Tech-Wake Forest University 
(VT-WFU). Different conditions were loaded with an duration of 5 ms based on the data in our 
previous study [4]. Parametric analysis was done by changing the kinematics parameters and 
orientation of ocular within the orbit to evaluate the biomechanics effects on ocular displacement 
and strain during impact. Significant positive correlation was found between the eye model and 
the VT-WFU eye model (R=0.91 for peak stress, R=0.93 for peak strain and R=0.89 for peak 
deflection). Stress waves and negative pressure contribute to the detachment [4]. Stress wave 
propagation in the retina leads to its break. It was stated that the orientation of ocular within the 
orbit has an obvious influence for woodpecker. By comparing the FE predicted strain of retina, it 
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reduced 15.6% and 28.6% compared to human. It was found that peak strains induced different 
location of retina for human, on the contrary, no difference for woodpecker when eye subjected to 
deceleration in different direction during impact.   
 
 
 Fig. 1: Finite element model of woodpecker’s eye including eyeball and extraocular tissues 
3. CONCLUSIONS 
The understanding of the mechanism of resisting ocular injury of woodpecker eye was provided. 
The effects of the direction of movement and the connection of orbital rim and sclera on the retina 
and vitreous strain distribution were obvious. In addition, the orientation of the ocular within the 
orbit had been minimized the Green Lagrange strain on the retina, which reduced the probability 
of impact injury 
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SUMMARY 
 
This work has explained the mechanism that why the pharyngeal teeth of black carp can crush the 
mollusk shells easily while the mechanical properties are similar for both biomaterials 
 
Key Words:  biomechanics, biomineralized material, pharyngeal teeth. 
 
1. INTRODUCTION 
 
There are a great number of researches focusing bio-armors (exoskeletons) such as shells of 
snails
[1]
, crabs
[2]
 and lobsters
[3]
, which have been proved to exhibit high toughness and high 
strength. However, in nature, there is a species of fish called Mylopharyngodon piceus or black 
carp, which is one of four Chinese domestic fishes inhabiting in East China. Unlike other three 
which live on grass, phytoplankton or zooplankton, the black carp mainly feeds on shelled 
mollusks. Does such unique diet imply that the pharyngeal teeth of black carp, its major 
masticatory apparatus, are superior to the mollusk shells in mechanical properties? 
 
2. MAIN BODY 
 
Mollusks such as snail and mussels adopt hard shells to protect their vulnerable bodies. Recent 
studies on biomaterials have revealed that these shells especially the nacre layers exhibit excellent 
mechanical properties, inspiring a number of biomimetic endeavours. Nevertheless, in nature, 
there is a species of fish called Mylopharyngodon piceus or black carp, whose main diet is exactly 
snails and mussels. Does such unique diet imply that the pharyngeal teeth of black carp, its major 
masticatory apparatus, are superior to the mollusk shells in mechanical properties? In this work, 
structural and mechanical characterizations are conducted on the pharyngeal teeth of black carp, 
showing that enameloid, the outermost layer of black carp teeth, possesses similar elastic 
modulus and hardness in comparison to those of the pond snail shells. To shed light on the 
mechanics underlying the capability of pharyngeal teeth to crush mollusk shells, parametric 
studies on the geometry of the shells are conducted by means of finite element method. It is found 
that whether a mollusk shell is crushable or not, for given pharyngeal teeth, depends on the radius 
(R) and thickness (t) of the shell. A predation map (Fig. 1) for black carp teeth is constructed by 
delimiting the t–R plane into three phasic regions corresponding to three possible consequences 
of the mechanical competition between pharyngeal teeth and shells.  
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Fig. 1. Locations of shells of mollusk species in the predation map of black carp. While 
Placopecten, Pecten, Amusium, C. nobilis, C. opercularis, Placuna, and M. Edulis L 
are marine species, L. stagnalis and C. chinensis are freshwater dwellers. 
 
3. CONCLUSIONS 
 
It is concluded that whether a mollusk shell is crushable for given pharyngeal teeth or not 
depends on the radius (R) and the thickness (t) of the shell. It is interesting to notice that all 
randomly-selected freshwater shells fall in the crushable regime (Regime I) of the predation map 
(see the right figure) for black carp while the seashells do not necessarily. This feature of black 
carp teeth can be speculated as a result of evolution in response to its freshwater diet. Our results 
not only shed light on the mechanism of pharyngeal teeth crushing shells but also may 
serve as a significant guideline for the design of new protective or invasive structural materials. 
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SUMMARY
In 1D blood flow models, pressure losses at vessel junctions are often neglected but may be impor-
tant in some settings. We validated a quasi-analytical method of estimating these pressure losses
using high resolution CFD with Reynolds numbers spanning laminar and transitional regimes rel-
evant to blood flows. The method is accurate and may be easily applied in 1D blood flow models.
Key Words: arterial, venous, bifurcation, pressure loss, one-dimensional modelling.
1 INTRODUCTION
One-dimensional (1D) modelling is increasingly being used to study vascular haemodynamics.
In these models, a 1D form of the Navier-Stokes equations is solved in individual segments and
vascular networks are formed by connecting segments at junctions with two coupling conditions:
∑Qin =∑Qout, Pi+ 12ρU
2
i = Pj+
1
2ρU
2
j +Ploss (1)
where Q, P, U and ρ are flow (into or out of the junction), pressure, velocity and blood density.
The second condition specifies mechanical energy conservation between two branches i and j,
with Ploss representing the pressure losses caused by disturbed flow and recirculation zones in
the vicinity of the junction. These ‘minor’ losses are usually neglected in 1D modelling studies,
with continuity of static pressure (Pi = Pj) or total pressure (Ploss = 0) often assumed. However,
there are a number of situations where Ploss may be significant; e.g. venous junctions where static
pressure is low and velocity is high, in vascular bypass operations or in dialysis patients who
are given an arterio-venous fistula. Existing methods for estimating Ploss have only been validated
against experiments that used Reynolds numbers (Re) greatly exceeding Re in blood vessels. In the
current study, we validated a quasi-analytical approach for estimating Ploss using high resolution
3D computational fluid dynamics (CFD) over a physiological range of Re. This paper focuses on
converging flow which is relevant to the aforementioned (patho)physiological situations.
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2 MAIN BODY
2.1 Three-dimensional simulations
For laminar and turbulent incompressible Newtonian flow, the Navier–Stokes equations read
∂~u
∂t
+~u ·∇~u= ν∇2~u− 1
ρ
∇p+~f , ∇ ·~u= 0. (2)
Here ~u is the velocity vector, ν is kinematic viscosity, p is pressure, and ~f represents body forces.
Let tn ∈ R+ denote a discrete point in time. The velocity ~un−1 = ~u(x, tn−1) is known, and the
solution to ~un =~u(x, tn) is sought. This is done using an Incremental Pressure Correction solver
as proposed by Goda [3], and consists of the following steps:
~uI−~un−1
∆t
=−B(~˜u,~¯u)+ν∇2~un−α−∇pn−1/2+ fn−α, ∇ ·~un−α = 0, (3)
where the subscript I means intermediate and ~un−α = (1− α)~un + α~un−1, α ∈ [0,1]. For the
convective term we have chosen the implicit second-order accurate Adams-Bashforth scheme,
B(~˜u,~¯u) = B
(
3
2
~un−1− 12~un−2,~un−α
)
. (4)
For the viscous term we have chosen a second order accurate Crank–Nicholson discretization
(α= 12 ). For the flow field to be divergence free at the next time step, the pressure is projected on
to a divergence free velocity field by solving
∇2Φ=− 1
∆t
∇ ·~uI. (5)
where Φ= pn−1/2− pn−3/2. The updated velocity and pressure can then be updated by
~un =~uI−∆t∇Φ, pn−1/2 = pn−3/2+Φ. (6)
These particular choices have been made to ensure that the numerical scheme is minimally dissi-
pative and energy preserving. Due to the range of geometries and Re in our study, the flow can
become unstable and exhibit transitional shear layer instabilities. In an attempt to resolve the vari-
ous scales of the flows, the time step was chosen to fulfil the Courant–Friedrichs–Lewy condition,
hence avoiding artificial numerical viscosity. Convergence tests showed a difference in pressure
drop, which is the primary focus of the study, of less than 1% for the two finest meshes. The
final meshes consisted of 2–3 million linear elements. The solver was implemented in FEniCS
(http://fenicsproject.org) and has been extensively verified for biomedical flows, cf. [4,6]. Steady
velocity with a power law profile (mainly flat with a boundary layer) was imposed at the inlets and
zero pressure was prescribed at the outlet.
2.2 Pressure loss approximation in a 1D model
The method for estimating Ploss is based on that described by Bassett et al [1] for simulating gas
dynamics in engine pipes. The derivation employed a control volume analysis [1], with pressure
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Figure 1: (A) Simulated velocity fields for steady converging flow at the lowest and highest Re
tested (full branch lengths not shown), with plots of static pressure along the main duct. (B)
Method of calculating ∆P, used to compare 1D and 3D results in Fig. 2.
losses calculated between a ‘datum’ branch (i.e. the supplier branch with the largest Qin) and all
‘collector’ branches (i.e. those with flow exiting the junction). However, we found this method
led to non-physiological discontinuities in the solution for pulsatile flow if maximal supplier flow
switched between different branches. We therefore extended the model by defining a ‘pseudo-
datum’ branch, an imaginary equivalent branch containing all junction inflow, with the following
flow (Qdat) and cross-sectional mean velocity (Udat):
Qdat =∑ j∈SQ j, Udat =
[
∑ j∈SU jQ j cos
(1
2θ j
)]
/Qdat (7)
Here S is the set of supplier branches, the cosine term approximates the redirection of the flow
jet, and θ j is the angle shown in Fig. 1. The corresponding angle of the pseudo-datum branch is
calculated via the flow-weighted expression:
θdat =
[
∑ j∈SQ jθ j
]
/Qdat (8)
Defining λ=Uout/Udat, Ploss can then be approximated from the control volume analysis [1] as
Ploss = 12ρU
2
dat
(
1+λ2−2λcos[34θdat]) (9)
Use of Eq. 9 in a 1D model was validated against 3D simulations of converging flow in a T-
junction by comparing the static pressure drop (∆P) between supplier and collector branches at
the junction. Fig. 1A shows the velocity fields at two Re (defined according to flow in the outlet
branch). For the 3D data, ∆P was calculated by linearly extrapolating pressure to the junction
centre-point as described by Gardel [3] and illustrated in Fig. 1B. The 1D governing equations
and solution method have been described in [5].
Fig. 2 compares ∆P from 3D simulations and three 1D approaches (Loss, Total, Static) over a
range of Re, inlet flow ratios and side branch angles. Excellent agreement was found between 3D
data and the 1D simulations employing Eq. 9 (‘Loss’ in Fig. 2). By contrast, ∆P was generally
underestimated by assuming continuity of total or static pressure, with errors in the range 0 to
11,000 dynes/cm2 (i.e. 0 to 8 mmHg).
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Figure 2: Relation of static pressure drop (∆P) to outlet Re, flow ratio and side branch angle
from 3D simulations and 1D simulations employing Eq. 9 (‘Loss’) or continuity of static or total
pressure. Note: ∆P was similar for left-right and side-right flow paths for 3D and 1D (Loss, Static)
simulations, thus only one line is shown (average ∆P); conversely, solid and dotted lines are shown
separately for the side-right and left-right flow paths in the case of total pressure continuity.
3 CONCLUSIONS
A quasi-analytical expression for approximating pressure losses in vascular junctions was vali-
dated against high resolution CFD. This method is accurate over the full range of physiological Re
that span laminar and transitional regimes, including flows exhibiting substantial instabilities.
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SUMMARY
We present preliminary results of an approach based on one-dimensional pressure-flow analysis to
determine noninvasively the functional severity of coronary stenoses using the concept of myocar-
dial fractional flow reserve (FFR). Recent studies have shown that estimation of FFR from com-
puted tomography coronary angiography (CTCA) scans can be a useful guide in clinical decision-
making for revascularization of specific lesions.
Key Words: Fractional flow reserve (FFR), coronary stenosis, one-dimensional systemic and
coronary models
1 INTRODUCTION
At present, FFR appears as one of the most accurate index to assess the functional severity of
coronary stenoses [1], and to determine whether angiographically equivocal stenoses can be re-
sponsible for myocardial ischæmia. It is the only reliable diagnostic method to ascertain the ap-
propriateness of percutaneous coronary intervention (PCI) and, to date, has shown to significantly
improve event-free survival [2]. FFR is performed invasively in the catheterization laboratory and
represents the fraction of the normal maximal coronary blood flow that is achieved in the presence
of a stenotic artery. It can be derived from the ratio of the mean hyperemic distal intracoronary
pressure to the mean arterial pressure measured by the coronary catheter. It is generally agreed
that lesions at greater risk of causing cardiac death or acute myocardial infarction (AMI) are those
identified by an FFR < 0.75. On the contrary, revascularization of a functionally nonsignificant
stenosis is considered to be of no benefit for the patient [2].
1.1 Noninvasive assessment of CAD
Noninvasive assessment of coronary artery disease (CAD) can be made using a variety of imaging
modalities. In particular, computed tomography coronary angiography (CTCA) has been shown
to provide a relatively high diagnostic accuracy for the detection of coronary stenoses, compared
with invasive coronary angiography [3]. At the same time, other studies have shown that anatom-
ical assessment of the hæmodynamic significance of coronary stenoses, as determined by visual
and quantitative CTCA, does not always correlate well with the functional assessment of FFR [4].
This is particularly true in patients with intermediate severity lesions. Estimation of FFR from
CTCA data (FFRCT) can provide a noninvasive method for identifying ischæmia-causing stenosis
in patients with suspected or known CAD. The diagnostic performance of this new method relies
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on the accurate calculation of coronary flow and pressure from acquired CTCA scans, using com-
putational fluid dynamics (CFD), and requires the construction of a realistic physiological model.
Calculation of FFRCT appears as a novel noninvasive technique with a potentially high diagnostic
performance, compared with CTCA alone, for the detection of functionally significant coronary
stenoses [5,6].
2 ESTIMATION OF FFR FROM CTCA
Computation of FFRCT has been performed so far in a number of studies using three-dimensional
(3D) models of the coronary tree and ventricular myocardium [5,6]. Since coronary flow and
pressure are unknown a priori, the 3D model requires the coupling of lumped parameter models.
These models need to be tuned so that both the cardiac output and the mean aortic pressure are
‘matched with’ the data obtained from allometric scaling laws and the patient’s measured brachial
artery pressure, respectively. Relevant boundaries of a 3D model typically include the aortic root,
and the outlet boundaries of the ascending aorta and the coronary arteries. In addition to being
limited by artifacts from CTCA, and the robustness of the segmentation algorithms, the overall
accuracy of the results depend on an appropriate treatment of the defective boundary data. This
process requires approximately 6 hours per case [6].
Although an approach based on one-dimensional (1D) modelling will not result in a complete
spatial distribution of FFRCT, as in a 3D model of the coronary tree, it would nevertheless present
some advantage over the later in evaluating the significance of specific coronary stenoses, as iden-
tified by CTCA scans. 1D modelling of the systemic circulation has been carried out extensively
in recent years, for gaining a better understanding of pressure-flow propagation, and can provide
useful information at a reasonable computational cost. Predictions from such models exhibit many
of the features of the systemic and coronary arteries, suggesting that they could be used as suitable
tools in clinical decision-making.
2.1 1D model of transient pulsatile blood flow in compliant vessels
The one-dimensional governing equations are described by the system:
∂U
∂t
+
∂F
∂x
= S
U =
[
A
u
]
F =
[
Au
u2
2 +
p
ρ
]
S =
[
0
−8piµ
ρ
u
A
]
whereU is the vector of primitive variables, F is the flux vector, S is the source vector term, µ is
the blood viscosity and ρ its density. The system is closed by the pressure-area relationship:
p = pext + β
(√
A−
√
A0
)
, β =
√
pihE
A0(1− σ2)
under the assumption of a thin homogeneous elastic wall, and where pext is the external pressure
from the tissue, A0 is the cross-sectional area at zero transmural pressure, h is the vessel wall
thickness, E is the Young’s modulus and σ is the Poisson ratio.
The human arterial network that we use is based on the improved model presented in [7,8]. The
new coronary model includes all major branches up to the third generation, ending with suben-
docardial vessels of varying length to account for the micro-circulation. A time-varying external
pressure proportional to the ventricular pressure is applied to the distal part of the equivalent
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subendocardial vessels. To account for the ventriculo-vascular coupling, the aortic valve oper-
ates as a variable reflection coefficient with respect to backward-running aortic waves, and as a
variable transmission coefficient with respect to forward-running ventricular waves. The model
also includes an afterload-corrected ventricular pressure. Different ventricular input pressures,
constructed from experimental data, are considered.
3 RESULTS & FUTURE WORK
Preliminary results are presented, using the baseline model for the arterial network, for varying
degree of stenosis in the left coronary artery. Interestingly, FFR is independent of changes in heart
rate and systemic blood pressure and is not altered by conditions known to increase the base-line
myocardial flow [1].
(a) 70% stenosis, FFR = 0.95 (b) 90% stenosis, FFR = 0.73
Figure 1: Mean pressure proximal and distal of a stenosis of varying degree of severity in the left coronary
artery. FFR is calculated as the ratio of the mean distal intracoronary pressure to the mean aortic pressure.
The numerical simulations presented do not currently include a model of hyperemic blood flow,
to account for the effect of adenosine on reducing the peripheral resistance of the microcirculation
downstream. In addition, a stenosis element will be considered, to account for viscous losses,
stenosis length and curvature. Future work will focus towards the validation of a comprehensive
1D model of the coronary tree, that should provide accurate estimates of FFRCT, in a fraction of
the time required by the current 3D models.
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