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Abstract
The tropical Andes are characterised by highly variable precipitation patterns in both space
and time, combined with low coverage of ground-based meteorological observation. Satellite
precipitation products are increasingly used to fill this gap, providing high-resolution precipita-
tion estimation in ungauged catchments. However, accuracy of space-borne sensors is limited
by errors associated with rain-rate retrieval, temporal sampling, spatial resolution and ground-
correction.
This PhD thesis provides a detailed ground-validation of the Tropical Rainfall Measuring
Mission (TRMM) Precipitation Radar (TPR) over the tropical Andes. The TPR is the single
space-borne active precipitation sensor with long-term historical observations (1998 – 2014) of
tropical rainfall at a high spatial resolution (5 km). TPR accuracy was found to vary sub-
stantially across distinct climatic regions, demonstrating a dependence on the local rainfall
regime. Satellite errors due to low-frequency sampling and rainfall retrieval showed a wide
spatial spread, generally exceeding gauge errors. However, the TPR is an accurate estimator of
mean climatological precipitation, which formed the basis of generating a high-resolution mean
monthly precipitation dataset by satellite-gauge merging.
Furthermore, this research focussed on the spatial scaling of rainfall at daily time-scales,
showing that scaling behaviour varies substantially between different precipitation variables.
Lastly, high-resolution climatological precipitation variables from the TPR were used to de-
velop a spatial disaggregation model for regular-gridded satellite precipitation. Probabilistic
disaggregated rainfall fields at 1 km resolution demonstrated better estimation of the statisti-
cal distribution than rainfall fields obtained by conditional simulation of gauge observations.
The generic disaggregation approach is modular in design, supplies uncertainty estimates via
probabilistic simulation and is independent of local gauge data. Thus, it is a useful tool for
disaggregation of any gridded precipitation product with potential applications from extremes
estimation to distributed hydrological modelling. Future work is required to improve the spa-
tial consistency at different spatial scales, possibly through the integration with geostatistical
methods.
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1. Introduction
1.1. Motivation for the research
Tropical mountain regions play a pivotal role in controlling continental water resources with
significant influences on anthropogenic socio-economic systems and natural eco-systems alike.
More specifically, the tropical Andes have been described as the most critical hotspot for global
biodiversity with the highest concentration of endemic plants and vertebrate species worldwide
(Myers et al., 2000). The tropical Andean countries are also experiencing high rates of demo-
graphic growth, with populations expected to grow by 30-60% by the middle of the 21st century
and, in particular, rapid urbanisation presenting a major challenege for water supply (Buytaert
and De Bievre, 2012). Furthermore, critical water resources such as glaciers and high-altitude
pa´ramo are under threat by climate change and land-use change, respectively (Bradley et al.,
2006; Buytaert et al., 2006a; Crespo et al., 2010). Recent decades have seen extensive devel-
opment of hydropower and mining industries, which themselves are highly dependent on the
hydrology of the tropical Andes (Bradley et al., 2006; Bebbington et al., 2008).
Critical to water resource management is understanding precipitation patterns across the
tropical Andes. Complex interactions between synoptic scale climate systems and the heteroge-
neous terrain result in variable meteorological controls with steep precipitation gradients over
short distances (Nesbitt and Anders, 2009; Espinoza et al., 2015). Characterising the spatio-
temporally highly variable nature of precipitation in mountain regions requires high accuracy of
measurement at fine spatial and temporal scales, especially in tropical mountain environments
such as the tropical Andes (Boers et al., 2013). Although point-based rain gauges are considered
to be an accurate reflection of local rainfall, gauge networks often do not have the necessary
density to represent spatial rainfall patterns adequately or potentially miss important features
entirely (e.g. Hunink et al., 2014; Buytaert et al., 2010; Nesbitt and Anders, 2009; Buytaert
et al., 2006b). Deployment of ground-based precipitation radars is restricted due to high cost
and signal blockage by complex terrain (Nikolopoulos et al., 2013; Nesbitt and Anders, 2009). In
this context satellite-based precipitation products (SPPs) have received wide-spread attention
over the last decade for various hydrometeorological applications, such as: hydrological mod-
elling (Zulkafli et al., 2014; Jiang et al., 2012; Li et al., 2009), geomorphology and landscape
evolution (Nesbitt and Anders, 2009; Bookhagen and Strecker, 2008), streamflow forecasting
(Nikolopoulos et al., 2013; Li et al., 2009) and early-warning systems (Tian et al., 2010) as
well as investigations into atmospheric processes and storm structures (Boers et al., 2014; Mohr
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et al., 2014; Boers et al., 2013; Rasmussen et al., 2013; Demaria et al., 2011).
However, SPPs can only provide indirect estimates of rainfall. Particularly in tropical moun-
tain regions, infrared and passive microwave sensors are affected by a number of limitations from
warm orographic rainfall to drizzle (Dinku et al., 2007). Therefore, while SPPs can capture the
general spatial heterogeneity of precipitation and despite technological advances, there remain
significant uncertainties in the accuracy and resolution of SPP estimates over complex terrain
(Derin et al., 2016; Hunink et al., 2014; Nesbitt and Anders, 2009). Hence, aside from advances
in sensor methodology and conversion algorithms, local evaluation, calibration and merging of
SPP estimates against gauge observations have received widespread attention in recent years
and proven to be able to reduce bias and uncertainty in combined rainfall estimates (Vila et al.,
2009; Nerini et al., 2015; Verdin et al., 2016, see fig. 1.1 for a generalised conceptual view of the
analysis steps in using SPPs in hydrology). In particular, the mismatch in scale between the
spatial resolution of SPPs (typically 0.25°) and point-based gauge measurements has affected
the local evaluation and calibration of SPPs. Similarly, the spatial resolution of SPPs is coarser
than the input data requirements of distributed hydrological models, which has limited their
use in the simulation of hydrological fluxes (Fang et al., 2013).
In this context, the recently terminated Tropical Rainfall Measuring Mission (TRMM) has
represented a critical advance in the use of SPPs for hydrological applications. Launched in
1997, it contained the first active microwave sensor, in the form of the TRMM Precipitation
Radar (TPR), which was arguably the most accurate space-borne precipitation sensor until the
recent deployment of the Global Precipitation Measurement (GPM) program in 2014 (Nesbitt
and Anders, 2009). However, to date there have been few direct evaluations of the TPR against
rain gauge observations in tropical mountains, espcially in the tropical Andes. Thus, there exists
the need to evaluate the TPR against gauge observations at a high-spatial resolution across the
tropical Andes to understand its performance under different rainfall regimes as well as attribute
and quantify error sources. Furthermore, with the imminent re-processing of the entire TRMM
era (1998 - 2014) as part of the Integrated Multi-Satellite Retrievals for GPM (IMERG) in
2017, there is currently a unique opportunity to compile a high-resolution climatology based
on the TPR. The exploration of different merging methods can help to further improve high-
resolution rainfall estimates through the inclusion of gauge observations. Ultimately, further
down the SPP process chain (fig. 1.1), high-resolution precipitation variables could be used to
aid the disaggregation of SPPs to higher spatial resolutions for hydrological simulation. This
necessitates an investigation into the spatial scaling of key precipitation variables and the design
of a spatial disaggregation model based on these for use in the tropical Andes.
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Figure 1.1.: Schematic illustrating a conceptual view of the process chain of satellite-based pre-
cipitation with focus of the general processes at each stage. E/C/M stands for
evaluation, calibration and merging (of satellite precipitation estimates against rain
gauges).
1.2. General Research Aims
The following general research aims have been identified:
1. To assess the performance of the TPR in the tropical Andes.
2. To merge mean TPR climatologies with rain gauge observations.
3. To investigate the spatial scaling of satellite precipitation products and develop
a disaggregation approach for TRMM.
1.3. Thesis structure
Chapter 2 provides a review of the existing literature focussing on the climate and hydro-
meteorology of the tropical Andes, satellite precipitation sensors and products, relevant satellite
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and gauge rainfall estimation errors and merging techniques, as well as spatial disaggregation
methods. The review leads to the definition of more specific and detailed research objectives in
chapter 3. Chapter 4 describes the pre-processing steps undertaken for the TRMM Precipitation
Radar (TPR) to be used in this research. The subsequent chapters address the individual
research objectives. Chapter 5 presents an explorative analysis of the TPR performance in the
Tropical Andes, while chapter 6 builds on this to provide a comparative evaluation of TPR and
gauge errors. Chapter 7 investigates different approaches to merge mean monthly TPR and
gauge estimates. Ultimately, for a case study in Colombia chapter 8 analyses the spatial scaling
of precipitation variables, while in chapter 9 a spatial disaggregation model is presented and
tested. Concluding remarks and suggestions for future research are provided in chapter 10.
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2. Literature Review
This literature review aims to address various aspects in the use of satellite precipitation prod-
ucts (SPPs) for hydrological applications and is structured as follows:
1. A detailed description of the climatology and hydro-meteorology of the Tropical Andes,
2. A review of the different types of satellite-based precipitation sensor technologies with
particular focus on the TRMM Precipitation Radar (TPR),
3. A comparison of different regular, gridded satellite-precipitation products (SPPs) with
particular focus on the TRMM Multi-Satellite Precipitation Analysis (TMPA) product
and SPP evaluations in the Tropical Andes,
4. A revision of SPPs and gauge-based precipitation estimation errors and satellite-gauge
merging techniques,
5. An analysis of existing methods for spatial disaggregation of SPPs.
Following a summary of the most relevant findings so far at the end of the literature review,
specific objectives for the present PhD research are presented in the next chapter.
2.1. Climate and Hydro-meteorology of the Tropical Andes
This research is focused on the tropical Andes that extend from 19◦ S to 12◦ N and from 67◦ W
to 81.5◦ W, covering a climatically diverse region from the Guajira region in northern Colombia
(average annual rainfall of 300 mm year−1) to the Altiplano in western Bolivia (below 1500 mm
year−1), as well as the humid upper Amazon and Orinoco basins (2,000 - 5,000 mm year−1),
the Peruvian Pacific coast (below 100 mm year−1) and the Colombian Pacific coast (above
10,000 mm year−1), as shown in fig. 2.1. While this bounding box contains large areas of the
Amazon and Orinoco basin, the focus of the study will be primarily on the Andes themselves.
Nonetheless, consideration of the climatic and hydro-meteorological processes over the Amazon
and the coastal regions is of high importance for the rainfall patterns in and along the tropical
Andes.
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Figure 2.1.: Left: Delineation of the tropical Andes study area. Centre: Topographical map of tropical Andes with major river systems marked in blue. Right: Mean
annual precipitation (in mm year−1) as derived from the TRMM Precipitation Radar averaged over the period 1998 – 2014.
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Over intra-annual time-scales precipitation patterns are controlled by the interaction of
synoptic-scale atmospheric currents and the complex Andean topography. The principal control
is the movement of the Intertropical Convergence Zone (ITCZ), which defines the intersection
of the southern hemisphere and northern hemisphere Hadley circulation cells. It is driven by
solar heating and migrates longitudinally in accordance with the sun’s zenith. The position of
the ITCZ is characterised by rising air, low pressure and, hence, strong convective activity. The
tropical Andes can be seen as a barrier to tropospheric flow, intersecting latitudinal air cur-
rents and strengthening tropical – extra-tropical transfer of air masses and moisture (Garreaud
et al., 2009). Easterly trade winds resulting from the southerly position of the Intertropical
Convergence Zone (ITCZ) during the South American monsoon season (austral summer; DJF)
transport moist air from the tropical Atlantic over the Amazon basin (Boers et al., 2013; Car-
valho et al., 2011) and are blocked by the topographic barrier of the tropical Andes (Romatschke
and Houze Jr, 2010). The deflection of air moisture to the south-east gives rise to the South
American Low-Level Jet (SALLJ) that transports air moisture along the eastern Andes into
the La Plata Basin (Boers et al., 2013). The amplified state of the SALLJ, characterised by
intensified southward low-level wind over the Chaco region in Argentina (also termed Chaco
jet), during the South American monsoon coincides with a suppression of the South Atlantic
Convergence Zones (SACZ) and increased convection over the La Plata Basin (Marengo et al.,
2012; Vera et al., 2006). As a result, in the region east of the Andes between the equator and 25◦
South, more than 50% of total annual precipitation occur during the austral summer (Marengo
et al., 2012). Influx of air from the southern Atlantic towards the tropical Andes mobilises
moisture-laden air masses of recycled soil moisture over the Amazon basin. Consequently, the
Amazon experiences large-scale stratiform precipitation throughout much of the year.
Along the eastern flanks of the Andes the easterly trade winds and strong topographic gradi-
ents result in pronounced orographic effects (Espinoza et al., 2015; Espinoza Villar et al., 2009b;
Bookhagen and Strecker, 2008). This causes deep convection (Romatschke and Houze Jr, 2010)
and thereby spatio-temporally highly intermittent precipitation patterns. Consequently, annual
rainfall totals can vary substantially between areas shadowed by mountains and those directly
exposed to moisture-laden easterlies with vertical precipitation gradients of up to 190 mm km−1
and annual rainfall totals peaking locally at over 4,000 mm per year (Espinoza et al., 2015).
In the central Peruvian Andes, in contrast to other tropical areas, the majority of cumulative
rainfall can be described as short duration, light intensity, low available moisture and low insta-
bility (Mohr et al., 2014). In effect, lower convective activity at lower temperatures results in
decreased rainfall with a high larger of amounts of drizzle, which can accumulate to near 30% of
the total annual rainfall volume in high-altitude wetlands called pa´ramos (Padro´n et al., 2015).
Consequently, intra-Andean valleys are generally drier (average annual rainfall below 1,000 mm
year−1) than the Amazon basin and the eastern Andean flanks (2,000 - 5,000 mm year−1) but
exhibit highly variable rainfall regimes due to the complex Andean topography that can result
both in rainfall shielding as well as concentration of precipitation (Buytaert et al., 2006b). In
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southern Ecuador/ northern Peru (Paute basin) small areas with very specific climatic condi-
tions have been identified where prevailing semi-arid conditions result in annual rainfall totals
of around 500 mm (Hunink et al., 2014). However, annual rainfall totals in intra-Andean valleys
are still dominated by convective events (Mohr et al., 2014; Rasmussen et al., 2013). Orographic
controls result in atmospheric moisture precipitating over wet orographic bands (”pluviomet-
ric optimum”) that occur at well defined altitudes: in the Peruvian Andes at approximately
1,300 m a.s.l., compared to 1,500 – 1,800 m a.s.l. in Colombia (Bookhagen and Strecker, 2008;
A´lvarez-Villa et al., 2011). In Colombia the divergence of the Andes into three mountain regions
(Cordilleras) with elevations above 3,000 m a.s.l. along with the pre-dominant north-south ori-
entation of the Cordilleras and the intra-Andean valleys result in strong orographic effects that
induce atmospheric circulation, deep convection and, consequently, heavy rainfall rates (Poveda
et al., 2005). In particular, the evolution of deep convection over strong topographic gradients
results in spatio-temporally highly intermittent and intense convective storms. This leads to
a pronounced variability of the space-time distribution of rainfall over the tropical Andes, as
is evidenced by the markedly different diurnal cycles at gauges in close proximity to another
(Poveda et al., 2005; A´lvarez-Villa et al., 2011). Over seasonal scales, the northern tropical
Andes exhibit pronounced bimodal precipitation regimes with precipitation maxima in spring
and autumn generated by the bi-annual passage of the ITCZ (A´lvarez-Villa et al., 2011). East-
ward airflow over the tropical Pacific off the Colombian coast results in the formation of large
mesoscale convective systems (MCSs). Furthermore, onshore moisture transport by the low-
level ”Chorro del Occidente Colombiano” (Choco) jet results in extremely high annual rainfall
along the Colombian Pacific coast exceeding 10,000 mm year−1 and transports moisture further
inland into the intra-Andean valleys in central Colombia (Poveda et al., 2011). In contrast, the
Pacific coast south of the equator (southern Ecuador and Peru) is characterised by very dry
conditions as a result of the cold von Humboldt current, southerly winds that often exhibit a
low-level jet structure (Garreaud and Falvey, 2009).
On inter-annual timescales the El Nin˜o Southern Oscillation (ENSO) is the major driver of
precipitation variability. The warm ENSO phase (El Nin˜o event) is initiated by a reduction in
convective activity in the western Pacific and partial collapse of the southern hemisphere Hadley
cell. The weakening of westward surface winds along the tropical Pacific creates a positive sea
surface anomaly in the eastern Pacific with increased convection off the coast of Ecuador ac-
companied by elevated levels of dry air subsidence in the Amazon basin. ENSO warm events
result in regionally contrasting impacts due to the interaction with Andean topography and
low-level jets (Marengo et al., 2013). During the ENSO warm phase rainfall is increased due
to elevated convective activity along the dry Peruvian coast, while the Colombian Andes, the
Caribbean basin and the upper Amazon experience drier conditions due to increased subsidence
(Poveda et al., 2011). Easterly trade-winds over the Amazon are intensified, which strength-
ens the SALLJ, leading to increased southward moisture transport along the eastern Andes
(Marengo et al., 2012). During ENSO cold phases (La Nin˜a) general regional conditions as
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described above are reversed. Peak ENSO warm and cold phases alternate over periods of 3 –
7 years with the most recent positive ENSO event ending in April 2016.
Over even greater time-scales of 20-30 years, the Pacific Decadal Oscillation (PDO) influ-
ences the climate and rainfall patterns of the tropical Andes. Given the short observational
record compared to its large periodicity, the PDO remains poorly understood (Newman et al.,
2003). PDO is thought to result in similar spatial patterns of changes in sea surface tempera-
ture and precipitation anomalies as ENSO; however with a weaker amplitude than ENSO. Yet
synchronous occurrence of ENSO and PDO warm phases result in superposition (amplification)
of the impacts. Since the mid-1970s the Pacific is in a PDO warm phase with the eastern Pacific
warmer than the western Pacific, when compared to the neutral state (Espinoza Villar et al.,
2009b).
2.2. Satellite Precipitation Sensor Technologies and the TRMM
Precipitation Radar
2.2.1. Infrared and Passive Microwave Sensors
In general, satellite-based precipitation sensors can be classified as visible/ thermal infra-red
scanners (IR), passive microwave sensors (PMW) or active microwave (i.e. radar) sensors (PR).
Depending on the sensor technology used, these can be operated on geostationary (GEO) satel-
lites (in the case of IR) or on low-earth orbit (LEO) satellites (PMW and PR). Geostationary
satellites complete a single orbit in 24 hours and thereby maintain a stationary position with
respect to a particular location on the earth’s surface. Hence, sensors on board these satellites
always provide information about the same region of the planet, allowing for a very high tem-
poral sampling frequency compared to sensors on LEO satellites. In order to complete such
orbits, GEO satellites (e.g. Meteosat or GOES series) typically operate at very high altitudes
of approximately 36,000 km. Over these large distances only IR sensors provide the necessary
signal strength to accurately detect energy waves (waveband of approximately 10µm). As they
are constantly viewing the same location on earth, IR sensors provide high spatial (approxi-
mately 4 km) and temporal (measurement completed every 15-30 minutes) resolution (Huffman
et al., 2007; Kidd et al., 2012). However, IR sensors do not measure rainfall directly but instead
detect cloud-top brightness temperature (Tb, sensible energy), which is then converted to near-
surface rainfall rate estimates based on empirical relationship whereby cloud-top temperature is
inversely related to precipitation (Huffman et al., 2007, 2010). In other approaches the period
for which the temperature remains below a pre-defined threshold (cold cloud duration) is used
as a proxy for near-surface precipitation (Grimes et al., 1999). Either approach has significant
limitations as it provides no information on the processes within the atmospheric column of
the clouds (Dinku et al., 2010a). Instead, the indirect and highly non-stationary relationship
between Tb and near-surface rainfall rates tends to result in poor performance under complex
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meteorological conditions (Tote´ et al., 2015). Particularly in coastal regions and tropical moun-
tain environments, cold-cloud top temperature thresholds are often too low, which results in
failure to detect warm orographic rainfall and thereby under-estimation of the derived rainfall
rates (Dinku et al., 2010a). Similarly, cold cirrus clouds can be mistaken as deep convection
leading to over-estimation of rainfall rates (Dinku et al., 2010a).
It has been demonstrated that SPPs relying exclusively on IR rainfall estimates (e.g. PER-
SIANN, CHIRP) have been shown to perform poorly in tropical mountain regions when com-
pared against independent ground-based validation datasets (Ward et al., 2011; Thiemig et al.,
2012; Funk et al., 2015). On the other hand, IR products with extensive gauge calibration (e.g.
TAMSAT, CHIRPS) can yield rainfall estimates comparable in accuracy to those obtained by
PMW or PR (Tote´ et al., 2015; Funk et al., 2015). However, even SPPs that incorporate PMW
(e.g. CMORPH, Joyce et al., 2004) and/ or PR (e.g. TMPA, Huffman et al., 2007) sensor data
typically rely heavily on IR data to infill or interpolate between the far less frequent microwave
measurements. Whilst generally inferior in terms of accuracy, IR-derived rainfall estimates have
been shown to estimate well the relative frequency of rainfall occurrence (Tote´ et al., 2015) and
are therefore more suitable for long-term rainfall monitoring, whereas microwave sensors (lower
frequency, higher accuracy) are better for instantaneous measurements (Kidd et al., 2012).
In contrast to IR, PMW sensors derive an estimate of instantaneous near-surface precipitation
from the microwave energy emitted by particles and surfaces. Relatively low frequency PMW
signals (1037 GHz) sense the thermal emission of raindrops while higher frequencies (85 GHz and
higher) sense the scattering of upwelling radiation from the earth to space due to ice particles
in the rain layer and tops of convective systems (Joyce et al., 2004). Thus, PMW-based rainfall
estimates rely on a more direct physical relationship than that of the cloud-top temperature to
near-surface rainfall rate (Gruber and Levizzani, 2008; Dinku et al., 2010a). For example, PMW
measurements used in the TMPA product are converted to rainfall rates using the Goddard
Profiling Algorithm (GPROF Kummerow et al., 2001). Here a Bayesian estimation technique is
used which utilizes a reference database that relates precipitation rates (latent heating vertical
profiles) with corresponding upwelling microwave radiances. This reference database was based
on cloud-resolving model simulations until TRMM version 6 and recently replaced in version
7 (GPROF 2010) by historical observations of precipitation rates, storm profiles and IR Tb as
detected by TRMM (Huffman et al., 2010; Huffman and Bolvin, 2013).
The relationship between microwave radiances and near-surface precipitation also has a num-
ber of limitations. In tropical mountain regions stratiform and warm orographic rain clouds
produce little or no scattering of ice particles, resulting in under-estimation by PMW sensors
(Dinku et al., 2010a). Furthermore, the relatively coarse spatial resolution (approximately
5 km) of PMW sensors can result in failure to detect very localised heavy convective precipita-
tion (Dinku et al., 2010a; Thiemig et al., 2012). Detection issues have also been demonstrated
to occur in close proximity to water bodies, potentially due to the emissivity contrast between
lakes and surrounding lands as well as warm rain cloud processes affecting PMW retrievals
23
(Satge´ et al., 2016). In general, surface emissivity remains a source of rainfall misinterpreta-
tion. Vegetation and soil (high microwave energy) affect low-frequency PMW signals, while cold
surfaces, snow or glaciers result in errors in higher frequency channels (Dinku et al., 2010a).
Examples of PMW sensors include the Special Sensor Microwave Imager (SSM/I), the Advanced
Microwave Sounding Unit B (AMSU-B), the Tropical Rainfall Measurement Mission (TRMM)
Microwave Imager (TMI) and the Advanced Scanning Microwave Radiometer (AMSR) (Kidd
et al., 2012). Being operated on near-polar orbit LEO, PMW and PR sensors have a low tempo-
ral sampling frequency, which results in significant sampling error in the derived precipitation
estimates (Dinku et al., 2010a). This sampling error is discussed in detail in the context of the
TRMM PR later on in this review but also applies to PMW sensors in general.
2.2.2. TRMM Precipitation Radar
The TRMM Precipitation Radar (TPR) was the first satellite-based active microwave precipita-
tion sensor (Kozu et al., 2001) and with its successor, the Dual Frequency Precipitation Radar
(DPR) on-board the Global Precipitation Measurement (GPM) core observatory only having
been launched in February 2014, the TPR remains the single space-borne active sensor with
long-term historical observations to date. TPR operation recently ended in October 2014 (ex-
cluding a brief re-start in early 2015 at lower altitude) due to the descent of the TRMM satellite,
resulting in a 17-year record (1998-2014) of high-resolution (5 km) precipitation measurements.
In addition, the TPR was used to calibrate various space-borne passive microwave and indirectly
also infrared sensors in the TRMM 3B42 algorithm. Its estimates and, hence, its accuracy are
therefore propagated to the TRMM Multi-Satellite Precipitation Analysis (TMPA), which is
popular in hydro-meteorological applications.
The TPR was situated on-board the low-earth orbit (LEO) TRMM satellite operated on
a non-sun-synchronous orbit. The altitude of the TRMM satellite at 403 km combined with
the scan geomtery and the flight path result in a field-of-view (FOV) of 5.1 km in horizontal
resolution (post-2001 boost, previously at 350km altitude with 4.3 km horizontal resolution)
across a 245km wide swath (fig. 2.2). The TRMM satellite flight paths are determined such that
TPR data coverage extends to 36°N/S. The TPR is a Ku-band radar that operates at 13.8 GHz
frequency, allowing it to penetrate dense cloud layers to detect underlying precipitation (Prasetia
et al., 2013). Furthermore, the TPR has a vertical resolution of 250m, enabling it to generate
a 3-D reflectivity profile up to an altitude of 20 km a.s.l. Within the 2A25 algorithm (fig. 2.3)
a reflectivity- rainfall intensity (Z-R) relationship is employed to convert radar reflectivities to
rainfall rates for every vertical bin and integrated thereafter to generate a near-surface rainfall
estimate. The TPR has offered new insight on tropical rainfall, specifically novel information on
the spatial gradients and diurnal cycles of climatological precipitation in the tropics (Anders and
Nesbitt, 2014; Nesbitt and Anders, 2009; Biasutti et al., 2012), the distribution and classification
of rainfall types (stratiform/ convective) over land and ocean (Yang and Nesbitt, 2014; Duan
et al., 2015), the vertical structure of precipitation systems (Cao and Qi, 2014; Hamada et al.,
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Figure 2.2.: Illustration of the TPR on-board te TRMM satellite (source:
http://mynasadata.larc.nasa.gov/trmm/ ).
2014; Park et al., 2015) as well as extremes and deep convection (Liu et al., 2007; Rasmussen
et al., 2013; Zuluaga and Houze Jr, 2015).
However, TPR rainfall estimates are associated with a number of errors that can be attributed
to a combination of inaccurate Z-R conversion, representation of microphysics (drop-size dis-
tribution), non-uniform beam filling (NUBF) and radar signal attenuation correction (Iguchi
et al., 2009; Chen et al., 2013a; Kirstetter et al., 2014). At 13.8 GHz the TPR is more affected
by atmospheric attenuation than C- or S-band ground-based rainfall radars (Franchito et al.,
2009). Therefore, a hybrid method combining the Hitschfeld-Bordan equation with a surface
reference technique is implemented to correct for attenuation (Iguchi et al., 2000). This ap-
proach has been shown to be adequate for stratiform rainfall, but results in under-estimation of
heavy (convective) rainfall (Duan et al., 2015; Liao and Meneghini, 2009). On the other end of
the rainfall intensity spectrum, the TPR rainfall detection limit due to instrument sensitivity
lies at 17 dBZ, limiting detection of light rainfall to approximately 0.5 mm hr−1 (Kirstetter
et al., 2014), which is estimated to result in an under-estimation of long-term rainfall totals by
about 1% in humid regions, but by up to 20% in dry regions (Yang and Nesbitt, 2014). Locally,
this may result in even larger errors. For instance, Padro´n et al. (2015) have demonstrated
that up to 29% of the total rainfall volume of high-altitude paramo wetlands, important water
resources in the Andean region, is accounted for by drizzle and therefore potentially missed by
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Figure 2.3.: Schematic to illustrate the data flow and processing steps within the TRMM 2A25
algorithm (originally Figure 1 on page 5 by Iguchi et al., 2009).
the TPR, which has been found to to under-estimate the low-level orographic enhancement of
rainfall associated with fog (Duan et al., 2015). Recent validation of the TPR against ground-
based radar has affirmed that the largest contribution to rain rate errors stems from the no-rain
transition around areas with low intensities at the edge of rainfall fields, while it performed
much better for the bulk of the rainfall volume (Kirstetter et al., 2014).
The TPR was also shown to experience rainfall detection issues when the field-of-view (FOV)
is filled less than 70 % (Kirstetter et al., 2014). Consequently, the lowest detectable rainfall
rate should be treated as an average approximation (Kirstetter et al., 2014). Non-uniform beam
filling (NUBF) can result in a reflectivity gradient within the FOV being averaged out spatially,
thus resulting in a bias in the reflectivity estimate (Duan et al., 2015), which propagates through
to the rainfall classification. Duan et al. (2015) concluded that convective rainfall may be
misclassified as stratiform, due to the averaging effects of NUBF at the TPR resolution of
5 km, particularly at high incidence angles (towards edge of swath, off-nadir). Meanwhile,
Kirstetter et al. (2014) have empirically shown that up to 40% of stratiform rainfall may be
misclassified as convective as a result of low FOV filling, which confirms findings by Chen
et al. (2013a) who found that the TPR under-estimated the frequency of stratiform rainfall by
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5% compared to high-resolution ground-based radar and also over-estimated the frequency of
convective rainfall. Some detection errors (false alarms) have been associated with persistent low
intensity rainfall that has been classified as“probably stratiform” due to a combination of the
limited dectability and NUBF (Duan et al., 2015). False alarms have also been associated with
the spatial resolution of the TPR, which, at 5 km, is finer than most space-borne sensors, but
can eliminate the signature of small-scale complex structures of isolated orographic convection.
A further source of error is the Z-R relationship, which can be considered to be optimised
for moderate precipitation rates, given their higher occurrence, and explains to some extent
the weakness with low and high intensities (Thiemig et al., 2012). The under-estimation of the
TPR retrieval aglorithm (2A25) has been demonstrated by Rasmussen et al. (2013) for deep
convective systems containing significant mixed phase or frozen hydrometeors. Mixed-phase
precipitation cannot be estimated by the convective Z-R relationship in the 2A25 algorithm
alone, as it is affected by the strong scattering of ice crystals (Duan et al., 2015). With respect
to the Tropical Andes, the TPR bias for convective rainfall is higher for the high-altitude slopes,
where a larger fraction of convective rainfall stems from prevalent deep convective systems, than
for the Amazon basin, where horizontally intense storms occur more frequently (Rasmussen
et al., 2013; Zuluaga and Houze Jr, 2015). Nonetheless, all these systems can extend beyond
the 0°C altitude and therefore be affected by ice crystal scattering.
Recent changes in the TRMM 2A25 algorithm from version 6 (V6) to 7 (V7) were aimed to
improve both the estimation of low- and high-intensity rainfall rates (Hamada and Takayabu,
2014). These changes include an improved elevation map for the Andes and a repeat search algo-
rithm to minimize ground clutter effects in the detection of surface echo (TRMM Precipitation
Radar Team, 2011). Furthermore, an improved Z-R relationship based on a non-spherical rain
drop distribution has been implemented along with a NUBF correction approach, both aimed
at increasing estimates of heavy rainfall rates over land (Iguchi et al., 2009). Kirstetter et al.
(2013) found a reduction in negative bias from V6 to V7 compared to ground-based radar, which
was attributed to the improved Z-R conversion for convective rainfall, while under-estimation
of high rainfall intensities was reduced by the NUBF correction method. However, arguably
both the stratiform and convective profiling algorithms in 2A25 do not sufficiently represent the
dynamics of extreme rainfall (Kirstetter et al., 2014). Furthermore, individual extreme rainfall
intensities have been identified to be misclassifications of ground clutter, which stems from the
fact that as a space-borne radar the TPR cannot measure Doppler spectrum and polarization
(Hamada and Takayabu, 2014). Ground clutter misclassifications can only be identified re-
strospectively from the horizontal and vertical reflectivity profiles. Nonetheless, Hamada and
Takayabu (2014) have demonstrated that some misclassification errors can be removed with a
simple statistical filter. This approach was applied in the present PhD research and is described
in more detail in chapter 4.
As a result of the narrow swath and the 48.5-day recurrence period until a specific orbit is
repeated, samples for individual months may be biased due to uneven diurnal sampling (Prasetia
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Figure 2.4.: Orbits of satellites containing microwave precipitation sensors. The white shading
represent the orbit of the TRMM satellite. The swath represent the TRMM Mi-
crowave Imager (TMI), which is wider than the TPR swath but on the same orbit.
This figure is originally figure 1 (page 40) by Huffman et al. (2007)
.
et al., 2013), which is particularly evident at latitudes greater than 25°, whereas the effect is
minimized at the equator (Biasutti et al., 2012). As a result of the flight pattern (fig. 2.4),
the TPR has a very low temporal sampling frequency, which is lowest at the tropics where
samples are taken less than once every 72 hours (fig. 2.5). Furthermore, as the TPR makes
snapshot measurements of instantaneous precipitation rates, long-term rainfall frequencies are
generally under-estimated at less than 15%. Biasutti et al. (2012) demonstrated that this under-
estimation of the rainfall frequency can be attributed almost entirely to the sampling behaviour.
They re-sampled a high-resolution gauge in Darwin, Australia, characterised by a high rainfall
occurrence frequency (over 55% at a daily time-step), at the TPR sampling frequency and
applied the 0.5 mm hr-1 detection threshold. This resulted in a reduced occurrence frequency of
12.5%. This emphasises the major effect of sampling errors on TPR estimates. Sampling errors
are also a function of the sampling frequency with respect to the spatio-temporal structure of
precipitation, i.e. the diurnal, seasonal and inter-annual variability of rainfall (Duan et al.,
2015). However, the contribution of sampling errors to the total error in estimating the rainfall
volume and intensity distribution can also be significant, particularly for LEO satellites with low
sampling frequency. Accordingly, the impact of the sampling error on the estimation of long-
term climatological rainfall by the TPR has been the focus of extensive research (e.g. Nesbitt
and Anders, 2009; Indu and Nagesh Kumar, 2014; Iida et al., 2010, 2006).
Sampling errors are typically evaluated, either by comparison of the low-frequency, orbital
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TPR data against a more high-frequency reference dataset, such as rain gauges (Fisher, 2007),
ground-based radar (Iida et al., 2006) or TMPA (Nesbitt and Anders, 2009), or against the
dataset itself by means of bootstrap methods (Iida et al., 2010; Indu and Nagesh Kumar, 2014).
When evaluating the sampling error against a reference dataset there is often a difference in the
temporal and spatial scales with reference datasets being a spatial and temporal aggregation
relative to the TPR. Fisher (2007) used both rain gauges and ground-based rainfall radar in
southern Florida to evaluate the TPR sampling error at a spatial scale of 0.5°. That study
used error variance decomposition and found that over a five-year climatology (1998 - 2002) the
TPR sampling error was comparable to the retrieval error. Furthermore, the TPR sampling
error was greater than that of the TRMM Microwave Imager (TMI; wider swath of 878 km) for
the same period (Fisher, 2007). Similarly, Iida et al. (2006) also used ground-based radar and
rain gauges to asses the sampling error of the TMI over Japan for spatial scales of 0.1°- 5.0°.
Despite also finding a considerable sampling error, Iida et al. (2006) stressed the dependence
of quantitative sampling error estimates on the spatial scale of the reference dataset (satellite
may only cover part of grid cell, gauges may not be representative of true spatial mean rainfall),
the temporal scale as well as the characteristics of the local rainfall regime. This also implies
that ground-based assessments of the TPR sampling error are dependent on the availability of
accurate high-resolution (space and time) ground-based reference data, meaning that most of
these assessments have been performed in developed countries with very few studies available
in tropical mountain regions. In dry regions, under-estimation of the occurrence frequency that
is very low in the first place, will result in major errors in estimating the rainfall distribution.
This means a longer sampling period is required at lower rainfall occurrence frequency to obtain
a converged estimate of the rainfall distribution, whereas the uncertanty will be lower in regions
with higher rainfall totals and frequency (Indu and Nagesh Kumar, 2014). Similarly, estimation
of rainfall extremes, which are known to vary significantly in space and may exhibit different
spatial patterns than mean conditions (e.g. Boers et al., 2013, 2014), is also more affected by
the sampling error than estimation of mean conditions.
Nesbitt and Anders (2009) avoided problems with gauge network coverage by calculating the
TPR sampling error globally at spatial scales of 0.25°to 10.0°using TMPA instead of gauges
as reference data. The global TMPA dataset was sub-sampled based on the flight pattern of
the TPR and the sampling error was computed using the error variance decomposition method
by Fisher (2007). However, sampling error estimates are again subject to the discrepancies
between the temporal aggregation of TMPA (3-hrs) and the instantaneous measurements of the
TPR. Furthermore, as the errors were effectively calculated on the TMPA data, which repre-
sents spatial averages over areas of over 625 km2, estimates of the TPR sampling error could
not be obtained for higher spatial resolutions, although it can be assumed that the sampling
error will increase non-linearly with resolution as a result of the spatio-temporal rainfall vari-
ability (Nesbitt and Anders, 2009). Lastly, bootstrap methods have been developed to derive
estimates of the TPR sampling error based on the TPR data itself (Iida et al., 2010; Indu and
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Nagesh Kumar, 2014). This method has the benefit that the sampling error can be computed
in all locations where TPR data is available (global tropics and sub-tropics) and is not affected
by discrepancies in spatio-temporal scale between the TPR data itself and a reference dataset.
In the bootstrap method, the empirical distribution function based on the entire available set of
TPR observations is assumed to be the true probability distribution of the unknown population
(Iida et al., 2010). This assumption then allows sampling from the distribution, by calculating
the error of each individual TPR overpass. The resulting error distribution can be considered
to be only characterising the sampling error as all other error sources have been eliminated.
However, in order to calculate the error of independent bootstrap samples, the data also needs
to be spatially averaged to coarser scales of 0.5°- 2.0 ° (Indu and Nagesh Kumar, 2014) or
5.0° (Iida et al., 2010). Hence, beyond potential differences between the empirical TPR rainfall
distribution andthe true rainfall distribution (function of local rainfall variability), computation
of sampling errors by bootstrap methods is limited to coarse spatial scales with sampling error
estimates likley to decrease with increasing spatial aggregation. Lastly, in order to ensure in-
dependent samples in the bootstrap, successive TPR visits to the same grid cell are considered
to be temporally independent, which is supported by the fact that the spacing between visits
is longer than the temporal correlation of short, convective rainfall in the tropics (Iida et al.,
2010; Indu and Nagesh Kumar, 2014).
Attempts have been made to statistically model the sampling error as a function of better
quantifiable characteristics of satellite rainfall observations (Bell and Kundu, 1996, 2000; Steiner
et al., 2003; Indu and Nagesh Kumar, 2014). Gebremichael and Krajewski (2005) noted that
the distribution of the sampling error depends on the rainfall rate such that a linear model
would be adequate to estimate the parameters of this distribution. However, the degree of
dependence decreases with increasing sampling interval (Gebremichael and Krajewski, 2005).
Furthermore, based on TPR data sampling error, the sampling error distribution is wider for
stratiform rainfall than for convective rainfall (Indu and Nagesh Kumar, 2014). Inital models
proposed the sampling error could be modelled using the number of samples (i.e. satellite
visits) in a negative power-law model with exponents varying between studies from -0.5 (Bell
and Kundu, 1996) to -1.0 (Steiner et al., 2003). Similar relationships have been proposed used
to explain the sampling error as a function of the mean rainfall intensity: Bell and Kundu
(2000) also proposed a power-law model with an exponent of -0.5 for this variable. This general
shape has since been confirmed by Steiner et al. (2003); Nesbitt and Anders (2009); Indu and
Nagesh Kumar (2014). Steiner et al. (2003) extended the model to explain sampling error as a
function of the rainfall rate, the number of samples taken (sampling frequency) and the spatial
scale (grid resolution), which was used by Iida et al. (2006) and Nesbitt and Anders (2009) to
evaluate the TMI and TPR sampling errors, respectively. The results of both studies suggest
a change in the power-law relationship at spatial scales of 1.0° or coarser. Furthermore, the
sampling error was found to decrease with increasing rainfall intensity, such that at a resolution
of 0.1° the sampling error would become less than 100% of the mean TPR rainfall intensity,
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Figure 2.5.: Total number of over passes of the TRMM satellite and hence TPR measurements
over the TRMM era (1998 - 2014). Coordinates are in UTM projection (zone 18).
whereas it is far in excess below this threshold (Nesbitt and Anders, 2009). For finer spatial
scales, temporal averaging over hourly or 3-hrly time-steps may no longer represent the true
variability of (instantaneous) rainfall averaged over these small areas (Iida et al., 2006). In fact,
this may suggest that the estimate of the sampling error at these scales is lower than it actually
is and, hence, the dependence on spatial scale will differ from the real one depending on the
extent of temporal aggregation (Iida et al., 2006). This, in turn, implies that existing statistical
models to estimate the TPR sampling error cannot be projected to scales below 0.1°.
In summary, the quantification of rainfall rates by the TPR is subject to significant errors
due to radar signal attenuation, non-uniform beam filling and inaccurate Z-R conversion. The
combined effects of these error sources are often difficult to distinguish based on analysis of the
rain rate (Kirstetter et al., 2014, 2012). In addition, when analysing TPR time-series or dis-
tributions as opposed to individual measurements, the spatio-temporal sampling error needs to
be taken into account. Due to the narrow swath, the sampling error is larger than that of most
PMW sensors (Fisher and Wolff, 2010). However, accurately accounting for the sampling error
is complex given various limitations surrounding spatio-temporal aggregation, fundamental as-
sumptions on sampling behaviour and the natural variability of instantaneous rainfall. Existing
models that explain the sampling error based on statistical properties of TPR rainfall, have not
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been confirmed to be applicable to fine spatial and temporal scales. While the large sampling
error may be a limiting factor in the usefulness of the TPR for monitoring rainfall trends, its
high accuracy makes it suitable for improving PMW rainfall estimates and for diagnosing the
internal structure of individual rain systems (Fisher and Wolff, 2010). Furthermore, the TPR
has been shown to accurately estimate the bulk of the rainfall distribution and be a suitable
data source for climatological analysis at a high spatial resolution (Nesbitt and Anders, 2009;
Biasutti et al., 2012; Chen et al., 2013a; Yang and Nesbitt, 2014). When comparing TPR to
ground-based radar rainfall estimates, Gebremichael et al. (2006) concluded that despite poten-
tially missing rainfall extremes due to the low temporal sampling frequency, the TPR is capable
of capturing the overall distribution of spatial scaling characteristics of rainfall. In addition, it
has been employed to study fine-scale spatial precipitation patterns and gradients in different
parts of the tropical Andes such as Colombia (A´lvarez-Villa et al., 2011) or rainfall hotspot along
the eastern Andean slopes of Peru and Bolivia, (Espinoza et al., 2015). It should therefore be a
suitable dataset for further high-resolution climatological rainfall analysis and a useful tool to
derive and relate rainfall estimates at different spatial scales.
2.3. TRMM Multi-Satellite Precipitation Analysis and Satellite
Precipitation Products Assessment in the Tropical Andes
With respect to improving the estimation of near-surface rainfall time-series, IR, PMW and PR
measurements from various satellite sensors have been used to generate regular, gridded satellite-
based precipitation products (SPPs). In particular, the combination of IR with PMW/PR
allows merging high-frequency (IR) data with high accuracy retrevials (PMW, PR) to provide
combined products with improved spatio-temporal resolution and rainfall estimation accuracy
(Kidd et al., 2012). A non-exhaustive summary of the most popular products is provided in
table 2.1. Only the TRMM Multi-Satellite Precipitation Analysis (TMPA) product/ algorithm
is described in detail, given its relevance to the present research work. This section further
reviews existing analysis of TMPA in the context of other SPPs over tropical mountain regions,
particularly the tropical Andes.
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Table 2.1.: Summary overview of selected tropical and global satellite precipitation datasets.
SPP Data Resolution Algorithm Coverage Reference
PERSIANN: Precipitation Estima-
tion from Remotely Sensed Infor-
mation using Artificial Neural Net-
works
IR 0.04°/ 1-hr Artificial Neural Networks to combine multipe
Tb - rainfall relationships in single IR image
1983 - present/
60° S - 60° N
(Sorooshian et al., 2000)
CHIRP: Climate Hazards group In-
frared Precipitation
IR 0.05°/ day Rainfall estimates from cold cloud duration
(CCD) of IR images
1981 - present/
50° S - 50° N
(Funk et al., 2015)
CHIRPS: Climate Hazards group
Infrared Precipitation with Stations
IR, gauge 0.05°/ day Rainfall estimates from cold cloud duration
(CCD) of IR images blended with rain gauges
1981 - present/
50° S - 50° N
(Funk et al., 2015)
CMAP: Climate Prediction Center
(CPC) Merged Analysis of Precipi-
tation
IR, PMW,
gauges, re-
analysis
2.5°, month Maximum likelihood combination of satellites
with gauges constraining satellite field
1979 - present/
global
(Xie and Arkin, 1997)
CMORPH: CPC Morphing data PMW, IR 0.0727°/ 30-
min
PMW matched with TMI using histogram, IR
motion vectors to interpolate between PMW
2002 - present/
60° S - 60° N
(Joyce et al., 2004)
GPCP: Global Precipitation Clima-
tology Project
IR, PMW,
gauges
2.5°, month Infilling of PMW estimates using IR, inverse-
error weighting to average satellite and gauge
1979 - present/
global
(Huffman et al., 1997)
GSMaP: Global Satellite Mapping
of Precipitation
IR, PMW 0.1°, 1-hr Kalman-filtered PMW estimates, refined by IR
Tb surface rainfall estimates
2002 - present/
60° S - 60° N
(Kubota et al., 2007)
TMPA: Tropical Rainfall Measuring
Mission (TRMM) Multi-Satellite
Analysis Product
IR, PMW,
TPR,
gauges
0.25°/ 3-hr TPR-calibrated PMW infilled by TPR-
calibrated IR and corrected using monthly
satellite/gauge ratios
1998 - present /
50° S - 50° N
(Huffman et al., 2007)
IMERG: Integrated Multi-satellitE
Retrievals for Global Precipitation
Measurement (GPM)
IR, PMW,
DPR,
gauges
0.1°/ 30-
min
PMW converted to rainfall estimates using
GPROF 2014 and interpolated using CMORPH
Kalman filtering and infilled by IR converted to
rain using PERSIANN Cloud Classification Sys-
tem, monthly gauge corrections
2014 - present/
global
(Hou et al., 2014)
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2.3.1. TRMM Multi-Satellite Precipitation Analysis
The TRMM Multi-Satellite Precipitation Analysis (TMPA or also known TRMM 3B42 after
its algorithm) is a combination of measurements from IR, PMW, TPR and rain gauges. The
algorithm is illustrated in fig. 2.6 and summaried here. Conceptually, TMPA consists of four
steps. Firstly, the TRMM Combined Instrument (TCI/ TRMM 2B31), i.e. a combination of
the TPR and TMI, is used as a calibrator for PMW measurements from external satellites (not
located on TRMM satellite). However, given the sparse overlapping of TCI with sensors other
than TMI (the reduced swath of the TPR reduces sampling frequency as discussed earlier), the
TMI is re-calibrated to replicate the TCI (Huffman et al., 2007). This re-calibrated TMI is then
used to correct PMW estimates from external satellites to effectively generate TCI-calibrated
rainfall estimates at all space-time instances sampled by the PMW sensors and converted using
GPROF. In order to generate a sufficiently large dataset for calibration, the TCI-TMI rela-
tionship is computed for areas of 1° by 1° for each month (Huffman et al., 2007). The TCI,
TMI and TCI-calibrated PMW data is then used, where available, to populate the 0.25°, 3-hr
regular grid of the TMPA product, resulting in the “HQ” product (Huffman et al., 2007). This
product only has a very sparse coverage, given the limited area covered by LEO satellites in a
3-hr window and is therefore infilled using IR data.
In the second step, IR Tb measurements from GEO satellites are converted to rainfall estimates
using space-time instances where HQ is available to calibrate the Tb - temperature relationship.
Hence, the IR estimates can be considered to be calibrated to TCI as the HQ product is cali-
brated to TCI. However, the Tb - temperature relationshop follows a simple design, whereby no
precipitation occurs if Tb is greater than a local threshold value, while precipitation is estimated
from Tb’s using an inverse relationship (Huffman et al., 2010). As discussed earlier, this presents
a major limitation for tropical mountain precipitation, which may exceed this threshold.
The third steps consists of merging HQ and IR data, whereby gaps in the HQ dataset are
simply infilled by IR data. Discrepancies in the data source result in discontinuities in the
combined rainfall estimate; however, this limitation is accepted in trade-off with supplying the
“best estimate” for each time-space instance.
In the final step, the multi-satellite (MS) estimates are corrected using a global rain gauge
dataset (Global Precipitation Climatology Project (GPCP)). Due to limitations in the availabil-
ity of quality-controlled gauge observations in real-time, gauge observations are accumulated
at the monthly scale and used to adjust the MS totals over this period. For every 0.25° grid
cell the gauge-MS ratios are then applied to rescale every 3-hourly MS measurement propor-
tionally within the respective month to give the final TRMM 3B42 (TMPA) estimate at 0.25°/
3-hour (in the real-time version (3B42-RT) gauge data is not yet available, so a climatological
correction is applied, see fig. 2.6, Huffman et al., 2007). The TRMM 3B42 algorithm thereby
illustrates how the TPR acts as the ultimate calibrator for all sensors within TMPA and how
errors in its accuracy are spatio-temporally extrapolated by the processing algorithm to affect
the final estimates.
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Figure 2.6.: Flow chart for the TMPA/ TRMM 3B42 algorithm. The slanted shading repre-
sentes processes performed asynchronously for the real-time version (TRMM 3B42-
RT), while the processes in gridded shading are only performed for TRMM 3B42-RT
(This is a replication of figure 3 (p 41) by Huffman et al., 2007)
Despite the end of the TRMM satellite in early 2015 and with it the TMI and TPR (and their
derived products), TMPA will be produced until mid-2017 using climatological TPR, TMI and
TCI observations for calibration. Prior to this, the most recent changes of the TRMM 3B42
algorithm (version 7) are summarised as follows (Huffman et al., 2010; Huffman and Bolvin,
2013; Zulkafli et al., 2014):
 A revised GPROF (GPROF 2010) algorithm for PMW-based estimation that uses a ref-
erence database derived from TRMMs available records of storm profiles, brightness tem-
peratures and precipitation rates, insteasd of an earlier version based on cloud model
simulation;
 More observation datasets at different detection ranges than in version 6, notably, the 10-
km resolution IR data to replace the Global Precipitation Climatology Centre (GPCC)
histograms used in the early part of the time series (19972000) and the full time series
of the PMW measurement by the Microwave Humidity Sounder (MHS) and the Special
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Sensor Microwave Imager/Sounder (SSM/IS);
 A single-calibration reprocessed Advanced Microwave Sounding Unit-B (AMSU-B) dataset
replaces the prior version, for which two different calibration periods were used, thus re-
moving some of the internal inconsistency present in TMPA version 6;
 The gauge dataset used for the monthly bias correction of the MS estimate that consisted
of the GPCC monitoring product (version 2.0) and the NOAA Climate Prediction Centers
Climate Anomaly Monitoring System (CAMS) was replaced in TMPA version 7 using a
new GPCC full data reanalysis (version 6.0) product that interpolates anomalies instead
of amounts and incorporates a denser rain gauge network;
 Lastly, changes made to the TPR estimates in the TRMM 2A25 algorithm in version 7 as
described earlier (see subsection 2.2.2) also affect the TMPA estimates indirectly.
2.3.2. Assessments of Satellite-Precipitation Products in the Tropical Andes
Comparative evaluations of SPPs over the tropical Andes have revealed that, in general, these
peform well when describing the spatial patterns at time scales of five days or longer as well
as the statistical distributions of daily rainfall. However, across different SPPs performance
is dependent on rainfall intensity (Mantas et al., 2015). Typically SPPs under-estimate the
amplitude of the seasonal cycle, i.e. wet season rainfall totals were under- and dry season totals
over-estimated (Derin et al., 2016). Furthermore, there are regional differences in performance
of SPPs depending on the principal sensor technology and the local rainfall properties as a
result of interaction of the synoptic scale climate processes with the complex topography (Derin
et al., 2016; Satge´ et al., 2016; Dinku et al., 2010b). In addition, the benefit of global gauge
calibration varied greatly between different regions, depending on how well the global gauge
network used for calibration represented the local spatio-temporal rainfall variability (Derin
et al., 2016). Across the Andes and other complex terrain regions rainfall extremes have been
shown to be consistently under-estimated by SPPs regardless of sensor technology and gauge-
correction (Derin et al., 2016).
In a recent review of SPPs in complex terrain regions worldwide by Derin et al. (2016) the
performance of CMORPH, PERSIANN, TMPA and GSMaP was evaluated against approxi-
mately 100 gauges ranging in altitude from sea level to 4,000 m a.s.l. across the Colombian
Andes. While both IR-based SPPs, i.e. PERSIANN and gauge-corrected PERSIANN, and
PMW-based SPPs, i.e. CMORPH and GSMaP, under-estimated gauge rainfall on the annual
scale, infrared-derived measurements performed worse than microwave-derived signals (Derin
et al., 2016). The PERSIANN products were generally capable of capturing the rainfall distribu-
tion, but were deficient in regions with a significant contribution by deep convective systems to
the total rainfall volume (Derin et al., 2016). CMORPH and GSMaP under-estimated rainfall in
regions experiencing significant amounts of warm orographic rain, where too little ice scattering
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occurs at the top of these cloud systems for the PMW sensors to detect (Dinku et al., 2007;
Derin et al., 2016). Furthermore, over-estimation of low rainfall intensities (under 5 mm hr-1)
is prevalent for most SPPs including TMPA in Colombia (as well as in the Peruvian Andes),
while most SPPs under-estimated higher rainfall intensities (Derin et al., 2016).
The findings broadly agree with those by Dinku et al. (2010b) who assessed the same SPPs
against a larger database of 600 stations across the entire country. In general, SPPS were
good at detecting rainfall occurrence, but poor in determining daily amounts, with estimation
skill improving when aggregating to 10-day totals. In dry northern Colombia gauge rainfall
was over-estimated, potentially due to sub-cloud evaporation, while in the wetter high-altitude
regions (Cordilleras) and along the Pacific coast rainfall was under-estimated, which may be
attributed to warm cloud processes. On the other hand, in the eastern lowlands with low
seasonal variability and little coastal and orographic influences the assessed SPPs performed
best (Dinku et al., 2010b).
Both Dinku et al. (2010b) and Derin et al. (2016) have independently shown that TMPA
performs poorer than the corresponding real-time product without gauge correction (TRMM
3B42-RT). More specifically the gauge-adjusted TMPA returns larger random errors than the
non-corrected real-time version (3B42-RT). Similar results have been observed for the Peru-
vian Andes where TMPA yielded a better approximation for basins with lower mean elevations
than in high-altitude regions above 3,000m a.s.l., which benefitted significantly from local gauge
correction (Condom et al., 2011). This discrepancy may be associated with TRMM only us-
ing stations below 3,000 m a.s.l. in its internal gauge adjustment, resulting in a bias towards
lower-altitude rainfall rates (Condom et al., 2011). Specifically for the cantral Andean plateau
(Altiplano) Satge´ et al. (2016) found that while SPPs were generally able to characterise the
relative spatial patterns of annual precipitation gradients, these were characterised by large
biases compared to a local gauge dataset. These biases were removed when considering the
corresponding SPP versions with global gauge adjustment. Overall, TMPA outperformed other
products (e.g. GSMaP,CMORPH, PERSIANN) in terms of correlation, rainfall intensity distri-
bution and bias (Satge´ et al., 2016). Superior performance of TMPA compared to CMORPH,
PERSIANN and GSMaP in terms of lowest systematic error (bias) was also identified for the Pe-
ruvian Andes by Derin et al. (2016), although SPPs systematically over-estimated light rainfall
intensities, which occur highly frequently at altitudes above 2,000 m a.s.l..
A number of studies have assessed specifically the performance of TMPA version 6 in the
tropical Andes. Over the Paute basin in southern Ecuador and northern Peru, Ward et al.
(2011) assessed TMPA version 6, PERSIANN and re-analysis products against sub-basin av-
erage gauge precipitation. They found low correlation and large biases for time-series as well
as substantial water balance errors, particularly for small catchments under 1,000 km2. The
regional rainfall regime in the Paute basin is dominated by short convective precipitation and
SPPs exhibited under-estimation particularly during the dry season (Ward et al., 2011). Scheel
et al. (2011) assessed TMPA version 6 over the Altiplano region in eastern Peru and western
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Bolivia and found TMPA to over-estimate low precipitation intensities (under 2 mm day-1)
and under-estimate higher intensities. Correlation was significantly improved when aggregating
data temporally to the monthly scale, but did not improve when aggregating on the spatial
scale from 0.25°to 1.0° (Scheel et al., 2011), highlighting the local variability of rainfall patterns
in this region. Considering only high-altitude gauges (above 3,000 m a.s.l.) in the same region,
Condom et al. (2011) found relative random errors for monthly TMPA of the order of 50%
of the gauge observations. Over shorter time-scales Mantas et al. (2015) found that TMPA
performed poorly in this region, but this improved when temporally aggregating to scales of a
week or longer. Regions with the highest correlation and the lowest bias were generally those
with strong seasonal rainfall gradients (i.e. wet rain and dry seasons). The seasonality, captured
by TMPA, attenuated the errors associated with rainfall peaks over time. Furthermore, TMPA
was found to under-estimate large rainfall events, but over-estimate small events with False
Alarm Ratios in excess of 50%. In the Vilcanota basin (south-eastern Peruvian Andes), the
performance of TMPA version 6 was also found to be subject to a seasonal cycle. While there
was slight over-estimation in June-July (i.e. dry season), the remainder of the year, including
the rain season, was under-estimated, resulting in a negative of bias of approximately 15% in
terms average total rainfall over the period 1998 - 2009 compared to gauge observations (Andres
et al., 2014).
Demaria et al. (2011) investigated the ability of SPPs to capture the evolution of meso-scale
convective systems (MCSs) over the La Plata basin in sub-tropical South America. TMPA
version 6 showed high correlation with rain gauges with respect to rainfall rates and rain-
fall volumes, whereas rainfall maxima were systematically over-estimated (median bias +14%),
while SPPs without gauge correction (CMORPH and PERSIANN) showed under-estimation
of rainfall extremes. The authors interpreted this finding by suggesting that the global gauge-
correction procedure inherent to TMPA does not filter out the noisy measurements. Further-
more, while TMPA performed well in terms of estimating conditional rainfall rates and the total
rainfall volume (low positive bias), more considerable positive bias (over 20% was observed in
terms of the average spatial extent estimated from SPPs. Thus, in terms of characterising
MCSs, 65% of errors in TMPA were associated with the fine-scale structure of the MCSs, with
the rest being made up in approximately equal amounts by errors in displacement and the total
rainfall volume per MCS (Demaria et al., 2011).
Comparisons of TMPA version 6 and the final version 7 have identified that the algorithm
changes have resulted in improvements in the estimation of low and high rainfall intensities
(Zulkafli et al., 2014; Ochoa et al., 2014). Assessing TMPA versions 6 and 7, over the Maranon
catchment in the north-eastern Peruvian Andes, Zulkafli et al. (2014) found that version 7 had
improved agreement with gauge observations compared to version 6. In particular, the system-
atic under-estimation (negative bias) of wet season peak rainfall intensities was reduced, which
Zulkafli et al. (2014) attributed to an increased number of gauges in the global gauge correc-
tion, re-calibration of the TPR and the improved GPROF2010 algorithm for PMW retrievals.
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In the Pacific-Andean basin in south-west Ecuador and northern Peru Ochoa et al. (2014) found
that TMPA detection was better for intensities under 5 mm hr-1 than high rainfall intensities,
concluding that locally the separation of the windward/ leeward Andean effect on orographic
precipitation appears to be main challenge for 3B42 algorithm. Furthermore, the results showed
an improvement of TMPA version 7 over version 6 in terms of detecting light rainfall intensities
(Ochoa et al., 2014). In the same climatic region Arias-Hidalgo et al. (2013) assessed TMPA
against gauge observations for the Guayas basin and sub-basins thereof. TMPA was able to
reflect the general spatial pattern of mean annual rainfall; however, TMPA estimates under-
estimated gauge-interpolated values by 50-60%. While it is important to consider the potential
impacts of the uneven gauge density and the difference in spatial support between rain gauge
measurements at the point-scale and mean area SPP estimates, Arias-Hidalgo et al. (2013) also
point to the uncertainties associated in satellite-based rainfall estimation across the foothills of
mountain areas, which can be disproportionately affected by orographic rainfall.
2.4. Satellite-Gauge Errors and Merging
2.4.1. Satellite-Gauge Errors
Evaluation of satellite precipitation is typically done with rain gauges as these are the most
direct measurement of precipitation at the point-scale and therefore often treated as “true
rainfall” at that scale. However, most regions in the world are only covered by sparse rain
gauge networks that are insufficient to resolve local circulation patterns (Huffman et al., 2001).
Furthermore, rain gauges are often unevenly distributed with preferential locations at accesible,
low elevations (Hunink et al., 2014). Indeed, large errors can be generated when extrapolating
point observations to represent areal averages (Ciach and Krajewski, 1999; Prasetia et al., 2013).
Hence, while rain gauges can be considered to be affected by spatial sampling errors when
describing the areal mean, satellites suffer from retrieval errors as well as temporal sampling
errors, especially in the case of microwave sensors from LEO satellites (Prasetia et al., 2013).
Consequently, rain gauges are often used not only for SPP evaluation, but also to correct
SPPs and combining both source of data (S-G merging). However, in doing so, it needs to be
considered that gauge and satellite rainfall estimates have different spatial support. Rain gauges
report near-surface rainfall rate at the point-scale, whereas satellite estimates correspond to a
cloud volume-averaged rainfall rate that is dependent on the precipitation system and interior
cloud physics (Duan et al., 2015). This necessitates understanding the sources of error in both
gauge and satellite estimates in order to quantify these as accurately as possible and also requires
the development of suitable S-G merging approaches.
A generalised overview of errors in satellite and gauge rainfall estimates is provided in fig. 2.7.
Satellite errors consist principally of retrieval errors associated with the measurement and the
conversion of the measured quantity to rainfall estimates. These vary from sensor to sensor but
generally include: signal interference (clutter, blockage), misclassification of ground features
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and surfaces (e.g. cold lakes) as precipitation, algorithms to convert the proxy (IR brightness
temperature, ice scattering, radar reflectivity) and the spatial resolution of the sensor (aver-
aging, NUBF). In addition, microwave sensors aboard LEO satellites are subject to significant
sampling errors (Prasetia et al., 2013). Satellite retrieval errors and sampling errors have been
discussed with respect to the TRMM Precipitation Radar (TPR) in subsection 2.2.2. Further-
more, during cross-calibration of different satellite sensors, these errors are propagated through
the merging algorithm (e.g. in TRMM 3B42 algorithm to produce TMPA). A last source of
error is introduced by the global gauge correction, which is incorporated to improve a num-
ber of SPPs (e.g. TMPA, CHIRPS, GSMaP, IMERG). Global gauge correction is intended
to improve the estimation of inaccurate and uncertain satellite retrievals, but depends on a
dense and evenly distributed gauge network that is representative of the true spatial rainfall
variability. When this is the case, global gauge correction typically improve SPP estimates
(Derin et al., 2016). For example, the CHIRP product is adjusted using a dataset of 3,300
gauges in Colombia, resulting in the CHIRPS product which exhibits major reductions of bias
and random errors (Funk et al., 2015). On the other hand, inadequate gauge network density
or spatial representativeness, can result in deterioration of the SPP estimates, as discussed in
subsection 2.3.2.
However, as gauges are often used as a reference for calibrating, validating and merging
satellite precipitation estimates, gauge errors also need to be accounted for. Gauge errors can
be broadly classified as errors in the measurement process itself, potential conversions depending
on the type of gauge (e.g. tipping-bucket tips to rainfall intensity time-series), the mismatch in
scale between point observations and spatial averages (grid cells) and extrapolations to ungauged
locations on the grid. At the point-scale, gauge measurement errors (independent of the accuracy
of the instrument itself) can be introduced by wind effects, surface wetting of the gauge funnel,
animal and human interference, evaporation and splashing (Isotta et al., 2014; Duan et al.,
2015). For example, high wind speeds introduce an under-estimation of 2-18% relative to the
true rainfall intensity (Habib et al., 2001; Chen et al., 2013b). This undercatch is expected to
be particularly pronounced in gauge measurements during tropical cyclones given the extreme
winds associated with such events (Chen et al., 2013b). Further uncertainties can be introduced
by inaccurate geo-location of the gauge, temporal inhomogeneities due to station relocation and
instrument changes (Isotta et al., 2014).
The conversion of a record of tips from a tipping-bucket (TB) rain gauge to a rainfall rate time-
series results in errors depending on the interpolation method used and sensitive to the time-scale
of the rainfall rate (Ciach, 2003; Wang et al., 2008). TB-records are effectively irregular, discrete
measurements of a fixed rainfall volume and require transformation to a quasi-continuous time-
series of some pre-defined temporal scale (Wang et al., 2008). This process introduces errors
sensitive to the rainfall intensity. In particular at very low rainfall intensities, the temporal
window between successive tips can extend far beyond the time step of the time-series to be
derived, which makes the final structure of the rainfall time-series over short temporal periods
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Figure 2.7.: Schematic illustrating a conceptual view of generalised satellite and gauge errors.
highly sensitive to the method of temporal interpolation and the associated uncertainties. Ciach
(2003) compared the errors introduced by simple tip-counting and linear interpolation. His
experimental set-up consisted of 15 co-located gauges, whose areal mean was treated as the
true rainfall intensity and the gauge time-series of the individual gauges were compared against
this reference. At a 5-min time-scale and a rainfall intensity of 10 mm hr-1 a relative error
of approximately 5% was observed, which decreased to approximately 3% at the 15-min time-
scale. This magnitude of error approximately confirmed the findings by Habib et al. (2001). In
a more tropical and oceanic setting (Kwajalein Atoll), Wang et al. (2008) investigated 1-min
TB-derived rain rates in the TRMM product 2A56, which is used in TRMM ground calibration
and validation. The rain rates were generated by a cubic spline interpolation between successive
tips. The conversion error was found to be 22% and 32% for rainfall intensities below and above
3 mm hr-1, respectively. This decreased to 5% and 14%, respectively, at the 7-min time scale.
Another source of substantial error is the scale mismatch (also referred to a point-area differ-
ence) between point-scale rainfall observations by gauges and gridded satellite or radar products
(Ciach and Krajewski, 1999; Villarini et al., 2008; Wang and Wolff, 2010; Duan and Basti-
aanssen, 2013). Ciach and Krajewski (1999) introduced radar-gauge error variance decompo-
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sition to isolate and quantify this error. This approach was later applied by Wang and Wolff
(2010) to evaluate the TRMM ground validation rainfall radars in selected sites against gauge
observations. The random error (error variance) stemming from the point-area difference is
dependent on the temporal aggregation. Estimates at short temporal time-scales (5 - 15 min)
suggest errors of 45% (Fisher and Wolff, 2010) to 60% - 70% (Ciach and Krajewski, 1999)
depending on how the gauge correlation function is represented. Ciach and Krajewski (1999)
argued that in cases of small spatial scales (∼ 4 km) and low gauge density, it can be assumed
that the immediate correlation jump at zero distance (i.e. nugget effect/ decorrelation param-
eter) dominates the spatial correlation structure and is in itself a suitable estimate. However,
Fisher and Wolff (2010) showed that over larger spatial scales (∼ 25 km) in cases where a
high gauge density is available, characterising the full spatial correlation structure needs to be
considered as this may be explain the reduction in the estimate of the P-A difference. With in-
creasing temporal scale (i.e. accumulation time) the correlation of the rainfall process increases,
while the nugget effect, measurement errors and small-scale variability decrease (Villarini et al.,
2008). For daily accumulation fields, the point-area difference decreases to approximately 20%
(Ciach and Krajewski, 1999; Fisher and Wolff, 2010).
A last source of errors associated with gauge observations and probably the most significant
is the interpolation between point-scale measurements to obtain spatially distributed rainfall
estimates at ungauged locations. The most simple approach to obtain spatially distributed
rainfall estimates is using Delaunay triangulation (Thiessen polygons) or averaging gauge mea-
surements as an inverse function of their distance to the point of interest (IDW). However,
such methods do not provide an error estimate. Statistical model that estimate rainfall on the
basis of a more readily available geophysical variable, such as elevation, aspect or latitude can
provide a general uncertainty estimate (goodness-of-fit), but will not be able to provide an ac-
curate estimate of the error locally. Geostatistical methods such as different kriging approaches
have therefore been a popular tool for interpolation gauge rainfall (Goovaerts, 2000; Grimes
and Pardo-Igu´zquiza, 2010; Rogelis and Werner, 2013, amongst others). In the context of geo-
statistical ordinary least-squares (OLS) methods (i.e. kriging methods), ordinary kiging (OK)
provides the best linear unbiased prediction (BLUP) through minimization of the estimation
variance (Oliver and Webster, 2014). Therefore, the kriging estimation variance is often treated
as a spatially distributed indicator of the spatial interpolation uncertainty (Grimes et al., 1999;
Todini, 2001; Ochoa et al., 2014; Nerini et al., 2015; Delrieu et al., 2014, amongst others).
However, the kriging estimation variance depends on the spatial rainfall structure as well as
on the geometry of the observation system with respect to the point or the area of interest
(Delrieu et al., 2014). On the other hand, it does not depend on the rainfall intensity itself
while rainfall errors quite obviously do, which is why the kriging variance should be treated
only as a ranking index of data geometry and size and not as a measure of the local spread
of error (Goovaerts, 1999). Approaches to convert the kriging estimation variance into a local
error estimate have been developed, amongst others, by Delrieu et al. (2014), who used the
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relationship of the rainfal errors on the mean rainfall estimates and denormalized the kriging
estimation variance using a cross-validation procedure. An alternative method to derive a local
uncertainty estimate, is using an indicator approach. Gauge observations of precipitation are
transformed into a binary indicator based on pre-defined intensity thresholds. The kriging es-
timate of the indicator is also the least squares estimate of its conditional expectation, making
it possible to derive a conditional cumulative distribution function (CCDF) that characterises
the uncertainty by (co-) kriging the primary indicator (A´lvarez-Villa et al., 2011). The CCDF
has the added advantage in that it can describe non-Gaussian distributions of the interpolation
error. The assumptions and specifics associated with kriging methods are discussed in the con-
text of satellite-gauge merging in more detail in chapter 7. The general suitability of kriging
for gauge rainfall interpolation given the statistical distribution and spatial patterns of rainfall
fields is further discussed in chapter 9.
2.4.2. Satellite-Gauge Merging
Given the complementarity of gauge observations (high accuracy at point-scale, poor spatial
coverage) and SPP estimates (lower accuracy, but better spatial coverage), it is widely accepted
that final estimates can be improved by merging the two data sources (Nerini et al., 2015). A
number of SPPs already include an initial gauge correction as a final processing step. In TMPA
a mean field bias correction is performed at a monthly time-scale (Huffman et al., 1997), while
in CHIRPS a weighted average based on inverse distance and decorrelation slope is used to
combine a local IR estimate with the five closest gauges (Funk et al., 2015). However, a number
of studies have demonstrated that SPPs benefit further from local gauge correction (Vila et al.,
2009; Arias-Hidalgo et al., 2013; Ochoa et al., 2014; Nerini et al., 2015).
The most simple and, arguably most important, satellite-gauge (S-G) merging step is removal
of mean bias in the satellite rainfall field. However, satellite-gauge errors are dependent on rain-
fall intensity and vary spatially and temporally. While such an approach may still be sufficient
for correcting mean monthly climatologies due to their gradual spatial variation (Almazroui,
2011), it is agnostic to the complex spatio-temporal structure of rainfall fields and their errors,
resulting in large local errors over shorter time-scales (Todini, 2001; Nerini et al., 2015).
Therefore, different approaches have been developed to establish a spatially variable bias and
correct SPPs accordingly. Dinku et al. (2014) calculated residuals between satellite estimates
and gauge observations at the respective gauge locations and interpolated these residuals with
inverse-distance weighting (RIDW) before adding the interpolated surface back onto the orig-
inal satellite field. Applied to 10-day accumulations and using a high-density gauge dataset
in Ethiopia, the resulting merged fields were found to be comparable or better in terms of
correlation, bias and random errors than those from more complex geostatistical methods. In-
stead of residuals (additive bias), Arias-Hidalgo et al. (2013) calculated satellite-gauge ratios
(multiplicative bias) for monthly TMPA and gauge data in Ecuador and interpolated these
between gauge locations using IDW before applying them as multiplication factors to the full
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satellite grid, finding that the corrected TMPA data was comparable to gauge calibrations in
terms of the performance of hydrological simulations based on the data. Vila et al. (2009);
Salio et al. (2015) combined additive and multiplicative biases in a weighted average to correct
daily real-time TMPA across South America. The notion here is that a multiplicative bias is
unsuitable when the satellite estimate is zero (missed rainfall) and insensitive to magnitude
when the gauge rainfall is zero (false alarm). On the other hand, an additive bias may increase
the rainfall frequency if zero satellite rainfall estimates are assigned positive intensities (Vila
et al., 2009). Condom et al. (2011) applied a similar combination of additive and multiplicative
bias correction to mean monthly TMPA estimates over the Peruvian Andes. In their applica-
tion, satellite and gauge data was log-transformed prior to calculating bias in order to account
for the non-Gaussian distribution of rainfall and obtain a more gradually varying estimate of
the spatial bias. An alternative to residual interpolation by IDW is presented by Li and Shao
(2010) who define a method based on Gaussian kernel smoothing, which showed lower bias in
the merged estimate of TMPA and gauge data in Australia than complex geostatistical meth-
ods. Applied to TMPA data in the Peruvian Andes, the method accounts well for the spatial
heterogeneity of rainfall and achieves good local bias correction by weighting gauges based on
their distance (Nerini et al., 2015). Other methods do not explicitly calculate errors at gauge
locations but use other forms of spatially variable averaging to directly combine satellite and
gauge measurements. For example, Rozante et al. (2010) used the Barnes objective analysis
method in combination with bilinear interpolation to combine gauge measurements and TMPA
estimates in a two-step process, while Heidinger et al. (2012) used wavelet analysis to combine
the high-frequency signal of gauges (noise) with the more low-frequency signal of TMPA (base)
over the Andean plateau.
However, simple interpolations of residual error, do not account for potential variations in
rainfall at ungauged locations and are, thus, highly dependent on gauge density. Furthermore,
they are deterministic methods and provide no indication of the error associated with the
merged estimate in ungauged locations. This, in part, explains the popularity of geostatistical
(kriging) methods for S-G merging. Scheel et al. (2011) used ordinary co-kriging to combine
daily TMPA and gauge observations over the central Andean plateau. Here, the error covariance
of the satellite field is used to approximate the error covariance structure between TMPA and
true precipitation, while the error covariance of the ordinary kriging field (gauge interpolation)
represents the error covariance structure between the gauge and true precipitation (Krajewski,
1987). An improvement to this approach is colocated co-kriging (CCK), that avoids instability
of redundant secondary variable (satellite data), i.e. higher spatial correlations for the secondary
variable that is far more densely sampled (i.e. full raster grid) than the more sparsely sampled
primary variable (A´lvarez-Villa et al., 2011). However, co-kriging requires estimation of the
entire cross-variograms, which is not required for kriging with a trend model or “external drift”
(KED), where satellite data is used as a auxiliary variable to gauge data. A´lvarez-Villa et al.
(2011) compared both methods when merging long-term mean annual rainfall fields of TPR and
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gauges. KED outperformed CCK in terms of regional cross-validation due to the high linear
correlation between the TPR and the gauges (A´lvarez-Villa et al., 2011).
The suitability of kriging methods, more specifically KED, as a S-G merging method; how-
ever, depends on a number of factors. Firstly, it assumes gauge observations to be accurate
local quantifications of true precipitation, effectively using the satellite to extrapolate to un-
gauged locations. Yet previous discussion of gauge errors has revelaed that depending on the
spatial scale and temporal aggregation, the point-area difference can be significant. The use
of block kriging may be used to account for this (Todini, 2001; Grimes and Pardo-Igu´zquiza,
2010), but the ability to obtain accurate estimates of the areal mean depends on the gauge net-
work density. If all inter-gauge distances exceed the spatial resolution, the small-scale spatial
correlation structure remains uncertain and, hence, block kriging will not necessarily supply an
accurate estimate of the areal mean. This introduces a second issue with kriging methods in
that they depend heavily on the spatial distribution of the gauge network. A sparse or unevenly
distributed gauge network can deteriorate the correlation between the variables and skew the
interpolation. This becomes increasingly relevant for shorter time-scales. Scheel et al. (2011)
have shown that the correlation between TMPA and gauges is best for large rainfall events, but
decreases with shorter time-scales (daily totals or less). This can be linked to rainfall being
increasingly spatially intermittent over short time-scales (Villarini et al., 2008; Scheel et al.,
2011) and the rainfall intensity distribution increasingly skewed (i.e. non-Gaussian), while a
fundamental assumption of kriging is that the variable of interest is normally distributed.
Erdin et al. (2012) compared Box-Cox transformations with different parameter settings as a
means ensure normality of precipitation data prior to kriging. While concluding that this is, in
general, a suitable method to reduce interpolatioon uncertainty, the authors state that the dif-
ference in the final estimate between transformed and untransformed KED-interpolated rainfall
fields was not substantial. Furthermore, excessive transformation may introduce positive bias
into the kriging and care needs to be taken when a substantial fraction of gauges are dry (Erdin
et al., 2012). Given the deviation from normality of Box-Cox transformed data, especially in
the tails of the distribution, a normal-score transformation, which always yields an exact trans-
formation to a Gaussian distribution, is preferable (Goovaerts, 1997). However, neither of these
approaches can address the issue of zero rain, often yielding unrealistically large areas of low
intensity precipitation in ungauged locations. A possible solution is to split the rainfall variable
into a binary indicator (rainfall occurrence) and a positive rainfall intensity. In “double kriging”
the rainfall occurrence indicator is interpolated to delineate the rainfall field, the intensities of
which are subsequently assigned using kriging (e.g. KED) of the positive rainfall intensities
(Grimes and Pardo-Igu´zquiza, 2010). However, double kriging is based on the assumption that
rainfall occurrence and intensity are entirely independent variables. Furthermore, quantifying
an uncertainty estimate for the final estimate is problematic given that the kriging error and
the rainfall probability need to be accounted for (Grimes and Pardo-Igu´zquiza, 2010).
As kriging methods provide an optimal interpolation, they tend to result in “unrealistic” spa-
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tially smoothed precipitation fields (Grimes and Pardo-Igu´zquiza, 2010). This can be addressed
by conditional simulation, whereby different possible realisations of a rainfall field are generated
that conserve the measured gauge values, while also being based on the same model of the spatial
correlation structure as optimal interpolation (Grimes and Pardo-Igu´zquiza, 2010). An ensem-
ble of rainfall field realizations will return the mean and variance of the kriging estimates at any
point-scale. Conditional rainfall field simulations have been showing to be suitable for merging
infrared satellite retrievals (cold cloud duration) with gauge observations of rainfall intensity
(Teo and Grimes, 2007; Greatrex et al., 2014). Furthermore, the statistical distribution across
an ensemble can characterise the non-Gaussian shape of a probabilistic estimate at a specific
point and is thereby more informative than the kriging estimation variance if the uncertainty of
variable of interest is non-Gaussian. The individual rainfall field realisations can also easily be
back-transformed from a normal state into its original non-Gaussian state. This is advantageous
as the ensemble variance (i.e. uncertainty in estimate) can be obtained, while circumventing
the challenge of back-transforming the kriging estimation variance. The ensemble variance can
also be used further in S-G merging using an inverse-error-weighted averaging approach (e.g.
Grimes et al., 1999). Given a corresponding estimate of the satellite rainfall error variance,
satellite and gauge estimates can be merged, weighting the local estimate in accordance with
the respective uncertainties.
A more recent development is the integration of geostatistics into conditional and Bayesian
frameworks to improve S-G merging. Todini (2001) calculated the error between a block-kriged
gauge field and a rainfall radar. Subsequently, the spatial covariance structure of the error field
is modelled and the final merged best estimate is obtained by minimization of the variance in
a Bayesian framework using a Kalman filter (Todini, 2001). This approach has been adopted
by Nerini et al. (2015) for combining daily TMPA estimates with a rain gauge network on the
northern Peruvian Andes. Sinclair and Pegram (2005) used conditional merging to separately
interpolate gauge observations and the colocated radar measurements. The (conditional) spa-
tially distributed error field is then added back to the original radar field. Verdin et al. (2015)
proposed a Bayesian kriging approach wherein gauge observations are modeled as a linear func-
tion of satellite-derived estimates. The resulting residuals are interpolated by ordinary kriging.
For the Bayesian framework prior distributions are defined on historical data and posterior dis-
tributions from Markov Chain Monte Carlo sampling. Hereby the method generates a complete
representation of the variability and a quantification of the uncertainty of the parameters. In
estimating the merged precipitation, the posterior distributions also produce probability density
functions of precipitation estimates. The method yielded good results when combining pentadal
infared-based rainfall estimates from CHIRP with gauge measurements in central America and
Colombia. The approach was particularly efficient at removing bias even for relatively low
gauge densities; however, fundamental kriging limitations (assumption of Gaussian-distributed
primary variable and assumption of spatial stationarity) remain (Verdin et al., 2015). Another
source of remaining error is the is introduced by the spatial scale misfit between point-based
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gauges and, comparatively high-resolution, 5 km satellite estimates (Verdin et al., 2015). While
this issue can be addressed using block kriging, as discussed earlier, it also raises the question
as to whether SPPs, particularly those, like TMPA, that represent areal averages over scales of
25 km or larger, should be spatially disaggregated (i.e. downscaled) prior to comparison and
possible S-G merging.
2.5. Spatial Disaggregation of Satellite Precipitation Products
With the increasing availability of SPPs for hydrological analysis, the spatial resolution of SPPs
and its impact on the rainfall estimates has evolved into an important area of research in recent
years (Mackay et al., 2001; Hossain and Anagnostou, 2004; Sheffield et al., 2006; Immerzeel et al.,
2009; Fang et al., 2013; Tarnavsky et al., 2012, 2013; Hunink et al., 2014; Ceccherini et al., 2015).
As SPPs represent an areal average rainfall rate over a certain domain, the internal variability
of the rainfall patterns is not captured but lumped together. The relevance of this depends on
both the SPP spatial scale and the spatio-temporal rainfall variability, which in turn is driven
by hydro-meteorological and even synoptic climatic controls. In regions where rainfall is pre-
dominantly stratiform, rainfall events tend to have a spatial footprint larger than the typical SPP
resolution (TMPA: 0.25°) with rainfall intensities varying more gradually. However, convective
storms can have a total area of only a few km2 and are typically characterised by steep spatial
precipitation gradients (Tarnavsky et al., 2012), neither of which would is captured by SPPs
at 0.25° (Tarnavsky et al., 2013). In tropical mountain regions, such as the tropical Andes,
convective storms contribute a major fraction of the total annual rainfall budget (Rasmussen
et al., 2013; Mohr et al., 2014; Zuluaga and Houze Jr, 2015). Furthermore, in tropical mountain
regions TMPA at 0.25° has been found unsuitable for characterising small local circulations
and their impacts on precipitation distributions as these thermally-forced circulations can be of
spatial scales smaller than an individual TMPA cell (Biasutti et al., 2012). The error associated
with coarse spatial resolution is further a function of temporal aggregation as sub-daily rainfall
has a far greater spatial variability than rainfall accumulations over longer periods.
In the context of the general statistical rainfall distribution, the problem can be split into two
parts: firstly, low intensity or intermittent (spatially constrained) rainfall, and, secondly, high
rainfall intensities. Within a TMPA cell that records rain at a certain time-step small dry areas
are assigned a positive rainfall intensity, thus over-estimating the frequency of rainfall occurrence
at the point-scale (Tarnavsky et al., 2012). At the same time the spatial average of dry areas and
areas experiencing localised rainfall, leads to widespread low-intensity precipitation across the
entire SPP cell. For example, Mei et al. (2014) compared the ability of various SPPs in capturing
the characteristics of heavy precipitation events in a mountainous basin in the Alps. Across
all products a magnitude-dependent error ranging from overestimation at low precipitation
regimes to underestimation at high precipitation accumulations was detected. This type of
medium-intensity, invariable rainfall, when used to drive a hydrological simulation, will increase
47
evaporation and infiltration, whereas localised intense rainfall will increase runoff generation by
infiltration excess (Sheffield et al., 2006).
Hossain and Anagnostou (2004) used synthetic satellite data to investigate the suitability of
SPPs for flood modelling of small-scale basins (100 – 1,200 km2) at sub-daily time scales. The
results for a long-term simulation including various types of rainfall events showed that the
performance depended on the SPP spatial resolution and the scale of application. Nikolopoulos
et al. (2013) compared the ability of PERSIANN, CMORPH and TMPA to drive a hydrological
model to simulate the response of a heavy, convective summertime rainfall event that resulted
in a flash flood in a small (600 km2) mountainous catchment in northern Italy. The results
showed systematic errors in the rainfall estimates were amplified when propagated through to
the runoff estimate undry dry soil conditions. Simulation hydrographs were only improved by re-
calibrating the distributed hydrological model to each SPP independently. However, this leads
to unrealistic model parameter values, highlighting the problems associated with this approach.
Furthermore, when comparing the individual SPPs, PERSIANN, despite being based solely on
infrared, yielded smaller biases in the hydrological simulation than CMORPH and TMPA that
are based on the more direct PMW measurements. The poorer performance by the PMW-based
products (especially in the case of TMPA) was attributed to their coarser spatial resolution (see
table 2.1 for details of SPP spatial and temporal resolution). Furthermore, Demaria et al.
(2011) found that a high spatial resolution of SPPs is required to accurately define the position
and direction of storm cores relative to the watershed outlet with upstream moving storms
generating smaller peaks than downstream moving storms.
A number of approaches have been used to spatially disaggreate TMPA to higher spatial
resolutions. These can be broadly classified as either stochastic disaggregation or based on
regression with geophysical proxies. Stochastic spatial disaggregation using Gibbs sampling
has been used in downscaling extreme precipitation of regional climate models from 45 km to
4 km (e.g. Gagnon and Rousseau, 2014). Posadas et al. (2015) used a multi-fractal cascade
completemented by a heterogeneity filter to downscale TMPA from its native resolution (0.25°)
to 1 km over the Altiplano. In this application rain gauge observations are interpolated us-
ing a simple spline smoothing algorithm to deterministically derive a monthly heterogeneous
rainfall field that can be superimposed on the homogenous disaggregated field output by the
multi-fractal casacade (Posadas et al., 2015). The inclusion of the heterogeneity is critical for
the performance of the model and demonstrates the dependence of such approaches on local
gauge observations. Xu et al. (2015) used a similar separation into a homogeneous field and
a heterogeneous field to disaggregate monthly TMPA (TRMM 3B43) from 0.25° to 0.01°. The
homogeneous field was again produced by a multi-fractal, whereas the heterogeneous field was
generated using a multiple linear regression model that incorporated bearings and elevation
to estimate precipitation. While this removes the reliance on local gauge data, the resulting
surface is a less accurate estimation of small-scale precipitation patterns.
Proxy-based regression approaches consist of cases where rainfall at fine spatial scales is
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estimated using environmental variables, such as vegetation cover, topography, temperature and
pre-storm conditions that are readily available at a higher spatial resolution and demonstrate
a robust scaling relationship with rainfall. Immerzeel et al. (2009) demonstrated that the
relationship of annual rainfall and the Normalised Difference Vegetation Index (NDVI) at the
25 km spatial scale can be used to estimate rainfall at the 1 km scale, given 1 km NDVI
measurements from remote sensing products. Jia et al. (2011) extended this approach by
including elevation from a 1 km digital elevation model (DEM) as an additional variable and
established a global multiple linear regression model to estimate 1 km annual rainfall from
TMPA as a function of NDVI and elevation. Residuals between TMPA and the model at
25 km were interpolated to the 1 km scale using a simple spline tension interpolator. Duan
and Bastiaanssen (2013) used IDW as a more stable interpolator to interpolate residuals and
super-impose the surface on the model estimate. Park (2013) applied the approach at a monthly
time-scale; however, interpolating residuals using simple kriging and, instead of using the mean
estimate, used block sequential simulations to generate multiple realizations of the downscaled
fine-scale residuals. Chen et al. (2014) combined these approaches by using the same error model
as Park (2013), but used geographically weighted regression based on a Gaussian weighting
function instead of a single global regression to fit the model between rainfall and the explanatory
variables (NDVI, elevation).
However, the relationship between precipitation and elevation is neither linear, nor spatially
static, particularly in the tropical Andes where orographic enhancement, rain-shadowing and
the precipitation optimum at medium elevations in intra-Andean valleys play an important
role (Buytaert et al., 2006b; A´lvarez-Villa et al., 2011). Furthermore, the relationship between
vegetation, more specifically NDVI, and precipitation is not stationary, as at higher elevations
and latitudes temperature rather than rainfall can limit NDVI (Hunink et al., 2014; Ceccherini
et al., 2015). A number of studies have therefore included high-resolution (mean) annual pre-
cipitation as a more direct explanatory variable for the disaggregation. Ceccherini et al. (2015)
applied the model of Chen et al. (2014) but replaced NDVI by the Enhanced Vegetation Index
(EVI) to estimate mean annual precipitation at 1 km over West Africa and South America for a
range of SPPs. Hunink et al. (2014) added high-resolution (4 km) monthly average precipitation
from the TRMM Combined Instrument (TRMM 2B31) as an additional explanatory variable
to disaggregate TMPA at the weekly time-step and added interpolated residuals between the
model and a local gauge network to derive the final estimate. In the Ecuadorian Andes 40%
of the variance of weekly precipitation totals can be explained by the model with vegetation
(NDVI) being the most sensitive parameter in dry conditions, while the other parameters are
more relevant in wet conditions (Hunink et al., 2014). Fang et al. (2013) expanded this gen-
eral approach of using environmental proxy variables as regression predictors for precipitation
further, incorporating additional variables to disaggregate TMPA for individual heavy precipita-
tion events. Using the same principle of scale-invariant relationships, Fang et al. (2013) derived
different orographical indices (i.e. elevation, angle between slope aspect and pre-vailing wind
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direction and topographical roughness in direction of dominant airflow) from a DEM as well as
pre-storm meteorological conditions (antecedent maximum temperature and average humidity)
from a local gauge network. Particularly for short-term extreme rainfall events, the pre-storm
meteorological conditions were found to be most relevant. However, scaling properties in general
exhibited strong geographical and seasonal variability (Fang et al., 2013).
Lastly, coarse spatial rainfall estimates can be spatially disaggregated using high-resolution
model simulations or remote-sensing estimates of precipitation itself. Sheffield et al. (2006) used
a simple Bayesian model to disaggregate 3-hrly rainfall estimates from a re-analysis product
from 2.0°to 1.0°. High-resolution historical Global Precipitation Climatology Project (GPCP)
records were used to model the fractional area coverage (FRC) conditional on the coarse-scale
precipitation intensity. Once the FRC was modelled, the rainfall intensities were assigned in
accordance with the spatial distribution of rainfall intensities across the neighbouring coarse-
scale grid cells. Arguably, such an approach is more suited for disaggregating a long-term
historical record from a coarse scale to a finer resolution, as the availability of high-resolution
precipitation dataset is a prerequisite. In this case; however, the assumption that the conditional
probabilities of FRC and intensity are stationary over time has to be validated. Tarnavsky
et al. (2012) disaggregated 0.25° TMPA rainfall estimates by stochastically sampling from a
high-resolution (1 km) mean rainfall climatology to model the FRC within the TMPA cell and
representing the sub-grid scale rainfall variability by a gamma distribution. The approach is
found suitable for increasing the intensity estimates of convective rainfall in dryland regions in
Africa, which are typically under-estimated by TMPA (Tarnavsky et al., 2012). Furthermore,
the approach does not rely on local gauge data, but is based solely on satellite data, with
passive and active microwave sensors being capable of generating accurate, high-resolution mean
climatological precipitation datasets (e.g. Nesbitt and Anders, 2009; Biasutti et al., 2012). On
the other hand, the approach can only increase rainfall intensities as FRC focusses a fixed rainfall
volume into a smaller spatial area. Additionally, the use of a mean monthly precipitation dataset
to define stom areas is problematic as the simple arithmetic mean is not a good estimator for
defining how precipitation separates into rainfall occurrence and the intensity distribution.
To summarise, there exists a need to spatially disaggregate SPPs, both for satellite-gauge
comparison and merging/ calibration as well as for use of SPPs as inputs to hydrological models.
A number of approaches ranging from stochastic disaggregation, disaggegation using scale-
invariant proxy-based spatial regression as well as Bayesian or conditional approaches based on
remotely sensed rainfall estimates have been explored. The accuracy of proxy-based regression
models deteriorates at shorter temporal scales (sub-weekly) as there is no robust relationship
between precipitation and the geophysical explanatory variables at these scales. In fact, both
stochastic disaggregation and proxy-based regression often fail to capture the heterogeneous
components of rainfall at high spatial resolution over short temporal scales, relying on the
availablility of local gauge data to generate an estimate of the heterogeneous field that can
be super-imposed on the homogeneous multi-fractal or regression estimate. This limits the
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deployment of such approaches to ungauged locations, especially at (sub-) daily time-scales.
Finally, fractional area coverage (FRC) modelling based on satellite precipitation products
alone has proven to be adequate for dryland regions, but underlies a number of fundamental
assumptions of how rainfall is statistically distributed at different spatial scales.
2.6. Synopsis of Literature Review
With respect to tropical mountain environments and, more specifically, the tropical Andes, a
number of key scientific challenges can be identified along the process chain of satellite-based
precipitation (fig. 2.8). Comparing the different types of satellite-based precipitation sensors, the
TPR is to date the sole active microwave sensor with a long historical observation record of 17
years. Extensive research has focused on understanding errors in the TRMM 2A25 processing
algorithm as well as those associated with the low temporal sampling frequency. However,
ground validations of the TPR against rain gauges are predominantly conducted in sub-tropical
or mid-latitude regions, while there have been none specifically in tropical mountain regions
due to limitations in ground-based validation data availability. The relevance of this is that the
hydro-meteorological regime of tropical mountain regions, specifically the Tropical Andes, is
highly spatially variable with significant convective and orographic influences and therefore the
structure of TPR errors may differ under such conditions. Furthermore, steep spatio-temporal
precipitation gradients suggest that spatial or temporal aggregation can greatly impact on
an assessment of satellite sensors. Arguably, there is a need for an exploratory assessment of
instantaneous TPR measurements against high-frequency rain gauge observations in the tropical
Andes.
Furthermore, while it has been established that the TPR has significant errors in detecting
light rainfall and also extreme rainfall intensities, its ability to accurately capture mean clima-
tological rainfall patterns and describe spatial precipitation gradients has been highlighted in
the literature. TPR-based high-resolution precipitation climatologies offer an important data
source for various applications from climatological and geomorphological analysis over water
resources to ecosystem management. Nonetheless, such a dataset would be affected by the sam-
pling and retrieval errors of the TPR. With the TRMM era now finished, this presents a unique
opportunity to quantify the error sources of the TPR. Independently, given the limitations of
the sensor, calibration or merging with gauge data observations is likely to further improve such
a dataset. Given the uncertainties associated with gauge measurements both at the point-scale
and in spatial interpolation, merging of TPR and gauge observations necessitates quantification
and comparison of the different gauge and satellite error sources. Available approaches should
be assessed to incorporate these error estimates into the satellite-gauge merging algorithms.
Lastly, a different area of research further down the process chain affects the suitability of
SPPs for comparison and combination with gauge data and especially hydrological modelling.
A number of studies have demonstrated the limitations imposed by the coarse spatial resolu-
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Figure 2.8.: Schematic illustrating a conceptual view of the process chain of satellite-based
precipitation with focus on current challenges, especially for the Tropical Andes.
E/C/M stands for evaluation, calibration and merging (of satellite precipitation
estimates against rain gauges).
tion (0.25°) of common SPPs, such as TMPA. As these products represent areal averages per
time-step, they fail to represent the sub-grid scale rainfall occurrence and rainfall intensity dis-
tribution. However, the availability of such information in a spatially explicit form is critical for
hydrological simulation in tropical mountain regions, especially over (sub-) daily time-scales.
While a number of approaches exist for spatial disaggregation of SPPs using linear regression
with geophysical proxies based on the assumption of scale-invariance, these have been demon-
strated to be effective at time-scales of weeks or larger. On shorter time-scales the spatial
heterogeneity of rainfall patterns requires the inclusion of local gauge data for succesful dis-
aggregation, thus limiting their suitability to already gauged areas. However, for hydrological
simulation in the tropical Andes, accurate rainfall estimates from SPPs are required in regions
that are ungauged or poorly gauged with respect to the complexity of rainfall patterns. The
usefulness of a high-resolution mean precipitation climatology in combination with the frac-
tional rainfall cover (FRC) concept has been demonstrated for (semi-) arid regions. However,
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further research is required to derive high-resolution climatologies of additional precipitation
variables, describing its full statistical distribution, from high-accuray sensors such as the TPR.
In addition, the spatial scaling of these parameters needs to be assessed and a suitable spatial
disaggregation method for TMPA developed based on these findings.
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3. Objectives and Justifications
3.1. Objectives
Based on the findings from the literature review, the following specific research objectives have
been identified for this PhD research:
1. To assess the performance of the TPR in the tropical Andes.
a) To assess the performance of the TRMM precipitation radar (TRMM 2A25) in terms
of its accuracy in estimating instantaneous precipitation in a tropical mountain en-
vironment.
b) To identify and quantify the contributing sources of error when comparing TRMM
2A25 to gauge observations.
Justification:
The TRMM Precipitation Radar (TPR) was the first active precipitation sensor used in
satellite-borne precipitation observation. The 17 years of observations between its launch
in 1997 and de-commissioning in 2014 allow for a unique historical record of tropical
precipitation observation. However, despite this, there has, to-date, been no assessment of
the sensor performance at its native resolution (5 km) in a tropical mountain region. Given
the complexities of precipitation dynamics in tropical mountain regions, understanding the
accuracy, limitations and errors of the TPR is vital.
2. To merge mean TPR climatologies with rain gauge observations.
a) To develop a best estimate merged high-resolution mean monthly climatological pre-
cipitation product for the tropical Andes through a combination of satellite and gauge
estimates.
b) Within this context, to compare different merging methods, especially with respect
to gauge network density.
Justification:
Many tropical regions remain poorly covered by ground-based precipitation observational
systems. The tropical Andes, as well as the upper Orinoco and Amazon basins, in par-
ticular, have a very low rain gauge density relative to the spatial gradient of change in
precipitation patterns. Thus, there is a need for high-resolution precipitation climatologies
with respect to applications ranging from geomorphology to water resource management.
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In addition, accurate and spatially distributed quantification of estimation uncertainty
associated with satellite-gauge merging is an important tool for the further use of the
data.
3. To investigate the spatial scaling of satellite precipitation products and de-
velop a spatial disaggregation model for regular-gridded satellite precipitation
estimates.
a) To characterise the spatial scaling behaviour of key statistical properties of precipita-
tion (i.e. fractional coverage, occurrence frequency, sub-grid scale spatial variability,
especially of extreme intensities) based on different satellite precipitation products.
b) Based on the identified scaling behaviour to develop a generic spatial disaggregation
for 0.25° satellite precipitation products that allows generating probabilistic realisa-
tions of rainfall fields at a higher spatial resolution and evaluate it for the TRMM
Multi-Satellite Precipitation Analysis (TMPA) product over the Tropical Andes.
Justification:
Regular gridded satellite-based precipitation products (SPPs) remain at a comparatively
coarse spatial resolution for accurately defining meteorological and hydrological fluxes,
limiting the performance of hydrological simulations that use these as rainfall input. Fur-
thermore, the accuracy of comparisons between rain gauges that measure precipitation
at the point-scale and gridded SPPs with a much larger spatial support is limited, as is
the potential of satellite-gauge merging approaches. This necessitates understanding how
key statistical properties of gridded precipitation estimates change with spatial scale as
well as developing a generic satellite spatial disaggregation model that allows generating
probabilistic realisations of rainfall fields at a higher spatial resolution without requiring
local data.
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4. Pre-processing of orbital TPR data
This chapter describes how TPR data is retrieved from the TRMM 2A25 product for the region
of the Tropical Andes, processed through a filter to eliminate ground-clutter misclassifications
and then re-projected to a regular grid.
4.1. Extremes Filtering
All TRMM 2A25 scans from 1998 - 2014 were obtained from NASA and the sections of the
flight paths falling within the study domain of the Tropical Andes (latitude: 20°S to 13°N,
longitude: 66°W to 82°W) were extracted. As noted in subsection 2.2.2, Hamada and Takayabu
(2014) have shown empirically that the TPR measurements are affected by false extremes due
to misclassifications of ground-clutter and, furthermore, that these cannot be systematically
identified and removed by the metadata fields “qualityFlag” and “reliab”. According to Hamada
and Takayabu (2014) the extreme rainfall errors due to misclassification can be grouped in three
broad categories by comparison of the TPR observations in TRMM version 7 (V7) with those
in version 6 (V6):
1. Type I: a measurement of extreme rainfall rate (100 – 300 mm hr-1) in V7, while no rain
is detected in the corresponding measurement in V6. This is likely ground-clutter from
neighbouring pixels, leaking into the affected pixel and resulting in the extreme rainfall
rate. Furthermore, cells affected by Type I errors are characterised by rain top heights of
3 – 4 km, identified from the TRMM vertical profile, which are much lower than in Type
II and III (i.e. 7 – 10 km) and uncharacteristic of convective cores with peak intensities
of ≥ 100 mm hr-1.
2. Type II: a measurement of extreme rainfall rate (100 – 300 mm hr-1) in V7, while V6 shows
a non-zero but also non-extreme rain rate. In terms of the vertical reflectivity profile, V6
and V7 show similar vertical profiles above the V6 echo bottom level, while they differ
dramatically below this level.
3. Type III: a variation of Type II where the radar reflectivity and corresponding rainfall
rates in V7 continue to increase below an elevation of 7 km, whereas those in V6 do
not. Type III are identified as being consistent with the changes introduced to the rain
profiling model from TPR V6 to V7 that are intended to mitigate under-estimation of V6
over land.
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A global analysis by Hamada and Takayabu (2014) demonstrated that Types I, II and III
represent 0.9%, 3.2%, 8.2%, respectively, of all extreme rainfall rates with 87.8% not falling into
any (i.e. Type 0). However, that study also showed that Type I and II are particularly frequent
over high, complex topography (mountainous environments), suggesting they are false extremes
where ground clutter is misidentified as rain echo. In particular for the tropical Andes, Type
I occurred frequently in drier regions (e.g. northern Peruvian Andes), whereas Type II occurs
throughout the tropical Andes (Hamada and Takayabu, 2014).
As TRMM 2A25 V6 is affected by more errors than V7, specifically failure to identify Type
III extremes, Hamada and Takayabu (2014) designed a simple filter intended to remove Type I
and II rainfall extremes solely based on V7. Therein measurements are flagged and removed, if:
 the ratio of the near-surface rain rate of the pixel of interest to the average rain rate of
the four neighbouring pixels (SRR) exeeds 300:1, and
 the vertical gradient in reflectivity (Z) between the near-surface bin (0-250 m above the
ground level) and the next lowest bin (250-500 m above the ground level; VGZ) is less
than -20 dB km-1.
For the present PhD research the filter was amended to include a further condition to remove
isolated extreme measurements. Hence, measurements were also flagged and removed, if:
 a near-surface rainfall intensity exceeding 100 mm hr-1 is estimated, but the rain-top
height (i.e. vertical column for which reflectivities >17 dBZ) is lower than 5 km from the
ground level (RTH), as it is highly unlikely that isolated convection with rain-top heights
lower than 5 km can produce rainfall with intensities higher than 100 mm hr-1 (Hamada
and Takayabu, 2014).
This final filter is applied to all measurements of 40 mm hr-1 or greater as no Type I - III
cases are to be expected for rainfall rates below this threshold (Hamada and Takayabu, 2014).
A total of 199,917 measurements of rainfall rates of 40 mm hr-1 or above were detected across
the tropical Andes throughout the TRMM era. Thereof 2,573 (1.3%) were flagged as erroneous
by the filter and removed fig. 4.1. In 2,441 cases, VGZ was less than -20 dB km-1, while SRR
exceeded 300:1 in 208 cases and only a single case showed RTH <5 (87 cases had more than one
flag). Of the removed measurements, 317 (12.3%) reported the maximum measureable value
of 300 mm hr-1, while 463 (18.0%) reported a value of 100-300 mm hr-1 and 1,793 (69.7%) a
value of 40-100 mm hr-1. Potential limitations include incorrectly classifying Type III rainfall as
ground clutter and thereby removing genuine rainfall measurements (Hamada and Takayabu,
2014).
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Figure 4.1.: Left: classification of extreme rainfall types across the global tropics in terms of
SRR and VGZ (Figure 12 by Hamada and Takayabu, 2014). The black rectangle
shows the respective thresholds. Right: application of the SRR and VGZ thresholds
to TPR data over the tropical Andes 1998-2014. Red rectangle shows the respective
thresholds.
4.2. Preparation of near-surface precipitation variables
Once the orbital data has been filtered, in addition to the coordinates and time-stamp, the
following variables were extracted from each scan section:
 near-surface rainfalll rate (mm hr-1),
 error in the near-surface rainfall rate (dB), and
 rainfall type classification (various flags for stratiform, convective and light rainfall).
All measurements with a negative rainfall intensity were removed (-99.99 mm hr-1 denotes
missing flag). The error estimates (E) in units of dB represents a multiplication factor (f)
that relates the near-surface rainfall estimate (NSR) to its standard deviation, expressed as a
logarithm of base-10 (NASA TRMM Helpdesk personal communication 4 March 2015):
f = 10
E
10 (4.1)
Hence,
NSR+ σNSR = NSR · f (4.2)
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NSR− σNSR = NSR
f
(4.3)
Therefore, if assuming a Gaussian distribution, an estimate of the standard deviation of the
NSR estimate, can be obtained by subtracting eq. (4.3) from eq. (4.2):
σNSR =
(NSR · f)− NSRf
2
(4.4)
σNSR is hereafter used as the estimate of the error in the NSR estimate as a result of the
TRMM 2A25 algorithm.
In the TRMM 2A25 product, the rainfall type flags are assigned categorical numerical values
with 100-199 denoting stratiform rainfall (certainty in classification decreases with increasing
flag value), 200-299 denote convective rainfall and >300 denote light rain or unclassified (TRMM
Precipitation Radar Team, 2011). Despite some known uncertainties in the rainfall type clas-
sification algorithm used by TRMM 2A23 (Kirstetter et al., 2014), these flags are grouped for
practical purposes such that all flags for each class are treated deterministically as stratiform,
convective or other.
4.3. Re-projection to a regular grid
Once the orbital TPR scans are filtered and the relevant variables extracted, these are re-
projected from geographic coordinates (latitude/ longitude) to a metric projection (Universal
Transverse Mercator Zone 18). Furthermore, the orbital scans need to be re-mapped from the
variable flightpaths to a static, regular grid so that every measurement has the same spatial
support and long-term statistics can be computed and mapped. While this is a general issue
associated with both orbital satellite data and ground-based radars, Sharif and Ogden (2014)
have demonstrated that the use of approximate methods as opposed to a precise re-mapping
of the orbital scans onto a regular grid can induce relative errors exceeding 100%. Precise
remapping consists of dividing the area of the target grid cell proportionally into polygonal tiles
corresponding to the overlapping pixels of the radar scan (comparable to Delaunay triangula-
tion/ Thiessen polygons). The mean areal estimate across the target grid cell is then computed
by weighted averaging of the rainfall estimates within the tile proportional to the area of their
respective polygons (Sharif and Ogden, 2014). On the other hand, approximate methods, typi-
cally assign values based on the location of the centroid of the orbital pixel to that of the target
grid cell. Common examples include:
 nearest neighbour interpolation (NNB): the target grid cell is assigned the measurement
value of the scan pixel whose centroid is closest to that of the target grid cell,
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 inverse-distance weighting (IDW): the measurement values of all pixels within or neigh-
bouring the target grid cell are averged with weights proportional to the inverse of the
squared distance of their centroid to the target grid cell centroid,
 bilinear interpolation (BLN): the neighbouring four scan pixels are averaged based on the
distance in two-deminsional space between their centroids and the centroid of the target
grid cell (i.e. linear intrpolation along the x- and y-axis). Bookhagen and Strecker (2008)
used bilinear interpolation to re-map the combined orbital TRMM Microwave Imager and
Precipitation Radar (TRMM product 2B31) to a regular grid in order to construct a
high-resolution climatology from this product.
However, all these methods are to some extent affected by factors associated with the repre-
sentativeness of the satellite pixel(s) for the target grid cell, i.e. the distance between the pixel
centroid and the grid cell centroid, the pixel size and orientation relative to the grid cell as well
as potential precipitation gradients across the pixel (Sharif and Ogden, 2014).
In the present research, a number of approaches were assessed to re-map the orbital TPR
data to a regular grid:
 Precise Re-mapping (PRM): this approach acts as a benchmark reference, but is ex-
tremely computationally demanding and therefore unsuitable for gridding of the entire
TPR record,
 nearest neighbour interpolation (NNB)
 inverse-distance weighting (IDW)
 inverse-distance weighting with threshold (IDWT): The output of the IDW re-mapping
is further processed by removing positive measurement values below a threshold of 0.1
mm hr-1 and replacing them by zero. This is intended to remove large areas of miniscule
rainfall resulting from the spatial propagation of measurement values when these are
IDW-interpolated across areas with pixels reporting no rain.
 bilinear interpolation (BLN)
The orbital TPR scans are re-mapped to a 1 km grid across the spatial extent of a TMPA cell
(approximately 27 km x 28 km) for 78 sites with automatic tipping-buckets across Colombia and
Ecuador. For each site the interpolated spatial grids using the approximate methods (NNB,
IDW, IDWT, BLN) are compared to the reference (PRM) across all 1 km grid cells within
each TMPA cell and descriptive statistics of the rainfall distribution are computed: mean,
rainfall occurrence frequency, mean of non-zero rainfall intensities, standard deviation of non-
zero rainfall intensities. The results in fig. 4.2 show that in terms of the long-term mean there
is very little difference between the approximate methods, which all over-estimate the reference
(PRM). However, the occurrence frequencies estimated by NNB are much closer to those of
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Figure 4.2.: Boxplots for mean intensity, occurrence frequency, non-zero mean intensity and non-
zero standard deviation of the different re-mapping approaches across 78 TMPA
tiles in the Tropical Andes.
PRM than the other approximate methods. This suggests that the interpolation methods IDW
and BLN extend rainfall fields by estimating low rainfall intensities in areas that should be dry,
according to PRM. This is supported by the slightly improved result for IDWT; however, IDWT
does not entirely remove this effect. With respect to the non-zero rainfall intensity distribution,
NNB overestimates the non-zero rainfall mean of PRM, whereas IDW and BLN under-estimate
by approximately the same absolute error. The removal of low intensities mitigates this to some
extent, causing IDWT to be the best-performing approximate method. On the other hand,
IDW, IDWT and BLN all under-estimate the rainfall variability with NNB returning the best
estimate of the PRM non-zero intensity standard deviation.
It needs to be considered that, as high-resolution (1 km) areal rainfall observations are not
available to assess the accuracy of the pecise re-mapping, its suitability as a reference can only
be assumed. Furthermore, there are a number of contributing factors, which cause the orbital
TPR and re-mapping thereof to behave differently to that of a ground-based radar. Firstly,
the trajectory of successive TPR overpasses changes over 46 days (48.5 days post-boost) until
a cycle is complete. The satellite performs about 16 global orbits per day, resulting in 1900 -
2400 visits from different angles and orientations to any location in the tropical Andes over the
entire TRMM era (fig. 2.5). This means that re-mapping errors are not consistent over time but
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vary from one measurement to the next and random errors are likely to balance out over time
to some extent. Secondly, a grid resolution (1 km) is chosen that is far smaller than the orbital
TPR pixels (4.3 km pre-boost 08-2001 and 5.0 km thereafter). Hence, most of the time entire
grid cells fall within single TPR pixels making NNB (and to a lesser extent IDW and BLN)
yield the same result as PRM, unlike in the case study presented by Sharif and Ogden (2014)
where the radar pixels were smaller than the grid cells. Furthermore, the fraction of the total
domain affected by partial coverage is reduced at a finer grid resolution. This is particularly
beneficial, since the TPR flight paths vary over time, as described above, resulting in unique,
irregular time-series of instantaneous rainfall estimates at each 1 km node. Ultimately, the
rainfall intensities estimated at the 1 km resolution still represent mean areal intensities at 5
km resolution. If using the quantitative estimates at 1 km resolution, these should be averaged
using a spatial moving window of 5 km, so that the final 1 km estimates can be considered local
best estimates of a 5 km spatial average. However, in themselves the 1 km fields can be used
to reflect the relative differences in statistical properties and their spatial patterns.
For the remainder of this research, the orbital TPR pixels have been re-mapped to 1 km
using nearest-neighbour interpolation. This approach was found to be the most computationally
efficient, while showing superior performance in terms of occurrence frequency and comparable
errors to other approximate methods with respect to the rainfall distribution. Furthermore, the
use of NNB also permits mapping estimates for the TRMM 2A25 algorithm error and the rainfall
type classifications. Further modifications of the data for specific applications are described in
the respective chapters.
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5. Evaluation of Instantaneous TPR-Gauge
Errors
5.1. Introduction
The TRMM Precipitation Radar (TPR) delivered the first space-borne active radar measure-
ments of precipitation from December 1997 to October 2014 (and shortly thereafter in spring
2015), before being replaced by the Global Precipitation Measurement (GPM) Dual Frequency
Radar in 2014. Over 17 years the TPR has generated a unique record of high accuracy rain-
fall measurements across the global tropics. Evaluations of the high-resolution (5 km) orbital
TPR data in the form of the TRMM product 2A25 against ground-based reference observa-
tions from radars and rain gauges over the contiguous USA (CONUS, e.g. Kirstetter et al.,
2012, 2013, 2014; Chen et al., 2013a; Duan et al., 2015) and Japan (e.g. Seto et al., 2013) have
shown consistent over-estimation of low rainfall intensities and under-estimation of high rain-
fall intensities (Seto et al., 2013; Kirstetter et al., 2013). These errors have been attributed to
the compounded effects of inaccurate rainfall-reflectivity (Z-R) conversions, non-uniform beam
filling (NUBF) and TPR signal attenuation (Kirstetter et al., 2012; Chen et al., 2013a; Duan
et al., 2015) and improvements in the 2A25 algorithm from version 6 to the most recent version
7 have shown only partial mitigation of these effects (Kirstetter et al., 2013). However, in all
these studies the TPR is evaluated against reference data in sub-tropical or mid-latitudinal
climate with corresponding rainfall regimes. To the best of the author’s knowledge there exists
to date, possibly due to the lack of reliable data, no evaluation of the orbital TPR data against
high-resolution and high-frequency gauge reference data directly in tropical mountain regions,
which are characterised by some globally unique rainfall dynamics. While inferences from extra-
tropical regions on the TPR’s performance associated with physical rainfall controls will still be
valid in the tropics, the high contribution of (deep) convection, increased atmospheric freezing
levels, altered particle size distribution, orographic enhancement, complex ground topography
and ground clutter effects, variations in vertical rainfall profile and generally elevated levels
of humidity due to high evapotranspiration rates may all affect TPR measurements in tropi-
cal mountain environments. Therefore, this research aims to fill this gap by evaluating TPR
(TRMM 2A25) measurements against a dataset of 78 high-frequency (10-min) tipping-bucket
rain gauges at the native resolution (5 km) in the tropical Andes of Colombia and Ecuador in
terms of rainfall detection, quantitative precipitation estimation (QPE) and characterisation of
statistical probability distributions. Specifically, the objective of this chapter is to perform a
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comprehensive evaluation of the rainfall estimation accuracy of the TRMM Precipitation Radar
Product 2A25. As such the evaluation is split into three areas:
1. Rainfall detection statistics are computed to quantify the TPR’s ability to detect ground-
observed rainfall and identify how this behaviour is affected by various rainfall thresholds,
2. Quantitative Precipitation Estimation (QPE) of the TPR is evaluated using time-series
performance scores,
3. For cases where TPR correctly detected the occurrence of rainfall as well as for the entire
observational period, statistical moments and full statistical probability distributions of
the TPR and the rain gauges are compared.
The TPR’s ability to accurately detect and quantify precipitation as well as its distribution
estimates are analysed in terms of regional and seasonal variations (climatic differences) as
well as the rainfall type characterisation (convective, stratiform or light rainfall types) and
rainfall thresholds. This work shapes the basis for a statistical TPR-gauge error decomposition
framework presented in chapter 6.
5.2. Study Area and Data
The TPR is assessed using a dataset of 78 high-resolution (10-min) rain gauge records from
quality-controlled automatic tipping bucket (TB) gauges from the national meteorological ser-
vices of Colombia (Instituto de Hidrolog´ıa, Meteorolog´ıa y Estudios Ambientales, IDEAM) and
Ecuador (Instituto Nacional de Meteorolog´ıa y Hidrolog´ıa, INAMHI), which were interpolated
to regular time-series via tip-counting by the national meteorological services. The stations
are distributed over a large, climatically and hydro-meteorologically diverse region covering
the northern Tropical Andes as well as a number of lowland basins in Colombia and Ecuador
(fig. 5.1). For a review on the regional climatic drivers and precipitation controls, see section 2.1.
The 10-min gauge records are of variable length and completeness (fig. 5.2) with an average of
5.7 years of continuous observation between 2001 and 2014. Given this inconsistent coverage,
extracting a single common period for analysis would have significantly reduced the number of
available gauge records. Instead, all gauge records with at least three continuous and complete
(min. 90% completeness at monthly level) years within the period 2001-2014 were considered.
Considering the strong influence exerted by the ENSO system on rainfall patterns in the region
at inter-annual time-scales, a non-uniform observational period is sub-ideal. However, during
the study period, only one strong La Nin˜a event (2011) occurred, which was captured by 72 of
the 78 gauges (fig. 5.2), and no strong El Nin˜o events. Furthermore, given the low sampling
frequency of the TPR, the requirement of maximising the sample size/ record length is seen as
the more critical. Therefore, despite variations in temporal coverage within the period 2000 –
2014 (fig. 5.3), the results from the different gauge records are assumed comparable. In addi-
tion, it should be noted that while records in Colombia show a similar distribution of record
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lengths (most exceeding eight years), stations in the Ecuadorian Pacific region, in particular,
are only between four and six years in length (fig. 5.4). This should be taken into account when
analysing the satellite-gauge errors.
The original set of gauge records was quality controlled by the national meteorological services;
however, additional checks for extremes and internal consistency were performed manually for
this study. This consisted of flagging all records with observations exceeding 300 mm hr-1 for any
10-min interval as well as constant (identical) positive measurements over a period of over 1 hour
or those with changes of factor 100 between consecutive 10-min measurements. Due to the low
density of the gauge network, spatial consistency checks were limited to comparison of monthly
accumulations with available conventional gauges available at a monthly frequency. Stations
with monthly accumulations of the double of the maximum of their neighbouring conventional
stations were also flagged. All records flagged by either of the three checks were manually
inspected and if the measurements were deemed to be artefacts of measurement or processing
errors, the respective record sections or entire records were invalidated. This combined with
the record length requirements resulted in the final database of 78 gauges. A comprehensive
summary of all gauges including their temporal coverage and the results of the quality control
are presented in Appendix A.
Co-located instantaneous measurements from the orbital TRMM 2A25 (hereafter generically
termed TPR unless specifically referring to the 2A25 algorithm) within a 2.5 km radius are
extracted for each gauge station and pre-processed as described in chapter 4 using the filtering
technique proposed by Hamada and Takayabu (2014). All analysis hereafter is performed on a
station-by-station basis and results are presented for all stations using the regional classifica-
tion shown in fig. 5.1. This is broadly based on previous regional climatological classifications
(Gutie´rrez and Dracup, 2001; Marin and Ramirez, 2006; A´lvarez-Villa et al., 2011) and serves
to separate regions with distinctly different rainfall regimes. Stations in the upper Amazon and
Orinoco basins are hereafter collectively described as Amazon, whereas the collection of sta-
tions in coastal south-westen Ecuador are termed Pacific. The station Boraudo in the Atrate
River basin (Colombian Pacific coast) has a very different rainfall regime (total annual rainfall
>6000 mm) to the surrounding climate regions and is, therefore, despite being located along
the Pacific coast, not included in any regional statistics, but is included in the overall statistics.
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Figure 5.1.: Study area for chapter 5 and chapter 6, showing the 78 10-min gauges (denoted by
O) used in chapter 5 and the 16 sites with colocated 10-min gauges and daily gauge
records (denoted by N) as used in chapter 6. The hydro-meteorological regions as
used to classify the TPR analysis in chapter 5 are delineated on the map.
66
Figure 5.2.: Temporal gauge coverage of the 78 10-min TB gauges: number of reporting gauges
per month (left), and number of reporting gauges by record length (right).
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Figure 5.3.: Coverage of observational period by gauge over time and the completeness of the
respective observational period in % (right axis).
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Figure 5.4.: Map of the rain gauge data record length in years.
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5.3. Methods
5.3.1. Rainfall Detection
For co-located gauge and TPR time-series synchronous measurements are extracted. Syn-
chronicity of measurements means that a valid gauge measurement is available for the 10-min
period corresponding to a particular (valid) instantaneous TPR measurement as the TRMM
satellite passes over the gauge. For every station, pairs of synchronous measurements are then
classified in four categories:
1. Hits (a): Both TPR and gauge record a positive rainfall amount,
2. False alarms (b): The TPR records positive rainfall, but none is recorded by the gauge,
3. Missed rainfall (c): The TPR does not record any rainfall, but the gauge does,
4. Correct Zeros (d): Both TPR and gauge record no rainfall.
The relative frequencies of all four classes are compared and the results are used for calculation
a set of categorical statistical scores: Accuracy Index (ACC), which represents the fraction of
rainfall correctly classified (score ranges 0-1 with a perfect score of 1):
ACC =
a+ d
N
(5.1)
where N is the total number of synchronous measurements irrespective of the accuracy of
the TPR estimates. ACC is a very coarse indicator of general accuracy (Duan et al., 2015),
typically resulting in high scores if the rainfall occurrence frequency is low (i.e. large num-
ber of (correct) zeros). Probability of Detection (POD), which represents the fraction of rain
occurrences correctly detected (score ranges 0-1 with a perfect score of 1):
POD =
a
a+ c
(5.2)
False Alarm Ratio (FAR), which represents the fraction of detected rainfall occurrences that
were false alarms (score ranges 0-1, perfect score of 0):
FAR =
b
b+ a
(5.3)
Frequency Bias Index (FBI), which represents the fraction of satellite rain events to gauge
rain events. A result >1 suggests the TPR over-estimates rainfall occurrence compared to the
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gauge and vice versa (score ranges 0 to ∞, perfect score of 1):
FBI =
a+ b
a+ c
(5.4)
Equitable Threat Score (ETS), which represents the fraction of correctly detected rain occur-
rences compared to the fraction that could be expected purely by chance (score ranges −∞ to
1, perfect score of 1):
ETS =
a−He
a+ b+ c−He He =
(a+ b)(a+ c)
N
(5.5)
The number of satellites estimates correct by chance, He, is determined by assuming that the
satellite estimates are totally independent of the observations, and the satellite estimate will
match the observation only by chance (i.e. an unskilled detection). Heidke Skill Score (HSS):
similar to the ETS the HSS represents the fractional improvement of the TPR rainfall detection
over the detection ability achieved purley by chance (score ranges −∞ to 1, perfect score of 1):
HSS =
2(ad− bc)
((a+ c)(c+ d) + (a+ b)(c+ d))
(5.6)
ETS and HSS are related scores, but have a different sensitivity scale.
5.3.2. Quantitative Precipitation Estimation (QPE)
As in the rainfall detection analysis co-located and synchronous time-series of TPR and gauge
measurements are derived and a number of time-series performance statistics are calculated:
Pearson correlation coefficient:
ρ =
σG,TPR
σGσTPR
(5.7)
where σG,TPR is the covariance between the synchronous gauge and TPR measurements, σG
the variance of gauge measurements that are synchronous with TPR overpasses and σTPR the
variance of the TPR measurements.
Root-Mean Square Error (RMSE):
RMSE =
√√√√ 1
N
N∑
i=1
(TPRi −Gi)2 (5.8)
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Mean Absolute Error (MAE):
MAE =
1
N
N∑
i=1
|TPRi −Gi| (5.9)
Mean Error (ME):
ME =
1
N
N∑
i=1
(TPRi −Gi) (5.10)
Relative Bias (%):
rbias =
∑N
i=1(TPRi −Gi)∑N
i=1Gi
× 100% (5.11)
5.3.3. Statistical moments and probability distributions
For co-located TPR and gauge rainfall, both full records (i.e. irrespective of temporal syn-
chronicity) and synchronous records are derived. In both cases key statistical variables (rainfall
occurrence frequency, mean rainfall intensity and rainfall mean) and empirical probability dis-
tributions are calculated and TPR errors are calculated for individual quantiles. Again the
analysis is performed on a station-by-station basis and results are presented for all stations or
by regional classification.
5.4. Results
5.4.1. General Detection Results and Regional Variability
Figure 5.5 shows the results of the detection analysis by region. In total, 52,271 synchronous
and co-located TPR measurements were taken across Ecuador and Colombia throughout the
study period. Of these 1,592 (3.05%) were hits, 1,511 (2.89%) false alarms, 1,331 (2.55%) missed
rainfall and the remainder (91.52%) were correct detections of no rainfall (table 5.1). However,
both the ratios between the detection classes as well as the relative amounts vary markedly across
the different regions. The higher mean rainfall rates (table 5.2) in the Amazonian and Caribbean
lowlands as well as the western and central Colombian Andes result in generally higher detection
classes (i.e. higher hits, misses and false alarms) in these regions (fig. 5.5). While the number
of hits exceeds the number of false alarms in most regions, especially the mountain regions, the
Ecuadorian Pacific and Colombian Caribbean lowlands show a higher number of false alarms
than hits (fig. 5.5), indicating that the frequency of rainfall is over-estimated. Missed rainfall
constitutes the lowest fraction, over 50% less than the number of hits in the Amazonian and
Caribbean lowlands (median results). However, in the Ecuadorian Andes and especially in the
eastern Colombian Andes the fraction of missed rainfall exceeds the correctly detected rainfall
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Figure 5.5.: Detection results grouped by climate region where the Ecuadorian Andes are la-
belled as Ecu. Andes, the western and central Colombian Andes as Col. Andes
(W/C) and the eastern Colombian Andes as Col. Andes (E). For each region the
total number of synchronous and co-located TPR-gauge samples (including correct
zeros) is marked above the corresponding boxplot. The boxes extend from the first
to the third quartiles (inter-quartile range, IQR), and the whiskers extend to the
highest/ lowest value within 1.5 times IQR.
(hits), in the case of the eastern Colombian Andes almost by 100% (median results). In other
words, in high altitude regions, the medium to high rainfall occurrence frequency is under-
estimated, while in the coastal lowlands the low occurrence frequency detected by the gauges is
over-estimated.
Table 5.1.: TPR detection results (rain type Unclassified includes observations of no rain as
well as light rain, FA are False Alarms and CZ Correct Zeros).
Rainfall Type Hits (%) FA (%) Misses (%) CZ (%) N
All 1,592 3.05 1,511 2.89 1,331 2.55 47,837 91.52 52,271
Convective 1,209 48.38 1,080 43.22 33 0.01 177 0.07 2,499
Stratiform 382 45.91 425 51.08 3 <0.01 22 2.64 832
Unclassified 1 <0.01 6 0.01 1,295 2.65 47,638 97.33 48,940
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Table 5.2.: TPR rainfall statistics by region (Stns: number of stations, µElev: mean elevation,
µR: mean rainfall rate (mm hr
-1), Occ. Freq.: Rainfall occurrence frequency, Sam-
ples: number of samples per station, C : Convective fraction, S : Stratiform fraction).
Region Name Stns µElev µR Occ. Freq. Samples C (%) S (%)
1 Pacific 5 317 0.07 0.02 438 13 4
2 Amazon 5 663 0.35 0.09 430 34 10
3 Ecu. A. 13 3,032 0.12 0.05 625 16 6
4 Col. A. (W/C) 20 1,993 0.23 0.07 750 24 9
5 Col. A. (E) 11 2,633 0.15 0.07 707 17 4
6 Caribbean 23 421 0.17 0.04 714 25 7
All 78 1,575 0.19 0.06 670 23 7
Analysis of the rainfall detection scores in fig. 5.6 shows that the probability of detection
(POD) generally exceeds the false alarm ratio (FAR) with a median POD of 0.54 compared to
a median FAR of 0.49. In particular, the probability of detection (POD) is much higher in the
Amazonian and Caribbean lowlands as well as in the Central and Western Colombian Andes
compared to the remaining regions. In these regions the POD also clearly exceeds the FAR, while
in the remaining regions the drop in POD results in approximately similar magnitude of POD
and FAR. The equitable threat score (ETS) and the Heidke skill score (HSS), which are both
alternative statistics for quantifying the accuracy of rainfall detection relative to random chance
vary around 0.33 (overall median) and 0.50 (overall median), respectively. Both ETS and HSS
have similar inter-regional patterns to the POD with better performance in the Amazonian and
Caribbean lowlands and the central and western Colombian Andes than the remaining regions.
5.4.2. Effect of Rainfall Occurrence on Rainfall Detection
The rainfall detection results have shown a clear difference in results between, on the one hand,
regions with higher mean rainfall and higher rainfall occurrence frequencies (i.e. the upper
Amazonian basins, the Caribbean basins and the central and western Colombian Andes), and, on
the other hand, those with lower mean rainfall and lower rainfall occurrence frequencies (i.e. the
high-Andean areas of central Ecuador and eastern Colombian Andes as well as, to some degree,
the Ecuadorian Pacific region). Regions with higher and more frequent rainfall are characterized
by better POD and threat scores, but also higher fractions of false alarms, suggesting that the
frequency of rainfall may be over-estimated in these regions, which explains parallel increases
in both the fraction of hits and false alarms. In high-altitude regions with intra-Andean valleys,
i.e. pre-dominantly in the Ecuadorian Andes and eastern Colombian Andes, the fraction of
false alarms is lower, but the fraction of missed rainfall is much higher, suggesting the TPR fails
to detect a considerable number of rainfall events. More explicit analysis of the relationship
between rainfall detection results and the rainfall regime, specifically the frequency of rainfall
occurrence, shows a strong positive and linear relationship between both the relative fraction of
hits and false alarms and the rainfall occurrence frequency across all 78 stations (Figure 5.7).
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Figure 5.6.: Regional detection statistics: probability of detection (POD), false alarm ratio
(FAR), equitable threat score (ETS) and Heidke Skill score (HSS). The Ecuadorian
Andes are labelled as Ecu. Andes, the western and central Colombian Andes as
Col. Andes (W/C) and the eastern Colombian Andes as Col. Andes (E). The
boxes extend from the first to the third quartiles (inter-quartile range, IQR), and
the whiskers extend to the highest/ lowest value within 1.5 times IQR.
Conversely, the fraction of correct zeros exhibits a strong negative linear relationship with
occurrence frequency. The fraction of missed rainfall, on the other hand, is unrelated to the
rainfall occurrence frequency, suggesting it is controlled by a different aspect of the rainfall
regime. While an increase in the fraction of hits with increasing rainfall occurrence does not
necessarily imply improved rainfall detection ability, the increase in the relative amount of false
alarms, in fact, suggests that the TPR over-predicts the occurrence of rainfall in locations with
higher rainfall occurrence.
5.4.3. Effect of Rainfall Threshold on rainfall detection
Given the expected limitations in the detection of very low intensity rainfall (<0.5 mm hr-1)
by both the rain gauges and the TPR (Duan et al., 2015), the impact of varying the rainfall
threshold on the TPR performance in terms of the rainfall detection scores was also investigated
(fig. 5.8). The results show that the prediction accuracy (ACC) and the false alarm ratio
(FAR) increase in an approximately logarithmical shape with increasing rainfall rate threshold,
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Figure 5.7.: TPR rainfall detection results as a function of TPR rainfall occurrence rate.
whereas the remaining statistics decrease linearly towards zero after some initial variability at
low rainfall thresholds. Disregarding high rainfall intensity thresholds above 8.0 mm hr-1, the
TPR performance is optimised at a rainfall detection threshold between 0.5 mm hr-1 and 1.0
mm hr-1 (see optimal performance scores in Figure 5.8, the ACC is excluded from this analysis).
In fact, ETS and HSS, which show a performance maximum at 1.0 mm hr-1 also show a local
maximum at 0.5 mm hr-1 allowing for further reduction of the optimal TPR rainfall threshold
to the range 0.5 – 0.6 mm hr-1.
76
Figure 5.8.: Impact of rainfall intensity threshold on rainfall detection statistics. The rainfall
intensities printed on the graphs represent the optimal performance score, where
the perfect score is 0 for the FAR and 1 for all other statistics.
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5.4.4. Effect of Rainfall Type on rainfall detection
Of the 52,271 rainfall measurements by the TPR across the region 2,499 (4.78%) were classified
as convective rainfall, whereas only 832 (1.59%) were classified as stratiform rainfall (Table 5.1).
This corresponds to a convective to stratiform ratio of approximately 3:1, characteristic of the
tropics. For either rainfall type missed rainfall and observations with zero rainfall intensity (but
an assigned rainfall class) constituted less than 10%. However, while for convective rainfall the
number of hits (48.5%) exceeded the number of false alarms (43.2%), the ratio was reverted for
stratiform rainfall where false alarms (51.1%) exceed correct rainfall detection (45.9%). Because
the removal of the large fraction of correct zeros and the resulting increase in the relative
amounts of all other detection classes, the accuracy of estimation (ACC) and the performance
scores ETS and HSS are reduced for the rainfall classified as either stratiform or convective
(table 5.3). This effect also increases the POD, while the FAR seems largely unaffected. As
a result, the frequency bias index (FBI) increases from 1.06, indicative of a very weak over-
estimation by the TPR, to 1.84 for convective rainfall and 2.10 for stratiform rainfall, indicative
of much stronger levels of over-estimation of rainfall occurrence. Results across all performance
scores suggest slightly better performance of the TPR for convective rainfall than for stratiform
rainfall.
Table 5.3.: TPR detection scores by rainfall type.
Rainfall Type ACC POD FAR FBI ETS HSS
All 0.95 0.54 0.49 1.06 0.33 0.50
Convective 0.56 0.97 0.47 1.84 0.06 0.11
Stratiform 0.49 0.99 0.53 2.10 0.02 0.04
5.4.5. Quantitative Precipitation Estimation (QPE)
Following analysis of the rainfall detection ability of the TPR across the tropical Andes, the
quantitative precipitation estimation (QPE) was analysed. Direct comparison of synchronous
and co-located TPR and gauge measurements where positive rainfall was detected by both
satellite and gauge (Figure 5.9 a) show a poor estimation ability with large degree of variation
in TPR measurements and little agreement between corresponding gauge and TPR measure-
ments. However, when averaging TPR rainfall across exponentially distributed bins, TPR shows
over-estimation of gauge observations (blue line exceeds red line in Figure 5.9) for low rainfall
intensities below approximately 5.0 mm hr-1, but systematic under-estimation thereafter.
The QPE performance scores suggest moderate to high linear correlation between TPR and
gauges (Figure 5.9 b) with slightly higher performance for the Pacific and Amazonian lowlands
than for the Caribbean basin and high Andes, especially the eastern Colombian Andes. Root
mean square error (RMSE) and mean absolute error (MAE) scores (Figure 5.9 c & d) suggest
random errors are larger for the Amazonian and Caribbean lowlands as well as the central and
western Colombian Andes than for the other regions. However, the lowland regions (Amazonian,
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Pacific and Caribbean basin) also experience net over-estimation (positive bias) of gauge rainfall,
as shown by the systematic error scores, i.e. mean error (ME) and percentage bias (Figure 5.9
e & f ). This is in agreement with the high percentage of false alarms detected in these regions,
especially in the coastal lowland regions (Pacific and Caribbean). The mountain regions, on the
other hand, show a net negative bias. This is particularly pronounced in the eastern Colombian
Andes, where the TPR consistently and strongly under-estimates gauge rainfall observations
(median bias = -34%), which agrees with the high fraction of missed rainfall events in the
detection analysis. At stations in the Ecuadorian Andes as well as the western and central
Colombian Andes, despite a weak net under-estimation, there is a large spatial variability in
biases with some stations in the western and central Andes reporting over-estimations of up to
200%.
5.4.6. Comparative Analysis of rainfall statistical moments and probability
distributions
Next, in order to understand the TPR’s ability to capture the general rainfall regime, key
variables and the full statistical rainfall distribution are analysed. The full statistical rainfall
distribution is considered to be the combination of a binary occurrence frequency rate with
a positive rainfall intensity distribution. Hence, the occurrence frequency, the mean non-zero
rainfall intensity as well as the overall mean are assessed over the entire record length for each
gauge. Figure 5.10 shows how the agreement between gauges and TPR estimates changes for
these key rainfall variables, when relaxing the constraint of only comparing synchronous ob-
servations to all available gauge and TPR observations over the same period irrespective of
temporal synchronicity. This increases the available data sample for assessment of the TPR,
yielding more robust results. Agreement between TPR and gauges for synchronous measure-
ments is very weak for the rainfall occurrence frequency as well as for the mean rainfall rate
(R2 = 0.34 and R2 = 0.27, respectively), with a slight reduction in the goodness-of-fit when
considering all measurements irrespective of temporal synchronicity (R2 = 0.30 and R2 = 0.26,
respectively). On the other hand, there is a much stronger linear relationship between TPR and
gauge mean rainfall (i.e. the mean of the full rainfall mixed distribution including positive and
zero rainfall as shown in fig. 5.10 e & f ). Here, the goodness-of-fit improves when considering
all measurements (R2 = 0.75) compared to only using synchronous observations (R2 = 0.64).
The linear model suggests an under-estimation (negative bias) of gauge rainfall by the TPR of
approximately 7% of the respective gauge rainfall rate. Figure 5.11 and fig. 5.12 shows how this
relationship varies seasonally with maximum TPR under-estimation of approximately 20% in
DJF decreasing to only 6% in SON. However, it should be noted that with the exception of DJF
(R2 = 0.75), the seasonal relationships are weaker in terms of a lower coefficient of determination
(R2 ≤ 0.66) and some extreme outliers, especially in MAM. In terms of the spatial distribution
of the correlation coefficient, lower values are found in the Andean regions as opposed to the
coastal and continental lowlands (fig. 5.12). A seasonal pattern is observed in the Caribbean
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basin where correlation is high during the rain season (summer months) and lower during the
dry season (winter months). This behaviour is also evident to a lesser extent in the eastern
Colombian Andes.
The general gauge rainfall distribution across the tropical Andes in terms of the cumulative
rainfall probability is shown up to the 90th-percentile and above the 90th-percentile in fig. 5.13
and fig. 5.14, respectively. The lowest 40% of the gauge rainfall distribution are constant at
0.6 mm hr-1, which corresponds to the gauge measurement limit, before increasing to 7.2 mm
hr-1 at the 90th-percentile. Across the majority of the probability distribution the TPR error
is positive, increasing progressively across low rainfall intensities up to a maximum bias of
+135% at the 42nd-percentile, before decreasing to +3.5% at the 90th-percentile. Beyond the
90th-percentile TPR under-estimation becomes increasingly negative down to a bias of -37%
(absolute error: -11.95 mm hr-1) at the 99th-percentile.
Regional variations in the gauge rainfall distributions in terms of their difference to the
average gauge rainfall distribution across the entire Andes are shown in Figure 5.15 (left).
While all regions show consistent rates of 0.6 mm hr-1 (i.e. the gauge measurement limit) up
to the 40th-percentile, the results show that in the Amazonian and Caribbean lowlands as well
as in the central and western Colombian Andes rainfall intensities exceed those of the average
gauge rainfall distribution above the 40th-percentile with very strong positive deviations above
the 90th-percentile. Conversely, the Ecuadorian Pacific and Andean regions as well as the
eastern Colombian Andes show lower rainfall intensities for the same rainfall probability bins
(percentiles). The TPR error (percentage bias) for the individual probability bins (fig. 5.15
right) is not entirely consistent with this pattern. Below the 40th-percentile (highly frequent
rainfall) most regions show similar behaviour with continuously increasing bias up to +140-
150% between the 40th and 45th-percentile. In the Ecuadorian Pacific region; however, the bias
increases more gradually and peaks later at the 50th-percentile (+100% bias). These results
suggest that the quantile-based bias for low rainfall intensities is dependent on the overall
rainfall total. Between the 40th and 50th-percentiles the bias drops across all regions and then
decreases continuously into a negative bias beyond the 90th-percentile. The outlier here are
gauges in the Ecuadorian Andes, which exhibit a similar behaviour of bias reduction but at a
far smaller rate, such that at the 90th-percentile there is still a positive bias of +41%, whereas
the median bias at the 90th-percentile across all regions is only +3.5%.
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Figure 5.9.: a) Match-up plot of synchronous and co-located gauge and TPR rainfall. The
red line (X=Y) shows perfect agreement. The blue line shows the average TPR
intensity across gauge rainfall intensity bins defined by an exponentially distributed
curve. b) - f) Quantitative precipitation estimation (QPE) statistics by climate
region: correlation coefficient, root mean square error (RMSE), mean absolute error
(MAE), mean error (ME) and percentage bias, respectively. The boxes extend
from the first to the third quartiles (inter-quartile range, IQR), and the whiskers
extend to the highest/ lowest value within 1.5 times IQR. The dots represent values
outside this range. The values in the top right corner of each plot represent the
median performance score across all regions. The numeric identifiers of the regions
are ordered as follows: Pacific (1), Amazon (2), Ecuadorian Andes (3), West and
Central Colombian Andes (4), Eastern Colombian Andes (5), Caribbean (6).
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Figure 5.10.: Scatterplots of TPR and gauge rainfall statistical variables based only on syn-
chronous and co-located measurements (right panel) and all gauge and TPR mea-
surements over the observational period (left panel): a) - b) occurrence frequency,
c) - d) mean rainfall intensity (mm hr-1), e) - f) mean of the full rainfall distri-
bution (zero rainfall and positive rainfall intensities). The black line shows perfect
agreement (X=Y) and the green line the optimal linear model printed in the graph.
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Figure 5.11.: Same as Figure 5.10 but for the mean of the full rainfall distribution across different
seasons.
Figure 5.12.: Histograms of correlation of mean monthly rainfall between TPR and daily gauges
across distinct regions in Colombia. Printed value represents correlation between
mean annual TPR and daily gauges in respective region.
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Figure 5.13.: Inverted cumulative frequency distributions (CDFs) showing the cumulative prob-
ability (F(x) on the x-axis and on the y-axis the variation in gauge rainfall intensity
across the 78 stations for each quantile bin up to the 0.9 quantile (top panel), the
variation in the absolute difference between corresponding TPR and gauge quan-
tiles (middle panel) and the variation in the relative error between corresponding
TPR and gauge quantiles (bottom panel). The red lines indicate no error, while
the dashed red line indicates an error magnitude equal to gauge rainfall intensity.
The boxes extend from the first to the third quartiles (inter-quartile range, IQR),
and the whiskers extend to the highest/ lowest value within 1.5 times IQR.
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Figure 5.14.: Same as fig. 5.13 but for F (x) > 0.9.
Figure 5.15.: Cumulative distribution frequencies (CDFs) of gauge rainfall intensities for all
regions (left) and the corresponding TPR bias in percentage, relative to the mag-
nitude of the gauge rainfall intensity for that quantile (right).
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5.5. Discussion
Across the tropical Andes the TPR demonstrates limited ability in accurately detecting and
quantifying rainfall rates measured at rain gauges over 10-min intervals. However, these results
are comparable to those of a similar assessment over the same gauge interval (10-min) in an
extra-tropical mountainous catchment (south-eastern USA, Duan et al., 2015) as shown in
table 5.4. However, direct quantitative comparison of the two studies may not be suitable due
to differences in instrumentation, gauge data processing and highly localised rainfall controls.
Nonetheless, the general behaviour of over-estimation of low rainfall rates and under-estimation
of higher rainfall rates as observed in the tropical Andes has been reported consistently in
previous studies (Duan et al., 2015; Chen et al., 2013a; Kirstetter et al., 2013; Gebremichael
et al., 2006).
Table 5.4.: TPR detection scores (Tropical Andes and Southern Appalachians, Duan et al.,
2015).
Region POD FAR
Tropical Andes 0.54 0.49
Appalachians 0.61 0.59
The lower TPR detection limit of 18 dBZ, which corresponds to a rainfall rate of approxi-
mately 0.4 – 0.5 mm hr-1, causes TPR to miss light rainfall rates (Duan et al., 2015; Kirstetter
et al., 2014; Gebremichael et al., 2006). While this missed rainfall is not expected to change
general precipitation patterns in the tropics, the total volume of this missed rainfall would
result in a 10% increase in total rainfall globally if accounted for (Yang and Nesbitt, 2014).
However, this fraction is dependent on the local rainfall regime with under-estimation in wet
(high rainfall) regions expected to be as low as 1%, while in dry and mountainous regions up to
20% of the total rainfall volume are not detected by the TPR (Yang and Nesbitt, 2014). Yet in
situ investigations in pa´ramo wetlands in the Ecuadorian Andes have shown that up to 29% of
the total annual rainfall accumulation may be attributed to drizzle, suggesting that the TPR
detection limit may be responsible for considerable amounts of missed rainfall in the tropical
Andes. The three regions most affected by missed rainfall in this study (i.e. the Ecuadorian
Pacific, the Ecuadorian Andes and the eastern Colombian Andes) are also those with lowest
mean rainfall rates. However, accurate estimations of the rainfall intensities of missed rainfall
are limited by the fact that the rain gauge records used in this study also have a measurement
limit of 0.6 mm hr-1. As a result, while light rainfall will still be registered by these gauges, it
will not result in a low intensity recording when the rain falls, but may lead to an accumulation
of rainfall over a longer period of time until a bucket-tip is recorded. This bucket-tip results
in an estimate of ≥ 0.6 mm hr-1, which may, in fact, represent an over-estimation of the true
rainfall rate for the time of measurement due to the accumulation over more than 10 minutes.
Nonetheless, there is further agreement with extra-tropical studies in that POD and detection
threat scores ETS and HSS are maximised between 0.5 – 0.6 mm hr-1. When comparing TPR
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and NOAA Q2 radar, Kirstetter et al. (2014) found that HSS is maximised at 0.53 mm hr-1.
Furthermore, they found that the TPR rainfall detection varies horizontally within the field-of-
view (FOV), concluding that the TPR also has a spatial detection limit, detecting rainfall only
when at least 70% of the FOV are filled. In this context, non-uniform beam filling (NUBF)
effects have been identified as a major source of TPR error (Duan et al., 2015; Kirstetter et al.,
2014, 2013; Chen et al., 2013a; Kirstetter et al., 2012). In particular, there is ambiguity in the
detection of bright band reflectivities (stratiform rainfall) for significantly off-nadir observations
(i.e. significant NUBF effects) for light rainfall. In addition, light rainfall in the form of fog
condensing to surfaces will be registered by rain gauges but due to the automatic ground-clutter
correction of the 2A25 algorithm, it may not be detected by the TPR (Duan et al., 2015). Such
rainfall is common in the Andes (Rollenbeck and Bendix, 2011; Padro´n et al., 2015) and may
explain further the large fractions of missed rainfall.
An equally consistent and possibly even more robust observation is the under-estimation of
high rainfall rates, especially extreme rainfall rates. Duan et al. (2015) noted that especially
small and isolated convective systems are under-estimated due to NUBF effects. Rainfall vari-
ability within the FOV resolution of 5 km causes the spatially averaged reflectivity estimate
to be lower than that of the convective cell, resulting in a bias towards rainfall type classifica-
tion as stratiform and, consequently, major under-estimation of the rainfall rate (Duan et al.,
2015). Notwithstanding, the limitations in the rainfall type classification by the TRMM 2A23
algorithm, convective rainfall was detected far more frequently than stratiform rainfall across
the tropical Andes study region (table 5.1). For the upper Amazon basin and along the eastern
Andean slopes in Peru up to 70% of total monthly rainfall are contributed by individual extreme
events (Espinoza et al., 2015), which are likely to have a considerable contribution of convection.
As a result, the TPR has been shown to under-estimate rainfall totals by up to 35% at hotspot
locations in the upper Amazon basin and up to 80% along the eastern Andean slopes in Peru
(Espinoza et al., 2015). This region is affected by major orographic enhancement, which the
TPR has been found to under-estimate in extra-tropical mountain environments (Duan et al.,
2015). In intra-Andean valleys the contribution of intense convective cells is likely to be lower,
but still significant (Mohr et al., 2014). In the high mountains of the tropical Andes, there is
no single mechanism of rain formation: several processes like small and large-scale convective
cloud systems, local and regional valley/ mountain breeze systems and terrain-lines of preferred
moisture transport interact on various time scales (Rollenbeck and Bendix, 2011).
A similar synoptic climate constellation along the eastern Colombian Andes, where the south-
ward deflection of low-level jet winds from the Amazon basin results in strong orographic effects
and enhances deep convection (A´lvarez-Villa et al., 2011), is therefore a likely explanation for
the under-estimation of gauge rainfall by the TPR in this region. Despite major improvements
in the 2A25 algorithm from version 6 to version 7 (Iguchi et al., 2009) the under-estimation
of convective rainfall remains a major problem for convective systems in (sub-) tropical South
America (Mohr et al., 2014; Rasmussen et al., 2013). This is due to the particle-size model
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employed in the conversion of reflectivity to rainfall (Z-R conversion) in the 2A25 algorithm,
which assumes the density of a snow particle. However, this is inappropriate assumption for
convective rainfall in the Andean region where significant precipitation ice may take the form
of graupel or hail particles (Rasmussen et al., 2013). This is linked to the high altitude of the
freezing level in the tropical Andes (approximately 5,000 m a.s.l., Bradley et al., 2009), where
substantial rainfall may occur from sections of the vertical column that are not below 0◦C. The
known issue of ground-clutter misclassification as extreme rainfall (Seto et al., 2013) is likely
to have a weaker effect due to the implementation of the filtering technique by Hamada and
Takayabu (2014) in chapter 4, but high FAR values at high TPR rainfall intensities (fig. 5.8)
suggest that these effects may also be affecting high rainfall intensity estimates.
However, aside from the evident under-estimation of high rainfall rates, the results in this
study also suggest that the TPR’s ability of detecting convective rainfall is, in fact, superior
to the detection of stratiform rainfall. This seemingly contradictory finding can in part be
explained by reported observations that up to 40% of stratiform rainfall is misclassified by the
rainfall type classification algorithm 2A23 as convective rainfall (Kirstetter et al., 2014) as a
result of low NUBF. Furthermore, it has been shown that while TPR detects convective rainfall
more frequently than reference ground-based radar (NOAA Q2) over the CONUS, the total
annual precipitation volume of convective rainfall can be 50% less than that of the reference
(Chen et al., 2013a). Therefore, the results of this study should be seen in the context of the
limitation that through their restricted representation of varying microphysical conditions, both
convective and stratiform profiling algorithms lack the dynamics to deal with extreme rainfall
(Duan et al., 2015; Kirstetter et al., 2014; Chen et al., 2013a). In the absence of an independent,
high-resolution and high accuracy reference dataset such as ground-based radar or high-density
gauge network, which would allow observing the spatial structure of rainfall as well as make
classifications of rainfall type, analysis of the TPR performance with respect to convective and
stratiform rainfall processes in the tropical Andes remains limited.
Nonetheless, the results have also shown that despite regional variation in the TPR’s ability
to accurately detect and quantify individual rainfall observations, the TPR gives an accurate
estimation of the rainfall mean across this climatologically heterogeneous region (fig. 5.10 e. &
f.). Correlation coefficients between the rainfall mean observed by TPR and gauges are moderate
to high across the different seasons (0.75 < ρ < 0.87) and generally high when considering the
entire observational record (ρ = 0.87). Therefore, when up-scaling the rainfall mean to the
total annual rainfall accumulation, results are comparable to previous, extra-tropical findings
(ρ = 0.91, Chen et al., 2013a). The ability of the TPR to capture general rainfall patterns at a
high spatial resolution has resulted in it being used for extensive climatological studies (Anders
and Nesbitt, 2014; Yang and Nesbitt, 2014; Biasutti et al., 2012; Nesbitt and Anders, 2009).
This confirms the notion that the TPR, in combination with gauge observations, may provide a
suitable data source for high-resolution mean rainfall climatological maps of the tropical Andes.
While under- and over-estimation of different parts of the rainfall distribution may balance and,
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therefore, have a weaker effect on the mean rainfall, errors induced by the infrequent sampling
of the TPR with only a single instantaneous measurement approximately every 72 hours, can
be considerable and need to be accounted for (Nesbitt and Anders, 2009). Previous studies have
developed methods for the quantification of (TPR) sampling error (Bell and Kundu, 2000; Iida
et al., 2006; Fisher, 2007; Nesbitt and Anders, 2009; Iida et al., 2010; Indu and Nagesh Kumar,
2014). A regional climatological error framework that identifies gauge and TPR error sources
and quantifies their respective magnitudes for subsequent merging of climatological estimates
is presented in chapter 6.
5.6. Conclusions
The ability of the TPR to accurately capture instantaneous rainfall and describe the general
statistical rainfall distribution was assessed using a gauge network of high-frequency TB gauges
in the northern tropical Andes (Colombia and Ecuador), classified into homogeneous climate
regions. The TPR has a relatively low ability in estimating the point-based occurrence of gauge
rainfall with fractions of missed rainfall and false alarms approximately as large as the fraction
of hits (correctly observed rainfall). The large fraction of false alarms is likely associated with
light rainfall rates, and also affected by the relatively high gauge measurement limit of 0.6 mm
hr-1. Nonetheless, detection scores HSS and ETS show optimal results for rainfall thresholds
of approximately 0.5 mm hr-1, which corresponds well to previous findings by Kirstetter et al.
(2014). It also lies in accordance with the gauge measurement limit of 0.6 mm hr-1 and the
TPR detection limit of 0.4 – 0.5 mm hr-1 (i.e. 18 dBZ).
The comparison of statistical distributions of gauge and TPR rainfall show an over-estimation
for low rainfall rates above the gauge rainfall threshold of 0.6 mm hr-1, followed by an under-
estimation of the TPR for high rainfall rates compared to the gauges. Despite improvements
to the Z-R conversion and NUBF parameterisation in version 7 of the TRMM 2A25 algorithm,
these results are consistent with observations in the literature from different regions. Spatial
and temporal incongruence between point-based gauge accumulations over 10-min duration and
instantaneous but spatially averaged (25 km2) TPR estimates amplifies this error.
The TPR exhibits pronounced variations in performance across different regions of the tropical
Andes, confirming that errors are rainfall regime dependent (Kirstetter et al., 2013). While TPR
estimates in wetter regions are affected by over-estimation of the rainfall frequency as well as
large random errors and positive systematic bias, high-altitude regions show a comparativey
large fraction of missed rainfall (likely undetected light rainfall).
TPR rainfall detection results are better for convective rainfall than stratiform rainfall, which
partially explains regional differences in TPR performance, but should be seen within the limi-
tations of the 2A23 rainfall type classification algorithm.
Ultimately, despite these errors, the TPR demonstrates a consistently high accuracy in esti-
mating long-term mean rainfall (considering both rainfall occurrence rates and the distribution
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of rainfall intensities), suggesting it is a useful data source for high-resolution climatological
studies for scarcely gauged regions with strong precipitation gradients such as the tropical An-
des.
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6. A framework for comparative evaluation
of TPR and gauge errors
6.1. Introduction
As outlined in subsection 2.4.1, evaluation of satellite estimates against gauge observations
as well as their subsequent merging for optimising spatially distributed rainfall estimates is
subject to a number of errors associated with either the satellite or the gauge measurement.
Aside from retrieval errors associated with signal interference, radar reflectivity to rainfall (Z
– R) conversion, signal attenuation and NUBF effects, TPR rainfall estimates are affected
by significant sampling errors, that are a function of spatial scale and the number of available
measurements (e.g. Nesbitt and Anders, 2009; Fisher, 2007). On the other hand, gauge errors are
affected by measurement errors, conversion of tipping-bucket (TB) tips into a continuous rainfall
time-series and the point-area difference, i.e. the spatial misfit between gauge measurement
(point-scale) and satellite estimates (areal mean). While research in this area has been on-
going for over a decade, there exists to date no integrated framework for satellite-gauge error
attribution and comparison, specifically for the TPR, that has been applied to a case study in
tropical mountain regions.
Hence, the focus of this section is the decomposition of the first and second statistical moments
(mean and variance) of the TPR-gauge errors and attribution to individual error components.
Firstly, the first statistical moment of the TPR retrieval and sampling errors are determined
on the basis of comparison to the available high-frequency (10-min) rain gauge dataset. The
gauge dataset and TPR data used for this analysis is identical to that of chapter 5. Details of
the preparation of the gauge data are provided in section 5.2 and pre-processing of the TPR
data is described in chapter 4. Secondly, the TPR satellite-gauge error variance is decomposed
into the various contributing error components. In order to overcome limitations of short gauge
records and estimate the TPR error over the entire TPR observational period (1998 – 2014), a
stochastic generator is formulated to probabilistically simulate 10-min gauge rainfall rates be-
yond the gauge observations conditional on observed daily rainfall rates. This allows estimating
the systematic bias and error variance of TPR errors over the full TPR record. The attribution
of the satellite-gauge error to different error sources and their respective quantification is not
only useful in its own right by supplying a statistical structure of the relevant errors but can
also provide important information for error-based satellite-gauge merging as a means of ob-
taining optimised high-resolution, gridded climatological precipitation fields, which is explored
91
in chapter 7.
6.2. Conceptual Satellite Errors
Errors between a satellite rainfall estimate (TPR) and true rainfall, or a suitable reference
rainfall measurement (gauges), can conceptually be split into a retrieval error component, ret,
and a sampling error component, sam. As per Fisher (2007), these are defined as follows
ret = Rs −Rgs (6.1)
sam ≈ Rgs −Rgf (6.2)
whereRs is the time-series of satellite measurements, Rgf is the full time-series of gauge measure-
ments and Rgs the time-series of gauge measurements sub-sampled at times with synchronous
satellite overpasses. Distinction between the retrieval and sampling error is important for time-
series obtained from low earth-orbiting satellite sensors as the temporal sampling frequency is
very low, on average once every 1-3 days in case of the TPR depending on location. Hence, the
length of Rs and Rgs is much shorter over the same period than Rgf . At any time-step i the
value for Rgs,i and Rgf,i is identical. How this is accounted for with respect to the first and
second moment of the sampling error is described in the respective sections below.
6.3. Systematic Satellite-Gauge Bias
Calculation of satellite (TPR) mean error and percentage bias allows for identification of system-
atic under- or over-estimation of the satellite estimates. Therefore, it can only be determined
relative to the corresponding gauge records as it necessitates an independent reference time-
series. Calculation of bias therefore underlies the assumption that the gauge time-series are
unbiased estimators of the true rainfall at the point-scale. Furthermore, given the low spatial
density of the gauge network, TPR estimates are compared to individual gauges with the as-
sumption that the scale misfit (5 km areal mean compared to point-scale) does not introduce
any bias. The satellite bias analysis presented here is restricted to analysis of the retrieval and
sampling components.
In this study, the retrieval mean error and relative (percentage) bias are calculated following
the method by Fisher (2007):
MEret =
∑n
i=1(Rs,i −Rgs,i)
N
(6.3)
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biasret =
∑n
i=1(Rs,i −Rgs,i)∑n
i=1Rgs,i
× 100% (6.4)
where Rs,i is the satellite rainfall rate at time-step i and Rgs,i the is i-th measurement of
the gauge rainfall rate time-series sub-sampled at times with synchronous satellite overpasses.
However, as outlined earlier at any time-step i the value for Rgs,i and Rgf,i is identical, i.e.
Rgf,i = Rgs,i. Hence, the sampling bias, biassam, cannot be determined as the sum of the
differences between the full and sub-sampled gauge time-series, but, instead, is determined as
the difference of the sums of the full and sub-sampled gauge time-series:
MEsam =
∑n
i=1(Rgs,i)
N
−
∑m
i=1(Rgf,i)
M
(6.5)
biassam =
∑n
i=1(Rgs,i)
N −
∑m
i=1(Rgf,i)
M∑m
i=1Rgf,i
M
× 100% (6.6)
where N is the total number measurements of the sub-sampled gauge record, while M is the
total number of measurements in the full gauge record. The total satellite bias is computed
as the sum of the retrieval and sampling biases. The bias is determined for each gauge-TPR
pairing independently.
6.4. Satellite-Gauge Error Variance Decomposition
Computation of the satellite error variance is based on decomposition of the satellite-gauge error
variance into satellite error and gauge error components. These are then further decomposed
into the following contributing error components:
1. TPR error variance
 Sampling error variance
 Retrieval error variance
– Algorithm error variance
2. Gauge error variance
 Point-area difference (scale misfit)
– Local random gauge error
– Gauge temporal accumulation error
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The interaction of these error components with respect to the error variance and its decompo-
sition is conceptually outlined in fig. 6.1. This section focuses on the description of the methods
used to calculate each error variance component.
Figure 6.1.: A conceptual view of the satellite-gauge error variance decomposition. Black ar-
rows indicate direct components, while dashed grey arrows indicate potential inter-
actions.
6.4.1. Satellite-Gauge Error Variance
Applying the framework proposed by Ciach and Krajewski (1999) to satellite rainfall estimation,
the satellite-gauge error variance can be decomposed into the variance of the error between the
satellite rainfall estimate and the true rainfall rate as well as the variance of the error between
the gauge rainfall estimate and the true rainfall rate, such that,
V ar{Rs −Rg} = V ar{Rs −Rt}+ V ar{Rg −Rt} (6.7)
where Rs is the satellite rainfall rate, Rg the gauge rainfall rate and Rt the true rainfall rate.
Hence, V ar{Rs − Rg} is the satellite-gauge error variance, V ar{Rs − Rt} is the satellite error
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variance, and V ar{Rg −Rt} is the gauge error variance. Equation (6.7) can be re-arranged as
V ar{Rs −Rt} = V ar{Rs −Rg} − V ar{Rg −Rt} (6.8)
The terms on the right hand side can then be estimated using established methods and
thereby provide an estimate for the satellite error variance, V ar{Rs −Rt}.
6.4.2. Satellite Error Variance
6.4.2.1. Sampling and Retrieval Error Components
The first part of the satellite error variance (eq. (6.8)) is the variance of the satellite-gauge dif-
ference, V ar{Rs−Rg}. Following the framework by Fisher (2007) V ar{Rs−Rg} can be decom-
posed into the retrieval error variance, V ar(ret), and the sampling error variance, V ar(sam),
by combination of eq. (6.7) with eq. (6.1) and eq. (6.2). Hence, assuming the retrieval and
sampling error are uncorrelated (Fisher, 2007); the (total) satellite-gauge error variance can be
approximated as:
V ar(Rs −Rgf ) ≈ V ar(ret) + V ar(sam) = σ2ret + σ2sam (6.9)
The sampling and retrieval error variances are then approximated as
σ2ret ≈ V ar(ret) = σ2Rs + σ2Rgs − 2Cov(Rs, Rgs) (6.10)
σ2sam ≈ V ar(sam) = σ2Rgs + σ2Rgf − 2Cov(Rgs, Rgf ) (6.11)
where σ2Rs , σ
2
Rgs
and σ2Rgf are the variances of Rs, Rgs and Rgf , respectively.
While the retrieval error variance can be estimated by solving eq. (6.10), the sampling error
variance cannot be estimated directly from eq. (6.11) as the co-variance term can only be
evaluated at gauge measurements synchronous with TPR overpasses, i.e. Rgs. However, at such
instances Rgf,i = Rgs,i and consequently Cov(Rgs, Rgf ) = σ
2
Rgs
. This can also be demonstrated
without defining the sampling error variance explicitly. The satellite-gauge error variance can
be defined as
V ar(Rs −Rgf ) = V ar(Rs) + V ar(Rgf )− 2Cov(Rs, Rgf ) (6.12)
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Combining eq. (6.9), eq. (6.10) and eq. (6.12), this gives the sampling error variance as
V ar(sam) = V ar(Rs −Rgf )− V ar(ret)
= V ar(Rgf )− 2Cov(Rs, Rgf )− V ar(Rgs) + 2Cov(Rs, Rgs)
(6.13)
However, the term Cov(Rs, Rgf ) can only be determined at instances synchronous with a TPR
overpass, thus
Cov(Rs, Rgf ) ≈ Cov(Rs, Rgs) (6.14)
using eq. (6.14), eq. (6.13) can be simplified to
V ar(sam) = V ar(Rgf )− V ar(Rgs) (6.15)
The sampling error variance, V ar(sam), can therefore be reduced to the difference between the
variance of the full rain gauge time-series, V ar(Rgf ), and the variance of the sub-sampled rain
gauge time-series, V ar(Rgs). With increasing sample size V ar(Rgs) will ultimately converge
to the same estimate as V ar(Rgf ). However, depending on the satellite sampling pattern and
the temporal distribution of rainfall rates (diurnal, seasonal and inter-annual variation), the
variance of a finite sample that is far smaller than the full time-series, V ar(Rgs) can exceed
V ar(Rgf ) at times. This conflicts with statistical theory as it implies a negative sampling error
variance. Under the assumption that the sampling error variance always has to be positive,
equation eq. (6.15) can be expressed as the absolute difference between the variance of the full
gauge time-series and the variance of the gauge time-series sub-sampled at TPR overpasses:
Given V ar(sam) ≥ 0;V ar(sam) = |V ar(Rgf )− V ar(Rgs)| (6.16)
This implies that the sampling error variance represents simply the degree to which the variance
of the sub-sampled rainfall time-series is an accurate estimation of the variance of the full rainfall
time-series. With an increasing number of samples, the two will ultimately converge. The
sampling error variance, therefore, implicitly considers both the sampling freqeuncy of the TPR
as well as the rainfall regime including diurnal, seasonal and inter-annual variability. In this
study, the sampling error variance, based on equation eq. (6.16), the retrieval error variance,
based on equation eq. (6.10), and the total error variance, based on equation eq. (6.9), are used
to characterise the satellite error variance.
6.4.2.2. TPR Conversion Algorithm Error
In addition to obtaining satellite error variances via direct evaluation against gauges, the TPR
error can also be obtained directly from the TRMM 2A25 product, which reports a variable
“errorRain” (hereafter algorithm error). The algorithm error represents an estimate of the rel-
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ative error associated with the parameters in the Z-R conversion and the attenuation correction
coefficient applied to this relationship. While aspects such as the freezing level, rainfall type
and particle size distribution are accounted for in the TRMM 2A25 Z-R relationship and there-
fore implicitly also in the error estimate, this is not an estimate of a ground-validation error
and should therefore be treated more as the uncertainty (sensitivity) of the 2A25 algorithm.
Extraction and conversion to an absolute error estimate is presented in chapter 4. The absolute
error estimate, σNSR as per eq. (4.4), is here expressed as alg. The variance of the algorithm
error is obtained by:
V ar(alg) =
1
n
n∑
i=1
(alg,i − ¯alg) (6.17)
In relation to the sampling and retrieval errors obtained by ground-validation, the algorithm
error can be considered independent of the sampling error, but it represents the same quantity
as the retrieval error.
6.4.3. Point-Area Difference
With the first term, i.e. the variance of the satellite-gauge difference in eq. (6.8), now estimated,
the second part, V ar{Rg −Rt}, i.e. the gauge rainfall error variance, is now estimated. Given
that the true rainfall rate, Rt, is by definition unknown, it has to be approximated using
as a proxy the areal average of all available rain gauges, Ra, within the area a = 25 km
2
(i.e. TPR native resoluton, Ciach and Krajewski, 1999). The variance of the error between
the gauge rainfall estimate and the true rainfall rate, V ar{Rg − Rt}, thereby becomes the
point-area difference, V ar{Rg − Ra}. Depending on the scale-misfit between the gauge and
the gridded precipitation product, the point-area difference can be affected by the small-scale
spatial variability and intermittency of rainfall (Villarini et al., 2008) at scales of or below 1 km
(typical ground-based radar resolution), the location, magnitude and intensity of convective
cores (5 km, TPR resolution) and changes in rainfall regime due to topography, land cover and
synoptic-scale rainfall controls (25 km, typical resolution of composite satellite precipitation
products).
Ciach and Krajewski (1999) have shown that the point-area difference can be expressed as
V ar{Rg −Ra} = V ar{Rg}+ V ar{Ra} − 2Cov{Rg, Ra} (6.18)
Equation (6.18) can be re-formulated in terms of the spatial correlation function (ρ):
V ar{Rg −Ra} = σ2g(1 +
1
A2
∫
A
∫
A
ρ(x, y)dx2dy2 − 2
A
∫
A
ρ(xg, x)dx
2dy2) (6.19)
where σ2g is the variance of the gauge rainfall, A is the area of the spatial grid, ρ the spatial
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correlation function, x and y the Cartesian coordinates of the spatial grid (see Ciach and
Krajewski (1999) for full derivation). According to eq. (6.19) the only additional information
to the rain gauge rainfall time-series is detailed information on the rainfall correlation structure
at scales, smaller than the spatial grid resolution (i.e. 5 km). This can be estimated using an
exponential correlation model,
ρ(d) = ρ0 exp(− d
d0
) (6.20)
where d0 is the long-range correlation distance and d is the separation distance. However, Ciach
and Krajewski (1999) have shown that within a 4 km distance, the exponential term is close to
1 as the long-range correlation distance is about one order of magnitude larger than the grid cell
spatial resolution. Equation (6.20) is therefore dominated by the immediate correlation jump
at zero distance (ρ0), the so-called nugget term. This can be estimated by
ρˆ0 =
n ˆV ar{Ra} − ˆV ar{Rg}
(n− 1) ˆV ar{Rg}
(6.21)
In this case, the estimate of the point-area difference is obtained by
V ar{P−A} = ˆV ar{Rg −Ra} = ˆV ar{Rg}(1− ρˆ0) (6.22)
For a detailed derivation of the point-area difference, see Ciach and Krajewski (1999). An ex-
ample of a previous application of the point-area difference calculation to TPR data is presented
by Wang and Wolff (2010). The assumption of reducing the P-A difference to the immediate
correlation jump at zero distance is discussed in section 6.5. The P-A difference is only com-
puted for a select subset of 22 gauges in Ecuador as these are sufficiently closely positioned that
the resulting local gauge density allows for computation of the spatial average rainfall, Ra.
6.4.4. Local Rain Gauge Errors
In satellite-gauge evaluations, rain gauges, especially tipping-bucket rain gauges, are often con-
sidered to be accurate quantifications of point-based rainfall. However, other than the point-area
difference tipping-bucket rain gauges, like any measurement instrument, are affected by both
systematic and random errors. Systematic errors are associated with calibration errors, wind-
driven undercatch or wetting-evapotranspiration errors (Ciach, 2003). Random errors, on the
other hand, result from local variations in airflow variations surrounding the gauge, flow in-
stabilities within the gauge (Ciach, 2003) and the small-scale spatial intermittency of rainfall
rates (Villarini et al., 2008). Ciach (2003) used an experimental set-up of 15 co-located gauges
to determine local random tipping-bucket gauge errors by defining these as the difference be-
tween the spatial average of all 15 gauges and the individual gauges. Ciach (2003) determined
the standard deviation of this error, σm, using a kernel regression estimator as a function of
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the temporal resolution of the gauge and demonstrated that σm could be approximated as a
function of the rainfall rate:
σm(T,RT ) = e0(T ) +
R0(T )
RT
(6.23)
Where T is the temporal resolution of the rainfall time-series and RT the gauge rainfall rate.
R0 and e0 are empirical parameters that represent, respectively, the rate at which the relative
standard error decreases with the rainfall rate, and the residual error at high rainfall rates. R0
and e0 depend on the method used for deriving a continuous rainfall rate time-series from the
record of bucket-tips, i.e. tip-counting or linear interpolation of the tips (Ciach, 2003). The
results of this approach suggest relative standard errors of 5% at 5-min accumulation time and
3% at 15-min resolution, which agrees with previous findings by Habib et al. (2001).
In this study in the tropical Andes the rainfall accumulation time is 10-min. The method
used for deriving a continuous rainfall time-series at this temporal resolution from the record of
tips is a simple tip-counting. The parameters R0 and e0 for a 10-min time-step are estimated
graphically from Figure 6 in Ciach (2003).
6.4.5. Rain Gauge Temporal Accumulation Errors
As shown by Ciach (2003) the gauge local random errors are dependent on the scheme used to
convert the records of TB tips into a continuous rainfall time-series and thereby is also dependent
on the temporal resolution (time-step). While the local random error already accounts for the
temporal resolution of the final time-series, direct evaluation of the error variance as a result
of temporal aggregation is possible, if gauge records with higher temporal resolution (e.g. 1-
min) are available. Just as the point-area difference accounts for the spatial misfit between the
point scale of the gauge and the spatial grid-scale of the TPR, there is an error between the
instantaneous TPR measurement and the gauge temporal accumulation (time misfit), which is
10-min in this study. Seto et al. (2013) have shown that the bias between the gauge and TPR
overpasses increases non-linearly when temporal resolution is reduced from 1-min (+40%) over
10-min (+70%) to 1-hr (+200%). Here we assess the error variance of the temporal accumulation
in the rain gauge using the same error variance decomposition approach used in the point-area
difference, equation eq. (6.18),
V ar{temp} = V ar{Rg,10 −Rg,1} = V ar{Rg,10}+ V ar{Rg,1} − 2Cov{Rg,10, Rg,1} (6.24)
where Rg,10 is the 10-min gauge rainfall accumulation used in this study, while Rg,1 is the 1-min
rainfall accumulation. Assuming differences between instantaneous measurements and 1-min
rainfall accumulations are minimised, the difference between the 10-min and 1-min records can
account for the temporal accumulation error. High-resolution (1-min) records are available for
a select subset of 22 10-min gauges in Ecuador (see fig. 5.1) and determined for these stations
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over their respective record length.
6.5. Statistical Limitations and Assumptions of the Error
Framework
In deriving statistical methods to quantify the different satellite-gauge error components via
variance decomposition, a number of critical assumptions were made, that need to be consid-
ered before analysing the results. In the past, TPR sampling and retrieval errors have been
assessed for comparatively coarse spatial scales, typically at 0.5° or larger. Thereby a number
of gauges could be averaged to obtain a robust spatially distributed ground-based reference
rainfall dataset. When assessing the TPR sampling error at its native resolution of 5 km, the
number of gauges per grid cell for comparison is significantly reduced. In particular for the
low density gauge dataset in the tropical Andes, no more than two gauges are located within
one TPR grid cell, while most of the time only a single gauge acts as ground reference. This
has implications for the sampling and retrieval error calculation. For the sampling error, the
sub-sampled gauge reference time-series at any particular time-step i will always be the same
as the full gauge reference estimate for that time-step, i.e. Rgs,i = Rgf,i. On the other hand,
at coarser resolutions, sub-sampled and reference estimates at time-step i may differ (partial
coverage of the TPR FOV). Hence, while the Cov(Rgs, Rgf ) = 0 at fine spatial scales, there is
an increased miss factor as the total number of TPR samples decrease with increasing spatial
resolution. Therefore, in this study the sampling error is approximated using the absolute dif-
ference of the variances of the full and sub-sampled gauge time-series, eq. (6.16). This definition
differs from that of previous studies (Fisher, 2007; Wang and Wolff, 2010) at coarser resolution.
Furthermore, it should be noted that the ground-based reference rainfall is point-based, i.e. a
single reference gauge per TPR grid cell due to the low gauge density. The variance of the
full and sub-sampled gauge time-series, therefore, represent the second statistical moment of
point-scale rainfall, as opposed to a 25 km2 areal mean. The point-based rainfall distribution;
however, has a greater variation than the distribution of spatially-averaged rainfall, such that
the difference between the variances of the sub-sampled and full gauge time-series may, in fact,
over-estimate the sampling error with respect to the 5 km scale. Explicitly validating this
impact would require a reference dataset with a much higher gauge density.
The spatial misfit between the point-based reference gauge rainfall and the synchronous TPR
estimates also affects the retrieval error, as the resulting error estimate will be affected by
the point-area difference. The retrieval error presented here should therefore be considered
a conservative estimate with the true error likely to be lower. This, in turn, places a major
importance on the calculation of the point-area difference. Wang and Wolff (2010) assessed the
TPR against a gauge network in southern Florida and calculated the spatial correlation structure
(i.e. correlation-distance relationship) for different temporal aggregation times from 5-min to
daily. Using eq. (6.20) they found a long-range correlation distance of d0 = 13 km with a zero-
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distance correlation of ρ0 = 0.81 at an average inter-gauge distance of 13 km. In the tropical
Andes gauge dataset, the average inter-gauge distance is 522 km. Consequently, as shown in
fig. 6.2, the long-range correlation distance is much larger and the zero-distance correlation
much lower compared to the values presented by Wang and Wolff (2010) and models fitted to
explain this relationship depend on the distance considered. While the long-range correlation
distance is d0 = 1000 km with a zero-distance correlation of ρ0 = 0.01 when considering the
whole dataset, only considering inter-gauge distances of 10 km or less results in d0 = 8.62 km
with a zero-distance correlation of ρ0 = 0.37. However, this is accompanied in a major reduction
from 2,314 to 22 unique gauge pairs. On this basis, the point-area difference was approximated
by considering only the zero-distance correlation as in eq. (6.22).
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Figure 6.2.: Scatterplots of spatial correlation coefficients as a function of gauge separation
distances estimated from gauge pairs. The maximum distance represents the inter-
gauge distance at which the dataset was truncated, while N represents the resulting
number of unique gauge pairs. The exponential fits for the estimated coefficients
are also presented (red line).
Lastly, local random gauge errors and the gauge temporal accumulation errors (time misfit)
both dependent on time resolution and therefore are not independent. Furthermore, the time
misfit is only determined for a subset of 22 co-located stations in Ecuador and, hence, may not
present an accurate estimate of this error term under different rainfall regimes in other sites
across the tropical Andes. The local random gauge errors and the time misfit should therefore
be considered as alternative estimates of the uncertainty associated with obtaining continuous
10-min rainfall time-series from TB tips at the point-scale. Thereby, both represent the fraction
of the gauge error variance that already exists at the point-scale, as opposed to the point-area
difference, which characterises the random error associated with the scale misfit.
102
6.6. Conditional stochastic simulation for error determination
over entire TPR observational record (1998-2014)
The framework for calculation of systematic bias and error variance decomposition of the TPR
over the tropical Andes, as presented so far, bases calculations at each TPR-gauge pairing on the
available gauge record. However, the gauge records are of varying length (as shown in fig. 5.2).
This affects the comparison of the error components across different gauge locations and regions.
Furthermore, the various error components are expected to be affected differently by changes
in record length. For example, based on the central limit theorem, the sampling error can
be expected to decrease with an increased number of samples (i.e. with longer observational
record), assuming long-term stationarity. In addition, all error components are sensitive to
changes in the rainfall distribution, which, amongst other influences, is affected by inter-annual
variability. Thus, as the gauge records are focused on the later part of the TRMM observational
period (as shown in fig. 5.2), the earlier part of the TRMM era including the 1997-1998 strong
positive ENSO phase are not covered by gauge observations. While it was demonstrated in
chapter 5 (fig. 5.10) that the TPR is an accurate estimator of the climatological rainfall mean
over 1998-2014, the error statistics determined over the variable gauge record lengths will not
be representative of this period.
Consequently, in order to standardise the assessment and maximise the length of the period
over which satellite-gauge error components are determined, conditional stochastic simulation
(a conditional form of boot-strapping) is applied to extend the gauge observational record to the
full TRMM observational priod (1998-2014). In this section, a stochastic generator is developed
to generate an ensemble of high-frequency (10-min) gauge rainfall simulations conditioned on
observed daily rainfall totals at co-located daily rain gauges that cover the entire TRMM period.
The rainfall simulations are then used to determine TPR error components, representative of
the full TRMM observational period, as outlined in section 6.4.
In order to develop the stochastic generator, records from co-located daily gauges (i.e. within
a maximum 10 km radius) that cover the entire TRMM period (1998-2014) are paired with
the existing 10-min gauges. From the original dataset of 78 10-min gauges, 16 have co-located
daily gauges with at least 90% coverage over the TRMM observational period (see fig. 5.1).
The daily gauge records are used to derive mean daily rainfall rates (in mm hr-1) at the same
temporal resolution as the high-resolution gauges (i.e. uniform values at 10 min intervals over
a 24 hr period). The paired, co-located records allow calculating the probabilities of occurrence
and intensity of rainfall at 10-min intervals conditioned on the daily mean rainfall rate. For
this purpose the mean daily rainfall rates are binned and for each bin the empirical occurrence
frequency as well as the empirical probability density function (PDF) is determined (see fig. 6.3
for an exemplary illustration).
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Figure 6.3.: Left: Example histogram with 18 bins of mean daily rainfall rates at La Mora
(Colombian Caribbean Basin, region 6). Right: Example histogram of observed
10-min rainfall rates (conditional) on days with mean daily rainfall rates ranged 1.8
– 2.0 mm hr-1 at the same site. The corresponding probability of zero rainfall in a
10 min period given a mean daily rainfall rate of 1.8 – 2.0 mm hr-1 is 0.934.
While co-located daily and 10-min gauges are expected to represent the same rainfall regime,
there will be some differences in the full statistical distribution of the rainfall over a maximum
10 km distance between these sites. Hence, the daily gauge records are not used to simulate
10-min rainfall directly. Instead, the 10-min rainfall records are averaged to time-series of mean
daily rainfall rates. At each 10-min gauge site, the averaged mean daily time-series is binned
into a histogram (fig. 6.3), and the conditional 10-min rainfall occurrence frequency and em-
pirical intensity histogram are computed. Quantiles are computed for the averaged mean daily
time-series of the 10-min gauge as well as for the co-located daily gauge. This allows assigning
a conditional 10-min rain gauge distribution and occurrence frequency to each time-step in the
co-located daily gauge record by quantile-quantile matching. This ensures the temporal consis-
tency between 10-min rainfall and daily rainfall at a site is preserved, while using the co-located
daily time-series for simulating the 10-min rainfall for time-steps for which 10-min observations
are not available, such that, ultimately, a 10-min continuous simulation is available for the pe-
riod 1998 - 2014 at each site. Whenever a positive mean daily rainfall rate is reported at the
co-located gauge, a 10-min resolution simulation for the full 24 hours is generated by sampling
from the location-specific empirical occurrence and intensity probabilities. Herein, sampling
from the occurrence frequency determines which 10-min time-steps are raining and these are
subsequently assigned rainfall intensities by sampling from the empirical rainfall intensity dis-
tribution. Temporal auto-correlation does not need to be considered here, as the TPR does not
re-sample the same location within a 24 hour period.
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When a 10-min observation is available for a particular time-step the simulation is replaced
by the observation for that time-step. Time-steps with missing observations in both daily and
10-min gauges are sampled from empirical occurrence and intensity probabilities with no condi-
tioning on daily mean rainfall rates. Per gauge an ensemble of 500 simulations is generated and
the TPR and gauge errors are determined over the entire period for each simulation individu-
ally. For the simulations, only the satellite error components are evaluated as the simulations
are only a re-sampling of the existing gauge records and as such there is no new information
contained to evaluate gauge errors. Finally, for each gauge location the final estimate of each
error component is obtained by calculating the median of the ensemble simulation. The median
is considered preferable to the mean as the errors are likely to be non-normally distributed.
6.7. Results
In this section the results for the systematic bias (mean error and percentage bias) are presented
followed by the satellite-gauge error variance decomposition (error standard deviation and rela-
tive error standard deviation). The results are first presented for the set of 78 rain gauges with
variable record lengths and, secondly, the smaller set of 16 gauges of simulations over the full
TRMM period.
6.7.1. Observational Period: Systematic Bias
The satellite-gauge bias analysis (fig. 6.4) shows that the total satellite bias ranges from complete
under-estimation of approximately -100% to over-estimations in excess of +100% across different
locations, with a weak positive median bias of +8.8%. The sampling and retrieval biases also
range from major under- to major over- estimation and show a similarly large spread. However,
while the median retrieval bias is slightly positive (+5.6%), the median sampling bias is slightly
negative (-11%). The results are reflected in the mean error, which shows a wide range from
major under-estimation to major over-estimation (fig. 6.5). However, the total mean error is
slightly negative, while the percentage bias was positive. This can be seen as a direct result
of how the sampling error is defined, as the total satellite error is defined as the sum of the
sampling and retrieval error components.
6.7.2. Observational Period: Satellite-Gauge Error Variance Decomposition
The results of the satellite-gauge error variance decomposition are shown in terms of the error
standard deviation in fig. 6.6 and the relative error standrad deviation in fig. 6.7. The total
satellite error standard deviation varies greatly from 0.36 mm hr-1 to 5.66 mm hr-1 (median σerror
1.77 mm hr-1). Therein, the sampling and retrieval error components show similar magnitude
and spread in terms of error standard deviation (median σerror of 1.34 mm hr
-1 and 1.46 mm
hr-1, respectively). In contrast, the algorithm σerror is far smaller (range: 0.03 - 0.87 mm
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Figure 6.4.: Boxplots of satellite bias (percentage of gauge observations) based on the varying
record lengths of the available 78 10-min gauge records. The boxes extend from the
first to the third quartiles (inter-quartile range, IQR), and the whiskers extend to
the highest/ lowest value within 1.5 times IQR.
hr-1, median 0.21 mm hr-1). By comparison, gauge error components have over-lapping ranges,
but the median error standard deviations are lower than the satellite error components. The
local random error standard deviation is comparable in median magnitude to the temporal
accumulation error (median σerror of 0.79 mm hr
-1 and 0.84 mm hr-1, respectively). However,
due to the empirical definition of the local random error by Ciach (2003), the σerror-spread is
much lower compared to that of the temporal accumulation error. The point-area difference
is of comparable magnitude to the local random gauge error and the temporal accumulation
error; however, the median σerror is slightly higher at 1.03 mm hr
-1.
The results for the error relative standard deviation show that compared to the standard
deviation of the respective reference rainfall, the gauge error components are typically less than
100%, i.e. the random error does not exceed the variability of the reference rainfall. The
median relative error standard deviation is 85% for the point-area difference and 65% for the
temporal error, while the local random error only exhibits a median of 25%. On the other
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Figure 6.5.: Same as fig. 6.4 for mean error.
hand, the satellite error components show a much larger spread between stations with a large
upper tail often in excess of 100%. While the median sampling and retrieval relative error
standard deviation are 80% and 91%, respectively, the median value for the total error lies
at 121%. In contrast to the ground-validated retrieval error component, the algorithm error,
which is obtained from the TRMM 2A25 product without ground-validation shows a much
smaller spread with a median of only 20%. The results of the error standard deviation and
the relative error standard deviation indicate a major discrepancy between the retrieval and
algorithm errors. On the one hand, this highlights that the algorithm error is insufficient
at fully accounting for the full retrieval error. On the other hand, as highlighted earlier the
retrieval error here is assessed against point-based reference rainfall and can therefore not be
entirely distinguished from the point-area difference. However, assuming that the algorithm
error does fully account for the satellite rainfall retrieval, the point-area difference should be
able to account for the difference between the retrieval and algorithm error standard deviations
as they are presented here. Considering only the median values, the median difference between
retrieval and algorithm error standard deviation is 0.99 mm hr-1, which is comparable to the
median point-area difference of 1.03 mm hr-1. It should be noted though that this comparison
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Figure 6.6.: Boxplots of error standard deviation across 78 10-min gauges for various satellite-
gauge error components. TPR(2A25) implies the estimate is obtained exclusively
from the 2A25 algorithm, whereas TPR.Gauge implies evaluation against gauge
observations. The boxes extend from the first to the third quartiles (inter-quartile
range, IQR), and the whiskers extend to the highest/ lowest value within 1.5 times
IQR.
does not account for the difference in sample size between the spatial coverage and total number
of gauges used for calculation of the P-A difference (22) and the satellite errors (78).
6.7.3. Simulation: Systematic Bias
The results of the change in percentage bias are shown in Figure 6.8. While the net sampling
bias is reduced with increasing record length (median bias from -27% to -6.3%), it remains
negative, suggesting that, although observations of high rainfall rates are missed, the impact
on the bias is reduced due to the longer record length. On the other hand, the net retrieval
bias increases from a balanced bias distribution (median bias -0.1%) to a slightly negative bias
(median bias -3.8%). The total bias shows a change in sign from weak positive bias (median
bias +2.0%) to a weak negative bias (median bias -3.8%), suggesting the net effect is dominated
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Figure 6.7.: Same as fig. 6.6 for the error relative standard deviation.
by the increasingly negative retrieval error bias. The mean error (fig. 6.9) reflects the trend
of a reduction in the spread of the sampling error, accompanied by a weaker negative bias for
the median. The retrieval error also shows a reduction in the spread, but the median value
shows a larger negative bias in the simulations (-0.7 mm hr-1) than for the observations (-0.1
mm hr-1). The total mean error shows very little change in spread from the observations to
the simulations, but the median value shows a weaker under-estimation in the simulations (-0.6
mm hr-1) than in the observations (-2.3 mm hr-1). This suggests that the reduction in the total
mean error is dominated by the reduction in the sampling mean error.
6.7.4. Simulation: Satellite-Gauge Error Variance Decomposition
Calculation of the error standard deviation (ESD) based on conditional stochastic simulation
(fig. 6.10) reveals a contraction in the spread of the results, in particular with respect to the
upper tail, when transitioning from the shorter observational period to the longer simulated
period. The median value of the total ESD, however, remains at 2.0 mm hr-1. The contraction
in the spread of the total error reflects particularly in a similar contraction in the sampling error,
while the spread of the retrieval errors remains broadly unchanged. However, the balanced
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Figure 6.8.: Boxplots of percentage bias across 16 10-min gauges for various satellite-gauge
error components for the gauge observational records and the simulated full TRMM
period (1998-2014). The boxes extend from the first to the third quartiles (inter-
quartile range, IQR), and the whiskers extend to the highest/ lowest value within
1.5 times IQR.
median total error is the result of a reduction in the sampling error (median from 1.57 mm
hr-1 to 1.18 mm hr-1) combined with an increase in the retrieval error (median from 1.16 mm
hr-1 to 1.49 mm hr-1). The algorithm error is insensitive to the simulation. The error relative
standard deviation (RSD) shows that the spread in the sampling ESD and, consequently, in
the total ESD is proportional to the spread in the variance of the reference rainfall, as there is
no contraction in spread observed for the total RSD, (fig. 6.11). With respect to the median
values, total RSD is above 100% for both observations and simulations, but increases by 5.4%.
This is mostly a result from the increase in the retrieval RSD (median: +22%), compared to the
reduction in sampling RSD (median: -19%). The consistent reductions in the sampling error
and negative bias illustrate that an increase in the monitoring period can substantially decrease
the error induced by the low frequency sampling pattern of the TPR. However, the increase in
the retrieval error is arguably an artefact of the stochastic generator, which is further discussed
in the next section.
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Figure 6.9.: Same as fig. 6.8 for mean error.
6.8. Discussion
6.8.1. Stochastic Simulations
The conditional stochastic simulation of the 10-min rainfall intensities (and the error estimates
based thereon) are subject to a number of assumptions and limitations that cannot be eval-
uated and quantified due to the absence of adequate independent reference data. Firstly, the
approach is based on the assumption that the conditional occurrence probabilities and inten-
sity probability distributions relating daily mean rainfall rate to 10-min rainfall rates is equally
applicable over the entire TRMM period (i.e. the relationship between daily total rainfall and
sub-daily distributions is assumed to be stationary). Secondly, the high-resolution (10-min)
gauges are of variable record length and tend to preferentially cover the latter part of the
TRMM period. Therefore, they may not capture inter-annual variation over longer time-scales.
This also implies that the conditional distributions are not subject to non-stationarity in the
form of a long-term trend (climatic change) or intra-annual variability. While seasonality is
less pronounced in the tropics, the migration of the Inter-Tropical Convergence Zone (ITCZ),
for instance, may affect the relationship between mean daily and 10-min rainfall rates with a
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Figure 6.10.: Boxplots of error standard deviation across 16 10-min gauges for various satellite-
gauge error components for the gauge observational records and the simulated full
TRMM period (1998-2014). The boxes extend from the first to the third quartiles
(inter-quartile range, IQR), and the whiskers extend to the highest/ lowest value
within 1.5 times IQR.
higher frequency of convective rainfall during the wet seasons. A larger contribution of intense
convection to daily rainfall accumulation will increase the frequency of high rainfall intensities
but also the probability of no rainfall as convective events tend to be more restricted spatially
and temporally. A rainfall regime dominated by stratiform rainfall, on the other hand, will
increase the probability of low rainfall rates. Lastly, the length and representativeness of the
10-min gauge observational record will determine how accurately the probabilities of the indi-
vidual intensity bins are defined. This is likely to affect probability bins for higher mean daily
rainfall intensities more as the gamma-like distribution of rainfall suggests a lower number of
observations, which is supported by the data (see fig. 6.12). As discussed earlier, the stochastic
generator also does not account for short-term auto-correlation, but this is not expected to have
significant influence on the results given the low sampling frequency of the TPR (less than once
a day).
Despite the conditional distributions of the stochastic generator being determined at a single
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Figure 6.11.: Same as fig. 6.10 for the error relative standard deviation.
site using 10-min rainfall and averaged mean daily rainfall from the same gauge, some error
between the co-located daily gauge and the 10-min gauge will be introduced by potential site
differences, instrumentation, reading times (of the daily gauges) and post-processing of the
gauge records. This combined effect was found to be reduced by the quantile-quantile matching
process. When evaluating the conditional stochastic simulations over the respective periods with
available 10-min observations, the average root-mean-square-error was found to be reduced from
2.97 mm hr-1 (sampling based on intensity) to 2.70 mm hr-1 (sampling based on quantile-quantile
matching) with little change in the mean error (0.03 mm hr-1 compared to 0.01 mm hr-1).
The conditional stochastic ensemble simulations, while allowing evaluation of the change in
sampling error over the entire TRMM observational period, have little predictive ability in
accurately characterising true rainfall rates. Evaluation of the TPR retrieval error component
on the basis of the simulations is, therefore, likely to be an over-estimation of the long-term
true 10-min rainfall. The observed increase in retrieval σerror and increasing negative bias when
moving from the observational gauge records to the simulated TRMM period should therefore
be considered with caution. Similarly, as the simulations are based on sampling from the
empirical conditional distributions of observed 10-min gauge records, the simulated time-series
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Figure 6.12.: Boxplots showing the number of observations of positive rainfall rates at 10-min
resolution for each mean daily rainfall rate bin across all 16 gauges. The boxes
extend from the first to the third quartiles (inter-quartile range, IQR), and the
whiskers extend to the highest/ lowest value within 1.5 times IQR.
will be restricted by the observed distributions, which may result in an under-estimation of the
true variability, especially with respect to low probability extreme rainfall events that are not
captured by the observations. Sampling error statistics may therefore under-estimate the true
sampling error, as sampling convergence is attained faster due to potential under-estimation of
the true rainfall variability.
6.8.2. Comparison of Error Components
The sampling and retrieval error components are comparable for the observed gauge time-series.
Observed sampling error (median σerror = 1.1 mm hr
-1) exceeds values reported in the literature
(e.g. <0.8 mm hr-1 Nesbitt and Anders, 2009). However, sampling error is assessed for the TPR
native resolution against ground-based observations at the point-scale, whereas previous studies
assessed the sampling error at larger spatial scales (Fisher, 2007; Nesbitt and Anders, 2009; Iida
et al., 2010; Indu and Nagesh Kumar, 2014), against other remote sensing products, e.g. TRMM
3B42 (Nesbitt and Anders, 2009), or against the TPR itself using a bootstrap method (Iida et al.,
2010; Indu and Nagesh Kumar, 2014). In this study, the sampling error statistics are also found
to reduce notably when simulated over the entire TRMM period, whereas the retrieval error
statistics show an increase. While the reduction in sampling error is expected, the magnitude
of reduction as well as the increase in retrieval error are likely to be affected by limitations
of the stochastic generator as discussed previously. Compared to the retrieval error, which is
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evaluated against gauge observations, the algorithm error, which is based only on the 2A25
algorithm estimates, is approximately one order of magnitude smaller, both for the observed
gauge periods and the simulations. On the one hand, this suggests the 2A25 algorithm may be
markedly under-estimating the true error associated with TPR near-surface rainfall estimates,
in particular due to its limitations in accurately classifying rainfall type (Duan et al., 2015;
Kirstetter et al., 2014) and appropriately converting reflectivity to rainfall rate as a result of
the rainfall type classification (Rasmussen et al., 2013). On the other hand, evaluation of the
gauge errors shows that gauge measurements are affected by considerable spatial, temporal
and local random errors. Major contributions to the TPR retrieval error may therefore stem
from comparison of the instantaneous rainfall rate averaged over a 5 km grid as observed by
the TPR with point-based, 10-min accumulations of rainfall reported by the gauges. In fact,
superposition of the (theoretically independent) spatial gauge error (point-area difference) and
the temporal accumulation error exceeds the TPR retrieval error.
However, both the point-area difference and the temporal accumulation error are computed
for only a subset of the available gauges and these results may therefore not be accurate quan-
tifications of these error components for the entire gauge dataset. In addition, the gauge density
in this study was much lower compared to that by Ciach and Krajewski (1999) (72.9 km2 per
gauge compared to 28.8 km2). Hence, the same assumption, i.e. that the small-scale rainfall
correlation structure is dominated by the immediate correlation jump (i.e. the nugget term), is
adopted in this study too. This is supported by the explorative analysis into the correlation-
distance relationship (fig. 6.2). However, an accurate quantification of the difference between
point-scale rainfall observations and 5 km spatial mean rainfall rates would require a much
higher gauge density. The temporal accumulation error calculations are also affected by the
short duration (maximum 1.5 years) of the available 1-min observations, which may not capture
the full rainfall distribution and the relationship between 1-min and 10-min rainfall statistics.
Lastly, the local random gauge errors are determined for the entire set of 78 10-min gauges
but are based on parameter estimates from the empirical results obtained by Ciach (2003) in
a different hydro-climatic setting. Of course, the differing rainfall regimes and dynamics in
tropical mountain environments compared to mid-latitude sites limit parameter transferability,
but comparable implementations in a tropical mountain rainfall regime that would allow for
validation of parameter values have not been reported in the literature.
6.9. Conclusions
The satellite-gauge error and its contributing components are assessed for the TPR using a
high-frequency rain gauge dataset distributed across the northern tropical Andes. The analysis
of satellite-gauge error components reveals major error contributions from both satellite and
gauge error sources. While satellite errors are in excess of gauge errors, the latter are substantial
and should not be discounted in a high-resolution satellite-gauge evaluation. However, quantifi-
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cations of both satellite and gauge errors are subject to some uncertainty due to limitations in
the spatial and temporal resolutions of the available gauge datasets. The estimates of satellite
sampling and retrieval errors need to be considered with caution and should be used as qualita-
tive indicators as opposed to accurate quantifications. In addition, while satellite errors reported
in this study are in excess of those reported in the literature, previous studies have focused on
larger spatial scales. Due to limited gauge observations, conditional stochastic simulations were
performed to estimate the distribution of 10-min rainfall across the entire TRMM observational
period. These confirm the expected decrease in sampling error over the entire TRMM period,
but also estimate an increase in the satellite retrieval error. However, this may be attributed to
the limited predictive ability of the stochastic simulations and should therefore be considered
with caution. Furthermore, it should be noted that the first and second statistical moment only
give an accurate description of the satellite-gauge error, if it is, in fact, normally distributed.
Ultimately, a better understanding of the individual gauge and satellite (TPR) error compo-
nents requires higher density gauge networks within regions of homogeneous tropical rainfall
regimes (i.e. high Andes, lowland Amazon, coastal regions). This is a prerequisite for obtaining
robust statistical models to estimate satellite error components, especially the sampling error,
in ungauged locations, on the basis of readily available TPR variables (statistical moments,
sampling frequency, occurrence frequency, algorithm error estimate, etc.). Power-law models to
describe this relationship, such as those proposed by Steiner et al. (2003); Gebremichael et al.
(2006), do not yield robust fits based on the current TPR sampling error estimates for the
tropical Andes (results not shown).
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7. Climatological Satellite (TPR)- Gauge
Merging
7.1. Introduction
The objective of this chapter is to evaluate the performance of different satellite-gauge (S-G)
merging methods to estimate mean monthly climatological precipitation. Chapter 5 demon-
strated that despite errors in detection and high rainfall intensities, the TPR presents an accu-
rate estimator of mean annual, seasonal and monthly precipitation in the northern tropical An-
des (fig. 5.10 to fig. 5.12). Long-term (1998 – 2014) climatological estimates of the TPR at a high
spatial resolution (5 km) are combined with a dataset of 723 monthly gauges across the tropical
Andes to improve the spatially distributed estimation of mean climatological rainfall across the
entire tropical Andes. Satellite-gauge merging is performed using a set of statistical and geosta-
tistical methods and merged climatological datasets are compared to gauge-only and TPR-only
climatologies. In the following sections, the gauge and TPR datasets along with some initial
analysis for climatological merging are presented in section 7.2, followed by a detailed description
of the S-G merging methods and their assumptions in section 7.3. The resulting merged pre-
cipitation products are evaluated against gauge observations (cross-validation) and integrated
across 47 catchments for comparison against discharge observations (section 7.4). Spatial and
seasonal precipitation patterns are discussed in the context of the merging methods, TPR prop-
erties and climatic controls (section 7.5). The resulting climatologies are freely available for
future research and operational use at doi:10.5285/74a588cc-723c-4a35-ac0c-223f5b92ee36.
7.2. Study Area and Data
The study area for this chapter includes the entire tropical Andes, extending from 19◦ S to
12◦ N and from 67◦ W to 81.5◦ W (fig. 7.1). This domain covers a climatically diverse region
from the Guajira region in northern Colombia (average annual rainfall of 300 mm year−1) to
the high-altitude plateau (Altiplano) in western Bolivia (below 1500 mm year−1), the humid
upper Amazon and Orinoco basins (2,000 - 5,000 mm year−1), the Peruvian Pacific coast (below
100 mm year−1) and the Colombian Pacific coast (above 10,000 mm year−1; see fig. 7.1). The
climate and meteo-hydrology of the study area, i.e. the tropical Andes, has been described in
section 2.1.
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Figure 7.1.: Topographical map of tropical Andes with rain gauges showing (left) annual pre-
cipitation totals (in mm year−1) and (right) the coefficient of variation of the total
annual rainfall. Catchments considered in the hydrological analysis are delineated
in black and the respective river network in blue. Discharge gauges at catchment
outlets are marked by white triangles (4 and O for the Caribbean/ Amazonian and
Pacific/ Andean regions, respectively). The white rectangle delineates the region
shown in fig. 7.4.
7.2.1. Rain Gauge Data
A database of 735 rain gauges was aggregated from quality-checked records by the national me-
teorological services of Bolivia (SENAMHI), Colombia (IDEAM), Ecuador (INAMHI) and Peru
(SENAMHI) as well as the National Climate Data Center (NOAA NCDC) and the Observation
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Service SO HYBAM. All station records are at least 90% complete at monthly resolution over
the 30-year period from 1981 to 2010. To validate the spatial consistency among gauges, the
mean relative error (mean bias) between the monthly estimate for each gauge and the monthly
estimate of the surrounding five gauges was calculated over the entire 30-year time-series. The
relative error only acts as a coarse indicator of spatial consistency as it does not account for cli-
matic or orographic differences between gauge locations, which may be significant where gauge
density is low. However, 54 (45) gauges with a relative error >50% (<-50%) were flagged.
All 99 gauges were manually inspected with respect to location, elevation, aspect, distance to
neighbouring gauges and general climate and only those with major relative errors that could
not be explained by surrounding precipitation patterns or topography were removed, which led
to the elimination of 12 gauges, resulting in a final database of 723 gauges for the S-G merging
(fig. 7.1). The final set of rain gauges was comprised of 455 gauges located at elevations above
1,000 m a.s.l. in the tropical Andes. Of those located below 1,000 m a.s.l., 49 are in the upper
Amazon basin, 120 in catchments draining into the Caribbean Sea and 99 in catchments drain-
ing into the Pacific Ocean. Finally, mean climatological estimates for each calendar month were
derived by averaging the observations of the respective month from all years over the entire
30-year period.
In addition to the rain gauges, discharge records from 47 catchments across the tropical Andes
(fig. 7.1), ranging in size from small high mountain catchments (100 km2) to large continental
catchments (>100,000 km2) were assembled for hydrological evaluation of the S-G merging
methods. The discharge time-series were aggregated and the climatological average annual
discharge was determined.
7.2.2. TPR data
The TPR data was regridded to the 1 km scale as described in chapter 4. For each 1 km
grid cell the resulting irregular time-series were subsequently averaged analogous to the gauge
data to derive mean climatological estimates for all 12 months. However, as the original TPR
estimates represent average rainfall rates across a 5 km resolution, the climatological means at
1 km should be seen as local (1 km) best estimates of the spatially averaged (5 km) near-surface
rainfall rate. Consequently, in order for consistency between the spatial scale and the rainfall
estimates, the climatological estimates are aggregated back to 5 km. As the TPR reports near-
surface rainfall rates in mm hr−1, the mean monthly climatological estimates were upscaled by
the number of hours per calendar month to monthly totals (mm).
7.2.3. Evaluation of the climatological representativeness of the TPR
Climatological precipitation averages are typically defined over a period of 30 years or more,
which exceeds the lifetime of the TRMM satellite (17 years). To ascertain whether the gauge
observational period (1981-2010) and the satellite record (1998-2014) are suitable for merging,
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the inter-annual variability of precipitation totals was investigated and two statistical tests
(Mann-Kendall and Kolmogorov-Smirnov) were applied to compare the gauge data over the two
periods. Figure 7.1 shows the coefficient of variation for annual precipitation totals over the
period 1981-2010, clearly identifying the Peruvian Pacific coast, in particular the northern Piura
region and south-western Ecuador as the regions showing most variability. It is well-known that
this region is most directly affected by the inter-annual ENSO cycles and this region shows the
highest positive correlation between total annual precipitation and the Nino3.4 Index (fig. 7.2).
Negative correlation is most pronounced in the Colombian Andes, but the resulting variability
in precipitation totals is much lower (fig. 7.2).
The rank-based non-parametric Mann-Kendall (M-K) test is suitable in order to identify
non-stationarities in the mean of non-normally distributed rainfall data (Espinoza Villar et al.,
2009a). Where gauge data was available until 2014 (603 gauges) the M-K test was applied to
find a trend in the data over the period 1981-2014. At the 95% confidence level 68 (17) gauges
showed a weak positive (negative) trend, defined as τ >0.1 (τ <-0.1). Secondly, to evaluate
if the statistical distribution of these 603 gauges differed between the periods 1981-2010 and
1998-2014 the Kolmogorov-Smirnov (K-S) test was performed. The K-S test is considered
adequate in these conditions because it is also non-parametric and makes no assumptions about
the statistical distribution of the rainfall data (Tarnavsky et al., 2012). At the 95% confidence
level 27 gauges indicated differences in the empirical distributions between the two periods (D-
statistic >0.05) out of which 22 have also been flagged by the M-K test. For all 90 gauges
flagged by either the M-K or K-S test, the difference in mean monthly climatologies between
1981-2010 and 1998-2014 was computed. The maximum difference (irrespective of calendar
month) ranged 16.3% ± 13.2% (median ± sd). Figure 7.2 shows that there is no clear spatial
pattern or clustering in this gauge set that indicates a direct link to the ENSO correlation or
the patterns of the coefficient of variation.
It is therefore important to note that the climatological estimates presented in this study only
represent mean conditions that are subject to inter-annual variability, which may be significant
locally. Furthermore, the use of different but overlapping periods for the gauges and TPR will be
responsible for some limited level of difference between gauge and TPR estimates, but there is no
clearly defined spatial region where this is expected to result in major disagreement between the
data sources. Given these conditions, the assumption is made that the average TPR estimates
over 1998 – 2014 are suitable descriptors of the spatial patterns of climatological precipitation
across the tropical Andes and therefore appropriate for merging with the available gauge records.
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Figure 7.2.: Same as Figure 7.1 but showing the linear correlation (ρ) between monthly gauge
rainfall and the Nino3.4 index (left) as well as the maximum relative difference in
climatological mean monthly rainfall between the periods 1981-2010 and 1998-2014
for all gauges flagged by the M-K and K-S tests (right).
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7.3. Methods
7.3.1. Satellite-Gauge Merging Approaches
In this study five S-G merging methods were compared: (1.) Linear Modelling/ Mean Multi-
plicative Bias Correction (LM), (2.) Residual Inverse Distance Weighting (RIDW), (3.) Or-
dinary Kriging (OK), (4.) Residual Ordinary Kriging (ROK) and (5.) Kriging with External
Drift (KED). In the context of these methods OK represents a gauge-only interpolation with no
satellite data (gauge-only benchmark). The satellite-only benchmark (hereafter TPR) is simply
the gridded 5 km TPR data, as described previously. All merging techniques are implemented
for each mean climatological month separately.
7.3.1.1. Linear Modelling (LM)
Satellite estimates are extracted at the gauge locations and a linear regression model is fitted
using least-squares estimation across all gauges to explain gauge observations in terms of satellite
estimates:
Zg = aZs,g + b (7.1)
where Zg is the gauge values and Zs,g the satellite estimates at the gauge locations. The linear
model can be seen as a combination of a multiplicative bias correction (via the coefficient; a)
and an additive bias correction (via the intercept; b). Exploratory analysis of the coefficient
of determination showed that fixing the intercept (b = 0) improved the performance of the
linear model. This set-up was therefore used in the S-G merging. Thereby the linear model is
effectively a multiplicative bias correction.
7.3.1.2. Residual Inverse Distance Weighting (RIDW)
The difference (residual) between satellite estimates and gauge observations is computed at
each gauge location. These residuals are interpolated using inverse distance weighting (IDW)
and the interpolated residual surface is added back on to the satellite estimates. In contrast
to kriging methods IDW does not explicitly consider the spatial error structure, but simply
interpolates as a direct function of distance. Nonetheless, it has been shown that the approach
performs comparable to regression kriging for complex terrain if a high gauge network density
is available (Dinku et al., 2014).
Unlike kriging methods, residual invserse distance weighting (RIDW) does not make any as-
sumptions regarding the stationarity and statistical (Gaussian) distribution of the precipitation
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field. In this method, satellite-gauge residuals are calculated at gauge locations:
ri = ZG,i − ZS,i (7.2)
where ZG,i is the gauge precipitation observation at gauge i, ZS,i is the corresponding satellite
estimate and ri is the residual difference at gauge i. The point-based residuals are subsequently
interpolated to the full precipitation grid:
r(x) =
∑N
i=1wi(x) · ri∑N
i=1wi(x)
where wi(x) =
1
d(x, xi)2
(7.3)
where x denotes an interpolation grid point, xi is the known grid point (gauge location), d
denotes the distance between the known point xi and the unknown point x, while N is the
total number of known points. Lastly, the interpolated residuals are added back to the satellite
estimate:
ZRIDW,j = ZS,j + rIDW,j (7.4)
where rIDW,j represents the interpolated residual and ZRIDW,j is the final RIDW precipitation
estimate at grid point j.
7.3.1.3. Ordinary Kriging (OK)
In the context of geostatistical ordinary least-squares (OLS) methods (i.e. kriging methods),
ordinary kiging (OK) provides the best linear unbiased prediction (BLUP) through minimization
of the estimation variance (Oliver and Webster, 2014). Hereby the assumption is made that the
interpolated rainfall can be characterised as a stationary random variable with unknown mean.
OK characterises the spatial co-variance between different gauge locations using an exper-
imental semi-variogram by computing the semi-variance (γ) of the observed rainfall (Z) for
various distances (h) between gauge locations (x):
γ(h) =
1
2
var[Z(x+ h)− Z(x)] (7.5)
It should be noted that γ does not depend on the position x, but simply on distance h,
thereby assuming stationarity of the variance of the differences separated by the same distance.
Furthermore, the semi-variograms used in this study (eq. (7.5)) is also assumed to be isotropic,
i.e. uni-directional. The semi-variogram is estimated empirically from gauge observations by
computing the semi-variance γ for binned distances between gauges. Subsequently, the empirical
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semi-variogram is modelled by fitting a theoretical semi-variogram (see Appendix B). In this
study, a Gaussian model was found to yield the best fit most consistently:
γ(h) = c0 + c[1− exp(−h2/a2)] (7.6)
where a is the range, i.e. the distance at which the semi-variogram reaches the sill c, its
asymptotic value such that correlation at greater inter-gauge distances is approximately zero.
c0 is the nuggest effect, i.e. the residual variance not explained as a function of distance at
infinitesimally small distances. The nugget effect represents measurement errors, processing
errors (conversion of the record of tip counts, in the case of tipping-bucket gauges, to a rainfall
rate time-series).
Following fitting of the semi-variogram model, the unknown precipitation value (Z∗) at loca-
tion x0 is estimated as a linear combination of the precipitation values ZG(xj) at known points
xj , weighted by the semi-variogram function λ(h):
Z∗(x0) =
N∑
j=1
λj · ZG(xj) (7.7)
In order to guarantee an unbiased estimator the only additional constraint is that the weights
have to add up to unity:
N∑
j=1
λj = 1 (7.8)
Eq. 7.7, subjected to Eq. 7.8, is solved by minimising the variance of the estimation errors
var(Z∗G−ZG), which are assumed to have a Gaussian distribution. The resulting OK equation
is thus the following:
N∑
j=1
λj · γ(xi, xj) + µ = γ(xi, x0) (7.9)
where µ is the Lagrange multiplier used to fulfil the unbiased condition (Eq. 7.8). Eq. 7.9 can
be re-written in the matrix form A×x = b, so that the unknown x represents the set of weights
in Eq. 7.7, A is the semi-variogram matrix with a term for each pairs of gauges, and b is the
124
semi-variogram vector between all gauges and the prediction point x0:

0 γ12 γ13 · · · γ1N 1
γ21 0 γ23 · · · γ2N 1
...
...
...
. . .
...
...
γN1 γN2 γN3 · · · 0 1
1 1 1 · · · 1 0

×

λ10
λ20
...
λN0
µ

=

γ10
γ20
...
γN0
1

(7.10)
γij denotes γ(xi, xj), the semivariogram value between two known points i and j.
Kriging interpolates rain gauge locations using a Gaussian process governed by an a priori
determined spatial co-variance structure. OK provides the best unbiased linear estimate of the
ungauged locations. Hereby, the assumptions are made that a) the interpolated rainfall can be
characterised as a stationary random variable with unknown mean and b) the rainfall can be
adequately represented by a normal (Gaussian) distribution. To meet the second assumption
gauge rainfall estimates are transformed using a normal-score transformation prior to kriging
in order to explicitly ensure a normal distribution. After interpolation to the full grid, the
precipitation estimates are back-transformed to their original units mm month−1. The use
of a normal-score transformation, which yields exactly a Gaussian distribution, is pereferable
to a Box-Cox or log-transformation, which may not yield a truely Gaussian distribution in
the transformed state (Goovaerts, 1997; Grimes and Pardo-Igu´zquiza, 2010). In this study,
isotropic semi-variograms are used to characterize the spatial co-variance between different
gauge locations. Thereby variance is explained solely as a function of distance (not location),
thus assuming stationarity of the variance of the differences separated by the same distance.
7.3.1.4. Residual Ordinary Kriging (ROK)
In ROK, both gauge and satellite data are transformed to a normal state and a linear model is
fitted to explain gauge observations as a function of co-located satellite estimates. The residuals
of this model are subsequently interpolated onto the whole grid using OK, as described above,
before they are added back to the linear model estimate for each grid cell. The combined
estimate (linear model + residuals) is then back-transformed.
7.3.1.5. Kriging with External Drift (KED)
Kriging with external drift (KED) is an extension of the OK where non-stationarity is assumed
and represented by the secondary variable (external drift), i.e. the TPR. KED requires the
satellite value at the prediction location x0 to be equal to the weighted average of the satellite
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values ZS at gauged locations xj :
N∑
j=1
λj · ZS(xj) = ZS(x0) (7.11)
This additional condition is included in the error minimisation equation (Eq. 7.9) to produce
the following:
N∑
j=1
λj · γ(xi, xj) + µa + µb · ZS(xi) = γ(xi, x0) (7.12)
In matrix format, this equation is:

0 γ12 γ13 · · · γ1N 1 ZS,1
γ21 0 γ23 · · · γ2N 1 ZS,2
...
...
...
. . .
...
...
...
γN1 γN2 γN3 · · · 0 1 ZS,N
1 1 1 · · · 1 0 0
ZS,1 ZS,2 ZS,3 · · · ZS,N 0 0

×

λ10
λ20
...
λN0
µa
µb

=

γ10
γ20
...
γN0
1
ZS,0

(7.13)
where ZS,i denotes ZS(xi), the satellite-based estimation at location i. For the interpolation,
ZS(xi) and ZS(xj) are used solely for their covariance for weighting values of ZG(xi) ; the
actual values of ZS(xi) do not feed into the final estimates. Analogous to OK, a normal-score
transformation is applied prior to kriging. The transformed estimates are back-transformed after
prediction. Further details on kriging methods are provided by Goovaerts (1999, 2000); Hengl
et al. (2003); Oliver and Webster (2014), while a more detailed description of the methodological
implementation of kriging with external drift as a S-G merging method is given by Nerini et al.
(2015); A´lvarez-Villa et al. (2011) and Grimes and Pardo-Igu´zquiza (2010).
In contrast to OK, KED assumes non-stationarity that can be represented by a secondary
variable (i.e. TPR). The choice and suitability of the secondary variable can be determined
through spatial correlation analysis between the variable and the gauge observations. For the
TPR satellite data the Pearson correlation coefficient (ρ) ranged 0.68-0.85 over the twelve
climatological months (annual ρ=0.82).
In a separate KED merging the Normalized Difference Vegetation Index (NDVI) from the
Moderate Resolution Imaging Spectroradiometer (MODIS) was employed as an additional drift
term in combination with TPR (hereafter KED TN for KED-TPR-NDVI). Vegetation response
(in terms of NDVI) has been shown to be a suitable indicator of precipitation on monthly
timescales at lags of up to 2-3 months (Hunink et al., 2014; Duan and Bastiaanssen, 2013;
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Immerzeel et al., 2009). In the present study, correlation was maximized at a lag of 2 months
with monthly ρ-values of 0.37-0.73 (annual ρ=0.71).
A limitation to kriging approaches arises when there are large ungauged regions as the kriging
estimate converges to the mean of the rainfall field at distances beyond the range of the semi-
variogram. Therefore, OK results beyond the maximum semi-variogram range (approximately
185 km) are removed. Estimates over ocean (irrespective of gauge distance) are removed for all
methods except TPR.
7.3.2. Evaluation of Merging Techniques
As no independent distributed dataset of precipitation observations exists at such a high resolu-
tion to validate independently the S-G merging techniques, performance of the merged rainfall
products was assessed using a leave-one-out cross-validation (LOOCV) of the gauges. In this
method a single gauge is removed prior to the interpolation and the prediction at the gauge
location is compared to the gauge observation. This is repeated for all gauges and the goodness-
of-fit between the merged estimates and the gauge observations was evaluated in terms of mean
error (ME), root mean square error (RMSE) and relative bias (expressed in %). These sta-
tistical performance scores, in turn, were analysed both in terms of their spatial patterns over
the study extent as well as the intra-annual variations in the performance of the different S-G
methods. While LOOCV can quantify the prediction error for every gauge location, in regions
of high gauge density gauges can be highly correlated and so performance is likely to be high
irrespective of the interpolation method used. In order to assess the performance of the merging
methods at varying gauge densities, a second split-sample cross-validation approach as outlined
by Chen et al. (2008) was implemented. Here 10% (72) of the stations are removed from the
dataset for validation only. S-G merging is performed repeatedly for all methods using 100%
(651), 50% (326), 20% (130), 10% (65), 5% (33) of the remaining stations and evaluated against
observations at the previously removed validation sites.
Lastly, evaluation of individual gauge locations only provides a performance indicator at the
point-scale but no information on the performance of the merged estimates integrated over
larger areas. Therefore, the terrestrial water balance is assessed using simple runoff-ratios. The
runoff-ratio (RR) of a river basin is defined as
RR =
Q
P
(7.14)
where Q is the climatological average annual discharge observed at the catchment outlet and
P is the climatological average annual precipitation over the basin as estimated by the various
S-G techniques over the entire study period. For OK, RR-estimates are removed for catchments
where more than 10% of the surface area is not predicted (as it is outside the semi-variogram
range distance). The runoff-ratio is a common hydrological indicator that summarizes the long-
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term catchment hydrological property in terms of the propensity to generate runoff, with the
assumption that the change to catchment storage is zero over a sufficiently large time period
(hence 1 − RR equals the evapotranspirative flux). In order to have a quantitative reference
for each catchment, RR-estimates were compared to estimates based on the Budyko-curve
(Budyko, 1974), which relates runoff-ratio and catchment aridity index, i.e. ratio of potential
evapotranspiration to precipitation (for details on the derivation of these reference values see
Buytaert and De Bievre (2012)).
7.4. Results
7.4.1. Spatial Rainfall Patterns
A visual inspection of the monthly precipitation climatologies (fig. 7.3) shows pronounced dif-
ferences in the way that climatological features are represented by the different methods. While
synoptic processes such as the double-passage of the ITCZ and the regional precipitation maxi-
mum along the Colombian Pacific coast are discernible from all products, the way precipitation
gradients are defined varies strongly between the different methods. For OK the lack of spatial
support from the TPR radar results in a poor representation of spatial precipitation patterns
in regions of low gauge density as reflected in very smooth precipitation gradients across the re-
gion. For instance, the method fails to represent the extended orographic barrier known to exist
along the eastern slope of the Andes between 7◦ S and 15◦ S (Espinoza et al., 2015; Bookhagen
and Strecker, 2008).
In contrast, the TPR spatial patterns are generally maintained by the S-G merging methods.
Among these absolute rainfall totals in high rainfall regions (>1,000 mm year−1) are lowest
for KED, similar in magnitude to OK, and highest for KED TN with the remaining methods
in a range between these. These variations are more evident over the upper Amazon basin
compared to the Andes: they are most pronounced during the northerly ITCZ position in July
when KED TN does not show a similar degree of rainfall reduction in the southern Amazon
basin and a wider band of high precipitation rates along the eastern Andean slopes compared
to the other merging methods. While KED preserves the absolute magnitude of the rain gauge
totals similar to OK, KED TN shows a much wetter upper Amazon basin from April to October
(see also Figure A.5 in appendix). The results suggest that including NDVI as an additional
variable in combination with TPR has profound influence on the rainfall estimates by limiting
the northward progression of the rainfall field during the northerly position of the ITCZ. In the
Peruvian Andean region LM and TPR show very low rainfall totals with widespread under-
estimation relative to OK throughout the year. This behaviour is far less pronounced in the
remaining S-G merging methods.
These spatial patterns are reflected at the local scale (fig. 7.4). In January TPR (and LM)
shows a strong precipitation gradient from a high rainfall region (>400 mm) in the east (upper
Amazon basin) to a low rainfall region (<25 mm) along the eastern Andes (the high gauge
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density area roughly corresponds to the intra-Andean region in central Ecuador). The other
S-G merging methods maintain the spatial rainfall patterns but rainfall magnitudes are higher
with only isolated regions of less than 25 mm. In contrast to all other methods OK does not
estimate any rainfall below 50 mm in January and the clustered gauge network does not allow for
replication of the strong precipitation gradient along the eastern Andes. In July TPR and LM
suggest that large regions along the coast and in the central Andes are very dry (<10 mm). On
the other hand, the S-G merging methods show a rainfall field similar to OK with more isolated
regions of low rainfall. However, OK again shows the most gradual precipitation gradient in
the eastern Andes, followed by KED with the most pronounced gradients evident in KED TN
and ROK.
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Figure 7.3.: Merged monthly precipitation fields (climatological average) for OK, KED,
KED TN, ROK, RIDW, LM and TPR in mm month−1 for the months January,
April, July and October.
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Figure 7.4.: Merged monthly precipitation fields as in fig. 7.3 focusing on a section of the tropical
Andes in Ecuador, as a high-resolution example (location shown in fig. 7.1).
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7.4.2. Rain Gauge Cross-Validation
The spatial distribution of relative bias based on LOOCV (fig. 7.5) suggests that the grid-
ded TPR data without gauge correction underestimates total monthly gauge rainfall, most
noticeably in the intra-Andean region south of the equator (south of the equator median ± sd
of relative bias: -32 ± 74 %), gradually improving towards the wetter northern tropical Andes
(north of the equator: -12 ± 28 %), although regions with orographic enhancement such as along
the Colombian Pacific coast and towards the Amazon show high levels of under-estimation. LM
showed a similar pattern with major negative bias in the Altiplano and southern tropical An-
des in general (-21 ± 88 %), but a more improved and balanced bias in the northern tropical
Andes (0.8 ± 33 %). The remaining S-G merging methods, RIDW (south of equator/ north of
equator median ± sd: 5.9 ± 57 %/ 1.4 ± 29 %), ROK (2.0 ± 53 %/ 0.55 ± 33 %), KED (7.6
± 83 %/ 3.7 ± 30 %), KED TN (8.9 ± 66 %/ 3.2 ± 28 %) as well as OK (8.3 ± 81 %/ 3.1 ±
34 %) showed highly similar spatial performance patterns with very few and isolated stations
reporting relative bias below -50% and more comparable performance between the northern and
southern tropical Andes. However, the most notable feature across all these methods, which
explains the high standard deviation of the bias in the southern tropical Andes, is the strong
over-estimation of rainfall along the Peruvian Pacific coast that is characterized by low rainfall
totals (compare fig. 7.1). By contrast, high-Andean locations close-by that are characterized
by much higher rainfall totals show a negative bias. This suggests that S-G merged products,
despite reducing the bias range, cannot capture entirely the high spatial variability of rainfall
patterns in the intra-Andean valleys and along the Peruvian coast that is characterized by a
dry, highly intermittent rainfall regime. Over the Altiplano, in the Amazon basin and generally
north of the Equator, the bias range for all S-G methods bar LM is much lower than that for
the uncorrected TPR.
Temporal analysis of the cross-validation results based on LOOCV (fig. 7.6) confirms the
systematic under-estimation of gauge observations by TPR and LM by a large RMSE and a
highly negative ME in both cases. The remaining S-G methods are quite consistent in terms
of mean error but show strong seasonal variations in terms of RMSE and rRMSE. Absolute
random errors (RMSE) are minimised during the northerly (JJA) and southerly (DJF) position
of the ITCZ and maximised during the transitional seasons, whereas relative errors (rRMSE)
show the opposite pattern, suggesting that errors are not consistenly proportional to rainfall
magnitude but have a seasonal factor. ROK shows similarly high levels of relative and absolute
errors to TPR and LM compared to the remaining S-G methods.
The higher performance of OK compared to the S-G merging methods can be misleading
as it is affected by the non-uniform spatial rain gauge distribution, which causes the removal
of a single gauge in LOOCV to have little effect on the estimate if there is a cluster of rain
gauges surrounding the gauge location. On the other hand, poorly gauged locations where
this is more likely to have an effect will by default be less represented in mean performance
scores. However, when analysing explicitly the influence of gauge density on the S-G method
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performance, a better distinction between OK and the remaining gauge-based merging methods
(RIDW, ROK, KED, KED TN) can be made (fig. 7.7). The correlation between the merged
rainfall estimate and the gauge observation shows major deterioration for OK from ρ >0.8 at
100 km to nearest gauge to ρ <0.1 at 250 km, whereas the remaining methods show a much
weaker deterioration to approximately ρ = 0.6 at 250 km. Sub-sampling of the gauge dataset
to lower gauge densities prior to merging reflects this result with an increased random error
(RMSE), increasingly negative bias and a deterioration in the correlation coefficient for OK. All
other methods show consistently high correlation of ρ = 0.7 and little systematic bias. RIDW
shows a notably consistent and lower random error than kriging-based merging methods and
TPR irrespective of gauge density. For the geo-statistical methods, the ratio between the kriging
estimation standard deviation and the kriging estimates (RKSED) can also be used to assess
the estimation error (fig. 7.8). The RKESD confirms a high dependence of OK on high gauge
density, with low error levels clustered around high gauge density areas.
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Figure 7.5.: Average cross-validation bias (in %) between merged precipitation products and
gauge observations (relative to gauge observations) over the 12 climatological
months.
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Figure 7.6.: Top panel: seasonal trends of cross-validation absolute mean error (ME) and root-
mean-square-error (RMSE) of the merged precipitation products. Bottom panel:
same as above but relative to mean climatological estimate of gauge observations.
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Figure 7.7.: Correlation between cross-validation estimates and gauge observations as function
of distance to the nearest gauge (a). Root-mean-square-error (RMSE; b), rela-
tive bias (c) and correlation coefficient (CC; d) between cross-validation merging
estimates and gauge observations as function of network density (percentage of
calibration gauges).
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Figure 7.8.: Monthly fields of the kriging estimation standard deviation relative to the corre-
sponding kriging estimates for OK, KED, KED TN and ROK for January and July.
A value of 100 % implies that the kriging estimation standard deviation equals the
corresponding kriging estimate. The OK RKESD field is truncated at the maximum
semi-variogram range distance as described in the article.
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7.4.3. Water Balance Evaluation (Runoff ratios)
The hydrological evaluation using runoff ratios (fig. 7.9) returns some results of RR >1.0,
suggesting discharge in excess of average rainfall integrated over the catchment. Discharge may
be elevated by groundwater contributions and the accuracy of estimates can be affected by
potentially large errors in discharge measurement in this region (Zulkafli et al., 2013). However,
comparison with the cross-validation results suggests that under-estimation of total rainfall
volume is a more likely explanation for RR >1.0.
Across all S-G methods runoff-ratios are highest in the Amazonian and Caribbean basins for
catchments in the range of 1,000 - 20,000 km2. Seven of the nine catchments in this size range are
located along the eastern Andes. For these catchments under-estimation of the orographically
enhanced rainfall along the eastern Andes by the TPR (fig. 7.5) has the most pronounced impact
on the total catchment rainfall and therefore on the water balance, resulting in multiple RR
<1.0. OK-based runoff-ratios are only slightly lower in this region than TPR-based runoff-
ratios. However, the S-G methods (with the exception of LM) yield substantially reduced
runoff-ratios in this region. Where the S-G methods return RR <1.0 the runoff-ratios tend to
be very clustered around the same RR-value, but for catchments where RR >1.0, ROK yields
the lowest runoff-ratios. The RR reduction by the S-G methods compared to either OK or TPR
suggests that S-G merging substantially improves the accuracy of the rainfall volume estimates
for catchments located in the eastern Andes. Over very large catchments in the Caribbean
and Amazonian basin (>50,000 km2), the zone of orographic enhancement is proportionally
smaller and, collectively, the ability of the S-G merging methods (including OK, TPR and LM)
to estimate average precipitation is higher as reflected in RR-values ranging 0.4-0.7 and better
agreement with the Budyko estimates.
For catchments draining within or to the west of the Andes, most S-G methods return values
in the range 0.0 <RR <1.0 with the exception of TPR and LM, which have been shown to under-
estimate rainfall in this drier region (compared to the Amazonian and Caribbean basins). Better
agreement among the remaining S-G methods as well as OK suggests that because of the much
higher gauge density (compared to the eastern Andes) the methodological differences between
the S-G methods have less impact on the total precipitation volume and the introduction of the
satellite data does not change total precipitation volume estimates compared to those obtained
by the gauges only. In fact, TPR (and to a lesser degree LM) show consistently higher estimates
than those by the S-G methods, often exceeding RR = 1.0.
However, comparison with the Budyko estimates shows systematic over-estimation for all S-G
methods for catchment scales of 2,000 km2 to approximately 75,000 km2, which re-affirms the
results from the cross-validation that showed over-estimation of the low rainfall rates along the
Peruvian coast. In fact, Budyko reference values for six catchments are very close to RR =
0.0 and should be considered with caution. These are likely to be slight under-estimations as a
result of using mean monthly data, but are likely to be below RR = 0.1. Estimates are in better
agreement with observations in the literature for catchments without major lowland areas along
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the dry coastline (approximately 0.55-0.75; Buytaert et al., 2006c).
Figure 7.9.: Runoff ratios (RR) of merged precipitation fields to discharge observations for catch-
ments draining to Amazon and Caribbean basins (top) and for catchments draining
to Pacific and Andean (Lake Titicaca) basins (bottom). Catchment area is plotted
on a log-scale. The black line denotes RR = 1, i.e. total rainfall volume equals total
discharge volume. RR <1 shows the fraction of annual discharge accounted for by
the annual rainfall averaged over the catchment, while RR >1 shows the ratio by
which annual discharge exceeds catchment mean precipitation.
139
7.5. Discussion
7.5.1. Satellite-only Product (TPR)
The climatological maps presented in this study support previous findings that the TPR is a
suitable tool for identifying spatial precipitation variability, seasonal patterns and, in particular,
delineation of steep precipitation gradients in the tropical Andes (Espinoza et al., 2015; Anders
and Nesbitt, 2014; Nesbitt and Anders, 2009). The high-resolution gridded TPR product dis-
cernibly defines critical features of tropical Andean precipitation: orographic barriers along the
eastern Andes, intra-Andean low precipitation, high precipitation fields in the tropical Pacific
exceeding 10,000 mm yr−1 as well as the seasonal migration of the ITCZ.
However, cross-validation and runoff ratio results also suggest over-estimation in regions of
low monthly rainfall such as the Peruvian coastline, while a systematic under-estimation occurs
particularly in regions with east-facing, windward slopes in the southern tropical Andes and
over the Altiplano as well as in central and western Ecuador. Under-estimation of gauge rainfall
by the TPR in this region in the order of 35-50% has previously been reported for the Andean
highlands (Condom et al., 2011), the Andes-Amazon transition zone and the Altiplano (Espinoza
et al., 2015) as well as the lowland Amazon basin (Franchito et al., 2009).
The under-estimation by the TPR can be explained by a number of factors. The simple
difference between gauge period (1981-2010) and TPR period (1998-2014) being considered
has been shown to be lower than these errors, although it can locally be significant (compare
fig. 7.2 to fig. 7.5). The low TPR sampling frequency is likely to be relevant, especially as
across this region the contribution of convective events with extreme rainfall rates to monthly
total rainfall is estimated to be over 70 % (Espinoza et al., 2015; Mohr et al., 2014; Rasmussen
et al., 2013). The high relevance of the TPR sampling error on mean climatological estimates
has been highlighted in the past (Nesbitt and Anders, 2009) and power-law models have been
proposed to quantify sampling error based on rain rate, spatial grid resolution and sampling
frequency (Steiner et al., 2003; Iida et al., 2006; Nesbitt and Anders, 2009). However, sampling
error is likely to be highly non-linear with respect to spatial scale and at very high spatial
resolution will be affected by local rainfall properties. Nonetheless, as this study considers
the entire historical observational period of the TPR (1998-2014), the generated climatologies
represent the maximum information content (i.e. maximum sample size and convergence) that
was obtained by TPR.
In addition to sampling error associated with the climatological mean, detection and retrieval
errors have been demonstrated to affect the accuracy of estimating different rainfall rates for
individual instantaneous TPR measurements (chapter 5). Relevant error sources include signal
blockage due to complex terrain, non-uniform beam filling, especially at high inclination angles
(off-nadir) and the associated misclassification of rainfall (Kirstetter et al., 2014) as well as the
reflecitivity-to-rainfall rate (Z-R) conversion, which has been shown to be particularly relevant
in estimating convective rainfall, especially from deep convective cores (Rasmussen et al., 2013).
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While extremely high rainfall rates may be affected by conversion and possible scattering effects,
Yang and Nesbitt (2014) have shown that the majority of rainfall missed by the TPR sensor is
light rain due to the TPR’s lower detection limit of 18 dBZ, which translates to approximately
0.5 mm hr−1, depending on the reflectivity to rainfall rate transformation. This is much higher
than the typical rain gauge detection limit of 0.1 mm hr−1. Yang and Nesbitt (2014) estimate
that the missed light rain contribution would increase the TPR rainfall by 10% and up to
20% in dry regions. Empirical observations suggest that drizzle accounts for 29% of rainfall in
Ecuadorian highlands (Padro´n et al., 2015), suggesting that the error due to missing light rainfall
can locally be amplified by the Andean meteorology. However, it seems unlikely that missing
light rainfall alone explains the major under-estimations of over 50% in the southern tropical
Andes and the Altiplano, suggesting that a combination of sampling error, under-estimation of
extreme rainfall rates and missed light rainfall are contributing factors.
7.5.2. Gauge-only Product (OK)
The gauge-only OK product performed comparatively well compared to the TPR and S-G
products both in the leave-one-out cross-validation and runoff ratio evaluations. While LOOCV
results are affected by gauge clustering, the focus of the runoff-ratio method on catchment
average precipitation, as opposed to regional variations, also favours OK, which converges to the
same spatial mean in the absence of local observations. Only catchments with most surface area
located in the region of orographic enhancement in the eastern Andes show weaker performance
(RR >1.0, hence rainfall under-estimation) by OK compared to the S-G methods. However,
explicit analysis of the impact of rain gauge density shows a consistent deterioration of the
OK performance with decreasing network density as is reflected in the relative kriging standard
deviation fields. Hereby, the most notable feature is the inability of OK to capture steep
precipitation gradients with rather unrealistically gradual spatial variations in rainfall rates,
even in highly gauged regions (fig. 7.4). Espinoza Villar et al. (2009b) highlight the relevance of
gauge density in this respect: The easterly direction of trade winds carrying moisture from the
Amazon towards the Andes cause windward (i.e. east-facing) stations to experience a unimodal
rainfall regime with high annual rainfall totals over 2,000 mm, while nearby gauges on the
leeward side of intra-Andean catchments experience a bimodal precipitation regime driven by
the double-passage of the ITCZ with annual rainfall below 1,000 mm. A low-density gauge
network, and interpolation methods based only on this rain gauge network, may therefore not
only fail to accurately estimate rainfall rates, but also to capture the general rainfall regime.
7.5.3. S-G Merged Products
This study has shown that S-G merging can improve precipitation estimation with improved
rainfall rates compared to TPR and better representation of spatial variability compared to
interpolation of gauges without satellite support (i.e. OK). A simple multiplicative bias correc-
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tion (LM) was found to be insufficient across the large spatial scale considered in this study,
systematically showing the same spatial pattern for over- and under-estimation as the TPR.
Differences are far smaller among the S-G merging methods that perform spatially explicit in-
terpolation with only ROK deviating from the remaining methods in showing higher random
errors in the LOOCV. However, when analysing the impact of reducing gauge density there
is no consistent pattern. RIDW shows lower random error and higher correlation than the
kriging-based methods, but this is not consistent with the results for the systematic bias where
it exceeds most other methods. KED, which has been shown to perform well for sub-regions of
the study domain (A´lvarez-Villa et al., 2011; Nerini et al., 2015), preserves the relative spatial
rainfall patterns of the TPR but absolute magnitudes tend to be in the range of the gauge
observations, which then places the focus on the quality and representativeness of the gauge
network. Addition of NDVI data to satellite observations in the KED has little effect in the
high Andes, but a profound impact in attenuating the seasonal progression of the high rainfall
field that accompanies the ITCZ migration. Higher influence of NDVI as a result of rainforest
canopy is to be expected but the resulting seasonal disagreement with S-G methods only based
on TPR questions the suitability of using NDVI at this scale. Overall, while the inclusion of
TPR is preferable to gauge-only interpolation, especially in poorly gauged regions, the results
from this study do not allow for recommending a specific S-G merging method. However, this
also re-affirms previous findings that an explicit model of the spatial co-variance (as in kriging)
does not necessarily provide an improvement over a simple inverse-distance weighted interpola-
tion or gauge-satellite residuals (RIDW) (Dinku et al., 2014). Choice of S-G merging method
will therefore depend on the quality of the gauge network. Geostatistical methods are justified if
a good calibration of semi-variograms can be achieved. In addition, the use of kriging methods
allows defining the kriging standard deviation, which can be used as an indicator of relative
uncertainty as in RKESD and therefore offers a quantitative tool to characterize and define
confidence thresholds.
7.6. Conclusions
TPR captures the spatial variability of monthly climatological rainfall at high spatial resolu-
tions of 5 km and thereby reflects the intra-annual precipitation patterns across the tropical
Andes, allowing for identification of orographic gradients and the impacts of synoptic scale con-
trols such as the ITCZ migration. The TPR itself under-estimates mean monthly rainfall as
observed by the gauges over the period 1981 – 2010. This effect is amplified in regions where in-
dividual convective events represent a large contribution to annual rainfall totals. S-G merging
techniques have shown to be beneficial, obtaining both good agreement with gauge observa-
tions and preserving spatial patterns observed by the TPR. Spatial variations in performance
of the S-G merging techniques can be observed across the tropical Andes, with particularly
poor performance along the dry Peruvian coast. At the regional to synoptic scale, performance
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differences between the S-G merging methods are small relative to the performance variability
of the individual methods across the tropical Andes. Among the kriging-based S-G methods,
KED performs better than ROK with lower absolute and relative random errors throughout the
year, although the inclusion of NDVI as an additional secondary variable should be considered
with care and does not perform equal well for all environments. Simple spatial interpolation of
gauge residuals (RIDW) yielded very similar results to the kriging-based S-G merging methods
and even performed more consistently in areas of low gauge densities. The quality of the gauge
network is therefore critical in the choice of S-G merging method: with increasing distance
from gauge locations, geostatistical methods become more inaccurate, thus making statisti-
cal methods more suitable. These can be extended to incorporate external variables such as
NDVI, Ko¨ppen climate classes, topography and soil moisture from high-resolution remote sens-
ing products. On the other hand, the availability of estimation uncertainties (kriging estimation
standard deviation) delivers a tool to quantify confidence thresholds when using a kriging-based
S-G merging method.
The merged 5 km monthly climatological maps presented in this study constitute an im-
proved source of climatological rainfall data for the tropical Andes compared to gauge-only
data or TPR-only climatologies. Due to the topographic and hydro-climatic complexity of the
tropical Andes, applications focused on a much smaller spatial extent within the tropical Andes
and a higher local gauge density may consider local S-G merging in order to locally optimize
performance of the rainfall products. While the current study analysed the ability of existing
S-G merging methods to capture monthly climatological rainfall, to improve S-G merging fu-
ture work should focus on the accurate quantification of different sources of uncertainty: gauge
measurement, gauge interpolation, satellite sensor, retrieval algorithm, gridding and sampling
errors as outlined in chapter 6. These error estimates can subsequently be incorporated into
S-G merging methods. For example, flexible and unbiased error-weighted merging (e.g. Grimes
et al., 1999) averages interpolated gauge observations with satellite estimates based on the
inverse of their uncertainties. Uncertainties can be further incorporated into satellite-gauge
merging through the use of conditional merging (Sinclair and Pegram, 2005), Bayesian Kriging
(Verdin et al., 2015) or copulas (Moazami et al., 2014).
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8. Spatial Scaling of Gridded Precipitation
Products
8.1. Introduction: Making the case for SPP Disaggregation and
Scaling
Despite advances in sensor technology and calibration algorithms, the comparatively low spa-
tial resolution (typically 0.25°) of most regular-gridded satellite precipitation products (SPPs)
remains a limiting factor in accurately estimating local near-surface precipitation rates. While
some SPPs are available at scales of approximately 5 km (e.g. CHIRPS, PERSIANN, TAM-
SAT), these rely heavily on infrared data, especially at short temporal scales, and performance
depends on the local gauge density available for calibration. Review of previous research (see
section 2.5 for details) has demonstrated that the lack of quantitative information on the rain-
fall variability within grid cells, either statistically or spatially explicit, restricts evaluation
against gauges, satellite-gauge merging and, ultimately, the use of SPPs in hydrological mod-
elling. These three aspects are now revisted with respect to the potential benefit of spatial
disaggregation of satellite precipitation products.
As demonstrated in chapter 6 the contrast in spatial support between gauge measurements at
the point-scale and spatially-averaged SPP estimates may be a significant source of error when
evaluating SPPs, even at scales of 5 km. A SPP may accurately estimate the spatial mean over
a grid cell and still return a large error at the point-scale, if there is significant spatial variability
within the spatial domain. Methods exist to overcome this scale misfit by accounting for the
point-area difference based on the gauge data (Ciach and Krajewski, 1999; Wang and Wolff,
2010); however, these depend on the availability of a dense gauge network to develop estimates
of the point-area difference specific to the local rainfall regime (see discussion of limitations
in section 6.5). In the case of sparse gauge networks, spatial disaggregation of the SPP to
generate probabilistic estimates at the point-scale/ very high spatial resolution (1 km) may be
a viable alternative to compare both quantities at a finer spatial scale. While this approach will
undoubtedly also introduce uncertainties, it remains to be demonstrated how these compare
to gauge interpolation errors. Furthermore, errors arising from poor representation of the true
spatial rainfall patterns due to a sparse or uneven gauge network cannot necessarily be quantified
accurately. Unifying the spatial support of SPPs and gauge-based gridded products at a high
spatial resolution will further allow for improved satellite-gauge merging. The errors associated
144
with SPP disaggregation as well as gauge interpolation can be accounted for in error-based
merging (e.g. Grimes et al., 1999) or Bayesian merging methods (Todini, 2001; Verdin et al.,
2015).
Distributed hydrological modelling requires spatially distributed rainfall inputs that accu-
rately describe the rainfall patterns that are critical for runoff generation, infiltration processes
and soil moisture. On other hand, SPPs like TMPA average rainfall over scales of greater than
25 km. However, especially in tropical mountain regions, the areas where rainfall is most rele-
vant in terms of runoff generation are often much smaller as is the spatial extent of convective
rainfall prevalent in the tropics. The statistical distribution over a large spatial area is likely
to be attenuated towards a normal distribution, failing to observe local variability in rainfall
occurrence and intensities. Resulting rainfall estimation errors can manifest themselves in a
spatial “smoothing”, i.e. over-estimation of infiltration rates due to low to medium precip-
itation intensities, and attenuation of the catchment discharge hydrograph, likely to weaken
hydrological extremes (Sheffield et al., 2006).
In summary, there exists a demand to further develop tools to spatially disaggregate SPPs
that include PMW and space-borne radar sensors, such as TMPA (0.25°) or its successor mis-
sion, GPM-IMERG (0.1°), to address the issues listed above. Furthermore, the premise of a
generic disaggregation tool based on scaling principles and probabilistic modelling of the rainfall
structure within an arbitrary grid cell, implies that such a tool could be applied to other types
of gridded precipitation products, such as re-analysis products or numerical weather predic-
tion (NWP). In particular for Global Circulation Models (GCMs), disaggregation can support
understanding the change in small-scale rainfall patterns, especially rainfall extremes, under a
changing climate.
A critical prerequisite for a generic spatial rainfall disaggregation model is a detailed under-
standing of the spatial scaling behaviour of key properties of gridded rainfall. Therefore, the
aim of this chapter is to gain a better understanding of how the occurrence frequency, fractional
storm area and the 99th-percentile of intensity distribution change with increasing scale from
0.01°to 2.0°. For this purpose the CHIRPS product (0.05°) and a gauge-based product using
double kriging (DK; 0.01°) are aggregated at iteratively coarser scales and the variables above
are compared to the reference scale. The assessment is performed for a case study in central
Colombia with varying precipitation regimes. Conclusions derived on the scaling behaviour
of these variables are then used to inform the design of a disaggregation model in chapter 9,
applied to spatially disaggregate TMPA over the same case study. Therefore, chapter 8 and
chapter 9 should be considered in conjunction.
8.2. Study Area
As a case study, a cross-section of the Tropical Andes in central Colombia is chosen (fig. 8.1).
This hydrometeorologically complex region is split into three distinct climatic regions; the delin-
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Figure 8.1.: Left, study area of the satellite precipitation scaling and disaggregation, showing
a topographic map with gauge locations, delineation of the climatic regions (black
contours) and the Rio Magdalena (blue); right, mean total annual rainfall as derived
from the TPR over the period 1998-2014 with gauge locations denoted by O. The
rainfall intensity scale applies to gauge and satellite rainfall.
eation is based on the pluviometric optimum at approximately 1,800 m a.s.l. (Ruiz et al., 2012;
A´lvarez-Villa et al., 2011) and broadly follows the regional classification adopted in previous
studies (Gutie´rrez and Dracup, 2001; Marin and Ramirez, 2006). In the west, the study area
covers a central section of the tropical Rio Magdalena basin with altitudes ranging 200 - 2,000
m a.s.l. with a bimodal annual rainfall regime (see mean monthly gauge totals in fig. 8.3). Wet
seasons are driven by the north-bound and south-bound passage of the ITCZ in March-April
and October-November, respectively. Mean monthly rainfall varies between 100 mm month-1
during the dry period and 300 - 400 mm month-1 during the wet periods. Annual precipitation
totals are 2,000 mm ± 630 mm (µ ± σ). Spatial precipitation patterns show elevated precipi-
tation to the east of this region as a result of orographic enhancement along the western flanks
of the eastern ridge (Cordillera Oriental) of the Tropical Andes (fig. 8.1). These orographic
processes are amplified as a result of the low-level westerly Choco jet that transports moisture
eastwards at approximately 5°N from the tropical Pacific into central Colombia and is closely
linked with Meso-Scale Convective Systems (MCSs), thus enhacing precipitation rates in this
region (A´lvarez-Villa et al., 2011; Poveda et al., 2006).
The central section of the study area consists of the eastern ridge (Cordillera Oriental) of the
Tropical Andes, dominated by the high-altitude plane of the Rio Bogota (Savanna de Bogota)
and the surrounding mountain regions. This region, bounded by mountain ranges to the east
and west, is characterised by drier conditions with a lower annual rainfall of 970 mm ±225 mm,
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Figure 8.2.: Left, TPR rainfall occurrence frequency as a percentage of the total number of valid
TPR over-passes over the period 1998-2014; right, coefficient of variation of daily
rainfall as derived from all valid TPR over-passes over the period 1998-2014.
dominated by a bimodal precipitation regime with peak rainfall in March-April and October-
November as is experienced in the Rio Magdalena basin (fig. 8.3).
While both the lowland Rio Magdalena catchment as well as the eastern Cordillera are char-
acterised by a bimodal rainfall regime, the eastern part of the study area, which lies in the upper
Orinoco catchment can be characterised as a tropical rainforest dominated by a unimodal rain-
fall regime, with dry periods in January and February and peak rainfall in May that remains
consistently high throughout the boreal summer until November (fig. 8.3). In addition, trade
winds from the Atlantic that transport moisture westwards result in enhanced deep convection
and orographically elevated annual rainfall totals of 3020 mm ±1760 mm along the eastern An-
dean slopes (A´lvarez-Villa et al., 2011), exceeding those of the other two regions. This process
also explains the comparatively high frequency of rainfall in this region, compared to the other
two (fig. 8.2).
On inter-annual time-scales over 50% of the variance observed beyond the annual cycle can be
explained by the El Nin˜o Southern Oscillation (ENSO) variability (Gutie´rrez and Dracup, 2001).
Positive phase El Nin˜o events generally lead to dry conditions, while excess precipitation and
floods are typically experienced during La Nin˜a events (Gutie´rrez and Dracup, 2001). However,
ENSO can result in contrasting impacts in intra-Andean valleys (e.g. Rio Magdalena basin)
compared to the upper Amazon and Orinoco basins, making the response of the Colombian
hydrological system to a particular ENSO event highly complex and difficult to predict (Poveda
et al., 2011; Marin and Ramirez, 2006; Poveda and Mesa, 1997).
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Figure 8.3.: Total monthly gauge rainfall (mm) by climatic region. Red lines denote the seasonal
classification used in this study.
8.3. Data
A dataset of 122 conventional rain gauges (daily time-series) from local government (CAR) and
the national Colombian environmental service (IDEAM) with at least 75% temporal coverage
during the TRMM era (16 years; 1998-2013) is available across the study area (see fig. 8.1 for
gauge locations). These gauge records are quality controlled by checking manually for inter-
nal and spatial consistency. The internal consistency check consisted of flagging records with
consecutive constant values over more than three days as well as extremes (>200 mm/d). For
the spatial consistency check monthly accumulations were compared to the closest neighbouring
stations and also to the mean monthly climatological datasets derived in chapter 7. Stations
with monthly accumulations of the double of the maximum of their neighbouring stations or the
estimated climatological mean were also flagged. All flagged records were manually inspected
and, if any of the observations in a record were considered unrealistic (i.e. measurement arte-
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facts), the gauge record was excluded. Of the 122 gauges in the final data set, 10% (i.e. 12
gauges) were selected for validation of the disaggregation model (chapter 9), while the remain-
ing 110 were used to develop the DK product. The number of validation gauges in each region
was set proportional to the total number of gauges in that region, but selected randomly from
within each region. The final calibration dataset consisted of 19 gauges (2 validation gauges)
located in the Rio Magdalena basin, 70 (8) located in the Eastern Andes and the remaining 21
(2) located in the upper Orinoco basin.
The Climate Hazards Group InfraRed Precipitation with Station data (CHIRPS) product is
used for the spatial scaling analysis. CHIRPS is a global satellite precipitation product that is
based on a three step production process whereby a high accuracy mean precipitation climatol-
ogy (CHPclim) is adjusted based on short-term IR anomalies (CHIRP), with the final satellite
product being subsequently adjusted by global gauge data, which yields the final CHIRPS
product (Funk et al., 2015). The Climate Hazards Group Precipitation Climatology (CHPclim)
represents mean precipitation rates (including dry periods, i.e. zero precipitation) for the period
1980-2009. CHPclim is generated by combining monthly rainfall totals from two global networks
by the Agromet Group of the Food and Agriculture Organization of the United Nations (FAO)
and Global Historical Climate Network (GHCN) totalling approximately 48,000 rain gauges
(Funk et al., 2015). The climatological mean precipitation rate is estimated at ungauged loca-
tions across a global 0.05° grid by using a moving window regression that explains mean gauge
rainfall rates using simple physiographic indicators (elevation, latitude, longitude) as well as
long-term mean monthly rainfall fields derived from five different satellites: PMW estimates of
the TRMM Combined Instrument (TRMM 2B31), PMW and IR estimates from CMORPH,
monthly mean geostationary infrared brightness temperatures and land surface temperature
estimates (Funk et al., 2015).
In a second step, the pentadal CHIRP product is developed. Here thermal IR measurements
from NOAA CDC and CPC geostationary satellites are converted to rainfall rates using cold
cloud duration (CCD) based on a threshold of 235° K and calibration of the CCD-rainfall rate
relationship using pentadal totals from TMPA (Funk et al., 2015). The CCD-based rainfall
rates are converted into ratios of the 1981-2013 mean for each 0.05° pixel. These pentadal ratios
are finally applied to the CHPClim mean rainfall rate to obtain rainfall rates estimates for
each pentad at 0.05° resolution. Lastly, the CHIRP data is merged locally with available gauge
observations using a modified inverse-distance-weighting (IDW) approach. The global gauge
networks mentioned above are supplemented with gauge networks from contributing national
meteorological agencies, resulting in 32,000 stations in total (reduced to 14,000 in 2014). For
any CHIRP pixel, bias ratios between the CHIRP estimate and the five closest gauge stations
are calculated. A weighted average is computed across the five bias ratios based on distance and
decorrelation distance. The decorrelation distance (d) is computed from CHIRP data assuming
a correlation of ρ = 1 at d = 0. The final CHIRPS estimate is a weighted combination of the
unadjusted and bias-adjusted CHIRP estimates (Funk et al., 2014, 2015). Across Colombia the
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gauge density used for the computation of CHIRPS is particularly high with approximately
3,300 stations included. Out of these, 387 stations are located within the study area. A
recent validation study of CHIRPS shows superior performance compared to CPC, GPCC and
ECMWF across Colombia (Funk et al., 2015). In this study, CHIRPS version 2 at the highest
spatial (0.05°) and temporal (daily) resolution available is used over the period 1998- 2013.
8.4. Methods
8.4.1. Double Kriging (DK)
Double kriging (DK) is used to interpolate the point-based rain gauge measurements to a regular
0.01°grid at a daily time-step. This product is then used along with CHIRPS for the spatial
scaling analysis. In DK, gauge precipitation time-series are transformed into two independent
random variables: a binary time-series, indicating precipitation occurrence, and a time-series
containing only positive precipitation intensities (Teo and Grimes, 2007; Grimes and Pardo-
Igu´zquiza, 2010). In doing so, the continuous rainfall distribution is separated into distinct
random variables that can be interpolated independently to delineate the rainfall field and
subsequently determine the spatial distribution of rainfall intensities within the rainfall field.
This dissociation of rainfall occurrence and rainfall intensity makes DK preferable to a single
kriging step (e.g. OK) at (sub-) daily time-scales as rainfall fields tend to have well-defined
spatial boundaries with large dry regions (i.e. a high probability of zero rainfall; p0 ) at this
temporal resolution, which cannot be defined well when only using a single kriging step.
In order to perform the binary transformation, a rainfall threshold of 0.1 mm day-1, consistent
with that used in the satellite precipitation analysis, is set to define precipitation occurrence.
Ordinary kriging (OK) is then used to obtain a field with a continuous distribution r [0, 1]. In the
second step, the positive precipitation intensities are interpolated using OK, whereby precipita-
tion intensities are transformed to a Gaussian state prior to interpolation using a normal-score
transform and back-transformed after interpolation. The interpolated precipitation intensities
are retained only for those grid cells that were identified as raining in the rainfall occurrence
interpolation and otherwise set to zero. A detailed description of kriging principles is provided
in chapter 7 and not repeated here for conciseness.
8.4.1.1. Climatological variograms
As outlined in chapter 3, kriging returns the best unbiased linear estimate, requiring a (semi-)
variogram to describe the spatial co-variance structure. In order to obtain a robust variogram
for prediction at each daily time-step, climatological variograms are defined. Hereby, empirical
variograms are calculated at every time-step and normalized by dividing by the event (time-step)
variance. The normalized empirical event variograms can then be averaged based on some cli-
matological classification to obtain empirical climatological variograms, which are subsequently
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modelled using a set of possible models (e.g. exponential, Gaussian, or spherical). The final
models are selected, primarily, based on a good fit with minimized sum of squared errors and,
secondly, low nugget effect in the semi-variogram. As the double kriging approach splits precip-
itation occurrence and intensities into two separate kriging processes, separate climatological
variograms and classification schemes were assessed for each. Once the climatological variogram
models are fitted, they require re-scaling by the event (time-step) variance to provide a suitable
variogram for each time-step (Rogelis and Werner, 2013; Teo and Grimes, 2007).
A number of climatological classification schemes were assessed based on the number of events
in each class and the best attainable model fit for the semi-variogram model in terms of the
sum of squared errors. For the occurrence indicator two classifications are used. Firstly, a
seasonal classification identifies four general seasons (DJF, MAM, JJAS and ON). In addition,
each of these four seasonal classes (see fig. 8.3) is further divided into three classes each that
define the climatic region (1: Rio Magdalena, 2: Eastern Cordillera, 3: Orinoco) with the
greatest spatial extent of precipitation for that time-step (see fig. 8.4 a). This means that in
each season, individual time-steps are classified, depending on where the majority of the rainfall
area is located. This results in twelve climatological classes for which the climatological rainfall
occurrence variograms were fitted (see fig. 8.5). For the precipitation intensities, the same four
seasonal classifications are used. These are further divided into three classes each defining the
climatic region with the maximum precipitation intensity for each time-step (see fig. 8.4 c). This
also yields twelve climatological classes for which the climatological rainfall intensity variograms
were fitted (see fig. 8.6).
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Figure 8.4.: Rainfall event classification schemes that were evaluated, in addition to the sea-
sonal classification (see fig. 8.3), for deriving climatological (semi-) variograms: (a)
regional classes based on climatic region with largest rainfall area per time-step, (b)
regional classes based on climatic region with largest rainfall volume per time-step,
(c) regional classes based on climatic region with highest observed rainfall inten-
sity per time-step, (d) histogram of the fractional area coverage acros the entire
study domain per time-step split into three classes, (e) histogram of mean rainfall
intensity across the entire study domain per time-step split into three classes, and
(f) histogram of the ratio of maximum to mean rainfall intensity across the entire
study domain per time-step split into three classes.
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Figure 8.5.: Climatological occurrence indicator (semi-) variograms for each of the twelve classes.
Frac. Area denotes the region with the largest rainfall areal extent, while n denotes
the number of events in that specific class. Distance is measured in meters.
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Figure 8.6.: Climatological rainfall intensity (semi-) variograms for each of the twelve classes.
Max. Loc. denotes the region with the pixel receiving the highest rainfall intensity
for each time-step, while n denotes the number of events in that specific class.
Distance is measured in meters.
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8.4.2. Spatial Scaling Analysis
For each daily time-step over the period 1998-2013, the CHIRPS and DK products were ag-
gregated from their native spatial resolution of 0.05°and 0.01°, respectively, to coarser spatial
resolutions of 0.05°(DK only), 0.1°, 0.25°, 0.5°, 1.0°and 2.0°. For each resolution and at each
time-step three key spatial scaling properties relative to the native resolution are quantified:
1. Storm Area (SA):
SA =
N∑
i=1
Pr,i ≥ 0.1 (8.1)
Relative Fractional Coverage (RFC):
RFC =
∑N
i=1 Pr,i ≥ 0.1∑N
i=1 Pnative,i ≥ 0.1
(8.2)
where i = 1, ..., N is the number of grid cells, P is the precipitation intensity at a particular
grid cell, r is the aggregated spatial resolution from 0.05°to 2.0°and native is the native
resolution of the precipitation product (i.e. 0.01°for DK and 0.05°for CHIRPS). SA and
RFC are calculated over the entire study domain for each aggregated resolution at each
daily time-step (total = 5,844).
2. Occurrence Frequency (OF):
OF =
M∑
j=1
Pr,j ≥ 0.1 (8.3)
Relative Occurrence Frequency (ROF):
ROF =
∑M
j=1 Pr,j ≥ 0.1∑M
j=1 Pnative,j ≥ 0.1
(8.4)
where j = 1, ...,M is the number of time-steps (days), P is the precipitation intensity at
a particular grid cell, r is the aggregated spatial resolution from 0.05°to 2.0°and native is
the native resolution of the precipitation product (i.e. 0.01°for DK and 0.05°for CHIRPS).
OF and ROF are calculated for each aggregated resolution and each grid cell (MDK =
68,750 at 0.01°and MCHIRPS = 2,250 at 0.05°).
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3. Precipitation Intensity Quantiles:
For each resolution and each grid cell the 1%, 50% (median) and 99% quantiles (Qr,1.0,Qr,50,Qr,99,
respectively) are calculated from the empirical distribution of positive precipitation inten-
sities. This allows for computing the quantile ratio (QR):
QR =
Rr,q
Rnative,q
(8.5)
where R corresponds to the rainfall intensity at quantile, q, and resolution, r.
The three statistics are calculated across all aggregated resolutions at first. In a second step,
the seasonal and regional variation of these statistics is investigated specifically for the ratio of
the 0.25° scale to the native scales. This should give initial insight on how these precipitation
properties can be expected to be modelled when disaggregating the TMPA product in chapter 9.
8.5. Results
As shown in fig. 8.7, the occurrence frequency and storm area both increase with spatial scale
for either precipitation product. For both metrics, CHIRPS shows lower values at the native
resolution (0.05°) and a greater rate of change than DK, despite the DK native resolution being
finer (0.01°). These results are also reflected when analysing the fractional area and occurrence
frequency at aggregated scales as a function of the native resolution (fig. 8.8). Interestingly,
for CHIRPS the maximum probability of the relative occurrence frequency (fractional area)
rises (drops) faster at scales above 1.0°(0.5 °) than the median, suggesting skewed statistical
distributions in both cases that change shape with scale. On the other hand, in the case of DK,
the maximum probability for both metrics remains consistently proportional to the median
across all scales. The weaker changes in DK compared to CHIRPS despite the larger change
in scale can be, in part, explained by the spatial “smoothing”, i.e. the lower degree of spatial
variability compared to CHIRPS, as a result of the kriging process. This is supported by
the lower mean spatial coefficient of variation (sp.CoV) of 0.93 for DK compared to 2.84 for
CHIRPS at the respective native resolutions. Here, the spatial CoV is calculated on the rainfall
occurrence indicators at each time-step across the entire spatial domain.
With respect to rainfally intensity distributions (fig. 8.9), both products show a “smoothing”
behaviour with increasing spatial scale, i.e. a reduction of variability for all quantiles combined
with a reduction in extreme rainfall intensities (i.e. 99th-percentile). The differences between
CHIRPS and DK for the rainfall occurrence metrics, also apply to the rainfall intensity distri-
bution: the variability at each resolution and, therefore, also the rate of change across scales
is lower for DK than for CHIRPS, reflecting the lower variability in the original DK rainfall
fields (mean sp.CoV: 1.12) compared to the CHIRPS rainfall fields (mean sp.CoV: 3.34) at the
respective native resolutions.
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Figure 8.7.: Occurrence frequency (top) and fractional storm area (bottom) for CHIRPS (left)
and DK (right) for all scales from the native resolution to 2.0°.
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Figure 8.8.: Relative occurrence frequency (top) and relative fractional storm area (bottom) for
CHIRPS (left) and DK (right) for all aggregated scales relative to the occurrence
frequency and fractional storm area, respectively, at the native resolution. Note that
while for the occurrence frequency the aggregated scales are divided by the native
scale, for the fractional storm area, the native scale is divided by the aggregated
scales, to show what the fractional coverage at that scale is expected to be.
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Figure 8.9.: Rainfall intensities (mm/ d) of the 1%, 50% and 99% quantiles for CHIRPS (left)
and DK (right) for all scales from the native resolution to 2.0°.
While the spatial scaling analysis so far has confirmed the general effects on the key precip-
itation statistics considered, a detailed analysis between the native resolutions and the TMPA
scale (0.25°) was conducted to identify regional and temporal controls on the scaling behaviour.
At 0.01° the occurrence frequency of DK is reduced to 80-90% compared to 0.25° values for both
the eastern Cordillera and Orinoco basin, whereas in the Rio Magdalena basin two peaks are
observed, one at 65% and one at 90% with little to no seasonal variation across all regions (see
fig. 8.10 and fig. 8.11). In contrast to DK, the maximum probability of the relative occurrence
frequency for the CHIRPS product is further reduced to 60-80% despite the scale comparison
here being between 0.05°and 0.25°(see fig. 8.12 and fig. 8.13). In addition, irrespective of region
and season, two distinct peaks are identifiable, one at approximately 60-65% and another at
75-80%. For the Rio Magdalena basin the lower peak dominates, whereas the higher peak dom-
inates over the Eastern Cordillera, with little difference observable for the Orinoco basin. For
DK, such double peaks where only observable in the Rio Magdalena basin, with a very weak
second peak also evident over the Eastern Cordillera.
In contrast to the relative occurrence frequency, the differences in fractional storm area of the
DK product between 0.01° and 0.25° are consistent across all three regions, but show seasonal
variability (see fig. 8.14 and fig. 8.15). In all three regions, the fractional storm area is approx-
imately normally distributed for the boreal winter season (DJF) with a maximum probability
of 50-60%. In the central highland region (Eastern Cordillera), the peak is not as pronounced,
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which may be linked to the spatially more complex rainfall patterns in this region. For the
seasons with high rainfall intensities (MAM and ON), the fractional storm area is negatively
skewed with a maximum probability between 80% and 100%. During JJAS, a similar pattern is
observed; however, the maximum probability is approximately centred on 80% in the highland
region and the Orinoco basin. On the other hand, the Rio Magdalena basin, which experi-
ences the greatest relative reduction in summer rainfall rates, shows a maximum probability of
approximately 60%. Compared to DK, the gauge-calibrated satellite product CHIRPS shows
much lower (relative) fractional areas across all regions and seasons (see fig. 8.16 and fig. 8.17)
despite the scale comparison being between 0.05° and 0.25°. A similar negative skew as in DK is
observed for March to November; however, the maximum probability lies at only 60-70% for all
regions. Consistent with DK, DJF shows a lower maximum probability with no negative skew;
however, the maximum probability is further reduced (compared to DK) to approximately 30-
40%. Again, there is no defined peak for the highland region (Eastern Cordillera). Furthermore,
a major proportion of storms show a fractional area of close to 100%.
With respect to extreme intensities, the change in the 99th-percentile precipitation rate of
DK is very small with a reduction of less than 10% from 0.01°to 0.25°(see fig. 8.18 and fig. 8.19).
This signal is regionally and seasonally constant. Consistent with the difference in the relative
occurrence frequency and the fractional storm area between DK and CHIRPS, the reduction in
maximum intensity from 0.05°to 0.25°for CHIRPS is greater than the reduction from 0.01° to
0.25° in DK with maximum probabilities of approximately 0.8 - 0.85 (i.e. 15-20% reduction)
for CHIRPS (see fig. 8.20 and fig. 8.21). As for DK, this signal is regionally and seasonally
consistent.
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Figure 8.10.: Regional differentiation of the occurrence frequency for DK at the native resolution
(0.01°) and 0.25°, as well as the ratio (relative occurrence frequency) between the
two scales.
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Figure 8.11.: Regional and seasonal differentiation of the relative occurrence frequency for DK
between the native resolution (0.01°) and 0.25°.
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Figure 8.12.: Regional differentiation of the occurrence frequency for CHIRPS at the native
resolution (0.05°) and 0.25°, as well as the ratio (relative occurrence frequency)
between the two scales.
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Figure 8.13.: Regional and seasonal differentiation of the relative occurrence frequency for
CHIRPS between the native resolution (0.05°) and 0.25°.
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Figure 8.14.: Regional differentiation of the fractional storm area for DK at the native resolution
(0.01°) and 0.25°, as well as the ratio (relative fractional storm area) between the
two scales.
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Figure 8.15.: Regional and seasonal differentiation of the relative fractional storm area for DK
between the native resolution (0.01°) and 0.25°.
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Figure 8.16.: Regional differentiation of the fractional storm area for CHIRPS at the native
resolution (0.05°) and 0.25°, as well as the ratio (relative fractional storm area)
between the two scales.
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Figure 8.17.: Regional and seasonal differentiation of the relative fractional storm area for
CHIRPS between the native resolution (0.05°) and 0.25°.
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Figure 8.18.: Regional differentiation of the 99%-ile for DK at the native resolution (0.01°) and
0.25°, as well as the ratio of the 99%-ile between the two scales. The red line
indicates the reference for an increase (>1.0) or reduction (<1.0).
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Figure 8.19.: Regional and seasonal differentiation of the ratio of the 99%-ile for DK between
the native resolution (0.01°) and 0.25°. The red line indicates the reference for an
increase (>1.0) or reduction (<1.0).
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Figure 8.20.: Regional differentiation of the 99%-ile for CHIRPS at the native resolution (0.05°)
and 0.25°, as well as the ratio of the 99%-ile between the two scales. The red line
indicates the reference for an increase (>1.0) or reduction (<1.0).
171
Figure 8.21.: Regional and seasonal differentiation of the ratio of the 99%-ile for CHIRPS be-
tween the native resolution (0.05°) and 0.25°. The red line indicates the reference
for an increase (>1.0) or reduction (<1.0).
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8.6. Discussion
Both products, CHIRPS and DK, show consistent reductions in the fractional storm area from
2.0° to 0.05° and 0.01° for CHIRPS and DK, respectively. This general logarithmic decay curve
confirms findings by Sheffield et al. (2006) for TMPA and the Global Precipitation Climatology
Product (GPCP) for scales of 0.25°and 1.0°, respectively, to 2.0°over a mild, mid-latitude basin.
This also reflects in consistent changes in the resulting long-term relative occurrence frequency
and extreme intensities as characterised by the 99th-percentile (the occurrence frequency de-
creases with increasing resolution, whereas the maximum intensity is highest at the finest scale).
However, for all three statistics, the degree of change for DK is weaker than for CHIRPS, de-
spite the fact that the change in scale is larger for CHIRPS. This behaviour may be attributed
to the kriging process being a best linear interpolator and the “smoothed” spatial patterns of
the resulting rainfall fields being less sensitive to changes in spatial scale. Although the use of
a two-step kriging process (i.e. “double” kriging) is intended to reduce this behaviour by first
modelling the rainfall occurrence to delineate the rainfall field and, subsequently, modelling the
intensity, it is still dependent on the kriging principles and the gauge density and distribution.
As such, especially the comparatively lower and spatially uneven gauge distribution in the Rio
Magdalena and Orinoco basins may result in inadequately (over-) extended spatial rainfall fields
with low variability in rainfall rates. A pre-defined maximum distance from a gauged location
could be considered to mitigate this behaviour.
The limited spatial variation in the DK fields can be associated to some extent with the high
degree of similarity of the climatological semi-variograms, which are, in particular, characterised
by similarly high nuggets and similar sills. Differences in ranges do not show a regular seasonal
pattern either. While this suggests that the climatological variograms are not entirely indepen-
dent (i.e. representative of distinct weather types), different event classification schemes did not
yield stable (non-singular fit) variograms. Hence, the current sets of twelve occurrence indicator
and twelve intensity variograms may be reduced without loss of information; however, this will
not change the variogram shape and therefore not increase spatial variability. Lastly, the well-
defined differences in the statistical properties of the rainfall regime across the three climatic
regions indicate potentially differing spatial correlation patterns, which suggests that the spatial
prediction may benefit from separate variograms for each region (Grimes and Pardo-Igu´zquiza,
2010). However, this would result in rigid boundaries in the rainfall fields with sharp changes
in rainfall intensities between the climatic regions as observed by A´lvarez-Villa et al. (2011).
Such behaviour could then be addressed using a moving window approach to level out sharp
transitions in the semi-variogram parameters and thereby the resulting rainfall fields (Grimes
and Pardo-Igu´zquiza, 2010).
Despite the consistently weaker changes in DK, the signal of change is consistent between
the two products for all three statistical measures. With respect to the fractional storm area,
both products show distinctly different distributions during the winter season (DJF) compared
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to the rest of the year, indicating a seasonal regime controlling the fractional storm area that
is regionally consistent, i.e. observed in all three regions. By contrast, the relative occurrence
frequency shows no seasonal variation but consistent regional differences are observed across all
seasons. This suggests that the storm area and associated changes in the fractional storm area
with scale are dominated by seasonal hydrometeorological controls, the most pronounced being
the double passage of the ITCZ, which causes storm areas in winter (DJF dry season) to be far
smaller than during the remainder of the year. On the other hand, the occurrence frequency
and associated changes in scale are dominated by local controls, such as pronounced orographic
enhancement along wind-ward facing slopes, causing, in particular, the Rio Magdalena basin to
have a lower relative occurrence frequency than the other two regions. This can be associated, for
example, with the pluviometric optimum (maximum rainfall intensity) at medium-level that is
characteristic for tropical intra-Andean valleys (A´lvarez-Villa et al., 2011). In the Rio Magdalena
basin, a pluviometric optimum of 2,600 mm per annum is well-defined with decreasing rainfall
intensities and occurrence frequencies above and below this contour (approximately 1,500 m
a.s.l.), while in the other two regions precipitation varies more gradually over space (A´lvarez-
Villa et al., 2011). Changes in high rainfall intensities are comparatively insensitive to spatial
scale compared to the changes in storm area and occurrence frequency. Furthermore, all three
scaling statistics show a double peak that appears to be regionally and seasonally insensitive,
suggesting a different control. This may likely be the storm type with convective storms,
characterised by smaller spatial extents but higher peak intensities, being more sensitive to
changes in spatial aggregation than stratiform storms that are characterised by a greater spatial
extent and more gradual changes in precipitation intensity.
8.7. Conclusions & Recommendations for Disaggregation Model
In this chapter an evaluation of the spatial scaling behaviour of key statistical precipitation
metrics (occurrence frequency, fractional storm area and extreme rainfall intensity) for a case
study in central Colombia was presented. The spatial scaling behaviour analysis on CHIRPS and
DK for central Colombia has shown that rainfall products at aggregated spatial scales of 0.25°and
above smooth the spatial variability of critical precipitation metrics, resulting in increased storm
areas, increased occurrence frequencies and reduced rainfall intensities at aggregated spatial
scales, compared to the finer (native) resolutions. Despite, in part, considerable differenes in
magnitude related to the data and regionalisation algorithm specific to each SPP, this general
behaviour was consistent for both products. Furthermore, the results also suggest regional and
seasonal controls specific to particular precipitation metrics: fractional storm area is dominated
by a seasonal cycle, related to the ITCZ migration, while (relative) occurrence frequency is
affected by local/ regional precipitation controls such as orographic enhancement.
In terms of interpreting these results in the context of designing a disaggregation algorithm
for TMPA, the results demonstrate that the scaling behaviour of precipitation products is af-
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fected by the specific attributes, i.e. data source and processing algorithms, of each product,
which result in quantitative differences in the sensitivity to spatial scale. Furthermore, even for
the same precipitation product, the spatial scaling behaviour varies between different statistical
properties. While the storm area appears to vary by season, the occurrence frequency is charac-
terised by contrasting regional regimes. For the purpose of SPP disaggregation this emphasizes,
on the one hand, the importance of using local, high-resolution data as disaggregation proxies
and ensuring spatial consistency specific to the SPP being disaggregated. On the other hand,
it emphasizes the need for a seasonally variable design. For example, fractional area modelling
may be suitable during the dry season, but less relevant during the wet seasons.
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9. Spatial Disaggregation of Gridded
Satellite Precipitation Products
9.1. Introduction
This chapter forms the second part of research into the spatial scaling and disaggregation of
gridded satellite rainfall in central Colombia. In chapter 8 the case was made for the need to
spatially disaggregate SPPs to higher spatial resolutions for the purpose of evaluating SPPs
against gauge rainfall, satellite-gauge merging, a hydrological modelling. Chapter 8 consisted of
an assessment into the spatial scaling behaviour of precipitation variables (occurrence frequency,
fractional storm area and extreme intensities) using gridded precipitation products (CHIRPS
and DK) in a case study in central Colombia. The results showed that the spatial scaling
behaviour is very sensitive in magnitude to the data and algorithm used in each product and,
hence, varies between products. Furthermore, the scaling of different precipitation variables
was found to be sensitive to different controls. Based on these findings, this chapter aims to
develop a generic probabilistic modelling approach to generate realisations of high-resolution
(1 km) precipitation estimates from a coarser-scale SPP. The disaggregation model is tested
on the TRMM Multi-Satellite Precipitation Analysis (TMPA) product for the same case study
as chapter 8. At its native resolution of 0.25° TMPA has been found to be unsuitable for
characterising small local circulations and their impacts on precipitation distributions (Biasutti
et al., 2012), which has translated into shortcomings in the representation of rainfall and resulted
in errors in hydrological modelling (e.g. Nikolopoulos et al., 2013). This chapter focuses on the
development of a spatial disaggregation model utilizing high-resolution precipitation variables
(proxies) derived from the TRMM Precipitation Radar (TPR) to inform the disaggregation
process. The ensemble of disaggregated realizations is assessed in terms of the full rainfall
distribution at a set of validation gauges in the case study.
9.2. Data and Study Area
The study area has been introduced in chapter 8 (see section 8.2 for a detailed description).
The gauge dataset used here is also the same as in the previous chapter. In total 122 conven-
tional rain gauges (daily time-series) from local government (CAR) and the national Colombian
environmental service (IDEAM) with at least 75% temporal coverage during the TRMM era
(16 years; 1998-2013) are available across the study area (see fig. 8.1 for gauge locations). A
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description of the quality-control steps applied to the dataset is available in section 8.3. Out of
these, 10% (i.e. 12 gauges) were selected for validation of the disaggregation model, while the
remaining 110 were used for conditional simulation of ground-based rainfall fields as a reference
for the disaggregation fields. The number of validation gauges in each region was set propor-
tional to the total number of gauges in that region, but selected randomly from within each
region. The final calibration dataset consisted of 19 gauges (2 validation gauges) located in the
Rio Magdalena basin, 70 (8) located in the Eastern Andes and the remaining 21 (2) located in
the upper Orinoco basin.
The TRMM Precipitation Radar (TPR) and the TRMM Multi-Satellite Precipitation Anal-
ysis (TMPA) products are used for the disaggregation model. TPR and TMPA have been
described in chapter 2. Satellite precipitation estimates from the multi-sensor, gauge-calibrated
TMPA research product (TRMM 3B42 version 7) are aggregated from 3-hourly to daily fre-
quency at a spatial resolution of 0.25° and re-projected from a latitude/ longitude grid to a
regular metric grid (UTM projection) for each daily time-step over the same period as the
gauges. Lastly, the historical set of orbital scans of the TPR as well as the daily TMPA product
are used to develop climatological TPR and daily TMPA disaggregation proxies, respectively,
that are later used in the satellite disaggregation method (see section section 9.3).
9.3. Methods
The conceptual structure and flow of information of the disaggregation model developed in this
chapter is outlined in fig. 9.1. In this section, the individual steps outlined in the algorithm as
well as the derivation of the proxies required for each modelling step are described in detail.
9.3.1. Bias correction
Prior to the spatial disaggregation, a bias correction is performed in order to balance the full
statistical distribution of the TMPA product at the coarse scale (0.25°) with a corresponding
spatially averaged gauge (G.AVG) distribution. This is to ensure that TMPA is an unbiased esti-
mator of the local precipitation at a scale of 0.25°. This assumption needs to be fulfilled in order
to compare the disaggregated TMPA estimates at a fine spatial resolution to gauge observations.
As in chapter 8, precipitation is treated as two independent variables: a binary precipitation
occurrence indicator and a continuous positively skewed rainfall intensity distribution (Grimes
and Pardo-Igu´zquiza, 2010). The latter is often modelled using a Gamma distribution (Wilson
and Toumi, 2005); however, here the empirical TMPA and G.AVG distributions are used. In or-
der to obtain the spatially-averaged gauge distribution (G.AVG), all gauges within the extent of
the corresponding TMPA cell are used (excluding validation gauges). If less than three gauges
are available, the spatial constraint is relaxed such that all gauges (maximum five) within a
0.25° radius of the TMPA grid cell centre are used instead. Averaging the gauge time-series
directly, i.e. time-step per time-step, would result in an inadequately smoothed distribution
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Figure 9.1.: Schematic of the Disaggregation Model.
with a disproportionately high occurrence frequency. Instead, the occurrence frequency and
the empirical positive intensity distribution are computed for each gauge independently and
averaged subsequently.
The bias correction is applied for each TMPA - G.AVG pairing independently: Firstly, the
occurrence frequencies are balanced. It is important that the precipitation occurrence frequency
of TMPA and G.AVG are similar to ensure that the resulting sample from which the precipi-
tation intensity distribution is subsequently calculated is equally large (Sheffield et al., 2006).
To ensure this, the difference between the TMPA occurrence frequency and the gauge-based
product occurrence frequency in terms of the number of time-steps is determined and balanced:
OFDIF = OFG.AV G −OFTMPA (9.1)
where OFG.AV G is the mean of the occurrence frequencies of the selected calibration gauges,
OFTMPA is the TMPA occurrence frequency and OFDIF is the difference of the occurrence
frequencies. If OFDIF < 0, time-steps where TMPA exceeds the rainfall occurrence threshold
(0.1 mm month-1), but G.AVG does not indicate rainfall occurrence, are randomly selected and
set to zero until OFDIF = 0. If OFDIF > 0, time-steps where G.AVG exceeds the rainfall
threshold, but TMPA does not, are randomly selected and populated with random samples
from the the TMPA empirical intensity distribution as previously implemented, for example,
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by Sheffield et al. (2006), until OFDIF = 0. This simple approach of balancing the occurrence
frequency difference is sufficient in the present study as only the final rainfall distributions and
statistics are analysed. However, if the resulting time-series were used in rainfall-runoff mod-
elling, a more comprehensive approach that incorporates the spatial and temporal correlation
structure would be required.
Once occurrence frequencies are balanced, the empirical cumulative distribution function
(eCDF) for the positive precipitation intensities of TMPA and G.AVG are calculated and a
quantile-quantile transformation factor (QQ) is determined for every quantile:
QQ =
RG.AV G,q
RTMPA,q
(9.2)
At every time-step the OF-adjusted TMPA precipitation intensity is then corrected by mul-
tiplying the intensity by the QQ-ratio of the corresponding TMPA quantile.
9.3.2. Satellite Precipitation Disaggregation Model
The satellite precipitation disaggregation algorithm developed in this study spatially re-distributes
the uniform precipitation intensity in a (bias-corrected) TMPA grid cell (0.25°) onto a finer
(1 km) grid using external proxies derived from the TMPA (TRMM 3B42V7) and TPR (TRMM
2A25) products. In this context, proxies are used to describe variables (e.g. occurrence fre-
quency) derived from the TPR or TMPA at the 1 km scale and are used in the disaggregation
model, for example as spatial weights. The algorithm draws on information external to a TMPA
grid cell but is applied independently for each TMPA grid cell and time-step. As illustrated in
fig. 9.1, it consists of four general steps:
 AREA: A numeric estimate of the fractional area of the TMPA grid cell where rainfall
occurs,
 LOCATION: A point coordinate within the TMPA grid cell around which the rainfall
field is distributed,
 FOOTPRINT: The rainfall field, i.e. a contiguous collection of 1 km pixels within the
TMPA grid cell, conditioned on the storm location,
 INTENSITY: The rainfall intensities for each 1 km pixel within the storm footprint.
For each of the four steps proxies derived from TMPA and TPR for the specific TMPA-
grid cell to be disaggregated are combined to form a single statistical distribution or set of
spatial weights, from which n = 1000 samples are obtained to yield a probabilistic ensemble of
disaggregated rainfall field realizations. The approach is conditional on the input coarse-scale
satellite precipitation occurrence, i.e. no rainfall is generated unless the TMPA input exceeds
the rainfall threshold (0.1 mm d-1). Furthermore, the total rainfall volume within a TMPA grid
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cell at a specific time-step is conserved. This implies that over the extent of a TMPA grid cell
the spatial mean of the disaggregated rainfall field remains equal to the original satellite-input,
i.e. the (bias-corrected) TMPA.
9.3.2.0.1. Storm Area
The first step of the SPP disaggregation is to determine the fractional area coverage (Tar-
navsky et al., 2012). In order to obtain n independent fractional storm area realizations, a
probability distribution of storm areas is derived from an interpolation of neighbouring TMPA
cells. For each time-step the eight neighbouring (adjacent and diagonal) TMPA grid cells are
transformed to an occurrence indicator as described earlier. These are then interpolated using
inverse distance weighting (IDW, inverse distance weighting power = 2.0) to obtain a rainfall
occurrence probability field on a 1 km grid for the TMPA grid cell of interest. This process
is repeated n times, each time assigning the occurrence indicator value of each neighbouring
TMPA cell to a random point location within that respective TMPA cell and subsequently
interpolating between these point locations. This process introduces some variability into the
occurrence probabilities estimated for the grid of the TMPA cell of interest, giving an uncer-
tainty envelope. Despite this process involving some computational expense, it offers explicit
consideration of the spatial distribution of raining neighbouring TMPA cells, which the simple
numeric fraction of neighbouring TMPA cells cannot provide. This process is repeated for each
time-step over the full TMPA time-series, and assuming the fractional storm area is propor-
tional to the occurrence probability, the interpolated fields can be converted into a storm area
probability distribution, which can then be sampled from in the actual disaggregation process.
In the sampling process, n fractional area samples are taken from a constrained window of the
long-term storm area probability distribution. This window is centred around the median storm
area estimate for that time-step (as derived from the interpolation procedure outlined above,
see fig. 9.2). The width is proportional to the fraction of raining neighbouring TMPA cells.
For example, if one (or seven) neighbouring cells are raining for time-step i, the width of the
sampling window is 0.125, centred on the median estimate, while if four cells are raining and
four are dry, the width of the sampling window is 0.5.
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Figure 9.2.: Fractional storm area distribution as derived from IDW-interpolated TMPA neigh-
bouring cells with random point-based allocation of rainfall occurrence.
9.3.2.0.2. Storm Location
Following sampling of the storm area for each realization, the location of the storm within
the TMPA grid cell has to be determined. For this purpose the long-term empirical occurrence
frequency is determined for each 1 km pixel within the grid from the orbital TPR scans. All
individual TPR scans, which cover at least 75% of the TMPA grid cell, are transformed to binary
occurrence indicators as described above. The TPR occurrence frequency is then determined
for each 1 km pixel:
OF =
∑N
t=1 xt = 1
N
(9.3)
where t = 1, ..., N is the time-series (1998-2013) and xt is the rainfall indicator at time-step
t, which can be either 0 or 1.
For each time-step a single 1 km pixel is then sampled (per realization) using the TPR occur-
rence probabilities as sampling weights (see fig. 9.3 as an exemplary illustration of this process).
As the spatial distribution of occurrence frequencies within a TMPA cell does not necessarily
represent the spatial distribution of any daily rainfall field, it is first spatially constrained prior
to sampling. For this purpose, the occurrence indicators at the centre points of the neighbour-
ing eight TMPA cells are interpolated using IDW to give an occurrence estimate for each 1
km pixel as done for the storm area calculations. This single interpolation results in a smooth
spatial surface of precipitation probabilities (fig. 9.3 a). The set of eligible pixels for the storm
location sampling is then obtained by iteratively removing pixels based on ranked interpolated
occurrence probability (lowest to highest) such that the remaining number of pixels equals
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the fraction of raining neighbouring TMPA cells (fig. 9.3 b). The long-term TPR occurrence
frequencies at these pixels are then used for the storm location sampling (see fig. 9.3 c & d).
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Figure 9.3.: Proxies used in rainfall occurrence modelling to derive rainfall footprint realisa-
tion: (a) occurrence probabilities as derived from time-step specific interpolations
of TMPA neighbouring cells, (b) restricted occurrence probability field, i.e. all
pixels with occurrence probabilities in excess of the initial estimate, (c) long-term
high-resolution occurrence probability field as derived from the TPR over-passes,
(d) restricted long-term occurrence probability field based on restricted TMPA
field, (e) conditional occurrence field as derived from TPR over-passes given storm
centroid, and (f) final storm footprint realisation.
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9.3.2.0.3. Storm Footprint
The storm location model only samples a single pixel (the storm “centroid”). In order to obtain
the remaining m− 1 pixels, where m is the storm area of a particular realisation, the simplest
approach would be to continue sampling from the TPR long-term occurrence frequencies until
m pixels are sampled. However, unless the occurrence probability grid is dominated by very
pronounced features, such as a spatially well-defined orographic effect, sampling from the 1
km pixel TPR long-term occurrence frequencies is likely to result in a somewhat random, non-
contiguous rainfall field. Instead, to obtain a more contiguous field, once the storm location
pixel is determined for each time-step, the remaining m − 1 pixels that constitute the storm
footprint are sampled conditional on the sampled location pixel. To achieve this, an empirical
conditional occurrence probability matrix is computed from the set of historical TPR scans (see
fig. 9.3 e). This represents the empirical occurrence probability of any 1 km pixel, given that
precipitation occurs in a specific 1 km pixel (i.e. the sampled location pixel). This approach
causes the resulting spatial footprint to be a contiguous field clustered around the location pixel
(see fig. 9.3 f), as the probability of a close pair of pixels to be raining concurrently is higher
than that of a remote pixel pair, while also implictly including spatial variations in the rainfall
patterns.
9.3.2.0.4. Intensity
Ultimately, once the first three steps are completed and a contiguous rainfall field is obtained
for each realisation, the pixels within the storm footprint are populated with precipitation
intensities. To this end, the total rainfall volume that precipitates over the TMPA grid-cell
(0.25° x precipitation intensity) is re-distributed only over the raining pixels, which means that
the mean rainfall rate is adjusted proportional to the reduction in fractional area. Further
variation in the rainfall intensities within the rainfall field is introduced by sampling from the
Dirichlet distribution to obtain spatial weights to re-distribute the total rainfall volume.
The Dirichlet distribution is a multi-variate generalisation of the beta distribution and thereby
also related to the Gamma distribution:
Dir(α) = f(x1, ..., xK ;α1, ..., αK) =
Γ(
∑K
i=1 αi)∏K
i=1 Γ(αi)
K∏
i=1
xαi−1i (9.4)
where x is the random variable of interest, i = 1, ...,K denotes the number of categories (or
dimensions) and α1, ..., αK are the concentration parameters, with the condition that αi > 0.
The Dirichlet distribution is a popular distribution across environmental sciences with ap-
plications in ensemble forecasting, Bayesian modelling as well as copulas. For example, Ra-
jagopalan et al. (2002) used the Dirichlet distribution to generate an ensemble of categorical,
probabilistic global circulation model (GCM) forecasts. Siegert et al. (2012) demonstrated the
usefulness of the properties of the Dirichlet distribution when investigating the artefacts in-
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troduced into a rank histogram due to stratification of Monte Carlo ensembles in general. In
Bayesian modelling, the Dirichlet distribution is often used to define the prior distibution or
conditional posterior distribution (e.g. Wang et al., 2012; Peavoy and Franzke, 2010). De Waal
et al. (2007) quantified the entropy in Dirichlet distributed samples of thresholds of river dis-
charge in order to subsequently model the joint probabilities of their exceedances using a logistic
copula. Lastly, Choi and Ko (2014) used the Dirichlet distribution to model rainfall amounts
in a stochastic rainfall generator. This relies on the relationship between the Dirichlet distri-
bution and the Gamma distribution: a Dirichlet distributed random variable is the normalized
sum of k Gamma distributed random variables with independent shape parameters α1, ..., αK
and arbitrary but identical scale parameter, θ = 1.0 (Frigyik et al., 2010). Thus, accordng to
Devroye (1986, page 594),
Given K Gamma distributions with independent shape parameter:
Y1 ∼ Γ(α1, θ), ..., YK ∼ Γ(αK , θ), (9.5)
where, given θ = 1.0:
Y ∼ Γ(α, θ) = Γ(α, 1) = e
−x(xα−1)
Γ(α)
. (9.6)
Hence, the Dirichlet distribution, X, i.e. the sum of K Gamma distributions, V , is obtained
by:
V =
K∑
i=1
Yi ∼ Γ(
K∑
i=1
αi, θ), (9.7)
X = (X1, ..., XK) = (
Y1
V
, ...,
YK
V
) ∼ Dir(α1, ..., αK). (9.8)
The Gamma distribution, on the other hand, is a popular theoretical distribution for mod-
elling positive rainfall intensities; despite its tendency to under-estimate heavy tails, it is con-
sidered to generally capture well the bulk of the empirical rainfall distribution (Wilson and
Toumi, 2005), given its positive skewness, verstaility in shape and restriction to positive rainfall
intensities (Tarnavsky et al., 2012).
In the disaggregation algorithm presented here, a Gamma distribution with independent,
variable shape parameter (α) and fixed scale parameter (θ = 1) is fitted to the orbital time-
series of instantaneous precipitation as derived from the TPR scans at each 1 km pixel. A
Dirichlet sample generated from the set of shape parameters, α1, ..., αK , will then result in a
set of K normalised samples that represent spatial disaggregation weights for each 1 km pixel
within each footprint realisation at each timestep (see fig. 9.4 a - b).
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The α parameters are derived from instantaneous, 1 km rainfall (TPR) and used to define spa-
tial patterns of daily rainfall accumulations (TMPA). Differences in the statistical distribution
of instantaneous precipitation intensities (TPR scans) and daily precipitation accumulations
(TMPA precipitation being modelled) and subsequent differences in the shape parameters of
the fitted Gamma distribution are not relevant here, as the relative differences between TPR-
based shape parameters define the differences in the spatial weights. This, of course, underlies
the assumption that the relative difference between the shape parameters obtained from the
instantaneous distributions of any two 1 km pixels is similar to the corresponding relative dif-
ference between distributions of daily precipitation at the 1 km scale. However, given the
absence of independent daily and instantaneous precipitation distributions at the 1 km scale,
this assumption cannot be verified.
Once the spatial weights, i.e. the Dirichlet sample, is obtained, the disaggregated rainfall
intensity distribution is not directly assigned to the 1 km pixels. Instead, the rainfall intensities
of the eight neighbouring TMPA cells are interpolated using IDW (analogous to the procedure
for the occurrence indicator). Only the pixels previously sampled in the storm footprint are
retained. These interpolated intensities are then normalised to sampling weights. Iteratively
sampling from the 1 km pixels based on these sampling weights allows assigning all intensities
of the rainfall intensity distribution generated for this time-step realisation (see fig. 9.4 c - d).
This approach is intended to ensure that the spatial structure of the disaggregated rainfall field
realisation is approximately aligned with the spatial macro-structure of the surrounding TMPA
cells.
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Figure 9.4.: Proxies used in rainfall intensity modelling to derive final rainfall field realisation:
(a) spatial distribution of the Gamma shape (α) parameter as derived from the
TPR over-passes, (b) example histogram of a Dirichlet sample derived from the
Gamma distribution at each 1 km pixel with a superimposed Gamma distribution
to demonstrate that a single rainfall field realisation is also Gamma-distributed,
(c) rainfall intensities as derived from an IDW-interpolation of the neighbouring
TMPA cells as a proxy for assigning spatial weights from the Dirichlet sample, (d)
example of a final rainfall field realisation.
9.3.3. Conditional Simulations
In order to assess the estimation accuracy of the disaggregation algorithm to that of an equiv-
alent ground-based precipitation product, DK estimates at 1 km resolution are used for com-
parison (see subsection 8.4.1 for the methods associated). However, instead of using the actual
kriging prediction mean estimate and prediction variance, sequential indicator simulation and
conditional Gaussian simulation are used for the occurrence and intensity interpolations, respec-
tively (hereafter referred to as conditional simulations). Hereby, an ensemble of rainfall fields is
generated under consideration of the spatial correlation structure (Greatrex et al., 2014). This
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method has been widely applied for generating rainfall fields and is well documented in the
literature (Greatrex et al., 2014; Rogelis and Werner, 2013; Grimes and Pardo-Igu´zquiza, 2010;
Teo and Grimes, 2007). Binary and Gaussian data transformations for the occurrence indicator
and the rainfall intensities, respectively, as well as the semi-variograms used, are described in
the double kriging methods section of the scaling chapter (section 8.4.1). The advantage of
using conditional simulations is that an ensemble of 1000 realisations analogous to the ensemble
of disaggregated satellite realisations can be generated. This is preferable for investigating the
uncertainty associated with the ensemble, particularly since the uncertainty in the ensembe may
not be normally distributed such that the kriging estimation variance alone may be insufficient
to fully characterise the uncertainty. Unlike the satellite disaggregation; however, conditional
simulations are not performed within individual TMPA grid-cells as this would eliminate large
amounts of gauge data, but applied over the entire study domain generating 1000 realisations
for each 1 km pixel of the regular grid at each time-step. These pixels, in turn, are each as-
sociated with an overlying TMPA grid-cell so that they can be matched to the disaggregated
satellite pixels in the merging step.
9.3.4. Validation
The performance of the ensemble of disaggregated satellite fields as well as the conditional
simulation fields, is assessed in terms of their ability to accurately estimate the full rainfall
distribution (occurrence frequency and intensity distribution) at twelve selected validation sites.
Here, the point-scale distribution of the validation gauge is compared to that of the ensembles
of the overlying 1 km pixel. The differences in spatial support between the point scale and the
1 km scale are assumed to be negligible. The following metrics are evaluated:
 Occurrence Frequency: the occurrence frequency of the validation gauge is compared to
that of the disaggregated satellite and conditional simulation ensembles,
 Rainfall Intensity Distribution: empirical cumulative distribution functions (eCDFs) of
the rainfall intensity distribution above the rainfall threshold are compared using quantile-
quantile (Q-Q) plots,
 Extremes: return periods of extreme rainfall intensities are calculated using the Gener-
alised Pareto Distribution (GPD) to specifically focus on the difference in the scale change
in extremes’ exceedance probabilities. Given the relatively short available time-series (16
years; 1998-2013) peaks-over-threshold (POT) are used to identify the extremes from the
observational record in order to maximise sample size. The GPD distribution is fitted to
the POT record using Maximum Likelihood Estimation (MLE). The threshold (location
parameter) is selected such that on average five peaks per year are obtained (λ = 5). In
order to ensure independence between individual peaks, valid peaks are set to be at least
two days apart.
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The agreement between the validation gauge rainfall intensity distribution and that of a
rainfall field simulation (disaggregated or conditional simulation) is also defined in terms of
the mean error (MERG) and mean absolute error (MAERG) of the percentiles relative to the
corresponding gauge percentiles:
MERG =
1
100
n=100∑
i=1
Rs,i −Rg,i
Rg,i
(9.9)
MAERG =
1
100
n=100∑
i=1
|Rs,i −Rg,i|
Rg,i
(9.10)
where Rs,i and Rg,i are the satellite and gauge rainfall for quantiles i = 1,...,100, respectively.
Validation results are presented for the full disaggregation model (FM) as outlined above.
However, a number of intermediate model versions are also evaluated, whereby individual steps
of the disaggregation algorithm are removed or replaced. This allows for testing the impact of
individual components on the statistics of the disaggregated fields. It further enables a simple
form of hypothesis testing whereby findings from chapter 8, such as a seasonally variable use of
the fractional area modelling, can be evaluated. The following list describes all the models that
are evaluated against the validation gauges:
 FULL Model (FM) : the full disaggregation model as outlined in subsection 9.3.2,
 Uniform Intensity (UI): the storm footprint is modelled as in the full model but the storm
intensity model is removed, such that the all pixels in the storm footprint are assigned
the same (area-adjusted) rainfall intensity,
 Only Intensity (OI): all pixels within a TMPA cell are set to rain (i.e. no storm footprint
model), but the spatial rainfall variability is introduced as outlined in the storm area
model,
 Seasonal (SSN): in accordance with the seasonal pattern of the CHIRPS and DK scaling
behaviour (see section 8.5), FM is employed during DJF, while OI is used for the remainder
of the year,
 Direct Intensity Assignment (DIA): similar to FM; however, the spatial disaggregation
weights obtained via the Dirichlet sample in the storm intensity model are directly as-
signed to the corresponding pixels and not re-distributed using spatial interpolation of the
intensities of the neighbouring TMPA cells,
 No Conditional Occurrence (NCO): Similar to FM; except that the storm location and
storm footprint models are collapsed into one and the full storm area is sampled directly
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from the TPR occurrence frequencies, i.e. no conditional occurrence probability consid-
ered.
9.4. Results
9.4.1. Bias Correction
The two-step bias correction applied to the TMPA estimates at the coarse-scale (0.25°), consist-
ing of an occurrence frequency (OF) adjustment and a quantile-quantile (QQ) transformation
of the intensity distribution, shows greatly improved OF and intensity distributions compared
to the twelve validation gauges. The original TMPA both over- and under-estimated gauge
rainfall OF with no discernible regional pattern (fig. 9.5). However, on average TMPA showed
an under-estimation of gauge OF, which is reduced by the bias correction approach as shown
in the bottom panel of fig. 9.7. Accordingly, the mean absolute error (MAE) of TMPA with re-
spect to OF of the validation gauges was halved by the bias correction, yielding a value close to
the MAE of the coarse-scale gauge averages (OFG.AV G = 0.054). For the intensity distribution,
TMPA demonstrates a net over-estimation for ten of the twelve validation gauges (fig. 9.6).
Here, too, no consistent regional pattern is observed. Overall, the mean absolute error of the
estimated quantiles relative to the corresponding gauge quantiles (MAERG) is reduced by the
bias correction by approximately a factor 4 as shown in the top panel of fig. 9.7. The bias
correction proves to be effective in eliminating the net over-estimation exhibited by a positive
MERG (MERGTMPA = 0.71) as illustrated in the middle panel of fig. 9.7. When focussing
specifically on the top 10% of the intensity distribution, initial errors in the original TMPA
are lower than for the full intensity distribution; however, the bias correction approach further
reduces the absolute error and eliminate the bias as shown in fig. 9.8).
The small validation dataset (twelve gauges) only offers limited information on the spatial
distribution of the errors. Nonetheless, all gauges with major over-estimation by TMPA, show
a consistent improvement by the bias correction (fig. 9.6). On the other hand, when the original
TMPA demonstrates a good match with the validation gauge intensity distribution, i.e. at the
stations Caparrapi, Salitre and San Luis, the bias correction shows a minor deterioration of the
fit. In general, the bias-corrected TMPA (BC.TMPA) follows closely the intensity distribution
of the spatially averaged gauge product (G.AVG) and therefore the accuracy of BC.TMPA is
directly dependent on the accuracy of G.AVG, which, in turn, is dependent on the local gauge
density.
190
Figure 9.5.: Rainfall occurrence frequency of TMPA, bias-corrected TMPA (BC.TMPA) and the
regional gauge average (G.AVG) compared to the twelve validation gauges (X-val).
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Figure 9.6.: Quantile-quantile plot of TMPA, bias-corrected TMPA (BC.TMPA) and the re-
gional gauge average (G.AVG) against the validation gauge rainfall intensity distri-
bution at the twelve validation gauges.
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9.4.2. Disaggregation Model Validation
In this section, the various disaggregation model versions, as outlined in subsection 9.3.4, to-
gether with the deterministic TMPA, bias-corrected TMPA (BC.TMPA) and conditional sim-
ulations (C.Sim) are assessed at the 12 validation gauges. In terms of the rainfall occurrence
frequency (OF), BC.TMPA and C.Sim have approximately similar results, both slightly under-
estimating the validation gauge OF (OFX−val = 0.65), whereas the original TMPA showed a
greater under-estimation (median OFTMPA = 0.54, see bottom panel in fig. 9.7). Disaggre-
gation models that account for the fractional area coverage, i.e. FM, UI, DIA, and NCO all
under-estimate the occurrence frequency consistently and to a greater extent than the original
TMPA (median OF ≤ 0.5). This behaviour can be expected as the reduction in fractional area
only permits for a reduction in OF at the point-scale compared to the reference (i.e. BC.TMPA).
OI has the same OF as BC.TMPA and there is only a minor reduction for SSN (OFOI = 0.59
and OFSSN = 0.57).
In terms of the rainfall intensity distribution, the disaggregation models demonstrate varying
levels of increase in estimated rainfall intensities compared to the reference, BC.TMPA (see
fig. 9.9 and fig. 9.10). Models that include a fractional rainfall coverage adjustment, i.e. FM,
UI, DIA, NCO must increase the mean of the remaining rainfall field in order to conserve the
rainfall volume over the total extent of the TRMM cell. On the other hand, little or no fractional
storm area adjustment as in SSN and OI, respectively, shows close alignment with the reference
coarse-scale product BC.TMPA. This behaviour is summarized quantitatively in terms of the
mean absolute error (MAERG) and the mean error (MERG) of the estimated quantiles relative
to the observed gauge quantiles in fig. 9.7. MAERGSSN and MAERGOI match the reference,
MAERGBC.TMPA = 0.18, FM returns slightly elevated errors (MAERGFM = 0.24), while for
all other models MAERG > 0.4.
While the conditional simulations exhibit a MAERG score that is only slightly larger than
that of the full model when considering the whole distribution, this is significantly elevated
when only considering the top 10% of the intensity distribution (see fig. 9.8). This increase
can be attributed to a considerable over-estimation of rainfall extremes across all gauges (see
fig. 9.9, as well as the extreme rainfall exceedance probabilities in fig. 9.11) and is also reflected
in MERG score increase for the top 10% of the intensity distribution (see fig. 9.8). For the
disaggregation models, relative patterns remain constant when considering the entire rainfall
intensity distribution as opposed to when only considering the extremes in terms of both mean
absolute errors and mean errors. Overall, the mean errors of both OI and SSN were consis-
tently lowest, followed by FM, whereas all other models exceeded MERG = 0.15 (see fig. 9.8),
suggesting that the fractional area adjustment can lead to a disproportionate net increase in
rainfall intensities that results in consistent over-estimation of the rainfall intensity distribution.
Ultimately, the extreme rainfall exceedance probabilities (fig. 9.11) show that for eleven of the
twelve gauges (the exception being Caparrapi) the median estimate of the best-performing dis-
aggregation model, SSN, outperforms the original TMPA estimates, which consistently exhibit
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strong over-estimation of exceedance probabilities observed at the validation gauges (except for
Cunday). In addition, SSN is a significantly better estimator of the gauge extremes exceedance
probabilities than C.Sim, which consistently shows major over-estimations. However, SSN also
shows a large 95% confidence interval that widens proportional to the return period, but ap-
pears independent of the total annual rainfall at the gauge sites as well as the accuracy of the
reference, i.e. BC.TMPA (see fig. 9.11). For instance, across all twelve validation gauges the
median ratio of the standard deviation of the SSN ensemble relative to the gauge rainfall in-
tensity (i.e. uncertainty compared to observed magnitude) rises from 9.1% for the 10-yr return
period, over 18% for the 50-yr return period to 23% for the 100-yr return period. Similarly,
the median ratio of the standard deviation of the SSN ensemble relative to the difference of
the mean absolute errors of the original TMPA and the mean of the ensemble (i.e. uncertainty
compared to error reduction) increases from 31% for the 10-yr return period, over 60% for the
50-yr return period to 73% for the 100-yr return period. Thus, there is considerable uncertainty
associated with the disaggregation ensembles that is proportional to the rainfall intensity and,
hence, particularly amplified for extremes. Nonetheless, as shown in fig. 9.12, for the majority
of all stations the ensemble uncertainty of the conditional simulations (C.Sim) exceeds that of
the seasonal disaggregation model, both in absolute terms (ensemble standard deviation) and,
to a weaker extent, relative to the mean of the ensemble (ensemble coefficient of variation).
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Figure 9.7.: Mean absolute error of the estimated quantiles as a ratio of the respective validation
gauge values (MAERG; top panel), mean error of the estimated quantiles as a ratio
of the respective validation gauge values (MERG; middle panel), and the occurrence
frequency of the validation gauge and all simulations (OF; bottom panel). The
blue line represents the median occurrence frequency of the validation gauges and
thereby acts as an approximate reference for the different disaggregation model
versions.
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Figure 9.8.: Mean absolute error in the top ten percentiles as a ratio of the respective validation
gauge values (top panel), mean error in the top 10 percentiles as a ratio of the
respective validation gauge values (middle panel).
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Figure 9.9.: Quantile-quantile plot of TMPA, bias-corrected TMPA (BC.TMPA) as well as the
full disaggregation model, a uniform intensity model (only footprint disaggrega-
tion), a non-conditional occurrence model, and a full model with direct intensity
assignment against the validation gauge rainfall intensity distribution at the twelve
validation gauges (the highest percentile is omitted).
197
Figure 9.10.: Quantile-quantile plot of TMPA, bias-corrected TMPA (BC.TMPA) as well as the
full disaggregation model, a uniform occurrence model (only intensity disaggrega-
tion), and a seasonal model with full disaggregation during DJF, but only intensity
simulation during March-November against the validation gauge rainfall intensity
distribution at the twelve validation gauges (the highest percentile is omitted).
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Figure 9.11.: Return periods of daily rainfall intensities for the seasonal disaggregation model,
the conditional simulations (DK) as well as the original and bias-corrected TMPA
at the twelve validation gauges.
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Figure 9.12.: Top: Ratio of the C.Sim ensemble standard deviation to the SSN ensemble stan-
dard deviation. Bottom: Same for the ensemble coefficient of variation. The boxes
extend from the first to the third quartiles (inter-quartile range, IQR), and the
whiskers extend to the highest/ lowest value within 1.5 times IQR.
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9.5. Discussion
The results of the TMPA disaggregation using TPR proxies showed that a model with seasonally
varying structure performed best. In particular, modelling the fractional storm area has been
shown to be suitable during the driest season (DJF), but result in under-estimation of OF and
over-estimation of intensities during the remainder of the year. On the other hand, sampling
from the Dirichlet distribution has been demonstrated to be a suitable approach to realistically
model the spatial variability of rainfall intensity within coarse scale TMPA cells. In this setion,
the design of the disaggregation model is discussed in combination with the suitability of the
TPR proxies.
9.5.1. Disaggregation Model Design
Usage of the fractional area coverage approach results in a general reduction in OF and an
upward shift of the mean rainfall intensity. However, the results suggest that the fractional area
reduction is over-estimated as the final OF is consistently under-estimated in all models using
this approach, while intensity distribution shows a positive mean error. Models that account
for the fractional area reduction performed equally poor across all regions, but the effect was
least during the driest season (DJF). This finding is also in accordance with previous work
by Tarnavsky et al. (2012) who demonstrated the suitability of the fractional area coverage
approach for semi-arid regions. In such environments there is a major contribution to total
annual rainfall by convective storms, which are characterised by a substantially smaller spatial
extent than stratiform rainfall. However, in wetter regions (such as the tropical Andes for the
majority of the year) with consistently larger rainfall fields there may be a limited potential for
reducing the fractional area. A better approach to estimate the fractional storm area a priori for
every time-step may be an external scheme to define the rainfall type (convective/ stratiform),
such as using a temperature-rainfall relationship (Best et al., 2011), lightning observations and
intensity thresholds (Gaa´l et al., 2014) or antecedent conditions such as soil moisture (Fang
et al., 2013). Alternatively, the fractional storm area can be conditioned on the spatial mean
rainfall intensity (Sheffield et al., 2006). However, considering the low temporal frequency of
the TPR data (1-3 days per instantaneous scan) as well as the mismatch between snapshots
of instantaneous precipitation compared to daily rainfall accumulations, there are a number of
practical limitations, which necessitate some degree of temporal aggregation (e.g. seasonal) in
order to achieve a trade-off between a converged relationship and temporal variability. The use
of a high-resolution regular gridded precipitation product instead of the TPR would allow for
time-step specific estimation of storm areas, although such products are typically IR-based (e.g.
CHIRPS, 0,05°), which may limit the accuracy of their storm area estimation.
Given the limited role of the fractional area reduction modelling, greater emphasis is placed on
the spatial re-distribution of rainfall intensities within the TMPA cell. As is demonstrated by the
strong performance of the OI and SSN models, the Dirichlet distribution is found to be a useful
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means of generating Gamma-distributed daily rainfall fields within the TMPA cell. However, in
this study no comparative assessment with other statistical distributions has been performed.
This should be the focus of future research to further ascertain the suitability of the Dirichlet
distribution for this process. Furthermore, the use of spatial weights deduced from neighbouring
coarse-scale TMPA cells to spatially distribute rainfall intensities in accordance with the macro-
scale spatial structure is superior to simply assigning rainfall intensities without consideration
of the macro-scale spatial structure: correlation of the Gamma shape parameter of the mean
SSN ensemble with that of the validation gauges (ρSSN = 0.93) was far stronger than that of
the TPR with the validation gauges (ρTPR = −0.07) (also compare the performance of models
FM and DIA). This confirms findings of Sheffield et al. (2006) who disaggregated reanalysis
datasets from 2.0°to 1.0°and affirmed that distributing rainfall intensities in accordance with
the surrounding macro-scale cell intensities improves observed precipitation statistics at the
1.0° scale compared to disaggregation without this additional step.
Finally, any volume-conserving spatial disaggregation approach underlies the fundamental
assumption that the coarse-scale precipitation input to the disaggregation algorithm accurately
reflects the spatial mean of the true rainfall. This spatial mean over 0.25° is assumed to be lower
than point-scale rainfall intensities if the rainfall only covers part of the TMPA cell. However,
as the results show, TMPA almost consistently over-estimates the validation gauge rainfall in-
tensity distribution and, on average, under-estimates OF, suggesting that this assumption is
not met. Prior bias-correction as implemented here is intended to overcome this limitation.
However, the bias correction is dependent on the gauge density as (too) low gauge density will
give disproportionate weighting to individual point-scale gauge measurements. Alternative ap-
proaches to develop a ground-based precipitation product with minimized and quantified spatial
interpolation errors, therefore, have a direct impact on the calibration of SPPs at coarser scales
and subsequent disaggregation. For instance, Ba´rdossy and Pegram (2013, 2014) have shown
that a Gaussian-copula approach is superior to kriging methods or expectation maximization
(EM) to estimate missing gauge rainfall. The approach can be further improved by censoring
zeros and incorporating atmospheric circulation patterns, in particular in regions with a high
number of wet days that allow for establishing a robust relationship between rainfall and the
atmospheric circulation parameter (Ba´rdossy and Pegram, 2014). Furthermore, the copula of-
fers an estimate of the interpolation uncertainty at the point-scale that is superior to using the
kriging estimation variance (Ba´rdossy and Pegram, 2013, 2014). The approach can then be used
to bias-correct SPPs at varying spatial scales using a quantile-quantile bias correction, similar
to the one presented here (Pegram, 2016).
9.5.2. TPR proxies
The suitability of the disaggregation proxies as derived from the TPR need to be more exten-
sively assessed than was possible in the present study due to the limited availability of data.
Nonetheless, comparison of the OF of the TPR against the OF of the observations at all 122
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available gauge locations showed only a weak correlation (ρOF = 0.23), suggesting that the TPR
has limited accuracy in accurately quantifying the OF of true precipitation fields. This can be
attributed to a number of sources. Firstly, the low sampling frequency of the TPR, owing to
the low-earth orbit (LEO) of the TRMM satellite, results in a substantial sampling error as
demonstrated in chapter 6 and by previous studies (Nesbitt and Anders, 2009; Iida et al., 2010;
Indu and Nagesh Kumar, 2014). Furthermore, as noted by Yang and Nesbitt (2014) for the
global scale and confirmed in chapter 5 for the tropical Andes, the TPR detection limit of 0.7
mm hr-1 causes the majority of missed rain to be light rain, which may increase the total rainfall
volume by 10% (Yang and Nesbitt, 2014). The combined impact of the low sampling frequency
and the reflectivity detection limit cause the TPR to under-estimate true OF. The failure to
detect low rainfall intensities also results in under-estimation of the storm area. The fractional
storm area, as computed from the TPR would average at approximately 20% and was therefore
not used in this study (results not shown). A further factor affecting OF, the storm area as
well as the rainfall intensity distribution, is the incongruence of the statistics of instantaneous
measurements (TPR) compared to mean 3-hrly/ daily rainfall rates (TMPA). Similar to the
spatial scaling, the longer the period over which rainfall is averaged, the more spatial variability
is reduced. The under-estimation of storm areas and hence OF by the TPR can to some degree
be attributed to the difference in temporal scale; however, quantifying this error requires further
research.
In contrast to the poor correlation for OF, the TPR long-term mean over the period 1998-
2013 (µ) is very strongly correlated with the mean of the 122 gauges (ρµ = 0.88). The long-term
mean, which integrates the full rainfall distribution (OF + intensity distribution), is a spatially
much more gradually varying random variable and therefore easier to predict. However, this
does not necessarily inform on the suitability of the TPR to quantify the different statistical
properties of rainfall. Hence, in order to split the rainfall mean into the separate components
of the rainfall distribution, the correlation of the Gamma shape (α) parameter was assessed,
which showed moderately high correlation across the 122 gauges (ρα = 0.57). This suggests the
TPR is better at estimating the bulk of the rainfall distribution than at rainfall detection (low
rainfall intensities), which is reflected in the findings of chapter 5. In addition, it suggests that
the TPR is well positioned to support the current storm intensity model, which draws on the
spatial distribution of the TPR shape (α) parameter to obtain a Gamma-distributed rainfall
field for every time-step using the Dirichlet distribution.
Given the limited accuracy of the TPR OF, the rainfall occurrence proxy can be improved by
a SPP with a higher sampling frequency (e.g. the TRMM Microwave Imager, TRMM 2B31),
which is likely to better define the convergence of the OF estimates due to the wider swath (field
of view) of the TMI (878 km) compared to the TPR (247 km). This is likely to also improve the
estimation of the conditional occurrence probability, the accuracy of which is currently difficult
to assess. In the current model, all scans where the TMPA cell is at least 75% filled were
included. Thus, there is a considerable fraction of scans with incomplete coverage of the TMPA
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cell and, hence, the potential for inaccurate estimation of the OF and conditional occurrence
probability.
Alternatively, OF can be indirectly determined from other rainfall statistics. Tarnavsky et al.
(2012) adapted an approach by Mertens et al. (2002) to inversely define the rainfall occurrence
frequency from the long-term mean by dividing the total rainfall amount by the available number
of time-steps (i.e. hours or days). This approach seems attractive, given the increased accuracy
of the TPR in estimating µ compared to OF. In particular, it offers a means to circumvent
the impact of the temporal sampling frequency on the final OF estimate. Furthermore, this
approach allows utilizing merged high-resolution mean rainfall climatologies as presented in
chapter 7. On the other hand, as stated, this approach relies on simplifying assumptions of the
rainfall distribution: the mean alone can inform neither on how the full rainfall distribution is
split into OF and intensity distribution, nor on the shape of the latter, and may therefore lead to
an over-estimation of OF. Furthermore, determining OF indirectly from a different data source
will remove the direct link between OF and the conditional rainfall occurrence probability used
to define the storm footprint.
9.6. Conclusions
The disaggregation algorithm presented in this study, which combines a bias-correction for SPPs
at their original coarse scale (i.e. 0.25° in the case of TMPA) with a subsequent disaggrega-
tion routine, has been demonstrated to be successful at improving the estimation of the full
precipitation distribution (occurrence frequency + rainfall intensity distribution) at the point-
scale when compared against validation gauges. Key disaggregation proxies derived from the
TPR at the target spatial resolution of 1 km are the rainfall occurrence, the conditional rainfall
occurrence given rainfall in another 1 km pixel within the extent of the SPP cell, as well as
Gamma shape parameters of the rainfall intensity distribution. Further proxies that are spe-
cific to the spatial patterns of the time-step being disaggregated are derived from the TMPA
product itself. This way the disaggregation algorithm combines fine-scale information from the
TPR with time-step specific information from the SPP being disaggregated, in this case TMPA.
The disaggregation routine itself is generic, in the sense that it requires no local ground-based
information and is implemented for each SPP cell in isolation, while maintaining spatial and
temporal consistency through incorporation of information from neighbouring SPP cells at the
coarse scale. Furthermore, rainfall occurrence is entirely conditional on the SPP input and the
rainfall volume over the SPP cell is conserved. The probabilistic approach allows for spatially
explicit quantification of the uncertainty introduced by disaggregation from the coarse scale to
the finer target resolution, although further validation is required to determine whether the un-
certainty is fully accounted for. The generic model presented here is a tool that can be applied
to any gridded precipitation product (e.g. SPPs, re-analysis, NWP) and can be beneficial in
hydro-meteorological applications from deriving fine-scale intensity-duration-frequency (IDF)
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curves to high-resolution distributed hydrological modelling in ungauged catchments.
The algorithm was tested for a case study in central Colombia characterised by different cli-
mate regions with varying hydro-meteorological regimes. At twelve individual validation gauges,
the TMPA input (at 0.25°), on average, under-estimated rainfall occurrence and was charac-
terised by major errors in terms of the rainfall intensity distribution. A seasonal disaggregation
model, which included fractional storm area modelling for the dry winter season (DJF), while
for the remainder of the year only the spatial rainfall intensity variability was modelled, was
found to perform best. This confirmed findings of the investigation into scaling behaviour of
CHIRPS and DK in that the reduction on fractional area coverage below 0.25° was found to be
greater during DJF compared to the other seasons. The Dirichlet distribution was shown to be
suitable for introducing spatial variability into the rainfall intensity estimates. The disaggre-
gated rainfall estimates consistently performed comparably or better than rainfall fields derived
from gauge interpolation using conditional simulations as well as the original TMPA inputs and
were also characterised by a lower uncertainty than the gauge-based rainfall fields.
9.7. Future work
Future work shoulds focus on evaluating individual proxies as well as the validation of the
disaggregated rainfall fields and their statistical properties in a spatially explicit manner under
varying climatic conditions and hydro-meteorological regimes. For example, in arid regions with
low rainfall totals and occurrence frequencies, such as the Peruvian coast, the impact of the low
TPR sampling frequency on the derived disaggregation proxies is likely to be amplified. Ul-
timately, validation will require a spatially-distributed ground observation dataset (Tarnavsky
et al., 2012), which can be either a very high-density gauge dataset or a well-calibrated rainfall
radar. While it is widely accepted that the spatial transferability of statistical rainfall properties
is limited given site-specific controls on the precipitation dynamics, such a dataset would allow
for an initial evaluation of the each step within the SPP disaggregation approach. Firstly, it
would allow for highly accurate calibration of coarse-scale SPP, which, in turn, allows for assess-
ing the separate impacts of calibration (e.g. bias correction) and disaggregation in a spatially
explicit manner. Secondly, the accuracy of statistical properties of precipitation datasets (e.g.
OF, µ, α) used to define the high-resolution disaggregation proxies can be assessed for each
statistic independently, which allows for evaluating every step independently. In contrast, in
the present study the absence of spatially distributed validaton data meant that the impact of
the fractional coverage reduction (storm area model) could not be entirely distinguished from
the role of the spatial allocation of the resulting area (storm location and storm footprint mod-
els). Thirdly, where necessary individual steps could be replaced with better disaggregation
proxies. For instance, the current shape of the storm footprint rests pre-dominantly on the
conditional occurrence frequency computed from the TPR scans. However, aside from sensor
accuracy limitations, these will be affected by the temporal sampling frequency in relation to
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the local rainfall regime (particularly the rainfall occurrence frequency) and to some degree the
limited coverage of the TMPA cell by individual TPR scans. Instead, semi-variogram models
of the spatial co-variance structure can be derived for different temporal scales. Finally, bench-
marking comparisons against other SPP disaggregation approaches, such as Bayesian models
(e.g. Sheffield et al., 2006) or disaggregation based on elevation or vegetation (e.g. Immerzeel
et al., 2009; Duan and Bastiaanssen, 2013; Hunink et al., 2014) allow for identifying the relative
suitability of this approach.
In conclusion, a spatially-explicit disaggregation model along with a spatially-distributed
validation dataset allows for derivation of error models to quantify the uncertainty associated
with the individual disaggregation steps. This can form the basis of integrating disaggregated
rainfall fields and the associated scaling error into geostatistical theory, such as error-informed
satellite-gauge merging approaches (e.g. Grimes et al., 1999; Todini, 2001; Verdin et al., 2015).
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10. Closing Discussion and Further Work
10.1. Summary of Findings
This PhD research focused on the evaluation and improvement of satellite-based precipitation
estimates in the tropical Andes. In general, tropical mountain regions present a challenge for
remote sensing of precipitation given the local topographical and meteorological complexity that
results in a high spatial and temporal variability of rainfall patterns. With the recent end of the
TRMM era in 2015 and the launch of the successor mission (GPM) in 2014, there is a unique
opportunity to evaluate the single space-borne active precipitation sensor with a long-term
historical record, the TRMM Precipitation Radar (TPR), over the tropical Andes and develop
climatological and disaggregation applications based thereon. In this study, the TPR was filtered
to omit incorrect readings from misclassification of ground clutter and re-projected to a regular
grid. An initial assessment evaluated the TPR against high-frequency gauge observations in
the northern tropical Andes. The TPR failed to detect the low rainfall intensities, which can
constitute significant contributions to the annual water budget in high-altitude Andean wetlands
(pa´ramo), while it was also shown to under-estimate high rainfall intensities compared to gauge
rainfall. Performance varied substantially between different climatic regions within the tropical
Andes, showing a dependence on the local rainfall regime. An error framework was developed
to identify the contributions of different error components to the satellite-gauge bias and error
variance. Satellite errors due to low-frequency sampling and retrieval of rainfall estimates
showed a wide spatial spread, generally exceeding gauge errors. The error estimate provided by
the TPR product (TRMM 2A25) itself did not yield an accurate estimate of the retrieval error
obtained by ground validation. Sampling errors were shown to decrease over the TRMM era,
but a denser gauge network is required to confirm the quantitative estimate of the sampling
error. Despite these errors, the TPR was shown to be an accurate estimator of mean annual
and seasonal rainfall across the complex terrain of the tropical Andes. This was used to develop
high-resolution mean monthly precipitation climatologies of the entire region by merging with
gauge observations. These improved precipitation datasets are freely available for research and
operational end-users to further our understanding and management of rainfall in the tropical
Andes. Among the merging methods that were assessed inverse-distance weighted interpolation
of satellite-gauge residuals was found to perform comparable to more complex kriging methods.
However, there were major spatial variations in performance with particularly large errors along
the dry Peruvian coast that were attributed to the low-frequency sampling of TPR.
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A second part of this research focused on developing spatially explicit representation of rainfall
patterns at the sub-grid scale of satellite precipitation products (SPPs) by means of spatial
disaggregation. The spatial scaling behaviour of key precipitation variables was assessed using
CHIRPS and a gauge-based gridded precipitation product (DK) over a case study in central
Colombia. Spatial scaling behaviour differed between precipitation variables: while occurrence
frequency was found to be dominated by regional controls, storm areas were most predominantly
controlled by seasonality (ITCZ migration). Based on the scaling behaviour a disaggregation
model was developed to obtain probabilistic precipitation estimates from TMPA at the 1 km
scale. Proxies derived from the TPR and TMPA are used to generate realizations of the location,
storm footprint and rainfall intensity distribution within a TMPA grid cell. Seasonal modelling
of the fractional area coverage during the dry season combined with an intensity model based on
the Dirichlet distribution was found to outperform other disaggregation model structures in a
comparative evaluation. The disaggregated ensemble was found to yield more accurate estimates
of gauge observations as well as a lower uncertainty than gauge-based rainfall fields obtained
by conditional simulations. The model is generic in design and applicable to any gridded
precipitation product with the probabilistic nature providing an estimate of the uncertainty
associated with the disaggregation. It can therefore be applied to different SPPs and used for
applications in ungauged locations, such as distributed hydrological modelling.
10.2. Further Work
The scope for future work to improve satellite-based precipitation estimates can be categorised
in four key areas as illustrated in fig. 10.1. Future improvements of satellite-based precipitation
estimates for tropical mountain regions will primarily depend on the accuracy and sampling
frequency of current and future active radar and passive microwave sensors in measuring rainfall
and on merging algorithms to adequately cross-calibrate the different sensor types. With the
TRMM satellite now defunct, the Global Precipitation Measurement (GPM) program has begun
to address this, delivering precipitation estimates at even higher spatial (0.1°) and temporal (30-
min) resolutions since March 2014. GPM addresses a number of critical limitations of TRMM.
The TPR detection limit of 17 dBZ (0.7 mm hr-1) and the resulting large fraction of missed
rainfall was addressed using a dual-frequency radar (DPR). The TPR Ku-band frequency of 14
GHz is supplemented by a Ka-band frequency at 35 GHz for measuring solid phase precipitation
and light rainfall to a resolution of 0.2 mm hr-1. The GPM Microwave Imager (GMI) consists of
more frequency channels than the TMI, especially at the higher end of the frequency spectrum.
An ever increasing number of passive microwave sensors within the GPM constellation allow
for more frequent sampling and cross-calibration of sensors, thus increasing the spatial and
temporal resolution of gridded precipitation products, such as in the GPM-IMERG product
(0.1°, 30-min).
With plans to generate a unified precipitation product based on IMERG over the entire
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Figure 10.1.: Schematic illustrating a conceptual view of the process chain of satellite-based
precipitation with focus on the future tasks at each stage. E/C/M stands for
evaluation, calibration and merging (of satellite precipitation estimates against
rain gauges).
TRMM era to present day (1998 – 2017), an ever increasing focus needs to be placed on in-
tegrated error frameworks. These need to fulfil three parallel objectives: 1.) to further our
understanding of were errors arise and identify these as such, 2.) to provide more accurate quan-
tifications of individual error source, and 3.) to augment our ability to trace the propagation
of errors through sensor cross-calibration, satellite-gauge merging and hydrological modelling
applications based on satellite precipitation data, especially in poorly gauged or ungauged envi-
ronments with highly variable precipitation patterns such as the tropical Andes. An initial step
towards improved accounting of SPP errors has been achieved by the Precipitation Uncertainties
for Satellite Hydrology (PUSH) framework (Maggioni et al., 2014), which enables time-varying
global estimation of satellite errors at a daily reslution. PUSH estimates the probability dis-
tribution of reference precipitation given the satellite observation, allowing for computation of
the error between the two. Each combination of rain and no-rain cases (detection: correct zero,
false alarm, missed rain and hit) is explicitly modelled using a specific model to create a uni-
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fied approach that combines all four cases (Maggioni et al., 2014). However, such frameworks
continue to be focused in their development to regions with a high coverage of ground-based
reference data (gauges or ground-based radar). This represents a major limitation with respect
to their application in tropical mountain regions that are typically characterised by high spatio-
temporal variability of precipitation in combination with poor gauge density. As demonstrated
in this study, the performance of a high accuracy sensor such as the TPR varies in space and is
sensitive to the local climate and rainfall patterns.
Further to quantifying errors of SPPs, the attribution of the error to different contributing
sources is critical to understand the cause of errors and mitigate these. The satellite-gauge
error variance is a popular and useful approach, but assumes (log-) normally distributed errors.
However, Gebremichael and Krajewski (2005) demonstrated that this assumption is inadequate
given that precipitation errors are not necessarily symmetrically distributed around zero, even
on the log scale, with the gamma distribution having been proposed as an alternative for
precipitation rate errors (i.e. hits, Sapiano et al., 2006; Maggioni et al., 2014).
Within the context of further research on satellite errors specific to the tropical Andes, future
work should focus on assessing satellite (e.g. TPR) errors at high spatial resolution over smaller
spatial extents that are characterised by a homogeneous rainfall regime and a better ground-
based reference data availability (i.e. gauge network or rainfall radar). This will allow for
deriving a gridded ground-based reference dataset at the satellite native resolution to function
as an intermediate between areal mean satellite estimates and point-scale gauge observations.
Thus, the satellite retrieval error can be better distinguished from the point-area difference.
Secondly, the present study focused only on the number of detection errors as opposed to the
rainfall volumes associated with false alarm and missed rainfall. Such inference can then be
used for developing statistical models to estimate TPR errors at ungauged locations as a func-
tion of available geophysical data and long-term precipitation variables deduced from the TPR.
Gebregiorgis and Hossain (2014, 2015) demonstrated that the error variance is strongly corre-
lated with the rainfall intensity and the inclusion of geophysical and climatological parameters
(Ko¨ppen climate, topography, diurnal cycle and seasonality) can further aid the estimation of
the satellite error variance in ungauged locations. Initial attempts to fit such models for the
TPR over the tropical Andes have not been successful, in part because the low rain gauge
density did not allow for developing robust relationships between the error standard deviation
and explanatory variables as well as the uncertainty in the satellite error estimates themselves
that resulted from the spatial misfit between the TPR and point-scale gauges. Gebregiorgis
and Hossain (2014) further warned that the type of error component present in the satellite
error variance can impact our ability to estimate the latter at ungauged locations. In particular,
missed rainfall will incorrectly result in estimates of zero error variance. In the tropical Andes,
missed rainfall constitutes a major limitation for TPR estimates, especially at high altitudes,
where light rainfall represents a major fraction of the annual rainfall total.
Irrespective of improvements in the quantification of errors, the improvement of rainfall esti-
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mates in the tropical Andes by means of combining SPPs with external data sources remains a
major research focus. Wanders et al. (2015) demonstrated that satellite precipitation estimates
can be improved in accuracy and reduced uncertainty by consideration of remote sensing esti-
mates of land surface temperature and soil moisture. New environmental satellite missions, such
as the Soil Moisture Active Passive (SMAP) satellite that generates direct estimates of topsoil
moisture on a daily basis since 2015, can be incorporated into such approaches. Nonetheless,
calibration and merging of SPPs using gauge observations will remain an important aspect.
Increasing gauge density is of primary importance, but is cost intensive and will only yield
long-term improvements. Given the low gauge density across the tropical Andes in the short to
medium term, satellite-gauge merging techniques that provide an accurate estimate of the gauge
rainfall interpolation uncertainty, such as the kriging estimation standard deviation, will remain
important tools. However, aside form the assumption of Gaussian distributed residuals, kriging
assumptions of dependency and first order stationarity are major limitations to geostatistical
methods (Moazami et al., 2014). Attempts to convert the kriging estimation variance into
a true uncertainty estimate include conditional cumulative probability distributions (A´lvarez-
Villa et al., 2011) and the denormalization of the kriging variance (Delrieu et al., 2014), while
copulas provide estimates of the full conditional distribution and as such can be considered as
an alternative tool to geostatistics for satellite-gauge merging altogether (Ba´rdossy and Pegram,
2013; Moazami et al., 2014).
Furthermore, given the limitations of kriging rainfall at short-time scale due to the intermit-
tency and high spatial variability of the rainfall, alternatives to kriging rainfall intensities at
individual tme-steps should be considered. For instance, different parameters of the precipi-
tation statistical distribution, e.g. occurrence frequency, mean intensity or the Gamma shape
parameter (α) can be interpolated using kriging and incorporating satellite (TPR) estimates
as co-variables (KED). Accurate high-resolution estimates of statistical distribution parameters
can be used in two ways. Firstly, they can be used for a deterministic combination of time-step
specific gauge and satellite rainfall observations. Gauge observations at a certain time-step are
transformed from rainfall intensities to their corresponding quantiles, which are subsequently in-
terpolated using ordinary kriging and then back-transformed at the interpolated location based
on the intensity distribution at that location (Lebrenz, 2013). Quantiles are thought to have a
less skewed distribution, thus better fulfilling the kriging normality assumption. Satellite esti-
mates for the same location are transformed using a quantile-quantile matching, the two rainfall
fields can afterwards be combined by means of weighted averaging or a Bayesian approach (e.g.
Nerini et al., 2015). A second option is to generate random precipitation fields based on the
distributions and information on the spatial covariance structure, these could be combined with
disaggregated SPP fields by means of error-based or Bayesian merging techniques (Grimes et al.,
1999; Verdin et al., 2015). In both cases, the approaches require evaluation, particularly at short
temporal scales with high spatial rainfall intermittency.
While SPP disaggregation may eventually become unnecessary due to the ever-increasing
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resolution of SPPs resulting from an increased number of precipitation sensing satellites, it
continues to fulfil important roles in the short to medium term. Aside from allowing for a
more direct comparison between SPP estimates and gauge observations, probabilistic disaggre-
gation as presented here provides an alternative estimate of the uncertainty associated with
bridging the scale gap between SPPs and gauges. As such, it can be considered as an alterna-
tive to the point-area difference and the kriging estimation variance, especially in very poorly
gauged catchments. Limitations and potential future improvements on the current disaggrega-
tion model are discussed in detail in section 9.7. At this stage, most critical is validation of the
disaggregation approach using high-resolution spatially distributed precipitation observations.
This would allow for evaluating whether the approach yields realistic precipitation fields. Fur-
thermore, currently individual SPP fields are disaggregated independently and spatial rainfall
patterns are only considered through simple interpolation of the neighbouring SPP grid cells at
the coarse-scale. This requires improvement to ensure the approach yields realistic precipitation
fields in accordance with the spatial covariance structure. Here, integrating geostatistics into
the disaggregation model either as a post-processing step or by replacing/ supplementing the
current spatial rainfall allocation.
Beyond applications in satellite-gauge evaluation and merging, SPP disaggregation may be
considered suitable for assissting the use of SPPs to drive hydrological modelling. Distributed
hydrological models have been shown to be sensitive to the spatial resolution of SPPs (Zubieta
et al., 2015; Vergara et al., 2014; Nikolopoulos et al., 2013) and benefit from spatially variable
rainfall estimates (Tarnavsky et al., 2013; Tramblay et al., 2011). Errors in rainfall intensity and
spatial structure as a result of spatial resolution have been demonstrated to result in amplified
bias in streamflow simulations, intensifying with increasing streamflow magnitudes (Vergara
et al., 2014). Analysis for tropical Andean catchments has confirmed the poor estimation of
streamflow observations for spatial scales below 100,000 km2 (Zubieta et al., 2015). While no
thorough evaluation of SPP disaggregation benefits has been performed in the region, initial
exploration of the impact of TMPA disaggregation on the simulation of surface runoff gener-
ation in the Maran˜on River catchment (eastern Peru) using the Joint UK Land Environment
Simulator (JULES) is illustrated below (fig. 10.2), showing that the rainfall disaggregation re-
sults in a far more complex spatial pattern of runoff generation than suggested by the original
TMPA-driven simulation. Future work should evaluate whether insight gained from SPP dis-
aggregation can be used to inform convective rainfall area reduction schemes in land surface
models. For example, JULES uses a model that reduces the rainfall area to 13 if a pre-defined
temperature threshold is surpassed and adjusts the rainfall intensity accordingly (Best et al.,
2011). This process is agnostic to geographic location and, arguably, over-simplifies the trigger
for convective rainfall. SPP disaggregation can be used to obtain more accurate, spatially vari-
able area reduction factors. Improvement of the convective scheme in JULES would; however,
first require an approach to isolate convective rainfall events in SPPs, such as incorporation of
antecedent meterological information into the disaggregation routine (Fang et al., 2013).
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Figure 10.2.: Average annual (top), wet (middle) and dry season (bottom) surface runoff to pre-
cipitation fraction (mm day) for TMPA (model R1.P1), disaggregation of rainfall
intensities only (model R2.P2) and a full disaggregation model with fractional area
and rainfall intensity simulation (model R3.P3) as derived from simulations using
the JULES land surface simulation model for the upper Maranon river catchment
in eastern Peru. The hydrological simulations are part of the MSc thesis Compar-
ative Rainfall Disaggregation Model Study using the Joint UK Land Environment
Simulator (JULES) over the Peruvian Tropical Andes by Sacha Meyers at Imperial
College (2015) and do not consitute work of the present PhD Thesis; however, the
disaggregated rainfall fields used for the hydrological simulation were generated
by Bastian Manz using minor variations of the disaggregation algorithm presented
above and are therefore considered applicable in qualitative terms.
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A. Appendix: Gauge Dataset (Chapter 5
and 6) Summary, Coverage and Quality
Control
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Table A.1.: Gauge Dataet (Chapter 5 and 6) Summary, Coverage and Quality Control. Years stands for the available record length in years, Cov.
represents the coverage in %, Coloc. shows whether or not there is a co-located daily rainfall gauge, Res. (min.) is the temporal resolution
in minutes, Q.C. shows potential quality control flags.
Station Lat. Lon. Region Elev. Start End Years N Cov.
(%)
Coloc. Res.
(Min)
Q.C.
ALCALDIA
DE HERRAN
7.51 -72.49 Colombian Andes
(East)
2040 25/09/2006 30/04/2014 7.59 399333 48 NO 10 -
Antenas -0.16 -78.52 Ecuadorian An-
des
3760 01/01/2008 01/01/2012 4 210284 100 NO 1 -
ARGELIA
ANTIOQUIA
5.72 -75.13 Colombian Andes
(West/Central)
1669 14/09/2007 24/02/2014 6.45 339050 88 NO 10 -
ARMENIA 4.54 -75.68 Colombian Andes
(West/Central)
1458 19/05/2005 27/04/2014 8.94 470114 89 NO 10 -
Atacazo -0.31 -78.6 Ecuadorian An-
des
3865 01/01/2001 01/01/2012 11 578375 73 NO 1 -
BASE
AEREA
MFS
3.46 -76.5 Caribbean 954 23/11/2006 05/05/2014 7.44 391478 85 NO 10 -
BATALLON
ROOKE
4.44 -75.25 Caribbean 1200 09/12/2006 27/04/2014 7.38 388153 79 NO 10 -
BERLIN 7.19 -72.87 Colombian Andes
(East)
3316 25/07/2005 27/04/2014 8.76 460454 54 NO 10 -
BOCAT
EAAB
4.66 -73.83 Colombian Andes
(East)
3077 30/12/2008 19/11/2013 4.89 256949 89 NO 10 Removed
(Geolcation
Error)
BOLOMBOLO 5.97 -75.84 Caribbean 604 29/11/2006 27/04/2014 7.41 389626 76 NO 10 -
BORAUDO 5.51 -76.57 - 40 31/03/2006 23/07/2013 7.31 384583 70 YES 10 -
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BOSQUE IN-
TERVENIDO
4.66 -73.85 Colombian Andes
(East)
2920 28/04/2009 25/04/2014 4.99 262527 67 NO 10 -
BOTANA 1.16 -77.28 Colombian Andes
(West/Central)
2846 10/05/2005 28/12/2013 8.64 454089 82 YES 10 -
CAJAMARCA 4.44 -75.5 Colombian Andes
(West/Central)
2507 01/12/2006 20/04/2014 7.38 388273 87 NO 10 -
CALARCA 4.53 -75.65 Colombian Andes
(West/Central)
1500 15/05/2005 27/04/2014 8.95 470740 77 NO 10 -
Calderon -0.07 -78.43 Ecuadorian An-
des
2765 01/01/2006 01/01/2012 6 315404 100 NO 1 -
CANAR -2.55 -78.95 Ecuadorian An-
des
3084 24/08/2010 16/06/2014 3.81 200366 90 NO 1 -
CANTERAS 6.28 -74.68 Caribbean 127 05/06/2007 27/04/2014 6.89 362545 81 NO 10 -
CAPURGANA 8.59 -77.32 Caribbean 2 12/04/2007 27/04/2014 7.04 370357 61 NO 10 -
CERROMATOSO7.93 -75.55 Caribbean 62 06/07/2005 26/07/2012 7.05 370944 70 NO 10 -
CERROS
NOROCCI-
DENTALES
4.47 -75.23 Colombian Andes
(West/Central)
1936 25/10/2005 24/04/2014 8.49 446616 77 NO 10 -
CHINAVITA 5.16 -73.35 Colombian Andes
(East)
1900 13/02/2005 28/04/2014 9.2 483824 81 YES 10 -
CIUDAD BO-
LIVAR
4.58 -74.18 Colombian Andes
(East)
2687 20/10/2004 20/04/2014 9.5 499451 90 NO 10 -
Cumbaya -0.21 -78.43 Ecuadorian An-
des
2360 01/01/2003 01/01/2012 9 473272 56 NO 1 -
CUYUJA -0.42 -78.03 Ecuadorian An-
des
2413 12/08/2010 28/09/2014 4.13 217002 68 NO 1 Removed
(Faulty
Data)
El Cinto -0.24 -78.57 Ecuadorian An-
des
3200 01/01/2005 01/01/2012 7 367964 100 NO 1 -
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El Tigo -0.29 -78.44 Ecuadorian An-
des
2440 01/01/2008 01/01/2012 4 210284 100 NO 1 -
El Troje -0.33 -78.52 Ecuadorian An-
des
3145 01/01/2003 01/01/2012 9 473250 78 NO 1 -
EL DIA-
MANTE
5.82 -71.42 Amazon 160 14/10/2005 27/04/2014 8.53 448794 50 NO 10 -
EL PARAISO 1.08 -77.64 Colombian Andes
(West/Central)
3120 23/11/2005 29/04/2014 8.43 443179 74 NO 10 -
EL PEPINO 1.08 -76.67 Amazon 760 26/10/2005 29/04/2014 8.5 447235 49 YES 10 -
EL RETEN 4.75 -75.6 Colombian Andes
(West/Central)
1753 14/12/2006 20/01/2014 7.1 373412 90 NO 10 -
EL TABLAZO 2.47 -76.58 Colombian Andes
(West/Central)
1822 25/11/2006 20/04/2014 7.4 389156 87 NO 10 -
EMAS 5.09 -75.51 Colombian Andes
(West/Central)
2207 25/05/2005 28/04/2014 8.92 469221 83 NO 10 -
EMOV EP
CUENCA
-2.9 -79 Ecuadorian An-
des
2515 09/10/2013 16/01/2015 1.27 66701 69 NO 1 Removed
(Too Short)
ESC NAVAL
CIOH
10.39 -75.53 Caribbean 1 30/10/2009 20/04/2014 4.47 235115 96 NO 10 -
FEDEARROZ 10.46 -73.25 Caribbean 184 06/08/2005 24/04/2014 8.71 458186 93 NO 10 -
GUALAQUIZA -3.4 -78.58 Amazon 750 04/11/2010 07/01/2015 4.17 219527 60 NO 1 Removed
(Faulty
Data)
GUAYAQUIL
U. ESTATAL
-2.18 -79.9 Pacific 6 15/06/2009 16/01/2015 5.59 293860 78 NO 1 -
HDA
MANILA
3.13 -75.08 Caribbean 600 29/06/2005 01/05/2014 8.84 464805 45 YES 10 -
HUATICOCHA -0.75 -77.48 Amazon 632 02/09/2010 03/11/2014 4.17 219230 80 NO 1 -
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INAQUITO -0.17 -78.49 Ecuadorian An-
des
2789.12 01/01/2000 11/01/2015 15.03 790484 26 NO 1 -
INCODER 8.75 -75.9 Caribbean 37 19/05/2005 25/04/2014 8.93 469803 81 YES 10 -
INZA 2.55 -76.06 Colombian Andes
(West/Central)
1800 11/01/2000 25/04/2014 14.29 751316 50 NO 10 -
IZOBAMBA -0.37 -78.56 Ecuadorian An-
des
3085 21/07/2010 16/01/2015 4.49 236101 92 NO 1 -
LA TOLA -0.23 -78.37 Ecuadorian An-
des
2503 27/07/2010 28/05/2014 3.84 201756 83 NO 1 -
LA CABANA 8.2 -73.32 Caribbean 1220 25/09/2006 01/05/2014 7.6 399470 84 NO 10 -
LA CO-
QUERA
7.96 -75.19 Caribbean 53 01/12/2006 24/04/2014 7.39 388760 87 NO 10 -
LA DIANA 3.31 -76.19 Colombian Andes
(West/Central)
1626 14/06/2005 29/04/2014 8.87 466545 87 NO 10 -
LA MORA 3.73 -74.83 Caribbean 1425 28/05/2005 13/10/2013 8.38 440514 86 YES 10 -
LA PLATA 2.76 -75.08 Colombian Andes
(East)
2101 30/06/2005 01/05/2014 8.83 464592 57 NO 10 -
LA PRIMAV-
ERA
2.02 -76.11 Colombian Andes
(West/Central)
1919 30/06/2005 18/12/2013 8.47 445284 62 YES 10 -
LA SIERRA 2.19 -76.79 Colombian Andes
(West/Central)
1946 13/09/2005 12/12/2012 7.25 381071 62 NO 10 -
LAGUNA CA-
JIBIO
2.63 -76.78 Colombian Andes
(West/Central)
1850 15/12/2006 04/04/2011 4.3 226018 79 YES 10 -
LOJA LA
ARGELIA
-4.04 -79.2 Ecuadorian An-
des
2174 04/11/2010 29/05/2013 2.57 134862 59 NO 1 Removed
(Too Short)
LORICA ITA 9.25 -75.84 Caribbean 30 10/05/2005 03/09/2010 5.32 279666 85 YES 10 -
MACEO 6.57 -74.8 Caribbean 980 12/04/2006 28/09/2013 7.46 392342 85 NO 10 -
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MACHALA
GRANJA STA
INES
-3.29 -79.92 Pacific 29 09/06/2010 03/11/2014 4.4 231458 85 NO 1 -
MARSELLA 4.93 -75.74 Colombian Andes
(West/Central)
1649 14/05/2005 20/04/2014 8.93 469785 74 NO 10 -
METROMEDELLIN6.33 -75.55 Colombian Andes
(West/Central)
1450 14/06/2005 14/04/2014 8.83 464468 63 NO 10 -
MILAGRO
(INGENIO
VALDEZ)
-2.12 -79.6 Pacific 23 15/06/2009 12/06/2014 4.99 262461 78 NO 1 -
MONTERIA 8.75 -75.89 Caribbean 15 10/07/2007 02/05/2014 6.81 358112 95 YES 10 -
MURILLO 4.87 -75.17 Colombian Andes
(West/Central)
2960 27/10/2005 05/05/2014 8.52 447909 77 YES 10 -
NARUPA -0.73 -77.78 Amazon 1209 01/09/2010 16/01/2015 4.38 230040 76 NO 1 -
OLMEDO -1.4 -80.21 Pacific 67 13/05/2010 16/01/2015 4.68 246048 56 NO 1 Removed
(Faulty
Data)
PAJARITO 6.29 -75.61 Colombian Andes
(West/Central)
1956 11/06/2005 22/04/2014 8.86 465977 90 NO 10 -
PALMALES -3.66 -80.1 Pacific 77 10/10/2013 15/11/2014 1.1 57554 90 NO 1 Removed
(Too Short)
PIEDRAS DE
COBRE
3.91 -75.1 Caribbean 316 12/02/2005 05/05/2014 9.22 484939 91 NO 10 -
PMO AL-
MORZADERO
6.95 -72.7 Colombian Andes
(East)
3600 19/04/2005 05/05/2014 9.04 475415 82 NO 10 -
PMO GUER-
RERO
5.09 -74.02 Colombian Andes
(East)
3257 11/02/2005 20/04/2014 9.19 483063 81 NO 10 -
PNN
CHINGAZA
4.66 -73.83 Colombian Andes
(East)
3077 16/11/2007 30/04/2014 6.45 339198 84 NO 10 -
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PNN QUIM-
BAYA
4.73 -75.58 Colombian Andes
(West/Central)
1881 15/05/2005 20/04/2014 8.93 469548 57 NO 10 -
PORTOVIEJO
UTM
-1.04 -80.46 Pacific 59 13/05/2010 28/09/2014 4.38 230089 72 NO 1 -
PROVIDENCIA 4.37 -75.3 Colombian Andes
(West/Central)
2140 31/07/2006 24/10/2013 7.23 380376 69 NO 10 Removed
(Faulty
Data)
PTE CAPIRA 7.54 -72.77 Colombian Andes
(East)
1320 12/06/2010 06/05/2014 3.9 204873 80 YES 10 -
PTE SAN-
TANDER
2.94 -75.31 Caribbean 431 28/04/2009 06/05/2014 5.02 264015 78 NO 10 -
PTO
ARAUJO
6.53 -74.09 Caribbean 92 23/04/2009 24/04/2014 5 262898 85 NO 10 -
PTO BERRIO 6.48 -74.4 Caribbean 111 19/04/2005 24/04/2014 9.01 473839 82 NO 10 -
PUYO -1.51 -77.94 Amazon 960 22/05/2013 16/01/2015 1.65 86865 91 NO 1 Removed
(Too Short)
QUEROCHACA -1.37 -78.61 Ecuadorian An-
des
2892 12/07/2011 04/06/2014 2.9 152256 95 NO 1 Removed
(Too Short)
Rumipamba
Bodegas
-0.18 -78.52 Ecuadorian An-
des
3200 01/01/2006 01/01/2012 6 315404 100 NO 1 -
RUMIPAMBA
SALCEDO
-1.02 -78.59 Ecuadorian An-
des
2680 01/01/2000 03/06/2014 14.42 758480 20 NO 1 Removed
(Faulty
Data)
SAN JUAN
NECHI
7.47 -74.92 Caribbean 180 30/06/2006 24/04/2014 7.81 410925 78 NO 10 -
SAN PABLO
DE BORBUR
5.65 -74.07 Caribbean 742 19/04/2005 01/02/2014 8.79 462225 66 YES 10 -
SANTA IS-
ABEL
-3.25 -79.28 Pacific 1467 24/08/2010 19/12/2014 4.32 227088 84 NO 1 -
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STA ROSITA 5.11 -73.75 Colombian Andes
(East)
2750 08/02/2005 20/04/2014 9.19 483435 98 YES 10 -
TENA HDA
CHAUPISHUNGO
-0.92 -77.82 Amazon 553 20/05/2010 17/06/2014 4.08 214339 77 NO 1 -
Toctiuco -0.2 -78.52 Ecuadorian An-
des
3225 01/01/2003 01/01/2012 9 473239 89 NO 1 -
U DE CUNDI-
NAMARCA
4.3 -74.81 Caribbean 309 15/02/2005 20/04/2014 9.17 482456 89 YES 10 -
VINCES -1.56 -79.77 Pacific 14 15/06/2009 16/01/2015 5.59 293888 52 NO 1 Removed
(Faulty
Data)
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B. Appendix: Kriging Semi-Variograms for
Chapter 7
This appendix relates to the mean monthly satellite-gauge merging in chapter 7, providing semi-
variograms (fig. B.1 to fig. B.4) for ordinary kriging (OK), kriging with external drift using TPR
as a covariable (KED) as well as using both TPR and NDVI as a covariable (KED TN) and
for ordinary kriging of satellite-gauge residuals (ROK). An alternative version of fig. 7.3 is also
presented, showing the different S-G maps as a persentage residuals relative to OK fig. B.5.
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Figure B.1.: Monthly empirical and fitted semi-variograms for the ordinary kriging method
(OK).
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Figure B.2.: Monthly empirical and fitted semi-variograms for the kriging with external drift
method using only TPR as a secondary variable (KED).
240
Figure B.3.: Monthly empirical and fitted semi-variograms for the kriging with external drift
method using TPR and NDVI as secondary variables (KED TN).
241
Figure B.4.: Monthly empirical and fitted semi-variograms for the residual ordinary kriging
method based on TPR and gauge residuals (ROK).
242
Figure B.5.: Same as fig. 7.3 showing merged monthly precipitation fields (climatological aver-
age) for KED, KED TN, ROK, RIDW, LM and TPR but as percentage residuals
relative to the OK estimate for the respective month as opposed to absolute rainfall
totals (in mm).
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C. Appendix: List of Acronyms
ACC . . . . . . . . . . . Accuracy Index
AMSR . . . . . . . . . Advanced Microwave Scanning Radiometer
AMSU . . . . . . . . . Advanced Microwave Sounding Unit
BC.TMPA . . . . Bias Corrected TMPA
BLN . . . . . . . . . . . Bilinear Interpolation
BLUP . . . . . . . . . Best Linear Unbiased Prediction
CCD . . . . . . . . . . . Cold Cloud Duration
CCDF . . . . . . . . . Conditional Cumulative Distribution Function
CCK . . . . . . . . . . . Conditional Co-Kriging
CHIRP . . . . . . . . Climate Hazards Group InfraRed Precipitation
CHIRPS . . . . . . Climate Hazards Group InfraRed Precipitation with Stations
CHOCO . . . . . . . La Corriente de Chorro Superficial del Oeste (Low-Level Westerly Jet in
Colombia)
CHPclim . . . . . . Climate Hazards Group’s Precipitation Climatology
CMAP . . . . . . . . Climate Prediction Centre (CPC) Merged Analysis of Precipitation
CMORPH . . . . Climate Prediction Centre (CPC) Morphing techniue
CONUS . . . . . . . Contiguous USA
CPC . . . . . . . . . . . Climate Prediction Centre
DEM . . . . . . . . . . Digital Elevation Model
DK . . . . . . . . . . . . Double Kriging
ENSO . . . . . . . . . El Nino Southern Oscillation
ETS . . . . . . . . . . . Equitable Threat Score
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EVI . . . . . . . . . . . . Enhanced Vegetation Index
FAR . . . . . . . . . . . False Alarm Ratio
FBI . . . . . . . . . . . . Frequency Bias Index
FOV . . . . . . . . . . . Field of View
FRC . . . . . . . . . . . Fractional Rainfall Coverage
G.AVG . . . . . . . . Spatial Gauge Average
GEO . . . . . . . . . . . Geostationary Satellite
GOES . . . . . . . . . Geostationary Operational Envrionmental Satellite System
GPCP . . . . . . . . . Global Precipitation Climatology Project
GPM . . . . . . . . . . Global Precipitation Measurement Mission
GPROF . . . . . . . Goddard Profiling Algorithm
GSMaP . . . . . . . Global Satellite Mapping of Precipitation
HSS . . . . . . . . . . . . Heidke Skill Score
IDW . . . . . . . . . . . Inverse Distance Weighting
IDWT . . . . . . . . . Inverse Distance Weighting with Subsequent Rainfall Threshold
IMERG . . . . . . . Integrated Multi-SatellitE Retrievals for GPM
IR . . . . . . . . . . . . . . Infrared Rainfall Sensor
ITCZ . . . . . . . . . . Inter-Tropical Convergence Zone
KED . . . . . . . . . . . Kriging with External Drift
KED TN . . . . . . Kriging with External Drift using TPR and NDVI
LEO . . . . . . . . . . . Low Earth Orbit Satellite
LOOCV . . . . . . . Leave One Out Cross-Validation
MAERG . . . . . . Mean Absolute Error Relative to Gauge Quantile
MCS . . . . . . . . . . . Meso-Scale Convective System
MERG . . . . . . . . Mean Error Relative to Gauge Quantile
NDVI . . . . . . . . . . Normalised Difference Vegetation Index
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NNB . . . . . . . . . . . Nearest Neighbour Interpolation
NOAA . . . . . . . . . National Oceanic and Atmospheric Administration (USA)
NOAA CDC . . NOAA Climate Diagnostics Centre
NRT . . . . . . . . . . . Near Real Time
NUBF . . . . . . . . . Non-uniform Beam Filling
OK . . . . . . . . . . . . Ordinary Kriging
OLS . . . . . . . . . . . Ordinary Least Squares
PDO . . . . . . . . . . . Pacific Decadal Oscillation
PERSIANN . . Precipitation Estimation from Remotely Sensed Information using Artificial
Neural Networks
PMW . . . . . . . . . Passive Microwave Sensor
POD . . . . . . . . . . . Probability of Detection
PR . . . . . . . . . . . . . Precipitation Radar
PRM . . . . . . . . . . Precise Re-mapping
RIDW . . . . . . . . . Residual Inverse Distance Weighting
ROK . . . . . . . . . . . Residual Ordinary Kriging
RTH . . . . . . . . . . . Rain Top Height
SACZ . . . . . . . . . . South Atlantic Convergence Zone
SALLJ . . . . . . . . . South American Low-Level Jet
SPP . . . . . . . . . . . Satellite Precipitation Product
SRR . . . . . . . . . . . Surface Rain Rate Ratio
SSMI . . . . . . . . . . Special Sensor Microwave Imager
TAMSAT . . . . . Tropical Applications ofMeteorology using SATellite data and ground-based
observations
TCI . . . . . . . . . . . . TRMM Combined Instrument
TMI . . . . . . . . . . . TRMM Microwave Imager
TMPA . . . . . . . . . TRMM Multi-Satellite Precipitation Analysis
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TPR . . . . . . . . . . . TRMM Precipitation Radar
TRMM . . . . . . . . Tropical Rainfall Measurement Mission
TRMM 2A25 . TRMM Product Level 2A Precipitation Radar (PR) Rainfall Rate and Pro-
file
TRMM 2B31 . TRMM Product Level 2B Combined (PR, TMI) Rainfall Profile
TRMM 3B42 . TMPA
TRMM 3B42RTReal-time TMPA
VGZ . . . . . . . . . . . Vertical Reflectivity (Z) Gradient
Z-R . . . . . . . . . . . . Radar Reflectivity - Rainfall Relationship
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