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RIGIDITY PROPERTIES OF FULL GROUPS OF PSEUDOGROUPS OVER
THE CANTOR SET
NICOLÁS MATTE BON
Abstract. We show that the (topological) full group of a minimal pseudogroup over the
Cantor set satisfies various rigidity phenomena of topological dynamical and combinatorial
nature. Our main result applies to its possible homomorphisms into other groups of home-
omorphisms, and implies that arbitrary homomorphisms between the full groups of a vast
class of pseudogroups must extend to continuous morphisms between pseudogroups (in par-
ticular giving rise to equivariant maps at the level of spaces). As applications, we obtain
explicit obstructions to the existence of embeddings between full groups in terms of invari-
ants of the underlying pseudogroups (the geometry of their orbital graphs, the complexity
function, dynamical homology), and provide a complete descriptions of all homomorphisms
within various families of groups including the Higman-Thompson groups (more generally
full groups of one sided shifts of finite type), full groups of minimal Z-actions on the Cantor
set, and a class of groups of interval exchanges.
We next consider a combinatorial rigidity property of groups, which formalises the inability
of a group to act on any set with Schreier graphs growing uniformly subexponentially, or more
generally not faster than a given function f(n). For the exponential function this is a well-
known consequence of property (T ). We use full groups to provide a source of examples of
groups which satisfy this property but satisfy a strong negation of property (T ).
A key tool used in the proofs is the study of the dynamics of the conjugation action of
groups on their space of subgroups, endowed with the Chabauty topology. In particular we
classify the confined and the uniformly recurrent subgroups of full groups.
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1. Introduction
1.1. Extending homomorphisms from groups to pseudogroups. The first purpose of
this paper is to introduce a new method to study homomorphisms between a class of countable
groups of dynamical origin, which goes beyond the classical reconstruction methods used to
study isomorphisms between “rich” groups of transformation. This method provides general
tools to prove non-embedding results between groups, including cases in which the subgroup
structure of the target can be difficult to study.
The natural framework to state our results is the theory of pseudogroups and the equivalent
language of étale groupoids. All definitions on pseudogroups and groupoids can be found with
full details in §4.1; we only sketch them in this introduction for the reader convenience.
Let X be a compact space. A pseudogroup of partial homeomorphisms of X is a collection
G˜ of homeomorphisms F : U → V between open subsets of X which is closed under taking
compositions, inverses, unions of families of arbitrary cardinality (which are compatible on
the intersections of their domains), and which contains the identity restricted to every open
subset of X (see §4.1 for a more detailed and more general definition).
Given a partial homeomorphism F : U → V of X and a point x ∈ U , the germ [F ]x is
defined as the equivalence class of the pair (F, x), where (F1, x1) and (F2, x2) are equivalent if
x1 = x2 and F1 and F2 coincide on a neighbourhood of x1. A groupoid of germs over X is
the set G of germs of some pseudogroup, and determines the pseudogroup uniquely (see §4.1.1
for preliminaries on groupoids). We will denote G˜ the pseudogroup associated to a groupoid
of germs G (so that G the groupoid of germs associated to a pseudogroup G˜).
Given a groupoid of germs G, the subset of the pseudogroup F(G) ⊂ G˜ consisting of elements
whose domain and range is the whole space X is a group, called the full group1 of G (or of
the pseudogroup G˜). This notion is particularly relevant when the space X is homeomorphic
to the Cantor set (for short a Cantor space), and our main results are mostly concerned with
this case. As an example, let G be a countable group acting on X by homeomorphisms. The
groupoid of germs of the action G := GGyX is the groupoid of all germs that are represented
by elements of G. Its full group will be denoted F(G,X) and consists of all homeomorphisms
of X that locally coincide with elements of G. An important class of group actions on the
Cantor set are subshifts, i.e. translation action G y X ⊂ AG on a closed invariant subset of
the shift over a finite alphabet. More sources of examples of groupoids over the Cantor set are
aperiodic tilings of Euclidean space, one-sided shifts of finite type, AF-groupoids associated
to Bratteli diagrams, foliations with a Cantor invariant transversal, etc.
The notion of full group was introduced by Dye [Dye59] in the context of orbit equivalence
of measure preserving group actions. In the topological dynamical setting it was first stud-
ied in detail by Giordano-Putnam-Skau [GPS99] (for Z-actions on the Cantor set) and Matui
[Mat06, Mat12]. More recently the theory of groupoids of germs and their full groups has
attracted considerable attention in group theory, leading to important results in the study of
amenability and growth of groups, see the papers [JM13, JNdlS16, Nek16a] and the surveys
[Cor14, Mat16b]. It also provides a unifying framework to study several families of groups,
including the Higman–Thompson groups and many of their generalisations, groups of interme-
diate growth, groups of interval exchanges, block-diagonal limits of finite alternating groups,
etc.
1This group is usually called the topological full group, to distinguish it from a larger full group acting
on X by preserving each G-orbit. In this paper we will only consider topological full groups, and thus omit
the word “topological”. Note that the orbit full group can be seen as the topological full group of a larger
pseudogroup, thus many of our results can also be applied to it.
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We will often restrict the attention to a relevant normal subgroup A(G)E F(G) introduced
by Nekrashevych [Nek15a], called the the alternating full group. The group A(G) can be
defined as the subgroup of F(G) generated by 3-cycles, i.e. elements of order 3 that act by
permuting cyclically 3 disjoint clopen sets, and as the identity elsewhere (se §5.1 for a more
detailed definition). It is shown in [Nek15a] that if G is minimal (i.e. all its orbits are dense)
then A(G) is simple, and if G is expansive (e.g. the groupoid of germs of a subshifts) then A(G)
is also finitely generated.
The phenomenon highlighted by the main result of this paper can be informally described
as follows.
Main phenomenon. In many “nice” situations, a homomorphism from the group A(G) to
another group of homeomorphism must extend to a continuous morphism of pseudogroups.
Precise statements will be given shortly. Let us first clarify the terminology.
Definition 1.1. Given pseudogroups G˜, H˜ over spaces X,Y , a continuous morphism is a
map ϕ : G˜ → H˜ which preserves compositions, inverses, unions of compatible families, sends
the identity over X to the identity over Y , and the empty homeomorphism (or zero) of G˜ to
the zero of H˜.
The word “continuous” does not refer to a topology on G˜, H˜, but to the fact that a continuous
morphism ϕ : G˜ → H˜ automatically comes with an associated continuous map q : Y → X,
called the spatial component of ϕ, which intertwines ϕ and the actions of G˜ and H˜. The
existence of this map follows from the definition by a simple “Stone duality” argument (see
§4.2 for details).
Given a continuous morphism ϕ : G˜ → H˜, its restriction to the full group F(G) ⊂ G˜, is a
group homomorphism taking values in F(H). Conversely given any groups of homeomorphisms
G,H of spaces X,Y , it is meaningful and natural to ask whether a group homomorphism
ρ : G → H extends to a continuous morphism G˜ → H˜ between pseudogroups that contain G
and H. As explained, the existence of such an extension implies the existence of a continuous
map q : Y → X which intertwines ρ and the actions. It is however a much more precise
conclusion: we shall show along the paper that it allows to use a rich pool of invariants
associated to groupoids (homology, geometry and growths of the leaves, dynamical invariants)
in order to study group homomorphisms and prove non-embedding results.
To place our main theorem into context, let us first state a consequence of it which is already
well-known.
Corollary 1.2 (Rubin–Matui’s Isomorphism Theorem; [Rub89] [Med11] [Mat15]). For i = 1, 2
let Gi be minimal groupoid of germs over a Cantor space Xi, and let Gi be a subgroup of
F(Gi) containing A(Gi). Then every group isomorphism ρ : G1 → G2 extends to a continuous
isomorphism of pseudogroups G˜1 → G˜2.
The conclusion of this result is usually stated as the existence of a homeomorphisms
q : X2 → X1 that realises the isomorphism ρ by conjugacy (in this special case, this is equiv-
alent to the extension to an isomorphisms G˜1 → G˜2). This result belongs to a broad family
of reconstructions results for isomorphisms between “large” groups of transformations. Its
origin can be traced back to Dye’s seminal work [Dye59] in the measure theoretical setting.
Dye’s method was imported by Giordano-Putnam-Skau [GPS99] to the setting of full groups
of Z-actions on the Cantor set, and extended to larger classes of pseudogroups by Medynets
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[Med11] and Matui, who proved the theorem above [Mat15, Th. 3.9]. More general recon-
struction results for isomorphisms between groups of homeomorphisms had meanwhile been
proven by Rubin [Rub89], and imply this result as a special case [Rub89, Th. 0.2].
It is considerably less understood whether any reasonable results for homomorphisms be-
tween groups of transformations, in the same spirit of this classical reconstruction theory, hold
true. A very general version of this problem is raised by Rubin in [Rub89, p. 7] (for groups of
homeomorphisms), and little results in this direction have been obtained since. In the setting
of full groups no such result was known so far, neither in the topological dynamical, nor in
the measure theoretical setting. In the special case of full groups of minimal Z-actions on the
Cantor set, this is asked in [Cor14, Question (2f)]. A complete understanding of all homo-
morphisms appears to be missing also in concrete special cases such as the Higman-Thompson
groups and their relatives. Here we introduce a new method that allows to state and prove
such results.
We need some more terminology to state our main extension theorem. Given r ≥ 1, we let
X [r] = Xr/∼ be the compact space obtained from the cartesian product Xr by identifying any
two r-tuples (x1, . . . , xr) and (y1, . . . , yr) if the sets {x1, . . . , xr} and {y1, . . . , yr} are equal.
Every F ∈ G˜ can be seen as a partial homeomorphisms of X [r], whose domain consists of
sets {x1, . . . , xr} contained in the domain of definition of F . The groupoid of germs over X [r]
consisting of germs of these transformations is called the rth symmetric power of G and is
denoted G[r]. The natural action of F(G) on X [r] realises it as a subgroup of F(G[r]). Thus we
can view the groups F(G) and A(G) as contained in the pseudogroup G˜[r] for every r ≥ 1.
The support of a group G ≤ Homeo(Y ) is the closure of the set of points of Y which are
moved by at least one element of G. The following is our main theorem in a slightly simplified
form (see Theorem 7.1).
Theorem 1.3 (Extension Theorem). Let G be a minimal groupoid of germs over a Cantor
space X, and H be a groupoid of germs over any compact space Y . Let ρ : A(G)→ F(H) be a
non-trivial homomorphism. Denote by Z ⊂ Y be the support of ρ(A(G)). One of the following
mutually exclusive cases holds.
(i) There exists y ∈ Z such that the corresponding germ map
A(G)→H, g 7→ [ρ(g)]y
is injective.
(ii) The set Z is clopen, and there exists r ≥ 1 such that ρ uniquely extends to a continuous
morphism of pseudogroups
ρ˜ : G˜[r] → H˜|Z.
(In particular there exists a continuous map q : Z → X [r] which intertwines ρ and the
actions.)
Remarks 1.4. Let us make some comments on the statement.
(a) The notation H|Z denotes the restriction of the groupoid H to Z, i.e. the set of germs
in H with source and target in Z.
(b) While it is easier to see that case (i) is an obstruction to the existence of an extension a
in (ii), the main content of the theorem is that it is the only obstruction.
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(c) Obviously the theorem can be applied to any action A(G)→ Homeo(Y ) of the group A(G)
on a compact space, by letting H be the groupoid of all germs of partial homeomorphisms
of Y . The relevance of considering smaller groupoids will be apparent shortly.
(d) If a homomorphism ρ is defined on some overgroup G of A(G) in F(G), the theorem can of
course still be used by considering the restriction ρ|A(G). In Theorem 7.1 we will provide
a more precise conclusion in this case.
(e) The natural embedding A(G) →֒ F(G[r]) does not extend to a continuous pseudogroup
morphism G˜ → G˜[r] as soon as r ≥ 2. (See Proposition 7.13, or just notice that there is
no “canonical choice” of a continuous map X [r] → X). This shows that it is necessary to
pass to a symmetric power G[r] for the theorem to be true.
(f) One example of homomorphism A(G)→ Homeo(Y ) which always falls in case (i) (an thus
does not extend to G˜[r]) is provided by the Bernoulli shift action of A(G) on Y = {0, 1}A(G).
Taking the diagonal action on Y = {0, 1}A(G)×X [r], we obtain an action that does admit
a continuous equivariant map to X [r], which however does not come from a continuous
morphism from G˜[r] (this action still falls in Case (i)).
As mentioned, the Extension Theorem recovers Rubin–Matui’s Isomorphism Theorem [Mat15]
(whose derivation is explained in Corollary 7.5). It is also formally a generalisation of another
property of the group A(G) that has already been mentioned:
Corollary 1.5 ( [Nek15a]). Under the same assumptions, the group A(G) is simple.
(Its derivation is explained in Example 7.3). In fact while the proof of the Extension
Theorem uses a quite different method from the previous proofs of reconstruction results for
isomorphisms, this method is explicitly based on a generalisation of the simplicity of A(G)
(explained in §1.5 below).
In addition, the Extension Theorem provides indeed a tool study arbitrary embeddings
between many well-studied classes of full groups. The reason is that a homomorphism can
never fall in case (i) provided the target groupoid H has a “sufficiently nice” geometry. In
particular we have the following result, whose statement uses Gromov’s notion of asymptotic
dimension [Gro93a] (recalled in §2.2).
Corollary 1.6 (Automatic Extension for targets with finite dimension; see Theorem 7.6).
Retain the same assumptions on G,H and assume further that they are “compactly generated”
and that every “leaf” of H has finite asymptotic dimension.
Then for every non-trivial homomorphism ρ : A(G) → F(H), the support Z of ρ(A(G)) is
a clopen subset of Y , and there exists r ≥ 1 such that ρ uniquely extends to a continuous
morphism ρ˜ : G˜[r] → H˜|Z.
Moreover, if every leaf of H has asymptotic dimension bounded above by d ∈ N, then the
same conclusion holds for some r ≤ d.
Let us explain the terminology. The definition of compactly generated groupoid is due to
Haefliger, and roughly means that there exists a suitable finite subset T ⊂ H˜ which generates
the groupoid H, in the sense that every germ of H coincides with the germ of a finite product
of elements of T (the precise definition can be found in §4.5). The leaf of the groupoid H
based at a point y ∈ Y is defined as the subset Hy ⊂ H consisting of germs of the form [F ]y
for F ∈ H˜ whose domain contains y. For compactly generated groupoids every leaf Hy can
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be endowed with a structure of Cayley graph, whose quasi-isometry is independent on the
choice of the generating set T , and thus has a well-defined asymptotic dimension (detailed
definitions can be found in §2.2 and §4.5).
Examples 1.7. Corollary 1.6 can be applied to homomorphisms between the full groups of
several pseudogroups studied in the literature:
(1) The groupoid of germs of actions of Z. The leaves of such groupoids have asymptotic
dimension 1. In particular the last sentence of Corollary 1.6 implies that homomorphisms
between full groups of minimal Z-actions must extend to continuous morphisms of pseu-
dogroups, without need to pass to a symmetric power G[r].
(2) More generally, the groupoid of germs of any (topologically) free action of a finitely gen-
erated group with finite asymptotic dimension. In this case the leaves of the groupoid
are quasi-isometric to the acting group, and thus have the same asymptotic dimension.
Thus Corollary 1.6 applies to homomorphisms between the full groups of topologically
free actions of: finitely generated abelian and nilpotent groups [BD06], discrete subgroups
of connected Lie groups [CG04, Ji04], hyperbolic groups [Gro93a, Roe05], relatively hy-
perbolic groups whose parabolic subgroups have finite dimension [Osi05], mapping class
groups [BBF15], cubulable groups [Wri12].
(3) Groupoids associated to one-sided shifts of finite type and to products of them (see §11).
Their full groups were studied studied by Matui in [Mat15, Mat16a], and include as a
special case the family of Higman-Thompson’s groups Vn,k over the Cantor set. The
leaves of the corresponding groupoids have dimension 1 (they are quasi-isometric to trees)
thus also in this case there is no need to pass to a symmetric power G[r].
(4) Groupoids associated to aperiodic tilings and quasicrystals in the euclidean space (such as
the Penrose tiling). Such groupoids are well-studied in symbolic dynamics [BJS10, Kel97,
KP00]. The study of their full group is suggested in [Nek15a, §6.3].
(5) The groupoid of germs of the fragmentation groups introduced by Nekrashevych, whose full
groups are torsion and have intermediate growth [Nek16a]. Their leaves have asymptotic
dimension 1 (see [Nek16a]).
1.2. Some concrete examples. Let us illustrate how the Extension Theorem can be used
in practice to study embeddings between groups, by considering some concrete examples (we
refer to §10-11 for a more detailed discussion).
One of the most studied classes of full groups are topological full groups of minimal Z-
actions, or Cantor minimal systems. Given a Cantor minimal system (X,u) (where u is a
minimal homeomorphism of a Cantor space) we denote by F(X,u) its topological full group.
See [Cor14] for a survey on full groups of Cantor minimal systems.
A system (X2, u2) factors onto a system (X1, u1) if there exists a continuous map q : X2 →
X1 such that u1 ◦ q = q ◦u1. If this happens, it is easy to see that the group F(X1, u1) embeds
into F(X2, u2) (see §10.1). The following result says that all embeddings arise from a a natural
modification of this construction (this answers the question of Cornulier [Cor14, Question 2f]
mentioned earlier).
Theorem 1.8. For i = 1, 2 let (Xi, ui) be a Cantor minimal system. The following are
equivalent.
(i) The group F(X1, u1) embeds into F(X2, u2).
(ii) There exist an element v ∈ F(X2, u2) such that the system (v,Supp(v)) factors onto
(X1, u1).
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(See Theorem 10.2 for a more precise result including a description of the embeddings).
In §10.2, we consider the group IET of interval exchange transformations. This is
defined as the group of all piecewise continuous bijections of R/Z with finitely many discon-
tinuities, which are translations in restriction to each interval of continuity. This group has
attracted attention recently, especially in relation to its subgroup structure, which remains
however quite mysterious. For example, it is still not known whether the group IET contains
non-abelian free subgroups.
Fix a finitely generated additive subgroup Λ < R/Z, that we assume to be dense (equiva-
lently, to contain at least one irrational element). We let IET(Λ) be the countable subgroup
of IET consisting of elements whose discontinuity points belong to Λ, and that in restriction
to every interval of continuity coincide with a translation by an element of Λ. This group is
isomorphic to the full group of a natural action Λy XΛ on a Cantor space obtained by “blow-
ing up” an orbit of the rotation action Λ y R/Z (see §10.2). Its derived subgroup IET(Λ)′
is simple and finitely generated [Mat15, Nek15a]. Every finitely generated group which em-
beds into IET embeds into IET(Λ) for some Λ, thus it is natural to ask to what extent the
subgroup structure of IET(Λ) depends on Λ and its arithmetic properties. Very few results
in this direction are known [JMBMdlS18], and the dependency on Λ is only on its rank as an
abstract abelian group. The next result shows a fine obstruction on the possible embeddings
between groups in this family in terms of Λ.
Theorem 1.9. Let Λ,∆ < R/Z be finitely generated groups of rotations, and let Λ̂, ∆̂ < R be
their preimages under the quotient map R→ R/Z. The following are equivalent.
(i) There exists a group embedding of IET(Λ) into IET(∆).
(ii) There exists c ∈ (0, 1] such that the homothety R→ R, x 7→ cx maps Λ̂ into ∆̂.
(See Theorem 10.3 for a more precise result).
In §11, we consider the full groups of groupoids arising from one sided shifts of finite type
[Mat15]. For simplicity we discuss here only a special case, namely the family of Higman–
Thompson groups Vn. For n ≥ 1 let Xn = {1, . . . , n}N be the Cantor set of n-ary one sided
sequences. Recall that the Higman-Thompson group Vn,1 (also denoted Vn) is the group of
all self-homeomorphisms g of Xn with the property that there exists finite collections of finite
binary words {vi}ℓi=1 and {wi}
ℓ
i=1 such that every infinite binary sequence begins with one
of the words vi as a prefix, and g(vix) = wix. It is the full group of a natural groupoid,
generated by the germs of the one sided shift T : Xn → Xn. The group V := V2,1 is known as
Thompson’s group V , and was the first example of a finitely presented infinite simple group
(see [CFP96]).
It was proven by Higman that the groups Vn,1 and Vm,1 are isomorphic if and only if
n = m, and their automorphisms were studied in [BCM+16] using Rubin’s theorem. On the
other hand all these groups look quite similar to each other “qualitatively”. It is well-known
and easy to see that they can all be embedded into each other, and multiple constructions
of homomorphisms between them and of endomorphisms can be found in the literature (see
e.g. [BCS01, Mat16a, Gen17, DO07]). But no general classification of their homomorphisms
appears to be known. In §11, we use the Extension Theorem to provide a complete description
of all homomorphisms within the family Vn,1 (more generally, within full groups of one-sided
shifts of finite type). More precisely, we describe an explicit construction of homomorphisms
between them (inspired by Matui’s work [Mat16a]) and show that all homomorphisms must
arise from this construction. We refer to §11 for details.
8 NICOLÁS MATTE BON
Let us state here only a simple corollary of this description. It says that although the groups
Vn,1 all embed into each other, their embeddings verify a “fixed point property”:
Corollary 1.10 (See Corollary 11.18). Assume that (n − 1) ∤ (m − 1). Then for every
homomorphism ρ : Vm,1 → Vn,1, the action of ρ(V ′m,1) on Xn has a non-empty clopen set of
global fixed points.
This can be seen as a “dynamical” strengthening of the fact that Vn,1 is isomorphic to Vm,1
if and only if n = m.
There are many generalisations of the Higman–Thompson groups in the literature, to which
the Extension Theorem can also be applied. For example in §11.5 we also consider the family
of higher dimension Thompson’s groups nV defined by Brin [Bri04] (not to be confused with
Vn,1). Using Rubin’s theorem, Brin observed that the groups 2V and V are not isomorphic
[Bri04], and this was later generalised by Bleak and Lanoue [BL10] who showed that nV is
isomorphic to mV if and only if n = m. An application of Corollary 1.6 shows that we have
in fact the following.
Corollary 1.11 (See Corollary 11.19). For every n,m ∈ N, the higher dimensional Brin-
Thompson group nV embeds into mV if and only if n ≤ m.
1.3. A rigidity property for actions with subexponential growth. We now leave tem-
porary aside the above topological dynamical setting to discuss a rigidity property of groups
of combinatorial nature, that we call property FGf(n). It formalises the inability of a group
to act on a set with orbits growing uniformly subexponentially (in cardinality). This property
has been considered by several authors, but always as a consequence of property (T ) or of
related analytic properties. We show that full groups provide a vast source of examples of
groups with this property, but satisfy a strong negation of property (T ).
To give a formal definition, let (Γ, dΓ) be a discrete metric space. Its uniform growth
function is the function bΓ(n) := supv∈Γ |BΓ(v, n)|, where BΓ(v, n) is the ball of radius n
around v. We assume that bΓ(n) ≤ ∞ (i.e. that Γ has bounded geometry). The wobbling
groupW (Γ) is the group of permutations σ of Γ such that supv dΓ(v, σ(v)) <∞ [CSGdlH99].
Given two functions f, g : N→ N we write f  g if there exists a constant C > 0 such that
f(n) ≤ Cg(Cn) for every n, and f ∼ g if f  g  f .
Definition 1.12. Let f : N→ N be a function, with n  f(n)  exp(n). A group G has prop-
erty FGf(n) if for every discrete metric space Γ such that bΓ(n)  f(n), every homomorphism
ρ : G→W (Γ) has finite image.
When f(n) ∼ exp(n), we will omit the function f(n) and write simply property FG.
Remarks 1.13. Let us comment on this definition.
(a) IfG is finitely generated, it has property FGf(n) if and only if the Schreier graph Γ = G/K
of every infinite index subgroup K ≤ G satisfies bΓ(n)  f(n) (see Proposition 8.1). This
can be taken as an alternative definition in this case. The formulation in terms of wobbling
groups has the two-fold advantage to make sense for non-finitely generated groups, and to
highlight that property FGf(n) can be used in practice to study homomorphisms G→ H
to other groups. The reason is that whenever a finitely generated group H is given by
a faithful transitive action on a set Y , it is a subgroup of W (Γ) where Γ is the Schreier
graph of the action (with vertex set Y and edges given by the action of generators).
Actions of groups of exponential growth with a subexponentially growing Schreier graph
are abundant in dynamical group theory (for instance among full groups and among
groups acting on rooted trees, see [BGN03, BG00]).
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(b) The notation FG stands for “fixed point property for growth” (this property can also be
seen as a fixed point property, see Proposition 8.1)
(c) It is natural to require a control on the uniform growth bΓ(n) rather than the growth of
balls |BΓ(n, v)| with respect to a fixed vertex v ∈ Γ. For instance, every residually finite
group G can be embedded in W (Γ) for a connected graph such that |BΓ(n, v)| ∼ n for
every v ∈ Γ (take Γ to be the disjoint union of the Cayley graphs of all finite quotients
of G, and make it connected by adding very long segments). But many residually finite
groups have property FG as a consequence of property (T ) (see below).
Property FG is a consequence of Kazhdan’s property (T ). This fact is a variant of the well-
known observation that a group with property (T ) does not admit an infinite Schreier graph
with subexponential growth (which is attributed to Kazhdan in [Gro93b, Remark 0.5.F]). With
the formulation in terms of wobbling groups, an explicit proof of the implication (T ) ⇒ FG
is given in [JdlS15] [JdlS15, Theorem 4.1]. This implication has also been used to observe the
non-existence of infinite property (T ) subgroups in certain groups, such as the group IET of
interval exchanges [DFG13].
The implication (T ) ⇒ FG follows from a much stronger consequence of property (T ),
namely the fact that if G has property (T ), then every G-action on a set which preserves an
invariant mean (i.e. a finitely additive probability measure) must have a finite orbit. On its
own right, this fixed point property is called property FM. It was formalised and studied by
Cornulier in [Cor15], where it is observed explicitly that FM⇒ FG [Cor15, Th. 7.1]. Property
FM also appears earlier (implicitly) in [GM07] (see also [vD90, GN05] for related results on
the existence of actions with an invariant mean).
Summing up, we have implications (T ) ⇒ FM ⇒ FG. There are countable groups that
are known to have property FM but not property (T ), although such examples remain quite
rare (see [GM07, Cor15]). These can be obtained in two ways: groups constructed from
property (T ) groups through ad-hoc operations that preserve FM but not (T ), and certain
groups constructed using (versions of) the small cancellation theory, such Olshanskii’s Tarski
monsters [Ols79, Ols80] (it is still not know whether all Tarski monsters have property (T )).
On the other hand there is no finitely generated group which is known to have property
FG but not property FM. A tightly related question of existence of such a group is asked
by Cornulier [Cor15] namely whether there exists a group without FM and with no infinite
Schreier graphs of subexponential growth. More generally, most available tools to ensure
that all infinite Schreier graphs of a given group are “large” also seem to imply that they
are (uniformly) non-amenable, yielding property FM. As a consequence, even less is known
about property FGf(n) for functions f(n) which grow subexponentially, apart from the trivial
observation that every infinite group has property FGf(n) with f(n) = n (and that this is
sharp for many groups).
The next result is motivated by this discussion. Let G be a minimal groupoid of germs over
a Cantor space X. Assume that G is compactly generated by the set T ⊂ G˜. For every point
x ∈ X, the orbital graph Γx(G,T ) is defined as the graph whose vertex set is the orbit of
x, and for which edges are of the form (y, T (y)) for T ∈ T . The function βG(n) = bΓx(G,T )(n)
is called the orbital growth of G. Its growth type is independent on T and on the point x
(see Lemma 8.4). Since every orbit is dense, the action of F(G) on each orbit is faithful, and
realises F(G) as a subgroup of W (Γx(G,T )). In particular F(G) is a subgroup of W (Γ) for a
graph Γ such that bΓ(n) = βG(n). This turns out to be sharp:
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Theorem 1.14 (Property FGf(n) for full groups). Let G be a compactly generated minimal
groupoid of germs G over a Cantor space. Then the group A(G) has property FGβG(n) (and the
function βG is sharp).
This produces a source of groups with property FGf(n) for a vast class of functions f .
Moreover, we use it to prove the following.
Corollary 1.15 (See Corollary 8.7). There exist finitely generated groups with property FG
but not property FM.
Formally, Theorem 1.14 can be deduced from the Extension Theorem 1.3 (see Remark 8.6).
However, we will instead deduce it more directly from an intermediate and simpler result,
namely the classification in §6 of the confined subgroups of the group A(G).
1.4. Quantitative invariants of groupoids as obstructions to homomorphisms. A
tantalising problem in the theory of full groups consists in understanding how various quan-
titative invariants of pseudogroups and groupoids are reflected in the behaviour of their full
groups. Few general results in this direction are known. The Extension Theorem implies that
various explicit quantitative invariants associated to two groupoids G1,G2 produce obstructions
to the existence of embeddings between the full groups. This confirms the natural intuition
that a slow growth of this invariants gives rise to more “constrained” full groups in the sense
of group embeddings.
For instance, Theorem 1.14 readily implies the following for the orbital growth function.
Corollary 1.16. For i = 1, 2 let Gi be a compactly generated minimal groupoid of germs over
a Cantor space. Assume that their orbital growth functions satisfy βG1(n)  βG2(n). Then
there is no non-trivial homomorphism A(G1)→ F(G2).
The orbital growth function captures only part of the nature of a groupoid, namely the ge-
ometry of its orbits. For this reason, in §9.1 we consider another invariant of dynamical nature
which is well-studied in symbolic dynamics, namely the complexity function. For simplicity
we discuss here only the case of groupoid of germs of action of the group Zd (see §9.1 for
generalisation to arbitrary groupoids). Let X ⊂ AZ
d
be a subshift over a finite alphabet, i.e.
a closed, translation invariant subset of AZ
d
, where A is a finite alphabet. Its complexity
function is the function pX(n) that counts the number of functions f : BZd(0, n)→ A which
appear as restrictions of elements of X. Here BZd(0, n) denotes the ball of radius n in Z
d
with respect to the standard basis. The complexity of a Zd-subshift is tightly related to its
topological entropy, which is given by htop(Zd,X) = limn→∞ 1|B
Zd
(0,n)| log pX(n).
It is natural to believe that Zd-subshift with slow complexity should produce a full group
F(Zd,X) which is much more “constrained” compared to the full group of a subshift with
fast growing complexity (e.g. positive entropy). Some partial results in this direction can
be found in [MB14, Nek16a] (see also [Nek16b] for related results on groupoid algebras), and
some evidence comes from the results in [JMBMdlS18, EM13]. However in general it is not
well-understood how the complexity function and the topological entropy are related to the
behaviour of the group F(Zd,X), even for d = 1. A special case of our results is the following.
Theorem 1.17 (See Corollary 9.8). Let Zd y X,Zℓ y Y be minimal subshifts, and as-
sume that the complexity functions satisfy pX  pY . Then every homomorphism F(Zd,X) →
F(Zℓ, Y ) has abelian image.
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To put this result into context, we observe that already for d = ℓ = 1 there was no previous
result highlighting a general qualitative asymmetry between the full groups of subshfits with
positive topological entropy and those with vanishing topological entropy.
As a concrete example, let us consider again the group IET of interval exchange transfor-
mations (see §1.2). The actions on the Cantor set Λ y XΛ arising from groups of rotations
of the circle have low (polynomial) complexity. This “lack of room” makes it more difficult to
construct embeddings of given groups in IET (compare with [EM13]), but has never been used
to prove obstructions on its possible subgroups. Theorem 1.17 has the following corollary.
Corollary 1.18. Let Zd y X be a minimal subshift whose complexity function pX is not
bounded above by a polynomial (e.g. if htop(Zd,X) > 0). Then every homomorphism F(Zd,X)→
IET has abelian image.
1.5. Confined subgroups and uniformly recurrent subgroups. An important ingredient
in the proof of the Extension Theorem is the classification in §6 of the all subgroups of the
group A(G) satisfying a weak notion of normality, called confined subgroups. A subgroup
H ≤ G of a group G is said to be confined if there exists a finite subset P ⊂ G \ {1} which
intersects non-trivially all conjugates of H. Equivalently, if closure of the conjugacy class of H
in the space of subgroups Sub(G), endowed with the Chabauty topology, does not contain the
trivial subgroup {1}. We show that the group A(G) has very few confined subgroups: roughly
speaking, the only ones are the stabilisers of finite subsets of X (see Theorem 6.1).
The notion of confined subgroup is related to the notion of uniformly recurrent subgroup
of Glasner and Weiss [GW15]. Recall that a uniformly recurrent subgroup (URS) of a
group G is a closed, minimal conjugation invariant subset of Sub(G). A non-trivial URS
consists of confined subgroups (but a confined subgroup need not belong to a URS). From the
classification of the confined subgroups of the group A(G) we also deduce that is has a unique
non-trivial URS, arising from its action on X (see Corollary 6.5).
The first uniqueness results on URS’s of groups of homeomorphisms were obtained by Le
Boudec and the author [LBMB16], motivated by applications to the C∗-simplicity. We showed
in particular that the Thompson’s groups T and V admit a unique non-trivial URS. Using this
it was also shown there [LBMB16] that this implies a rigidity result for minimal actions: if the
group V acts minimally on a compact space Y and every y ∈ Y has a non-trivial stabiliser,
then there exists a continuous equivariant map q : Y → X. (An analogous statement was
shown for the Thompson group T ). For the group V , this is in fact a consequence of the
Extension Theorem in the special case of minimal actions (see Corollary 7.4). This paper
arose from the desire of understanding better this phenomenon.
Confined subgroups are named after Hartley and Zalesskii [HZ97], who observed the rele-
vance of this notion in the setting of simple locally finite groups, giving rise to an extensive
literature in this special case [HZ97, LP03, LP02] (the interpretation in terms of Chabauty
topology was pointed out recently by Thomas [Tho17]). When G is an AF-groupoid (see §6.2),
our results provide a classification of the confined subgroup of a well-studied class of simple
locally finite groups, namely block-diagonal limits of products of finite alternating groups (or
LDA-groups) [LN07, LP05], see §6.2. Our classification of the confined subgroups of A(G)
is new even in this case, and extends to all LDA groups a previous classification of Leinen-
Puglisi for a subclass of the LDA groups [LP03]. In turn, in the case of the LDA groups our
classification of URS’s of the group A(G) recovers a recent result of Thomas [Tho17].
Some related work. Very satisfactory reconstruction results for homomorphisms have been
obtained in the setting of diffeomorphisms and homeomorphisms groups of manifolds by Hur-
tado [Hur15] and Mann [Man16] (previous results in low dimension were obtained by Mann
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[Man15] and Militon [Mil16b, Mil16a]). While the motivation has a similar flavour, this set-
ting quite different from the one of this paper both in terms of the formulation of the results
and of the methods of proof. In particular in [Hur15, Man16] the main results are stated
as an automatic continuity property of discrete homomorphisms with respect to the natural
topologies on homeomorphisms and diffeomorphisms groups, while our primary focus here is
on countable groups.
The formulation of Theorem 1.3 and the sprit in which it is applied are reminiscent of
a theorem of Nekrashevych [Nek10], stating that if a free group acts faithfully on a rooted
tree, there is a point x in the boundary of the tree such that every group element is uniquely
determined by its germ at x (although there is no substantial connection at the level of proofs).
In his recent paper [LB18], Adrien Le Boudec illustrates yet another use of Chabauty meth-
ods, by proving results that relate uniformly recurrent subgroups of a discrete group with its
lattice envelopes.
After the first version of this paper has appeared, Chaudkhari [Cha18] obtained a classifica-
tion of the confined subgroups of Thompson’s group F similar to our Theorem 6.1, and deduced
that F cannot be embedded in the wobbling group of a graph of uniformly subexponential
growth.
Organisation of the paper. §2 contains preliminaries on the terminology on group action
and coarse geometry.
In §3 contains preliminaries on the Chabauty space and confined subgroups. We recall a
method from [LBMB16] to study confined subgroups of groups of homeomorphisms, and prove
a refinement of one of the results there which will be used later.
§4 is devoted to the theory of pseudogroups and étale groupoids, in particular to their
morphisms. It contains both preliminaries and some new results that may be of independent
interest. Its main new contribution consists in clarifying the functoriality of the correspondence
between pseudogroups and groupoids, by setting up a notion of morphism between étale
groupoids that turns this correspondence into an equivalence of categories (Theorem 4.19).
This functorial equivalence is used throughout the paper, and appears to be different and
more general than the previous results in this direction that we were aware of.
§5 collects preliminaries on the alternating full groups, following [Nek15a], and collects some
technical facts about them.
In §6 we establish our characterisation of the confined subgroups of full groups. This will
be a key tool used throughout the paper.
In §7 we state and prove the main Extension Theorem and discuss its first corollaries.
In §8 we define and study property FG and prove Theorem 1.14.
In §9 we prove the application of our results related to the complexity function of subshifts
and of étale groupoids.
In §10-11 we use our results to study homomorphisms between three classes of groups: full
groups of Cantor minimal systems, groups of interval exchanges, full groups of one sided SFT’s.
Acknowledgements. I am grateful to Alessandro Sisto for pointing out a property of as-
ymptotic dimension (Proposition 2.5) which allowed me to improve the statement of Corollary
1.6. This project started as a natural continuation of my collaboration with Adrien Le Boudec
[LBMB16], and I thank him for many conversations on the topic of the Chabauty space. I
am grateful to Volodia Nekrashevych for many conversations on the theory of étale groupoids
from which this paper has benefited. I thank Laurent Bartholdi, Matt Brin, Yves Cornulier,
Adrien Le Boudec, Damien Gaboriau, Rostislav Grigorchuk, Thierry Giordano, Daniel Lenz,
Kostya Medynets, Volodia Nekrashevych for remarks on preliminary versions of this paper
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or on the talks in which these results have been presented, which allowed me to improve the
exposition and the formulation of the results.
2. General preliminaries
2.1. Notations on stabilisers and graphs of group actions. Throughout the paper, we
use the following notations. If X is a set and A ⊂ X is a subset, we denote Ac its complement.
Assume that G is a group acting on X.
• the stabiliser of a point x ∈ X will be denoted StG(x), and the set-wise stabiliser of A
will be denoted StG(A),
• the point-wise stabiliser of A ⊂ X will be denoted FixG(A),
• we call the subgroup FixG(Ac) the rigid stabiliser of A and denote it RiStG(A) (this
terminology is well-established in the setting of Branch groups, see [Gri00]).
• If, moreover, X has a topology we denote St0G(x) and St
0
G(A) the subgroups consisting
of elements that fix point-wise a neighbourhood of x (respectively, A), and call it the
germ-stabiliser of x (respectively, A). Thus St0G(A) ≤ FixG(A) ≤ StG(A).
Note that St0(x)EStG(x). Assume that X is a compact space and that G is countable. Then
a simple Baire argument shows that the set of points x ∈ X such that St0(x) = StG(x) is a
dense Gδ-subset of X. A point x ∈ X satisfying this condition will be said to be a regular
point.
Let G be a finitely generated group with finite symmetric generating set S. Assume that
G y X is an action of G on a set. The graph of the action is the graph ΓX(G,S) with
vertex set X and edges of the form (sx, s) for every s ∈ S, where every edge is labelled by the
corresponding generator. For every point x ∈ X, the orbital graph Γx(G,S) is the connected
component of x and has x a distinguished vertex. It coincides with the Schreier graph of the
stabiliser StG(x), where the Schreier graph of a subgroup H ≤ G is the orbital graph ΓH(G,S)
for the action of G on the coset space G/H. If X has a topology, the Schreier graph of the
germ stabiliser St0G(x) is called the graph of germs at x and will be denoted Γ˜x(G,S). We
omit G,S when they are clear from the context.
2.2. Coarse geometry and asymptotic dimension. When dealing with étale groupoids
it will be convenient to use the language of abstract coarse geometry. We refer to Roe’s book
[Roe03] for a preliminaries. Let us recall the basic definitions.
Definition 2.1. A coarse space is a space Γ endowed with a collection of subsets of Γ× Γ,
called the controlled sets, which contains the diagonal, is closed under taking subsets and
finite unions, and has the following properties:
(1) If E ⊂ Γ× Γ is controlled, then so is E−1 := {(y, x) : (x, y) ∈ E};
(2) if E,F ⊂ Γ× Γ are controlled, then so is E ◦ F := {(x, z) : (x, y) ∈ E, (y, z) ∈ F .
Example 2.2. The two main examples are the following.
(i) Every metric space (Γ, dΓ) is a coarse space whose controlled sets are the sets E ⊂ Γ×Γ
such that sup(x,y)∈E dΓ(x, y) <∞.
(ii) Every group G (not necessarily finitely generated) is a coarse space whose controlled
sets are all subsets E ⊂ G × G with the property that |{gh−1 : (g, h) ∈ E}| < ∞.
When G is finitely generated, this coarse structure coincides with the one induced by
any word metric on it.
Remark 2.3. The reader can have in mind these two examples when reading the following
definitions. In fact, all coarse spaces that we will encounter in this paper will be graphs (as
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metric spaces), groups, or the natural generalisation of (ii) for étale groupoids (which will be
clarified later). In the setting of groupoids this language allows to avoid the constant use of
some rather heavy notations, which is why we employ it.
A subset B ⊂ Γ of a coarse space is said to be bounded if B × B is controlled. A family
{Bi, i ∈ I} of subsets Bi ⊂ Γ is said to be uniformly bounded if
⋃
i∈I Bi×Bi is controlled. A
coarse space is said to be discrete if all bounded subsets are finite, and uniformly discrete if
every family of uniformly bounded subsets has uniformly bounded cardinality. Discrete groups
and bounded degree graphs are uniformly discrete, and all coarse spaces that we will consider
in this paper will be uniformly discrete.
Let Γ1,Γ2 be coarse spaces. A map f : Γ1 → Γ2 is said to be bornologous if for every
controlled set E : Γ1 × Γ1, the set f∗(E) := {(f(x), f(y)) : (x, y) ∈ E} is controlled. When
Γ1,Γ2 are graphs endowed with the bounded coarse structure (e.g. Cayley graphs of finitely
generated groups), this is equivalent to the map f being Lipschitz. A map f : Γ1 → Γ2 is said to
be proper if preimages of bounded sets are bounded, and it is said to be a coarse map if it is
proper and bornologous. Two maps f, g : Γ1 → Γ2 are said to be close if {(f(x), g(x)) : x ∈ Γ1}
is a controlled set in Γ2.
Two coarse spaces Γ1,Γ2 are coarsely equivalent if there exists coarse maps f : Γ1 → Γ2
and g : Γ2 → Γ1 such that f ◦ g and g ◦ f are close to the identity (the maps f, g are then
called coarse equivalences). For graphs (and for finitely generated groups), the notion of
coarse equivalence coincides with quasi-isometry.
Every subset Γ0 ⊂ Γ is naturally a coarse space whose controlled sets are E ∩ (Γ0 × Γ0) for
E ⊂ Γ× Γ controlled. A map f : Γ1 → Γ2 is said to be a coarse embedding if it gives rise
to a coarse equivalence with f(Γ1) ⊂ Γ2, endowed with the coarse structure induced from Γ2.
Being a coarse embedding is stronger than being an injective coarse map.
We recall the definition of asymptotic dimension asdim(Γ) of a coarse space Γ. Given a
controlled subset E ⊂ Γ×Γ, a family D of subsets of Γ is said to be E-separated if for every
A,B ∈ D we have (A×B) ∩ E = ∅.
Definition 2.4. A coarse space Γ satisfies asdim(Γ) ≤ n if for every controlled set E, one can
find E-separated families D0, . . . ,Dn of uniformly bounded subsets of Γ such that D0∪· · ·∪Dn
is a cover of Γ. The asymptotic dimension asdim(Γ) is defined as the smallest n such that
asdim(Γ) ≤ n if such an n exists, and to be ∞ otherwise.
Asymptotic dimension is invariant under coarse equivalence and behaves monotonically
under coarse embeddings. For uniformly discrete spaces a bit more is true: namely it behaves
monotonically under injective coarse maps (not necessarily coarse embeddings):
Proposition 2.5. Let Γ1,Γ2 be uniformly discrete coarse spaces, and assume that there exists
an injective coarse map f : Γ1 → Γ2. Then asdim(Γ1) ≤ asdim(Γ2).
This fact was pointed out to the author by A. Sisto, and will be used later. Since we could
not locate this statement in the literature, we include a proof for completeness (see also a
tightly related observation in [BST12, §6]).
Proof. If asdim(Γ2) = ∞, there is nothing to prove. Therefore we assume that asdim(Γ2) =
n <∞. Let E ⊂ Γ1 × Γ1 be a controlled set, and upon replacing E with E ∪E−1 we assume
E = E−1. Let F = f∗(E) and D0, · · · ,Dn be F -separated families of uniformly bounded
subsets of Γ2. By uniform discreteness, there exists N ≥ 1 such that for every i and A ∈ Di
we have |A| ≤ N . The families f−1(Di) = {f−1(A) : A ∈ Di} are E-separated. Let Ci
be the refinement of f−1(Di) obtained by partitioning every set f−1(A) with its E-coarsely
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connected components. The E-coarsely connected component of a subset B ⊂ Γ1 are defined
as follows: two points v,w ∈ B are in the same E-coarsely connected component of B if
there exists points w = x0, xi, · · · , xk = v of B such that (xi, xi+1) ∈ E for i = 0, . . . , k − 1.
This choice guarantees that the families Ci remain E-separated. By injectivity of the map f ,
every B ∈ Ci contains at most N -points. Since B is E-coarsely connected, this implies that⋃
B∈Ci
B × B ⊂
⋃N
j=0E
◦j . Thus, the families Ci consist of uniformly bounded subsets. This
shows that asdim(Γ1) ≤ n = asdim(Γ2). 
3. The Chabauty space and confined subgroups
3.1. Definitions. Let G be a discrete group. The set of subgroups Sub(G) is a compact space
endowed with the topology induced by the product topology on the set of all subsets {0, 1}G
of G, which is called the Chabauty topology. The conjugation action of G on Sub(G) is by
homeomorphisms.
Given a finite subset P ⊂ G \ {1}, we denote
UP = {H ∈ Sub(G) : H ∩ P = ∅}, VP = {H ∈ Sub(G) : P ⊂ H}.
These sets are open in Sub(G), and form a pre-basis of the topology as P varies over finite
subsets of G \ {1}. In particular, the sets of the form UP form a fundamental system of
neighbourhoods of the trivial subgroup {1}.
If G is finitely generated, an equivalent description of the Chabauty topology can be given
in terms of the space of marked graphs. Recall that given an integer d ≥ 0 and a finite set
S, the space of oriented graphs (Γ, v) with a distinguished base-point v ∈ Γ, degree bounded
by d and edges labelled by S is naturally a compact metrisable space, where a sequence
(Γn, vn) converges to (Γ, v) if for every R > 0 the ball BΓn(vn, R) is eventually isomorphic to
BΓ(v,R) as a rooted labelled graph. For every finitely generated group G, the correspondence
H 7→ ΓH(G,S) embeds homeomorphically Sub(G) into the space of marked graphs with degree
bounded by 2|S| and edges labelled by S.
Definition 3.1. A subgroup H ≤ G is said to be confined if the closure of {gHg−1 : g ∈ G}
in Sub(G) does not contain {1}. More generally a group H is said to be confined by a
subgroup A ≤ G if the closure of {aHa−1 : a ∈ A} does not contain {1}.
This property can be thought of as a weak notion of normality. Note that being confined
is equivalent to the existence of a finite set P ⊂ G \ {1} such that the conjugacy class of H
avoids UP , i.e. P ∩ gHg−1 6= ∅ for every g ∈ G. Such a set P will be called a confining set.
Confined subgroups are named after Hartley and Zalesskii [HZ97], who introduced an equiv-
alent property for simple locally finite groups 2.
Another concept that will play an important role in this paper is the lower and upper
semicontinuity of various maps taking values in Sub(G). Given a compact space X, a map
u : X → Sub(G) is said to be upper (respectively lower) semicontinuous if for every net (xν)
in X converging to x, every cluster point K of u(xν) in Sub(G) verifies K ≤ u(x) (respectively
u(x) ≤ K). A characterisation of these properties is given by the following lemma, which
readily follows from the definition of the Chabauty topology.
Lemma 3.2. Let u : X → Sub(G) be a map from a compact space to Sub(G).
2In the original definition, a subgroup of H < G of a locally finite group is said to be confined if there exists
a non-trivial finite subgroup P < G such that gHg−1 ∩ P 6= {1}. Since they assume G locally finite, this is
clearly equivalent to the above. This connection was recently pointed out by Thomas, see [Tho17]
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(i) The map u is upper semicontinuous if and only if for every g ∈ G, the set {x ∈ X : g ∈
u(x)} is closed.
(ii) The map u is lower semicontinuous if and only if for every g ∈ G, the set {x ∈ X : g ∈
u(x)} is open.
In particular, u is continuous if and only if both conditions hold.
Two basic example of upper and lower semicontinuous maps are the following.
Example 3.3. Let G act by homeomorphisms on a compact space X. Then it follows from the
lemma above that:
• the map X → Sub(G), x 7→ StG(x) is upper semicontinuous;
• the map X → Sub(G), x 7→ St0G(x) is lower semicontinuous.
We will encounter other examples of semicontinuous maps later.
We record for later use the following fact.
Lemma 3.4. Assume that G acts by homeomorphisms on a compact space X, let and u : X →
Sub(G) be a lower semicontinuous equivariant map such that u(x) 6= {1} for all x ∈ X. Then
the closure of the image of u does not contain {1}. In particular u(x) is confined for every
x ∈ X.
Proof. Let H be in the closure of the image of u, and let (xν) ⊂ X be a net such that u(xν)
tends to H. After extracting a subnet, xν tends to a limit x ∈ X and by lower semicontinuity
we have u(x) ≤ H. It follows that H 6= {1}. In particular, for every x ∈ X the closure of
{gu(x)g−1 : g ∈ G} = {u(gx) : g ∈ G} does not contain {1}, and therefore u(x) is confined. 
Recall also that a uniformly recurrent subgroup, or URS, is a closed minimal invariant
subset Z ⊂ Sub(G) [GW15]. Whenever G y X is a minimal action on a compact space, the
closure of {StG(x) : x ∈ X} contains a unique URS, called the stabiliser URS of the action,
see [GW15] (this notion will not play an essential role in this paper).
3.2. Confined subgroups via rigid stabilisers. Let G be a group acting faithfully by
homeomorphisms on a Hausdorff space X. In [LBMB16, Sec. 3], a method was developed to
relate confined and uniformly recurrent subgroups of G to the rigid stabilisers of open sets of
such an action. In this subsection we prove a refinement of one of these results (Theorem 3.7
below), that will be used later.
We use the commutator notation [g, h] = ghg−1h−1.
We first recall a well-known lemma in the case of normal subgroups.
Lemma 3.5. Let G be a countable group acting faithfully by homeomorphisms on a Hausdorff
space X. Let A ≤ G and let R ≤ G be a non-trivial subgroup normalised by A. Then there
exists a non-empty open subset U ⊂ X such that R contains [RiStA(U),RiStA(U)].
Proof. This is essentially [Nek13, Lemma 3.1], apart for the minor difference that it is stated
there for A = G. 
The following proposition is a variant of [LBMB16, Proposition 3.8].
Proposition 3.6. Let G be a group of homeomorphisms of a Hausdorff space X, and A ≤ G be
a subgroup. Let H ∈ Sub(G) be a subgroup confined by A, with confining set P = {g1, . . . , gr} ⊂
G\{1}. Assume that U1, . . . , Ur ⊂ X are open subsets such that U1, . . . , Ur, g1(U1), . . . , gr(Ur)
are pairwise disjoint. Then there exists ℓ = 1, . . . , r, a finite index subgroup Γ < RiStA(Uℓ)
and a subgroup K ≤ H such that the following hold:
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(i) the group K leaves Uℓ invariant;
(ii) for every γ ∈ Γ, there exists k ∈ K such that k|Uℓ = γ;
(iii) every k ∈ K is supported in U1 ∪ · · · ∪ Ur ∪ g
−1
ℓ (U1) ∪ · · · ∪ g
−1
ℓ (Ur).
Proof. The proof is identical to the proof of [LBMB16, Proposition 3.8], and we only sketch the
argument to address the different formulation of the statement. We will use a lemma of B.H.
Neumann, stating that an infinite group cannot be written as the union of finitely many cosets
of infinite index subgroups [Neu54]. Let L ∼= RiStA(U1) × · · · × RiStA(Ur) be the subgroup
of A generated by the (pairwise commuting) rigid stabilisers RiStA(U1), . . .RiStA(Ur). Since
every element of G conjugates at least an element of P inside H, we can write L =
⋃r
i=1 Yi
where Yi = {γ ∈ L : γgiγ−1 ∈ H}. For every i = 1, . . . , r the set Yi is contained in a coset
of the subgroup Li = 〈γδ−1 : γ, δ ∈ Yi〉, and it follows that there exists ℓ = 1, . . . , r such
that Lℓ has finite index in L. Let Γ < RiStA(Uℓ) be the image of Lℓ under the natural
projection of L onto RiStA(Uℓ), and observe that it has finite index and that it is generated
by the restriction to Uℓ of all elements of the form γδ−1 where γ, δ ∈ Yℓ. For γ, δ ∈ Yℓ
let aγ,δ = (γg−1ℓ γ
−1)(δgℓδ
−1) ∈ H and let K ≤ H be the subgroup K = 〈aγ,δ : γ, δ ∈ Yℓ〉.
Writing aγ,δ = γ(g−1ℓ γ
−1δgℓ)δ
−1 we see that each element aγ,δ for γ, δ ∈ Yℓ is supported in
U1∪. . .∪Ur∪g
−1
ℓ (U1)∪· · ·∪g
−1
ℓ (Ur), leaves Uℓ invariant, and coincides with γδ
−1 in restriction
to Uℓ. It follows that the group K generated by them verifies the desired conclusions. 
Recall the the action of G on X is said to be proximal if for every pair of points x, y ∈ X,
there exists a net (gi) of elements of G such that (gix) and (giy) both converge to the same
limit.
Theorem 3.7. Let G be a countable group acting faithfully by homeomorphisms of a Hausdorff
space X, and assume A ≤ G is a subgroup whose action on X is minimal and proximal. Let
H ∈ Sub(G) be confined by A. Then there exists a non-empty open subset U ⊂ X such that
H contains [RiStA(U),RiStA(U)].
Remark 3.8. This is an improvement of [LBMB16, Theorem 3.10], where the same result was
established under the stronger assumption that the action of G on X is extremely proximal,
i.e. for every proper closed subset C ⊂ X there exists a net of elements (gi) of G and a point
z ∈ X such that giC converges to z. It would be interesting to know if the conclusion remains
true without any assumption on the action.
Proof. We can and we shall assume that for every non-empty open set U ⊂ X the group
RiStA(U) is infinite, otherwise the statement is obvious. In particular, we can assume that X
has no isolated points, as these have a trivial rigid stabiliser.
Assume that H is confined by A with confining set P = {g1, . . . , gr} ⊂ G \ {1}. Since every
gi, i = 1, . . . r is a non-trivial homeomorphisms of X, and X has no isolated point, it follows
that every gi moves infinitely many points of X. In particular, we can find x1, . . . , xr such that
x1, . . . , xr, g1(x1), . . . , gr(xr) are pairwise distinct points. Let us denote Q = {x1, . . . , xr} ∪(⋃r
i= g
−1
i ({x1, . . . , xr}
)
⊂ X.
For every i = 1, . . . r,, choose a neighbourhood Ui of xi, small enough so that the sets
U1, . . . , Ur, g1(U1), . . . , gr(Ur) are pairwise disjoint. We can therefore apply Proposition 3.6.
Let ℓ ∈ {1, . . . , r}, Γ < AUℓ and K < H be given by the lemma.
Using minimality and proximality of the action of A on X, we can find a ∈ A such that
a(Q) ⊂ Uℓ. For every i = 1, . . . , r let U ′i ⊂ Ui be a smaller neighbourhood of xi to be
determined shortly. Set W = U ′1 ∪ · · · ∪U
′
r ∪
(⋃r
i=1 g
−1
i (U
′
1 ∪ · · · ∪ U
′
r)
)
, and observe that it is
a neighbourhood of Q that shrinks to Q when all the U ′i ’s shrink to xi. We choose the sets U
′
i
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small enough so that a(W ) ⊂ Uℓ. We now apply again Proposition 3.6, this time to the group
H ′ = a−1Ha (note that H ′ is still confined by A with confining set P ) and to the open sets
U ′1, . . . , U
′
r (that still verify the disjointness assumption in the proposition, since U
′
i ⊂ Ui). Let
ℓ′, Γ′ < RiStA(U ′ℓ′) and K
′ < H ′ be given by the proposition. Since we are assuming that all
rigid stabilisers are infinite, the group Γ′ is non-trivial, and therefore so is K ′ by part (ii) of
the proposition. By part (iii), K ′ is supported in W . It follows that aK ′a−1 is a non-trivial
subgroup of H supported in Uℓ.
From this point on, the proof proceeds exactly as the last part of the proof of [LBMB16,
Theorem 3.10] (with the minor difference that the proof is written there for A = G). We repeat
the argument for the convenience of the reader. Let b ∈ aK ′a−1 be a non-trivial element. For
every γ ∈ Γ, choose kγ ∈ K which coincides with γ in restriction to Uℓ. Observe that, since
the support of b is contained in Uℓ we have kγbk−1γ = γbγ
−1 ∈ H. It follows that the subgroup
R = 〈kγbk
−1
γ : γ ∈ Γ〉 ≤ H is normalised by Γ. By Lemma 3.5 there exists a non-empty open
subset V ⊂ Uℓ such that [RiStΓ(V ),RiStΓ(V )] ≤ R ≤ H. Now RiStΓ(V ) = Γ ∩RiStA(V ) has
finite index in RiStA(V ), and upon replacing it with a smaller finite index subgroup we can
assume that it is normal in RiStA(V ). Thus its derived subgroup is also normal in RiStA(V ).
Applying Lemma 3.5 again, we deduce that there exists a non-empty open subset V ′ ⊂ V such
that [RiStA(V ′),RiStA(V ′)] ≤ [RiStΓ(V ),RiStΓ(V )] ≤ H, as desired. 
4. Groupoids, pseudogroups, and their morphisms
This section contains all the necessary ingredients from the theory of étale groupoids and
of pseudogroups that will be used in the paper, in particular about morphisms between them.
While a large part of it consists in recalling definitions and well-known facts, its main re-
sult is Theorem 4.19, which provides a categorical formulation of the equivalence between
pseudogroups and étale groupoids.
4.1. Basic definitions. In this subsection we recall all definitions and terminology about
pseudogroups and groupoids. We will need to work in a slightly more general setting than the
definitions given in the introduction.
4.1.1. Étale groupoids. A groupoid G over a space X (also called the unit space of the
groupoid) is the set of isomorphism of a small category whose underlying set of objects is X.
Every γ ∈ G is a morphism between elements of X that we denote respectively by s(γ), r(γ) ∈
X. The maps r, s : G → X are called the source and the range map. The product of two
elements γ, δ ∈ G is defined if and only if s(γ) = r(δ) and in this case s(γδ) = s(δ), r(γδ) = r(γ).
We denote by γ−1 the inverse of γ ∈ G. Note that we have s(γ−1) = r(γ) and r(γ−1) = s(γ).
Following a common use we identify the set of objects X with a subset of G by identifying
every object x ∈ X with the identity isomorphism of x. With this convention, the source and
range map are given by s(γ) = γ−1γ and r(γ) = γγ−1.
For every x ∈ X we denote by Gx and Gx the sets s−1(x) and r−1(x). These subsets are
called the leafs (or fibres) of the groupoid. For x, y ∈ X we let Gyx = Gx ∩ Gy. Note that the
set Gxx is naturally a group, called the isotropy group at x. The set r(Gx) = {r(γ) : γ ∈ Gx}
is called the orbit of x.
Given a subset A ⊂ X of the unit space, the restriction of G to A is the subgroupoid
G|A = {γ ∈ G : s(γ), r(γ) ∈ A}.
A topological groupoid is a groupoid endowed with a topology such that the source
and range maps, the composition G∗2 → G and the inversion G → G are continuous. Here
G∗2 = {(γ, δ) : s(γ) = r(δ)} is the set of composable pairs, endowed with the topology
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induced from the product topology on G × G. The space X is endowed with the topology
induced by the inclusion X ⊂ G. A topological groupoid G is said to be minimal if every
orbit is dense in X. It is said to be principal if the isotropy group Gxx is trivial for every
x ∈ X. It is said to be essentially principal if the set of points with trivial isotropy group
is dense in X.
An étale groupoid is a topological groupoid G such that the source and range maps are
open and are local homeomorphisms. We do not require the topology on G to be Hausdorff (as
many interesting examples are not). However, we do require the unit space X to be Hausdorff.
A bisection of an étale groupoid is an open subset T ⊂ G such that s|T : T → s(T ) and
r|T : T → r(T ) are homeomorphisms onto their image. By definition of an étale groupoid,
bisections form a basis of the topology.
Examples 4.1. (i) Every group G can be seen as an étale groupoid over the one-point space
X = {1G} and with the discrete topology.
(ii) Let G y X be a countable group acting on a compact space. The associated action
groupoid is G × X. Its unit space is X ≃ {1G} × X (with the obvious identification),
and source and range map are given by s((g, x)) = x and r((g, x)) = gx. The product and
inversion are defined by the rules (g1, g2x)(g2, x) = (g1g2, x) and (g, x)−1 = (g−1, gx). It is
an étale groupoid if G × X is endowed with the product topology, where G has the discrete
topology. A groupoid of this form is always Hausdorff.
(iii) Let again Gy X be a countable group action on a compact space. For every (g, x) ∈
G ×X denote by [g]x the germ of g at x, i.e. the equivalence class of the pair (g, x) under
the equivalence relation that identifies (g1, x1) with (g2, x2) if x1 = x2 and g1, g2 coincide in
restriction to a neighbourhood of x1 Then the set of germs is naturally a groupoid G = G(Gy
X), called the groupoid of germs of the action, with unit space X identified with the set
of germs {[1G]x : x ∈ X}. Source, range, composition and inversion are given exactly as in
the case of the action groupoid by replacing (g, x) with [g]x. The groupoid G has a natural
topology for which a basis of open sets is given by sets of the form Ug,U = {[g]x : x ∈ U}
where g ∈ G and U ⊂ X is open, and is étale with this topology. Groupoids of germs of group
actions are often non-Hausdorff.
4.1.2. Pseudogroups. Let S be a semigroup, that is a set endowed with an associative binary
operation. An inverse of an element F ∈ S is an element T such that FTF = F and
TFT = T . An inverse semigroup is a semigroup in which every element F has a unique
inverse, denoted F−1. Element of the form F−1F and FF−1, for F ∈ S are precisely the
idempotents of S, i.e. those elements U such that U2 = U . In an inverse semigroup, any
two idempotents commute. An inverse semigroup is said to be an inverse monoid if it is a
monoid, i.e. if it admits a neutral element (which is necessarily unique). A zero in an inverse
semigroup is an element 0 ∈ S such that 0F = 0 for every F ∈ S. See the books of Lawson
[Law98] and Paterson [Pat99] as general references on inverse semigroups .
As main example, let X be a Hausdorff space, that we further assume to be locally compact
for simplicity. We denote by I˜(X) the inverse monoid of all partial homeomorphisms of
X, that is, homeomorphism F : U → V between open subsets of X. If Fi : Ui → Vi for i = 1, 2
are elements of I˜(X), their product is defined as the restricted composition
F2F1 : F
−1
1 (V1 ∩ U2)→ F2(V1 ∩ U2),
and the inverse of F : U → V is just the inverse homeomorphism F−1 : V → U . The idem-
potents of I˜(X) are precisely the set of all identity homeomorphisms of open subsets of X.
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Note that the empty homeomorphism (between empty subsets of X) belongs to I˜(X), and is
a zero in I˜(X).
It is convenient to simply identify the set of idempotents of I˜(X) with the set of open
subsets of U , by writing just U instead of IdU , and we shall systematically do so. Thus, for
example, for any two idempotents U, V ∈ I˜(X) the product UV is the intersection U ∩ V of
open subsets, for every F : U → V ∈ I˜(X) we have F−1F = U and FF−1 = V , and for every
W ⊂ U the element FW is the restriction of F to W .
A family {Fi : Ui → Vi, i ∈ I} ⊂ I˜(X) is said to be compatible if Fi and Fj agree on Ui∩Uj
and F−1i ∩ F
−1
j agree on Vi ∩ Vj for every i, j ∈ I. In this case, the natural homeomorphism⋃
i∈I Fi :
⋃
i∈I Ui →
⋃
i∈I Vi is called the union (or the join) of the compatible family.
The notions of compatible family and join can be made sense in an arbitrary inverse semi-
group S as follows. Two elements F, T of an inverse semi-group are compatible if both FT−1
and F−1T are idempotent. A family {Fi, i ∈ I} of elements of an inverse semigroup is said
to be compatible if its elements are pairwise compatible. An inverse semigroup is naturally
endowed with a partial order, denoted ⊂, where F ⊂ T if and only if F = TU for some idem-
potent U . A family {Fi, i ∈ I} of elements of an inverse semigroup is said to admit a union
(or join) if it admits a least common upper bound for this partial order, denoted
⋃
i∈I Fi. If
a family admits a union, then it is necessarily compatible. An inverse semigroup is said to be
complete if every compatible family admits a union.
Definition 4.2. A pseudogroup over a space X is a complete inverse monoid G˜ together
with a semigroup homomorphisms τ : G˜ → I˜(X) which preserves inverses, joins of compatible
families, and identifies the idempotents of G˜ bijectively with the set of open subsets of X. It
is said to be effective if the representation τ : G˜ → I˜(X) is injective.
When G˜ is effective, it can be simply identified with its image of I˜(X), and we will always
do so. This recovers the definition sketched in the introduction.
Remark 4.3. Many papers put effectiveness as part of definition of pseudogroup. In this paper,
our primary interest will also be towards effective pseudogroups, and adding this assumption to
most of our results would result in minor loss of generality. However non-effective pseudogroups
will be useful in the course of the proofs, and appear naturally in the theory that we develop.
Thus, we do not put the effectiveness as part of the definition.
4.1.3. From groupoids to pseudogroups and vice versa. Let us recall the well-known equivalence
between étale groupoid and pseudogroups.
Let G be an étale groupoid, and let G˜ be the set of all bisections of G. The set G˜ is naturally
an inverse monoid with product and inversion
(1) TS = {γδ : γ ∈ T, δ ∈ S, s(γ) = r(δ)}, T−1 = {γ−1 : γ ∈ T},
an with identity given by X. Note that the order ⊂ and the union operation
⋃
in the inverse
semi-group G˜ coincide with the inclusion and union of bisections seen as subsets of G. In
addition every bisection T defines a homeomorphism between the open subset s(T ) and r(T ),
given by
τ(T ) := r|T ◦ s|
−1
T : s(T ) −→ r(T ).
This provides a representation τ : G˜ → I˜(X). Thus G˜ is a pseudogroup, called the pseudogroup
associated to G. The groupoid G is said to be effective, or a groupoid of germs, if G˜ is
an effective pseudogroup, i.e. if every bisection is uniquely determined by the associated
homeomorphism τ(T ). In this case we will often omit τ , and denote the homeomorphism
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simply by x 7→ T (x). For every bisection T ∈ G˜ and every point x ∈ s(T ), let us define the
(abstract) germ of [T ]x to be the unique γ ∈ T such that s(γ) = x. When G is effective, it
identifies with the germ of the homeomorphism τ(T ). Note that germs of bisections satisfy
the cocycle relation
[FT ]x = [T ]τ(F )(x)[F ]x,
for every F, T ∈ G˜ and x ∈ s(F ) such that τ(F )(x) ∈ s(T ).
Conversely, every pseudogroup over X is isomorphic to G˜ for some étale groupoid G. Let
us briefly recall why; for a more complete exposition with full details we refer to the lecture
notes of Resende [Res16].
Let P˜ be an pseudogroup over X, with associated representation τ : P˜ → I˜(X). For F ∈ P˜
and x ∈ U = F−1F , define the (abstract) germ of F at x, denoted [F ]x, to be the equivalence
class of the pair (F, x), where two pairs (F1, x1) and (F2, x2) are equivalent if x1 = x2 and there
exists an open subset W ⊂ U1 ∩ U2 such that F1W = F2W , where we have set Ui = F−1i Fi.
When P˜ is effective, this simply means that the homeomorphisms F1 and F2 coincide on a
neighbourhood of x, and thus [F ]x is the germ of F at x in the usual sense. The set G of all
germs of P˜ is naturally a groupoid with source and range map s([F ]x) = x, r([F ]x) = τ(F )(x),
and product
[F1]x1 [F2]x2 = [F1F2]x2
which is defined if and only if x1 = τ(F2)(x2). Define a topology on G for which a basis of
open sets of the form {[F ]x : x ∈ U}, for F ∈ P˜ and U = F−1F . This topology turns G into
an étale groupoid. Note that sets of this form are precisely the bisections of G. We therefore
have a natural identification G˜ ≃ P˜ .
Standing Assumption 4.4. From now on, all pseudogroups will be assumed to be of the form
G˜ for some étale groupoid G.
4.1.4. The topological full group.
Definition 4.5. Let G be an étale groupoid over X. Its topological full group (or just full
group) is the subgroup F(G) of the pseudogroup G˜ consisting of all elements g ∈ G˜ such that
s(g) = r(g) = X.
The group F(G) has a natural action on X, via the homeomorphism associated to bisections.
We will denote by D(G) the derived subgroup of F(G).
When G is the groupoid of germs of a group action Gy X (as in Example 4.1 (iii)), these
groups will also be denoted by F(G,X) and D(G,X).
4.2. Morphisms of pseudogroups. In this subsection we clarify the notion of morphism
between pseudogroups that will be extensively use in the sequel. We first recall a well-known
elementary lemma.
Lemma 4.6 (Stone duality for Hausdorff spaces). Let X,Y be Hausdorff spaces, and let ϕ be
a map from the set of all open subsets of X to the set of open subsets of Y which preserves
arbitrary unions and finite intersections and such that ϕ(∅) = ∅ and ϕ(X) = Y .
Then there exists a unique continuous map q : Y → X such that ϕ(U) = q−1(U) for every
open subset U ⊂ X.
Throughout the subsection, let G,H be étale groupoids over spaces X,Y .
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Definition 4.7. A continuous morphism of pseudogroups ϕ : G˜ → H˜ is a semigroup ho-
momorphism which preserves unions of compatible families, and preserves zero and unit (i.e.
ϕ(∅) = ∅, ϕ(X) = ϕ(Y )).
A continuous morphism ϕ : G˜ → H˜ maps idempotents of G˜ to idempotents of H˜. Thus ϕ
provides a map between open subsets of X to open subsets of Y which verifies the conditions
of Lemma 4.6. We deduce that there exists a unique continuous map q : Y → X, such that
ϕ(U) = q−1(U) for every open subset U ⊂ X.
Definition 4.8. The map q : Y → X described above will be called the spatial component
of the continuous morphism ϕ : G˜ → H˜.
The spatial component is equivariant with respect to the natural representations τ : G˜ →
I˜(X) and τ : H˜ → I˜(Y ), in the following sense:
Proposition 4.9 (Equivariance of the spatial component). Let ϕ : G˜ → H˜ be a continuous
morphism, and q : Y → X be its spatial component. For every F ∈ G˜ with U = s(F ) and
V = r(F ) we have s(ϕ(F )) = q−1(U) and r(ϕ(F )) = q−1(V ), and the homeomorphisms
τ(F ), τ(ϕ(F )) verify τ(F ) ◦ q = q ◦ (τ(ϕ(F )).
q−1(U) q−1(V )
U V.
τ(ϕ(F ))
˜
q q
τ(F )
˜
Proof. Let F ∈ G˜ and U = s(F ) = F−1F . Since U is idempotent, we have that q−1(U) =
ϕ(U) = ϕ(F )−1ϕ(F ) = s(ϕ(F )), as desired. The same conclusion follows for V = r(F )
in the same way. Let us show that the the diagram commutes, i.e. that we have τ(F ) ◦
q = q ◦ τ(ϕ(F )). To see this let W ⊂ V be an open subset. Note that τ(F )−1(W ) is
equal to the idempotent F−1WF . It follows that (τ(F ) ◦ q)−1(W ) = q−1(τ(F )−1(W )) =
q−1(F−1WF ) = ϕ(F−1)ϕ(W )ϕ(F ). Arguing similarly we have that (q ◦ τ(ϕ(F )))−1(W ) =
τ(ϕ(F ))−1(q−1(W )) = τ(ϕ(F ))−1(ϕ(W )) = ϕ(F )−1ϕ(W )ϕ(F ). We conclude that for every
open subset W of V we have (τ(F ) ◦ q)−1(W ) = (q ◦ τ(ϕ(F )))−1(W ). By the uniqueness part
of Lemma 4.6 this implies that the two maps q◦τ(ϕ(F )) and τ(F )◦q are equal, as desired. 
A direct consequence of the proposition is the following.
Corollary 4.10. Let ϕ : G˜ → H˜ be a continuous morphism, and q : Y → X be its spatial
component. Then its restriction to F(G) is a group homomorphism taking values in F(H), and
the action of F(G) on Y induced by ϕ factors onto its natural action on X via the map q.
Injectivity of a continuous morphism ϕ : G˜ → H˜ is tightly related to the surjectivity of the
spatial component q : Y → X.
Proposition 4.11. Let ϕ : G˜ → H˜ be a continuous morphism. If ϕ is injective, then its spatial
component q : Y → X is surjective. The converse holds if G˜ is effective.
Proof. Assume that ϕ is injective. Towards a contradiction, let x ∈ X be a point which
does not belong to the image of q, and let U be a neighbourhood of x. We have ϕ(U) =
q−1(U) = q−1(U \ {x}) = ϕ(U \ {x}) contradicting injectivity of ϕ. Conversely assume that
G˜ is effective and that q is surjective. Let F, T ∈ G˜ be such that ϕ(F ) = ϕ(T ). Proposition
4.9 together with the surjectivity of the map q implies that s(F ) = s(T ), r(F ) = r(T ) and that
the homeomorphisms τ(F ) and τ(T ) coincide. Thus F = T . 
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Example 4.12. Assume that C ⊂ X is a G-invariant subset. We then have a natural continuous
morphism rC : G˜ → G˜|C, called the restriction morphism, given by F 7→ F |C := F ∩ (G|C).
Clearly F |C is a bisection of G|C and this defines a continuous morphism, whose associated
spatial component is the inclusion C →֒ X.
The following simple proposition allows in many cases to reduce the study of continuous
morphism to those with surjective spatial component.
Proposition 4.13. Let ϕ : G˜ → H˜ be a continuous morphism, with spatial component q : Y →
X. Then q(Y ) is a G-invariant subset of X, and there exists a unique continuous morphism
ψ : G˜|q(Y )→ H˜ such that ϕ splits as the composition of the restriction morphism G˜ → G˜|q(Y )
followed by ψ.
Although the proof is not difficult, we postpone it to the end of §4.4, as it will become
tautological after introducing a suitable interpretation of continuous morphisms in terms of
the underlying groupoids.
4.3. Actions of groupoids. Let G be an étale groupoid over a space X. A (continuous) left
action of G on Z over a continuous map q : Z → X is a continuous map
α : G ×s q Z → Z, (γ, z) 7→ γ · z
defined on the fibre product G ×s q Z = {(γ, z) ∈ G ×Z : s(γ) = q(z)}, which verifies q(γ · z) =
r(γ) and (δγ) · z = δ · (γ · z) for every δ, γ such that s(δ) = r(γ) and s(γ) = q(z). We will write
α : G y Z to indicate that α is a left action of G on (Z, q) over some map q : Z → X.
Similarly a right action of α : Z x G over a continuous map q : Z → X is a map
α : Z ×q r G → Z, (z, γ) 7→ z · γ
such that q(zγ) = s(γ) and (z · γ) · δ = z · (γδ) for every γ, δ ∈ G with s(γ) = r(δ).
Actions of G on Z are essentially the same thing as continuous morphisms from G˜ to the
pseudogroup I˜(Z):
Proposition 4.14. Left actions of G on Z are in natural one-to-one correspondence with
continuous morphisms ϕ : G˜ → I˜(Z). Under this correspondence, a continuous morphism with
spatial component q : Z → X gives rise to an action over the same map q, and vice versa.
Proof. Let α : G ×s q Z → Z, (γ, z) 7→ γz be an action over a map q and let us construct a
continuous morphism ϕ : G˜ → I˜(Z). On idempotents U ∈ G˜ we define ϕ(U) = q−1(U). For
every F ∈ G˜ with s(F ) = U and r(F ) = V , define ϕ(F ) ∈ I˜(Z) to be the homeomorphism
ϕ(F ) : q−1(U)→ q−1(V ) given by ϕ(F )(z) = [F ]q(z) · z. (Recall [F ]q(z) denotes the germ of F
at q(z)). This defines a continuous morphism ϕ : G˜ → I˜(Z).
Conversely let ϕ : G˜ → I˜(Y ) be a continuous morphism with spatial component q : Z → X,
and let us define an action α : G ×s q Z → Z. Let (γ, z) ∈ G ×s q Z. Choose any bisection
F of G such that γ ∈ F , and set U = s(F ). Since q(z) = s(γ) ∈ U , we have z ∈ q−1(U)
which implies that z is contained in the domain of the partial homeomorphism ϕ(F ). Define
γ ·z = ϕ(F )(z). Let us check that this definition does not depend on the choice of F . Let F ′ be
another bisection containing γ, with U ′ = s(F ′). Since F ∩F ′ is a neighbourhood of γ in G and
bisections form a basis for the topology, there exists a bisection T such that γ ∈ T ⊂ F ∩ F ′.
Setting W = s(T ), we have W ⊂ U ∩ U ′. Moreover T = FW = F ′W , and applying ϕ we
see that ϕ(F )|−1q (W ) = ϕ(FW ) = ϕ(T ) = ϕ(F
′W ) = ϕ(F ′)|q−1(W ). Since z ∈ q−1(W ) this
implies that ϕ(F )(z) = ϕ(F ′)(z) as desired. Thus the action α is well defined. The fact that
it is continuous easily follows from the construction. 
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4.4. An equivalence of categories between pseudogroups and groupoids. In this sub-
section we study the functoriality of the correspondence G → G˜ between étale groupoids and
pseudogroups.
Remark 4.15. The more straightforward notion of morphism between étale groupoids are
cocycles. A cocycle is a a map c : G1 → G2 between groupoids which commutes with source and
range maps and preserves all operations. In general, a continuous cocycle c : G → H does not
give rise to a continuous morphism of pseudogroup (neither covariantly, nor contravariantly),
but it does under some assumptions on c. This has been studied by Lawson and Lenz [LL13],
who show that if one restrict the attention to a class of cocycles (named covering functors
in [LL13]) and to a special class of continuous morphisms of pseudogroups (named callitic
in [LL13]), the correspondence G → G˜ becomes a contravariant equivalence of categories.
However, we will need to work with arbitrary morphisms (which need not be callitic). We
therefore take a different point of view.
Observe that if G and H are just countable groups, a group homomorphism G → H can
equivalently be thought as a left action of G on H which commutes with the natural right
action of H on itself. The following definition generalises this second point of view (rather
than the first) to étale groupoids.
Definition 4.16. Let G,H be étale groupoids over spaces X,Y . A left action α : G y (H, p)
is said to be a translation action if it commutes with the natural right action (H, s) x H
given by the groupoid operation (γ, δ) 7→ γδ (over the source map s : H → Y ).
Here a left action G y (Z, p1) and a right action (Z, p2) x H are said to commute if for
every γ ∈ G, z ∈ Z, δ ∈ H such that s(γ) = p1(z) and p2(z) = r(δ) (so that γ · z and z · δ are
both defined), we have p1(z · δ) = p1(z), p2(γ · z) = p2(z) and (γ · z) · δ = γ · (z · δ).
Remark 4.17. It follows from the definition that for every translation action α : G y (H, p),
the map p : H → X satisfies p(δ) = p(δδ−1) = p(r(δ)). Thus, it is of the form p = q ◦ r for
some map between the spaces q : Y → X (namely the restriction of p to Y ). We will freely
use this observation in what follows.
Let G,H,K be étale groupoids over spaces X,Y,Z, and let α : G y (H, q ◦ r) and β : H y
(H, p◦r) be translation actions. Their composition is the translation action ξ : G y (K, q◦p◦r)
which for every γ ∈ G and δ ∈ K such that s(γ) = q ◦ p ◦ r(δ) is given by the formula
γ ·ξ δ = (γ ·α p((r(δ))) ·β δ.
Lemma 4.18. The composition of two translation actions is a well-defined translation action.
Proof. With the notations as above, using that α is an action, we have
(γ1γ2) ·ξ δ = ((γ1γ2) ·α p(r(δ)) ·β δ = (γ1 ·α (γ2 ·α p(r(δ))) ·β δ.
Setting η = γ2 ·α p(r(δ)) and using that α, β are translation actions, we obtain
(γ1γ2) ·ξ δ = ((γ1 ·α ηη
−1)η) ·β δ = ((γ1 ·α r(η))η) ·β δ = (γ1 ·α r(p(η · βδ))η) ·β δ =
(γ1 ·α r(p(η · βδ)) ·β (η ·β δ) = γ1 ·ξ (η ·β δ) = γ1 ·ξ (γ2 ·ξ δ)
showing that ξ is indeed an action. The verification that it is a translation action is similar
and even simpler. 
This allows to define a category whose objects are étale groupoids, and whose morphisms
are translation actions. In this category, the identity morphism over G is given by the left
action of G on itself G y (G, r) by the groupoid operation.
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Theorem 4.19 (Functorial equivalence between pseudogroups and groupoids). Let G and H be
étale groupoids. There is a natural one-to-one correspondence between continuous morphisms
of pseudogroups G˜ → H˜ and translation actions of G on H. Under this correspondence, a
continuous morphism ϕ : G˜ → H˜ with spatial component q : Y → X corresponds to a translation
α : G y H over the map q ◦ r : H → X.
Furthermore, this correspondence is functorial, and establishes an equivalence between the
category of pseudogroups with continuous morphisms, and the category of étale groupoids with
translation actions as morphisms.
Explicitly, the correspondence claimed in the statement is as follows. Let ϕ : G˜ → H˜ be
a continuous morphism of pseudogroups with spatial component q : Y → X. Let us define a
translation action G y (H, q ◦ r). Let γ ∈ G, δ ∈ H be such that q(r(δ)) = s(γ). Choose a
bisection F ∈ G˜ such that γ ∈ F . Define
(2) γ · δ := [ϕ(F )]r(δ)δ.
We claim that the formula (2) defines a translation action, and establishes the desired functorial
one-to-one correspondence. The proof includes a series of elementary verifications, that we
spell out for completeness:
Proof. Let ϕ : G˜ → H˜ be a continuous morphism, and let us show that the formula (2) defines
a translation action of G on (H, q ◦ r). We first check that γ · δ is well defined, i.e. does not
depend on the choice of F . Assume that T is another bisection containing γ. Then we can find
a smaller bisection S ⊂ T ∩ F containing γ. This means that we have S = TU and S = FU
for some neighbourhood U = s(S) of y. Applying ϕ we deduce that ϕ(S) = ϕ(T )q−1(U) and
ϕ(S) = ϕ(T )q−1(U). Since r(δ) = [q−1(U)]r(δ) is a unit, we have [ϕ(F )]r(δ) = [ϕ(T )]r(δ) =
[ϕ(S)]r(δ). This shows that γ ·δ is a well-defined element of H. Moreover the map (γ, δ) 7→ γ ·δ
is continuous: for (γ′, δ′) close enough to (γ, δ), we can choose the same bisection F to define
γ′ · δ′, and the map δ′ 7→ [ϕ(F )]r(δ′)δ′ is continuous. The fact that the formula (2) defines
an action is a direct consequence of the fact that ϕ is a semigroup morphism, and it is
apparent from (2) that this action commutes with the right action of H on itself. Finally let
us check that this construction is functorial. Assume that K is another étale groupoid over
a space Z. Let ϕ : G˜ → H˜ and ψ : H˜ → K˜ be continuous morphisms, and q : Y → X and
p : Z → Y be their spatial component. The spatial component of ψ ◦ ϕ is obviously q ◦ p.
Let α : G y (H, q ◦ r), β : H y (K, p ◦ r) and ξ : G y (K, q ◦ p ◦ r) be the translation actions
associated to ϕ,ψ and ψ◦ϕ respectively, and let us show that ξ coincides with the composition
of α and β. Let γ ∈ G and δ ∈ K be such that s(γ) = q(p(r(δ)), and let F be a bisection
containing γ. Since p(r(δ)) is a unit of H, we have
γ ·α p(r(δ)) = [ϕ(F )]p(r(δ))p((r(δ)) = [ϕ(F )]p(r(δ)) ∈ ϕ(F )
thus, ϕ(F ) is a bisection that contains (γ ·α p(r(δ)) and we can use it as a representative in
the definition of the action β, obtaining
(γ ·α p(r(δ))) ·β δ = [ψ(ϕ(F ))]r(δ)δ = γ ·ξ δ
showing that ξ coincides with the composition of α and β. We have shown that the formula
(2) defines a functor from pseudogroups with continuous morphisms to étale groupoids with
translation actions. It remains to show that this is in fact an equivalence of categories.
To this end we first prove the following lemma.
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Lemma 4.20. If α : G y (H, q ◦ r) is a translation action, the map
G ×s q Y → H
(γ, y) 7→ γ · y
is open and is a local homeomorphism.
Proof. First observe that the projection π2 : G ×s q Y → Y is open and is a local homeomor-
phism. To see this, note that a basis for the topology of G ×s q Y is given by sets of the form
F ×s q V for F a bisection of G and V ⊂ Y open. The restriction of π2 to F ×s q V is a
homeomorphism with image π2(F ×s q V ) = {y ∈ V : ∃γ ∈ F, s(γ) = q(y)} = V ∩ q
−1(s(F )),
which is therefore open, and inverse given by y 7→ ([F ]q(y), y).
Now fix (γ, y) ∈ G ×s q Y . Let T be a bisection of H containing γ · y. By the continuity
of (γ, y) 7→ γ · y we can find a neighbourhood W of (γ, y) which is mapped into T . Note
that for every (γ′, y′) ∈ W we have π2(γ′, y′) = y′, and s(γ′ · y′) = y′. Thus on W , the
map (γ′, y′) 7→ γ′ · y′ coincides with the composition of π2 : W → Y , followed by the local
inverse s|−1T : s(T )→ T . Since both maps are open and local homeomorphisms, this proves the
lemma. 
Going back to the proof of the theorem, let α : G y (H, q ◦ r) be a translation action, and
let us define a continuous morphism ϕ : G˜ → H˜. For every bisection F ∈ G˜ we set
ϕ(F ) = {γ · y : γ ∈ F, y ∈ Y, s(γ) = q(y)}.
Note that ϕ(F ) is the image of F ×s q Y under the map (γ, y) 7→ γ · y. Thus, Lemma 4.20
implies that ϕ(F ) is open. To see that it is a bisection note that we have s(ϕ(F )) = q−1(s(F )),
and the restriction of the source map to ϕ(F ) is invertible with inverse y 7→ [F ]q(y) ·y. Similarly
one checks that r(ϕ(F )) = q−1(r(F )) and that the restriction of r to ϕ(F ) is invertible. Thus
ϕ(F ) is a bisection. Let us check that ϕ is a semigroup homomorphism. Fix F1, F2 ∈ G˜. Let
us show that ϕ(F1F2) ⊂ ϕ(F1)ϕ(F2). An element of ϕ(F1F2) has the form (γ1γ2) · y for some
γ1 ∈ F1, γ2 ∈ F2 and y ∈ Y such that s(γ1) = r(γ2), and q(y) = s(γ1). Put z = r(γ2 · y). Since
z(γ1 ·y) = γ1 ·y, using that the action is a translation action we obtain (γ1γ2) ·y = γ1 ·(γ2 ·y) =
γ1 · (z(γ2 · y)) = (γ1 · z)(γ2 · y) ∈ ϕ(F1)ϕ(F2), proving that ϕ(F1F2) ⊂ ϕ(F1)ϕ(F2). To see the
converse, let γ1 · y1 ∈ ϕ(F1) and γ2 · y2 ∈ ϕ(F2) be such that r(γ2 · y2) = s(γ1 · y1) = y1. Then
(γ1 · y1)(γ2 · y2) = γ1 · (y1(γ2 · y2)) = γ1 · (γ2 · y2) = (γ1γ2) · y2 ∈ ϕ(F1F2). This shows that ϕ
is a semi-group homomorphism.
The fact that ϕ preserves unions of compatible families, zero and identity, are clear from its
definition. Moreover it is not difficult to check that the action associated to ϕ via the formula
(2) is the action α we started with. The proof is complete. 
Remark 4.21. Let us explain how this equivalence includes the one described by Lawson and
Lenz [LL13], mentioned in Remark 4.15. In their terminology, a cocycle c : H → G is called a
covering functor if for every y ∈ Y the restriction of c to the leaf Hy is a bijection with the leaf
Gc(y). A covering functor gives rise to a translation action G y (H, c|Y ◦ r) as follows: for every
γ ∈ G and δ ∈ H such that c(r(δ)) = s(γ), define γ · δ := ηδ, where η ∈ Hr(δ) is the unique
preimage of γ under c. One can check that the continuous morphism ϕ : G˜ → H˜ associated
to this translation action is given by ϕ(F ) = c−1(F ), and that the morphisms arising in this
way are precisely those called callitic in [LL13]. (Note that what we call pseudogroup is called
spatial pseudogroup in [LL13], the word pseudogroup being used in a more general way in
[LL13].)
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As a first application of this theorem, let us prove Proposition 4.13
Proof of Proposition 4.13. Let ϕ : G˜ → H˜ be a continuous morphism with spatial component
q : Y → X, and set C = q(Y ). We consider the associated translation action G y (H, q◦r). It is
tautologically the composition of the natural translation action G y (G|C, ι◦r) by the groupoid
operation (where ι : C → X is the inclusion) and of a translation action G|C y (H, q ◦ r). 
4.5. Coarse structure on leaves and compactly generated groupoids. In this subsec-
tion we assume for simplicity that G is an etale groupoid over a compact spaceX. Preliminaries
on coarse spaces where recalled in §2.2.
For every x ∈ X, the leaf Gx is naturally a coarse space, where E ⊂ Gx × Gx is declared to
be a controlled set if there exists a compact subset K ⊂ G such that {γδ−1 : (γ, δ) ∈ E} ⊂ K.
(A similar definition can be given for the leaf Gx)
Note that the coarse space Gx is uniformly discrete. To see this assume that {Bi}i∈I is
a family of uniformly bounded subsets of Gx, and let K ⊂ G be a compact set such that
γδ−1 ∈ K for every γ, δ ∈ Bi and every i ∈ I. The set K can be covered with finitely many
open bisections F1, . . . , Fn. Thus if we fix some δ ∈ Bi we have that every γ ∈ Bi has the
form γ = (γδ−1)δ = [Fi]r(δ)δ for some i. Therefore |Bi| ≤ n for all i ∈ I.
In a similar fashion, for every x ∈ X the orbit r(Gx) = {s(γ) : γ ∈ Gx} can be endowed with
a structure of a (uniformly discrete) coarse space.
In a relevant special case these structure come from a structure of graph. Following Haefliger
[Hae02] (see also [Nek15b, Sec. 2.3]), recall that G is said to be compactly generated if
there exists a compact subset K ⊂ G such that every element of G is a product of elements
of K ∪ K−1 (note that the definition for groupoids with non-compact unit space is more
complicated, see [Hae02]).
Example 4.22. If Gy X is a finitely generated group action on a compact space, its groupoid
of germs is compactly generated, a compact generating set being given by the unions of the
sets of germs of elements in a finite generating set of G.
In terms of the pseudogroup G˜, compact generation translates as follows [Hae02].
Definition 4.23. A bisection F ∈ G˜ is said to be extendable if there exists F ′ ∈ G˜ such that
F ⊂ F ′ and the closure of s(F ) in Y is contained in s(F ′). Note that extendable bisections
always form a basis of the topology. The pseudogroup G˜ is said to be compactly generated
if there exists a finite set T = {T1, . . . , Tr} ⊂ G˜ of extendable bisections such that the set
of products
⋃
n≥0(T ∪ T
−1)n is a cover of the étale groupoid G. The set T is called a finite
generating set of G˜.
The pseudogroup G˜ is compactly generated if and only if the étale groupoid G is so. Namely
if K ⊂ G is a compact set generating G, every finite cover of K by extendable bisections is a
finite generating set of G˜. Conversely let T = {T1, · · · , Tr} be a finite generating set of G˜, and
choose bisections T ′i ⊃ Ti as in the definition of extendable bisections. Then K =
⋃
T¯i is a
compact generating set of G, where T¯i refers to the closure in T ′i .
If the space X is totally disconnected space (e.g. a Cantor space) the requirement that
the bisections Ti are extendable can be replaced by the requirement that they are compact
and open. In this case, we will always consider generating sets consisting of compact open
bisections.
Assume that G is a compactly generated étale groupoid, with finite symmetric generating
set T = {T1, . . . , Tr} ⊂ G˜. Following Nekrashevych [Nek15b], for every x ∈ X we define the
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Cayley graph Γ˜x(G,T ) as the graph whose vertex set is the leaf Gx and with edges labelled
by T , where γ1, γ2 are connected by an oriented edge labelled by Ti ∈ T if γ2 = [Ti]r(γ1)γ1.
Similarly for every x ∈ X, we also define the orbital graph Γy(H,T ) as the T -labelled
graph whose vertex set is the orbit of r(Gx), and where x1, x2 are connected by an oriented
edge for every i = 1, . . . , r such that x2 = τ(Ti)(x1).
Example 4.24. Assume that G is the groupoid of germs of a continuous action G y X of a
finitely generated group. Then, for the natural choices of generating sets, the orbital graphs
and the Cayely graphs of G based at x coincide with the orbital graph and the graph of germs
of the action Gy X as defined in §2.1.
The following proposition implies that for minimal groupoids, the quasi-isometry type of
the Cayley and orbital graphs is invariant under restriction. For a proof we refer to [Nek15b,
Cor. 2.3.4].
Proposition 4.25. Assume that G is minimal. Let U ⊂ X be a compact open subset. Then
for every x ∈ U the fibres (G|U)x and Gx are coarsely equivalent spaces. Moreover G|U is
compactly generated if and only if G is so.
It is an obvious but fundamental fact that group embeddings between discrete groups are
coarse embeddings. The following proposition will serve as a sufficiently good replacement of
this fact for pseudogroups. Its proof is an application of Theorem 4.19,
Proposition 4.26. Let G,H be étale groupoids over compact spaces X,Y , and let ϕ : G˜ → H˜
be a continuous morphism with spatial component q : Y → X. Let x ∈ q(Y ), and assume the
isotropy group Gxx is trivial. Then for every y ∈ q
−1(x), there exist an injective coarse map
Gx →֒ Hy.
Note that when ϕ is injective, we have q(Y ) = X (Proposition 4.11), and thus this can be
applied to every x with trivial isotropy group.
Proof. By Theorem 4.19, we can consider a translation action G y (H, q ◦ r), (γ, δ) 7→ γ · δ
which corresponds to ϕ. For x, y as in the statement we have a map Gx → Gy given by γ 7→ γ ·y.
This map is injective: if γ 6= γ′ ∈ Gx, the assumption that Gxx is trivial implies that γ and γ
′
have different range, and thus q(r(γ ·y)) = r(γ) 6= r(γ′) = q(r(γ′ ·y)), showing that γ ·y 6= γ′ ·y.
Let K ⊂ G be a compact subset. If γ1, γ2 ∈ Gx are such that γ1 = δγ2 for δ ∈ K, then using
that the action is a translation action we see that we must have (γ1 · y) = (δr(γ2 · y)) · (γ2 · y),
and thus (γ1 ·y)(γ2 ·y)−1 belongs to the set K ·Y = {δ ·z : δ ∈ K, z ∈ Y, s((δ) = q(z)}, which is
a compact subset of H. This shows that the map is bornologous. Finally it is enough to note
that an injective bornologous map between uniformly discrete coarse spaces is automatically
a coarse map. 
4.6. Functoriality of homology. Let us recall the definition of the homology groups of an
étale groupoid with coefficient in an abelian group A. For simplicity, we assume that G is an
étale groupoid over a Cantor space X (we will only use homology in this case).
For n ≥ 1, let ∆n(G˜) be the set of consisting set of all tuples (F1, · · · , Fn) of compact open
bisections Fi ∈ G˜ such that s(Fi) = r(Fi+1) for every i = 1, . . . n− 1. For n = 0 we let ∆0(G˜)
be the set of all clopen subsets of X. Define Cn(G˜) to be the abelian group with generating
set ∆n(G˜) and relations of the form
(3) (F1, . . . , Fn) = (T1, . . . , Tn) + (S1, . . . , Sn)
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whenever Fi = Ti ⊔ Si for i = 1, · · · , n. We let Cn(G˜, A) = A ⊗Z Cn(G˜) (where both A and
Cn(G˜) are seen as Z-modules).
For n ≥ 2 and i = 0, . . . , n define maps di : ∆n(G˜)→ ∆n−1(G˜) by
di(F1, · · ·Fn) =
 (F2, . . . , Fn) if i = 0(F1, . . . , FiFi+1, . . . , Fn) if 1 ≤ i ≤ n− 1
(F1, · · · , Fn−1) if i = n
If n = 1, set d0(F ) = r(F ) and d1(F ) = s(F ). The maps di preserve the relations (3), and
thus extend to group homomorphisms
di : Cn(G˜)→ Cn−1(G˜).
Setting ∂n =
∑n
i=0(−1)
idi, we obtain a chain complex
0 C0(G˜, A) C1(G˜, A) C2(G˜, A) · · ·0 IdA⊗∂1 IdA⊗∂2 IdA⊗∂3
The homology of G˜ with coefficient in A is defined as the homology of this complex, namely
Hn(G˜, A) = Ker(IdA⊗∂n)/ Im(IdA⊗∂n+1). If A = Z, we simply write Hn(G˜).
Remark 4.27. This definition is equivalent to the definition given by Matui in [Mat12] (ex-
tended in [Nek15a] to non-Hausdorff groupoids). To see this, observe that the group Cn(G˜, A)
admits the following interpretation. Let
G∗n = {(γ1, . . . , γn) : r(γi) = s(γi+1), i = 1, . . . n}
be the set of composable n-tuples of the groupoid G. For n = 0 we set G∗0 = X. For
every (F1, · · · , Fn) ∈ ∆n(G˜) and every a ∈ A, the element a⊗ (F1, · · · , Fn) defines a function
G∗n → A which maps (γ1, . . . , γn) to a if γi ∈ Fi for every i = 1, . . . , n, and to 0 otherwise.
The group Cn(G˜, A) is isomorphic to the subgroup of the group of all functions from G∗n to
A generated by all functions of this form. If G is Hausdorff, this is the same as the group of
continuous, compactly supported functions G∗n → A. For n = 0 and for any G (Hausdorff
or not), the group C0(G˜, A) coincides with the group of continuous functions C(X,A). Using
these identifications, it is clear that the definition of the groups Hn(G, A) coincides with the
definition given in [Mat12, Nek15a].
Groupoid homology behaves functorially with respect to continuous morphisms of pseu-
dogroups. Namely assume that G1,G2 are étale groupoids over Cantor spaces X1,X2, and that
ϕ : G˜1 → G˜2 is a continuous morphisms. Then ϕ induces a map, still denoted ϕ : ∆n(G˜1) →
∆n(G˜2), by ϕ(F1, . . . , Fn) = (ϕ(F1), . . . , ϕ(Fn)) and thus induces a homomorphism
IdA⊗ϕ : Cn(G˜1, A)→ Cn(G˜2, A),
which is clearly a morphism of chain complexes. We deduce:
Proposition 4.28. Every continuous morphism of pseudogroups ϕ : G˜1 → G˜2 induces maps
between the homology groups
ϕ∗ : Hn(G1, A)→ Hn(G2, A).
This will be used in our applications of the Extension Theorem, in particular to groups of
interval exchanges (§10.2) and to full groups of one sided shift of finite type (§11).
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4.7. The symmetric power of an étale groupoid. Let G be an étale groupoid over a
space X, and r ≥ 1. Let us give a more formal definition of the symmetric power G[r] (whose
definition was sketched in the introduction for G effective). This will be needed later in our
main theorem in §7. We anticipate it to this section since it also provides some instructive
examples concerning pseudogroups morphisms.
Given a (Hausdorff) space X and an integer r ≥ 1, let X [r] be the space of non-empty finite
subsets of X of cardinality at most r. It is endowed with the quotient of the product topology
on the cartesian power Xr via the surjection Xr → X [r], (y1, . . . , yr) 7→ {y1, . . . yr}.
Definition 4.29. Let G be an étale groupoid over X, and r ≥ 1. The symmetric power
G[r] is the groupoid over X [r], consisting of all non-empty finite subsets Q ⊂ H of cardinality
at most r such that every two distinct elements γ, δ ∈ Q have different source and different
range.
The groupoid structure on G[r] is defined as follows. Source and range maps s, r : G[r] → X [r]
are given by the image of of the source and range maps of G. It follows that for every
Q1,Q2 ∈ G
[r] such that s(Q1) = r(Q2), and every γ2 ∈ Q2, there exists a unique γ1 ∈ Q1 such
that s(γ1) = r(γ2). The product Q1Q2 is defined as the set-wise product in G:
Q1Q2 = {γ1γ2 : γ1 ∈ Q1, γ2 ∈ Q2, s(γ1) = r(γ2)].
To define a topology on G[r], let E ⊂ Gr be the set of tuples (γ1, · · · , γr) with the property
that for every i, j such that γi 6= γj , we have s(γi) 6= s(γj) and r(γi) 6= r(γj). Note that E
is open in Gr, and that we have a surjective map E → G[r], (γ1, · · · , γr) 7→ {γ1, · · · , γr}. We
consider on G[r] the quotient of the topology on E , under this surjective map.
With this topology, G[r] is étale. Explicitly a basis of bisections of G[r] can be described as
follows. Let T1, · · · , Ts ∈ G˜ be compatible bisections, with 1 ≤ s ≤ r. Then the set
UT1,··· ,Ts = {Q ∈ G
[r] : Q ⊂ T1 ∪ · · · ∪ Ts,Q ∩ Ti 6= ∅∀i = 1, · · · , s}
is a bisection of G[r], and sets of this form are a basis of the topology of G[r].
The sets X [r] are naturally nested:
X = X [1] ⊂ X [2] ⊂ X [3] ⊂ · · ·X [r−1] ⊂ X [r]
If ℓ < r, the set X [ℓ] is a closed G[r]-invariant subset of X [r]. This shows in particular that G[r]
is never minimal if r ≥ 2 (unlike the usual power Gr, which is minimal if and only if G is).
For every ℓ ≤ r we have G[r]|X [ℓ] = G[ℓ]. Thus, the restriction morphisms (Example 4.12)
provide us with a sequence of continuous morphisms
G˜[r] → G˜[r−1] → · · · → G˜[2] → G˜.
Lemma 4.30. Assume that G is minimal. Then for every r ≥ 1, the only closed G[r]-invariant
subsets of X [r] are the sets X [ℓ], ℓ = 1, · · · , r.
In particular assume that H is an étale groupoid over a compact space Y , and let ϕ : G˜[r] →
H˜ be a continuous morphism. Then there exists a unique ℓ ≤ r such that ϕ splits as the
composition of the restriction homomorphism G˜[r] → G˜[ℓ] and a continuous morphism G˜[ℓ] → H˜
whose spatial component q : Y → X [ℓ] is surjective.
Proof. Let C ⊂ X [r] be a closed G[r]-invariant subset, and let Q := {x1, · · · , xℓ} ∈ C be such
that ℓ := |Q| is maximal. Let us show that C = X [ℓ]. We have C ⊂ X [ℓ] by maximality of
ℓ. Let P = {y1, . . . , yℓ} ∈ X [ℓ], and let U1, · · ·Uℓ be neighbours of y1, . . . , yℓ. By minimality
we can find elements γi ∈ G such that s(γi) = xi, r(γi) ∈ Ui, and r(γ1), . . . , r(γℓ) are pairwise
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distinct. This shows that P is in the closure of the G[r]-orbit of Q, and thus P ∈ C. Since
P ∈ X [ℓ] was arbitrary we have X [ℓ] ⊂ C.
For the second part, it is enough to observe that by compactness q(Y ) is closed, thus equal
to X [ℓ] for some ℓ ≤ r, and to apply Proposition 4.13. 
We now give an example of continuous morphism of pseudogroups.
Example 4.31. The symmetric power G[r] is related to the usual (cartesian) power Gr by the
existence of a continuous morphism G˜[r] → G˜r whose spatial component is the surjection
Xr → X [r], (x1, . . . , xr) 7→ {x1, . . . , xr}.
Too see this, let q : Xr → X [r] be the surjection. We define a translation action G[r] y
(G, q ◦ r) as follows. Let Q ∈ G[r] and δ ∈ Gr such that q(r(δ)) = s(Q). Write δ = (δ1, . . . , δr),
r(δ) = (x1, . . . , xr), so that s(Q) = {x1, . . . , xr}. For every i, there exists a unique γi ∈ Q such
that s(γi) = xi. Define Q · δ = (γ1δ1, . . . , γrδr). It is straightforward to verify that this is a
translation action.
We now give a non-example of continuous morphism of pseudogroups.
Example 4.32. For every bisection T ∈ G˜, the set T [r] = {Q ∈ G[r] : Q ⊂ T} is a bisection
of G[r], and thus an element of G˜[r]. It is not difficult to check that the map T 7→ T [r] is a
semigroup homomorphism G˜ → G˜[r]. However as soon as r ≥ 2, this homomorphism does not
preserve unions of compatible families, and thus is not a continuous morphism of pseudogroups.
To see this, write X = U ∪ V as the union of two open, non-empty proper subsets. Not every
subset {x1, . . . , xr} ⊂ X is contained either in U or in V , and thus U [r]∪V [r] is strictly smaller
than X [r].
An analogous thing happens with the cartesian power Gr, namely we have a semigroup
homomorphism G˜ → G˜r, T 7→ T r, which is not a continuous morphism for the same reason.
5. Preliminaries on the alternating full group
In this section, we recall the definition of the alternating full group A(G) as defined by
Nekrashevych in [Nek15a], and collect some technical facts on the formalism of multisections
developed there.
Throughout the section, G is an étale groupoid over a space X which is assumed to be either
a Cantor space, or locally compact, non-compact Cantor space (i.e. a space homeomorphic to
any open, non-closed subset of a Cantor space).
5.1. Expansive groupoids and the group A(G).
Definition 5.1. A multisection of degree d of G is a map ~F from {1, · · · , d}2 to the pseu-
dogroup G˜ such that the following conditions are satisfied:
(i) for every i = 1 . . . , d, the set ~F (i, i) ⊂ X is a compact open subset of X ;
(ii) we have ~F (i, i) ∩ ~F (j, j) = ∅ if i 6= j;
(iii) for every i, j, ℓ = 1, . . . d we have ~F (i, j)~F (j, ℓ) = ~F (i, ℓ).
Note that it follows from this definition that s(~F (i, j)) = ~F (j, j) and r(~F (i, j)) = ~F (j, j) and
that ~F (i, j) is a compact open bisection of G. The set
⋃d
i=1
~F (i, i) ⊂ X is called the domain
of the multisection and the subsets ~F (i, i) are called the components of the domain.
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A multisection ~F of degree d induces an embedding from the symmetric group Sym(d) into
F(G), still denoted ~F : Sym(d) → F(G). For every σ ∈ Sym(d), the element ~F (σ) is given by
the bisection
~F (σ) =
(
d⋃
i=1
~F (σ(i), i)
)
⊔ (X \
d⋃
i=1
~F (i, i)).
The associated homeomorphism permutes the components ~F (i, i) in a way prescribed by σ,
and acts within each component according to the bisection ~F (σ(i), i). We denote A(~F ) the
image of the alternating group Alt(d) under ~F .
Definition 5.2. The alternating full group of G is the subgroup A(G) of F(G) generated
by
⋃
~F A(
~F ), where ~F varies over multisections of degree d ≥ 3.
Remark 5.3. Note that since we required the component of the domain of a multisection to be
compact, the group A(G) acts on X by compactly supported homeomorphisms. In particular,
when the unit space X is the locally compact, non-compact Cantor set, the group A(G) is the
direct limit of the groups A(G|U ), were U ⊂ X varies among compact open subsets of X (and
hence U is a Cantor space).
In [Nek15a], Nekrashevych proves the following two theorems. See also [MB16] for an
independent result equivalent to the first (but with a different definition of A(G)).
Theorem 5.4 ([Nek15a]). Assume that G is a minimal effective étale groupoid over a (locally
compact) Cantor space X. Then every non-trivial subgroup of F(G) normalised by A(G) con-
tains A(G). In particular, A(G) is simple and contained in every non-trivial normal subgroup
of F(G).
Remark 5.5. In [Nek15a] this result is stated there only when X is a Cantor space, but the
case of the locally compact Cantor set reduces to this by Remark 5.3.
Theorem 5.6 ([Nek15a]). Assume that G is an expansive étale groupoid over a Cantor space
X, and that every G-orbit contains at least 5 points. Then the alternating full group A(G) is
finitely generated.
Definition 5.7 ([Nek15a]). A compactly generated groupoid G over a Cantor space X is said
to be expansive if it admits a compact generating set T ⊂ G˜ such that
⋃∞
r=0(T ∪ T
−1)r is a
basis of the topology of G. Such a set is called an expansive generating set of G˜.
The groupoid of germs of an action of a finitely generated group on a Cantor space is
expansive if and only if the action is expansive, if and only if it is conjugate to a subshift, see
[Nek15a, Prop. 5.5].
5.2. General facts on multisections and the group A(G). We now list some useful ele-
mentary facts about multisections and the group A(G), that will be used in the sequel. We
use the following terminology.
Definition 5.8. A multigerm of degree d of G is an injective map ~γ : {1, . . . , d}2 → G such
that ~γ(i, i) ∈ X for every i = 1, . . . , d and for every i, j, ℓ = 1, . . . d we have ~γ(i, j)~γ(j, ℓ) =
~γ(i, ℓ).
Note that it follows that s(~γ(i, j)) = ~γ(j, j) and r(~γ(i, j)) = ~γ(i, i), and that ~γ(i, i), i =
1 . . . , d all lie in the same orbit.
If ~γ is a multigerm and ~F a multisection of the same degree, we will write ~γ ∈ ~F to mean
that ~γ(i, j) ∈ ~F (i, j) for every i, j.
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Lemma 5.9. Let ~γ be a degree d multigerm.
(i) Assume xd+1, . . . , xd′ for d′ > d are units in the same orbit of ~γ(1, 1) such that the
points ~γ(1, 1), . . . , ~γ(d, d), xd+1, . . . , xd′ are pairwise distinct. Then there exists a degree
d′ multigerm ~γ′ such that ~γ′|{1,...,d}2 = ~γ and ~γ
′(i, i) = xi for i = d+ 1, . . . d′.
(ii) Assume that Ti,j ∈ G˜ is a neighbourhood of ~γ(i, j) for every i, j = 1 . . . d. Then there
exists a degree d multisection ~F such that ~γ ∈ ~F and ~F (i, j) ⊂ Ti,j for every i, j.
Part (ii) allows as to talk about “sufficiently small” multisections containing ~γ, and we will
sometimes do so without mention.
Proof. To prove (i), set set ~γ′(i, j) = ~γ(i, j) for 1 ≤ i, j ≤ d. Choose arbitrarily for every
d+ 1 ≤ j ≤ d′ an element ~γ′(j, 1) ∈ G such that s(~γ′(j, 1)) = ~γ(1, 1) and r(~γ′(j, 1)) = xj, and
set ~γ′(1, j) = ~γ′(j, 1). In the remaining cases, let ~γ′(i, j) = ~γ′(i, 1)~γ′(1, j).
Let us prove (ii). First, for every i, j we can assume that Ti,j = T−1j,i , upon replacing all the
Ti,j by Ti,j ∩T−1j,i . Choose a decreasing basis (Wn) of compact open neighbourhoods of ~γ(1, 1)
in X. If n is large enough, we can assumeWn ⊂ T1,1 , thatWn ⊂ s(Tj,1) for every j = 2, . . . , d,
and that Wn, τ(T2,1)(Wn), . . . , τ(Td,1)(Wn) are pairwise disjoint (recall that τ(T ) denotes the
homeomorphism associated to a bisection). Define a sequence of multisections ~Fn by setting
~Fn(j, 1) = Tj,1Wn and ~Fn(1, j) = ~Fn(j, 1)−1 for j = 1, . . . d and ~Fn(i, j) = ~Fn(i, 1)~Fn(1, j)
in the remaining cases. Then for every i, j the sequence of bisections ~Fn(i, j) is a basis of
neighbourhoods of ~γ(i, j), and it follows that ~Fn(i, j) ⊂ Ti,j for all i, j if n is large enough. 
Lemma 5.10. Assume that every G-orbit contains at least d points for some d ≥ 2. Then
for every compact open bisection T ∈ G˜ such that s(T ) ∩ r(T ) = ∅, one can find finitely many
degree d multisections ~F1, . . . , ~Fn such that T = ∪ni=1 ~Fi(1, 2).
Proof. Using Lemma 5.9 and the fact that every G orbit has at least d points, or every γ ∈ T ,
we can find a degree d multigerm ~γ such that ~γ(1, 2) = γ, and a degree d multisection ~F ∋ ~γ
such that ~F (1, 2) ⊂ T . The conclusion follows by compactness. 
The next proposition is [Nek15a, Proposition 3.2]. If ~F , ~T are multisections of the same
degree, we write ~F ⊂ ~T if ~F (i, j) ⊂ ~T (i, j) for every i, j.
Proposition 5.11. Let ~F be a degree d multisection. Let ~Fℓ ⊂ ~F for ℓ = 1, . . . n be multisec-
tions such that ~F (i, j) =
⋃n
ℓ=1
~Fℓ(i, j) for every i, j ∈ {1, . . . , d}. Then A(~F ) is contained in
the subgroup generated by A(~F1) ∪ · · · ∪A(~Fn).
Lemma 5.12. If G is minimal, the action of A(G) on X is proximal.
Proof. Let x, y ∈ X and U be an open subset. Using Lemma 5.9 we can find multigerms
~γ,~δ of degree 3 such that ~γ(1, 1) = x,~δ(1, 1) = y and ~γ(2, 2), ~δ(2, 2) ∈ U and the points
~γ(i, i), ~δ(j, j), i, j = 1, . . . 3 are pairwise disjoint. For any sufficiently small multisections ~F ∋ ~γ
and ~T ∋ ~δ the element g = ~F ((123))~T ((123)) ∈ A(G) is such that g({x, y}) ∈ U . 
By a well-known consequence of proximality [Gla76, Lemma 3.3], we deduce:
Lemma 5.13. If G is minimal, the only continuous A(G) equivariant map X → X is the
identity. In particular A(G) has trivial centraliser in F(G)).
Lemma 5.14. Assume that G is a compactly generated étale groupoid over a Cantor space
X with no orbit of size less than 3. Let T ⊂ G˜ be a finite generating set of compact open
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bisections. Then there exists a finitely generated subgroup G ≤ A(G) such that for every x ∈ X
the orbital graph Γx(G,T ), is bi-Lipschitz equivalent to the the orbital graph Γx(G,S) of the
action Gy X, where S is any finite symmetric generating set of G. Moreover, the constants
in the bi-Lipschitz equivalence are independent of x ∈ X.
Note that if G is expansive, one can simply choose G = A(G).
Proof. We can assume that the generating set T = {T1, . . . , Td} is such that r(Ti)∩ s(Ti) = ∅
for every i = 1 . . . d, see [Nek15a, Lemma 5.1]. Using Lemma 5.9, choose for every i = 1, . . . , d
degree 3 multisections ~Fi,1, . . . ~Fi,ki such that the sets ~Fi,j(1, 2), j = 1 . . . ki cover Ti. Let G be
the group generated by S =
⋃d
i=1
⋃ki
j=1 A(
~Fi,j). By construction every y, z in the G-orbit of x
that are neighbours in Γx(G,T ) are also neighbours in Γx(G,S). Conversely it is easy to see
that the identity map on vertices Γx(G,S)→ Γx(G,T ) is Lipschitz (for any finitely generated
subgroup G < A(G) and any finite generating set S). 
For later use we observe the following (the definition of asymptotic dimension was recalled
in §2.2).
Proposition 5.15. For every minimal compactly generated étale groupoid G over a Cantor
space, the group A(G) has infinite asymptotic dimension.
Proof. Let U1, . . . , Un ⊂ X be disjoint clopen subsets. The groupoid G|Ui is also compactly
generated (see Proposition 4.25) and minimal. For every i = 1, . . . , n find a finitely generated
subgroup Ki < A(G|Ui) as in Lemma 5.14. Since Ki admits Schreier graphs, in particular
it is itself infinite. Let K = K1 × · · · × Kn ≤ A(G). Since every Ki is infinite, its Cayley
graph contains copy of Z, and therefore there is an injective coarse map Zn → K. It is well-
known that asdim(Zn) = n [Roe03, §9.2]. Since n is arbitrary, Proposition 2.5 implies the
conclusion. 
6. Confined subgroups of full groups
The following result characterises the confined subgroups of F(G) and A(G) when G is a
minimal effective groupoid over a Cantor space. This will be a key tool used throughout the
paper.
All relevant notations on the various stabilisers for group actions (St0G(x),StG(x), etc..) can
be found in §2.
Theorem 6.1 (Classification of the confined subgroups). Assume that G is a minimal effective
étale groupoid over a space X which is either a Cantor space or a locally compact Cantor space.
The following statements on a subgroup H ∈ Sub(F(G)) are equivalent:
(i) the subgroup H is confined;
(ii) the subgroup H is confined by A(G);
(iii) there exists a unique finite subset Q ⊂ X (possibly empty) such that we have
St0
A(G)(Q) ≤ H ≤ StF(G)(Q).
Moreover let H satisfy one of these equivalent conditions, and let P ⊂ F(G)\{1} be a confining
set. Then the set Q in (iii) verifies |Q| ≤ |P | − 1.
Let us first prove prove some lemmas.
Lemma 6.2. For every finite subset Q ⊂ X, we have A(G|Qc) = St0
A(G)(Q).
RIGIDITY OF FULL GROUPS 35
In the proof we will consider the natural action of the group F(G) on the set of multisections
by (g ~F )(i, j) = g ~F (i, j)g−1. Similarly we let F(G) act on the set of multigerms by (g~γ)(i, j) =
[g]~γ(i,i)~γ(i, j)[g]
−1
~γ(j,j).
Proof. The inclusion A(G|Qc) ≤ St0
A(G)(Q) is clear, since A(G|Q
c) is generated by elements
whose support is compact and contained in Qc. Let g ∈ St0
A(G)(Q) and let us show that
g ∈ A(G|Qc). Since g ∈ A(G), there exist degree 3 multisections ~F1, . . . , ~Fn of G and elements
si ∈ A(~Fi) such that g = sn · · · s1. Note that we can assume that si is of the form si = ~Fi((123))
for every i = 1, . . . , n. Let V be a neighbourhood of Q such that g fixes V point-wise. There
are three cases to consider.
Case 1. Assume that none of the domains of the multisections ~Fi intersects Q. In this case
we have A(~Fi) ≤ A(G|Qc) for every i = 1, . . . n and the conclusions follows immediately.
Case 2. Assume that the union of the domains of the multisections ~Fi does not cover
the whole unit space X. Let U ⊂ X be a clopen set which does not intersect the domain
of any of the multisections ~Fi, and note that g fixes U point-wise. Using Lemma 5.9 and
minimality of G, we can find an element h ∈ A(G) such that h(Q) ⊂ U and such that h
fixes point-wise the complement of V ∪ U . In particular, h commutes with g and hence
g = h−1gh = (h−1snh) · · · (h
−1s1h) ∈ 〈A(h
−1 ~F1), . . . ,A(h
−1 ~Fn)〉. Moreover Q ⊂ h−1(U) and
the set h−1U avoids the domain of all the multisections h−1 ~Fi, i = 1, . . . , n. Hence we are
reduced to Case 1.
Case 3. Assume that the union of the domains of the multisections ~Fi covers X. Define
inductively sets Q0, . . . , Qn by Q0 = Q and Qi+1 = Qi ∪ si+1(Qi) ∪ s2i+1(Qi). Let W0 be
a clopen neighbourhood of Q contained in V , and define inductively sets Wi, i = 1, . . . n by
Wi+1 = Wi ∪ si+1(Wi) ∪ s
2
i+1(Wi). If W0 shrinks to Q we have that Wn shrinks to Qn, and
therefore we may assume that Wn is a proper subset of X. For every i = 1, . . . , n let ~F ′i ⊂ ~Fi
be the multisection consisting of all multigerms ~γ ∈ ~Fi with ~γ(1, 1) ∈ Wi, let ~F ′′i ⊂ ~Fi be its
complement, and set s′i = ~F
′
i ((123)), s
′′
i =
~F ′′i ((123)) (if ~F
′
i or ~F
′′
i are empty, set s
′
i = 1 or
s′′i = 1 accordingly). Observe that s
′
i and s
′′
i are commuting elements such that si = s
′
is
′′
i . Set
g′ = s′n · · · s
′
1 and g
′′ = s′′n · · · s
′′
1. Since the domain of ~F
′′
i avoids Wi ⊃ Q we have g
′′ ∈ A(G|Qc).
Moreover for i < j we have that each s′i is supported in Wi ⊂ Wj and s
′′
j is supported in the
complement of Wj, and therefore s′i and s
′′
j commute. We deduce that g = g
′g′′. Since for
every i the domain of ~F ′i is contained in Wi ⊂ Wn which is a proper subset of X, we have
g′ ∈ A(G|Qc) by Case 2. Therefore g ∈ A(G|Qc). 
Lemma 6.3. Let d ≥ 1. Then the alternating group Alt(3d) is generated by Alt({d +
1, . . . 3d}) ∪
(⋃d
i=1Alt({i, d + i, 2d+ i})
)
.
The proof is elementary and we omit it.
Proof of Theorem 6.1. To see that (iii)⇒(i), it is enough to check that for every finite set
Q ⊂ X, the subgroup St0
A(G)(Q) is confined. Let r = |Q| and choose r+1 degree 3 multisections
with disjoint domains ~F1, . . . , ~Fr+1 (for example using Lemma 5.9). For every g ∈ F(G),
there exists i such that the set g(Q) does not intersect the domains of ~Fi, and therefore
A(~Fi) ≤ g St
0
A(G)(Q)g
−1. For every i = 1, . . . , r + 1 choose a non-trivial element gi ∈ A(~Fi).
Then the set P = {g1, . . . , gr+1} is confining.
The implication (i)⇒(ii) is obvious.
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It remains to be shown that (ii)⇒(iii), which is the main part of the statement. To this
end, let H ≤ F(G) be confined by A(G) and fix a confining set P ⊂ G \ {1}. Write r = |P |.
We divide the proof into a sequence of steps.
Step 1. Let D1 . . . Dr ⊂ X be disjoint finite subsets, and let V ⊂ X be an open set. Then
there exists h ∈ H and j = 1, . . . r such that h(Dj) ⊂ V .
Proof. Let g1, . . . , gr be the elements of P . Since aPa−1 ∩ H 6= ∅ for every a ∈ A(G), it
is enough to observe that there exists an element a ∈ A(G) such that agia−1(Di) ⊂ V for
every i = 1, . . . , r. We now explain how to construct such an element. Let U1, . . . , Ur ⊂ X
be open sets such that U1, . . . , Ur, g1(U1), . . . , gr(Ur) are pairwise disjoint (such sets exist
for any finite family of non-trivial homeomorphisms of X, see e.g. [LBMB16, Lemma 3.1]).
Set D = D1 ∪ · · · ∪ Dr. Since G is minimal, for every k = 1, . . . , r and every x ∈ Dk we
can find an element γx such that x = s(γx) 6= r(γx) ∈ Uk \
(
D ∪ g−11 (D) ∪ · · · ∪ g
−1
r (D)
)
.
Moreover, we can find such elements in such a way that the points r(γx), x ∈ Dk, k = 1, . . . r
are pairwise distinct (for instance, this can be done by ordering all points of D in a list and
choosing each γx at a time in this order; note that at each step only finitely many new points
are forbidden for r(γx)). For every k = 1, . . . , r let D′k = {r(γx) : ∈ Dk} ⊂ Uk, and set
D′ = D′1 ∪ · · · ∪D
′
r. Let also D
′′
k = gk(D
′
k) ⊂ gk(Uk) and D
′′ = D′′1 ∪ · · · ∪D
′′
r . Note that, by
the choices made, the sets D,D′,D′′ are pairwise disjoint. Proceeding in a similar way, choose
for every x ∈ D′′ an element γx ∈ G such that x = s(γx) 6= r(γx) ∈ V \ (D ∪D′ ∪D′′), and the
points r(γx) for x ∈ D′′ are pairwise distinct. For k = 1, . . . , r let D′′′k = {r(γx), x ∈ D
′′
k} and
D′′′ = D′′′1 ∪· · ·∪D
′′′
k . Finally using Lemma 5.9 find for every x ∈ D∪D
′′ a degree 3 multigerm
~γx such that ~γx(1, 2) = γx for every x ∈ D ∪ D′′ and the units ~γx(3, 3) for x ∈ D ∪ D′′ are
pairwise distinct and do not belong to D ∪ D′ ∪D′′ ∪ D′′′. Using Lemma 5.9 again, we can
find for every x ∈ D ∪D′′ sufficiently small multisections ~Fx ∋ ~γx that have pairwise disjoint
domains. Let σ = (123) ∈ Alt(3) and let a = (
∏
x∈D
~Fx(σ
−1))(
∏
x∈D′′
~Fx(σ)). For every
k = 1 . . . r we have a−1(Dk) = D′k and a(D
′′
k) = D
′′′
k and therefore agka
−1(Dk) = D
′′′
k ⊂ V .
This concludes the proof of the Step 1. 
Step 2. Among closed H-invariant proper subsets of X there is a unique maximal one with
respect to inclusion (possibly empty), denoted Q. The set Q is finite and verifies |Q| ≤ r − 1.
This will be the set in the statement of the theorem.
Proof. Let Z ⊂ X be a proper closed H-invariant subset. Assume by contradiction that
x1, . . . , xr are distinct points in Z. By Step 1 applied to the sets Di = {xi}, i = 1, . . . r, and
to the open set V = X \ Z, there exists j and h ∈ H such that h(xj) /∈ Z, contradicting the
invariance of Z. It follows that every closed H-invariant proper subset Z ⊂ X is finite and
satisfies |Z| ≤ r−1. Let (Zn)n≥0 be a sequence of closed H-invariant proper subsets. Since for
every m ≥ 0 the union
⋃m
n=0 Zn is also a proper closed invariant subset, it has cardinality at
most r−1, and it follows that it has to stabilise for m large enough and therefore the sequence
Zn takes only finitely many values. Therefore there are only finitely many closed H-invariant
proper subsets and their union Q verifies the conclusion. 
Step 3. There exists a clopen subset U ⊂ X such that H contains A(G|U ).
Proof. Since the action of A(G) on X is minimal and proximal (Lemma 5.12), we can apply
Theorem 3.7. We obtain an open set U ⊂ X that H contains [RiStA(G)(U),RiStA(G)(U)]. Since
A(G|U) < RiStA(G)(U) is infinite and simple, it is contained in [RiStA(G)(U),RiStA(G)(U)]. 
Step 4. Let d ≥ 3 and let ~γ be a degree d multigerm of G|Qc. Then for every multisection
~T ∋ ~γ there exists a multisection ~F with ~γ ∈ ~F ⊂ ~T and A(~F ) ≤ H.
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Proof. First observe that if there exists an element h ∈ H such that h~γ ∈ G|U , then for every
sufficiently small bisection ~F ∋ ~γ we have that h~F is a multisection of G|U and hA(~F )h−1 =
A(h~F ) ≤ H by Step 3. In general, since for every i = 1, . . . , d the unit ~γ(i, i) does not belong
to Q, it has a dense H-orbit by the definition of Q. Therefore there exist elements h1, . . . , hd
such that hi~γ(i, i) ∈ U for revery i = 1, . . . , d. For every i = 1, . . . d let Vi be a neighbourhood
of ~γ(i, i) such that hi(Vi) ⊂ U . By minimality of G we can choose disjoint sets D1, . . . Dr that
consist of points that lye in the same orbit of ~γ(1, 1), . . . , ~γ(d, d) and are disjoint from these
and from Q, and such that |Dj ∩ Vi| = 2 for every j = 1, . . . r and every i = 1, . . . , d. In
particular |Dj | = 2d for every j = 1, . . . r. By Step 1, there exists k ∈ H and ℓ = 1, . . . r such
that kDℓ ⊂ U . Fix such ℓ and h and set Dℓ = {xd+1, . . . , x3d} where the numbering is chosen
in such a way that xd+i, xd+2i ∈ Vi for every i = 1, . . . d. By Lemma 5.9 we can find a degree
3d multigerm ~γ′ such that ~γ′|{1,...,d}2 = ~γ and ~γ′(j, j) = xj for j = d+1, . . . , 3d. Observe that
we have k~γ′|{d+1,...3d}2 ∈ G|U and hi~γ′|{i,d+i,2d+i}2 ∈ G|U for every i = 1, . . . , d. It follows
that if ~F ′ is any sufficiently small multisection containing ~γ′, we have A(~F ′|{d+1,...,3d}2) ≤ H
and A(~F ′|{i,d+i,2d+i}) ≤ H for every i = 1, . . . d. By Lemma 6.3, we deduce that A(~F ′) ≤ H.
Setting ~F = ~F ′|{1,...d}2 we therefore have A(~F ) ≤ H. By Lemma 5.9 we can choose ~F ′
sufficiently small so that ~F ⊂ ~T as desired. 
Step 5. H contains St0
A(G)(Q).
Proof. Let ~T be a degree d ≥ 3 a multisection of G|Qc. By Step 4 and by compactness of ~T we
can cover ~T with finitely many degree d multisections ~F such that A(~F ) ≤ H. By Proposition
5.11, we have A(~T ) ≤ H. It follows that A(G|Qc) ≤ H since ~T was arbitrary. The conclusion
follows from Lemma 6.2. 
Step 6. The set Q satisfies (iii) in the statement of the theorem.
Proof. The inclusion H ≤ StF(G)(Q) follows by the definition of Q in Step 2, and the inclusion
St0
A(G)(Q) ≤ H was proven in Step 5. Only uniqueness is left to prove. Assume that Qi, i = 1, 2
satisfy the condition. In particular we have St0
A(G)(Q1) ≤ H ≤ StF(G)(Q2). Note that every
x /∈ Q1 has an infinite dense orbit under the action of St0A(G)(Q1) and therefore we deduce
that Q2 ⊂ Q1. Exchanging the roles, Q1 = Q2. 
Finally note that the set Q verifies |Q| ≤ |P | − 1 by its definition in Step 2 (recall that
r = |P |). This concludes the proof of the theorem. 
In practice, we will use the following variant of Theorem 6.1.
Corollary 6.4. Let G be a group such that A(G) ≤ G ≤ F(G). A subgroup H ∈ Sub(G) is
confined if and only if there exists a unique finite subset Q ⊂ X such that St0
A(G)(Q) ≤ H ≤
StG(Q). Moreover we have |Q| ≤ |P | − 1, where P ⊂ G \ {1} is a confining set for H.
Proof. If H ∈ Sub(G) is confined, then it is confined by A(G) and hence the theorem applies.

6.1. Case of uniformly recurrent subgroup. Theorem 6.1 provides the following classifi-
cation of the uniformly recurrent subgroups of the group A(G) (note that it will not be used
elsewhere in the paper). We say that a uniformly recurrent subgroup of a group G is trivial
if it is {{1}} or {G}.
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Corollary 6.5 (Classification of URS’s of the group A(G).). (i) If X is a Cantor space,
the only non-trivial URS’s of the group A(G) is the stabiliser URS associated to the
action A(G)y X.
(ii) If X is a locally compact, non-compact Cantor space, then the group A(G) has no
non-trivial URS’s.
Proof. Let Y ⊂ Sub(A(G)) be a uniformly recurrent subgroup with Y 6= {{1}}, and let
H ∈ Y . Since H is confined, there exists Q such that St0
A(G)(Q) ≤ H ≤ StG(Q). Let Pr(X)
be the compact space of finite subsets of X of cardinality at most r. If X is not compact,
we can find a sequence (gn) ∈ A(G) such that gn(Q) → ∅ in Pr(X). Let K ∈ Y be any
cluster point of gnHg−1n . By the lower semicontinuity of Q 7→ St
0
A(G)(Q) (Lemma 3.2), we
obtain that K contains St0
A(G)(∅) = A(G) and hence Y = {K} = {A(G)}, a contradiction.
Otherwise, by proximality and minimality we can find for every x ∈ X, a sequence (gn) as
above such that gn(Q) → {x}. Using again semi-continuity we get that every cluster point
K of gnHg−1n satisfies St
0
A(G)(x) ≤ K ≤ StA(G)(x). Choosing x to be a regular point, we get
K = StA(G)(x) ∈ Y , and therefore by minimality Y must coincide with the stabiliser URS
associated to A(G)y X. 
6.2. Example: AF-groupoids and confined subgroups of the LDA groups. To give an
example of our classification of the confined subgroup, let us consider the case of AF-groupoids
associated to a Bratteli diagram. These are an important class of étale groupoids whose full
groups form a well-studied class of simple locally finite groups [LP05, LN07, Tho17]. We point
out to the reader that the reading of this subsection is not necessary to read the rest of the
paper.
Definition 6.6. A Bratteli diagram is a graph B = (V,E), possibly with multiple edges,
together with a map d : V → N, called the labelling, such that the following hold
(1) there are partitions V = ⊔i≥1Vi and E = ⊔i≥1Ei of the set of vertices and of edges
into non-empty finite subsets, and we have |Ei| ≥ 2 for every i;
(2) for every i ≥ 0 there are maps o : Ei → Vi and and t : Ei → Vi+1, such that every edge
e ∈ Ei has endpoints o(e) ∈ Vi and t(e) ∈ Vi+1;
(3) for every v ∈ Vi, i ≥ 0 there exists at least an edge e ∈ Ei with o(e) = v;
(4) for every v ∈ V , we have k(v) := d(v) −
∑
e : t(e)=v(d(o(e)) ≥ 0;
(5) we have d(v) ≥ 1 if v ∈ V1.
The Bratteli diagram B is said to be simple if for every i there exists j > i such that every
vertex of Vi is connected to every vertex of Vj . It is said to be unital if k(v) = 0 for all but
finitely many vertices v ∈ V .
For every vertex v ∈ V , choose a finite alphabet Av = {av1, a
v
2 . . . , a
v
k(v)} such that A
v∩Aw =
∅ if v 6= w (if k(v) = 0, set Av = ∅). Define the path space XB of the Bratteli diagram B
to be the set of infinite formal words of the form avjeiei+1ei+2 . . . where v ∈ V , 1 ≤ j ≤ k(v),
o(ei) = v and t(eℓ) = o(eℓ+1) for every ℓ ≥ i. The space XB is endowed with the natural
product topology, and it is compact if and only if B is unital. A finite path is a finite word
γ which is a prefix of an element of XB . If γ is a finite path of the form γ = avjeiei+1 · · · ek, its
terminal vertex is the vertex t(γ) = t(ek) ∈ Vk, and if γ is of the form avj we set t(γ) = v.
Let ∆v be the set of finite paths that have v as terminal point. Given a finite path γ, we
denote by Uγ ⊂ XB the set of paths that have γ as a prefix. These sets form a basis of clopen
sets for the topology on XB .
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Fix a vertex v. For every γ1, γ2 ∈ ∆v, we have a natural homeomorphism τγ1,γ2 : Uγ1 →
Uγ2 given by γ1ekek+1 · · · 7→ γ2ekek+1 · · · . These maps generate a pseudogroup of partial
homeomorphisms of XB . The corresponding groupoid of germs, with it natural étale topology,
will be denoted GB . The groupoid GB is minimal if and only if the diagram B is simple.
Definition 6.7. An étale groupoid is called an AF-groupoid if it is of the form GB for some
simple Bratteli diagram B.
If GB is an AF-groupoid, the group A(GB) is a simple locally finite group, that can be
expressed as the ascending union
⋃
i≥1
∏
v∈Vi
Alt(∆v) of finite alternating groups, where each
alternating group Alt(∆v) acts on Uv = ⊔γ∈∆vUγ by permuting initial finite prefixes, and
acting trivially outside Uv. In fact, in this case the group A(G) coincides with the derived
subgroup of D(G) of the topological full group. For more details on topological full groups of
AF-groupoids, see [Mat06, §3].
By a result of Lavrenyuk–Nekrashevych [LN07], the class of simple locally finite groups
arising in this way are precisely the strongly diagonal limits of products of alternating
groups, or LDA-groups (with the single exception of the infinite finitary alternating group
Altf (N), which is an LDA-group but does not arise in this way).
Confined subgroups of simple locally finite groups have been extensively studied [HZ97,
LP03, LP02] . Confined subgroups of the LDA-groups were studied by Leinen–Puglisi in
[LP03], who provided a characterisation of the confined subgroups in the special case of diag-
onal limits of alternating groups (the case of Altf (N) had ben previously treated in [SZ93]).
Theorem 6.1 extends this characterisation to all the LDA-groups.
Corollary 6.8. Let G be an LDA-group, with G 6= Altf (N), and let B be a simple Bratteli
diagram such that G ≃ A(GB). A subgroup H < G is confined if and only if H contains the
point-wise fixator of a finite set Q ⊂ XB as a subgroup of finite index.
Proof. By Corollary 6.4, H is confined if and only if there exists a unique set Q such that
St0
A(GB)
(Q) ≤ H ≤ StA(GB)(Q). But an AF-groupoid is principal, hence St
0
A(GB)
(Q) =
FixA(GB)(Q) and the latter has finite index in StA(GB)(Q). 
Corollary 6.5 recovers a recent result of Thomas [Tho17, Theorem 2.8].
Corollary 6.9. Let B be a simple Bratteli diagram, and assume that Y ⊂ Sub(A(GB)) is a
non-trivial uniformly recurrent subgroup. Then B is unital, and Y = {StAGB (x) : x ∈ XB}.
7. The Extension Theorem
In this section we state and prove the main Extension Theorem (Theorem 7.1 below), and
discuss the first corollaries of it.
7.1. Statement and first corollaries. Let G be a minimal effective groupoid over the Cantor
space, and r ≥ 1 be an integer. We refer to §4.7 for the definition of the symmetric power
G[r] and its basic properties. The natural action of F(G) on X [r] has germs in G[r], and thus
provides an embedding F(G) →֒ F(G[r]). More formally this embedding is given by:
g 7→ g[r] :=
{
{γ1, . . . , γr} ∈ G
[r] : γi ∈ g, i = 1, . . . , r
}
.
In what follows we implicitly consider this embedding as an identification by viewing F(G) as
a subgroup of F(G[r]), thus also as a subset the pseudogroup G˜[r].
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Let now H be an étale groupoid over a compact space Y . Given an element g ∈ F(H), we
define the support of g to be the set Supp(g) = {y ∈ Y : [g]y 6= y}. (Recall from §4.1 that
the notation [g]y refers to the (abstract) germ at y in the pseudogroup H˜, i.e. the unique
element γ ∈ g ⊂ H such that s(γ) = y). The support of an element is automatically closed
in Y since it is the complement in Y of of g ∩ Y (and the latter is open). If H is effective,
the support of g coincides with the usual notion of support of the associated homeomorphism,
i.e. Supp(g) = {y ∈ Y : g(y) 6= y}. The support of a subgroup K ≤ F(H) is defined as
Supp(K) =
⋃
k∈K Supp(k).
Finally if Z ⊂ Y is a clopen subset, we identify the group F(H|Z) with the subgroup of
F(H) consisting of elements whose support is contained in Z.
After all these clarifications, we can state:
Theorem 7.1 (Extension Theorem). Let G be a minimal effective étale groupoid over a Cantor
space X, and let H be an étale groupoid over any compact space Y . Let G be a subgroup of
F(G) that contains A(G). Let ρ : G→ F(H) be a homomorphism, and let Z ⊂ Y be the support
of ρ(A(G)). Exactly one of the following possibilities holds.
(i) The set Z is empty (ant thus ρ factors through the quotient G/A(G)).
(ii) There exists a point y ∈ Z such that the map G→Hy, g 7→ [ρ(g)]y is injective.
(iii) The set Z is a clopen in Y , and there exist r ≥ 1 such that ρ|A(G) uniquely extends to
a continuous morphism of pseudogroups
ρ˜ : G˜[r] → H˜|Z.
Moreover, ρ˜|G and ρ are related as follows: there exists a group homomorphism ψ : G/A(G)→
F(H) whose image centralises ρ˜(G), and such that for every g ∈ G we have ρ(g) =
ρ˜(g)ψ (gA(G)).
The proof is postponed to §7.3
Remarks 7.2. Let us make some comments on the statement.
(i) The group A(G) being a normal subgroup of F(G), is also normal in G.
(ii) The most significant case of Theorem 7.1 is when G = A(G), for which the unpleasant
last sentence in case (iii) can be ignored (and case (i) becomes irrelevant). For more
general G, it may not be true that the obtained extension ρ˜ coincides with ρ on the
whole group G. For instance in many cases the group G = F(G) surjects onto Z
[Mat06, Mat15]. This can often be used to “twist” a given homomorphism ρ : F(G)→
F(H) with a homomorphisms Z → F(H) whose image centralises the image of ρ (e.g.
with disjoint support).
(iii) If case (iii) holds, let q : Z → X [r] be the spatial component of ρ˜. By Corollary 4.10,
the map q is equivariant for the ρ-action of the group A(G) on Z with its natural action
on X [r]. However, in fact one can check that the set Z is invariant under the ρ-action
of the whole group G, and the map q remains equivariant with respect to this action.
This is true a-priori only for the ρ˜-action of G, but it remains true for the ρ-action
using that the image of ψ centralises ρ˜(G) (we omit details as this will also be apparent
from the the proof, see Proposition 7.18 below).
(iv) Assume that ρ falls in case (iii). Then by the general properties of the symmetric power
G[r], upon taking a smaller r we can assume without loss of generality that the spatial
the map q : U → X [r] is surjective (equivalently that ρ˜ is injective, by Proposition
4.11), see Lemma 4.30. We will often use this observation.
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Before turning to the proof of Theorem 7.1, let us illustrate its statement by analysing it in
some simple special cases. Perhaps the simplest is the following.
Example 7.3 (Simplicity of the group A(G)). Let us consider Theorem 7.1 in the degenerate
case when H = H is just a countable group, seen as an étale groupoid over the one-point space
Y = {1H}.(see Example 4.1 (i)). Note that the full group F(H) is isomorphic to H itself, and
the pseudogroup H˜ is just H with the adjunction of a zero element ∅. Let ρ : G→ F(H) = H
be a homomorphism. First of all note that Case (iii) in the statement of Theorem 7.1 cannot
happen. If it did, by Remarks 7.2 (iv) we would obtain a surjective map q : {1H} → X [r]
for some r ≥ 1, which is absurd. We are left with cases (i) and (ii). Assume that Case (ii)
happens. Then we have necessarily y = 1H , and the germ map G → H, g 7→ [g]1H is simply
ρ itself. Thus case (ii) exactly says that ρ is injective. On the other hand case (i) exactly
says that A(G) ⊂ ker ρ. Summing up, in this case the theorem says that for every group
G ≤ F(G) containing A(G), every homomorphism ρ : G → H to a countable group H verifies
either ker ρ = {1} or A(G) ≤ ker ρ. For G = A(G) this is equivalent to the fact that A(G)
is simple, and for G = F(G) to the fact that A(G) is contained in every non-trivial normal
subgroup of F(G). Thus in this special case, Theorem 7.1 reduces to Theorem 5.4.
If one knows a-priori that the image of G acts minimally on Y , the statement simplifies as
follows:
Corollary 7.4 (Case of image with minimal action). Retain the assumptions of Theorem 7.1,
and assume further that ρ(G) acts minimally on Y . Then exactly one of the following holds.
(i) The homomorphism ρ factors through the quotient G/A(G).
(ii) For every y ∈ Y the map G→ Hy, G 7→ [ρ(g)]y is injective.
(iii) The restriction ρ|A(G) uniquely extends to a continuous morphism ρ˜ : G˜ → H˜. Moreover
there exists a group homomorphism ψ : G/A(G)→ F(H) whose image centralises ρ˜(G)
and such that for every g ∈ G we have ρ(g) = ρ˜(g)ψ(gA(G)).
Proof. Let us show that each case in Theorem 7.1 corresponds its homologous here. For case
(i) this is obvious. For case (ii), it is enough to observe that the set of points y ∈ Y satisfying
the conclusion must is closed and ρ(G)-invariant, thus by minimality it is either empty or
equal to Y . In case (iii), observe first of all that since A(G) is normal in G, the support Z
of ρ(A(G)) is invariant under ρ(G), and thus by minimality we have Z = Y . Thus we obtain
an integer r ≥ 1 and a unique continuous extension ρ˜ : G˜[r] → H˜. By remark 7.2 (iv), we can
choose r such that the associated spatial component q : Y → X [r] is surjective. By minimality
this implies that r = 1, otherwise X = X [1] would sit in X [r] as a proper closed G-invariant
subset, and its preimage q−1(X) ⊂ Y would be a closed proper ρ(G)-invariant subset (using
Remark 7.2 (iii)). 
The following is Rubin–Matui’s Isomorphism Theorem restated in the language of this
paper.
Corollary 7.5. For i = 1, 2 let Gi be a minimal effective étale groupoid over a Cantor space Xi.
Let Gi be groups such that A(Gi) ≤ Gi ≤ F(Gi). And assume that G1 and G2 are isomorphic.
Then every group isomorphism ρ : G1 → G2 extends to a continuous isomorphism of pseu-
dogroups ρ˜ : G˜1 → G˜2. In particular the pseudogroup G˜1 and G˜2 (equivalently, the étale groupoids
G1 and G2) are isomorphic.
Proof. Let ρ : G1 → G2 be an isomorphism, and apply Corollary 7.4. Since ρ is injective, it
cannot fall in case (i). Using Lemma 5.9, we see that for every x ∈ X2 there exists g ∈ A(G2) ≤
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G2, g 6= 1 such that [g]x = x. Setting h = ρ−1(g), we have [ρ(h)]x = x, and therefore ρ cannot
fall in case (ii) either. Therefore it falls in case (iii). Let ρ˜ : G˜1 → G˜2 and ψ : G1/A(G1)→ F(G2)
be provided by the statement. Since A(Gi) is characterised as the intersection of all non-trivial
normal subgroups of Gi (Example 7.3), we have ρ(A(G1)) = A(G2). Thus ρ˜(G1) contains A(G2)
and therefore has trivial centraliser (see Lemma 5.13). We deduce that ψ is trivial, and thus
that ρ extends to a continuous morphism ρ˜ : G˜1 → G˜2. Applying now the same reasoning to
ν = ρ−1 : G2 → G1 we obtain an extension ν˜ : G˜2 → G˜1. Now note that ν˜ ◦ ρ˜ : G˜1 → G˜1 extends
the identity isomorphism G1 → G1, and by the uniqueness of the extension in Theorem 7.1, we
obtain that ν˜ ◦ ρ˜ is the identity of G˜1. By symmetry, we conclude that ρ˜ is an isomorphism. 
7.2. Automatic Extension for targets with finite dimension. Beyond the case of iso-
morphisms, the Extension Theorem implies that for G,H in a broad class of groupoids, all
homomorphisms between full groups must extend to continuous pseudogroups morphisms on
a symmetric power G˜[r]. For simplicity we focus here on homomorphisms defined G = A(G). It
is enough to find conditions on G,H that ensure a-priori that the germ map A(G)→Hy, g 7→
[ρ(g)]y can never be injective. This can be done by comparing the coarse geometry of the
leaves Hy with the coarse geometry of the group A(G), and showing that there is “no room”
for this to happen. For many interesting examples of groupoids, the leaves have a quite simple
structure and can be described explicitly, while the group A(G) usually has a quite complicated
geometry (even for very “small” G). Thus, this is often an easy task in practice.
In particular, we have the following (preliminaries on coarse geometry and on asymptotic
dimension were given in §2.2)
Theorem 7.6 (Automatic Extension for targets with finite asymptotic dimension). Let G be
a compactly generated effective minimal étale groupoid over a Cantor space X. Let H be an
étale groupoid over a compact space Y , and assume that for every y ∈ Y the leaf Hy has finite
asymptotic dimension. Let ρ : A(G)→ F(H) be a non-trivial homomorphism.
Then the support of ρ(A(G)) is a clopen subset Z ⊂ Y and there exists r ≥ 1 such that ρ
uniquely extends to a continuous morphism ρ˜ : G˜[r] → H˜|Z.
If moreover d := supy∈Y asdim(Hy) <∞, then the above extension exists for some r ≤ d.
The assumptions of this criterion are verified by a vast class of groupoids (see Examples 1.7
in the introduction).
Proof. Let ρ : A(G) → F(H) be a non-trivial homomorphism, and apply Theorem 7.1. Case
(i) cannot happen here, because we assume that ρ is non-trivial. Assume by contradic-
tion that case (ii) holds. We obtain an injective map ι : A(G) 7→ Hy, g 7→ [ρ(g)]y . Let us
check that this map is bornologous with respect to the natural coarse structures on A(G)
and on Hy. Let E ⊂ A(G) × A(G) be a controlled set, so that F = {gh−1 : (g, h) ∈ E}
is finite. The set K =
⋃
f∈F ρ(f) is a compact subset of H, and for (g, h) ∈ E we have
[ρ(g)]y [ρ(h)]
−1
y = [ρ(gh
−1)]ρ(h)(y) ∈ K, showing that ι∗(E) = {([ρ(g)]y , [ρ(h)]y) : (g, h) ∈ E}
is bornologous. We deduce that ι is an injective coarse map. But by Proposition 5.15 we
have asdim(A(G)) = ∞, which together with Proposition 2.5 implies that asdim(Hy) = ∞,
contradicting our assumption. Thus, we must be in case (iii), showing the first part of the
theorem. To prove the las sentence, let us first prove the following lemma.
Lemma 7.7. Let Q = {x1, · · · , xs} ∈ X [r], where 1 ≤ s ≤ r and x1, · · · , xs are distinct. Then
the leaf of G[r] based at Q satisfies asdim(G[r]Q ) ≥ asdim(Gx1 × · · · × Gxs).
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Proof. Let U1 ∋ x1, · · · , Us ∋ xs be disjoint clopen subsets. By Proposition 4.25, we have
asdim ((G|Ui)xi) = asdim(Gxi). We have a map (G|U1)x1 × · · · × (G|Us)xs → G
[r]
Q given by
(γ1, . . . , γs) 7→ {γ1, . . . , γs}, which is injective and coarse. Thus the conclusion follows from
Proposition 2.5. 
To conclude the proof of the theorem, let q : Z → X [r] be the spatial component of ρ˜. By
Remark 7.2 (iv) we can assume that q is surjective. Since we assume that G is compactly
generated, it can be covered by countably many bisections homeomorphic to a subset of X, and
therefore G is second countable. A Baire argument shows that a second countable effective étale
groupoid is always essentially principal (see [Nek15a, Prop. 2.5]). Thus we can choose distinct
points x1, · · · , xr ∈ X lying in distinct G-orbits and with trivial isotropy group, which implies
that Q = {x1, · · · , xr} has trivial isotropy group in G[r]. Using Proposition 4.26, we get that
there is a coarse injective map G[r]Q → Hy for every y ∈ q
−1(Q) ⊂ Y , and by Proposition 2.5 and
Lemma 7.7 this implies that r ≤ asdim(Gx1×· · ·×Gxr) ≤ asdim(Hy) ≤ supy∈Y asdim(Hy) 
Remark 7.8. The proof of Lemma 7.7 shows more generally that the space asdim(G[r]Q ) receives
an injective coarse map from a space coarsely equivalent to asdim(Gx1 × · · · × Gxs). Actually,
one can also show that G[r]Q admits an injective coarse map into Gx1 × · · · × Gxs , and thus we
have asdim(G[r]Q ) = asdim(Gx1×· · ·×Gxs). However, we point out that G
[r] and Gx1×· · ·×Gxs
need not be coarsely equivalent. In fact, G[r] may not even be compactly generated, even if G
is.
In section 10-11 we will provide various applications of Theorem 7.6 to the study of homo-
morphisms between concrete examples of groups. Let us also record the following consequence
of the argument in its proof.
Corollary 7.9. Under the same assumptions of Theorem 7.6, assume that
sup
y∈Y
asdim(Hy) < inf
x∈X
asdim(Gx).
Then there is no non-trivial homomorphism A(G)→ F(H).
Proof. Combine Theorem 7.6 with Lemma 7.7 and with Proposition 4.26. 
7.3. Proof of the Extension Theorem. We now turn to the proof of Theorem 7.1.
Throughout this subsection, we let G,H, G and ρ : G → F(H) be as in the statement of
Theorem 7.1, and let Z ⊂ Y be the support of ρ(A(G)).
For every y ∈ Y , we denote StG(y) the stabilisers with respect to the action Gy Y induced
by ρ. We further set
StρG(y) = {g ∈ G : [ρ(g)]y = y},
and note that it is a subgroup of G, and that ker(ρ) =
⋂
y∈Y St
ρ
G(y). In fact, for every y ∈ Y
the subgroup StρG(y) is a normal subgroup of the stabiliser StG(y). Note that when G is
effective, the subgroup StρG(y) is simply the germ stabiliser St
0
G(y) for the action G y Y
induced by ρ.
The proof proceeds by studying the family of subgroups StρG(y), y ∈ Y in the Chabauty
space Sub(G).
Let us rephrase Case (ii) in Theorem 7.1.
Lemma 7.10. For a point y ∈ Y , the following are equivalent.
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(1) The map G→Hy, g 7→ [ρ(g)]y is injective.
(2) We have StρG(y) = {1}.
Proof. If StρG(y) 6= {1} every non-trivial element g ∈ St
ρ
G(y) satisfies [ρ(g)]y = y = [ρ(1)]y ,
thus the map g 7→ [ρ(g)]y is not injective. Conversely assume that g 6= h are such that
[ρ(g)]y = [ρ(h)]y = γ. Then [ρ(g−1h)]y = [ρ(g−1)]r(γ)[ρ(h)]y = γ−1γ = s(γ) = y, thus g−1h is
a non-trivial element of StρG(y). 
We begin by explaining why the three cases in Theorem 7.1 are mutually exclusive.
Proposition 7.11. The three cases in Theorem 7.1 are mutually exclusive.
Proof. Let us first prove the following Lemma.
Lemma 7.12. Assume that Z is clopen and that ρ|A(G) : A(G)→ F(H) extends to a continuous
morphism G˜[r] → H˜|Z for some r ≥ 1. Let q : Z → X be the spatial component of ρ˜. Then for
every y ∈ Y we have St0
A(G)(q(y)) ≤ St
ρ
G(y).
Proof. For y ∈ Z, let g ∈ St0
A(G) (q(y)). This means that we can find V be a neighbourhood
of q(y) in X [r] which is pointwise fixed by g. Seeing V as an idempotent of the pseudogroup
G˜[r], we have the equality gV = V . Applying ρ˜ we obtain ρ(g)q−1(V ) = q−1(V ), that is
q−1(V ) ⊂ ρ˜(g). Since y ∈ q−1(V ), this implies that ρ˜(g) ∈ StρG(y). Since g ∈ St
0
A(G) (q(y)) was
arbitrary, we have St0
A(G) (q(y)) ≤ St
ρ
G(y). 
Going back to the proof of the proposition, it is clear that case (i) in Theorem 7.1 is exclusive
with (ii) and (iii). If case (iii) happens, Lemma 7.12 implies that we have StρG(y) 6= {1} for
every y ∈ Z (since it is easy to see that St0
A(G)(Q) 6= {1} for every finite subset Q ⊂ X).
Moreover if y /∈ Z, then by definition of the support we have StρG(y) ⊃ A(G), thus also
Stρ
A(G)(y) 6= {1}. Combining with Lemma 7.10 we deduce that case (ii) and (iii) cannot
happen simultaneously. 
The following Proposition is not used in the proof of the Extension Theorem, but shows
that passing to a symmetric power G[r] is indeed necessary for its statement to be true.
Proposition 7.13. For r ≥ 2, the natural embedding A(G) →֒ F(G[r]) does not extend to a
continuous morphism G˜[ℓ] → G˜[r] for any ℓ ≤ 1.
Proof. This follows from Lemma 7.12, by observing that if Q ∈ X [ℓ] and P ∈ X [r] with |P | = r
we cannot have St0
A(G)(Q) ≤ St
0
A(G)(P ). 
We now show that if Case (iii) in Theorem 7.1 happens, then the extension is unique.
Proposition 7.14. Assume that Z is clopen and that for some given r ≥ 1, there exists
continuous morphism ρ˜ : G˜[r] → H˜|Z and ρ˜′ : G˜[r] → H˜|Z that extend ρ|A(G). Then ρ˜ = ρ˜
′.
Proof. Let us first prove the following lemma.
Lemma 7.15. Let r ≥ 1. Then for every Q ∈ G˜[r] there exists g ∈ A(G) such that Q ⊂ g.
Proof. Assume at first that s(Q) and r(Q) are disjoint. Let γ1, . . . , γs for s ≤ r be the
distinct elements of Q. Using Lemma 5.9 and the fact that every G-orbit is infinite and
dense, we can find degree 3 multigerms ~γ1, . . . , ~γd such that ~γi(1, 2) = γi for i = 1, . . . , s and
such that the points ~γi(3, 3), i = 1, . . . , s are all disjoint and disjoint from s(Q) and r(Q),
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and degree 3 multisections ~F1 ∋ ~γ1, . . . ~Fs ∋ ~γs with disjoint support. Then the element
g = ~F1((123)) · · · ~Fs((123)) verifies the desired conclusion. If s(Q) and r(Q) intersect non-
trivially, using again minimality we can write Q = Q1Q2 where Q1,Q2 ∈ G[r] fall in the
previous case. Hence we can choose g1, g2 ∈ A(G) such that Qi ⊂ gi for i = 1, 2, and g = g1g2
verifies the conclusion. 
Going back to the proof of the Proposition, let q : Z → X [r] and q′ : Z → X [r] be the
spatial components. Let us first show that q = q′. Assume by contradiction that there exists
y ∈ Z such that {x1, . . . , xr} =: q(y) 6= q′(y) := {x′1, . . . , x
′
r}. We can assume without loss of
generality that x1 /∈ {x′1, . . . , x
′
r}. Choose γ1 ∈ G such that s(γ1) = x1 and r(γ1) /∈ q(y)∪q
′(y).
By Lemma 7.15 we can find g ∈ A(G) such that {γ1, x′1, . . . , x
′
r} ⊂ g. This g belongs to
St0
A(G)(q
′(y)), which by Lemma 7.12 is contained in StρG(y) ≤ StG(y), and thus ρ(g) fixes y.
Since the map q is equivariant, we deduce that it also fixes q(y), which is in contradiction with
the fact that γ1 ∈ g. We conclude that q = q′.
By Theorem 4.19, ρ˜ and ρ˜′ give rise to translation actions α : G[r] y H|Z and α′ : G[r] y H|Z
via the formula (2). But by Lemma 7.15, the representative bisection F ∈ G˜[r] which appears
in (2) can always be chosen to be in A(G). Since ρ˜|A((G) = ρ˜′|A(G), we deduce that α = α′.
Thus, ρ˜ = ρ˜′, by Theorem 4.19. 
We now turn to the core of the proof of the Theorem, which is to show that at least one
of the three cases must hold. An important role in the proof will be played by the upper and
lower semicontinuity of various maps taking values in the Chabauty space Sub(G). For the
definition and all other preliminaries on the Chabauty topology, we refer back to §2.
Lemma 7.16. The map Y → Sub(G), y 7→ StρG(y) is lower semicontinuous.
Proof. We apply Lemma 3.2. For every g ∈ G we have {y ∈ Y : g ∈ StρG(y)} = ρ(g)∩Y which
is open in Y . 
Lemma 7.17. Let U ⊂ X be a dense open set. Then every non-trivial subgroup of F(G)
normalised by A(G|U) contains A(G|U).
Proof. Let N ≤ F(G) be a non-trivial subgroup normalised by A(G|U). By Lemma 3.5, there
exists a non-empty open subset V ⊂ X such that N contains [RiStA(G|U)(V ),RiStA(G|U)(V )].
Since U is dense, the intersection U ∩V is non-empty, and RiStA(G|U)(V ) contains A(G|U ∩ V ).
The latter is a perfect group, and therefore N contains A(G|U ∩ V ), and thus it contains the
normal closure of A(G|U ∩ V ) in A(G|U). Since the group A(G|U) is simple by Theorem 5.4,
we get the conclusion. 
The next proposition is the core of the argument in the proof of the Extension Theorem,
and makes use of the classification of the confined subgroups given in Theorem 6.1. We denote
by Pr(X) = X [r] ⊔ {∅X} the space of all finite finite subsets of X with cardinality at most r,
where ∅X is the empty subset (the index X is put here to stress its role as a point in Pr(X)).
Note that ∅X is the unique isolated point of Pr(X).
Proposition 7.18. Assume that for every y ∈ Y we have StρG(y) 6= {1}. Then there exists
r ≥ 0 and a continuous G-equivariant map p : Y → Pr(X), which is uniquely determined by
the condition that St0
A(G)(p(y)) ≤ St
ρ
G(y) ≤ StG(p(y)) for every y ∈ Y .
Proof. Since StρG(y) 6= {1} for every y ∈ Y , we deduce from Lemma 7.16 and Lemma 3.4 that
the subgroup {1} does not belong to the closure of {StρG(y), y ∈ Y } in Sub(G). Hence, the
image of the map StρG avoids a neighbourhood of {1} of the form UP = {H ∈ Sub(G) : H∩P =
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∅} for some non-empty finite set P ⊂ G \ {1}. We deduce that for every y ∈ Y , the subgroup
StρG(y) is confined in G, with confining set P . Set r = |P | − 1.
By Corollary 6.4, for every y ∈ Y there exists a unique finite set p(y) ∈ Pr(X) such that
St0
A(G)(p(y)) ≤ St
ρ
G(y) ≤ StG(p(y)). We therefore obtain a map p : Y → Pr(X). This map
is clearly equivariant with respect to the action G y Y induced by ρ and to the action
Gy Pr(X). The non-trivial thing left to show is that it is continuous.
The equivariance of p automatically implies that we have the inclusion StG(y) ≤ StG(p(y))
for every y ∈ Y . We therefore have for every y ∈ Y the chain of subgroups:
St0
A(G)(p(y)) ≤ St
ρ
G(y) ≤ StG(y) ≤ StG(p(y)).
We will use the facts that the maps Pr(X)→ Sub(G), Q 7→ St0A(G)(Q) and Y → Sub(G), y 7→
StρG(y) are lower semicontinuous (Example 3.3 and Lemma 7.16), while the maps y 7→ StG(y)
and Q 7→ StG(Q) are upper semicontinuous (see Example 3.3). Let (yi) ⊂ Y be a net
converging to a limit y. Let Q be a cluster point of (p(yi)) in Pr(X), and let us show that Q =
p(y). Up to taking a subnet, we can assume that (p(yi)) converges to Q and that the four nets(
St0
A(G)(p(yi))
)
,
(
StρG(yi)
)
, (StG(yi)) , (StG(p(yi))) all converge in Sub(G) to limits denoted
H1, . . . ,H4 respectively. First, passing to the limit the inclusions St
ρ
G(yi) ≤ StG(p(yi)) and
using semicontinuity we obtain StρG(y) ≤ H2 ≤ H4 ≤ StG(Q), and therefore St
ρ
G(y) ≤ StG(Q).
Next, passing to the limit the inclusion St0
A(G)(p(yi)) ≤ StG(yi) and using semicontinuity in
the same way we obtain St0
A(G)(Q) ≤ StG(y). This implies that St
0
A(G)(Q) normalises St
ρ
G(y),
since the latter is a normal subgroup of StG(y). Since St0A(G)(Q) = A(G|Q
c) (Lemma 6.2)
and we are assuming that StρG(y) is non-trivial, Lemma 7.17 implies that we actually have
St0
A(G)(Q) ≤ St
ρ
G(y). We have proven that the set Q satisfies St
0
A(G)(Q) ≤ St
ρ
G(y) ≤ StG(Q)
and therefore p(y) = Q by the uniqueness of Q in Theorem 6.1. Since Q was an arbitrary
cluster point of the net (p(yi)), we deduce that p(yi) is actually converging to p(y) = Q. This
completes the proof of the continuity of p, and thus the proof of the proposition. 
We now explain how to deduce the Extension Theorem from Proposition 7.18. This is based
on formal manipulations with groupoids, and on the equivalence of categories established in
Theorem 4.19.
Proof of Theorem 7.1. We assume that case (ii) does not hold, i.e. StρG(y) 6= {1} for every
y ∈ Y . and let p : Y → Pr(X) be the map given by Proposition 7.18.
We first observe that the support Z of ρ(A(G)) is precisely p−1(X [r]). Namely since the
map p is equivariant and A(G) has no global fixed points in X [r], it follows that ρ(A(G))
moves every point of p−1(X [r]) and thus p−1(X [r]) ⊂ Z. Conversely, if y /∈ p−1(X [r]), we have
p(y) = ∅X , and thus by Proposition 7.18 we have A(G) = St0A(G)(∅X) ≤ St
ρ
G(y), showing that
y /∈ U . Thus Z ⊂ p−1(X [r]). If Z is empty, we are in case (i). Thus, we will assume that
p−1(X [r]) 6= ∅ and show that case (iii) holds. Note that since X [r] is clopen in Pr(X) and the
map p is continuous, the set Z is clopen in Y .
Denote by Pr(G) the groupoid over Pr(X) consisting of all finite subsets of G of cardinality
at most r (including the empty one). In other words Pr(G) = G[r] ⊔ {∅X}, where {∅X} is
seen as a trivial groupoid, and G[r] = Pr(G)|X [r]. Note that F(Pr(G)) is supported in X [r] and
is isomorphic to F(G[r]) as a group. We consider the quotient group G/A(G) as a groupoid
with a one point unit space (see Example 4.1 (i)). Let K = Pr(G)× (G/A(G)) be the product
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groupoid over the space Pr(X) × {1G/A(G)}, that we identify with with Pr(X). Its full group
F(K) contains a natural copy of the direct product F(Pr(G))×F(G/A(G)) = F(G[r])×(G/A(G)).
We embed the group G into F(K) via a diagonal embedding δ : G →֒ F(G[r])× (G/A(G)) ≤
F(K), defined by the usual inclusion G →֒ F(G[r]) and by the projection to the quotient
G→ G/A(G).
Claim. There exists a continuous morphism of pseudogroup η : K˜ → H˜ such that η ◦ δ = ρ,
i.e. such that following diagram commutes.
G F(K) K˜
F(H) H˜
δ
ρ
η
Before proving the claim, let us explain why it implies the desired conclusion. The restriction
of η to G[r] = ˜Pr(G)|X [r] provides us with a continuous morphism ρ˜ : G˜r → H˜|p−1(X [r]) = H˜|Z,
while the restriction of η to G/A(G) provides the desired homomorphism ψ : G/A(G)→ F(H).
Since F(G[r]) and G/A(G[r]) centralise each other in F(K), so do their images η((F(G[r])) =
ρ˜(F(G[r])) ⊃ ρ˜(G) and η(G/A(G)) = ψ(G/A(G)). Finally, we have ρ(G) = η(δ(g)) = ρ˜(g)ψ(gA(G)),
by construction.
Let us now prove the claim. For g ∈ G and P ∈ Pr(X), we denote by [g]P = {[g]x : x ∈ P},
i.e. the germ of g seen as an element of F(Pr(G)). On the other hand the notation [δ(g)]P
refers to the germ of δ(g) seen as an element of F(K), which is given by [δ(g)]P = ([g]P , gA(G)).
We need a lemma.
Lemma 7.19. For every (Q, hA(G)) ∈ K there exists g ∈ G such that [δ(g)]s(Q) = (Q, hA(G)).
Proof. Set Q′ = [h−1]r(Q)Q. By Lemma 7.15, there exists k ∈ A(G) such that Q′ ⊂ k. Then
the element g = hk satisfies [g]s(Q) = Q and gA(G) = hA(G), thus [δ(g)]s(Q) = (Q, hA(G)). 
Let us define a translation action Ky (H, p ◦ r) as follows. For (Q, hA(G)) ∈ K and γ ∈ H
such that p(r(γ)) = s(Q), we choose an element g ∈ G such that [δ(g)]s(Q) = (Q, hA((G)),
and let (Q, hA(G)) · γ = [ρ(g)]r(γ)γ. Let us check that it is well-defined. Assume that g1, g2
satisfy [δ(g1)]s(Q) = [δ(g2)]s(Q) = (Q, hA(G)). Then [δ(g
−1
1 g2)]s(Q) = (s(Q), 1A(G)), which tell
us that g−11 g2 ∈ A(G) and [g
−1
1 g2]s(Q) = s(Q), i.e. g
−1
1 g2 ∈ St
0
A(G)(s(Q)). Since p(r(γ)) = s(Q),
Proposition 7.18 tells us that St0
A(G)(s(Q)) ≤ St
ρ
G(r(γ)), and therefore g
−1
1 g2 ∈ St
ρ
G(r(γ)).
We deduce that [ρ(g1)−1ρ(g2)]r(γ) = r(γ), and thus [ρ(g1)]r(γ) = [ρ(g2)]r(γ). The fact that it
is indeed an action boils down to the equivariance of the map p, and it is obvious from its
definition that it commutes with the natural right action (K, s) x K. By Theorem 4.19, this
translation action arises from a continuous morphism η : K˜ → H˜. The fact that η ◦ δ = ρ is
apparent from the formula (2) below Theorem 4.19. This concludes the proof of the claim and
therefore the proof of the theorem. 
8. Rigidity of actions with slowly growing orbits
In this section we study property FGf(n) and establish it for the group A(G). For the
definition and a general discussion on property FGf(n) we refer to §1.3.
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8.1. Some equivalent characterisations of property FGf(n). The following elementary
proposition clarifies some equivalent characterisations of property FGf(n) for finitely generated
groups. Fix a finitely generated group G with a finite symmetric generating set S, which will
always be implicit in what follows. All the relevant terminology on Schreier graphs and graphs
of actions can be found in §2.1.
Proposition 8.1. Let G be a finitely generated group, and f : N → N be a function. The
following are equivalent.
(i) The group G has property FGf(n).
(ii) For every discrete metric space Γ such that bΓ  f and every homomorphism ρ : G→
W (Γ), the action of ρ(G) on Γ has a finite orbit.
(iii) For every action G y Ω on a set (not necessarily transitive, not necessarily with
infinite orbits), either the graph of the action Γ := ΓGyΩ satisfies bΓ  f , or the
actions factors through a finite quotient of G.
(iv) For every subgroup H ≤ G of infinite index, the Schreier graph ΓH satisfies bΓH  f .
(v) For every subgroup H ≤ G of infinite index which belongs to a URS of G, the Schreier
graph ΓH satisfies bΓH  f .
In particular, condition (iii) can be taken as an alternative and simpler definition of property
FGf(n) for finitely generated groups (the formulation in terms of the group W (Γ) is however
needed to deal with non-finitely generated groups). Part (ii) justifies why this property can
be thought of as a “fixed point property”.
Proof. Clearly (i)⇒(ii). To see that (i)⇔(iii), observe that every action G y Ω defines a
homomorphism G → W (ΓGyΩ), and conversely for every uniformly discrete metric space
∆ of bounded geometry, and every homomorphism ρ : G → W (∆) the graph ΓGy∆ of the
corresponding action is Lipschitz-embedded into ∆, and therefore satisfies bΓGy∆  b∆. It is
obvious that (iii)⇒(iv)⇒(v), as well as that (ii)⇒(iv). Let us explain why (v)⇒ (iv). Let
H ≤ G be a subgroup of infinite index. The closure of its orbit in Sub(G) must contain a
uniformly recurrent subgroup Y and thus we can find a sequence gn ∈ G and an element
K ∈ Y such that gnHg−1n → K. We have by assumption bΓK  f . But since gnHg
−1
n → K,
every ball of ΓK appears in ΓH , thus bΓH ≥ bΓK  f . Let us now explain why (iv)⇒ (iii).
Let G y Ω be an action which does not factor through a finite quotient of G. If there
exists ω ∈ Ω with an infinite orbit, its stabiliser H = StG(ω) has infinite index and we have
bGyΩ  bΓH  f . If not, then we can choose a sequence ωn ∈ Ω such that the size of the orbit
of ωn tends to ∞. Upon extracting a subsequence we can assume that St(ωn) tends to some
infinite index subgroup H ∈ Sub(G). Then every ball in ΓH appears as a ball ΓGyΩ, and thus
bGyΩ  bγH  f . The proof is complete. 
8.2. Growth of groupoids and property FGf(n) for full groups. Let G be a compactly
generated étale groupoid, and let T be a finite symmetric generating set of G˜. Given a graph
Γ we denote by BΓ(n, v) its ball of radius n around a vertex v ∈ Γ.
Definition 8.2. The orbital growth of G with respect to the generating set T is the function
of n ∈ N given by
(4) βG(n,T ) = max
x∈X
|BΓ(G,T )(n, x)| = max
x∈X
bΓx(G,T )(n).
Remark 8.3. The growth β˜G(n,T ) is defined similarly by replacing the the orbital graphs
with the Cayley graphs [Nek16b] (we will only consider the orbital growth in this paper).
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Since changing generating set results in a bi-Lipschitz equivalence of the orbital and Cayley
graphs, the growth type of this functions according to ∼ does not depend on the choice of T
and will be denoted simply βG(n) and β˜G(n).
Lemma 8.4. If G is minimal, then the orbital graph of every point x ∈ X satisfies bΓx(G,T ) ∼
βG.
Proof. The inequality bΓx(n)  βG(n) is obvious. Let us show the converse. Fix n, let x ∈ X
realise the maximum in the definition of βG(n), and let z1 = z, · · · , zr be the distinct vertices
in in the ball of radius r around z, where r = βG(n). This implies that there exists bisections
T1, . . . , Tr ∈ ∪
n
i=0T
n such that zi = τ(Ti)(x) for i = 1, . . . , r. It follows that if U is a sufficiently
small neighbourhood of z then τ(T1)(U), . . . , τ(Tr)(U) are pairwise disjoint. Hence for every
w ∈ U the points τ(T1)(w), . . . , τ(Tr)(w) are pairwise distinct. Since G is minimal, we can
choose w ∈ U which is in the same orbit of x, and since the ball of radius n in Γx centred at
w has at least r different points this shows that bΓx(n) ≥ r. 
The natural action of F(G) on each G-orbit is by permutation of bounded displacement with
respect to the orbital graph structure, thus defines a homomorphism F(G) → W (Γx(G,T )).
If G is minimal and effective, the action on every orbit is faithful, and thus F(G) is actually
a subgroup of the wobbling group W (Γx(G,T )). Thus the group F(G) embeds in W (Γ) for a
graph Γ such that bΓ ∼ βG . This is sharp:
Theorem 8.5. Let G be a compactly generated minimal effective groupoid over a Cantor space,
and let βG(n) be its orbital growth function. The group A(G) has property FGβG(n).
Proof. When G is expansive (so that A(G) is finitely generated), this theorem can be easily
deduced directly from our classification of the uniformly recurrent subgroups of A(G) (Corollary
6.5) and from Proposition 8.1 (v). The proof given below is a modification of this argument,
which applies also when A(G) is not finitely generated.
Let ∆ be a graph and consider a homomorphism A(G)→W (∆). We assume that ρ(A(G))
is non-trivial and show that b∆  βG .
Using Lemma 5.14, we can find a finitely generated subgroup K ≤ A(G) endowed with a
finite generating set S such that for every x ∈ X, the orbital graph Γx(K,S) for the action
K y X is bi-Lipschitz equivalent to Γx(G,T ), where T is a finite symmetric generating set
of G˜. We fix such (K,S), and omit the generating sets S and T from the notations in what
follows. Let be a finitely generated subgroup as in Lemma 5.14 and let S be a finite generating
set of K. For every vertex v ∈ ∆ the orbital graph Γv(K) is Lipschitz-embedded into ∆, with
Lipschitz constant independent from the choice of v. In particular we have bΓv(K)(n)  b∆(n),
with constant independent of v. There are two cases two consider. First, assume that there
exists a sequence of vertices (vn) such that StA(G)(vn) tends to {1} in Sub(A(G)). It follows that
StK(vn) = StA(G)(vn) ∩K tends to {1} in Sub(K) and therefore the corresponding Schreier
graphs tend to the Cayley graph of K in the space of marked graphs. In this case, letting bK
be the growth function of K, we deduce that bK  b∆. Since the Cayley graph of K covers
Γx(K) for every x ∈ X, we obtain βG ∼ bΓx(K)  bK  b∆, whence the conclusion. Second,
assume that there is no such sequence of vertices. In particular, for every vertex v ∈ ∆ the
group StA(G)(v) is confined, and therefore we can apply Theorem 6.1 and obtain the existence
of a finite set Q ⊂ X such that St0
A(G)(Q) ≤ StA(G)(v) ≤ StA(G)(Q). If Q = ∅ the vertex v is
fixed by A(G) = St0
A(G)(∅). If this happens for every vertex the homomorphism A(G)→W (∆)
is trivial. Otherwise choose v such that Q 6= ∅. Then, taking the intersection with K, we
see that StK(v) = K ∩ StA(G)(v) ∩ K ≤ StA(G)(Q) ∩ K = StK(Q). We deduce that the
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orbital graph Γv(K,S) covers the Schreier graph ΓStK(Q)(K). Since Q is finite, its point-wise
fixator FixK(Q) has finite index in StK(Q) and therefore the Schreier graphs ΓStK(Q)(K) and
ΓFixK(Q)(K) are quasi-isometric. Finally, for every x ∈ Q we have FixK(Q) ≤ StK(x), and
therefore the graph ΓFixK(Q)(K) covers the Schreier graph ΓStK(x)(K). Using these facts, we
obtain
b∆(n)  bΓv(K)(n)  bΓStK(Q)(K)
(n) ∼ bΓFixK (Q)(K)
(n)  bΓStK(x)(K)
∼ βG(n).

Remark 8.6. We would like to point out that Theorem 1.14 can also be seen as a corollary
of the Extension Theorem 1.3. In fact for every graph Γ the group W (Γ) can be interpreted
as the full group of a groupoid GΓ over the Stone-Čech compactification βΓ, namely the
translation groupoid of Skandalis, Tu, and Yu [STY02]. Applying the Extension Theorem to
a homomorphism A(G)→ F(GΓ) =W (Γ), Theorem 1.14 can be deduced.
Theorem 8.5 has the following consequences.
Corollary 8.7. There exists a finitely generated group which has property FG but admits a
transitive faithful action on an infinite set with an invariant mean (in particular which does
not have property FM).
Proof. Let H be any finitely generated amenable group of exponential growth (e.g. take
H = Z/2Z ≀ Z). Let H y X be a minimal, free expansive action on the Cantor set, which
exists by [GJS09]. Let G be the groupoid of germs of the action. Its orbital graphs are bi-
Lipschitz equivalent to H and thus βG is exponential, and it follows that the group A(G) has
property FG. Then G is finitely generated by Theorem 5.6. The orbital graphs of its action
on X are quasi-isometric to H by 5.14, and hence βG(n) is exponential. Therefore A(G) has
property FG by Theorem 8.5. However the action of A(G) on every orbit in X has an amenable
orbital graph, and therefore preserves an invariant mean. 
Corollary 8.8. For every function f which is the orbital growth of a minimal expansive
groupoid over the Cantor set, there exists a finitely generated group G which has property
FGf(n), and the function f is sharp.
This phenomenon appears to be new for any function f which is neither linear nor expo-
nential.
Remark 8.9. The problem of determining exactly which functions can be realised as orbital
growth function of a minimal expansive groupoid is natural and does not seem to have been
studied yet. It seems likely that every subexponentially growing function (satisfying some mild
condition) can be realised. We do not study this problem here, and just observe the following.
(i) Every function which can be realised as growth function of a finitely generated group
can also be realised as the orbital growth function of a minimal expansive groupoid,
as follows from the fact that every finitely generated group admits a minimal free
subshift [GJS09]. By results of Bartholdi and Erschler [BE14], this includes every
function which satisfies a mild regularity condition and grows faster than exp(nα) for
an explicit constant α ≍ 0.7674 . . ..
(ii) In [MB16], the author studied a class of minimal groupoids associated to bounded au-
tomata groups acting on rooted trees. For the so called mother groups, these groupoids
are expansive (see [MB16]). Only the case of trees of constant valency is considered in
[MB16]. By considering the same construction but on the mother groups over trees of
RIGIDITY OF FULL GROUPS 51
varying valencies (see [Bri13, AV17]), it is possible to realise a vast class of functions
with oscillating behaviour in the polynomial growth range.
Finally, we record the following consequence of Theorem 8.5
Corollary 8.10. Let G be a compactly generated minimal effective étale groupoid over a Cantor
space. Let H be a compactly generated effective groupoid over a compact space. If the orbital
growth functions satisfy βH  βG, then there is no non-trivial homomorphisms A(G)→ F(H)
Proof. Assume by contradiction that ρ : A(G) → F(H) is a non-trivial homomorphism. Since
A(G) is simple, its image must act either trivially or faithfully on every H orbit. Thus we can
see ρ as taking values in W (Γy) for some orbital graph Γy of H. The conclusion follows from
Theorem 8.5. 
9. Complexity of subshifts as an obstruction to group embeddings
By Corollary 8.10, the orbital growth of a étale groupoids produces an obstruction to the
existence of embeddings between full groups. This invariant captures only a limited part of
the nature of the groupoid, namely the geometry of its leaves. For instance, for the groupoids
of germs of actions of Z this invariant always grows linearly, but this family of groupoids is
rich. For this reason we consider in this section an invariant of dynamical nature of of étale
groupoids, namely the complexity function, and show that it also produces an obstruction to
the existence of embeddings.
9.1. Complexity of groupoids and of subshifts. Let G be an étale groupoid over a Cantor
space X, that we assume to be expansive (Definition 5.7). Fix T = {T1, . . . , Tn} ⊂ G˜ a
symmetric expansive generating set of compact open bisections. For n ≥ 1 we denote by
QT (n) the finite partition of X generated by the sets s(F ) for F ∈
⋃n
j=1 T j, i.e. two points
x, y belong to the same element of QT (n) if and only if for every F ∈
⋃n
j=1 T
j we have
x ∈ s(F )⇔ y ∈ s(F ).
Definition 9.1. The function
πG(n,T ) = |QT (n+ 1)|
is called the complexity of G (with respect to the expansive generating set T ).
Observe that x, y belong to the same element of QT (n) if and only for every path of length
at most n in the Cayley graph Γ˜x(G,T ) starting at x, there is a path in Γ˜y(G,T ) starting at
y whose edges have the same labels, and vice versa. This happens if and only if the balls of
radius n in the universal covers of the Cayley graphs Γ˜x(G,T ) and Γ˜y(G,T ) centred at any
preimages of the points x, y are isomorphic as rooted, labelled graphs. In the sequel we will
switch between these two equivalent definitions of QT (n), and we will refer to them as the
dynamical and the combinatorial definitions of complexity, respectively.
Lemma 9.2. If T1 and T2 are expansive generating sets of G, we have πG(n,T2) ∼ πG(n,T1)
Thus we will simply write πG(n) when we are interested only on the growth type of the
complexity function, which is a well-defined invariant of G.
Proof. We use the dynamical definition of QT (n). By the definition of expansivity, and by
compactness, there exists M > 0 be such that every element of T2 is a union of elements of
∪Mr=0T
r
1 . Let x, y ∈ X be QT1(Mn)-equivalent. Let T2 ∈
⋃
r≤n T
r
2 be such that x ∈ s(T2).
Then there exists T1 ∈
⋃
r≥n T
Mr
1 such that T1 ⊂ T2 and x ∈ s(T1). It follows that also y ∈
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s(T1) ⊂ s(T2). Since T2 was arbitrary, this shows that x and y are QT2(n)-equivalent, i.e. the
partition QT1(Mn) is finer than the partition QT2(n). This shows that πG(n,T2)  πG(n,T1).
The converse inequality also holds by exchanging the roles of T1 and T2. 
Let us clarify the link of this notion with the classical notion of complexity in symbolic
dynamics. Let G be a finitely generated group, endowed with at finite symmetric generating
set S. For every n ≥ 1 denote B(n) the ball of radius n in the Cayley graph of G. Let
G y X ⊂ AG be a subshift over a finite alphabet A. Its complexity (with respect to the
generating set S) is the function pGyX,S(n) which measures the number of configurations
f : B(n)→ A which appear as restrictions of elements of X. We have the following.
Proposition 9.3. Let Gy X be a subshift over a finitely generated group, with finite gener-
ating set S. Let G be either the action groupoid, or the groupoid of germs of G y X. Then
its complexity function satisfies
πG(n) ∼ pGyX,S(n).
Note that it follows that the growth type of the function pGyX,S is independent of S and is
an invariant of topological conjugacy of the subshift (this is well-known and can also be easily
checked directly).
Proof. We use the combinatorial definition of QT (n). Assume first that G = G × X is the
action groupoid. For a ∈ A let Ca = {x ∈ X : x(1G) = a} ⊂ X be the corresponding
cylinder set. For s ∈ S and a ∈ A we consider the bisection Ts,a = {(s, x) : x ∈ Ca}. The
set T = {Ts,a : s ∈ S, a ∈ A} is an expansive generating set for G (see the proof of[Nek15a,
Prop. 5.7]). The Cayley graphs Γ˜x(G,T ) coincide with the Cayley graph of the group G
(with respect to the generating set S) with edges labelled by S × A, where each edge (g, gs)
is labelled by s ∈ S and by a = x(g) ∈ A. Thus its universal cover coincides with the Cayley
graph of the free group FS , with every edge (w,ws) labelled by s and by x(w¯) ∈ A, where
w¯ ∈ G is the projection of w ∈ FS to G. With this description it is obvious that the ball of
radius n in the universal cover of the graph Γ˜x(G,T ) is uniquely determined by the ball of
radius n in Γ˜x(G,T ) and vice versa. This shows that πG(n,T ) = pGyX,S(n) for every n ≥ 1.
Let now G′ be the groupoid of germs of the action. Note that the image of the natural
representations G → I˜(X) and G˜′ → I˜(X) are the same, and the complexity function only
depend on this image (this is clear from the dynamical description of QT (n)). Thus πG′ ∼ πG,
concluding the proof. 
Proposition 9.4. Let G be an étale groupoid over a Cantor space X, and U ⊂ X be a clopen
set intersecting every G-orbit. Then the groupoid G|U is expansive if and only if G is expansive.
If this holds, their complexity functions satisfy πG ∼ πG|U .
Proof. The first assertion is exactly [Nek15a, Prop. 5.6]. We show that the complexity func-
tions are equivalent. It is obvious that πG|U  πG . Let us show the converse inequality.
Let S be an expansive generating set for G. Let T be a finite set of compact open bisections
of G such that s(T ) ⊂ U for every T ∈ T and the sets r(T ), T ∈ T cover X. Without loss of
generality, we assume that U ∈ T , that T ∪ T −1 ⊂ S and that X ∈ S. By the argument in
the proof of [Nek15a, Prop. 5.6], the set T −1ST of all products T−10 FT1 for Ti ∈ T , F ∈ S is
an expansive generating set of G|U . Note that s(T−10 FT ) ⊂ s(T ). Thus for every n ≥ 1 the
partition QT ST −1(n) of U is finer than the partition generated by the sets s(T ), T ∈ T , that is,
for every atom P of QT ST −1(n) and every T ∈ T we have either P ⊂ s(T ) or P ∩s(T ) = ∅. For
every T ∈ T , let us denote by QTT −1ST (n) the set of atoms P such that P ⊂ s(T ). A similar
reasoning, using that T −1 ⊂ S, shows that the partition QS(n) is finer than the partition
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generated by r(T ) : T ∈ T . For T ∈ T let us denote QTS (n) the set of atoms P ∈ Q
T
S (n) such
that Q ⊂ r(T ). For T ∈ T consider the associated homeomorphism τ(T ) : s(T ) → r(T ). We
claim that for every n ≥ 1, it descends a map τ(T ) : QTT −1ST (n)→ Q
T
S (n), that is if x, y ∈ s(T )
belong to the same atom of QTT −1ST (n), then τ(T )(x) and τ(T )(y) belong to the same atom
of QTS (n). To see this, assume by contradiction that this is not the case for x, y ∈ s(T ). Hence
(modulo exchanging x and y) there exists F1, · · · , Fn ∈ S such that τ(T )(x) ∈ s(Fn · · ·F1)
and τ(T )(y) /∈ s(Fn · · ·F1). For j = 1, · · · , n let Tj ∈ T be such that τ(Fj · · ·F1T )(x) ∈
r(Tj). Then we have τ(T )(x) ∈ s(T−1n FnTn−1T
−1
n Fn−1Tn−2 · · ·T
−1
1 F1) ⊂ s(Fn · · ·F1). Thus
we deduce that x ∈ s
(
(T−1n FnTn) · · ·T
−1
1 F1T )
)
and y /∈ s
(
(T−1n FnTn) · · · T
−1
1 F1T )
)
. This
contradicts the fact that x and y were in the same atom of QT −1ST (n).
Thus we obtain a map QTT −1ST (n) → Q
T
S (n), which is obviously surjective (since the
homeomorphism τ(T ) is). This implies that for every T ∈ T and every n ≥ 1 we have
|QTS (n)| ≤ |Q
T
T −1ST (n)|. Thus, using that QS(n) =
⋃
T∈T Q
T
S (n), we obtain
πG(n,S) =
|QS(n)| ≤
∑
T∈T
|QTS (n)| ≤
∑
T∈T
|QTT −1ST (n)| ≤ |T | · |QT −1ST (n)| =
|T | · πG|U(n,T
−1ST ),
showing that πG  πG|U . 
Proposition 9.5. Let G,H be expansive groupoids over Cantor spaces X,Y . Assume that
there exists a continuous injective morphism ϕ : G˜ → H˜. Then the complexity functions of G
and H satisfy πG  πH.
Proof. Let ϕ : G˜ → H˜ be a continuous injective morphism. By Proposition 4.11, the spatial
component q : Y → X is surjective. Let T be an expansive generating set of G. Let S be
an expansive generating set of H. Upon replacing S with S ∪ ϕ(T ) we can assume that S
contains ϕ(T ). With this choice, the partition QS(n) is finer than the partition Qϕ(T )(n)
generated by the sets s(F ) for : F ∈
⋃n
r=1 ϕ(T )
r. By Proposition 4.9, the latter is exactly
the pullback of the partition QT (n) under the map q. Thus, since q is surjective, we have
|QT (n)| = |Qϕ(T )(n)|. Therefore πG(n,T ) = |QT (n)| = |Qϕ(T )(n)| ≤ |QS(n)| = πH(n,S). 
Remark 9.6. Nekrashevych considers a different definition of complexity of étale groupoids
in [Nek16b], defined as the number π′G(n,T ) of elements of the partition of X induced by
isomorphism classes of the balls of radius n in the Cayley graphs Γ˜x(G,T ) (without passing
to the universal cover). We changed this definition because the function πG(n,T ) is better
behaved for the purposes of this paper. Moreover, expansivity of groupoids is more related
to the universal covers of Cayley graphs then to the Cayley graphs themselves, as shown in
[Nek15a]. It is not difficult to see that πG(n,T ) ≤ π′G(n,T ), and the two functions coincide if G
is the action groupoid of an expansive action of a finitely generated group (by Proposition 9.3).
It would be interesting to study further the relation between these two notions of complexity.
9.2. Complexity as an obstruction to group embeddings. The Extension Theorem
implies the following.
Theorem 9.7. Let G,H be expansive étale groupoids over Cantor spaces X,Y , with G minimal
and effective. Assume that the complexity functions of G and H satisfy πH  πG. Then for
every non-trivial homomorphism ρ : A(G) → F(H), there exists a point y ∈ Y such that the
germ map A(G)→Hy, g 7→ [ρ(g)]y is injective.
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Proof. Assume by contradiction that the conclusion does not hold. By Theorem 7.1, we
obtain that the the support Z of ρ(A(G)) is clopen and there exists an extension ρ˜ : G˜[r] →
H˜|Z for some r ≥ 1. As usual, by Remark 7.2 (iv) we assume that the spatial component
q : Z → X [r] is surjective. Let T be a symmetric expansive generating set of G˜, and let
T ′ = {T [r] : T ∈ T } ⊂ G˜[r]. Note that T ′ is not necessarily an expansive generating set of
G˜[r], but we still have a natural a sequence of partitions Qn(T ′) of X [r] associated to T ′ (we
use the dynamical point of view). Note that in restriction to X ⊂ X [r], each partition Qn(T ′)
induces exactly Qn(T ), and thus |Qn(T ′)| ≥ |Qn(T )|. Since Z is clopen, we can view ρ˜(T ′)
as a set of compact open bisections in H˜. Choose an expansive generating set S of H˜ which
contains ρ˜(T ′) (after replacing it if necessary with S ∪ ρ˜(T ′)). By Proposition 4.9, for every
n the partition Qn(S) contains q−1(Qn(T ′)) = {q−1(V ) : V ∈ Qn(T ′)), and thus we obtain
πH(n,S) ≥ |Qn(T
′)| ≥ πG(n,T ), contradicting the assumption. 
When the groupoid G has a rapidly growing complexity function πG , this theorem can be
interpreted as a rigidity property for actions of the group A(G) in the form of a dichotomy.
Namely whenever H is an expansive groupoid such that A(G) embeds in F(H), then H must
be either “geometrically complicated”, meaning that it has a leaf Hy which contains a coarsely
injected copy of the group A(G), or H must be “dynamically complicated”, i.e. its complexity
function cannot grow slower than πG . This phenomenon appears to be new in the realm of
finitely generated groups. It is not known whether non-abelian free groups satisfy a similar
dichotomy (see [MB14, Question 1.6] and [Nek16b, p. 377] for formulations of this question).
Note also that for many classes of groupoids, the complexity function is an obstruction to
embeddings between the corresponding full groups, therefore confirming the natural intuition
that a slow growth of the complexity “constraints” the subgroup structure. For example, we
have the following.
Corollary 9.8. Let G,H be expansive groupoids over Cantor spaces, with G, minimal and
effective, and assume that every leaf of H has finite asymptotic dimension. If the complexity
functions satisfy πH  πG, then there is no non-trivial homomorphism A(G)→ F(H).
Proof. Apply Theorem 9.7 and repeat the beginning of the proof of Theorem 7.6. 
Note that this applies in particular to the groupoid of germs of topologically free subshifts
Gy X and H y Y over finitely generated groups, provided H has finite asymptotic dimen-
sion (in this case the complexity is simply the complexity of the corresponding subshifts, see
Proposition 9.3). In particular, this implies Theorem 1.17 in the introduction.
10. Application to actions of abelian groups
In this section we illustrate the Extension Theorem in practice by analysing the structure of
all possible homomorphisms between topological full groups of Cantor minimal systems arising
from Z actions, and to a family of groups of interval exchanges that arise as full groups of
actions of abelian groups by “Cantor rotations” on the circle.
10.1. Full groups of Cantor minimal systems. A Cantor minimal system is a dynam-
ical system (X,u) where X is a Cantor space, and u is a minimal homeomorphism of X. We
denote Gu the groupoid of germs of the corresponding Z-action. We denote by F(X,u) the
topological full group of Gu, and by D(X,u) its derived subgroup. Giordano, Putnam and
Skau [GPS99] proved that the isomorphism type of the group F(X,u) is a complete invariant
of flip-conjugacy of the system (X,u) (i.e. determines the pair {u, u−1} up to conjugacy).
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Matui proved that D(X,u) is simple [Mat06] (in particular in this case D(X,u) = A(Gu)).
Moreover it is finitely generated if and only if (X,u) is conjugate to a subshift over a finite
alphabet. By a result of Juschenko and Monod, the group F(X,u) is amenable [JM13].
Although the isomorphism class of the group F(X,u) fully remembers the system (X,u),
the dependence on (X,u) is not well-understood “qualitatively”. In particular, there was no
known result providing explicit obstructions on the possible subgroups of F(X,u) which depend
non-trivially on (X,u). As an application of the Extension Theorem, we characterise all the
possible embeddings between the groups F(X,u) when (X,u) varies. This answers a question
asked by Cornulier in [Cor14, Question 2f].
The leaves of the groupoid Gu are quasi-isometric to Z, and thus have asymptotic dimension
equal to 1. Therefore, we have the following immediate corollary of Theorem 7.6
Theorem 10.1. Let (X1, u1) and (X2, u2) be Cantor minimal systems. For every non-trivial
homomorphism ρ : D(X1, u1), the support Z of ρ(D(X1, u1)) is a clopen subset of X2 and ρ
extends to a continuous morphism of pseudogroups ρ˜ : G˜u1 → G˜u2 |Z.
Let us state a more concrete interpretation of Theorem 10.1, which does not use of the
language of pseudogroups. The group F(X,u) is the group of all homeomorphisms of X that
coincide locally with a power of u. Thus, every g ∈ F(X,u) is uniquely determined by a
continuous function kg : X → Z, called the orbit cocycle, defined by the equality
g(x) = gkg(x)(x) ∀x ∈ X.
One “obvious” dynamical reason why the group F(X1, u1) should embed into the group F(X2, u2)
is the existence of a factor map from (X2, u2) to (X1, u1). Namely every factor map q : X2 →
X1 gives rise to an embedding of the group F(X1, u1) into F(X2, u2) by simply precomposing
the orbit cocycles with the map q, i.e.
ρ(g)(x) = u
kg(q(x))
2 (x).
It is easy to check that this defines an embedding F(X1, u1)→ F(X2, u2). Another straightfor-
ward construction of embeddings is as follows: for every v ∈ F(X2, u2), letting Supp(v) ⊂ X2
denote its support (which is always clopen), the group F(Supp(v), v) is naturally a subgroup
of F(X2, u2).
Theorem 10.1 says that all embeddings arise from these two examples.
Theorem 10.2. Let (X1, u1) and (X2, u2) be Cantor minimal systems. The following are
equivalent:
(i) There exists a group embedding D(X1, u1) →֒ F(X2, u2).
(ii) There exists a group embedding F(X1, u1) →֒ F(X2, u2).
(iii) There exists an element v ∈ F(X2, u2) such that the system (Supp(v), v) factors onto
(X1, u1).
More precisely, non-trivial group homomorphism ρ : D(X1, u1)→ F(X2, u2) are in one-to-one
correspondence with pairs (v, q) consisting of an element v ∈ F(X2, u2) as in (iii) and a factor
map q : Supp(v) → X2. Such a pair (v, q) gives rise to a homomorphism ρ : D(X1, u1) →
F(X2, u2) given by
ρ(g)(x) =
{
vkg◦q(x)(x) if x ∈ Supp(v)
x otherwise
and conversely every homomorphism D(X1, u1) → F(X2, u2) arises in this way for a unique
pair (v, q).
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Proof. (ii)⇒(i) is obvious. To see that (iii)⇒(ii), it is enough to observe that for every v ∈
F(X2, u2) as in (iii) and every factor map q : Supp(v) → X2, we obtain a group embedding
F(X1, u1) →֒ F(X2, u2). To see that (i)⇒(iii), let ρ : D(X1, u1) → F(X2, u2) be a non-trivial
homomorphism. By Theorem 10.1, it can be extended to a continuous morphism ρ˜ : G˜u1 →
G˜u2 |Z, where Z is the (clopen) support of ρ(D(X1, u1)). Let q : Z → X1 be the spatial
component of ρ˜. We view u1 as a bisection of Gu1 (by identifying it with the set of its germs).
Let v = ρ˜(u1) (as usual, we identify v with an element of F(X2, u2) by extending it to the
identity outside U). Then (Z, v) factors onto (X1, u1) via the map q, and thus the element v
verifies (iii). It remains to show the “More precisely...” part of the statement. Let g ∈ D(G)
be arbitrary and let kg : X1 → X2 be its orbit cocycle. For every n ∈ Z let An ⊂ X1 be the
level set {x ∈ X1 : kg(x) = n} (note that An is clopen, empty for all but finitely many n’s,
and that X1 =
⊔
n∈ZAn). The restriction of g to An is equal to u
n
1 . This means that in G˜1,
the element g can be written as the disjoint union:
g =
⊔
n∈Z
un1An.
Applying ρ˜, and using that it preserves disjoint unions, we obtain
ρ(g) =
⊔
ρ˜(u1)
nρ˜(An) =
⊔
n∈Z
ρ˜(u1)
nq−1(An)
note that q−1(An) = {x ∈ Z : kh(q(x)) = n}. This concludes the proof 
10.2. Groups of interval exchanges. Recall that an interval exchange transformation
is a piecewise continuous permutation of R/Z with finitely many points of discontinuities,
which coincides with a translation in restriction of each of its intervals of continuity. The
group of all interval exchange transformations is denoted IET. The subgroup structure of IET
is quite mysterious. For instance, it is still not known whether the group IET contains non-
abelian free-subgroups (a question attributed to Katok in [DFG13]), and whether it contains
non-amenable subgroups. See [DFG13, JMBMdlS18, DFG17].
A natural family of subgroups of IET arises as full groups of actions of finitely generated
abelian groups by “Cantor rotations". Let Λ be a finitely generated dense additive subgroup of
R/Z, and consider the natural translation action Λy R/Z. Let Λy XΛ be the Cantor space
obtained from R/Z by “doubling” the orbit of 0 ∈ R/Z, i.e. by replacing every point λ ∈ Λ by
two copies λ−, λ+ and endowing XΛ with the topology induced by the natural circular order
on it. We have a natural continuous surjection πΛ : XΛ → R/Z, obtained by gluing back every
pair λ−, λ+ to λ. The translation action of Λ on R/Z lifts to a minimal action of Λ on XΛ,
which factors onto the original action on R/Z through the map πΛ. In the important special
case when Λ = 〈λ〉 is generated by a single irrational rotation, the system (XΛ, λ) is called the
Sturmian subshift of angle λ. We will denote by GΛ the groupoid of germs of the action of
Λy XΛ, and by IET(Λ) its topological full group. A result of Matui implies that the derived
subgroup IET(Λ)′ is simple [Mat15] (thus it coincides with the group A(GΛ)), moreover it is
finitely generated by [Nek15a]
The group IET(Λ) is easily seen to be isomorphic to the subgroup of IET of all interval
exchanges whose points of discontinuity belong to Λ, and that in restriction to every interval
of continuity are given by translation by an element of Λ (see [Cor14, JMBMdlS18] for a more
detailed explanation). We will freely switch between these two point of views on IET(Λ).
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Every finitely generated subgroup of IET is a subgroup of IET(Λ) for the group Λ generated
by its points of discontinuities. Thus, it is natural to study to what extent the possible
subgroups of the group IET(Λ) depend on the group Λ.
The next theorem classifies the pairs (Λ,∆) for which the group IET(Λ) admits an embed-
ding into the group IET(∆). Given a subgroup Λ < R/Z we denote Λ̂ ≤ R its preimage under
the quotient map R→ R/Z.
Theorem 10.3. Let Λ,∆ be finitely generated dense subgroups of R/Z. The following are
equivalent.
(i) there exists a group embedding IET(Λ)′ →֒ IET(∆)
(ii) there exists a group embedding IET(Λ) →֒ IET(∆).
(iii) there exists 0 < c ≤ 1 such that the linear map R→ R, x 7→ cx sends Λ̂ into ∆̂.
Moreover the image of every embedding ρ : IET(Λ)′ →֒ IET(∆) fixes pointwise a non-empty
interval unless Λ ≤ ∆.
Note that the last sentence implies that IET(Λ)′ and IET(∆)′ are isomorphic if and only if
Λ = ∆. This can also be proven using the Isomorphism Theorem.
We will deduce Theorem 10.3 from the following theorem.
Theorem 10.4. Let Λ,∆ be finitely generated dense subgroups of R/Z. For every non-trivial
homomorphism ρ : IET(Λ)′ → IET(∆), the support of ρ(IET(Λ)′) is a clopen subset Z of X∆,
and ρ extends to a continuous morphism of pseudogroups ρ˜ : G˜Λ → G˜∆|Z.
In order to deduce this from the Extension Theorem, we will need the following elementary
property of (the Cantor version of ) interval exchange transformations. We include a proof for
the convenience of the reader.
Lemma 10.5. Fix a dense finitely generated subgroup Λ < R/Z. Let f ∈ IET(Λ) and let
W ⊂ XΛ be its support. Assume that f does not have any periodic point in W . Then there
exists a finite subset Σ of W such that the union of the f -orbits of points in Σ is dense in W .
Proof. We view f both as a homeomorphism of XΛ and as an interval exchange transformation
acting on R/Z. The setW is clopen. Its projection πΛ(W ) ⊂ R/Z is a disjoint union of finitely
many closed intervals, and is invariant under f . Let Σ ⊂ W be the (finite) set of points that
project onto some discontinuity point of f . We first claim that the union of orbits of points in
Σ is dense in W . Towards a contradiction, let C ⊂W be its closure and assume that C 6=W .
Then πΛ(C) is a compact invariant subset of πΛ(W ), and f has no discontinuity point in
its complement, thus it permutes isometrically the connected components of the complement.
Since moreover it preserves measure of every connected component, each one of them has a
finite f -orbit, and thus we deduce that f must have periodic points. This contradicts our
assumption, thereby showing the claim. 
Proof of Theorem 10.4. The Cayley graphs of the groupoid G∆ are quasi-isometric to the Cay-
ley graph of the group ∆, which is a finitely generated abelian group, and thus has finite
asymptotic dimension. Using Theorem 7.6 we obtain that the support Z ⊂ X∆ of ρ(IET(Λ)′)
is clopen and that ρ extends to a continuous morphism ρ˜ : G˜[r]Λ → G˜∆|Z for some r ≥ 1 such
that the map q : Z → X [r]Λ is surjective (see Remark 7.2 (iv). We have to show that r = 1.
Fix λ ∈ Λ irrational. Since Λ is naturally a subgroup of F(G[r]Λ ) for every r ≥ 1 we can view
λ it as an element of G˜[r]Λ . Consider its image ρ˜(λ) ∈ F(G∆|Z).
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The system (U, ρ˜(λ)) factors onto the system (X [r]Λ , λ) via the map q. The latter factors
onto ((R/Z)[r], λ), via the natural surjection πΛ : X
[r]
Λ → (R/Z)
[r]. Thus, we have a factor map
πΛ ◦ q : Z → (R/Z)[r] from the system (Z, ρ˜(λ)) to ((R/Z)[r], λ). Since we chose λ irrational,
this system does not have periodic orbits, and thus neither does (Z, ρ˜(λ)). Applying Lemma
10.5 to f = ρ˜(λ) and W = Z, there exists a finite subset Σ such that the union of orbits of
points in Σ is dense in Z. However, if r ≥ 2, the space (R/Z)[r] can be written as the disjoint
union of uncountably many non-empty closed subsets
(R/Z)[r] =
⊔
c∈[0,1/2]
{
{x1, . . . , xr} ⊂ R/Z : diam({x1, . . . , xr}) = c
}
where the diameter refers to the arc-distance on R/Z. Since rotations are isometries, each
of these sets is invariant under the system
(
(R/Z)[r], λ
)
. Thus the preimage of these sets
provide a partition of Z into uncountably many ρ˜(λ)-invariant closed non-empty subsets.
This contradicts the existence of the finite set Σ above unless r = 1. 
To deduce Theorem 10.3 from Theorem 10.4, we will look at the homology groups of GΛ
and G∆ (the definition of homology of étale groupoid is recalled in §4.6). Let us recall how
to compute of the homology group H0(GΛ). It is well known that the action Λ y XΛ is
uniquely ergodic, i.e. admits a unique Λ-invariant probability measure µΛ. The measure
µΛ is characterised as the unique measure on XΛ which projects to the Lebesgue measure
on R/Z (note that the set {λ± : λ ∈ Λ} is countable and null). The measure µΛ induces a
homomorphism from the homology group H0(GΛ) to R, given by
ιµΛ : H0(GΛ) −→ R
[
∑
niUi] 7→
∑
niµΛ(Ui).
It is well-known and not difficult to see that this map is injective and its image is equal to Λ̂.
Thus, it establishes an isomorphism between H0(GΛ) and Λ̂.
We will not use the fact that the map above is injective, but only the simpler observation
that its image is equal to Λ̂. Let us briefly recall why this is true. For every clopen set
U ⊂ XΛ, the image πΛ(U) < R/Z is a disjoint union of closed intervals [ai, bi] with ai, bi ∈ Λ.
The measure of such an interval is clearly an element of Λ̂, and thus ιµΛ(H0(GΛ)) ⊂ Λ˜. Let
λ1, . . . , λd be generators of Λ, and λ̂1, · · · , λ̂d ∈ Λ̂ be their unique preimages in (0, 1). These are
the measures of the arcs [0, λi] and thus belong to the image of ιµΛ . Together with 1 = µΛ(XΛ)
they generate Λ̂, which is thus equal to the image of ιµΛ .
We are now ready to prove Theorem 10.3.
Proof of Theorem 10.3. It is obvious that (ii)⇒(i). To check that (iii)⇒(ii), we view IET(Λ)
and IET(∆) as groups of interval exchanges. Assume that c ∈ (0, 1] is such that cΛ̂ ≤ ∆̂.
Since 1 ∈ Λ̂, we have c ∈ ∆̂. Let c¯ be the projection of c to R/Z. If we rescale the length
by c to identify the arc [0, c¯) with a unit circle we see that IET(Λ) is isomorphic to the
subgroup of IET(∆) consisting of elements that act non trivially only on the arc [0, c¯), and
whose discontinuity points are projection of points in cΛ̂ ∩ [0, c).
Let us prove that (i)⇒(iii), which is the main content of the theorem. Let ρ : IET(Λ)′ →֒
IET(∆) be a group embedding. By Theorem 10.4, ρ extends to a continuous pseudogroup
morphism ρ˜ : G˜Λ → G˜∆|Z for some clopen subset Z ⊂ X∆ equal to the support of ρ(IET(Λ)′).
We consider the morphism induced in homology ρ˜∗ : H0(GΛ) → H0(G∆|Z) (see Proposition
4.28). Note that in degree zero it is simply given by ρ˜∗([
∑
niUi]) = [
∑
niq
−1(Ui)], where
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q : Z → X∆ is the spatial component of ρ˜. Recall also that homology is invariant under taking
restrictions onto clopen subsets intersecting every orbits [Mat12], and thus we can see ρ˜∗ as
taking values in H0(G∆).
We claim that the following square is commutative:
H0(GΛ) H0(G∆)
R R
ρ˜∗
ιµΛ ιµ∆
x 7→µ∆(Z)·x
To see that the diagram is commutative, observe that the pushforward q∗(µ∆|Z) is a positive
invariant measure for the action Λ y XΛ with total mass µ∆(Z). By unique ergodicity, we
must have q∗(µ∆|Z) = µ∆(Z)µλ. Thus for every class [
∑
niUi] ∈ H0(GΛ) we have
ιµ∆ ◦ ρ˜∗([
∑
niUi]) =
∑
niµ∆(q
−1(Ui)) =
∑
niq∗µ∆(Ui) =
µ∆(Z)
∑
niµΛ(Ui) = µ∆(Z) · ιµ∆([
∑
niUi]).
Since the above diagram is commutative, it follows that the linear map x 7→ µ∆(Z) ·x sends
ιµΛ(H0(GΛ) = Λ̂ inside ιµ∆(H0(G∆)) = ∆̂; moreover if Z = X∆ then µ∆(Z) = 1 and thus
Λ̂ ⊂ ∆̂. This concludes the proof. 
10.3. An application based on the complexity function. To conclude this section, recall
the well-known fact that the actions Λ y XΛ by Cantor rotations are conjugate to subshifts
whose complexity function is bounded above by a polynomial (see e.g. [JMBMdlS18, Lemma
5.13]). This fact makes it more difficult to construct embeddings of a given group in IET, but
this has never so far been used to prove obstructions to embeddings. Corollary 9.8 implies the
following.
Corollary 10.6. Let G be a minimal effective groupoid over a Cantor space. Assume that G
is expansive and that its orbital growth function βG(n) and its complexity function πG(n) do
not both grow polynomially. Then there is no non-trivial homomorphism A(G)→ IET.
Proof. Since G is expansive, the group A(G) is finitely generated [Nek15a], and thus, every
non-trivial homomorphism ρ : A(G)→ IET takes values in IET(Λ) for some Λ. Therefore the
conclusion follows from Corollary 9.8 and from the well-known fact that the actions Λy XΛ
have polynomial complexity [JMBMdlS18, Lemma 5.13]. 
11. One-sided SFT’s and Higman-Thompson’s groups
In this subsection we use the Extension Theorem to provide a concrete description of all
homomorphisms between the full groups of groupoids associated to one sided shifts of finite
type. Their full groups were studied in detail by Matui in [Mat15], and include the family
Higman-Thompson’s groups Vn,r.
11.1. Basic definitions. Let Σ = (V, E) be a directed graph, with finite sets of vertices V
and of edges E . We will always assume that Σ is irreducible, i.e. for any vertices x, y ∈ V
there is a directed path going from x to y, and that Σ is not a cycle (hence there are at least
two such paths for any pair of vertices). The starting and ending vertex of an edge e ∈ E are
denoted o(e) and t(e).
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We let XΣ be the set of all one sided infinite directed paths in Σ. Note that by a path we
mean its set of edges. The set XΣ is endowed with the topology induced from the product
topology on EN, which makes it homeomorphic to the Cantor set. The map
S : XΣ → XΣ, e0e1e2 · · · 7→ e1e2 · · · ,
is called the (one sided) shift of finite type associated to Σ.
The map S is not globally invertible, but it is invertible locally. More precisely, for every
edge e ∈ E let Ce ⊂ XΣ be the clopen subset consisting of paths that start with e, and for
every vertex x ∈ V let Dx be the clopen set consisting of paths that start at x. Let
Se : Ce → Dt(e)
be the restriction of Se to Ce, and note that it is a homeomorphism. We let G˜Σ be the
pseudogroup generated by the maps Se, e ∈ E (that is, the smallest pseudogroup over XΣ
which contains the maps Se), and GΣ be the corresponding groupoid of germs. In what
follows, we identify the maps Se with the sets of their germs, thus think of them both as
homeomorphisms and as bisections of GΣ.
See [Mat15] for an extensive study of the groups F(GΣ).
Example 11.1 (Higman-Thompson groups). For d ≥ 2, denote by Ωd the a graph consisting
of one vertex and d loops, that we label by {1, . . . , d}. The corresponding map S : XΣ → XΣ
the full one-sided shift on {1, d}N. The group F(GΩd) is the group of all homeomorphism of
{1, d}N which are locally given by a prefix change. This is a well studied group, namely the
Higman-Thompson group Vd,1. The group V2,1 is more simply known as Thompson’s group V .
In a similar way, the extended family of Higman-Thompson’s groups Vd,r arise as topological
full groups of one-sided shifts of finite type, see [Mat15, Sec. 6.7.1] (we do not the definition
of the other groups Vd,r, as we will only discuss this example in the case r = 1). Each of these
groups contain as subgroups the Higman Thompson’s groups Fd,r and Td,r acting on the circle
and the Cantor set respectively.
11.2. Combinatorial representation of elements. In this subsection we recall a more
combinatorial way to think of elements of the pseudogroup G˜Σ from [MM17] (close in sprit to
the classical description of elements of Thompson’s groups as pairs of trees).
Fix an irreducible connected graph Σ. Given a finite directed path w = e1 · · · ek in Σ, we
denote Cw ⊂ XΣ the clopen subset of paths that start with w. We set Sw = Sek · · ·Se1 . Let v
be another path with the same endpoint as w (but not necessarily with the same starting point,
nor with the same length). The element S−1v Sw is verifies s(S
−1
v Sw) = Cw, r(S
−1
v Sw) = Cw,
and acts as a “prefix replacement”:
S−1v Sw : Cw → Cv, wek+1ek+2 · · · 7→ vek+1ek+2 · · · .
Two finite paths v1, v2 in Σ are said to be unrelated if Cv1 ∩ Cv2 = ∅, i.e. if neither of
them is a prefix of the other.
Definition 11.2. A table is a (possibly infinite) collection of pairs of finite paths {(vi, wi)}i∈I
with the following properties
(i) For every i the path wi and vi end in the same vertex of Σ.
(ii) For every i 6= j the paths vi and vj are unrelated, and the paths wi and wj are
unrelated.
The terminology is borrowed from [Nek04, MM17].
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Every table {(vi, wi)}i∈I defines an element F ∈ G˜Σ with S(F ) =
⊔
iCwi and r(F ) =
⊔
iCvi ,
given by:
(5) F =
⊔
i∈I
S−1vi Swi
Conversely, every element of G˜Σ has this form for some table {(vi, wi)}i∈I , and we say that
F is represented by the table. By definition, the empty element of G˜Σ is represented by the
empty table.
Note that F ∈ G˜Σ is represented by a finite table if and only if its domain and range are
clopen (i.e. if F is a compact open bisection of GΣ). An element F ∈ G˜Σ belongs to the
full group F(GΣ) if and only if it can be represented by a finite table {(wi, vi)}i∈I such that⊔
i
Cvi =
⊔
iCwi = XΣ.
Two different tables can define the same element of G˜Σ. A simple expansion of a table
{(wi, vi)}i∈I is a table obtained by replacing (wi, vi) by the collection {(wie, vie)}e∈t(wi) for
every i in some subset J ⊂ I. Two tables are said to be equivalent if and only if there exists
a third table which is obtained from both through a series of simple expansions. The following
is proven by a simple modification of the proof of [MM17, Lemma 5.3].
Lemma 11.3. Two tables define the same element of G˜Σ if and only if they are equivalent.
The product of two elements F, T ∈ G˜Σ can be easily computed in terms of tables. First,
let us define a partial binary operation on the set of pairs of finite paths. If (v,w) and (v′, w′)
are pairs of path with t(v) = t(w) and t(v′) = t(w′), we set
(v′, w′) · (v,w) =
 (v
′u,w) if w′ = vu
(v′, wu) if v = w′u
undefined otherwise
Note that (v′, w′) · (v,w) is defined if and only if the cylinders Cw′ and Cv are not disjoint
(and therefore one of them is contained into the other). The reason for this definition is that
it describes products of elements of the form S−1v Sw. Namely we have (S
−1
v′ Sw′)(S
−1
v Sw) =
S−1v′′ Sw′′ if (v
′, w′) · (v,w) = (v′′, w′′), and (S−1v′ Sw′)(S
−1
v Sw) = ∅ if (v
′, w′) · (v,w) is not
defined. Since product in a pseudogroup behaves distributively with respect to disjoint unions,
we immediately deduce:
Lemma 11.4. Let F,F ′ ∈ G˜Σ be represented by tables {(vi, wi)}i∈I and {(v′j , w
′
j)}j∈J . Then
FF ′ is represented by the table
{(vi, wi) · (v
′
j , w
′
j)}i,j ,
where (i, j) ∈ I × J varies over pairs of indices such that (vi, wi) · (v′j, w
′
j) is defined.
Note that it follows from this discussion that the bisections of the form S−1ℓ′ Sℓ form a basis
of the topology of GΣ. Since all bisections of this form are products of Se, e ∈ E} and their
inverses, it follows that the set S = {Se : e ∈ E} is an expansive generating set of G˜Σ.
11.3. Description of homomorphisms. The structure of group isomorphisms and group
embeddings between this family of groups has been studied by many authors. The case of
isomorphisms is well-understood. For the family of Higman-Thompson groups Vd,r this can be
traced back to Higman, who showed in particular that Vd,1 and Vd′,1 are isomorphic if and only
if d = d′, and that if Vd,r and Vd′,r′ are isomorphic, then d = d′ and gcd(d, r) = gcd(d′, r′).
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Pardo then showed the converse to this statement in [Par11]. Matui and Matsumoto gave
a complete explicit description of the irreducible graphs Σ1,Σ2 that give rise to isomorphic
groupoids GΣ1 ,GΣ2 [MM14], and Matui [Mat15] used his isomorphism theorem to deduce from
this the classification of the groups F(GΣ) up to isomorphism. Bleak, Cameron, Maissel, Navas
and Olukoya recently used Rubin’s theorem to give a description of the automorphism group
of V in terms of bi-synchronising automata [BCM+16].
Considerably less is understood about endomorphisms and embeddings within this family
of groups. It is well-known and easy to see that all the groups in the family Vd,r can be
embedded into each other, and that they all admit injective, non-surjective endomorphisms.
Several authors have pointed out different construction of embeddings and endomorphisms
[BCS01, Gen17, DO07], arising from the several points of view that have been developed on
these groups. In [Mat16a, Prop. 5.14], Matui provides a way to construct homomorphisms
between groups F(GΣ), and uses it to show that they can all be embedded in Thompson’s
group V = V2,1 [Mat16a, Cor. 5.16]. In fact, a modification of his idea shows that all the
groups F(GΣ) embed into each other (see Corollary 11.16 below). However no classification
result of the possible homomorphisms is known.
In the reminder of this subsection, we will revisit Matui’s construction in the language of this
paper. We will then apply the Extension Theorem to show that, conversely, all embeddings
between groups of the form F(GΣ) arise from this construction (modulo taking the restriction
to the derived subgroup).
Fix a graph Σ = (E ,V), as above. Observe that the set of bisections {Se}e∈E verify the
following: ⊔
e∈E
s(Fe) = XΣ, r(Se) =
⊔
o(e)=t(f)
s(Sf ).
Our first goal is to show that in order to define a continuous morphisms G˜Σ to another
pseudogroup H˜, it is necessary and sufficient to find a family of elements of H˜ satisfying the
same combinatorial relations. To this end, we give the following terminology:
Definition 11.5. Let H˜ be a pseudogroup over a space Y . A Σ-system in H˜ is a family
{Te}e∈E of non-zero elements of H˜ with the following properties:
(i) the sets s(Te), e ∈ E are clopen and pairwise disjoint;
(ii) for every e ∈ E we have r(Te) =
⊔
o(e)=t(f) s(Tf ).
The set Z =
⊔
e∈E s(Se) is called the domain of the Σ-system.
Let {Te}e∈E be a Σ-system with domain Z. For every y ∈ Z, we let ey ∈ E be the unique
edge such that y ∈ s(Te). Define a continuous map T : Z → Z by T (y) = Tey(y). Further
define a map q : Z → XΣ by coding the dynamical system (T,Z), namely
q(y) = eyeT (y)eT 2(y) · · · .
It is readily checked that this map is continuous, and verifies q◦T = S ◦q, where S : XΣ → XΣ
is the shift. The map q will be called the coding map associated to the Σ-system.
Proposition 11.6. Fix a graph Σ as above. Let H˜ be a pseudogroup over a space Y , and let
Z ⊂ Y be a clopen subset of Y . For every continuous morphism G˜Σ → H˜|Z, the collection
{ϕ(Se)}e∈E is a Σ-system in H˜ with domain Z.
Conversely let {Te}e∈E be a Σ-system in H˜, with domain Z. Then the association Se 7→
Te, e ∈ E extends to a unique continuous morphism of pseudogroups ϕ : G˜Σ → H˜|Z, where Z
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is the domain of the Σ-system. Moreover, the spatial component q : Z → XΣ of ϕ coincides
with the coding map of {Te}e∈E .
Remark 11.7. The reader familiar with Cuntz-Krieger C∗-algebras may notice a tight connec-
tion. Namely a family {Te}e∈E is a Σ-system if and only if the indicator functions 1Te satisfy
the Cuntz-Krieger relations in C∗red(H). Hence a Σ-system gives rise to a unital embedding
of the Cuntz-Krieger C∗-algebra C∗red(GΣ) into C
∗
red(H|Z), which is turn gives rise to an em-
bedding of F(GΣ) into F(H|Z) ≤ F(H). This argument appears implicitly in Matui’s proof of
[Mat16a, Prop. 5.14]. Below we give instead a direct argument (not using C∗-algebras).
Proof. The first part of the statement is a straightforward consequence of Proposition 4.9. Let
us prove the converse.
For every path w = e1 · · · ek in Σ, set Tw = Tek · · ·Te1 . It is clear that if ϕ exists, it must
be unique. Namely for every F ∈ G˜Σ, applying ϕ to (5) we obtain
(6) ϕ(F ) =
⊔
i∈I
T−1vi Twi ,
where {(vi, wi)}i∈I is a table representing F . Thus, we want to show that the above formula
defines indeed a continuous morphism.
Let q : U → XΣ be the coding map of the Σ-system. The following lemma is obvious from
the definition of the map q.
Lemma 11.8. For every path w we have s(Tw) = q−1(Cw), and r(Tw) = q−1(Dt(w)).
The lemma implies that whenever v and w are paths with t(v) = t(w), we have s(T−1v Tw) =
q−1(Cw) and r(T−1v Tw) = q
−1(Cv). Thus, if {(vi, wi)}i∈I is a table, then for every i 6= j we
have s(Tv−1i Twi)∩s(Tv−1j Twj ) = q
−1(Cwi∩Cwj) = ∅ and similarly r(Tv−1i Twi)∩r(Tv−1j Twj) = ∅.
It follows that the right hand side of (6) is indeed an element of H˜. Let us check that it is
well-defined, i.e. that it does not depend on the choice of a table representing F . Note that
for any path w = w1w2 we have Tw = Tw2Tw1 . Thus for any paths w, v with t(w) = t(v) we
have
⊔
e∈t(v)
T−1ve Twe =
⊔
e∈t(v)
T−1v T
−1
e TeTw = Tv−1
 ⊔
e∈t(v)
s(Te)
Tw =
Tv−1
 ⊔
e∈t(v)
q−1(Ce)
Tw = Tv−1q−1(Ds(e))Tw = Tv−1 r(Tw)Tw = T−1v Tw.
Therefore if a table {(v′i, w
′
i)}i∈I is obtained from {(vi, wi)}i∈I by a simple expansion, then⊔
i∈I T
−1
vi Twi =
⊔
i∈I T
−1
v′i
Tw′i . It follows from Lemma 11.3 that ϕ(F ) does not depend on the
choice of a table representing F .
Let us check that ϕ is a semigroup homomorphism. We use the description of the product
in G˜Σ in terms of tables given by Lemma 11.4. First let (v,w) and (v′, w′) be pairs of paths
such that t(v) = t(w) and t(v′) = t(w′). Assume that (v′, w′) · (v,w) is defined and equals
(v′′, w′′), and let us show that (T−1v′ Tw′)(T
−1
v Tw) = (T
−1
v′′ Tw′′). Assume, say, that w
′ = vu, so
that (v′′, w′′) = (v,wu) (the other case is done similarly). Then, using Lemma 11.8, we have
(T−1v′ Tw′)(T
−1
v Tw) = T
−1
v′ TvuT
−1
v Tw = T
−1
v′ Tu(TvT
−1
v )Tw = T
−1
v′ Tur(Tv)Tw =
T−1v′ Tuq
−1(Dt(v))Tw = T
−1
v′ Tur(Tw)Tw = T
−1
v′ TuTw = T
−1
v′ Twu = T
−1
v′′ Tw′′ .
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If (v′, w′) · (v,w) is not defined then the cylinders Cw′ and Cv are disjoint, and therefore so are
s(T−1v′ Tw′) = q
−1(Cw′) and r(T−1v Tw) = q
−1(Cv). Thus, in this case we have (T−1v′ Tw′)(T
−1
v Tw) =
∅. We deduce that ϕ is a semi-group homomorphism, by Lemma 11.4.
It is clear that ϕ preserves unions of compatible families, and that it sends ∅ to ∅. Moreover,
it sends XΣ to U , since XΣ =
⊔
e∈E S
−1
e Se 7→
⊔
e∈E T
−1
e Te =
⊔
e∈E s(Te) = U . Thus ϕ is a
continuous morphisms of pseudogroups.
The fact that the map q coincides with the spatial component of ϕ is clear from Lemma
11.8. 
Corollary 11.9. If H˜ contains a Σ-system, then there is a group embedding F(GΣ)→ F(H).
We now want to apply our Extension Theorem to show that all embeddings between groups
in this family arise as described.
To do so, we use the following fact that we have learned from V. Nekrashevych.
Lemma 11.10. For every x ∈ XΣ the Cayley graph Γ˜x(GΣ, {Se : e ∈ E}) is a tree.
Proof. Set S = {Se : e ∈ E}. Let x ∈ XΣ and assume that x belongs to a cycle in Γ˜x(GΣ,S)
which is not homotopically trivial. Let Sε1e1 , . . . , S
εn
en be the word read on the labels of edges of
the cycle, where ǫi ∈ {−1, 1}. We can assume that the cycle contains no backtracking, that
is ei = ei+1 ⇒ εi = εi+1. Then fact that these elements label a cycle in Γ˜x(GΣ,S) means
that the partial homeomorphism Sεnen · · · S
ε1
e1 has trivial germ at x. Thus, it coincides with the
identity on some neighbourhood U of x contained in s(Sεnen · · ·S
ε1
e1 ). Let y ∈ U be a point
which is not an eventually periodic sequence (note that such sequences are dense). Let y0 = y,
and yi = Sεiei · · ·S
ε1
e1 (y). Note that yi+1 is obtained from yi by either appending or removing
ei+1, depending on the value of εi. Since there is no cancellation in this process and y is not
eventually periodic, we deduce that yn 6= y. This contradicts the fact that Sεnen · · ·S
ε1
e1 is the
identity on U . 
In particular, the Cayley graphs of GΣ have finite asymptotic dimension, equal to one.
Therefore Theorem 7.6 can be applied, an yields the following.
Theorem 11.11. Let G1 be any minimal effective étale groupoid over a Cantor space X1, and
let GΣ2 be a groupoid associated to irreducible one sided shifts of finite type. Then for every
non-trivial group homomorphism ρ : A(G1)→ F(GΣ2), the support of ρ(A(G1)) is a clopen subset
U ⊂ XΣ2 and ρ extends to a continuous morphism of pseudogroups ρ˜ : G˜1 → G˜Σ2 |U .
Thus, when G1 = GΣ1 is also associated to a one-sided SFT, we finally arrive at the following
explicit classification for homomorphisms.
Theorem 11.12. Let G˜Σ1 and G˜Σ2 be groupoids associated to irreducible one-sided-shifts of
finite type. Then non-trivial group homomorphisms ρ : D(GΣ1) → F(GΣ2) are in natural one-
to-one correspondence with Σ1-systems in G˜Σ2.
This correspondence is explicitly described as follows: a Σ1-system {Te}e∈E1 ⊂ G˜Σ2 with
domain U gives rise to a homomorphism ρ : D(GΣ1)→ F(GΣ2 |Z) given by
ρ(g) =
n⊔
i=1
T−1vi Twi
where {(vi, wi)}ni=1 is a table which defines g, and for every finite path w = e1 · · · ek we set
Tw = Tek · · · Te1. In particular, the ρ-action of D(GΣ1) on Z factors onto XΣ1 via the coding
map q : Z → XΣ1 associated to {Te}e∈E .
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Proof. Combine Theorem 11.11 with Proposition 11.6.

Example 11.13 (Endomorphisms of Thompson’s V ). It is well-known that Thompson’s group
V admits many embeddings into itself. Theorem 11.12 provides a way to parametrise them
all explicitly in terms of families of binary words satisfying certain conditions, as follows.
We see V = F(GΩ2) as in Example 11.1 (since V is simple, we do not need to pass to the
derived subgroup). Let T0, T1 ∈ G˜Ω2 be compact open bisections represented by finite tables
{(v
(0)
i , w
(0)
i )}
n
i=1 and {(v
(1)
i , w
(1)
i )}
m
i=1. The pair T0, T1 is an is an Ω2-system if and only if
s(T0) ∩ s(T1) = ∅ and s(T0) ⊔ s(T1) = r(T0) = r(T1). In terms of tables is equivalent to
C
w
(0)
1
⊔ · · ·C
w
(0)
n
⊔ C
w
(1)
1
⊔ · · · ⊔ C
w
(1)
m
= C
v
(0)
1
⊔ · · ·C
v
(0)
n
= C
v
(1)
1
⊔ · · · ⊔ C
v
(1)
m
.
These translate to elementary conditions on the binary words v(j)i , w
(j)
i . Thus, we obtain an
explicit parametrisation of all non-trivial endomorphisms V → V by pairs of finite tables
{(v
(0)
i , w
(0)
i )}
n
i=1 and {(v
(1)
i , w
(1)
i )}
m
i=1 which satisfy the above conditions (considered modulo
equivalence of tables).
This correspondence is explicit, in the sense that if ρ : V → V is the homomorphism associ-
ated to a pair {(v(0)i , w
(0)
i )}
n
i=1, {(v
(1)
i , w
(1)
i )}
m
i=1, then for every g ∈ V , a table representing ρ(g)
can be computed explicitly from a table representing g and the tables {(v(0)i , w
(0)
i )}
n
i=1, {(v
(1)
i , w
(1)
i )}
m
i=1,
by expanding the formula in the statement of the theorem via elementary (but perhaps long!)
table computations.
Note also that the coding map q : Z → XΩ2 can be computed explicitly in terms of the tables,
and provides us with a factor map of the the action of V on Z induced by the endomorphism
with its natural action on XΩ2 .
Clearly there is nothing special about Thompson’s group V in this discussion, and similar
considerations hold for general homomorphisms D(GΣ1)→ F(GΣ2).
11.4. Homological obstructions to embeddings. To give a concrete consequence of Theo-
rem 11.12, let us show how the homology of étale groupoids can be used to provide constraints
on the possible embeddings between full groups of one-sided SFT’s.
Let us first recall the description of the homology group H0(GΣ). Let MΣ be the adjacency
matrix of the graph Σ, that is the |V × V| matrix MΣ = (mx,y)x,y∈V where mxy = |{e ∈
E : o(e) = x, t(e) = y}|. The homology group H0(GΣ) is given by
H0(GΣ) ≃ CokerZ(Id−M
t
Σ) = Z
V/(Id−M tΣ).
This isomorphism is described as follows. Define a homomorphisms ZV → H0(GΣ,Z),
mapping each basis vector ex, x ∈ V to the class [Dx]. This map is surjective, and its kernel
is precisely the image of the matrix Id−M tΣ, see [Mat12, §4.2].
Recall that an étale groupoid H over a space Y is said to be purely infinite if for every open
set U ⊂ Y there exist F1, F2 ∈ H˜ such that s(F1) = S(F2) = U , r(F1) ⊂, r(F2) ⊂ U , and
r(F1) ∩ r(F2) = ∅. When H is purely infinite, Matui has established a homological criterion
to ensure the existence of a Σ-system.
Proposition 11.14 (Matui). Fix an irreducible graph Σ. Let H be a minimal purely infinite
étale groupoid over a Cantor space Y . For every clopen subset U ⊂ Y , the following are
equivalent.
(i) There exists a Σ-system in H˜ with domain U .
(ii) There exists a homomorphism H0(GΣ)→ H0(H) which maps [XΣ] to [U ].
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Proof. The implication (i)⇒(ii) holds for everyH, as already explained above. The implication
(ii)⇒(i) is proven at the beginning of the proof of [Mat16a, Prop. 5.14]. 
Corollary 11.15. If H is purely infinite, then H˜ always admits a Σ-system. In particular,
the group F(GΣ) can be embedded in F(H).
Proof. It is enough to show that there exists a non-empty clopen set U ⊂ Y with [U ] = 0 in
H0(H), since then the zero map H0(GΣ) → H0(H) will map [XΣ] to [U ]. Let V ⊂ Y be an
arbitrary clopen set. Using that H is purely infinite, let F ∈ H˜ be such that s(F ) = V and
r(F ) is strictly contained in V . Then we have [V \ r(F )] = [1V ] − [r(F )] = 0 and hence the
clopen set U = V \ r(F ) satisfies the desired conclusion. The fact that F(GΣ) embeds into
F(H) therefore follows from Proposition 11.6 
Since groupoid associated to irreducible shifts of finite type are themselves purely infinite,
this has the following consequence.
Corollary 11.16. For any irreducible connected graphs Σ1 and Σ2, the groups F(Σ1) and
F(Σ2) can be embedded into each other.
The combination of our results with Matui’s Proposition 11.14 implies that although all the
groups F(GΣ) admit many embeddings into each other, the possible support of the image is
completely characterised as follows.
Theorem 11.17. Let G˜Σ1 , G˜Σ2 be groupoids associated to one sided shifts of finite type, and
let Z ⊂ XΣ2 be a clopen subset. Then the following are equivalent.
(i) There exists a group embedding ρ : D(GΣ1) → F(GΣ2) such that ρ(D(GΣ1)) has support
equal to Z.
(ii) There exists a homomorphism ϕ : H0(GΣ1)→ H0(GΣ2) such that ϕ([XΣ1 ]) = [Z].
Proof. The implication (ii)⇒ (i) is due to Matui, see Proposition 11.14. The converse fol-
lows from Theorem 11.11 and from the functoriality of homology with respect to continuous
morphisms of pseudogroups (see §4.6). 
This shows that for many pairs (Σ1,Σ2), all embeddings D(GΣ1) → F(GΣ2) must give rise
to an action with global fixed points. For example, we have the following for the Higman-
Thompson groups.
Corollary 11.18. The following are equivalent:
(i) there exist an embedding ρ : V ′n,1 → Vm,1 such that the action of ρ(V
′
n,1) has no global
fixed points;
(ii) m− 1 divides n− 1.
Proof. The homology H0(GΩn) is isomorphic to Z/(n − 1)Z, with generator given by [XΩn ].
Thus, the conclusion follows from Theorem 11.17. 
In particular, for every n > 2, every embedding V → Vn,1 must give rise to an action with
global fixed points. On the other hand, all the groups V ′n,1 admit an embedding into V without
any global fixed point.
11.5. Products of SFT’s and Brin’s groups nV . Matui studies in [Mat16a] étale groupoids
arising from products of such groupoids, i.e. étale groupoids of the form G = GΣ1 × · · · × GΣn ,
where each GΣn is the groupoid associated to an irreducible one-sided shift of finite type. As
an illustration of Corollary 7.9, we have the following.
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Corollary 11.19. Let G,H be respectively the products of n and m étale groupoids arising
from irreducible shifts of finite type. If n > m, then every homomorphism F(G) → F(H) has
abelian image.
Proof. The derived subgroup D(G) is simple by [Mat15, Th. 4.2] since G is purely infinite (see
[Mat16a, Sec. 5.2]), and therefore we have D(G) = A(G). Moreover it follows from Lemma
11.10 that every Cayley graph of G is a product of n trees and thus it has asymptotic dimension
n, while every Cayley graph of H has asymptotic dimension m. The conclusion follows from
Corollary 7.9. 
A special case of topological full groups of products of one sided shifts of finite type is the
family of higher dimensional Higman-Thompson’s groups nV , introduced by Brin [Bri04]. The
group nV coincides with the topological full group of the product G = GΣ × · · · × GΣ, where
GΣ is as in Example 11.1.
It was shown in [Bri04] that the group 2V is not isomorphic to the group V as a consequence
of Rubin’s theorem [Rub89]. Later this was extended in [BL10] to show that nV and mV are
isomorphic if and only if n = m, also using Rubin’s theorem. Corollary 11.19 implies the
following.
Corollary 11.20. The group nV can be embedded in mV if and only if n ≤ m.
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