In this paper, we consider the so-called p-system with linear damping on quadrant. We show that for a certain class of given large initial data (v 0 (x), u 0 (x)), the corresponding initial-boundary value problem admits a unique global smooth solution (v(x, t), u(x, t)) and such a solution tends time-asymptotically, at the L p (2 p ∞) optimal decay rates, to the corresponding nonlinear diffusion wave (v(x, t),ū(x, t)) which satisfies (1.9) provided the corresponding prescribed initial error function
Introduction
In this paper, we consider the asymptotic behavior and the convergence rates of solutions to the so-called p-system with linear damping v t − u x = 0, u t + p(v) x = −αu, (x, t) ∈ R + × R + , ( The system (1.1) can be viewed as the isentropic Euler equations in Lagrangian coordinates with frictional term −αu in the momentum equation and it can be used to model the compressible flow through porous media. Here, v > 0 is the specific volume, u is the velocity, the pressure p(v) is a decreasing smooth function, α is a positive constant. For the Cauchy problem to p-system with linear damping, the global existence of smooth solutions with small initial data has been studied by many authors, cf. [2, 9, 16, 26] , and the large time behavior of the solutions was carried out by Hsiao and Liu in [4, 5] firstly. Precisely, they showed that the solutions of the Cauchy problem to (1.1) with the initial data v(x, 0), u(x, 0) = v 0 (x), u 0 (x) → (v ± , u ± ), as x → ±∞, v ± > 0, (1.4) tend time-asymptotically to the nonlinear self-similar diffusion wave solutions (v,ū)(x, t) of the porous media equation Here the well-known porous media equation is obtained by Darcy's law. And a better convergence rate and the optimal convergence rate when v(+∞, 0) = v(−∞, 0) were obtained by Nishihara in [17, 18] . For the other related results we refer to [20, 25] . For the case of the large initial data, Zhao in [24] showed that for a certain class of given large initial data, the Cauchy problem (1.1), (1.4) admitted a unique global smooth solution and such a solution tended time-asymptotically, at the L p (2 p ∞) decay rates to the nonlinear diffusion wave (v(x, t),ū(x, t)) but without any further smallness assumptions on the strength of the nonlinear diffusion wave and the initial error. For the Cauchy problem to p-system with nonlinear damping, we refer to [29] . For other results, see [1, 3, 6, 8, 21, 23, 28] . For the initial-boundary value problems on R + to the equations of viscous conservation laws, the global existence and the asymptotic behavior of the solution have been investigated by several authors, cf. [10] [11] [12] 22] . For the initial-boundary value problems on R + to p-system with linear damping, see [13] [14] [15] 19 ], Nishihara and Yang in [19] considered (1.1)-(1.3), and they got the asymptotic behavior and the convergence rates by perturbing the initial value around the linear diffusion waves (ṽ,ũ)(x, t) which satisfies ⎧ ⎨ ⎩ṽ t −ũ x = 0, x ∈ R + , t > 0, p (v + )ṽ x = −αũ, u| x=0 = 0, (ṽ,ũ)| x=∞ = (v + , 0).
(1.8)
Marcati, Mei and Rubino in [14] also considered (1.1)-(1.3), and they got the asymptotic behavior and improved the convergence rates in [19] by perturbing the initial value around the nonlinear diffusion waves (v,ū)(x, t) which satisfies the porous media equation
(1.9)
In the above two papers, they all asked that the initial disturbance data under their considerations to be small, but for the large initial data, there are few results. In this paper, we also consider (1.1)-(1.3) and obtained the same asymptotic behavior and the convergence rates as in [14] but only under a rather weaker smallness assumption on the initial disturbance. The rest of this paper is organized as follows. In Section 2, we reformulate the problem (1.1)-(1.3) and state the main theorem. In Sections 3 and 4, the proof of the main theorem will be given, much of Section 4 is based on the paper [24] .
Notations. Hereafter, we denote several generic positive constants depending on a, b, . . . by C a,b,... or only by C or O(1) without any confusion and ε will always be used to represent sufficiently small positive constants. L p = L p (R + ) (1 p ∞) denotes usual Lebesgue space with the norm
and the integral region R + will be omitted without any confusion. H l (l 0) denotes the usual lth-order Sobolev space with the norm
,
Reformulation of the problem and theorems
We first reformulate the problem (1.1)-(1.3). To eliminate the value of u(x, t) at x = +∞, we introduce the following auxiliary functions as in [4, 5, 19] ,
where m 0 (x) is a smooth function with compact support such that
For the solution (v,ū)(x, t) of (1.9), from [14] , we have Lemma 2.2. (See [14] .) Letv(x, t) be a solution of (1.9) with the initial datav( 5) and ϕ 0 (x) is a given smooth function such that
and the compatibility condition
Then for any k 0, j 0, we have 
Combining (1.1), (1.9), (2.3), we have
, and recalling thatv(
then it is reasonable to introduce the following perturbation
From (2.7) and (2.9), we deduce that (V , U )(x, t) solves the following problem 10) with the initial data
and the boundary condition
Before stating our main results, we list some further notations and assumptions.
We assume that the pressure p(v) satisfies the following assumptions (P 1 ) or (P 2 ):
Under the above assumptions, it is easy to see that the system (1.1) has two eigenvalues
and the corresponding Riemann invariants are taken as
where
Under the above notations, our result on the asymptotic behavior and the decay rates of the solution to the initial-boundary problem (1.1)-(1.3) can be summarized as the following. 
where (1.9) and satisfies the following decay estimates
Remarks. 1. Unlike those in [14, 19] in which they asked v 0 − v + L 1 + V 0 3 + U 0 2 + |u + | 1, here we get the same results as [14] without any smallness conditions on the initial error.
2. When the pressure function p(v) satisfies the γ -law, the assumption (P 1 ) corresponds to the case 1 γ 3.
3. In this paper, we will only prove Theorem 2.4 for the case when the assumption (P 1 ) is satisfied, for the assumption (P 2 ), the proof is less complicated and the details will be omitted.
The proof of the main results
In this section, we will prove our main Theorem 2.4. To do this, we need the following lemmas.
The global smooth solvability results for the initial-boundary problem (1.1)-(1.3) has been considered in [7] , the results can be restated as in the following Lemma 3.1. (See [7] .) Under the assumption (P 1 ) (respectively (P 2 )), and for arbitrarily given positive constants v 1 , v 2 (respectively M 1 ) and M 2 , there exists a sufficiently small pos- From Lemma 3.1, we can get the following corollary directly.
Corollary 3.2. Under the assumptions of Theorem 2.4, the initial-boundary value problem (2.10)-(2.12) admits a unique global smooth solution (V (x, t), U (x, t)) which satisfies
and
where M i (i = 5, 6) are time-independent positive constants and M 6 can be chosen as small as we wanted.
Remark. The constant M 6 can be chosen sufficiently small will play an important role in the proof of Theorem 4.3, and this is one of the keys that we can prove Theorem 2.4 without the a priori assumption (4.1). 
4)
The proof of Lemma 3.3 will be completed in the next section. From Lemma 3.3, we can easily get the following corollary.
Corollary 3.4. Under the assumptions of Theorem 2.4, there exists a unique time-global solution (V , U )(x, t) of the initial-boundary problem (2.10)-(2.12) satisfying the following decay estimates:
In order to get Theorem 2.4, we need to improve the decay rates in Corollary 3.4. By using the method of Fourier transform and Corollary 3.4, we can get the following lemma.
Lemma 3.5. Under the assumptions of Theorem 2.4, the solution (V , U )(x, t) of (2.10)-(2.12) decays time-asymptotically as
Lemma 3.5 can be proved by using the same argument as in [14] where we can get the rigorous proof of (3.9) and (3.10), so we omit its details here.
Once we have the above lemmas, we can prove Theorem 2.4.
Proof of Theorem 2.4. From Lemmas 3.1 and 3.3, in order to prove Theorem 2.4, we only need to prove (2.18) .
by using (2.4), (3.9) and (3.10), we have
and 
This proved (2.18) 2 . The proof of Theorem 2.4 is completed. 2
The proof of Lemma 3.3
In this section, we will prove Lemma 3.3.
Recall that in [19] , the authors got the estimates (3.4) and (3.5) under the a priori assumption
where 0<ε 1 1, which means the smallness assumption on the initial error, V 0 3 + U 0 2 1, is needed.
But in this paper, we want to get the estimates (3.4) and (3.5) without any smallness conditions on the initial error, so we cannot use (4.1). However, through some delicate energy estimates, we find that if we can get the following estimates
which is a direct consequence of (4.1) in [19] , then the techniques in [19] can still be used to deduce (3.4) and (3.5). Thanks to the argument developed by Zhao in [24] , we can use the similar method to get the estimates (4.2), then we can use the techniques in [19] to get (3.4) and (3.5). Now we give the main idea in deducing Lemma 3.3. In [19] , the authors considered the energy estimates and the decay estimates (3.4) and (3.5) simultaneously, but in this paper, we first deduced certain energy estimates in Theorem 4.3 without any smallness conditions on the initial error by using Lemmas 2.1, 2.2 and Corollary 3.2. Secondly we prove (4.2) by using (4.3), then we can prove (3.4) and (3.5) by using the techniques developed by Nishihara and Yang in [19] .
To make the proof easy to read, we divide it into the following two steps:
Energy estimates and asymptotic behavior
Our main purpose in this subsection is to prove the following asymptotic behavior of the solution (v(x, t), u(x, t)) obtained in Lemma 3.1. Before proving Theorem 4.1, we first cite the following fundamental result, whose proof can be found in [27] .
Lemma 4.2. If there exists a constant C > 0, which is independent of x and t, such that
then we have
From Lemma 4.2, to prove Theorem 4.1, we only need to get the following energy estimates.
Theorem 4.3 (Energy estimates). Under the assumptions of Theorem 2.4, we have that
Theorem 4.3 will be proved by the following a series of lemmas. We first rewrite (2.10)-(2.12) as follows:
Since it suffices to establish the estimates for sufficiently smooth solution, Eq. (4.6) 1 and (2.12) give the following boundary condition for higher order derivatives:
Therefore, the following estimates are formally quite similar to those in [24] . Our first result is on the basic energy estimates.
Lemma 4.4 (Basic energy estimates). Under the assumptions of Theorem 2.4, we have
Proof. First, multiplying (4.6) 1 by V and integrating the resulting equation with respect to x and t over R + × [0, t], after some integrations by parts, we can get by using (4.7)
From Lemmas 2.1, 2.2 and the Cauchy-Schwarz's inequality, we have
where θ ∈ (0, 1),
On the other hand, we have by the Cauchy-Schwarz's inequality
where ε is a suitably small constant to be determined later. Furthermore, we have Substituting (4.10)-(4.14) into (4.9), we have 
We now estimate the terms of the right-hand side of (4.16). By using Lemma 2.2 and the Cauchy-Schwarz's inequality we have For the last term, noting (4.7) and after some integrations by parts, we have
Now we estimate I i (i = 1, 2, 3, 4) as follows: Since
where θ 1 ∈ (0, 1), this deduces
Similarly, we have
By using Lemmas 2.1, 2.2 and the Cauchy-Schwarz's inequality we have
Taking k > 0 sufficiently large and choosing ε > 0 suitably small such that 
In fact, there exist many ε and k satisfying (4.25). For example,
By using the Gronwall's inequality, from (4.26) we can get (4.8). This completes the proof of Lemma 4.4. 2
Lemma 4.5 (Higher order energy estimates). Under the assumptions of Theorem 2.4, we have
we have Consequently,
From (4.29), (4.30) and (4.38), we have
Next, we multiply (4.6) 1 by −V xx and integrate the results with respect to x and t over R + × [0, t], by using (4.7), we have after integration by parts that
By employing Lemma 2.2, (4.8) and the Cauchy-Schwarz's inequality, we have
Thus if we further choose k 2 > ε and M 6 sufficiently small such that
we can deduce that
For the last term of the right of (4.48), by using the Cauchy-Schwarz's inequality, Lemmas 2.1 and 2.2, we have
From (4.48) and (4.49), we can get
By using the Gronwall's inequality, from (4.50), we have
On the other hand, from (4.6) 1 ,
we can get from (4.51) that 
Decay estimates (3.4) and (3.5)
In this subsection, we devote to prove the decay estimates (3.4) and (3.5). We first give the following energy estimates.
Lemma 4.6. Under the assumptions of Theorem 2.4, we have
Proof. Similar to the proof of Lemma 4.4, we multiply (4.6) 1 by V t and integrate the results with respect to x over R + , after some integrations by parts, we have
By using the Cauchy-Schwarz's inequality and Lemma 2.2, we have
Similar to (4.22) and (4.23), we have (4.6) 1tt × V ttt , and integrating the resulting equations with respect to x over R + respectively, by using the method of integration by parts, the Cauchy-Schwarz's inequality, Lemmas 2.1 and 2.2, we can get the following estimates, the details are omitted.
Lemma 4.7. Under the assumptions of Theorem 2.4, we have
(4.64)
Having obtained Lemmas 4.6 and 4.7, if we want to get the decay estimates (3.4) and (3.5) by employing the techniques developed by Nishihara and Yang in [19] , we need only to get the following estimates
In [19] , (4.65) is a direct consequence of the a priori assumption (4.1), but in this paper, we do not ask the initial error to be small, so the techniques in [19] cannot be used directly and we have to get (4.65) by using another method which is the main novelty in this paper.
First, if we let
for some fixed positive constant T * , from the estimates (4.3), then we can choose a fixed T * > 0 sufficiently large such that δ can be chosen as small as we wanted. For such a δ, we can also find a suitably small positive constant λ such that 
(4.73)
The above inequality together with Theorem 4.3 implies that
Applying the same process to (4.69) and (4.70), we get
and Having obtained Lemma 4.9, then using the arguments developed by Nishihara and Yang in [19] , we can get the decay estimates (3.4) and (3.5) .
