Abstract: Self-organizing maps are extremely useful in the eld of pattern recognition. They become less useful, however, when neurons fail to activate during training. This phenomenon occurs when neurons are initialized in areas of non-input and are far enough away from the input data to never move toward the input. These neurons effectively misrepresent the data set. This results in, among other things, patterns becoming unrecognizable. We introduce an algorithm called No Neuron Left Behind to solve this problem. We show that our algorithm produces a more accurate topological representation of the input space. We also show that no neuron clusters form in areas of noninput and that mapping quality of the SOM increases drastically when our algorithm is implemented. Finally, the running time of NNLB is better or comparable to classic SOM without it.
Introduction
The SOM is a powerful unsupervised arti cial neural network (ANN) which seeks to emulate the visual cortex of the human brain [1] . The SOM has proven to be an extremely useful tool for pattern recognition [2] , cluster analysis and classi cation [3, 4] , and other varied, essential applications [5] [6] [7] [8] . The SOM e ectively reduces dimensionality of the input data while preserving the topological relationships among its vectors [1] . This paper focuses on improving the classic Kohonen SOM rather than utilizing a growing architecture [9] . While growing architectures have been very successful in a multitude of applications, there are a number of parameters and issues to be handled for the network to be applied. We chose this route because the SOM represents a solid foundation, which has provable bene ts and has been used successfully numerous times in a wide range of applications. We de ne a classic SOM to be a chain of neurons, with each neuron having no more than 2 neighbors, utilizing the algorithm described by Kohonen [1] .
Another reasoning behind limiting our research to the classic SOM is the initialization. Typically, SOMs neurons are placed randomly in the input space or start from one point. However, through previous research, and in agreement with the nature of SOM convergence topologies, utilization of space-lling curves for initialization leads to signi cantly faster convergence [10] . As such, we utilize Hilbert curve vector initialization (HCV initialization). An example of a SOM using HCV initialization with two dimensional input and weights is shown in Figure 1a . An example of the same network after training is shown in Figure 1b . It must be noted that HCV initialization allows for SOM to complete mapping within a mere 45 epochs. The randomly initialized SOM needs at least 100 epochs. Obviously, this leads to a signi cant speed-up in the performance of the learning algorithm. The problem of knotting was touched upon in the introduction section and will be analyzed later. However, the Hilbert initialization nishes with almost no knotting unlike its random counterpart. The random initialization and its result are shown in Figure 1c , d. These gures, as well as the work done by Beaton et al. [10] clearly show that HCV initialization achieves faster convergence at a higher quality than random initialization. This type of initialization cannot be applied to growing architectures, as neurons are added where needed based on a multitude of parameters [11] . While that may seem more e cient, majority of authors report the number of steps and parameters needed for this enhancement to the classic algorithm [12] [13] [14] . Hence, the improvement to the staple of unsupervised learning -classic SOM.
On datasets where the topological distance between clusters of data is large, it is likely that the SOM will not activate all of its neurons during the training process (Figure 2) . These prodigal neurons, when analyzed, produce inaccurate results. For example, a clustering application could wrongly detect clusters where there are no data points at all. The prodigal neurons e ectively lower the con dence in a SOM and its unsupervised learning process. The purpose of a SOM is to produce a generalization of the input space. A SOM is analyzed by a computer independently of the input data, so if the SOM has a dozen neurons that are covering areas of non-input then the system performing the analysis will logically believe there is data in that area. We introduce No Neuron Left Behind (NNLB) as an approach to handle the prodigal neurons. NNLB is designed to utilize existing neurons rather than removing them. As evidenced in Figure 3 , reducing the number of neurons in the SOM has the side e ect of reducing its quality of coverage. A classic SOM was trained using a capital g and a number six as input data. The SOMs in Figures 3a and 3b utilized 64 neurons whereas the SOMs in Figures 3c and 3d utilized 256 neurons. SOMs with fewer neurons tend to produce a mapping analogous to a skeleton of the input space. Using a network with more neurons produces more robust, evenly distributed coverage of the input. The SOM in Figure 3a is very similar to the SOM in Figure 3b . The skeleton of the two patterns, represented by the two SOMs, is similar enough that a pattern recognition system would have di culty discerning a number six from a letter g. However, in Figures 3d and 3c the SOMs cover the input space much better. In the same pattern recognition scenario, since the more subtle di erences between the patterns are highlighted, the easier the system will handle the recognition of patterns. Due to this fact and in order to maintain high mapping quality, we designed NNLB to not prune the neurons from the network as you might in a growing architecture [13] . NNLB utilizes an amalgam of optimization algorithms principles and borrows from genetic algorithms (GA), and gravitational search algorithms (GSA) [15, 16] to detect prodigal neurons and pull them toward the general area of the input data. Like GSA, NNLB bases its tness function on Euclidean distance. Like GA, NNLB mutates and crosses over encoded solutions to create the next generation. We decided to use intelligent optimization algorithms to build NNLB for a few reasons. GAs have the unique ability to arrive at a solution in a very natural and e cient manner. GAs are also relatively easy to implement and are able to work within a space which contains multiple optima [17] . GSA operates on the principle of Newtonian physics, where the solutions are encoded by mass and the heaviest objects are selected as "good" solutions. The problem of prodigal neurons can be considered an optimization problem because we are tasked with nding the optimal pull to apply to prodigal neurons. If we were to simply pull all prodigal neurons at once the tangling of the network would be su ciently extensive to degrade the topological integrity of the SOM. We believe that, because of these reasons, pairing these features with the biologically inspired SOM makes logical sense. Once NNLB has nished executing, the SOMs unsupervised learning takes over and the once-prodigal neurons settle into place normally. We will show that, compared to a classic SOM, using NNLB produces a signi cantly higher quality of neu-ron coverage over the same number of iterations in shorter time. Naturally, there are other optimization methods reported in the literature, e.g. particle swarm optimization [18, 19] and its binary version [20] . Particle swarm optimization (PSO) is biologically inspired stochastic search, much like GA. It is based on a population or swarm of particles in the search space, where each particle represents a solution. The solutions move based on their own and their neighbors experience with a certain velocity. The PSO is computationally not demanding and usually converges fast. The problem is towards the end of the algorithm run, when the performance might be trapped in local minima. The binary PSO addresses problems that are discrete and combinatorial. A better convergence rate is reported using GSA. While it and NNLB have some similarities in the computation of distances via Euclidean formula, the principle of mass calculation and deciding to move the heaviest objects is allowing us less scope of solution selection than the proposed algorithm. The binary GSA, much like the binary PSO is designed to operate on discrete problems with binary space [21] .
Several methods have been proposed to measure the performance of a SOM. These methods include, among others, quantization error and topographic error. Quantization error (QE) is a relatively simplistic approach to measure quality. It represents the summation of the Euclidean distances from all inputs to their closest neuron. QE does not accurately represent the organization of the SOM; the error value will simply decrease as more neurons are added and increase as neurons are removed. Due to the problems associated with QE, more advanced methods were introduced such as topographic error (TE). TE accounts for the knotting or tangling a SOM may experience. An input vector is analyzed and if its two best matching units (BMU) are not topological neighbors, a penalty is applied. If the two BMUs are not neighbors, it implies a tangle or knot in the network. The problem with TE is that it only accounts for tangling and does not consider neuron location with respect to input, thus making it ine ective at determining the quality of a SOMs coverage.
To account for the shortcomings of previous measures, a new metric was proposed by Beaton et al. [22] . The measure, Quality Of Coverage and Organization (CQoCO), is a robust measure of SOM performance combining both quantization error and topographic error. CQoCO was designed around the criteria set by Polani [23] :
1. The measure should show that the SOM is organizing correctly during training.
2. It should account for the topological positions of neurons with relation to the input data.
CQoCO uses quantization error to analyze the topographic location of neurons in the map. CQoCO measures the coverage of neurons over input data as well as non-input data.
Since the input space is in nite, CQoCO creates a bounding box based on the minimum and maximum values of the input space and e ectively divides the space up into discrete units. It marks one of these discrete units as either a data point or a non-data point. CQoCO is a comparative measure, i.e. it is used to track the progress of one SOM execution or to compare two di erent SOM executions on the same data set. An increasing CQoCO value indicates the SOM is performing properly and is covering the input space well (implying minimal-to-no coverage of non-input space) while a decreasing value indicates the opposite. Likewise, if two executions are compared to one another, the higher CQoCO value indicates a better performance.
The rest of this paper is organized as follows. In Section 2 we discuss the underlying algorithms for NNLB. Section 3 describes the experiments that were run to compare NNLB to the classic SOM, followed by Section 4 in which we explain the results we gathered from the simulations. We conclude the paper in Section 5 and touch upon future research.
Background . Self-organizing Maps
The self-organizing map (SOM) is an unsupervised articial neural network architecture rst introduced by Teuvo Kohonen [1] . The SOM is comprised of a chain or lattice of neurons [24] with weighted connections among them. The neurons pull themselves toward input data creating a topological representation of the input space [25] . For the sake of visualization, we have utilized two-dimensional "toy" datasets as a proof of concept. Every data point is represented by x and y coordinates, thus allowing us to test topology as well as density mapping.
During training, the SOM chooses an input vector either randomly or sequentially [1] . A winning neuron is selected based on the minimum Euclidean distance between the input vector and each of the neurons. Subsequently, the winning neuron is pulled toward the input vector. Neurons which are connected to one another in the chain, within a certain radius or depth, are considered to be neighbors. The winning neuron's neighbors are also pulled toward the input vector. The neighbors either move the same amount as the winner or at a reduced rate based on their index relative to the winner, i.e. the further the neighbor is from the winner the less it moves toward the input. Once each input vector is iterated over, one training epoch is complete. The network trains for either a user-de ned number of epochs, or until little to no neuron movement is detected, or until some convergence condition is met.
The following variables are referenced in the SOM algorithm:
-s -The current epochs -λ -The maximum number of epochs 
. Genetic algorithms and Gravitational Search Algorithms
NNLB utilizes the principles of crossover, mutation, and evaluation through tness functions. However, NNLB runs only one generation per SOM epoch and takes a prede ned number of epochs to apply the solutions after evaluation by the tness function (more on this in the following section). A genetic algorithm is an optimization method which emulates natural evolution to arrive at, or close to, an optimal result [26] . The algorithm creates a population of possible solutions, called chromosomes, and then uses the genetic operators of crossover and mutation to produce new generations of possible solutions until the best one is found. Generally, a tness function is employed to test the population of each generation, aiming for the best performing members to contribute to the next generation.
The commonly used genetic operators are crossover and mutation. Crossover entails splitting chromosomes in the current generation and recombining them to produce children containing some properties of both parents. Due to the survival-of-the-ttest nature of genetic algorithms, the crossover operation aims to weed out unwanted properties and pass on desirable ones over several generations [26] .
Mutation involves choosing a child from the upcoming generation and altering one of its properties in place. For example, if the population is encoded as a bit string, the mutation operator could choose one bit from a chromosome and negate it. Mutation can occur probabilistically or statically [27] . Probabilistic mutation is de ned as any given chromosome having a probability (e.g. 0.001) to mutate. In our work we utilize static mutation, meaning in each generation exactly n chromosomes will be mutated. In both methods, the attribute to mutate is chosen randomly.
Gravitational search algorithms are a class of heuristic search algorithms operating under the principles of gravity and motion. The GSA employs mass elements or objects and operators based on physics. The positions of the masses represent the solutions. The population, much like in GA, moves towards better areas of the search space. The idea is that particles attract each other and the gravity pulls everything together. Therefore, the masses in the algorithm converge towards one another, leading to the global optimum representing the solution of the problem being optimized. This is very similar to the genetic movement based on crossover, mutation and selection of best individuals from GA. In GSA, the tness function is again present although it focuses on calculation of the gravitational and inertial masses. The heaviest mass would represent the optimum. The forces of attraction and, therefore, the tness functions are based on the Euclidean distance between the masses.
. No Neuron Left Behind (NNLB)
NNLB aims to solve the problem of the prodigal neuron, dened as a neuron which covers non-input space upon convergence. An example of a trained SOM with prodigal neurons is shown in Figure 4 . The goal of NNLB is to pull those prodigal neurons closer to the input space until they are all able to win. Once the prodigal neurons have returned to the fold, the NNLB algorithm no longer activates and the standard SOM algorithm continues normally. In order to achieve this e ect, NNLB utilizes a correlating genetic table (CGT). The CGT facilitates movement of neurons toward the general area of the input space until they are close enough to an input vector to move on their own by way of the SOM algorithm.
The CGT is the heart of the NNLB algorithm. It is, at its core, a list of the update vectors of winning neurons from previous epochs. An update vector is de ned as
Uv = Θ(u, v, s)α(s)(D t − Wv(s)),
i.e. the vector that is added to the winning neuron's weight vector to pull it toward the input. The CGT holds a user dened number of these update vectors, runs a genetic algorithm on them, and then adds them to the weight of prodigal neurons.
The genetic component nds the optimal value of each update vector to pull neurons closer to data while preserving the integrity of the map. Since the goal of a SOM is to create a discretized topological mapping of the input space, neurons which are topologically close to each other will be updated with the same vector from the CGT. The population size of the NNLB is equal to the size of the CGT. The chromosomes are arrays representing the values of the update vectors elds. The tness function rst applies a chromosome to all applicable prodigal neurons and then measures the sum total of the minimum Euclidean distances between all neurons and input vectors. Each generation selects all of the chromosomes and either performs only crossover, only mutation, or they remain unchanged. The tness function then selects the best-performing table for the next generation. The tness function is measured by adding the genetically modi ed CGT vectors to the prodigal neurons, then calculating Euclidean distance. All distances are summed up and the lowest sum represents the ttest solution as it brings the neurons closer to the input space overall. The genetic operators run one generation per epoch and only apply the solution to the prodigal neurons after γ epochs, or the genetic interval. The genetic interval is de ned as the number of epochs between applications of the optimization algorithm. This method avoids a common performance pitfall with "regular" GAs, which run thousands of generations every execution; this method has the e ect of running "alongside" the SOM with minimal performance loss. That is, an iteration of the genetic operators executes when an iteration of the SOM executes.
In Table 1 we show an example of the CGT of size ve in several states. Each column is one element of the update vector. The CGT is created during the SOM training with the update vectors from winning neurons. The size of the table is empirically determined to be 5, which is why the tables in Table 1 have ve rows (one for each winning neuron) and two columns one for each of the SOM neuron dimensions. Figure 5a shows the CGT after γ epochs. It contains just the update vectors from ve winning neurons. Figure 5b shows the CGT after one generation (γ + ) where crossover takes place. Finally, Table 1c demonstrates the CGT after γ epochs. The NNLB algorithm takes the values stored in the CGT, applies genetic operators on them and then applies these updates to the list of prodigal neurons (neurons that have not won in a prede ned number of epochs). This, e ectively moves the prodigal neurons towards the optimum position. The decision of which vector to be applied to which neuron is based on topological closeness. The CGT is created in three versions -crossedover, mutated and unchanged. The tness is tested and the best CGT is applied to the list of prodigal neurons and then reinitialized to zero for the next time it is needed.
Simulations
Simulations were run on several input datasets ( Figure 5 ) using a classic SOM and NNLB, both using HCV initialization. We utilized a pretraining method such that when NNLB was run on the datasets, the algorithm only started to run after ve standard training epochs. This ensured that the SOM was able to train normally to allow neurons to settle into place before beginning NNLB.
In order to compare the quality of the mapping we used the CQoCO metric [22] . CQoCO is a measure of the coverage of the SOM's neurons over the input data compared to the coverage of the SOM's neurons over areas with no data. Using CQoCO, we can calculate the quality of a SOM's topological coverage of the input space and compare results from other SOM executions on the same input data.
Results
When interpreting CQoCO results, it is important to note that if the SOM covers the input space well, CQoCO's input space coverage value will be highly positive. Otherwise it will be a negative or low positive value. Likewise for coverage of non-input [10] .
The resulting CQoCO value is dependent on the training dataset. For example, a value of 0 may be good in the narrowbar training set (Figure 6c ) but very poor in the threebar set (Figure 8c ). In general, an increasing CQoCO value with respect to time indicates good coverage while a decreasing value indicates poor coverage. It is a useful metric for direct comparative analysis because while it is di cult to see the "best" coverage quality, it is capable of showing the di erence in coverage quality of di erent executions on the same dataset or how coverage changes during execution.
The results for training on the narrowbar training set are shown in Figure 6 . After running the classic SOM on the narrowbar dataset, it clearly results in poor coverage quality. While the coverage of the data is good, there is signi cant coverage of non-data. The coverage of non-data misrepresents the data set which results in a poor quality of coverage value (Figure 6a) . Conversely, when running the SOM with the NNLB algorithm the input space is completely covered with no neurons covering areas of noninput (Figure 6b ). The CQoCO results are illustrated in Figure 6c . Based on these results it is clear that, with NNLB, convergence quality approaches zero while using the classic SOM convergence stagnates at -73.451.
As evidenced by Figure 6b , the network undergoes a signi cant amount of tangling when NNLB is applied. Visually this may appear to be a problem, but if computational analysis (e.g. for pattern recognition) were performed on the network, the tangling e ect is negligible as the alternative is the misrepresentation of the dataset (Figure 6a) due to the coverage of non-input space. It has been proven that, given enough time, a SOM is guaranteed to untangle itself [1] . Essentially, this means that the issue of tangling in the network is not as important to the quality of coverage as the issue of prodigal neurons. While tangling or knotting may present a signi cant problem since actual neighbors end up being far from one another in the nal topological map, the NNLB resolves a considerably harder issue -that of neurons covering non-input space which is a ecting the clustering or classi cation capabilities of SOM.
The threebar training pattern results are shown in Figure 7 and the CQoCO analyses are in Figure 7c . These results clearly show that there is essentially no di erence between running the NNLB algorithm and running the classical SOM algorithm. This is due to the relatively even distribution of data in the dataset and, more importantly, the small number of neurons relative to the number of input vectors. Every neuron had a chance to win so the NNLB algorithm is not essential in this case.
The previous threebar simulation was run using a third order Hilbert curve for its initialization, therefore it only used 64 neurons as the number of vertices in a Hilbert curve is n where n is the recursive order of the function [28] . Therefore, increasing the order of the Hilbert function to four increases the number of neurons to 256. Running the classic SOM again with this increased number of neurons produces several prodigal neurons in middle of the data set, covering a large portion of non-input (Figure 8a ). Running the NNLB-assisted SOM, however, produces a much more desirable result with no prodigal neurons ( Figure 8b ). The comparison of CQoCO values is found in Figure 8c . The graphs clearly show that NNLB provides a signi cant increase in coverage quality compared to the classic SOM. The CQoCO measurement for the classic SOM stagnates around 0.5 while NNLB achieves more than twice that in the same number of epochs. The increase in neurons also provides a signi cant increase in quality of coverage of the dataset for both algorithms when compared to the results in Figure 7c . With only 64 neurons, the quality of coverage hovers at roughly 0.25. With more neurons, the SOM is able to better represent the input space which is why the CQoCO result more than doubles when the neuron count increases to 256. It is worth noting that while increasing the number of neurons provides a higher quality mapping, as the number of neurons approaches the number of input data points the utility of the SOM su ers. A SOM which covers every single area of input, i.e. the weights of its neurons are equal to the input vectors, and no areas of non-input technically has a high quality of coverage, but it is completely useless. If the number of neurons is close to the number of data points, any analysis performed on the SOM will be futile as the same analysis could just as easily be performed on the raw input data itself.
The threebar2 training set showed results similar to the previous sets. In Figure 9a we see that after 100 epochs a large portion of non-data is covered by prodigal neurons. Running NNLB (Figure 9b) shows that, with NNLB, the prodigal neurons are pulled to the input space and no longer cover non-input. Again, the CQoCO results (Fig- ure 9c) con rm that using NNLB provides roughly an 11 times better quality of coverage (1.169 compared to 0.104).
We also ran simulations where neighborhood radius of the classic SOM was increased ( Figure 10) . Here, the bene ts of utilizing 2D data sets are obvious. While according to all measures, the SOM performs well, the results in Figure 10a show that while the prodigal neurons have all been activated, the coverage of the data set has su ered. The SOM experiences a problem where clusters of neurons have greater in uence on neighbors causing uneven distribution of neurons over the data set. If this SOM were analyzed, it would appear that there was a large cluster of data in the upper-left corner and almost no data on the right side, which is clearly incorrect. Since the SOM now e ectively misrepresents the data set, it is not an applicable solution to prodigal neurons. Also worth noting is that in Figure 10c the coverage of the SOM uctuates throughout the execution. The previous simulations have shown that using a smaller radius produces more stable CQoCO values during execution.
Finally, the results for the dented bullseye pattern (Figure 11 ) con rm previous assertions that NNLB provides a higher coverage quality when compared to a classic SOM. Without NNLB, the SOM trained on the dented bullseye pattern experiences several prodigal neurons in the upperright corner, as well as a few in the other three corners. Comparing the CQoCO results in Figure 11c again shows that, empirically, NNLB achieves a greater quality of coverage than a classic SOM.
Experiments were performed concerning the run time of the NNLB. The results are shown in Tables 2 and 3 for two di erent data sets. It is obvious that NNLB either speeds up or run comparatively to the classic SOM. Table 2 features the network including 64 neurons, run for 75 epochs,  while Table 3 shows SOM with 256 neurons, again running for 75 epochs. The number of neurons is controlled by the 
