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Kurzfassung
Dynamische Systeme sind durch die Angabe des Zeitverlaufs ihrer Zustandsvariablen voll-
ständig beschreibbar. Diese Form ist jedoch für eine mathematische Bearbeitung ungeeignet.
Die Datenmenge redudziert sich um ein vielfaches und eine mathematische Behandlung wird
ermöglicht, wenn zur Beschreibung der dynamischen Systeme charakteristische Größen her-
angezogen werden. Im Falle linearer deterministischer Systeme sind dies unter anderen die
Eigenwerte und Eigenvektoren. Ergodische stochastische Systeme können durch die Angabe
der stationären Wahrscheinlichkeitsverteilungsdichten vollständig beschrieben werden.
Nichtlineare dynamische Systeme können in ihrem Stabilitätsverhalten Verzweigungen auf-
weisen, an denen neue stabile oder instabile Zustände auftreten oder ausgelöscht werden.
Mit einem dynamischen und einem phänomenologischen Ansatz können Bifurkationen in
stochastischen Systemen untersucht werden. In dieser Arbeit werden mit der phänomeno-
logischen Herangehensweise durch eine Untersuchung der Verteilungsdichten die Bifurka-
tionen in stochastischen dynamischen Systemen beschrieben. In Anlehnung an die Begriffe
stochastische Separatrix, stochastischer Attraktor und stochastischer Repellor aus dem dy-
namischen Ansatz werden diese auf den phänomenologischen Ansatz übertragen.
Es werden lineare und nichtlineare Filter zur Anregung der Systeme vorgestellt, die das
Systemverhalten und dessen mathematische Behandlung maßgeblich beeinflussen. Die Ver-
teilungsdichten erfüllen dieFOKKER-PLANCK -KOLMOGOROW-Gleichung, die jedoch nur
in Ausnahmefällen analytisch gelöst werden kann. Als Näherungslösung wird ein Mehrpa-
rameteransatz vorgestellt, Monte-Carlo-Simulationen approximieren die Lösung numerisch.
In der Anwendung wird u.a. ein gefesselter Eisenbahnradsatz und ein Losradpaar untersucht.
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Abstract
On the influence of stochastic excitations to mechanical sy-
stems
Stochastic ergodic dynamical systems may be described by giving the steady state probability
density of their state variables. The knowledge on the stability behaviour of the system is
of high significance. In nonlinear dynamical systems bifurcations may occur, that means
stability changes and new stable or unstable states appear. To describe stochastic bifurcations
the terms stochastic separatrix, stochastic attractor and stochastic repeller are established in
phenomenologic sense inspired by the definitions in dynamical sense.
The probability densities fulfil theFOKKER-PLANCK -KOLMOGOROWEquation, which may
be solved only in some special cases. A multi parametric ansatz is established to approximate
the solution analytically. Monte-Carlo methods give numeric approximations. The methods
are applied e.g. to the lateral running behaviour of a conventional railway wheelset and to a
wheelset with independently rotating wheels.
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Annotaci
O vlinii stohastiqeskogo vozbudeni na
mehaniqeskie sistemy
Stohastiqeskie rgodiqeskie sistemy mogut byt~ opisany zadaniem ravnovesno
plotnosti verotnosti ih peremennyh sostoni. Pri tom oqen~ vano znat~
svostva ustoqivosti sistemy. V nelinenyh mehaniqeskih sistemah mogut imet~
mesto bifurkacii, qto oznaqaet smenu ustoqivosti i povlenie novyh ustoqi-
vyh ili neustoqivyh sostoni. Dl opisani stohastiqeskih bifurkaci feno-
menologiqeski vvodts terminy "stohastiqeska separatrisa", "stohastiqeski
attraktor"i "stohastiqeski repeller", po obrazcu sootvetstvuwih opredele-
ni v dinamike.
Plotnosti verotnosti udovletvort uravneni Fokkera-Planka-Kolmogorova,
kotoroe mono rexit~ tol~ko v special~nyh sluqah. Dl postroeni analiti-
qeskogo priblieni rexeni predloen mnogoparametriqeski podhod. Qislen-
nye priblieni poluqeny s pomow~ metodov Monte-Karlo. ti metody prime-
nts, v qastnosti, dl analiza bokovogo dvieni obyqno kolsno pary i
kolsno pary s nezavisimo vrawawimis kolsami.
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Alle in der Natur und in der Technik ablaufenden Prozesse sind zufälligen, das heißt aus
deterministischer Sicht unvorhersagbaren, Einflüssen unterworfen, so daß eine determini-
stische Beschreibung zwar häufig wesentliche Aussagen zum Systemverhalten treffen, aber
eben die Auswirkungen der stochastischen Einflüsse nicht darlegen kann. Diese Einflüsse
können externer Natur (wie beispielsweise äußere Kraft- oder Weganregungen, schwanken-
de elektromagnetische Felder, statistisch verteilte Elektrizitätskonstanten) oder interner Na-
tur wie zum Beispiel inhomogene Werkstoffeigenschaften oder veränderliche Eigenschaften
der mechanischen Koppelelemente sein. Im Bereich der Elektrotechnik waren die Ingenieu-
re schon sehr früh gezwungen, sich mit der Thematik der Verrauschung elektrischer Signale
auseinanderzusetzen, so daß der Begriff der stochastischen Erregung oft auch alsRauschan-
regungoder einfach alsRauschenbezeichnet wird. Heute kommen leistungsfähige Berech-
nungsmethoden in der Finanzwirtschaft, in der Physik sowie in der Selbstorganisation der
Evolutionstheorie ohne stochastische Betrachtungsweisen nicht mehr aus.
In der Technischen Mechanik findet man äußere stochastische Anregungen in Form von
Kraftanregungen durch aerodynamische Effekte bei Turbulenz wie etwa beim Auftreten
von Seitenwind auf Kraftfahrzeuge, Flugzeuge oder Gebäude, in Form von Weganregungen
durch Fahrbahnunebenheiten oder Gleislagefehler bei Kraft- und Schienenfahrzeugen, bei
meerestechnischen Anlagen durch die Wellenbewegungen und bei Gebäuden durch tektoni-
sche Bewegungen der Erdkruste. Stochastische Parametererregungen können beispielsweise
die linearen oder nichtlinearen Feder- und Dämpferkonstanten beeinflussen. Mechanische
Schwingungssysteme, die stochastischen Anregungen unterworfen werden, führen daher in
der Systemantwort sogenannte Zufallsschwingungen oder stochastische Schwingungen aus.
Trotz der stochastischen Systemantwort gibt es deterministische Charakteristika, die die Sy-
stemdynamik beschreiben.
Als Ursprung der Untersuchung der Zufallsbewegungen kann die 1827 von dem schotti-
schen BotanikerROBERT BROWN unter dem Mikroskop beobachtete regellose Bewegung
von Blütenpollen in einem Wassertropfen angesehen werden [13]. Die aus dieser Bewegung
gefolgerte Annahme, daß es sich bei den Blütenpollen um Lebewesen handle, bestätigte
sich nicht, nachdem er auch bei wissentlich unbelebten Rußpartikeln und Staubkörnern die
gleichen regellosen Bewegungen beobachtete. Erst im Jahre 1905 wurde diese sogenann-
2 KAPITEL 1. EINLEITUNG
te BROWNsche Molekularbewegung1 durchALBERT EINSTEIN [21] und fast zeitgleich im
Jahre 1906 durchMARIAN VON SMOLUCHOWSKI [88] mit Hilfe statistischer Methoden un-
tersucht [53].EINSTEINs Untersuchungen können als Sonderfall des Masse-Feder-Dämpfer-
Systems mit vernachlässigbar kleiner Masse und Federkonstante betrachtet werden. Hierbei
ist das Medium, welches das masselose Teilchen umgibt, sowohl für die anregenden als auch
für die dissipativen Kräfte verantwortlich.
In der vorliegenden Arbeit werden Ergebnisse aus der Untersuchung stochastischer nichtli-
nearer Systeme aufgezeigt. Im zweiten Kapitel werden die Grundlagen der Wahrscheinlich-
keitstheorie bereitgestellt. Danach wird im dritten Kapitel auf Lösungsverfahren zur Bestim-
mung stationärer Wahrscheinlichkeitsverteilungsdichten eingegangen. Durch die Angabe der
Verteilungsdichte sind die stochastischen Prozesse eindeutig bestimmt. Eine Beschränkung
auf stetigeMARKOW-Prozesse und unter Beachtung desITÔ-Kalküls gilt die fundamentale
FOKKER-PLANCK -KOLMOGOROW-Gleichung. Ihre Lösungen sind die gesuchten Vertei-
lungsdichten. Analytische Lösungen sind nur für spezielle Problemstellungen angebbar, in
allen anderen Fällen müssen die Lösungen approximiert werden. In Abhängigkeit des zu
untersuchenden Systems, insbesondere in Abhängigkeit der Komplexität, gibt es bevorzug-
te Methoden. Vorgestellt wird die Herleitung schwacher Lösungen derFOKKER-PLANCK -
KOLMOGOROW-Gleichung aus Reihenentwicklungen. Als neues Verfahren werden mehrpa-
rametrige Approximationen eingeführt. Numerisch erhält man Näherungen der Verteilungs-
dichten durch Monte-Carlo-Simulation.
Im vierten Kapitel wird ein verzweigender Diffusionsprozeß zunächst auf den Einfluß ad-
ditiven und multiplikativen weißen Rauschens untersucht. Mit einem phänomenologischen
Ansatz wird die Änderung der Bifurkationscharakteristik durch das Rauschen aufgezeigt. In
einem zweiten Schritt erfolgt die Anregung durch multiplikatives gefiltertes Rauschen. Das
fünfte Kapitel erweitert die Fragestellung auf die Betrachtung eines nichtlinearen Oszillators
mit multiplikativem Rauschterm.
Die letzten beiden Kapitel behandeln erstmals ausgewählte mechanische Systeme aus der
Fahrzeugtechnik unter stochastischen Anregungen. Das Fahr- und Lenkverhalten eines Kraft-
fahrzeugs unter Seitenwindeinwirkung wird beispielhaft mit den verwendeten Methoden sta-
tistisch vorhergesagt. Am Beispiel des wichtigsten Bauteils eines Schienenfahrzeugs, dem
Eisenbahnradsatz, wird gezeigt, wie sich stochastische Gleislagefehler auf das dynamische
Verhalten auswirken. Die eingeführte nichtlineare Geometriebeziehung zwischen Rad und
Schiene beruht nicht auf den sonst häufig verwendeten Kreisprofilen. Für ein Losradpaar
wird eine plausible Erklärung für den im Betrieb beobachtbaren einseitigen Spurkranzver-
schleiß gegeben. Die Ergebnisse sollen zu weiteren Arbeiten in der stochastischen Fahr-
zeugdynamik und angrenzenden Gebieten anregen.
1EINSTEIN selbst schreibt hierzu jedoch:„ Es ist möglich, daß die hier zu behandelnden Bewegungen mit der
sogenannten ,BROWNschen Molekularbewegung’ identisch sind; die mir erreichbaren Angaben über letztere





Die Behandlung schwingungsfähiger mechanischer Systeme unter dem Einfluß zufälliger
Größen erfordert eine Einführung in grundlegende Begriffe der Wahrscheinlichkeitstheorie
und Statistik, was unter dem Oberbegriff Stochastik1 zusammengefaßt wird. Erste Motivati-
on, sich mit Wahrscheinlichkeitsrechnung zu befassen, waren Würfelspiele von der Antike
bis ins Mittelalter mit Astragali (Fußgelenkknochen der Hinterbeine von Huftieren), spä-
ter mit echten Würfeln. So ist das inDANTE ALIGHIERIs Göttlicher Komödiebesungene
3-Würfel-Problemgioco della zarasowie weitere bekannte Würfelspiele desCHEVALIER
DE MÉRÉ 1654 durchBLAISE PASCAL wahrscheinlichkeitstheoretisch gelöst worden, der
wiederum in einem Briefwechsel mitPIERRE DE FERMAT den Grundstein zur Wahrschein-
lichkeitsrechnung legte. Die moderne Wahrscheinlichkeitstheorie beruht auf Arbeiten von
ANDREJ NIKOLAJEWITSCH KOLMOGOROW2 in den dreißiger Jahren des 20. Jahrhunderts
[44], [45].
In diesem Kapitel werden die Grundlagen, die im weiteren Verlauf der Arbeit benötigt wer-
den, im wesentlichen auf der Basis der Arbeiten vonHEINRICH und HENNIG [30], SA-
GIROW [83] und ARNOLD [5] erarbeitet. Auf mathematische Exaktheit wird aufgrund des
einführenden Charakters und der Übersichtlichkeit verzichtet. Nähere Einzelheiten sind in
der Literatur, beispielsweise [14], [19], [27], [53] und [81] zu finden.
1Der BegriffStochastikwiederum stammt aus dem dem Griechischen entlehnten Untertitelsive Stochastice
(von griech.stoqazesjai - mutmaßen, vermuten) der vonJAKOB BERNOULLI verfasstenArs Conjectandi,
was so viel wieDie Kunst, Vermutungen anzustellenheißt [9], [33].
2In der gesamten Arbeit werden die ursprünglich nicht in lateinischer Schrift geschriebenen Namen wie in
[34] und wie in der Duden-Transkription [20] geschrieben, zum BeispielAndre Nikolaeviq Kolmogorov
- Andrej Nikolajewitsch Kolmogorowanstelle der englischen TransliterationA drey Nikolaevich Kolmogorov.
Im Literaturverzeichnis jedoch wird die Schreibweise wie in der jeweiligen Veröffentlichung angegeben ver-
wendet, beispielsweiseKolmogoroffin [44] oderKolmogorovin [46].
4 KAPITEL 2. GRUNDLAGEN STOCHASTISCHER DYNAMISCHER SYSTEME
2.1 Wahrscheinlichkeitstheoretische Grundbegriffe
Grundsätzlich beschäftigt sich die Stochastik nicht nur mit reiner Theorie, sondern immer
auch mit einem konkreten Versuch, dessen Durchführung manPf d, RealisierungoderTra-
jektorienennt. Der mögliche Versuchsausgang wirdElementarereignisgenannt und mit klei-
nen Buchstaben bezeichnet, z.B.ω. Die Elementarereignisse sindElementeder mit Groß-
buchstaben bezeichnetenMengen, etwaω ∈ Ω, und im Fall durch den Zufall beeinflußter
Elementarereignisse stelltΩ denStichprobenraumdar. Ein EreignisE kann aus mehreren
Elementarereignissenω bestehen, daher istE ⊆ Ω. Besonders hervorzuhebende Ereignisse
sind das unmögliche Ereignis∅ und das sichere EreignisΩ. DasKomplementvon E, mit Ē
bezeichnet, sind alle Elemente vonΩ, die nicht zuE gehören.
Eine Menge von (Teil-) Mengen wirdKlassegenannt und mit großen Skriptbuchstaben be-
zeichnet, z.B.A. Eine KlasseA heißtSigma-AlgebraaufΩ, wenn
• Ω ∈ A
• Ej ∈ A⇒ Ēj ∈ A
• Ej ∈ A⇒
⋃
j Ej ∈ A ,
das heißt, eine Sigma-Algebra ist abgeschlossen bezüglich der Mengenoperationen. Genügt
nun eine aufA definierte FunktionP den dreiKOLMOGOROWschen Axiomen
• 0 ≤ P (E) ≤ 1 ∀ E ∈ A , (Nichtnegativität),
• P (Ω) = 1 , (Normiertheit),
• P (⋃j Ej) =
∑
j P (Ej) ∀ Ei
⋂
Ej = ∅, i 6= j, (σ-Additivität),
so heißt sieWahrscheinlichkeitsmaßaufA undP (E) heißtWahrscheinlichkeitdes Ereignis-
sesE. Damit ist die mathematische Beschreibung der Realisierung vollständig und die drei
Größen werden alsWahrscheinlichkeitsraum(Ω,A, P ) des betrachteten Versuches bezeich-
net.
Man spricht vonbedingter Wahrscheinlichkeit, wenn die Wahrscheinlichkeit des Eintretens
des EreignissesE2 unter der Bedingung, daß das EreignisE1 eintritt und definiert dies durch
P (E2|E1) = P (E1 ∩E2)
P (E1)
, für P (E1) 6= 0. (2.1)
Die EreignisseE1 undE2 sind genau dannunabhängig, wenn
P (E1 ∩E2) = P (E1) · P (E2) das heißt P (E2|E1) = P (E2) (2.2)
gilt. Für n Ereignisse erhält man vollständige Unabhängigkeit genau dann, wenn für jedes
Teilsystem
P (Ej1 ∩Ej2 ∩ . . .∩Ejk) = P (Ej1) · P (Ej2) · · ·P (Ejk) , k = 2,3, . . . , n) (2.3)
gilt.
2.1. WAHRSCHEINLICHKEITSTHEORETISCHE GRUNDBEGRIFFE 5
2.1.1 Zufallsvariable
Bei den meisten physikalischen oder ingenieurtechnischen Anwendungen stellt das Ergebnis
eines Zufallsexperiments einen Zahlenwert dar, wie beispielsweise den Durchmesser eines
Werkstückes oder die Geschwindigkeit eines Fahrzeuges. Selbst bei Zufallsvariablen, die
diese Eigenschaft nicht aufweisen, kann man den zugehörigen Elementarereignissen Zahlen-
werte zuweisen, z.B. beim Münzwurf0 =”Kopf”, 1 =”Zahl”. Jedem Zufallsexperiment kann
eine reelle ZufallsvariableX zugewiesen werden, die vom Ausgang des Experiments, also
vom Elementarereignisω, abhängig ist, wobei die ZufallsvariableX(ω) diskret oder im Falle
eines überabzählbaren StichprobenraumesΩ kontinuierlich sein kann. Erweitert man diese
Definition sinngemäß auf vektorielle GrößenX(ω)T = (X1(ω), . . . ,Xn(ω)), so werden Glei-
chungen und Ungleichungen komponentenweise aufgefaßt. Die reellwertige Vektorfunktion
X(ω) bildet dann den StichprobenraumΩ auf denn-dimensionalenEUKLID ischen Raum
IRn ab.
Die einfachste Möglichkeit, eine diskrete ZufallsvariableX(ω) zu beschreiben, ist ihr die
zugehörige Wahrscheinlichkeit zu jedem diskreten Wertxi zuzuteilen, d.h. die Wahrschein-
lichkeit P , daß die ZufallsvariableX den Wertxi annimmt:PX(xi) ist die sogenannteWahr-
scheinlichkeitsfunktion. Da die Wahrscheinlichkeit, daß eine stetige Zufallsvariable einen
ganz bestimmten Wert annimmt, verschwindet, ist es im Hinblick auf stetige Zufallsvaria-
blen und auf den späteren Gebrauch jedoch sinnvoll eine alternative Darstellung zu benutzen,
die alsWahrscheinlichkeitsverteilungsfunktionder VerteilungsfunktionFX(x) bezeichnet
wird. Diese ist definiert als die Wahrscheinlichkeit, daß die ZufallsvariableX(ω) einen Wert
kleiner oder gleichx annimmt:




Die Verteilungsfunktion ist offensichtlich monoton wachsend mit den Eigenschaften:
FX(b)− FX(a) = P (a < X(ω) ≤ b), (2.5)
FX(a) ≤ FX(b) , a < b, (2.6)
FX(−∞) = 0 , FX(+∞) = 1. (2.7)
Der Verteilungsfunktion hängt der oben beschriebene Mangel bezüglich Anwendbarkeit auf
stetige Zufallsvariablen nicht an, und so ist für eine im Intervall(−∞, ∞) differenzierbare






mit den sich aus (2.4) bis (2.7) ergebenden Eigenschaften




pX(x)dx , a < b , (2.10)
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und ∞∫
−∞
pX(x)dx = 1, (2.11)
die häufig als Normierungsbedingung herangezogen wird. Verteilungsfunktion und Vertei-
lungsdichte sind ineinander überführbar und beschreiben eine Zufallsvariable vollständig in
ihren statistischen Eigenschaften.
Bei der Untersuchung zweier ZufallsvariablenX1(ω) undX2(ω) kann jede für sich wie oben
beschrieben untersucht werden, wobei allerdings keine Aussage über deren Zusammenhang
untereinander getroffen werden kann. Diese zusätzliche Information erhält man aus der ge-
meinsamen Verteilungsfunktion
FX1X2(x1, x2) = P [(X1(ω) ≤ x1)∩ (X2(ω) ≤ x2)], (2.12)
welche die Wahrscheinlichkeit dafür angibt, daßX1(ω) ≤ x1 und gleichzeitigX2(ω) ≤ x2
ist. Im Grenzübergangx1 → ±∞ bzw. x2 → ±∞ erhält man aus (2.12) die sogenannten
Randverteilungsfunktionenmit den Eigenschaften
FX1X2(−∞, x2) = FX1X2(x1,−∞) = 0 (2.13)
FX1X2(∞,∞) = 1 (2.14)
FX1X2(x1,∞) = FX1(x1) (2.15)
FX1X2(∞, x2) = FX2(x2) . (2.16)
Analog zu (2.2) erhält man aus (2.12) die Unabhängigkeit der Zufallsvariablen, wenn
FX1X2(x1, x2) = FX1(x1)FX2(x2) (2.17)
gilt. Wie bei einer einzelnen stetigen Zufallsvariablen ist die gemeinsame (hier zweidimen-




FX1X2(x1, x2) . (2.18)





pX1X2(x1, x2)dx1 dx2 = 1 . (2.19)






pX1X2(y1, y2)dy2 dy1. (2.20)






pX1X2(y1, y2)dy2 dy1 (2.21)
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und weiter mitFX(x) =
x∫
−∞
pX(y)dy aus (2.8) die Tatsache, daß die Verteilungsdichte einer
der beiden Zufallsvariablen durch partielle Integration der gemeinsamen Verteilungsdichte




pX1X2(x1, x2)dx2 . (2.22)
Natürlich gelten (2.12) bis (2.22) sinngemäß auch für gemeinsame Verteilungsfunktionen
und gemeinsame Verteilungsdichten mit mehr als zwei Zufallsvariablen.






für pX2(x2) > 0, welche die Wahrscheinlichkeit für{x1 < X1(ω) ≤ x1 + dx1} unter der
Bedingung{x2 < X2(ω) ≤ x2 + dx2} darstellt.
Zwei Zufallsvariablen sind dann unabhängig, wenn für die bedingte Verteilungsdichte
pX1X2(x1|x2) = pX1(x1) (2.24)
gilt. Mit (2.23) folgt daraus für unabhängige Zufallsvariablen
pX1X2(x1, x2) = pX1(x1)pX2(x2). (2.25)
Im Fall einer vorzunehmenden Koordinatentransformation zweier ZufallsvariablenX1(ω)
undX2(ω) auf die ZufallsvariablenY1(ω) undY2(ω) nach der Transformationsvorschrift
Y1 = g1(X1,X2), X1 = h1(Y1, Y2)
Y2 = g2(X1,X2), X2 = h2(Y1, Y2)
(2.26)
gilt offenbar für die gemeinsame Verteilungsdichte der transformierten ZufallsvariablenY1(ω)






pY(y)dy , X = (X1,X2)T , Y = (Y1, Y2)T . (2.27)
Die Transformation überführt die linke Seite von (2.27) in
∫
G
pX(h(y)) |J |dy und damit gilt
pY(y) = pX(h(y)) · |J |. (2.28)
Hierin istJ = det ∂(h(y))
∂(y) die JACOBI-Determinante.
2.1.2 Momente
Häufig ist die vollständige Beschreibung von Zuvallsvariablen mit Hilfe ihrer gemeinsamen
Verteilungsdichten nicht oder nur mit hohem Aufwand möglich, so daß zur Charakterisie-
rung die Momente der Verteilungsdichte herangezogen werden, ähnlich wie die Trägheits-
momente einen Körper einfacher beschreiben als eine Dichteverteilung seiner Masse.
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Existiert einn-dimensionaler ZufallsvektorX und seinen-dimensionale Verteilungsdichte
pX(x) und istg(X) eine Funktion der Zufallsvariablen, so ist die mathematische Erwartung





Vektorielle Größen werden komponentenweise ausgeführt, d.h.
E[g(X)] = (E[g(X1)], . . . ,E[g(Xn)])T . (2.30)
Für spezielle Funktioneng(X) = Xα11 ·Xα22 · . . . ·Xαnn nennt man die nach (2.29) gebildeten
Erwartungswerte vong(X) Momente(α1 + α2 + . . . + αn)-ter Ordnung.
So ist der Erwartungswert einer ZufallsvariablenX(ω) das Moment erster Ordnung




und wird auch als MittelwertmX bezeichnet. Ein Maß für die Streuung um den Mittelwert
ist dieVarianz3 σ2X oder das zentrale Moment zweiter OrdnungµX2
σ2X = µX2 = E[(X −mX)2], (2.32)
dessen positive QuadratwurzelσX alsStandardabweichungbezeichnet wird.
Für eine zweidimensionale ZufallsvariableX = (X1,X2)T lauten die Mittelwerte
mX1 = E[X1] und mX2 = E[X2], (2.33)
die Momente zweiter Ordnung oder quadratischen Mittelwerte
mX21 = E[X
2
1 ] und mX22 = E[X
2
2 ], (2.34)
das alsKorrelationbezeichnete gemischte Moment der Ordnung (1+1)
mX1X2 = E[X1X2] , (2.35)
die analog zu (2.32) zentralen Momente zweiter Ordnung
µX21 = E[(X1 −mX1)2]
µX22 = E[(X2 −mX2)2]
(2.36)
sowie das gemischte zentrale Moment der Ordnung (1+1)
µX1X2 = E[(X1 −mX1)(X2 −mX2)] = σX1X2 , (2.37)
3Im Bereich der Nachrichten- und Elektrotechnik wird für die Streuungσ häufig der Begriff Effektivwert
oder RMS (von engl. root mean square) verwendet.
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das dieKovarianzcovX1X2 der ZufallsvariablenX1 und X2 angibt, um die wichtigsten zu





mit |%X1X2| ≤ 1. X1 und X2 sind unkorreliert, d.h. sie sind statistisch linear unabhängig,
wenn
%X1X2 = 0 . (2.39)
Aus (2.37) bis (2.39) ergibt sich, daß Unkorreliertheit der Zufallsvariablen notwendige (aber
nicht hinreichende) Bedingung für statistische Unabhänigkeit der Zufallsvariablen ist. Für
normalverteilte Zufallsvariablen (siehe Abschnitt 2.2.2) gilt jedoch, daß unkorrelierte Zu-
fallsvariablen auch unabhängig sind [12].
2.2 Stochastische Prozesse
Die im vorigen Kapitel beschriebene Zufallsvariable stellt das Ergebnis eines Zufallsexperi-
mentes dar, das nicht von weiteren Parametern wie beispielsweise von Zeit- oder Raumkoor-
dinaten abhängt. Sind die Zufallsgrößen jedoch Funktionen weiterer Parameter, so nennt man
diese Zufallsfunktionen im Falle einer Zeitabhängigkeitstochastische Prozesse, im Falle ei-
ner Abhängigkeit von den OrtskoordinatenZufallsfelderund bei einer kombinierten Abhän-
gigkeit Zufallsfeldprozesse4, oder ebenfalls nur kurzstochastische Prozesse. Der Stichpro-
benraumΩ eines stochastischen Prozesses wird Zustandsraum genannt. Ein stochastischer
(Vektor-) Prozeß wird durch den Indext gekennzeichnet,Xt(ω) bzw.Xt(ω), ein Zufallsfeld
durch den Indexs, Xs(ω) bzw. Xs(ω), wobei allerdings in eindeutigen Fällen sowohl der
Wahrscheinlichkeitsparameterω als auch später der Indext bzw.s weggelassen wird.
Besteht die Menge{t|t ∈ T} aus abzählbar vielen Elementen, so handelt es sich um einen
stochastischen Prozeß mit diskreter Zeit, auch Map genannt, istT ein Intervall, so spricht
man von einem stochastischen Prozeß mit kontinuierlicher Zeit. Besteht der Zustandsraum
Ω aus einer abzählbaren Menge, so handelt es sich um einen diskreten stochastischen Pro-
zeß (z.B.POISSON-Prozeß), istΩ ein Intervall, so ist es ein stetiger stochastischer Prozeß
(z.B. GAUSS-Prozeß). Diskrete stochastische Prozesse und stetige stochastische Prozesse
können jeweils mit kontinuierlicher oder diskreter Zeit existieren. In dieser Arbeit werden
ausschließlich stetige Prozesse mit kontinuierlicher Zeit betrachtet.
Ohne Beschränkung der Allgemeinheit werden die Ausdrücke nur noch mit dem Parameter
t angeschrieben. Dieser steht dabei nicht notwendig nur für die Zeit. Beobachtet man einen
stochastischen Prozeß über den ZeitraumT , so erhält man eine Schar reeller Funktionen
x(t), t ∈ T , sogenannte Trajektorien bzw. Zeitschriebe des stochastischen ProzessesXt.
Im allgemeinen wird die Verteilungsdichte eines stochastischen ProzessesXt von der Zeit
abhängen und zu einem festen Zeitpunkt lautet siepX(x, t). Betrachtet man zu mehreren
Zeitpunktenti, i ∈ {1, . . . , n} eine entsprechende Menge von ZufallsvariablenXi = X(ti)
4CHINTSCHIN definierte in [38] einen stochastischen Prozeß noch als einparametrige Schar von Zufallsva-
riablen, mehrparametrige Feldprozesse kamen erst später in die Betrachtung.
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mit der gemeinsamen Verteilungsfunktion
FX1,...,Xn(x1, . . . , xn; t1, . . . , tn) (2.40)
und im Falle der zukünftig immer vorausgesetzten Existenz dern-dimensionalen Vertei-
lungsdichte mit
pX1,...,Xn(x1, . . . , xn; t1, . . . , tn) =
∂n
∂x1 · · ·∂xn FX1,...,Xn(x1, . . . , xn; t1, . . . , tn) , (2.41)
so ist dadurch ein ZufallsprozeßXt definiert. Die gemeinsame Verteilungsfunktion erfüllt für
m ≤ n die Verträglichkeitsbedingung
FX1,...,Xn(x1, . . . , xm,+∞, . . . ,+∞; t1, . . . , tn) = FX1,...,Xm(x1, . . . , xm; t1, . . . , tm) (2.42)
und die Symmetriebedingung, d.h. sie ist invariant gegenüber einer Vertauschung der Indizes
1, . . . ,m.
In der Praxis ist meistens nicht die den stochastischen Prozeß kennzeichnende Menge der
Zufallsgrößen gegeben, sondern eine Menge von Verteilungen, die die Symmetrie- und Ver-
träglichkeitsbedingung erfüllen. Die Äquivalenz beider Konzepte geht aus dem Fundamen-
talsatz vonKOLMOGOROW [5] hervor und damit ist die Möglichkeit gegeben, stochastische
Prozesse durch ihre Verteilungsfunktionen oder Verteilungsdichten vollständig zu beschrei-
ben.
2.2.1 Momente stochastischer Prozesse
Analog zur Definition der Erwartungswerte einer Zufallsvariablen werden sie auch zur Be-
schreibung stochastischer Prozesse herangezogen, die im allgemeinen Funktionen der Zeit






Für spezielle Funktioneng(Xt) = X
α1
t1 ·Xα2t2 · . . . ·Xαntn nennt man die nach (2.43) gebildeten
Erwartungswerte vong(Xt) Momente(α1 + α2 + . . . + αn)-ter Ordnung. (2.30) bis (2.39)
gelten entsprechend. Aus (2.35) erhält man für zwei stochastische ProzesseXt1 undYt2 das
als KorrelationsfunktionRXY (t1, t2) bezeichnete gemischte Moment zweiter Ordnung
RXY (t1, t2) = E[Xt1Yt2 ] (2.44)
und aus (2.37) das als Kovarianzfunktion covXY (t1, t2) bezeichnete gemischte zentrale Mo-
ment zweiter Ordnung
covXY (t1, t2) = E[(Xt1 −mX(t1))(Yt2 −mY (t2))]. (2.45)
Handelt es sich beiXt undYt um verschiedene Prozesse, so nennt man (2.44) Kreuzkorrelati-
onsfunktion und (2.45) Kreuzkovarianzfunktion, wird dagegen nur ein Prozeß zu verschiede-
nen Zeitpunkten betrachtet, so wird aus (2.44) die AutokorrelationsfunktionRXX(t1, t2) und
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aus (2.45) die Autokovarianzfunktion covXX(t1, t2), und für t1 = t2 = t die zeitabhängige
Varianzσ2X(t).
Für VektorprozesseXt undYt gleicher Dimension erhält man an Stelle von (2.44) die Kor-
relationsfunktionsmatrix
RXY (t1, t2) = E[Xt1Y
T
t2
] = RYX T (t2, t1) (2.46)
und an Stelle von (2.45) die Kovarianzfunktionsmatrix
CXY (t1, t2) = E[(Xt1 −mX(t1))(Yt2 −mY(t2))T ] = CYX T (t2, t1). (2.47)
Für mittelwertfreie Prozesse, die man durch eine einfache TransformationYt = Xt −mX(t)
erhält, sind Kovarianzfunktion und Korrelationsfunktion gleich
RXY (t1, t2) = covXY (t1, t2) . (2.48)
2.2.2 Normalverteilte Prozesse
Ein n-dimensionaler stochastischer ProzeßXt = (Xt1 , ...,Xtn)
T heißtGAUSSscher oder nor-
malverteilter Prozeß, wenn seine-dimensionale gemeinsame Verteilungsdichte durch










gegeben ist, wobeix = (x1, . . . , xn)T , mx = (mx1(t1), . . . ,mxn(tn))
T , die Elementecij der
n× n Matrix C die Kovarianzen covXiXj(ti, tj) sind undC nicht singulär ist. Ein normal-
verteilter Prozeß ist damit vollständig durch die MittelwertfunktionenmX(ti) und durch die
Kovarianzen covXiXj(ti, tj) oder durch die Verteilungsdichtefunktionen erster und zweiter
Ordnung charakterisiert. Es sei angemerkt, daß einGAUSSscher Prozeß unter einer linearen
Transformation normalverteilt bleibt, das heißt dieGAUSSsche Eigenschaft bleibt erhalten.
Normalverteilte Prozesse haben in der Praxis eine große Bedeutung, auf die in Kapitel 5
eingegangen wird.
2.2.3 Stationäre Prozesse





Darauf aufbauend heißt das WahrscheinlichkeitsmaßP f-invariant, falls
P (E) = P (f−1(E)) ∀E ∈ A (2.51)
gilt. Im Rahmen technischer Fragestellungen bezieht sich der Integralbegriff (2.50) fast im-
mer auf die Zeit , oder er ist auf die Zeitt übertragbar. Als Beispiel sei die vertikale Anre-
gung aus Fahrbahnunebenheiten auf ein mit konstanter Geschwindigkeit darüber fahrendes
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Fahrzeug genannt. Der Integralbegriff zum Wahrscheinlichkeitsmaß der Fahrbahnhöhe ist
zweckmäßigerweise auf den Weg bezogen. Über die konstante Fahrgeschwindigkeit kann
die Fragestellung leicht vom Weg- in den Zeitbereich transformiert werden. Da im Folgen-
den immer vont-invarianten Maßen die Rede sein wird, werden sie nur kurzinvariante Maße
genannt.





P (x ∈ E)p(dx) (2.52)
für alle meßbaren MengenE gilt [84]. In [17] sind Bedingungen genannt, unter welchenσ-
meßbare invariante Maße die Existenz eines stationären Maßes nach sich ziehen. Dies trifft
insbesondere fürMARKOWsche Prozesse mitGAUSS’schem weißen Rauschen zu.
Ein ProzeßXt wird streng stationäroderstationär im engeren Sinnegenannt, wenn
pX1···Xn(x1, . . . , xn; t1, . . . , tn) = pX1···Xn(x1, . . . , xn; t1 − t0, . . . , tn − t0) (2.53)
für alle endlichent0 erfüllt wird, d.h. wenn seine Verteilungsdichten invariant gegenüber
einer Verschiebung des Nullpunktes des Parameterst sind. Gelegentlich wird auch vonstreng
homogenenProzessen gesprochen [53]. Fürn = {1,2}, t0 = t1 und τ = t2 − t1 folgt aus
(2.53)
pX1(x1, t1) = pX1(x1,0) = pX1(x1) (2.54)
pX1X2(x1, x2; t1, t2) = pX1X2(x1, x2,0, t2 − t1) = pX1X2(x1, x2, τ), (2.55)
das heißt in streng stationären Prozessen ist die Dichtefunktion erster Ordnung unabhängig
von der Zeit und die Dichtefunktion zweiter Ordnung hängt nur von der betrachteten Zeit-
differenz ab. Damit ergeben sich für streng stationäre Prozesse die notwendigen, aber nicht
hinreichenden Bedingungen
mX = E[Xt] = const. (2.56)
covXX(τ) = E[(Xt+τ −mX)(Xt −mX)] (2.57)
RXX(τ) = E[Xt+τXt]. (2.58)
Allerdings sind (2.56) und (2.57) oder (2.58) notwendige und hinreichende Bedingungen für
Prozesse, die als schwach stationär bezeichnet werden. Schwache Stationarität trifft aller-
dings keine Aussage über das Zeitverhalten der Verteilungsdichten (2.54) und (2.55). Auf-
grund von (2.49) sind schwach stationäre normalverteilte Prozesse allerdings auch stationär
im engeren Sinne.
Ein schwach stationärer Prozeß im Sinne von (2.56) bis (2.58) ist nach [38] stetig, wenn
R(+0) = 1, damit ist dann auchR(t) eine stetige Funktion, denn für∆t → 0 ist nach der
SCHWARZschen Ungleichung
|R(t + ∆t)−R(t)| = |E[x0xt+∆t]−E[x0xt]| = |E[x0(xt+∆t − xt)]|
≤
√
E[x2]E[(xt+∆t − xt)2] =
√





2.2. STOCHASTISCHE PROZESSE 13
2.2.4 Ergodische Eigenschaft stationärer Prozesse
In (2.31) wurde die mathematische Erwartung einer Funktiong(Xt) definiert als Mittelung
aller Funktionswerte zu einem festen Zeitpunkt, die mit der Wahrscheinlichkeit ihres Para-
meters gewichtet werden, das heißt es wird die gesamte Schar oder das gesamte Ensemble
der Funktionswerte betrachtet, daher spricht man von einem Scharmittelwert oder Ensem-
blemittelwert.







g(Xt+τ )dτ , (2.59)
wobei fürXt+τ jede Realisierung des ProzessesX zugelassen werden soll. Ein ProzeßXt
heißt ergodisch bezüglich einer Funktiong(Xt), wenn sein Scharmittelwert (2.31) seinem
Zeitmittelwert (2.59) mit Wahrscheinlichkeit eins gleicht
g(Xt) = E[g(Xt)]. (2.60)
Ergodizität setzt damit Stationarität voraus, sie ist umgekehrt jedoch keine notwendige Kon-
sequenz daraus. Die wichtigsten Fälle sind Ergodizität im Mittel(g(Xt) = Xt), Ergodizität
im Quadratmittel(g(Xt) = X2t ) und Ergodizität in Korrelation(g(Xt) = XtXt+τ ). Eine hin-
reichende Bedingung für Ergodizität im Mittel eines stationärenGAUSSschen Prozesses ist
lim
τ→±∞
covXX(τ) = 0. (2.61)
Weitere Ergodizitätskriterien sind in [30] und [75] zu finden, die allerdings immer eine ana-
lytische Kenntnis des Prozesses voraussetzen.
In der Praxis wird Ergodizität bei stationären Prozessen im Sinne von (2.60) vorausgesetzt,
solange sich kein Widerspruch ergibt. Der Hauptnutzen besteht darin, daß bei ergodischen
Prozessen die Untersuchung lediglich einer Realisierung über einen hinreichend langen, aber
endlichen Zeitraum genügt, um Aussagen über Mittelwert, Autokorrelation und Verteilungs-
dichte zu treffen.
2.2.5 Beschreibung im Frequenzbereich
Die Autokorrelationsfunktion (2.58) wurde zur Beschreibung technischer Probleme erstmals
1922 in [91] durchTAYLOR benutzt. Hierauf aufbauend definiert dieGREEN-KUBO-Formel






























Hierin stellt ω die Kreisfrequenz undi die imaginäre Einheit dar. Die Spektraldichte be-
schreibt demnach die Zusammensetzung des Quadratmittelwertes des Prozesses aus den Fre-
quenzanteilen aller schmalen Frequenzbänder dω. Für zwei mindestens schwach stationäre
ProzesseXt undYt mit der Kreuzkorrelationsfunktion (2.44) ist die im allgemeinen komple-












und den damit gegebenen Eigenschaften






0 für τ 6= 0
∞ für τ = 0 (2.69)
betrachtet. Hierbei entartet (2.67) im Grenzwert für unendlich großen Parameterc zur DI-
RACschenδ-Funktion, die eine verallgemeinerte Funktion im Sinne der Distributionentheo-
rie darstellt
Rξξ(τ) = δ(τ) , (2.70)
und die zugehörige Spektraldichte (2.63) wird zu
Sξξ(ω) = 1 , (2.71)
das heißt, alle Frequenzen sind in diesem absolut zufälligen Prozeß mit der gleichen Intensi-
tät vorhanden und er stellt damit eine in physikalischen Prozessen nicht vorkommende, aber
sehr nützliche Idealisierung dar.
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Der Begriff „Rauschen“ stammt aus der Elektrotechnik, wo zunächst bei der Wandlung elek-
trischer und akustischer Signale akustisches Rauschen als Störung der Signale wahrgenom-
men wurde, später wurde allgemein ein breitbandiges Signal mit zufälligem Amplituden-
verlauf mit Rauschen bezeichnet. Es ist schwierig, unterschiedliche Rauschtypen zu klas-
sifizieren. Hierbei behilft man sich mit dem Farbspektrum des Lichtes, wo Wellenlängen
resp. Frequenzen Farben zugeordnet werden [58]. Der Attributwert „weiß“ versinnbildlicht
die gleiche Intensität aller Frequenzen wie beim weißen sichtbaren Licht. In Tabelle 2.1 sind











Tabelle 2.1: Klassifizierung des Rauschens durch Farben.
2.2.7 Wiener-Prozeß
Der WIENER-Vektorprozeß5 Wt ist ein GAUSSscher Prozeß mit mittelwertfreien unabhän-
gigen Inkrementen, mit dem AnfangswertW0 = 0 mit Wahrscheinlichkeit eins und mit der
symmetrischen Kovarianzmatrix
E[WtWTt ] = CWt . (2.72)
Im allgemeinen Fall sind die Komponenten desWIENER-Vektorprozesses also korreliert. Ist
CW die EinheitsmatrixI , so erhält man den normiertenWIENER-Prozeß mit unabhängigen
Komponenten. Jeden nicht normiertenWIENER-ProzeßWt mit der allgemeinen Eigenschaft
(2.72) kann man in einen normiertenWIENER-ProzessesVt mit der Transformation
Wt =
√




CW T = CW (2.73)
überführen, so daßE[VtVTt ] = I t.
Beispielhaft werden die Eigenschaften anhand des skalarenWIENER-Prozesses aufgezeigt,
wie die Martingaleigenschaft
E[Wt|Wt−1 = wt−1] = wt−1 , t = 0,1,2, . . . , (2.74)
das heißt, der Erwartungswert für den Zustandt ist gleich dem unmittelbar zuvor erreichten
Zustand(t− 1) selbst (Mittelwertfreiheit der Zuwächse), und die Vereinfachung der Auto-
korrelationsfunktion führt zu
E[Wt+τWt] = E[(Wt+τ −Wt + Wt)(Wt −W0)] =
5FELLER nannte den Prozeß derBROWNschen Bewegung in [22]WIENER-BACHELIER-Prozeß, es hat sich
aber die kürzere BezeichnungWIENER-Prozeß durchgesetzt.
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= E[(Wt+τ −Wt)(Wt −W0)] + E[Wt(Wt −W0)] = (2.75)
= E[(Wt+τ −Wt)] ·E[(Wt −W0)] + E[W 2t ] = E[W 2t ] = t ,
das heißt
RWW (t, s) = E[WtWs] = min(t, s) . (2.76)
Desweiteren ist derWIENER-Prozeß mit Wahrscheinlichkeit 1 stetig, nirgends differenzier-
bar und in jedem endlichen Intervall von unbeschränkter Variation und somit existiert der
ProzeßẆt = dW/dt nicht im Sinne der klassischen Analysis. Die Autokorrelationsfunktion





und man erhält mit der Sprungfunktion
1(t) =
{
0 für t < 0
1 für t ≥ 0 (2.78)
die Autokorrelationsfunktion desWIENER-Prozesses
RWW (t, s) = t− (t− s) · 1(t− s) , s < t . (2.79)
(2.79) und die Differentiationsregel für generalisierte Funktionen d1(t)/dt = δ(t) in (2.77)
eingesetzt führt auf
RẆẆ (t, s) = 2δ(t− s) + (t− s)
dδ(t− s)
d(t− s) . (2.80)
Mit einer weiteren Differentiationsregel für verallgemeinerte Funktionen dδ(t)/dt = −δ(t)
und fürτ = t− s erhält man schließlich
RẆẆ (τ) = δ(τ) , (2.81)





deren Differentiation im Sinne verallgemeinerter Funktionen zu verstehen ist, wird wegen
der Nichtdifferenzierbarkeit desWIENER-Prozesses und der glättenden Wirkung der Inte-




ξx ds , (2.83)
hierfür bedarf es aber noch der Einführung stochastischer Integrale in Abschnitt 2.2.10. Aus
(2.72) und (2.76) folgt die wichtige Beziehung
(dWt)
2 = dt . (2.84)
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2.2.8 Markow-Prozesse
Ein stetiger stochastischer ProzeßXt heißtd-dimensionaler stetigerMARKOW-Prozeß, wenn
die bedingten Verteilungsdichten dieMARKOW-Eigenschaft
pX(xn; tn|xn−1, . . . ,x0; tn−1, . . . , t0) = pX(xn; tn|xn−1; tn−1) , t0 < t1 < . . . < tn (2.85)
mit xn = (x1,n, . . . , xd,n)T
für alle n ≥ 0 erfüllt. Das bedeutet, daß die Zukunfttn desMARKOW-Prozesses lediglich
durch den Zustand der Gegenwarttn−1 beeinflußt wird, nicht jedoch durch die Vergangenheit
tn−k, k > 1. Die bedingte VerteilungsdichtepX(xn; tn|xn−1; tn−1) heißt Übergangsdichte des
MARKOW-ProzessesXt. Aufgrund derMARKOW-Eigenschaft läßt sich jede gemeinsame
Verteilungsdichte einesMARKOW-Prozesses durch eine Anfangsverteilungsdichte und die
Übergangsdichten darstellen
pX(xn, . . . ,x0; tn, . . . , t0) = (2.86)
= pX(xn; tn|xn−1; tn−1)pX(xn−1; tn−1|xn−2; tn−2) · · · pX(x1; t1|x0; t0) pX(x0; t0)
oder
p(x; t|y; s) = p(x,y; t, s)
p(y, s)
, t > s . (2.87)
Damit ist einMARKOW-Prozeß vollständig durch die zugehörige Verteilungsdichte zweiter
Ordnung beschrieben. Wichtiges Beispiel für stochastische Prozesse mitMARKOW-Eigen-
schaft ist dieBROWNsche Bewegung bzw. derWIENER-Prozeß (2.83).
2.2.9 Fokker-Planck-Kolmogorow-Gleichung
Die Übergangsdichten (2.86) erfüllen die relativ plausibleSMOLUCHOWSKI-CHAPMAN-
KOLMOGOROW-Gleichung SCK
p(x3, t3 | x1, t1) =
∞∫
−∞
p(x3, t3 | x2, t2)p(x2, t2 | x1, t1)dx2 mit t1 < t2 < t3 , (2.88)
die erstmals in einer Form für eine nach dem Parameter homogene Übergangsdichte von
BACHELIER in [8] für Aktienkurse später vonSMOLUCHOWSKI in [89] erweitert und von
CHAPMAN in [15] verallgemeinert wurde.KOLMOGOROWsetzt diese Gleichung als funda-
mentale Gleichung in [45] voraus. Die SCK sagt aus, daß die Wahrscheinlichkeit für einen
Übergang vom Zustandx1 zum Zeitpunktt1 zum Zustandx3 zum Zeitpunktt3 gleich groß
ist wie die Summe der Wahrscheinlichkeiten aller möglicher Realisierungen über alle mög-
lichen Zwischenzuständex2 zum Zeitpunktt2. In Abbildung 2.1 wird dies durch drei bei-
spielhafte Trajektorien veranschaulicht.
Das physikalische Diffusionsproblem wurde erstmalig vonFICK in [23] quantitativ durch
das ersteFICKsche Gesetz beschrieben
D = −B∇% , (2.89)






Abbildung 2.1: Drei mögliche Realisierungen, um vom Zustandx1(t1) zum Zustandx3(t3)
zu kommen.








worin D die Diffusionsstromdichte (Teilchenfluß),∇% den Gradienten der Teilchendichte
und B den Diffusionskoeffizienten (2.62) darstellen. Damit istD proportional zum Dif-
fusionskoeffizienten. Im folgenden sind Diffusionsprozesse spezielleMARKOW-Prozesse
mit stetigen Realisierungen zur wahrscheinlichkeitstheoretischen Beschreibung physikali-
scher Diffusionsprozesse, die beispielsweise Teilchenbewegungen (BROWNsche Bewegung)
in Strömungen abbilden. Damit wird es möglich, technische Systeme zu beschreiben, auf
die weißes Rauschen einwirkt. Folgende Annahmen für Diffusionsprozesse erscheinen da-
her gerechtfertigt:
1. Große Zuwächse in kurzen Zeiten sind nicht wahrscheinlich.
2. Die mittlere Geschwindigkeit (Drift) des Prozesses ist identisch mit der deterministi-
schen Geschwindigkeitf(t,x) der Strömung.
3. Die Kovarianzmatrix der Inkremente ist proportional zu ihrer Zeitdifferenz mit einem
MatrixfaktorB(t,x).
Diese Annahmen sind hinreichend, um partielle Differentialgleichungen für die Übergangs-
dichtep(x, t|y, s) herzuleiten. Der einfacheren Darstellung wegen wird hier der eindimen-




p(x3, t3 | x2, t2)p(x2, t2)dx2. (2.90)
Mit t3 = t + τ , t2 = t, x3 = (x− ζ) + ζ undx2 = (x− ζ) folgt
p(x, t + τ) =
∞∫
−∞
p(x− ζ, t)p(x, t + τ | x− ζ, t)dζ. (2.91)
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Entwickelt man die beiden Faktoren des Integranden inTAYLOR-Reihen um die Stelleζ = 0,
so erhält man







ζ2 −+ . . .






∂2p (x + ζ, t + τ | x, t)
∂x2
ζ2 −+ . . .
und nach Ausmultiplizieren und Integration die folgenden Summanden:
p (x, t)
∫
p (x + ζ, t + τ | x, t)dζ
︸ ︷︷ ︸
=1




∂ p (x + ζ, t + τ | x, t)
∂x








∂2p (x + ζ, t + τ | x, t)
∂x2
















































Hierin sind die MomenteE[ζk] überp (x + ζ, t + τ | x, t) vonx abhängig. Gleichung (2.91)
wird damit umgeschrieben zu
p (x, t + τ)− p (x, t) = −p (x, t)∂E[ζ]
∂x
− ∂p (x, t)
∂x















E[ζ2] . . . . (2.92)
















ζn p (x + ζ, t + τ | x, t)dζ = lim
τ→0
E[ζn]τ−1 (2.94)
Um letztendlich Lösungen für die Verteilungsdichtep (x, t) angeben zu können, ist dieKRA-
MERS-MOYAL -Entwicklung (2.93) mit ihrer unendlichen Anzahl an Gliedern nicht brauch-
bar, daher muß ein geeignetes Abbruchkriterium für die Entwicklung gefunden werden. Das
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PAWULA Theorem [68] leistet hier für bestimmte Fälle Hilfe, es besagt, daß wenn die in
(2.94) definiertenan(x) für allen existieren und einan(x) = 0 mit gerademn existiert, dann
sind allean(x) = 0 für n ≥ 3. Dies soll hier für den eindimensionalen Fall gezeigt werden.
Der Beweis in verallgemeinerter Form ist in [69] zu finden.










2 p (x + ζ, t + τ | x, t)dζ. (2.95)


























2 ≤ an−1(x)an+1(x) (2.96)
n ungerade,n ≥ 3.
Auf die gleiche Art und Weise folgt
an(x)
2 ≤ an−2(x)an+2(x) n gerade,n ≥ 3. (2.97)
Setzt man nun nacheinandern = r − 1, n = r + 1 in (2.96) undn = r − 2, n = r + 2 in
(2.97) ein, wobeir geradzahlig ist, erhält man
ar−2(x)2 ≤ ar−4(x)ar(x) , r ≥ 6 (2.98)
ar−1(x)2 ≤ ar−2(x)ar(x) , r ≥ 4 (2.99)
ar+1(x)
2 ≤ ar(x)ar+2(x) , r ≥ 2 (2.100)
ar+2(x)
2 ≤ ar(x)ar+4(x) , r ≥ 2. (2.101)
Wennan(x) < ∞ für alle n und wennar(x) = 0 für ein geradesr ≥ 6 ist, dann zeigen die
Gleichungen (2.98) bis (2.101), daßr−2(x), ar−1(x), ar+1(x) undar+2(x) Null sein müssen.
Nach wiederholter Anwendung dieser Argumentation folgt, daßan(x) = 0 für allen≥ r (für
r ≥ 6). Geht man in die andere Richtung und nimmt die Definitionsbereiche vonr in (2.98)
bis (2.101) zur Kenntnis, so folgt, daßn(x) = 0 für allen ≥ 3. Die Definitionsbereiche von
r in (2.98) bis (2.101) sind in den Definitionsbereichen vonn i (2.96) und (2.97) begründet.
Da in derKRAMERS-MOYAL -Entwicklung (2.93)n ≥ 1 ist, muß in (2.96) und (2.97)n ≥ 3
definiert werden.
Das heißt, wenn einan(x) = 0 mit gerademn existiert, stellt die nach dem zweiten Glied
abgebrocheneKRAMERS-MOYAL -Entwicklung keine Näherung dar, sondern eine exakte
Lösung. Dies ist der Fall bei dynamischen Systemen mitGAUSSschem weißen Rauschen
ξt mit den Eigenschaften Stetigkeit, MittelwertfreiheitE[ξt] = 0 und Delta-Korreliertheit
E[ξtξt+τ ] = δt,t+τ .




p(x, t) = − ∂
∂x





(a2(x, t)p(x, t)) , (2.102)
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wobei diean gemäß Gleichung (2.94) fürn = 1 den Driftfaktor und fürn = 2 den Diffusi-
onskoeffizienten (2.62) als Proportionalitätsfaktor der Kovarianzfunktion für den eindimen-
sionalen Prozeß darstellen.
Insbesondere bleibt bei unstetigen Rauschprozessen wie beispielsweise beimPOISSONschen
Rauschprozeß die unendliche Anzahl an Reihengliedern derKRAMERS-MOYAL -Entwick-
lung erhalten, die FPK-Gleichung stellt dann lediglich eine Näherung dar, deren Lösung
dann unter Umständen negative und damit nicht sinnvolle Verteilungsdichten liefert.
Im allgemeinen mehrdimensionalen Fall lautet die FPK-Gleichung, die auchKOLMOGO-





































mit t > s, wobei fi und bij die Komponenten des oben genannten Driftvektorsf und der
DiffusionsmatrixB sind. Führt man denFOKKER-PLANCK -OperatorLFP mit














[bij(x, t)p(x, t)] (2.105)
ein, so kann man mit Hilfe des in derHILBERTraumtheorie bekannten Konzeptes der linearen
adjungierten Operatoren beide Gleichungen (2.103) und (2.104) ineinander überführen [25],
wobei ein zu einem OperatorA adjungierter OperatorA† definiert ist durch
E[Aϕ(y) · ψ(y)] = E[ϕ(y) ·A†ψ(y)] (2.106)
und hieraus ergibt sich dann
















Die Gleichungen (2.103) und (2.104) werden dann zu
∂p(x, t)
∂t
= LFP p(x, t) und ∂p(y, s)
∂s
= L†FP p(y, s). (2.108)
LFP ist linear und im allgemeinen nicht selbstadjungiert, das heißtLFP 6= L†FP .
Die KOLMOGOROWschen Gleichungen für denWIENER Prozeß erhält man aus den Glei-

















Die Lösung ist durch dieGAUSSsche Dichteverteilung








Die mathematische Beschreibung stochastischer dynamischer Systeme erfolgt durch Dif-
ferentialgleichungend-dimensionaler stochastischer ProzesseXt mit zufälligen Parametern
oder kurz stochastischen Differentialgleichungen der Form
dXt = f(t,Xt)dt + G(t,Xt)dWt , Xt0 = x0 (2.112)
mit dem d-dimensionalen Driftvektorf, der d ×m Matrix G und demm-dimensionalen
WIENER VektorprozeßWt. Ebenso wie (2.82) im klassischen Sinne nicht existiert und le-
diglich als gewohnte Abkürzung für (2.83) dient, ist (2.112) als abkürzende Schreibweise
der Integralgleichung






G(s,Xs)dWs , Xt0 = x0 (2.113)
aufzufassen. Hierin stellt das rechte Integral ein sogenanntes stochastisches Integral dar, das
erst noch der Einführung bedarf.
Aufgrund der schon in Abschnitt 2.2.7 erwähnten glättenden Eigenschaft des Integrals ist
der Gebrauch verallgemeinerter stochastischer Prozesse zur Beschreibung stochastischer In-




als gewöhnliche Zufallsgröße aufgefaßt werden kann. Ist die MatrixG nicht von den Zu-
fallsgrößenXt abhängig, so kann das stochastische Integral als gewöhnlichesRIEMANN -
STIELTJES-Integral behandelt werden. Ist jedochG einem Zufallsprozeß unterworfen und
damit ähnlich irregulär wieWt, so führt die Anwendung der klassischen Regel der partiellen






(W 2t −W 2t0) , (2.115)
2.2. STOCHASTISCHE PROZESSE 23





bei feiner werdender Zerlegung und beliebiger Wahl der Zwischenpunkteτi voraussetzt. Es
kann jedoch gezeigt werden, daß die Konvergenz der Summe{Sn} von der Wahl derτi
abhängt und deshalb ist es notwendig, dieτi so festzulegen, daß das zugehörige Integral
sinnvolle und erwünschte Eigenschaften besitzt. Gleichung (2.115) und (2.116) werden nur
für eine bestimmte Wahl der Zwischenpunkte erfüllt, und zwar nur fürτi = 12(ti + ti−1).
ITÔ legte mitτi = ti−1 die Zwischenpunkte an die linke Grenze des Zeitintervalls, womit
(2.115) und (2.116) nicht erfüllt werden. Das sogenannteITÔ-Integral ist aus diesem Grunde
eine nichtvorgreifende Funktion und es besitzt als Funktion der oberen Grenze die Martin-









 = 0 (2.117)























E[GtGTt ] dt. (2.118)
Nachteilig an der Definition des stochastischen Integrals im SinneITÔs ist, daß der klas-
sische Kalkül beim Umgang mitITÔ Integralen und Differentialen nicht mehr anwendbar
ist, was sich aus der Nichterfüllung von (2.115) und (2.116) ergibt. Mit dem Satz vonITÔ
wird daher derITÔ-Kalkül eingeführt. Für einen durch (2.112) definiertend-dimensionalen
stochastischen ProzeßXt ist das Differential desk-dimensionalen ProzessesUt = U(t,Xt)




























Eine Erwartungswertbildung über Gleichung (2.119) führt auf
E[U̇] = E[L†FP U] , (2.120)
worin L†FP den zumFOKKER-PLANCK -OperatorLFP adjungierten Operator nach (2.107)
darstellt.
STRATONOWITSCH fällte seine Wahl für die Zwischenpunkteτi in (2.116) auf die Mitte des
Zeitintervalls, so daßτi = 12(ti + ti−1) und damit wie oben bereits beschrieben (2.115) und
(2.116) erfüllt werden. Zur besseren Unterscheidbarkeit gegenüber demITÔ Integral ist die
Schreibweise für dasSTRATONOWITSCH Integral
t∫
t0
G(s,Xs) ◦ dWs (2.121)
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weit verbreitet. Der Vorteil, daß die Regeln des klassischen Kalküls formal angewendet wer-
den können, zieht jedoch nach sich, daß die einfachen Formeln (2.117) und (2.118) und die
Martingaleigenschaft verschwinden. Ebenso ist die Lösung von (2.113) nicht mehr durch
einen Diffusionsprozess mit Driftvektorf und DiffusionsmatrixB = GGT gegeben.
Beide Definitionen für das stochastische Integral lassen sich mit
t∫
t0

















































den sogenannten Korrekturterm nachWONG-ZAKAI [102] darstellt. Wann welche Definiti-
on zu verwenden ist, kann nicht immer eindeutig gesagt werden. Es ist aber sinnvoll, wenn
zunächstWt als physikalisch realisierbarer glatter Prozeß angesehen wird, die Definition
nachSTRATONOWITSCH zu nehmen, das System in klassischer Weise zu lösen und im Er-
gebnis dann den Übergang zum weißen Rauschen zu vollziehen. Wird der Grenzübergang
zum weißen Rauschen vor Auswertung des Integrals durchgeführt, nimmt man in der Re-
gel die ITÔsche Integraldefinition. Für den Fall additiven Rauschens mitG(s,Xs) = G(s)
verschwindet der Korrekturterm (2.124) aufgrund der partiellen Ableitung und damit unter-
scheiden sich dann beide Definitionen nicht.
Den in dieser Arbeit angeführten Beispielen liegt die folgende Vorgehensweise zugrunde.
Zunächst schreibt man die Zustandsform der Bewegungsdifferentialgleichungen des dyna-
mischen Systems in physikalischem Sinne als gewöhnliches Differentialgleichungssystem
mit zufälligen Parametern an
Ẋt = h(t,Xt) + G(t,Xt) ξt , (2.125)
das dann rein formal in die Differentialform einesSTRATONOWITSCH-Gleichungssystems
umgewandelt wird
dXt = h(t,Xt)dt + G(t,Xt) ◦ dWt . (2.126)
Hieraus erhält man anschließend mit (2.122) das zugehörigeITÔ-Gleichungssystem
dXt = f(t,Xt)dt + G(t,Xt)dWt (2.127)
mit
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2.3 Stabilität und Bifurkationen
2.3.1 Stabilität
Der Begriff der Stabilität hat im Lauf der Geschichte immer wieder Veränderungen und eine
ständige Entwicklung erfahren, so daß man nicht von Stabilität an sich sprechen kann, son-
dern immer vor dem Hintergrund einer bestimmten Definition des Stabilitätsbegriffs, der sich
wiederum an den Methoden zur Untersuchung der Stabilität orientiert. Es sind hierbei grund-
sätzlich drei Methoden beziehungsweise Begriffsdefinitionen zu unterscheiden. Die chrono-
logisch zuerst verfolgte Methode ist eine kinematische, die aus dem Ablauf einer gestörten
Bewegung auf die Stabilität des ungestörten Zustandes schließt. Sie war vonARISTOTELES
ausgehend bis zur ZeitGALILEI s in Gebrauch und wurde während eines Zwischenspiels
von etwa zwei Jahrhunderten durch die sogenannte geometrische Methode fast vollständig
verdrängt. Eine weitere Methode ist die energetische Methode, die im wesentlichen darauf
beruht, daß das Gesamtpotential eines statischen konservativen Systems für einen stabilen
Gleichgewichtszustand minimal ist.
Allen Definitionen gemeinsam ist, daß ein zunächst ungestörter Zustand eines Systems, des-
sen Stabilität untersucht werden soll, festgelegt wird und sein Verhalten nach einer Störung
betrachtet wird. Definiert man den ungestörten Zustand über bestimmte Normen, so kenn-
zeichnet das Verhalten dieser Normen nach Aufbringen der Störung die Stabilität des unge-
störten Systems. Zur Beschreibung des Normverhaltens wird ein Maß für die Störung und
eines für die Norm festgelegt. Überschreitet die Störung das ihr zugeordnete Maß nicht, so
nennt man den ungestörten Zustand stabil, wenn die durch die Störung beeinflußte Norm das
ihrerseits zugeordnete Maß ebenfalls nicht überschreitet, im anderen Fall heißt der Zustand
instabil.
Viele heutige Arbeiten im Bereich der kinetischen Stabilitätstheorie stützen sich auf den
Stabilitätsbegriff im SinneLJAPUNOWs, der den modernen Konzepten angehört. Hierbei
werden von allen möglichen Störungen nur die Störungen der Anfangsbedingungen in Be-
tracht gezogen. Ausgangspunkt ist das System nichtlinearer im allgemeinen inhomogener
Differentialgleichungen erster Ordnung
ẋi = fi(x1, x2, . . . , xn, t) , i = 1,2, . . . , n (2.129)
dessen Lösungx0(t) = (xi0(t)) als ungestörte Bewegung auf Stabilität untersucht werden
soll. Insbesondere wirdx0 = const. nicht ausgeschlossen. Mit der Störung∆x(t) erhält man
die gestörte Bewegung oder den Störansatz
xi(t) = xi0(t) + ∆xi(t) , i = 1,2, . . . , n , (2.130)
der umgestellt und nach dem Parametert differenziert zu den in allen Fällen homogenen und
gewöhnlich nichtlinearen Störungsgleichungen oder auch Variationsgleichungen
∆ẋi = ẋi − ẋi0 = fi(x10 + ∆x1, x20 + ∆x2, . . . , xn0 + ∆xn, t)
−fi(x10, x20, . . . , xn0, t) , i = 1,2, . . . , n (2.131)
führt. Die Störungsdifferentialgleichungen sind die Grundlage der sogenannten ersten Me-
thode vonLJAPUNOW. Gleichung (2.131) besitzt die triviale Lösung
∆x1 = ∆x2 = . . . = ∆xn = 0. (2.132)
26 KAPITEL 2. GRUNDLAGEN STOCHASTISCHER DYNAMISCHER SYSTEME
Im Sonderfall linearer Störungsgleichungen erhält man eine homogene Zustandsgleichung
der Form
∆ẋ = A∆x (2.133)
mit der im allgemeinen zeitvarianten SystemmatrixA. Bei der Untersuchung einer Gleich-
gewichtslagex0 = const sind die Koeffizienten konstant und damit istA zeitinvariant. Mit
dem Parameterλ und dem(n,1)-Konstantenvektor führt der Exponentialansatz
∆x(t) = r exp(λt) (2.134)
auf das Eigenwertproblem
(λI −A)r = 0 (2.135)
mit der charakteristischen Gleichung
det(λI −A) = 0 , (2.136)
dien Lösungen (komplexe Eigenwereλi) mit zugehörigen komplexen Rechtseigenvektoren
r i besitzt. Die linke Seite von (2.136) heißt charakteristisches Polynom, welches vom Grade
n ist. Da die Eigenwerteλi negative beziehungsweise positive Realteile aufweisen können,
was als Maß für die Dämpfung beziehungsweise Anfachung interpretiert werden kann, ent-
scheidet das Vorzeichen der Realteile über die Stabilität des Systems. Die Imaginärteile der
Eigenwerte entsprechen dann den gedämpften Eigenkreisfrequenzen. DieLJAPUNOWschen
Stabilitätskriterien für lineare Störungsgleichungen mit konstanten Koeffizienten besagen:
• Die ungestörte Gleichgewichtslagex0 ist asymptotisch stabil, wenn alle Realteile der
Lösungen von (2.136) negativ sind.
• x0 ist instabil, wenn mindestens ein Eigenwert einen positiven Realteil besitzt.
• Schwache Stabilität ist möglich, wenn kein Eigenwert einen positiven Realteil besitzt
aber mindestens ein Eigenwert mit verschwindendem Realteil existiert.
Bei der Untersuchung linearer Systeme mit periodischen Koeffizienten treten an die Stelle
der charakteristischen Exponenten die aus derFLOQUET-Theorie entstammenden charakte-
ristischen Multiplikatoren, die ein Maß dafür sind, wie sich die Amplitude nach Durchlauf
einer Periode ändert.
Das Auftreten beliebiger (zeitvarianter) Koeffizienten verkompliziert die Untersuchung auf
Stabilität sehr und es können keine allgemeinen Stabilitätskriterien aufgestellt werden. Im
Sinne des Bisherigen spricht man dann voncharakteristischen Zahlen.
Im allgemeinen wird jedoch (2.129) auf nichtlineare Störungsgleichungen (2.131) führen,
die offenbar viel schwieriger zu handhaben sind. Zwei grundsätzliche Vorgehensweisen sind
hierbei zu unterscheiden. Die naheliegende ist, die Gleichungen (2.129) zu linearisieren und
somit die Störungsgleichungen der ersten Näherung mit den oben beschriebenen Methoden
zu analysieren. Die zweite Methode besteht darin, die nichtlinearen Störungsgleichungen
über die Bestimmung von Zwischenintegralen der Differentialgleichungen zu untersuchen.
Die zweite oder direkte Methode vonLJAPUNOW geht auch wieder von (2.131) aus, ist
jedoch nicht bestrebt, diese zu lösen, sondern verwendet Vergleichsfunktionen bestimmter
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Eigenschaften in der Umgebung der eigentlichen Lösung. Die Schwierigkeit, Variationsglei-
chungen zu lösen, wird also mit der Schwierigkeit, Vergleichsfunktionen zu finden, erkauft.
Im einfachsten skalaren Fall von (2.129) mit
ẋ = f(x) , f(0) = 0 (2.137)
kann auf die Stabilität der Gleichgewichtslageẋ = 0 aus der Existenz einer Funktionv =
v(x) mit den folgenden Eigenschaften geschlossen werden:
1. v(x) ist positiv definit, d.h.
v(x) > 0 für x 6= 0 , v(0) = 0 (2.138)
2. die Ableitung vonv(x) entlang der Trajektorienx = x(t) des Systems (2.137) ist we-







f(x) ≤ 0. (2.139)
Funktionen mit diesen beiden Eigenschaften werdenLJAPUNOW-Funktionen genannt.
Im nichtautonomen Fall
ẋ = f(t, x) , f(t,0) = 0 (2.140)








die gewisse zusätzliche Forderungen erfüllen.
Für ein tieferes Verständnis sei auf die Literatur wie beispielsweise [29], [51] und [57] ver-
wiesen.
Aufgrund der unterschiedlichen Definitionen stochastischer Konvergenz und der unterschied-
lichen Möglichkeiten, einen stochastischen Prozeß zu beschreiben, können verschiedene De-
finitionen für stochastische Stabilität angegeben werden. In [47] ist ausgehend vom Stabili-
tätsbegriff vonLJAPUNOWfür deterministische Systeme ein Überblick über unterschiedliche
Definitionen fürStabilität im Mittel, Stabilität in Wahrscheinlichkeitund fast sichere Stabi-
lität zu finden.
Die GleichgewichtslösunġXt = 0 der stochastischen Differentialgleichung
dXt = f(t,Xt)dt + G(t,Xt)dWt (2.142)
heißt stabil imp-ten Mittel oderp-stabil mit(p > 0), wenn für ein gegebenesε > 0 einδ > 0
existiert, so daß mit




|Xt(X0)|p] < ε (2.144)
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erfüllt wird. Hierbei beinhaltet Gleichung (2.144) fürp = r auch alle Gleichungen mitp = q
für q < r. Für lineare Systeme genügt damit Stabilität im Quadratmittel (p = 2) nachzuwei-
sen, was auf ein rein deterministisches Problem führt.
Die Gleichgewichtslösung heißt schwach stabil in Wahrscheinlichkeit, wenn für gegebene
ε1 > 0 undε2 > 0 ein δ > 0 existiert, so daß mit (2.143) die Beziehung
P (|Xt(X0)| > ε1) < ε2 (2.145)




|Xt(X0)| > ε1) < ε2 (2.146)
Die Stabilität in Wahrscheinlichkeit ist bequem im Gebrauch in der stochastischenLJAPU-
NOW-Theorie. Mit Hilfe des adjungiertenFOKKER-PLANCK -OperatorsL†FP (2.106) und
einerLJAPUNOW-Funktionv(t, x) erhält man die Bedingungen für die Stabilität in Wahr-
scheinlichkeit durch die Diskussion der Definitheit vonv undL†FP v. Offensichtlich ersetzt
in der Untersuchung stochastischer SystemeL†FP v die Ableitungv̇ (2.141), die im determi-
nistischen Fall benutzt wird.










Damit ist die fast sichere Stabilität stochastischer dynamischer Systeme äquivalent zur deter-
ministischen Stabilität fast aller Realisierungen und sie entspricht ihr für verschwindenden
Diffusionsterm.
2.3.2 Bifurkationen
In deterministischen Systemen sind Bifurkationen besondere Punkte, an denen sich das Sy-
stemverhalten qualitativ in Abhängigkeit von Parametereigenschaften ändert, insbesondere
ändert sich das Stabilitätsverhalten stationärer Lösungen eines dynamischen Systems bei
stetiger Änderung eines Parameters. Insofern wird auch von Lösungsverzweigungen gespro-
chen. So beschreibt in diesem ZusammenhangJACOBI 1834 in [35] das Pänomen zweier
Lösungen, die für einen bestimmten Grenzwert (Bifurkationspunkt) des Parameters zusam-
men fallen, während der AusdruckBifurcation 1885 durchPOINCARÉ in [70] eingeführt
wird.
Ein Punkt heißtFixpunktvon f , wenn giltf(y) = y. Zur Beschreibung von Bifurkationen
betrachte man eine Trajektorie (Orbit). Ein Punktyn ist dann ein Fixpunkt, wenn der nächste
erzeugte Punktyn+1 wieder den selben Wert hat wieyn, das heißt aus
yn+1 = yn + ∆y (2.148)
folgt für einen Fixpunkt die Bedingung∆y = 0. Im Zeitbereich gilt mit dem Zeitschritt∆t
∆y = f(y)∆t (2.149)
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und für∆t→ 0 schließlich
ẏ = f(y), (2.150)
so daß die Fixpunktey0 auch über die Bedingunġy = 0 gefunden werden können.
Ein Fixpunkt y heißt Attraktor, wenn für alle Startwertex aus der UmgebungUδ(y) der
Grenzwert der Trajektoriey ist. Attraktoren sind also stabile Fixpunkte. Umgekehrt spricht
man von einemRepellor, wenn es keine noch so kleine UmgebungUδ(y) gibt, die die Be-
dingung für den Attraktor erfüllt. Damit sind Repelloren instabile Fixpunkte.Sattelpunkte
können beim Einführen einer weiteren Dimension entstehen. Ist ein Fixpunkt in einer Ebene
ein Attraktor, in der dazu senkrechten Ebene jedoch ein Repellor, so handelt es sich um einen
Sattelpunkt. Existieren mehrere Attraktoren, so werden deren Einzugsgebiete (Bassins) durch
eineSeparatrixgetrennt, die ein Repellor ist. Der Weg aus einem Punkt im Bassin in den
zugehörigen Attraktor wirdTransientegenannt, der Wechsel von einem Attraktor in einen
anderen Attraktor mit Überquerung der Separatrix heißtPhasenübergang.
Zur Bestimmung der Art der Fixpunkte wird das dynamische System (2.150) im Fixpunkt
y0 für kleine Auslenkungen linearisiert. Es ergibt sich eine Gleichung der Form (2.133),
worin A die JACOBI-Matrix im Fixpunkt darstellt. Lokale Stabilität liegt vor, wenn keiner
der Eigenwerte vonA einen positiven Realteil besitzt. Eine genauere Klassifizierung ist nach
folgendem Schema möglich:
Art des Fixpunktes Bedingungen
stabiler Fokus spA < 0, detA > 0, (spA)2 < 4detA
instabiler Fokus spA > 0, detA > 0, (spA)2 < 4detA
stabiler Knoten spA < 0, detA > 0, (spA)2 > 4detA
instabiler Knoten spA > 0, detA > 0, (spA)2 > 4detA
Sattelpunkt detA < 0
Tabelle 2.2: Stabilitätseigenschaften der Fixpunkte und zugehörige Bedingungen.
Die plötzliche Änderung des Verhaltens (Attraktor/Repellor), das Verschwinden und das Ent-
stehen von Fixpunkten durch die stetige Änderung eines Systemparameters kennzeichnet
also den Bifurkationspunkt. Der maßgebliche Parameter wird als Bifurkationsparameter be-
zeichnet. Bei lokalen Bifurkationen handelt es sich um Kollisionen von Attraktoren, Repel-
loren und Sattelpunkten, die durch die Änderung des Bifurkationsparameters auftreten und
die über die Eigenwerte erkannt werden können. Damit kennzeichnet eine Änderung der Sta-
bilität der Fixpunkte (stabil→ instabil, instabil→ stabil) ebenfalls den Bifurkationspunkt.
Bei globalen Bifurkationen, die im weiteren nicht betrachtet werden, kollidieren nicht die
Attraktoren, Repelloren und Sattelpunkte selbst, sondern deren Einzugs- beziehungsweise
Abstoßungsgebiete, so daß sich das globale Verhalten ändert. Globale Bifurkationen können
nicht über die Eigenwerte berechnet werden.
Man unterscheidetkatastrophische (catastrophic)Bifurkationen vonsubtilen (subtle)Bifur-
kationen. Bei katastrophischen Bifurkationen führt eine minimale Änderung des Bifurkati-
onsparameters zu einer sehr großen Änderung des Systemverhaltens. Das ist beispielsweise
der Fall, wenn im Bifurkationspunkt ein Attraktor verschwindet oder zumindest nicht stetig
fortgesetzt wird. Die subtilen Bifurkationen kommen seltener vor, man erkennt sie im Bi-
furkationsdiagramm daran, daß Attraktoren nicht einfach verschwinden, sondern zumindest
eine stetige Fortsetzung in einem anderen Zweig haben.
30 KAPITEL 2. GRUNDLAGEN STOCHASTISCHER DYNAMISCHER SYSTEME
Bei eindimensionalen, autonomen Differentialgleichungen
ẏ = f(y,µ) (2.151)
treten folgende wichtige Arten von Bifurkationen [101] auf, deren Bifurkationsdiagramme
in den Abbildungen 2.2 bis 2.4 ersichtlich sind:
1. Tangenten-Bifurkation(auch: regulärer Umkehrpunkt, limit point, saddle-node, nose
oder knee):∂µ
∂y
wechselt am kritischen Punkt(µ0, y0) sein Vorzeichen, ein instabiler
Sattelpunkt geht dabei in einen stabilen Knoten über, oder umgekehrt (deshalb auch
Sattel-Knoten-Bifurkation). Superkritisches Verhalten tritt fürfyy(µ0,y0)
fµ(µ0,y0)
< 0, subkriti-





ẏ = µ− y2
Fixpunkte beiy(1),(2)0 = ±
√
µ für µ > 0
II. subkritisch:
ẏ = µ + y2
Fixpunkte beiy(1),(2)0 = ±
√−µ für µ < 0
Das Stabilitätsverhalten der Fixpunkte ist jeweils über das obige Schema gegeben.
2. Transkritische Bifurkation: Zwei Fixpunkte schneiden sich im Bifurkationspunkt, wo-
bei sie ihre Stabilität austauschen. Superkritisches Verhalten tritt fürfyy(µ0,y0)
fµy(µ0,y0)
< 0,





ẏ = µy− y2
Die Fixpunkte sind mity(1)0 = 0 undy
(2)
0 = µ gegeben.
II. subkritisch:
ẏ = µy + y2
Die Fixpunkte sind mity(1)0 = 0 undy
(2)
0 = −µ gegeben.
3. Heugabel-Bifurkation (pitchfork bifurcation):
Superkritisches Verhalten tritt fürfyyy(µ0,y0)
fµy(µ0,y0)
< 0,




I. Ein stabiler Fixpunkt geht in zwei stabile und einen instabilen Fixpunkt über (super-
kritische Bifurkation):
ẏ = µy− y3
oder:
II. Ein instabiler Fixpunkt geht in zwei instabile und einen stabilen Fixpunkt über
(subkritische Bifurkation):
ẏ = µy + y3
Die wichtigste Bifurkation für höherdimensionale Systeme von Differentialgleichungen ist
die HOPF-Bifurkation, bei der ein stabiler Grenzzyklus von einem Fixpunkt abzweigt. Sie
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Abbildung 2.2: Bifurkationsdiagramme. Links superkritische, rechts subkritische Tangenten-
Bifurkation. Stabile Äste sind durchgezogen, instabile Äste sind strichliert dargestellt.






















Abbildung 2.3: Bifurkationsdiagramme. Links superkritische, rechts subkritische transkriti-
sche Bifurkation. Stabile Äste sind durchgezogen, instabile Äste sind strichliert dargestellt.


























Abbildung 2.4: Bifurkationsdiagramme. Links superkritische, rechts subkritische Heugabel-
Bifurkation. Stabile Äste sind durchgezogen, instabile Äste sind strichliert dargestellt.
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entspricht in Polarkoordinaten einer Heugabel-Bifurkation des Radialanteils. Die Begriffe
super- und subkritisch gelten analog für dieHOPF-Bifurkation und es existieren ebenfalls
mathematische Bedingungen dafür, den Typ zu bestimmen. Allerdings werden hierfür die
Koeffizienten der dritten Näherung der nichtlinearen Koeffizienten benötigt. Mit einer Trans-
formation auf Polarkoordinaten kann man diese Fragestellung in der Amplitude auf das ein-
dimensionale Problem der Heugabel-Bifurkation zurückführen während die Winkelkoordi-
nate mit konstanter Winkelgeschwindigkeit keine Bifurkation aufweist.
Bei der Untersuchung des Verzweigungsverhaltens nichtlinearer stochastischer dynamischer
Systeme unterscheidet man zwei unterschiedliche Herangehensweisen. In [7] werden die
Begriffe D-Bifurkation und P-Bifurkationeingeführt. Sie stehen für dendynamischenund
für denphänomenologischenAnsatz, wobei in der vorliegenden Arbeit die P-Bifurkation in
Betracht gezogen wird.
Die D-Bifurkation betrachtet den Stabilitätsverlust invarianter Maße und das Entstehen neu-
er invarianter Maße bei Veränderung des Bifurkationsparameters. Der dynamische Ansatz
ist daher unter dem Blickwinkel, daß ein invariantes Maß das stochastische Analogon ei-
nes Fixpunktes ist, eine Verallgemeinerung der deterministischen Bifurkationstheorie. Die
Stabilität invarianter Maße wird durchLJAPUNOW-Exponenten beschrieben, die mit dem
multiplikativen Ergodentheorem [67] gegeben sind, siehe zum Beispiel in [28], [87] und
[98]. Die Behandlung des zur D-Bifurkation gehörenden stochastischen Attraktors und der
stochastischen Separatrix ist in [41] und in [71] zu finden.
Der phänomenologische Ansatz untersucht qualitative Änderungen der Dichteverteilungen
stationärer Maße, die durch eine Änderung des Bifurkationsparameters hervorgerufen wer-
den. Hierzu zählt die Entstehung, Vermehrung und Auslöschung von Spitzen wie auch von
Tälern der Wahrscheinlichkeitsverteilungsdichte in Abhängigkeit des Systemparameters. Al-
lerdings besteht kein Zusammenhang zwischen der P-Bifurkation und der überLJAPUNOW-
Exponenten beschriebenen stochastischen Stabilität [7]. Stationäre Maße und ihr qualitatives
Verhalten spielen jedoch in den Anwendungen eine wichtige Rolle. So wird in der stocha-
stischen Strukturmechanik ein stationäres Maß als Antwort eines mechanischen Systems auf
eine stationäre stochastische Anregung bezeichnet [54].
Die analytischen Aussagen über die stochastischen Attraktoren und Separatrizen bei der
Untersuchung einer D-Bifurkation sind dann ebenfalls nicht mehr uneingeschränkt auf die
Struktur einer P-Bifurkation übertragbar. Es ist somit wünschenswert, Kriterien zu finden,
die eine phänomenologische Untersuchung an bekannte Begriffe anlehnt. Lediglich die Um-
schreibung für einen Punkt auf einer stochastischen Separatrix kann übernommen werden.
Für diese Punkte gilt, daß die Wahrscheinlichkeit, mit dem nächsten Zuwachs in einem der
beiden angrenzenden Bassins zu landen, jeweils0,5 betragen muß. Aufschlußreiche Infor-
mationen können über die Extremwerte in der stationären Verteilungsdichte erlangt wer-
den. Es erscheint daher sinnvoll, die relativen Maxima als stochastische P-Attraktoren und
die relativen Minima als stochastische P-Repelloren oder gegebenenfalls als stochastische
P-Separatrizen zu bezeichnen, womit ein Analogon zum deterministischen Fall und zur D-
Bifurkation geschaffen werden kann.
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2.4 Anregungsmodelle
Die regellose Schwingungsanregung physikalischer dynamischer Systeme kann als statio-
närer stochastischer Prozeß aufgefaßt werden, der einerseits durch Meßdaten, andererseits
durch statistische Größen vollständig charakterisiert werden kann. Um Simulationen dyna-
mischer Systeme durchführen zu können, werden jedoch Trajektorien der Anregungspro-
zesse benötigt, die es zu erzeugen gilt. Eine ausschließliche Verwendung von Meßdaten er-
möglicht keine allgemeine Untersuchung, da einerseits viel Speicherplatz und Übertragungs-
bandbreite benötigt wird und andererseits immer nur Meßdaten verwendet werden können,
die tatsächlich vorliegen. Es ist daher im Sinne allgemeiner Untersuchungen, daß konstruk-
tive Verfahren zur Verfügung stehen, mit welchen künstlich stochastische Prozesse erzeugt
werden können, die bestimmten gewünschten physikalischen Anforderungen entsprechen.
Damit ist zusätzlich eine exakte Wiederholbarkeit der Simulation sowie das einfache Variie-
ren ausgewählter Parameter gewährleistet.
Das weiße Rauschen beziehungsweise derWIENER Prozeß stellen keine physikalisch reali-
sierbaren Prozesse dar, da sie von unbeschränkter Variation sind und für ihre Verwirklichung
eine unendlich große Leistung erforderlich wäre. Die herausragende Stellung desWIENER
Prozesses, die sich zunächst aus mathematischer Notwendigkeit ergab, bleibt dennoch beste-
hen, da es sich um einen Grenzprozeß handelt, aus dem neue Prozesse mit gewünschten sta-
tistischen Eigenschaften durch Herausfilterung unerwünschter Frequenzen mittels Gewich-
tung der Amplituden erzeugt werden können. Zudem stellt er eine ideale Grundlage zur
Charakterisierung und zum Vergleich dynamischer Systeme dar. Im mathematischen Mo-
dell geschieht die Filterung durch mindestens eine zusätzliche Gleichung, die den gefilterten
Prozeß beschreibt.
Viele technisch relevante Anregungsprozesse weisen Tiefpaßcharakter auf. Sie entsprechen
dem in Tabelle 2.1 aufgeführten roten Rauschen, dessen spektrale Leistungsdichte umge-
kehrt proportional zum Quadrat der Frequenzen ist. Da die Rauschleistung in realisierbaren
Prozessen begrenzt ist, flacht die Leistungsdichtekurve im Bereich niedriger Frequenzen ab.
2.4.1 Filter mit Nichtlinearität im Diffusionsterm
Das folgende nichtlineare Filter
Żt = −ωgZt +
√
a2 −Z2t σ ξt (2.152)
mit der Nichtlinearität im Diffusionsterm weist bei der Eck- oder Grenzfrequenzωg einen
Knick im Schaubild der spektralen Leistungsdichte auf, so daß Frequenzen oberhalbωg mit
steigender Frequenz herausgefiltert werden, siehe Abbildung 2.5.
Die zugehörigeITÔ-Gleichung




a2 −Z2t σ dWt (2.153)



















(a2 − z2)σ2 p(z, t)] , (2.154)

















































Abbildung 2.6: Verteilungsdichtenp(z) für das Filter nach Gleichung (2.152). Bei diesen
Parameterwerten verschwindet die Verteilungsdichte an den Rändern.
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Abbildung 2.7: Verteilungsdichtenp(z) für das Filter nach Gleichung (2.152) mit Gleichver-
teilung (links) und singulärem Rand (rechts).





















2) , z ∈ [−a, a] (2.155)
besitzt. Hierin bedeutetΓ(·) die sogenannte Gamma-Funktion, die auch alsEULERsches











du mit x ∈ R+0 . (2.157)
Bildlich ausgedrückt ist die Gamma-Funktion eine Verallgemeinerung der nur für natürliche
Zahlen definierten Fakultät. Für den Sonderfalln ∈ N+ gilt dannΓ(n) = (n− 1)! [56].
Die Amplitude des Filters (2.152) ist auf das Intervall[−a, a] begrenzt und überωg undσ















= 0 erhält man eine Gleichverteilung über das gesamte Intervall. In Abbil-
dung 2.6 und 2.7 sind für die drei Fälle die Verteilungsdichten über der normierten Ampli-




ergeben sich zusätzlich zwei Wendepunkte in
der Verteilungsdichte an der Stellez = ±aσ(2ωg − 2σ2)− 12 , so daß eine Glockenkurve ent-
steht, die jedoch im Gegensatz zurGAUSSschen Glockenkurve nicht asymptotisch verläuft,
sondern an den Rändernz = −a undz = a tatsächlich verschwindet.
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Abbildung 2.8: Verteilungsdichtenp(z) für das Filter nach Gleichung (2.158). Bei diesen
Parameterwerten verschwindet die Verteilungsdichte an den Rändern.
2.4.2 Filter mit Nichtlinearität im Driftterm
Das folgende Filter
Żt = −ωg tan( π
2a
z) + σξt (2.158)
besitzt die Nichtlinearität im Driftterm, so daß der Korrekturterm nachWONG-ZAKAI ver-
schwindet und dieITÔ-Gleichung mit derSTRATONOWITSCH-Gleichung identisch ist
dZt = −ωg tan( π
2a
z)dt + σdWt , (2.159)





















= 0 . (2.160)























, z ∈ [−a, a]. (2.161)
Die Nichtlinearität im Driftterm führt zu Schwierigkeiten in der Bildung der Korrelations-
funktion. Auch hier gibt es für verschiedene Parameterwerte vonωg drei grundsätzlich un-
terschiedliche Verteilungsdichten, wie die Abbildungen 2.8 und 2.9 zeigen. Fürωg > πσ
2
4a































Abbildung 2.9: Verteilungsdichtenp(z) für das Filter nach Gleichung (2.158) mit Gleichver-
teilung (links) und singulärem Rand (rechts).
Für ωg = 0 liegt eine Gleichverteilung fürz im Intervall [−a, a] vor, während für negatives
ωg die Verteilungsdichte an den Intervallrändern singulär wird. Die Spektraldichte ist in Ab-
bildung 2.10 angegeben. In beiden Filtern verursachen die Parameter mit der Singularität in
der Verteilungsdichte numerische Schwierigkeiten.
2.4.3 Lineare Filtersysteme
Das lineare Tiefpaßfilter













dessen Graph in Abbildung 2.11 zu sehen ist. Den Tiefpaßcharakter veranschaulicht Abbil-
dung 2.12.
Eine Möglichkeit, Trajektorien stochastischer Prozesse mit vorgegebener Leistungsspektral-
dichte zu erzeugen, ist in klassischer Weise durch die Synthese harmonischer Funktionen
mit Zufallskomponenten vonSHINOZUKA [86] undRICE [78] entwickelt worden. Nachtei-
lig hierbei ist die große Zahl notwendiger harmonischer Funktionen und damit verbunden
eine große Zahl an Parametern, um befriedigende Näherungen zu erhalten. Außerdem wer-
den hierdurch nur Signale mit einem dichten Linienspektrum und nicht mit einem kontinu-
ierlichen Spektrum erhalten. Das vonWEDIG [96] vorgeschlagene Verfahren zur Erzeugung





















stationärer Prozesse vermeidet diese Nachteile. Demnach liefert ein lineares dynamisches
System unterGAUSSscher weißer Rauschanregung im stationären Zustand den gesuchten
Prozeß. Eine Anpassung der Systemparameter gestattet es, eine vorgegebene Leistungsspek-
traldichte fast beliebig zu approximieren. Dieses Verfahren wurde in [2] weiterentwickelt.
Üblicherweise werden die Spektraldichten doppelt logarithmisch aufgetragen, so daß es sinn-
voll ist, die zu approximierende Leistungsspektraldichte durch eine stetige, in doppelt loga-
rithmischem Sinne stückweise lineare Kennlinie als VorgabespektrumSvy (ω) anzunähern.
Bei geeigneter Wahl der Frequenzstützstellenωi und der zugehörigen IntensitätenXi kann
unter Einhaltung gewisser Randbedingungen fast jede Leistungsspektraldichte beliebig ge-
nau beschrieben werden.





für ωi ≤ ω < ωi+1
Xi ≥ 0 ; αi = log(Xi+1/Xi)
log(ωi+1/ωi)
; i = 0,1, . . . , k (2.165)
ω0 = 0 ; ωk+1 =∞ ; α0 ≥ 0 ; αk ≤ −2 .
Die Integrabilitätsbedingungen (2.64) und (2.65) erfordern eine Beschränkung der Steigun-
genα0 am Anfang undαk im Auslauf des Spektrums in der angegebenen Weise.
Die Generierung des gesuchten Prozesses erfolgt durch ein lineares dynamisches Systemn-
ter Ordnung, das durch einenGAUSSschen weißen Rauschprozeßξt gemäß Abschnitt 2.2.6
angeregt wird. Dadurch erhält man aufgrund der Transformationseigenschaft linearer Syste-

























































Abbildung 2.13: SpektraldichtenSy(ω) für unterschiedliche Systemparameter nach (2.168).
Gemeinsame Parameter:a1 = 1, a2 = 10, b0 = 3. Durchgezogene Linie:a0 = 0,1, b1 = 20.










= ξt , an 6= 0 . (2.167)
Das lineare dynamische System (2.166) mit dem ZwischenprozeßZt gemäß (2.167) liefert




1 − 2b0b2)ω2 + · · ·+ b2n−1ω2n−2
a20 + (a
2
1 − 2a0a2)ω2 + · · ·+ a2nω2n
. (2.168)
Eine direkte Anpassung von (2.168) an das VorgabespektrumSvy (ω) führt auf ein praktisch
kaum lösbares Optimierungsproblem. Die zu bestimmenden Systemparameter können je-
doch auf lineare Weise ermittelt werden, indem der Korrelationsdifferentialoperator des Sy-
stems an die Vorgabe angepaßt wird [97]. Dadurch können die homogenen Parameterai
linear berechnet werden. Die verbleibenden inhomogenen Parameterbi rgeben sich durch
Abstimmung der Systemkorrelationsfunktion auf die entsprechenden Anfangswerte der Vor-
gabekorrelationsfunktion. Mit diesem Verfahren erhält man suboptimale Lösungen, die je-
doch in den meisten Fällen befriedigen. Eine höhere Approximationsgüte wird durch ein
nichtlineares Verfahren erreicht, das in [2] vorgestellt wird. Der Rechenaufwand erhöht sich
aber stark. Abbildung 2.13 zeigt beispielhaft zwei unterschiedliche Spektraldichten eines




Die LösungXt einer stochastischen Differentialgleichung (2.112) beziehungsweise (2.113)
ist zunächst aufgrund des stochastischen Charakters nicht im klassischen Sinn interpretier-
bar, vielmehr bedarf es einer durch den in Abschnitt 2.2 erwähnten Fundamentalsatz von
KOLMOGOROWlegitimierten Beschreibung des invarianten resp. stationären Maßes der Ver-
teilungsdichte des stochastischen Prozesses. Zwei grundsätzliche Methoden werden hierbei
unterschieden, und zwar die numerische und die analytische Beschreibung.
3.1 Monte-Carlo-Simulation
Bei der Monte-Carlo-Simulation wird eine Lösungstrajektorie durch numerische Integration
der stochastischen Differentialgleichung erzeugt. Unter der Annahme von Ergodizität (2.60)
für den ProzeßXt bezüglich einer zu definierenden Funktiong(Xt) ist es nun möglich, aus
einer hinreichend langen Beobachtung die VerteilungsdichtepX(x) zu ermitteln. Für jeden
Zeitschritt wird der erhaltene Ereignisvektor nach einem festzulegenden Raster diskretisiert
und nach einer Summation über alle Zeitschritte einer statistischen Auswertung unterzogen,
wodurch die Häufigkeitsverteilung für den Ereignisvektor erhalten wird. Für den skalaren
Fall, der komponentenweise auf Gleichungssysteme angewendet wird, erhält man bein Zeit-





= P (xi ≤ x ≤ xi + ∆xi). (3.1)
Darin bedeutet|{·}| die Mächtigkeit oder Kardinalität einer Menge und gibt somit die Anzahl
der Elemente an. Bei langer SimulationsdauerT , hinreichend kleinen Zeitschritten∆t und










Um die stochastischen Elemente bei der Erzeugung der Trajektorie zu berücksichtigen, wer-
den Folgen von Zufallszahlen benötigt. Physikalische Methoden scheiden für die digitale Si-
mulation aus Praktikabilitätsgründen aus. Daher wurden rekursive Methoden entwickelt, um
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Folgen zufälliger und möglichst unkorrelierter Zufallszahlen mit großer Periode und mög-
lichst gleichmäßiger Verteilung im Intervall[0,1[ zu erzeugen. Einer der ersten Algorithmen
war der sogenannte Middle-Square-GeneratorVON NEUMANNs, der in den frühen vierziger
Jahren des zwanzigsten Jahrhunderts entwickelt wurde [65]. Ihm haftet jedoch der Fehler
an, daß er sich schon nach einer kurzen Folge wiederholt. Generell haftet dieser Fehler na-
türlich allen algorithmisch erzeugten Zufallszahlen an1, so daß man von Pseudozufallszah-
len spricht. Es kann daher nur versucht werden, die Periodenlänge so groß wie möglich zu
halten. Andere Pseudozufallszahlengeneratoren, die zwar besser sind als der Middle-Square-
Generator, aber immer noch nicht richtig befriedigend sind dieFIBONACCI- und Schiebere-
gistergeneratoren.
Die heute meistens eingesetzten Pseudozufallszahlengeneratoren sind aufLEHMER zurück-
gehende lineare Kongruenzgeneratoren [49] der Form2
xi modm = a · xi−1 + b, mit Anfangswertx0; {x0, a, b} ∈ Z, m ∈ N+, (3.3)
oder als Äquivalenz geschrieben
xi ≡ a · xi−1 + b (modm) , mit Anfangswertx0; {x0, a, b} ∈ Z, m ∈ N+, (3.4)
wobei die maximale Periodenlängem dann erreicht wird, wenn die Parametera, b und m
den Bedingungen des Satzes vonKNUTH genügen:
1. ggT(m,b) = 1 (ggT - größter gemeinsamer Teiler)
2. a ≡ 1 (modp) für alle Primteilerp vonm
3. a ≡ 1 (mod4) , falls 4 ein Teiler vonm ist.
Für ein tiefergehendes Verständnis sei auf die Literatur wie beispielsweise [1] oder [50]
verwiesen.
Die mit (3.4) erzeugten Pseudozufallszahlen sind im Intervall[0,1[ annähernd gleichverteilt.







zwei standardnormalverteilte ZufallszahlenfolgenR1n undR2n erzeugen. Numerisch robu-
ster und schneller [39] ist die Polarform [43] derBOX-MULLER-Transformation, die als
Polar-MARSAGLIA-Transformation [59] bezeichnet wird









mit Wn = (2Un − 1)2 + (2Vn − 1)2 ≤ 1 . (3.6)
1J. VON NEUMANN wird bspw. zitiert in D. E. Knuth: The Art of Computer Programming, Vol. 2, 1968:
„Anyone who considers arithmetical methods of producing random numbers is, of course, in a state of sin“.
2In der Zahlentheorie heißen zwei Zahlena undb kongruent modulom, mit {a, b} ∈ Z, m ∈ N+, wennm
die Differenz(a− b) teilt.
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Die Bedingung(2Un− 1)2 +(2Vn− 1)2 ≤ 1 wird entsprechend dem Flächenverhältnis eines
Viertelkreises zum Quadrat dessen Radius’ mit einer Wahrscheinlichkeit vonπ/4 ≈ 0,79
erfüllt, wobei die zu großen Werte vonWn einfach verworfen werden.
Um verschiedene Diskretisierungsverfahren einschätzen und vergleichen zu können, bedarf
es einer Quantifizierung ihrer Konvergenzrate. Nach [39] heißt eine allgemeine zeitdiskrete
ApproximationX∆t(T ) stark konvergent mit Ordnungγ > 0 zur ZeitT , wenn eine positive
KonstanteC, die nicht von∆t abhängt, existiert, so daß
E[|XT −X∆tT |] ≤ C · (∆t)γ (3.7)
gilt. Man spricht von schwacher Konvergenz der Ordnungβ, wenn
|E[g(Xt)]−E[g(X∆tT )]| ≤ C · (∆t)β (3.8)
erfüllt ist.
Die Diskretisierung des stochastischen Differentialgleichungssystems wurde nach der Me-
thode vonMARUYAMA [60] vorgenommen, die ein explizites stochastischesEULER-Verfah-
ren darstellt, in welchem der Differentialquotient durch einen Differenzenquotienten ersetzt
wird. Damit wird die stochastische Differentialgleichung (2.112) zu
Xn+1 −Xn = f(tn,Xn)∆tn + G(tn,Xn)∆Wn (3.9)
mit den Differenzen









mit AnfangswertenX0. Wegen der nicht vorgreifenden Eigenschaft des explizitenEULER-
Verfahrens wird das stochastische Integral an der unteren Integrationsgrenze ausgewertet,
so daß als Grundlage zur Diskretisierung in diesem Falle eineITÔ-Gleichung dienen muß.




Somit erhält man aus der stochastischen Differentialgleichung (2.127) bzw. (2.128)
Xn+1 −Xn = f(tn,Xn)∆t + G(tn,Xn)Rn
√
∆t . (3.13)
Das stochastischeEULER-Verfahren ist mitγ = 0,5 stark konvergent und mitβ = 1 schwach
konvergent. Weitere Verfahren zur Diskretisierung sind in [39] zu finden.
Der große Vorteil numerischer Verfahren (insbesondere des Verfahrens nachEULER-MARU-
YAMA ) gegenüber analytischen Methoden ist die einfache und schnelle Anwendbarkeit auf
unterschiedliche Systemgleichungen. Ein weiterer Vorteil liegt darin, daß als Anregungsgrö-
ßen neben numerisch erzeugten Prozessen auch gemessene Trajektorien verwendet werden
können. Der Nachteil der benötigten Simulationsdauer schwand mit jeder Generation neuer
und schnellerer Rechner, so daß er schon heute kaum mehr ins Gewicht fällt. Allerdings wird
bei jeder Änderung der Parameter eine neue Simulation nötig. Die Ergebnisse analytischer
Methoden erlauben dagegen rasch durchführbare Parametervariationen und eine Diskussion
der Verteilungsdichtefunktionen.
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3.2 Lösung der Fokker-Planck-Kolmogorow-Gleichung
Mit Hilfe der FOKKER-PLANCK -KOLMOGOROW-Gleichung (FPK-Gleichung) (2.103) wird
eine lineare elliptische (deterministische) partielle Differentialgleichung für das stochasti-
sche Problem (2.127) angegeben, deren Lösungp(x, t) den stochastischen ProzeßXt gemäß













[bij(x, t)p(x, t)] = 0 . (3.14)
Da die Koeffizienten im allgemeinen nicht konstant sind, ist es nur für äußerst wenige Spezi-
alfälle möglich, die gesuchte Verteilungsdichte in analytisch geschlossener Form anzugeben.
Ein mögliches Näherungsverfahren zur Berechnung „schwacher Lösungen“ der FPK-Gleichung
beruht auf der Reihenentwicklung der gesuchten Verteilungsdichte in orthogonale Funktio-
nen. Eine Lösungp(x, t) der FPK-Gleichung wird „starke Lösung“ genannt, wennp(x, t) im
Definitionsbereich zweimal stetig differenzierbar ist und der Gradient vonp(x, t) stetig auf
dem Rand fortgesetzt werden kann. Der Lösungsbegriff kann jedoch erweitert werden, so
daß auch Funktionen, die nicht die vollen Anforderungen an die Differenzierbarkeit erfüllen,
als Lösungen zugelassen werden können. Diese Lösungen, die dann schwächere Anforde-
rungen, wie beispielsweise die physikalische Annahme des Prinzips der geringsten Arbeit,
erfüllen, werden „schwache Lösungen“ genannt. Starke Lösungen sind immer auch schwa-
che Lösungen, die Umkehrung gilt natürlich nicht generell. Daß es sinnvoll und notwendig
ist, den Begriff der schwachen Lösung einzuführen, zeigt unter anderem das Beispiel der
Saite mit knickförmiger Anfangsgestalt als Lösung der eindimensionalen Wellengleichung.
Zur Definition schwacher Lösungen wurde mit der Entwicklung eines verallgemeinerten
Funktionsbegriffs und der damit ermöglichten Einführung verallgemeinerter Ableitungen
[26] das Hindernis der Differenzierbarkeit überwunden. Ein anderer Weg zur Definition
schwacher Lösungen, auchLERAY-HOPF-Lösungen genannt, vermeidet das Problem der
Differenzierbarkeit und führt über die Verwendung von adjungierten Differentialoperatoren
und Testfunktionen [52], [31].
Sei L ein linearer Differentialoperator auf einem GebietΩ ⊂ Rn. Eine Funktionu heißt






u(L†ϕ)dnx = 0 (3.15)
für alle Testfunktionenϕ gilt. Im Falle stationärer stochastischer Prozesse wird (3.15) mit
demFOKKER-PLANCK -Operator als linearem OperatorL = LFP und mit der Verteilungs-
dichte als Lösungu = p(x) wegen (2.108) erfüllt. Das heißt, daß alle Lösungen der statio-
närenFOKKER-PLANCK -KOLMOGOROW-Gleichung (3.14) zumindest schwache Lösungen
sind.
Mit einer geeigneten Koordinatentransformation gemäß [36] wird somit die Verteilungsdich-
tep(u1, . . . , u2d−1) in






ck1,...,k2d−1fi1(u1) · · ·fi2d−1(u2d−1) (3.16)
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entwickelt. Eine geeignete Wahl der Ansatzfunktionenfi1(u1) · · ·fi2d−1(u2d−1) ist hierbei
von großer Wichtigkeit. Aufgrund unterschiedlicher Periodizität werden inϕ1-Richtung2π-
periodische und in allen anderen Richtungenπ-periodische Funktionen eingesetzt. Wegen
Gleichung (2.28) gilt für die Verteilungsdichte in transformierten Koordinaten
p(x) = p(u) · |J | , u = (ϕ1, . . . , ϕd−1, a1, . . . ad)T . (3.17)









Pn(a)Pm(a)g(a)da = cmδnm =
{
cm für n = m
0 für n 6= m (3.19)
mit der Gewichtsfunktiong(a) auf dem Intervall[c, d] erfüllen müssen. Ohne Beschränkung
der Allgemeinheit kann mite00 = 1 normiert werden, dann wird (3.19) zur Orthonormali-
tätsbedingung mitcm = 1. Über eine stochastische Mittelwertbildung in den Winkeln läßt
sich aus der verbleibenden FPK-Gleichung eine Lösung für die nullte Näherung der Rand-
verteilungsdichtep0(a) der Amplituden angeben, die als Gewichtsfunktiong(a) in (3.19)










Pn(a)p(a)da (n = 1,2, . . .) , (3.21)
und mit (3.18) und der beschriebenen Normierung ergibt sich
C0 = 1 , Cn =
n∑
k=0
enk mk (n = 1,2, . . .) , (3.22)




akp(a)da (k = 1,2, . . .) . (3.23)
Ist p(a) als Ergebnis einer experimentellen Schwingungsanalyse in Form von Zahlentabellen
oder graphisch vorhanden, so kann mit den o.g. Mitteln eine analytische Näherung für die
Verteilungsdichte angegeben werden, um die Meßdaten für weitere Rechnungen nutzbar zu
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machen. Wird jedoch eine theoretische Schwingungsanalyse durchgeführt, so sind diek-ten




akp0(a)da (k = 1,2, . . .) (3.24)
zu berechnen. Zur Bestimmung derenk für (3.22) wird über die Orthonormalitätsbeziehung


















































































aufgestellt und vereinfacht zu∫ ∞
0
[e00a0en0a0 + e00a0en1a1 + e00a0en2a2 + . . . + e00a0ennan]p0(a)da = 0
∫ ∞
0





[ennanen0a0 + ennanen1a1 + ennanen2a2 + . . . + ennanennan]p0(a)da = 1
beziehungsweise

m0 m1 · · · mn
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worin enn frei wählbar ist.
Von Vorteil bei diesem Verfahren ist, daß die Näherungslösung analytisch vorliegt und des-
wegen Parametervariationen leicht durchgeführt werden können. Auf der anderen Seite gibt
es allerdings Nachteile, so ist die Ermittlung einer geeigneten Koordinatentransformation
sowie der orthogonalen Polynome sehr stark von den zu untersuchenden Systemgleichungen
abhängig und zeitaufwendig. Zudem kann es vorkommen, daß in den Randbereichen der so
erhaltenen Näherungen für die Verteilungsdichten negative Werte auftreten, die definitions-
gemäß nach dem erstenKOLMOGOROWschen Axiom ausgeschlossen sind. Bei komplexeren
Systemen ist nicht nur die Aufstellung der Ansatzfunktionen schwieriger, es kommt noch
hinzu, daß die Randbedingungen in manchen Fällen aus Monte-Carlo-Simulationen gewon-
nen werden müssen [94].
3.3 Mehrparametrige Approximation
Ein stochastischer Prozeß ist durch die Angabe seiner Verteilungsdichte vollständig beschrie-
ben. Wie schon in Abschnitt 2.2.1 bemerkt, kann der Prozeß näherungsweise durch die An-
gabe der Momente der Verteilungsdichte charakterisiert werden. Normalverteilte Prozesse
sind sogar durch die Angabe lediglich des Mittelwertvektorsmx und durch die Kovarianzma-
trix C gegeben. Bei linearen Systemen bleibt dieGAUSS’sche Eigenschaft eines Eingangs-
signals erhalten, so daß auch das Ausgangssignal normalverteilt ist. Nichtlineare Systeme
„verzerren“ die Verteilungsdichte, häufig aber kann bei einemGAUSS’schen Eingangssignal
einGAUSS-ähnliches Ausgangssignal erwartet werden, was natürlich von der Nichtlinearität
des Systems abhängt.
Die Ansatzfunktion für die Verteilungsdichte wird also auf der Basis einer Normalverteilung
oder einer anderen Verteilung, die der vermuteten Lösung nahe kommt, angenommen. Hierin
werden an geeigneter Stelle noch zusätzlich freie Parameter eingefügt, die an die Momente
angepaßt werden. Weitere Bedingungen, wie beispielsweise ein Übergang zu exakten Lö-
sungen für bestimmte Parameter, können ebenso durch freie Parameter erfüllt werden. Es ist
jedoch nicht immer ganz einfach, geeignete Ansatzfunktionen hierfür zu finden, was eini-
ges an Erfahrung erfordert. Einige Möglichkeiten hierzu werden in den Beispielsrechnungen
beschrieben.





Betrachtet werde das dynamische System erster Ordnung
ẋ = (µ− γx2)x, γ > 0 , (4.1)








∀ µ > 0 besitzt. Die
Vorzeichen der Eigenwerte derJACOBI-Matrix geben nun in Abhängigkeit vonµ an, daßx0
für µ < 0 sowiex1 undx2 für µ > 0 Attraktoren sind. Allerdings ändert sich das Vorzeichen
von x0 mit wachsendem Parameterµ, so daß aus dem Attraktor beiµ = 0 ein Repellor
wird. Im Bifurkationspunkt dieser als superkritische Heugabel- oder Pitchfork-Bifurkation
bezeichneten Verzweigung wird ein stabiler Fixpunkt instabil, gleichzeitig entstehen zwei
stabile Äste von Fixpunkten, die im Bifurkationspunkt beginnen. Es handelt sich daher um
eine subtile Bifurkation, siehe Abbildung 4.1.






Abbildung 4.1: Fixpunkte des Systems (4.1) fürγ = 1. Stabile Fixpunkte (durchgezogen)
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4.1.1 Multiplikative Anregung
Im folgenden wird nun der Einfluß einer weißenGAUSSschen Rauschanregung untersucht,
die auf den Bifurkationsparameter additiv, im ganzen jedoch multiplikativ auf die Zustands-
variable einwirkt. Das System wird durch die gewöhnliche Differentialgleichung
ẋ =
(
(µ + σξt)− γx2
)
x, γ > 0 (4.2)
beschrieben, worinξt das weiße Rauschen undσ dessen Intensität symbolisieren. Formal





dt + σXt ◦ dWt (4.3)








dt + σXt dWt , (4.4)

















[x2σ2 p(x, t)] = 0 (4.5)
liefert für den stationären Fall∂ p(x,t)
∂t
= 0 sowie mit der Ausstrahlungsbedingung
∞∫
−∞
p(x)dx <∞ ∧ lim
x→∞
p(x) = 0 (4.6)
und mit der Normierungsbedingung
∞∫
−∞


















, µ > 0 (4.8)
und fürµ ≤ 0
p(x) = δ(x) mit
{
δ(x) =∞ für x = 0
δ(x) = 0 für x 6= 0 , (4.9)
wodurch der stochastische ProzeßXt aus (4.4) vollständig beschrieben ist.
Ausgehend von (4.4) erhält man gemäß (3.13) die Berechnungsvorschrift für die Monte-
Carlo-Simulation zu
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wobei die Trajektorie für festesσ, γ undµ in X für eine genügend groß zu wählende An-
zahl an Rechenschritten erzeugt wird. Die Ergebnisse nach (4.8) und nach (4.10) sind in
























Abbildung 4.2: Verteilungsdichten von (4.2) fürγ = 1, σ = 1: Analytische Lösung links und
Monte-Carlo-Simulation rechts.
Es ist aus Abbildung 4.2 ersichtlich, daß sich erst für größereµ di Verteilungsdichtemaxima
in die beiden Zweige aufteilen, während fürµ . 1 noch ein scheinbar gemeinsames Gebiet
mit einem Maximum besteht. Die analytische Lösung (4.8) zeigt, daß die Verteilungsdichte
für x < 0 und für x > 0 durch die stochastische P-Separatrixx = 0 getrennt ist, da diese
durch eine verschwindende Verteilungsdichte gekennzeichnet ist. Für festesµ > σ2/2 liegen





somit nicht mit den Attraktoren des entsprechenden deterministischen Systems, obwohl die
Rauschanregung mittelwertfrei ist. In Abbildung 4.3 ist die Verteilungsdichte für drei ver-
schiedeneµ aufgetragen. Werden die Punkte maximaler Verteilungsdichte wie in Abschnitt
2.3.2 vorgeschlagen als P-Attraktoren und die Punkte mit verschwindender Verteilungsdich-
te als P-Repelloren aufgefaßt, so erhält man das Bifurkationsdiagramm in Abbildung 4.4,
welches gegenüber demjenigen aus Abbildung 4.1 verschoben ist.
Für die Verteilungsfunktion ergibt sich für jedesµ > 0 bei x = 0 ein Sattelpunkt (nicht im
Sinne des Zusammentreffens eines Attraktors und eines Repellors imRn, n ≥ 3, sondern
im Sinne der Analysis) und die Verteilungsdichte verschwindet für keine noch so kleine
Umgebung vonx = 0. Es verschwindet zwar die Verteilungsdichte fürx = 0, aber die Wahr-
scheinlichkeit bleibt für jedes Intervall in der Umgebung positiv.
Hieraus ergibt sich das folgende Problem bei der Monte-Carlo-Simulation: Für kleine posi-
tive µ-Werte befindet sich im analogen deterministischen System der Attraktor in der Nähe
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Abbildung 4.4: Stochastische P-Attraktoren (durchgezogen) und P-Repelloren (strichliert)
für das System nach Gleichung (4.2) sowie die Fixpunkte der beiden stabilen Äste (punktiert)
des deterministischen Systems (4.1).
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der Separatrix. Hier entspricht die Trajektorie mit beliebigem Ausgangspunkt im Bassin ei-
nes Attraktors der zugehörigen Transienten. Das heißt, mit jedem Inkrement kommt die Tra-
jektorie dem Attraktor näher. Durch den zusätzlichen Rauschprozeß im stochastischen Fall
kann jedoch die Trajektorie in Abhängigkeit von der Richtung des Zufallsinkrements auch
zeitweise gegen die Transiente wachsen. Je näher man sich am Bifurkationspunkt befindet,
desto häufiger kann somit auch ein Phasenübergang in das benachbarte Bassin stattfinden.
Je weiter die Attraktoren voneinander entfernt liegen, umso größere Zufallsinkremente sind
notwendig, um die Separatrix zu überspringen. Die Zufallsinkremente wachsen mit der In-
tensität des Rauschprozesses.
Schließlich ist bei endlicher Simulationsdauer zu beobachten, daß für größere Bifurkations-
parameter nur noch ein Zweig der beiden P-Attraktoren mit positiver Verteilungsdichte ab-
gebildet wird. Dies liegt daran, daß zwar betragsmäßig große, sogar unbeschränkte Zufall-
sinkremente im weißen Rauschprozeß möglich sind, diese jedoch entsprechend derGAUSS-
Verteilung statistisch gesehen immer seltener vorkommen, je größer sie sind. Dieser aus der
endlichen Simulationsdauer der Monte-Carlo-Simulation entstehende Fehler kann hier besei-
tigt werden, indem mehrere Trajektorien mit abwechselnd in den beiden Bassins liegenden
Anfangspunkten erzeugt werden oder indem alternierend nach einer gewissen Simulations-
dauer ein Wert betragsgleich in das andere Bassin verlegt wird.
4.1.2 Additive Anregung
Wird das System (4.1) additiv durch weißes Rauschen gestört, so ergibt sich die Systemglei-
chung zu
ẋ = (µ− γx2)x + σξt, γ > 0 , (4.11)
deren zugehörige stochastische Differentialgleichungen nachSTRATONOWITSCH und nach
ITÔ sich aufgrund des rein additiven Charakters der Rauschanregung formal gleichen
dXt = (µXt − γX3t )dt + σ ◦ dWt (4.12)
dXt = (µXt − γX3t )dt + σ dWt. (4.13)












führt auf die stationäre Wahrscheinlichkeitsverteilungsdichte


























> 0∀ σ, µ, γ , (4.16)
worin Kν(·) die modifizierteBESSELsche Funktion zweiter Art der Ordnungν ist. Die
dreidimensionale graphische Darstellung der Verteilungsdichte (4.15) über der Systemva-
riablenx und dem Bifurkationsparameterµ bereitet wegen der im Nenner stehendenBES-
SELfunktion numerische Schwierigkeiten bei der Bildung des Normierungsfaktorsp0. Eine
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zweidimensionale Darstellung der Verteilungsdichten für jeweils festeµ ist aufgrund anderer
Algorithmen in der verwendeten kommerziellen Software möglich, siehe hierzu Abbildung
4.5. Für die Monte-Carlo-Simulation mit
Xn+1 = Xn + (µXn − γX3n)∆t + σRn
√
∆t (4.17)















Abbildung 4.5: Verteilungsdichten fürγ = 1, σ = 5, µ = 0, 1, 2, 3, 4, 5, 7, 8, 10, 20.
Eine Diskussion der Verteilungsdichte (4.15) in Verbindung mit der Normierungskonstanten
(4.16) führt auf folgende wichtige Ergebnisse:
1. Fürµ0 = 0 existiert inp(x) nur ein Extremum, und zwar inx0 = 0. Wegen















< 0 für γ > 0, σ > 0
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2. Für alleµ > 0 existieren zwei absolute Maxima an den Stellenx1,2 =±
√
µ/γ und ein
relatives Minimum an der Stellex0 = 0. Im Gegensatz zum multiplikativ angeregten
System (4.2) liegen die Extrema der Verteilungsdichte hier also an den gleichen Stellen
wie die Attraktoren und Repelloren beim ungestörten deterministischen System (4.1).
































3. Bemerkenswert ist, daß hier das Minimum (4.20) für keinµ verschwindet. Man könnte
hier von einemTunnelsprechen, der es ermöglicht, von einem Bassin in das andere zu
gelangen.
4.2 Gefilterte Rauschanregung
Unter Verwendung der Filtergleichung (2.163) und bei multiplikativem Einfluß des farbigen
Rauschens auf den linearen Anteil in (4.1) ergibt sich das untersuchte System zu
ẋ = ((µ + σz))− γx2)x (4.21)
ż = −ωgz + σξt . (4.22)
Hierfür ist keine analytische Lösung angebbar, so daß die Lösung approximiert werden muß.
4.2.1 Vierparametrige Approximation
In diesem Abschnitt wird das letzte in Kapitel 3 kurz angesprochene Verfahren an einem Bei-
spiel erläutert. Die Form der Ansatzfunktion baut auf der Lösung (4.8) für das multiplikativ
weiß angeregte System (4.2) auf und wurde mit der Filtervariablenz erweitert.
Fürγ = 1 lautet das untersuchte System stochastischer Differentialgleichungen
dXt = −
(
X2t − (µ + Zt)
)
Xt dt (4.23)
dZt = −ωgZt dt + σ dWt . (4.24)
Unter der Annahme, daß die Prozesse stationär sind, gilt für alle einfachen, höheren und
gemischten Momente Stationarität. Für deren Ableitung nach der Zeit gilt daher
Ė [·] = 0 . (4.25)
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(dz)2 + . . . (4.26)
und mit der Eigenschaft(dWt)2 = dt aus (2.84) ergibt sich unter Vernachlässigung aller
Potenzen größer als eins von dt
d(Xpt Z
q
t ) = −pXp−1t Zqt
[
X2t − (µ + Zt)
]
dt + qXpt Z
q−1




p(p− 1)q(q− 1)X2p−2t Z2q−2t σ2 dt , (4.27)
so daß für das Gleichungssystem (4.23) und (4.24) aus (4.25)
−pE [Xp+2t Zqt
]













folgt. Mit dem Ansatz
p(x, z) = C|x|α exp (−βx2 − εz2 − δ|x|z) , α, β, δ, ε > 0 (4.29)




























































mit der hypergeometrischen Funktion [56]
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mit







Einsetzen von (4.34) bis (4.37) in (4.28) für vier verschiedene Kombinationen vonp undq
ergibt die Parameterα, β, δ undε, die mit dem Ansatz (4.29) zur gesuchten Approximation
führen.
4.2.2 Zweiparametrige Approximation um linearisierte Ruhelagen
Das nichtlineare dynamische System
ẋ = ((µ + σz))− γx2)x (4.39)
ż = −ωgz + ωgξt . (4.40)




linear approximiert, wobei aus Symmetriegründen lediglich eine Untersuchung und Betrach-
tung des positiven Astes erfolgt. Dazu wird mit Hilfe der Koordinatentransformation








z dt− (2µ + 3√µγ y + γy2 − σz)y dt (4.43)
dz = −ωgz dt + ωg dWt (4.44)






z dt− 2µy dt (4.45)
dz = −ωgz dt + ωg dWt . (4.46)
Wegen (4.42) und (2.164) müssen die linearen beziehungsweise ersten einfachen Momente






0 = −ωg E[z] , (4.48)
woraus sofort
E[z] = E[y] = 0 (4.49)
folgt. Die Momente zweiter Ordnung
dz2 = 2z dz + ω2g dt (4.50)
d(yz) = y dz + z dy (4.51)
dy2 = 2y dy (4.52)




























2 − 2σyzyz + σyyz2)
]
(4.56)











wird die Mittelwertverschiebung inx durch den zu bestimmenden Parameterα realisiert.











2 − 2σyzxz + σyyz2)
]
(4.58)












































und mit der Bestimmungsgleichung für Stationarität
γE[x2] = µE[x0] (4.62)




− 1 . (4.63)
Der mit der statistischen Linearisierung (4.45) eingeführte Parameterσ̄ wird durch Anpas-
sung der Randverteilungsdichtep̄(x) (4.59) an die bekannte Randverteilungsdichte (4.8) für
das durch weißes Rauschen angeregte System (4.2) bestimmt, wobei die Normierungskon-





























⇒ σ̄ = 2σ2 . (4.65)
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Eine Diskussion der Randverteilungsdichtep̄(x) ergibt im Unterschied zu (4.41) das Maxi-





− σyy , (4.66)












2 − 2σyzx(z −mz) + σyy(z −mz)2)
]
. (4.67)
Die Mittelwertfreiheit des Filterprozesses (4.40) ist durch (2.164) gegeben, so daß die Be-



























sind somit alle Koeffizienten des Näherungsansatzes (4.67) bestimmt. Die beschriebene ge-
stufte Vorgehensweise ist gerechtfertigt, da der Ansatz (4.67) im Gegensatz zu den zunächst
gewählten Schritten zu größeren Schwierigkeiten führt, wenn er gleich zu Beginn der Unter-
suchung verwendet wird.
In Abbildung 4.6 und 4.7 sind für zwei Parametersätze die Höhenliniendiagramme der Ver-
teilungsdichte dargestellt. Links ist jeweils die analytische Näherung nach (4.67) und rechts
das Ergebnis der Monte-Carlo-Simulation dargestellt. Für die Monte-Carlo-Simulation wur-
den die Gleichungen (4.39) und (4.40) wie folgt diskretisiert:
xn+1 = xn + ((µ + σzn))− γx2n)xn∆t (4.70)
zn+1 = zn − ωgzn∆t + ωgRn
√
∆t . (4.71)
Während in Abbildung 4.6 mitγ = 1 die Bifurkation noch nicht stattgefunden hat, sind in
Abbildung 4.7 mitγ = 2 die Gebiete schon sichtbar durch die beix = 0 liegende P-Separatrix
getrennt.
Grundsätzliche Effekte sind in der analytischen Näherung erkennbar, wenn die Monte-Carlo-
Simulation als Referenz herangezogen wird, wobei selbige ebenfalls ein Näherungsverfahren
darstellt. Insbesondere sind für große Filtereckfrequenzenωg gute Ergebnisse mit (4.67) zu
erzielen, da für diesen Fall die Parameter an die exakte Lösung angepaßt wurden.
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z
↑
→ x → x
z
↑
Abbildung 4.6: Höhenliniendiagramm fürγ = 1, σ = 2, µ = 1, ωg = 5. Links analytische
Näherung nach (4.67), rechts Monte-Carlo-Simulation
z
↑
→ x → x
z
↑
Abbildung 4.7: Höhenliniendiagramm fürγ = 2, σ = 1, µ = 2, ωg = 5. Links analytische
Näherung nach (4.67), rechts Monte-Carlo-Simulation




Im folgenden Abschnitt wird das Verhalten eines weiß parametererregten Oszillators mit
VAN DER POL’schem undRAYLEIGH ’schem Dämpfungsterm untersucht. Das System wird





ẋ2 − γ2)ẋ + ω1(ω1 +√ω1σξt)x = 0 (5.1)
beschrieben, worinξt wieder dasGAUSS’sche weiße Rauschen symbolisiert. Äquivalent da-
zu ist die Schreibweise als Differentialgleichungssystem erster Ordnung
ẋ1 = ω1x2 (5.2)
ẋ2 = −2Dω1(x21 + x22 − γ2)x2 − (ω1 +
√
ω1σξt)x1 (5.3)
mit x = x1 und ẋ = ω1x2. Das zugehörige stochastische Differentialgleichungssystem nach
ITÔ ergibt sich zu
dX1,t = ω1X2,tdt (5.4)
dX2,t = −2Dω1(X21,t + X22,t − γ2)X2,t dt− ω1X1,t dt− σ
√
ω1 X1,t dWt . (5.5)
Eine Transformation auf Polarkoordinaten gemäß [36] führt mit





2,t; Ψt = arctan
X2,t
X1,t
, X1,t > 0; Ψt = arctan
X2,t
X1,t
+ π, X1,t < 0 (5.7)


























2X21,t dt . (5.9)
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Daraus ergibt sich das transformierte stochastische DGL-System
dAt = At
(
−2Dω1 sin2 Ψt(A2t − γ2)dt− σ
√




2 cos4 Ψt dt
)
(5.10)
dΨ = −ω1 dt− 2Dω1(A2t − γ2) sinΨt cosΨT dt− σ2
√
ω1 sinΨt cos
3 Ψt dt. (5.11)
Eine lineare Stabilitätsanalyse führt für das unverrauschte System in der Amplitude auf die
Fixpunktea0 = 0, a1/2 =±
√
γ2, wobei fürγ 6= 0 a0 instabil ist unda1/2 stabil sind. Inγ = 0
findet die Bifurkation statt.
5.1 Vierparametrige Approximation
Im Näherungsansatz
p(a,ψ) = Ca1+α(1 + c cos(2ψ) + s sin(2ψ)) exp(−βa2) (5.12)
ist die Amplitudea vom Winkelψ entkoppelt. Die darin enthaltenen vier Parameter werden
über Momentengleichungen der stochastischen Differentiale




2 cos4 Ψt − 1
2
ω1σ
2 sin2 Ψt cos
2 Ψt)dt
−σ√ω1 sinΨt cosΨt dWt (5.13)
d(sin(2Ψt)) = −2ω1
(
1 + 2D(A2t − γ2) sinΨt cosΨt + σ2 sinΨt cos3 Ψ
)
cos(2Ψt)dt
−2ω1σ2 sin(2Ψt) cos4 Ψt dt− 2σ√ω1 cos2 Ψt cos(2Ψt)dWt (5.14)
d(cos(2Ψt)) = 2ω1
(
1 + 2D(A2t − γ2) sinΨt cosΨt + σ2 sinΨt cos3 Ψ
)
sin(2Ψt)dt
−2ω1σ2 cos(2Ψt) cos4 Ψt dt + 2σ√ω1 cos2 Ψt sin(2Ψt)dWt (5.15)









0 = 2DE[(A2t − γ2) sin2 Ψt]−
1
2
σ2 E[cos4 Ψt] +
1
2
σ2 E[sin2 Ψt cos
2 Ψt] (5.17)
0 = 2DE[(A2t − γ2) sinΨt cosΨt cos(2Ψt)] + σ2 E[sinΨt cos3 Ψt cos(2Ψt)]
+E[cos(2Ψt)] + σ
2 E[cos4 Ψt sin(2Ψt)] (5.18)
0 = 2DE[(A2t − γ2) sinΨt cosΨt sin(2Ψt)] + σ2 E[sinΨt cos3 Ψt sin(2Ψt)]
+E[sin(2Ψt)]− σ2 E[cos4 Ψt cos(2Ψt)] , (5.19)
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) a1+α exp(−βa2) (5.22)














E[sinΨt cosΨt cos(2Ψt)] = 0 (5.26)
E[cos2 Ψt cos(2Ψt)] =
1
4
(1 + c) (5.27)
E[sinΨt cos

























3 Ψt sin(2Ψt)] =
1
32





























2 + k + α
2β
. (5.38)

















































und daraus ergeben sich die vier Parameter zu














3σ4 + 64−√63σ8 + 768σ4 + 4096
σ2(9σ4 + 64)
. (5.47)
Bei der Rücktransformation ist wieder Gleichung (2.28) zu berücksichtigen, und es gilt
p(x1, x2) = −1
a
p(ψ(x1, x2), a(x1, x2)) , (5.48)
so daß sich die gesuchte Näherung mit den oben eingeführten Abkürzungen ergibt:























In Abbildung 5.1 ist eine Monte-Carlo-Simulation der Näherung (5.49) gegenübergestellt,
Abbildung 5.2 gibt dasselbe Ergebnis als Höhenlinienschaubild wieder. Fürγ = 0 ergibt sich
das Höhenliniendiagramm aus der Approximation (5.49) nach Abbildung 5.3. DieFOURIER-
Glieder verhindern hier die Bildung von nur einer Verteilungsdichtespitze, da der gewählte
Ansatz das oszillatorische Verhalten voraussetzte.
5.2 Reihenentwicklung
Um das in Abschnitt 3.2 beschriebene Verfahren zur Berechnung schwacher Näherungslö-
sungen der FPK-Gleichung anwenden zu können, soll hier am Beispiel des Oszillators (5.1)
eine mögliche Gewichtsfunktion für Gleichung (3.20) hergeleitet werden. An die Gewichts-
funktion werden folgende Forderungen gestellt:
1. Sie soll der gesuchten Lösung (hier: Verteilungsdichte) möglichst nahe kommen.
2. Sie sollte so einfach sein, daß GewichtsfunktionenP gefunden werden können, die die
Orthogonalitätsbedingung (3.19) erfüllen.





p(x1, x2) p(x1, x2)
Monte-Carlo-Simulation Näherung
Abbildung 5.1: Verteilungsdichte für Oszillator mitσ = 1, γ = 1, D = 0,1.
Der Näherungsansatz (5.12) ist in der Amplitude vom Typxαe−x
2
. In [85] wird gezeigt, daß
sich verallgemeinerteLAGUERRE-Polynome




















(α + i) = 1, α > −1
(5.50)







2,t; Ψt = arctan
X2,t
X1,t
, X1,t > 0; Ψt = arctan
X2,t
X1,t
+ π, X1,t < 0
(5.51)















2 Ψt − 1
2
ω1σ
2 sin2 ΨtUt + ω1σ
2 cos2 Ψt)Ut dt
−2σ√ω1 sinΨt cosΨtUt dWt (5.53)



















2 sin2 ψ cos2 ψu2p(u)
]
. (5.54)


























Abbildung 5.2: Verteilungsdichte für Oszillator mitσ = 1, D = 0,1 undγ = 1. Höhenlinien
für die Monte-Carlo-Simulation links und für die vierparametrige Approximation rechts.
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(α + i) (5.58)






uα+ke−u du = (α + 1)k (5.59)
lassen sich die WichtungskoeffizientenCn in (3.21) bestimmen. In (5.59) bezeichnet das
POCHHAMMER-Symbol(α + 1)k die Relation
(α + 1)k =




1 für k = 0
a(a + 1) . . . (a + k− 1) für k = 1,2,3, . . . . (5.60)
Die zugehörigeFOKKER-PLANCK -KOLMOGOROW-Gleichung lautet





2 cos4 ψ (5.62)
A2 = −2ω1σ2u sinψ cos3 ψ (5.63)
A3 = −2ω1σ2u2 sin2 ψ cos2 ψ (5.64)





sinψ cosψ + ω1σ






u sin2 ψ + ω1uσ
2 cos2 ψ (5.66)










2u sin2 ψ + ω1σ
2 cos2 ψ− ω1σ2 cos4 ψ . (5.67)






(cnk cos(2nψ) + snk sin(2nψ))(Cku
αe−uL (α)k (u)) (5.68)
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Abbildung 5.4: Verteilungsdichte für Oszillator mitσ = 1, γ = 1, D = 0,1. Höhenlinien für
die Monte-Carlo-Simulation links und für die Reihenentwicklung rechts.





in (5.61) eingesetzt und durch einen Koeffizientenvergleich werden diecnk undsnk bestimmt.
Bei der Rücktransformation ist wieder (3.17) zu beachten. Beispielhaft ist ein Ergebnis für
eine Entwicklung lediglich bis zum zweiten Glied in Abbildung 5.4 dargestellt, um die Ver-
besserung in der Form gegenüber der vierparametrigen Approximation aufzuzeigen. In [94]
ist eine Herleitung angepaßter Polynome für die Amplitudenrichtung angegeben, so daß die
Koordinatentransformation nicht an die in [85] gegebenen Polynome angepaßt zu werden
braucht.
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Kapitel 6
Querdynamik eines Kraftfahrzeuges
Auf dem Gebiet der Dynamik der Kraftfahrzeuge sind in der Berechnung des Systemverhal-
tens sowohl in der Theorie als auch in der Praxis große Fortschritte erzielt worden. Insbe-
sondere die Vertikaldynamik wurde und wird intensiv erforscht. Aktive Elemente in den
Fahrwerkskonstruktionen erfordern Regelungen, die auf immer genaueren mechanischen
Modellen und deren mathematischen Umsetzungen basieren. Im Hinblick auf intelligente
Fahrerassistenzsysteme gewinnt auch die Untersuchung des Querdynamikverhaltens seit ge-
raumer Zeit an Wichtigkeit [62]. Stochastische Methoden bei der Untersuchung des dyna-
mischen Verhaltens der Kraftfahrzeuge werden jedoch weitaus seltener angewendet als die
Methoden für deterministische Systeme, wobei sich dann die meisten Untersuchungen auf
die Vertikaldynamik konzentrieren, wie [3], [61], [80], [93], und [99].
6.1 Einspurmodell
Zur Untersuchung der grundsätzlichen Effekte wird das sogenannte Einspurmodell nach
RIEKERT undSCHUNCK [79] auch heute noch verwendet [55]. Das lineare Einspurmodell in
Abbildung 6.1 liegt auch den in diesem Kapitel betrachteten Untersuchungen zugrunde. Zwei
große Aspekte der Querdynamik sind der Lenkwinkeleinfluß und das Seitenwindverhalten,
wo auch neuere Untersuchungen ihr Augenmerk kaum auf stochastische Einflüsse richten
[95], [103]. In diesem Kapitel wird das Verhalten eines Kraftfahrzeuges unter stochastisch
modelliertem Seitenwind dargestellt, wobei noch weitere Untersuchungen zu stochastischen
Einflüssen auf das Lenkverhalten bei Geradeaus- und Kreisfahrt in [11] behandelt werden.
Bei Personenkraftwagen weist die Statistik sehr wenige Unfälle aus, die durch Seitenwind
verursacht wurden, insofern ist das Seitenwindverhalten eher ein Komfort- und Handha-
bungsmerkmal für Kraftfahrzeuge. In einem makroskopischen Ansatz wird die Seitenwind-
geschwindigkeitwy als Superposition eines konstanten Anteilswy0 und eines stochastischen
Anteils wyZ angenommen. Der stochastische Anteil wird vereinfachend durch weißes Rau-
schenξt mit der Intensitätσ ausgedrückt. Dies ist für Winduntersuchungen eine gängige
Beschreibung [4], [90]. Anders ausgedrückt ist die Seitenwindgeschwindigkeitwy als nor-
malverteilter Prozeß mit Mittelwertwy0 und Standardabweichungσ modelliert
wy = wy0 + σξt . (6.1)
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berechnet werden. Hierin istcy der dimensionslose Widerstandsbeiwert,A die Anströmflä-






für den im Anströmwinkel linearisierten Widerstandsbeiwert. Eine ausführliche Herleitung
der Aerodynamik der Kraftfahrzeuge ist in [62] zu finden. Dort wird gezeigt, daß für kleine
AnströmwinkelτL sowieψ ¿ 1, β ¿ 1 und wyv ≤ 0,36 die Beziehung
v2rτL ≈ v2β − vwy (6.5)
in guter Näherung für Geradeausfahrt angenommen werden kann. Für kleine Winkelδ, αv,
αh, β und kleine Winkelgeschwindigkeiteṅψ, β̇ und unter Berücksichtigung der Seitenwind-
kraft FLq ergeben sich die Bewegungsgleichungen zu
mvβ̇ + (mv2 + cαvlv − cαhlh) ψ̇
v








+ (cαvlv − cαhlh)β = cαvlvδ + eSP kyvwy . (6.7)
Die hierin enthaltenencαv und cαh sind sogenannte Schräglaufsteifigkeiten vorne und hin-
ten, die den linearen Zusammenhang zwischen Querkraftschlußkraft und Querschlupf über
den Schräglaufwinkel angeben. Die GrößeeSP bezeichnet den Abstand zwischen Schwer-
punkt S und DruckmittelpunktDP , wobei eSP positiv ist, wenn der Druckmittelpunkt in
Fahrtrichtung vor dem Schwerpunkt liegt.




































führt über die charakteristische Gleichung








h) + J(cαv + cαh)
Jmv
(6.10)
ω20 = (a22a33 − a23a32) =
cαvcαhl
2 + mv2(cαhlh − cαvlv)
Jmv2
(6.11)
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ψ̇ · lh
Fyh





























J Trägheitsmoment um Hochachse bzgl. S
lv Abstand Schwerpunkt-Vorderachse
lh Abstand Schwerpunkt-Hinterachse
l Radstand, l = lv + lh
v Geschwindigkeit von S
vv Geschwindigkeit am Vorderrad
vh Geschwindigkeit am Hinterrad
ψ Gierwinkel K0 Fahrbahnfestes Koordinatensystem
β Schwimmwinkel K Fahrzeugfestes Koordinatensystem
δ Lenkwinkel des Vorderrades
αv Schräglaufwinkel des Vorderrades K Krümmungsmittelpunkt der Bahn von S
αh Schräglaufwinkel des Hinterrades ̺K Krümmungsradius der Bahn von S
Fqv Seitenführungskraft des Vorderrades M Momentanpol des Fahrzeugaufbaus
Fqh Seitenführungskraft des Hinterrades ̺M Abstand zwischen M und S
Abbildung 6.1: Allgemeiner Bewegungszustand des linearen Einspurmodells
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Abbildung 6.2: Sky-Hook-Modell als einfachstes Fahrermodell
zu einem Eigenwertλ1 gleich Null. Damit für ein lineares System schwache Stabilität gege-
ben ist, müssen die verbliebenen Eigenwerte negative Realteile aufweisen. Dies ist der Fall,
wenn die charakteristischen Koeffizienten dieHURWITZ-Bedingungen
−(a33 + a22) > 0 (6.12)
(a22a33 − a23a32) > 0 (6.13)
erfüllen. Die Bedingung (6.12) wird für reale Fahrzeugparameter stets eingehalten. Die Be-
dingung (6.13) wird jedoch für mögliche Fahrzeugparameter mit
cαhlh > cαv lv (6.14)




m(cαhlh − cαvlv) (6.15)
verletzt. Fahrzeuge, für deren Parameter (6.14) gilt, nennt man übersteuernd, da sie bei sta-
tionärer Kreisfahrt einen geringeren Lenkwinkeleinschlag benötigen als in der rein kinema-
tischen Betrachtung derACKERMANN-Geometrie.
Da die Bewegungsgleichungen aus nichtlinearen Zusammenhängen linearisiert wurden, ist
das Fahrzeug ohne Fahrereinwirkung instabil. Schon kleinste Einflüsse lassen das Fahrzeug
vom Kurs abdriften. Daher sind die Untersuchungen nur sinnvoll, wenn das System als ge-
schlossener Regelkreis betrachtet wird. Im einfachsten Fall kann die Fahrerreaktion durch
eine im Soll-Kurs mitbewegte Feder nach dem Sky-Hook-Prinzip realisiert werden [82].
Für die weiteren Untersuchungen wurde das in [62] ausführlich beschriebene Modell eines
idealen Fahrers verwendet und mit den Einfluß stochastischen Seitenwindes erweitert. Es
beruht darauf, daß ein virtueller, mit dem Fahrzeug fest verbundener, Punkt, der um die
sogenannte VorausschaulängelP vor der Vorderachse liegt, entlang des gewünschten Kurses
folgen soll. Für Geradeausfahrt verschwindet die Krümmung der Bahnkurve vonP . Die
Bewegungsgleichungen (6.6) und (6.7) können deshalb nach einigen Rechnungen zu einer
Bewegungsgleichung
ψ̈ + 2Dω1ψ̇ + ω
2
1ψ = σbwy (6.16)












J + mlv(lv + lP )
(6.19)
zusammengefaßt werden. Zur Bestimmung der VorausschaulängelP wird angenommen, daß
der Fahrer im SchwerpunktS des Fahrzeuges sitzt, so daß die zur Verfügung stehende Vor-















als Fahrzeugkonstante. Für positivelP erfüllen die zu (6.16) gehörenden charakteristischen
Koeffizienten dieHURWITZ-Bedingungen.
6.2 Monte-Carlo-Simulation
Nach dem in Abschnitt 2.2.10 beschriebenen Verfahren erhält man aus (6.16) das stochasti-
scheITÔ-Differentialgleichungssystem
dΨ1,t = Ψ2,t dt (6.23)
dΨ2,t = −ω21Ψ1,t dt− 2Dω1Ψ2,t dt + bwy0 dt + bσ dWt . (6.24)
Dieses wird nach dem in Kapitel 3 beschriebenenEULER-MARUYAMA -Verfahren für die
Monte-Carlo-Simulation wie folgt diskretisiert:
Ψ1,n+1 = Ψ1,n + Ψ2,n ∆t (6.25)
Ψ2,n+1 = Ψ2,n − ω21Ψ1,n ∆t− 2Dω1Ψ2,n ∆t + bwy0 ∆t + bσRn
√
∆t . (6.26)
Die Verteilungsdichtenp(ψ1, ψ2) der Schwerpunkte zweier Fahrzeuge mit den gemeinsamen
Parametern
v = 35 ms m = 867,7kg, J = 1146,0kg m
2, lv = 1,1m, lh = 1,3m,
σ = 0,3 cαv = 47000,0
N
rad, cαh = 60000,0
N
rad, ky = 2,56
kg




sind in den Abbildungen 6.3 und 6.4 als Ergebnisse der Monte-Carlo-Simulationen darge-
stellt. Beide Fahrzeuge unterscheiden sich lediglich in der Lage des Druckmittelpunktes in
Bezug auf den Fahrzeugschwerpunkt, was miteSP > 0 (Druckmittelpunkt vor dem Schwer-
punkt) odereSP < 0 (Druckmittelpunkt hinter dem Schwerpunkt) ausgedrückt wird. In [11]
sind weitere Untersuchungen zum Lenkkomfort und zu den auftretenden Querbeschleuni-



















































































Abbildung 6.4: Verteilungsdichtep(ψ1, ψ2) für ein Fahrzeug miteSP > 0 durch Monte-
Carlo-Simulation
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6.3 Lösung der Fokker-Planck-Kolmogorow-Gleichung
Die zum stochastischenITÔ-Differentialgleichungssystem (6.23) und (6.24) gehörigeFOK-
KER-PLANCK -KOLMOGOROW-Gleichung lautet für den stationären Fall
∂
∂ψ1
[ψ2 p(ψ1, ψ2)]− ∂
∂ψ2
[








Ein schwach stationärer Prozeß ist orthogonal zu seiner Zeitableitung [53], das heißt es gilt
E[Ψ1,tΨ2,t] = 0 , (6.29)
und somit sindΨ1,t undΨ2,t unkorreliert. UnkorrelierteGAUSS’sche Prozesse sind aber auch
unabhängig. Da bei linearen Systemen derGAUSS’sche Charakter des Eingangssignals für
das Ausgangssignal erhalten bleibt, ist die gemeinsame Verteilungsdichte aus den Randver-
teilungsdichten einfach angebbar:
p(ψ1, ψ2) = p(ψ1)p(ψ2) . (6.30)








1ψ1 + 2Dω1ψ2 − bwy0)p′2(ψ2) + 2Dω1p2(ψ2)
]
p1(ψ1) = 0 ,
und mit der Normierungsbedingung
∞∫
−∞




p′1(ψ1)dψ1 = 0 , (6.33)












2(ψ2) + 2Dω1p2(ψ2) = 0 . (6.35)
Mit einem mittelwertfreien Normalverteilungsansatz und nach Normierung lautet die Lösung












Wird (6.31) zunächst durch Einsetzen von (6.35) vereinfacht und danach (6.36) sowie deren







































Abbildung 6.5: Verteilungsdichtep(ψ1, ψ2) für ein Fahrzeug miteSP < 0 durch Lösung der
FPK-Gleichung




(ω21ψ1 − bwy0)p1(ψ1) = 0 , (6.37)





































Nach Einsetzen der Lösung (6.39) in (6.28) wird dieFOKKER-PLANCK -KOLMOGOROW-
Gleichung identisch erfüllt, so daß die Lösung der Verteilungsdichte für das linearisierte Ein-
spurmodell exakt ist. Für den gleichen Parametersatz wie bei der Monte-Carlo-Simulation ist
die Verteilungsdichte nach (6.39) in Abbildung 6.5 dargestellt.
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Abbildung 6.6: Randverteilungsdichtenp(ψ1) und p(ψ2) im Vergleich: Monte-Carlo-
Simulation (strichliert) und Lösung der FPK-Gleichung (durchgezogene Linien).
6.4 Vergleich von Simulation und analytischer Lösung
Eine bessere graphische Vergleichsmöglichkeit zwischen der Monte-Carlo-Simulation und
der analytischen Lösung ist sowohl durch das Übereinanderlegen der Randverteilungsdichten
in Abbildung 6.6 als auch durch das Übereinanderlegen von Schnitten durch die gemeinsame
Verteilungsdichte in Abbildung 6.7 gegeben.
Über eine numerisch durchgeführte Fehlerbetrachtung ergibt sich der absolute wahre Fehler
durch eine Subtraktion der diskretisierten exakten Verteilungsdichte nach Gleichung (6.39)
von den durch die Monte-Carlo-Simulation ermittelten Näherungswerten, der für die Bei-
spielrechnung in Abbildung 6.8 abgebildet ist. Der wahre relative Fehler ist dann das Ver-
hältnis aus absolutem wahrem Fehler zum exakten Wert. In Abbildung 6.9 ist aus Übersicht-
lichkeitsgründen der Betrag des relativen wahren Fehlers über den gesamten Simulations-
bereich aufgetragen. Es fällt auf, daß der relative wahre Fehler an den Simulationsrändern
bis zu100% beträgt. Dies ist einerseits auf die methodenbedingt begrenzte Simulationsdau-
er und andererseits vor allem auf dieBOX-MULLER-Transformation (3.5) beziehungsweise
deren Polarform (3.6) zurückzuführen. Die Singularität des Logarithmus an der Stelle Null
führt zu numerischen Schwierigkeiten, da kleine Ungenauigkeiten der in der Nähe von Null
liegenden Pseudozufallszahlen zu großen Differenzen in den transformierten Zahlen führen.
Die Ungenauigkeiten liegen in der begrenzten Länge der Mantisse der Zufallszahlen. Und
genau dieser Bereich stellt die Ränder der Simulation dar.
Es ist jedoch offensichtlich, daß bei kleinen Werten in der Verteilungsdichte der absolute
Fehler und bei großen Werten in der Verteilungsdichte der relative Fehler aussagekräftiger
ist. Im Hinblick darauf wurde in Abbildung 6.10 ein verkleinerter Ausschnitt in der Nähe des
Verteilungsdichtemaximums wiedergegeben, wo auch der absolute wahre Fehler betragsmä-
ßig am größten ist. Der relative wahre Fehler beträgt in diesem Bereich höchstens12%, wo-
bei die Monte-Carlo-Simulation hier geringere Dichten ergibt als die Lösung derFOKKER-
PLANCK -KOLMOGOROW-Gleichung.
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Abbildung 6.7: Schnitt durch die gemeinsame Verteilungsdichte: linksp(ψ1, ψ2 = 0) und


































Abbildung 6.8: Absoluter wahrer Fehler




































































Als systemkennzeichnendes Bauteil des Rad-Schiene-Systems spielt der Eisenbahnradsatz
in der Systemdynamik der Eisenbahnfahrzeuge aufgrund seiner außerordentlich hohen Be-
anspruchung und seiner absoluten Sicherheitsrelevanz eine zentrale Rolle. Ihm kommen die
Aufgaben Tragen, Führen und Antreiben beziehungsweise Bremsen zu. Die Querdynamik
beschäftigt sich mit dem Führen des Radsatzes innerhalb des vorgegebenen Spurspiels im
Gleis. Wie alle technischen Gebilde ist auch die Geometrie des Radsatzes und die Lage des
Gleises nicht frei von Abweichungen zu einem definierten Sollzustand. Das in diesem Ka-
pitel hinsichtlich der Querdynamik in Betracht gezogene vereinfachte Radsatz-Gleis-Modell
berücksichtigt lediglich Gleisquerlagefehler.
Vor etwa 150 Jahren wurden die ersten theoretischen Untersuchungen zum Radsatzlauf durch
REDTENBACHER veröffentlicht [76], wo geometrische Bedingungen für zwangloses kine-
matisches Abrollen eines Radsatzes im Kreisbogen formuliert sind. Später gabKLINGEL







des sogenannten Sinuslaufs eines ungefesselten Radsatzes auf gerader Bahn an, die als Lö-
sung der vonREDTENBACHER aufgestellten Bedingungen angesehen werden kann. Darin
bedeutetr0 den Rollradius,b den Abstand der Radaufstandspunkte zur Radsatzmittenebe-
ne undδ0 den Kegelwinkel des Radprofils. Es muß dabei hervorgehoben werden, daß unter
einem Radsatz im allgemeinen zwei fest auf einer starren Radsatzwelle sitzende Radschei-
ben zu verstehen sind. Sind die beiden Radscheiben gegeneinander drehbar angeordnet, so
spricht man von einemLosradsatzoderLosradpaar.
Erst Anfang bis Mitte des 20. Jahrhunderts wurden auch dynamische Effekte in die Betrach-
tung einbezogen und zunächst parallel mit den Untersuchungen zur Kinematik, später alleine
weitergeführt. Ein ausführlicher Abriß über die Geschichte dieser Entwicklungen ist in [42]
und [100] zu finden.
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7.1 Radsatzmodell
Um die Charakteristik der Querdynamik eines Eisenbahnradsatzes zu untersuchen, wurde
vom Einfluß fahrzeugspezifischer Parameter und der besonderen nichtlinearen Kontaktme-
chanik des Radsatzes auf einem beliebig profilierten Gleis abgesehen. Vielmehr genügt das
Radsatzmodell in Abbildung 7.1 den folgenden Eigenschaften:
• Der Radsatz wird als Starrkörper betrachtet.
• Profilierte Räder, so daß bei Radsatzquerverschiebung Profilseitenkräfte entstehen
• Die Radprofile des rechten und linken Radsatzes sind zur vertikalen Schwerachse des
Radsatzes symmetrisch.
• Die Lage der Berührpunkte zwischen Radsatz und Schienen ist allein durch die Quer-
auslenkung des Radsatzes gegenüber dem Gleis und durch das Radprofil bestimmt.
Dies entspricht einer Schneidenlagerung.
• Es tritt keine Zweipunktberührung auf.
• Für die Berechnung der Kontaktkräfte gilt die lineare Theorie nachKALKER.
• Der Radsatz ist antriebslos und ungebremst.
• Die Vertikaldynamik bleibt außerhalb der Betrachtung, so daß eine konstante Radnor-
malkraft vorausgesetzt wird.
• Symmetrische Fesselung mittels linearer Federelemente an ein im Sollkurs mitbeweg-
tes Referenzsystem nach dem Sky-Hook-Prinzip. Damit gleichbedeutend ist ein an die
Umgebung gefesselter Radsatz, der auf einem Rollprüfstand läuft.
• Einfluß einer stochastischen Querkraft aus aerodynamischen Turbulenzen oder aus
Seitenwind kann berücksichtigt werden.
Damit besitzt der Radsatz die vier FreiheitsgradeZucken, Nicken, Schieben, Gieren: Längs-
lagex, Nickwinkel ϕ, Querlagey und Gierwinkelψ. Der Nickwinkelfreiheitsgrad ist die
Abweichung der Winkelgeschwindigkeit von der als konstant angesehenen Drehbewegung
aus der Fortbewegung und nicht die absolute Drehung. Das Zucken und Nicken wird auch
symmetrischeBewegung, das Schieben und GierenantimetrischeBewegung genannt.
7.2 Gleismodell
Um das dynamische Verhalten eines auf einem Gleis rollenden Radsatzes zu untersuchen,
benötigt man neben dem mechanischen Modell für den Radsatz auch eine Modellierung für
das Gleis. Der Radsatz wird einerseits durch Gleislagefehler, die sich als Störungen auf den
Radsatzlauf auswirken, angeregt. Andererseits beeinflussen die statischen und dynamischen
Kräfte des Radsatzes die Gleislage. In dieser Untersuchung wird das Gleis jedoch als starr
vorausgesetzt. Diese Voraussetzung ist im Hinblick auf das verwendete Starrkörperradsatz-










Abbildung 7.1: Modell des Radsatzes auf dem Rollprüfstand
Die Gleisgeometrie ist durch die räumliche Lage der beiden Fahrschienen bestimmt. Als
Gleislagefehler bezeichnet man die Abweichung der tatsächlichen Gleislage von der theo-
retischen Sollgleislage entlang der Strecke. Die Beschreibung der Gleislage findet also im
Wegbereich statt. Durch die vier GrößenyL(x), zL(x), yR(x) und zR(x) ist die Lage der
beiden Schienen in jedem Streckenabschnittx festgelegt. Zweckmäßigerweise werden die-
se Daten in einem mit dem Ursprung in der Sollgleislage mitbewegten Koordinatensystem
angegeben. Man unterscheidet vier Gleislagefehler: den QuerlagefehleryG, den Querhöhen-
fehler zL − zR, den SpurweitenfehleryL − yR und den LängshöhenfehlerzG (Abbildung
7.2).
Neben der Gleislage wirken sich noch Unregelmäßigkeiten in der Schieneneinbauneigung
als Anregung für den Radsatz aus. In Europa sind die Schienen je nach Land mit einer nomi-
nellen Neigung von1 : 40 oder1 : 20 zur Gleismitte hin eingebaut. Weiteren Einfluß hat die
Schienenkopfform, die nicht nur durch Fertigungsungenauigkeiten, sondern vor allem durch
Verschleiß einer ständigen Änderung unterworfen ist.
Die Gleisgeometrie realer Gleise wird durch Messungen ermittelt, so daß man die räumliche
Lage der Fahrschienen als Datensatz im Wegbereich erhält. Um die Datenmenge zu ver-
mindern und um die Gleislage verschiedener Strecken miteinander vergleichen zu können,
werden die Daten über eine Fourieranalyse vom Weg- in den Frequenzbereich transformiert.
In der Literatur sind diese Daten häufig alsspektrale UnebenheitsleistungsdichteΦ(Ω) mit
der WegfrequenzΩ [24]. Um ein SpektrumSy(Ω) zu erhalten, das mit der hier verwendeten
Definition (2.63) verträglich ist, muß die UnebenheitsleistungsdichteΦ(Ω) mit dem Faktor
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Sy(Ω) = πΦ(Ω) . (7.2)
Eine Sammlung von UnebenheitsleistungsdichtespektrenΦy(Ω) der Gleislängslage und der
Gleisquerlage verschiedener Eisenbahnstrecken ist ebenfalls in [24] zu finden. Darin streuen
die Daten um bis zu zwei Zehnerpotenzen. Um Aussagen über die Güte der Gleislage tref-
fen zu können, wird die obere Begrenzung des Streubandes als schlechtes Gleis definiert.
Sinngemäß entspricht die untere Begrenzung dem besten Gleis. Nach [74] lassen sich die






darstellen. Der Beiwertα wird Unebenheit, der Beiwertβ wird Welligkeitgenannt. Tabelle
7.1 enthält empirisch ermittelte Beiwerte für Gleise schlechtester, durchschnittlicher und
bester Gleislage.
Gleislage Zustand Unebenheit Welligkeit
α β
Längshöhenlage schlechteste 9,39 · 10−1 6,89 · 10−2
durchschnittliche 1,31 · 10−2 2,94 · 10−2
beste 1,90 · 10−4 9,71 · 10−3
Querlage schlechteste 2,74 · 10−1 3,13 · 10−2
durchschnittliche 1,33 · 10−2 2,33 · 10−2
beste 6,33 · 10−4 1,3 · 10−2
Spurweite schlechteste 1,64 · 10−1 5,35 · 10−2
durchschnittliche 4,68 · 10−2 7,96 · 10−2
beste 1,23 · 10−2 1,12 · 10−1
Querhöhenlage schlechteste 2,16 · 10−8 1,19 · 10−2
durchschnittliche 2,87 · 10−9 3,17 · 10−3
beste 4,07 · 10−10 5,57 · 10−3
Tabelle 7.1: Unebenheits- und Welligkeitsbeiwerte für Gleichung (7.3) [24].
Abbildung 7.3 zeigt die beiden Grenzen und die Form für realitätsnahe Leistungsdichtespek-
tren auf Grundlage von Gleichung (7.3), und in Abbildung 7.4 sind gemessene Leistungs-












































Abbildung 7.3: Nach Gleichung (7.3)
ermittelte Grenzen für Leistungsdichte-
spektren der Gleisquerlage.
Abbildung 7.4: Leistungsdichtespektren
der Gleisquerlage aus Messungen nach
[24].
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Um für Simulationen geeignete Wegtrajektorien nach dem in Abschnitt 2.4 beschriebenen
Verfahren aus [2] zu erzeugen, wird ein Leistungsdichtespektrum durch eine in doppelt lo-
garithmischem Sinne stückweise lineare Funktion vorgegeben. Nach Bestimmung der Para-
meterai undbi wird die WegtrajektorieYs durch die Rekursionsgleichung
Ys,k = bT Zs (7.4)
Zs,k+1 = exp(A∆s)Zs,k + pnRk
√
∆s (7.5)
diskretisiert. Darin istA die Systemmatrix der homogenen Parameterai, b ist der Vektor
der inhomogenen Parameterbi, pn ist die letzte Spalte der MatrixA−1(exp(A∆s)− I) und
Rk ist eine standardnormalverteilte Pseudozufallszahl unter der Intensitätσ. Analog zum





Die Untersuchung bezieht sich auf ein ebenes und gerades Gleis. In der Realität weist die
Geometrie der Berührung von Rad und Schiene nicht nur nichtlineares, sondern auch unste-
tiges Verhalten auf [64]. Der jedem momentanen Berührpunkt zwischen Rad und Schiene
zugeordnete Radius heißt Rollradius. Die Rollradiendifferenz zwischen linkem und rechtem
Berührpunkt weist bei stetiger Querverschiebung des Radsatzes mehrere Unstetigkeitsstel-
len auf, die nicht nur in der Berechnung, sondern auch im täglichen Betrieb durch erhöhten
Verschleiß Schwierigkeiten bereiten. In Abbildung 7.5 zeigt die durchgezogene Linie die
Rollradiendifferenzfunktion für die Profilpaarung zwischen einem Rad mit dem Radprofil
der BezeichnungORE S 1002und einem Schienenkopfprofil der BezeichnungUIC 60 bei
einer Schieneneinbauneigung von1 : 40. Das sind reale Profile im Neuzustand, wie sie bei
den meisten europäischen Bahnen eingesetzt werden.
In [66] wird ein verbessertes Schienenkopfprofil60E2verbvorgeschlagen, das im Zusam-
menspiel mit dem erwähnten Radprofil eine stetige und differenzierbare Rollradiendiffe-
renzfunktion aufweist.
Damit die beiden Radprofile symmetrisch zur Schwerachse verlaufen, muß es sich bei der







für n = 2 beschrieben werden.
Anhand von Abbildung 7.6 werden die Zusammenhänge zwischen der Radsatzquerverschie-
bungy und der resultierenden Schwerpunktanhebungz erläutert. Es gilt für kleine Auslen-
kungen gegenüber den Radsatzmaßen
y = b− rr sinϕ + yr cosϕ− b cosϕ (7.7)
y = −b− r` sinϕ + y` cosϕ + b cosϕ (7.8)
z = −r0 + r` cosϕ + y` sinϕ + b sinϕ (7.9)
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Abbildung 7.5: Rollradiendifferenz als Funktion der Radsatzquerverschiebung. Profilpaa-
rung jeweils ORE S 1002 mit UIC 60 (durchgezogen) sowie mit 60E2verb (strichliert).
y[mm]
∆r[mm]
und nach Linearisierung der Sinus- und Cosinusanteile
y = yr − rrϕ (7.10)
y = y` − r` ϕ (7.11)
z = y` ϕ + r` − r0 + bϕ . (7.12)
Für die Rollradiendifferenzfunktion gilt mit (7.6) und nach Linearisierung
∆r = rr − r` = a1y + a3y3 + a5y5 (7.13)
sinϕ =
1




























, i = 2,4,6. (7.17)







Abbildung 7.6: Berührgeometrie bei Radsatzquerauslenkung
Die potentielle Energie des freien Radsatzes ist damit als Funktion der Querverschiebung
y darstellbar. Über dieLAGRANGEschen Gleichungen zweiter Art erhält die resultierende
Profilseitenkraft die Form
FP (y) = γ1y + γ2y
3 + γ3y
5 . (7.18)
Mit einer geeigneten Wahl derai können damit in Grenzen auch verschlissene oder andere
freie Profilpaarungen beschrieben werden, sofern sie die eingangs erwähnten Bedingungen
erfüllen. Insbesondere sind auch geänderte Schieneneinbauneigungen sowie unterschiedli-
che Spurweiten und Spurspiele mit den damit verbundenen äquivalenten Konizitäten defi-
nierbar. Die äquivalente Konizität ist ein in der Praxis häufig gebrauchtes Maß. Sie gibt
denjenigen Kegelwinkelδ0 an, welcher gemäß der Klingelformel (7.1) die selbe Wellenlän-
ge ergibt wie der zu beschreibende Radsatz mit Hohlprofilen im schlupffreien Lauf besitzt.
Dieser Wert ist sehr stark abhängig von den Rad/Schiene-Parametern Spurweite, Schienen-
einbauneigung und Kopfprofil.
7.4 Systemgleichungen
Über die Aufstellung der Bewegungsgleichungen für die Querauslenkung und die Gierbewe-
gung existieren mehrere Arbeiten, zum Beispiel [72] und [77]. Die Untersuchungen wurden
auf Basis der Gleichungen für einen freien Radsatzlauf nachPOPPundSCHIEHLEN [72]






























































durchgeführt. Grundsätzlich ist die beschriebene antimetrische Bewegung (Quer- und Gier-
bewegung) mit der symmetrischen Bewegung (Längs- und Rollbewegung) gekoppelt. Für
kleine Schwingungsamplituden können diese jedoch getrennt voneinander betrachtet werden
[77]. Da die symmetrische Bewegung durch Spurweitenänderungen und die antimetrische
Bewegung durch Gleisquerlagefehler hervorgerufen wird, ist die in der Modellbildung ge-
troffene alleinige Betrachtung der Querlagefehler für die Untersuchung der Lateraldynamik
ausreichend. Mit der Einführung der nichtlinearen Profilseitenkräfte (7.18), der Ergänzung
der Feder- und Dämpfungsgliedercx, cy, dx und dy in den Koppelelementen, sowie unter
Berücksichtigung stochastischer GleisquerlagefehlerYt und einer generalisierten stochasti-
schen QuerkraftPt wird (7.19) erweitert. Das Gleichungssystem lautet damit
Mq̈ + (D + G)q̇ + (K + N)q + FP,t = FYt + Pt , (7.26)
























































Die Gleislage ist darin als stochastischer ProzeßYt enthalten. Für die generalisierten Seiten-
windkräfte wurden die stochastischen ProzessePt1 und Pt2 eingeführt. Drehmomente des
Typs Pt2 treten beispielsweise bei einer Zugbegegnung auf und greifen am Fahrzeugauf-
bau an. Bei der Simulation des Verhaltens eines einzelnen Radsatzes kann darauf verzichtet
werden. Die Parameterγi beschreiben die Geometrie des Rad/Schiene-Kontaktes. Durch ei-
ne geeignete Wahl lassen sich viele Profilpaarungen, die die Bedingung der Stetigkeit und
Symmetrie der Rollradiendifferenzfunktion erfüllen, annähern.
In der linearen Theorie mit kegeligen Rädern, ohne Spurkränze und ohne stochastische An-
teile existiert eine sogenanntelineare kritische Geschwindigkeit. Unterhalb der linearen kri-
tischen Geschwindigkeit klingen kleine Störungen ab und der Radsatz verhält sich in Quer-
richtung wie ein gedämpfter Schwinger. Bei Erreichen der kritischen Geschwindigkeit tritt




Abbildung 7.7: Bifurkationsdiagramm für einen Radsatz auf nahezu perfektem Gleis
Selbsterregung ein und die Querschwingamplitude wächst über alle Grenzen [32]. In der
Realität bleibt die Amplitude wegen des nichtlinearen Radprofils beschränkt. Es handelt sich
somit um eineHOPF-Bifurkation. Die Fahrgeschwindigkeitv0 repräsentiert den Bifurkati-
onsparameter.
Das beschriebene Verhalten ist für einen gefesselten rollenden Radsatz zu beobachten, bei
dem die Geschwindigkeit stetig immer weiter erhöht wird. Wird jedoch die Fahrgeschwin-
digkeit von einem Wert, der jenseits der linearen kritischen Geschwindigkeit liegt, stetig ver-
mindert, so behält der Radsatz auch nach Unterschreiten der linearen kritischen Geschwin-
digkeit das oszillierende Verhalten. Erst nach weiterer Verminderung der Geschwindigkeit
weist das System beim Unterschreiten der sogenanntennichtlinearen kritischen Geschwin-
digkeitdas gedämpfte Verhalten auf und weicht in die Gleichgewichtslage zurück [92]. Eine
Tangenten-Bifurkation wurde durchschritten.
In Abbildung 7.7 ist die Amplitude der Lateralbewegung über der Fahrgeschwindigkeit auf-
getragen. Das beschriebene Verhalten ist mit den durchgezogenen Linien gekennzeichnet.
Zwischen der nichtlinearen und der linearen kritischen Geschwindigkeit koexistieren zwei
Attraktoren, deren Bassins durch die strichlierte Separatrix getrennt sind. Die abgebildeten
Bifurkationen sind die beiden ersten auftretenden Bifurkationen. Für größere Bifurkations-
parameter können weitere, auch viel stärker verzweigte Bifurkationsdiagramme entstehen.




Zunächst wird das System (7.26) für ein gestörtes Gleis ohne stochastische Querkraftanre-
gung untersucht. Es gilt somitPt ≡ 0. Die numerische Simulation findet im Zeitbereich statt,
daher muß der AnregungsprozeßYt aus der WegtrajektorieYs nach (7.4) mit geeigneten
Parameternai undbi über die Beziehungen




erzeugt werden. Ebenso wurden Simulationen durchgeführt, bei welchen der ProzeßYt durch
das amplitudenbegrenzende Filter (2.158) erzeugt wurde. Qualitativ zeigen die Ergebnisse
ähnliches Verhalten. Der Vorteil der zweiten Methode besteht darin, daß insbesondere der
Intensitätsparameterσ ohne Rücksicht auf reale Rauschanregungen variiert werden kann.
Man erhält einen tieferen Einblick in das Eigenverhalten des Systems. Aus diesem Grunde
beruhen die folgenden Ergebnisse auf dem Anregungsmodell (2.158).
Die Vorwärtsgeschwindigkeitv0 stellt in den Simulationen den veränderlichen Parameter
dar. Die Simulationsgleichungen wurden wieder nach dem in Abschnitt 3.1 beschriebe-
nenEULER-Verfahren diskretisiert. Zur Erzeugung der normalverteilten Pseudozufallszah-
len wurde die Polar-MARSAGLIA-Methode (3.6) verwendet. Die Systemparameter für den
Radsatz sind soweit möglich [73] entnommen:








, f11 = 13,7MN, f22 = 11,1MN, f23 = 0MN, f33 = 0MN,
γ0 = 0
MN
m , γ1 = 1,6 · 105 MNm3 , γ2 = 1,4 · 1010 MNm5 q0 = 56,1kN,
In den folgenden Abbildungen 7.8 bis 7.12 sind die Effektivwerte der lateralen Amplitude
y über der Fahrgeschwindigkeitv0 als Ergebnisse der Simulationen aufgetragen. Die Effek-
tivwerte entsprechen den quadratischen Mittelwerten (Root-Mean-Square oder RMS). Für
jeden Geschwindigkeitsschritt wurden108 Simulationen mit Zeitschritten∆t = 1 · 10−5 s
durchgeführt, dies entspricht einer Fahrdauer von1000 s je Geschwindigkeitsschritt. Hier-
für wurden in der Simulation auf einem Rechner mit Intel Pentiumr 4 Prozessor und 2,26
GHz Taktfrequenz knapp157 Sekunden benötigt. Ein Rechner mit AMD Athlonr64 3200+
Prozessor benötigte für die gleiche Rechnung103 Sekunden.
Die P-Separatrix zwischen den beiden kritischen Geschwindigkeiten trennt die Bassins für
die oszillierende Bewegung und für die Gleichgewichtsruhelage. Sie wurde durch Variation
der Anfangsauslenkung iteriert. Je nachdem, zu welchem P-Attraktor die Trajektorie wan-
dert, zählt die Anfangsamplitude zum entsprechenden Bassin. Die P-Separatrix erhält bei der
Betrachtung der Durchfahrt durch eine Weiche praktische Bedeutung. Beim Überrollvorgang
der Flügelschiene und des anschließenden Herzstückes tritt eine Unstetigkeit in der Berühr-
geometrie auf. Diese kommt einer plötzlichen Querverrückung und gleichzeitigen Spurwei-
tenverringerung gleich. Springt der Berührpunkt durch die Unstetigkeit von einem Bassin in
das benachbarte, so kann auch bei geringen Rauschintensitäten und größerem Abstand vom
Bifurkationspunkt ein Phasenübergang stattfinden.


































































Abbildung 7.11: Bifurkationsdiagramm für einen Radsatz mit Anregungsintensitätσ = 10.














Abbildung 7.12: Bifurkationsdiagramm für einen Radsatz mit Anregungsintensitätσ = 15.
Es ist zu beobachten, daß mit wachsender Rauschintensität die lineare kritische Geschwin-
digkeit sinkt und die nichtlineare kritische Geschwindigkeit leicht ansteigt. Das Verschieben
des Bifurkationspunktes der Tangenten-Bifurkation nach rechts ist wie auch schon für die
stochastische Heugabel-Bifurkation in Kapitel 4 erklärbar. In der Nähe des Bifurkations-
punktes können die Inkremente des Rauschterms die Separatrix überqueren. Ist der Bifur-
kationsparameter weiter vom Bifurkationspunkt entfernt, so bedarf es größerer Zufallsinkre-
mente, um zu einem Phasenübergang zu gelangen.
In den Abbildungen 7.13 und 7.14 sind für die starke Anregungσ = 15 die Contourplots der
Verteilungsdichte im Phasenraum zu sehen. Die Ergebnisse sind für die Fahrgeschwindig-
keitenv0 = 136 m/s,138 m/s,140 m/s und142 m/s dargestellt. In den vier Bildern wird die
in Abbildung 7.12 enthaltene Information veranschaulicht. Beiv0 = 136 m/s ist die Vertei-
lungsdichte über der Zentralposition dominant. Bei138 m/s hat sich bereits der Grenzzyklus
ausgebildet (Abbildung 7.13) und vergrößert seine Amplitude für weiter steigende Fahrge-
schwindigkeitenv0 in Abbildung 7.14.
Des weiteren werden noch die Simulationsergebnisse als Verteilungsdichten über demy, ẏ-
Phasenraum für einen Radsatz dargestellt, der nicht durch Gleislagefehler, sondern durch
eine stochastische Seitenkraft gestört wird. Es gilt somitYt ≡ 0. Der SeitenwindeinflußPt1
wird wieder wie im vorangegangenen Kapitel alsGAUSSsches weißes Rauschen modelliert,
Pt2 entfällt.
In Abbildung 7.15 sind die Verteilungsdichten für vier unterschiedliche Geschwindigkeitszu-
stände zu sehen. Bei ungestörter Bewegung unterhalb der linearen kritischen Geschwindig-
keit ist die Verteilungsdichte im Ursprung desy, ẏ-Schaubildes singulär. Die stochastische
Kraftanregung bewirkt, daß die Verteilungsdichte streut, das Maximum bleibt im Ursprung
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Abbildung 7.13: Höhenlinien der Verteilungsdichte für den Radsatz mit Anregungsintensität


































Abbildung 7.14: Höhenlinien der Verteilungsdichte für den Radsatz mit Anregungsintensität






















































































σ = 1700 σ = 1700
σ = 0 σ = 1700










Abbildung 7.15: Verteilungsdichten unter deterministischer (σ = 0 und stochastischer (σ > 0
Querkraftanregung für ansteigende Fahrgeschwindigkeit.
des Phasenraumes. Mit zunehmender Fahrgeschwindigkeit erhebt sich ein Krater um den
zentralen Kegel. Die gestreute Zentralposition des Radsatzes wird also zeitweise durch ei-
ne oszillatorische Bewegung abgelöst. Eine weitere Steigerung der Geschwindigkeit führt
schließlich dazu, daß die oszillatorische Bewegung gehäuft auftritt, während die Zentralpo-
sition immer unwahrscheinlicher wird.
7.6 Losradpaar
Die für das Radsatzmodell getroffenen Voraussetzungen gelten für das Losradpaar entspre-
chend. Das mechanische Modell hierfür ist aus Abbildung 7.18 ersichtlich. Kennzeichnend
für das Losradpaar ist, daß sich beide Räder gegeneinander frei drehen können, ähnlich wie
bei Kraftfahrzeugen. Dadurch vergrößert sich die Zahl der Freiheitsgrade um eins. Diese
kleine Änderung der Geometrie führt jedoch zu einem völlig anderen dynamischen Verhal-
ten. Das ungefesselte Losradpaar ist selbst bei Stillstand instabil, es fällt unter einer Drehung
um die vertikale Achse und einer entgegengesetzten Drehbewegung beider Radscheiben zwi-
schen die Schienen. Aus diesem Grunde ist selbst für kleine Geschwindigkeiten eine Ankop-
pelung an den mitbewegten Rahmen zwingend erforderlich.
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Abbildung 7.16: Modell des Losradpaares.
Während die Bedingungen für die Berührgeometrie aus Abschnitt 7.3 weiterhin gelten, än-
dern sich die Bewegungsgleichungen signifikant [16]. Sie lauten nun








































































Die Simulationsergebnisse bis zu Geschwindigkeiten vonv0 = 200 m/s (720 km/h) zeigen
die in Abbildung 7.19 veranschaulichte Verteilungsdichte beim Auftreten einer stochasti-
schen SeitenkraftPt1. Es ist ersichtlich, daß das Losradpaar kein selbsterregtes Schwin-
gungsverhalten aufweist. Im praxisrelevanten Bereich existiert also keine kritische Geschwin-
digkeit, was vorteilhaft ist. Allerdings verläßt das Radpaar schon bei geringsten Seitenkraft-
störungen die Zentralposition zugunsten einer ausgelenkten Lage. Bei Losradfahrwerken,
die vornehmlich bei Stadt- und Straßenbahnen anzutreffen sind, wird im Betrieb tatsächlich
eine einseitige Abnutzung der Spurkränze festgestellt. Umfangreiche weitere Forschungen
sind nötig, um Aussagen darüber treffen zu können, wie groß die tatsächliche Häufigkeit für
das Auftreten der möglichen Verteilungsdichten ist. Daraus ließe sich dann Datenmaterial für
Verschleißberechnungen erstellen. Hierzu sind allerdings andere, nichtstationäre Modelle für
das Seitenwindverhalten erforderlich.
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Abbildung 7.17: Verteilungsdichte für das Losradpaar aufgrund einer stochastischen Quer-
krafteinwirkung.
ẏ [ ms ]




Die für das Radsatzmodell getroffenen Voraussetzungen gelten für das Losradpaar entspre-
chend. Das mechanische Modell hierfür ist aus Abbildung 7.18 ersichtlich. Kennzeichnend
für das Losradpaar ist, daß sich beide Räder gegeneinander frei drehen können, ähnlich wie
bei Kraftfahrzeugen. Dadurch vergrößert sich die Zahl der Freiheitsgrade um eins. Diese
kleine Änderung der Geometrie führt jedoch zu einem völlig anderen dynamischen Verhal-
ten. Das ungefesselte Losradpaar ist selbst bei Stillstand instabil, es fällt unter einer Drehung
um die vertikale Achse und einer entgegengesetzten Drehbewegung beider Radscheiben zwi-
schen die Schienen. Aus diesem Grunde ist selbst für kleine Geschwindigkeiten eine Ankop-
pelung an den mitbewegten Rahmen zwingend erforderlich.
Während die Bedingungen für die Berührgeometrie aus Abschnitt 7.3 weiterhin gelten, än-
dern sich die Bewegungsgleichungen signifikant [16]. Sie lauten nun


















































Abbildung 7.18: Modell des Losradpaares.
FP,t =
(





















Die Simulationsergebnisse bis zu Geschwindigkeiten vonv0 = 200 m/s (720 km/h) zeigen
die in Abbildung 7.19 veranschaulichte Verteilungsdichte beim Auftreten einer stochasti-
schen SeitenkraftPt1. Es ist ersichtlich, daß das Losradpaar kein selbsterregtes Schwin-
gungsverhalten aufweist. Im praxisrelevanten Bereich existiert also keine kritische Geschwin-
digkeit, was vorteilhaft ist. Allerdings verläßt das Radpaar schon bei geringsten Seitenkraft-
störungen die Zentralposition zugunsten einer ausgelenkten Lage. Bei Losradfahrwerken,
die vornehmlich bei Stadt- und Straßenbahnen anzutreffen sind, wird im Betrieb tatsächlich
eine einseitige Abnutzung der Spurkränze festgestellt. Umfangreiche weitere Forschungen
sind nötig, um Aussagen darüber treffen zu können, wie groß die tatsächliche Häufigkeit für
das Auftreten der möglichen Verteilungsdichten ist. Daraus ließe sich dann Datenmaterial für
Verschleißberechnungen erstellen. Hierzu sind allerdings andere, nichtstationäre Modelle für
das Seitenwindverhalten erforderlich.
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Abbildung 7.19: Verteilungsdichte für das Losradpaar aufgrund einer stochastischen Quer-
krafteinwirkung.
ẏ [ ms ]






Bei der Untersuchung vieler technischer Systeme treten Fragestellungen zum dynamischen
Verhalten auf. Um Aussagen über die Auswirkungen der auftretenden Schwingungen treffen
zu können, müssen diese zunächst erkannt und charakterisiert werden. Ist eine Schädigung
der Bauteile oder sogar die Sicherheit von Menschen in Gefahr, sind genaue Kenntnisse über
das jeweilige System erforderlich, um kritische Zustände vermeiden zu können. Es existieren
viele Methoden, das Systemverhalten vorauszuberechnen.
Vor der Anwendung der mathematischen Methoden steht jedoch die Modellbildung. In der
ersten Abstraktionsstufe wird das mechanische Modell durch Vereinfachungen der Geome-
trie und mechanischer Kenngrößen geschaffen. Die Übertragung in das mathematische Mo-
dell kann nur unter Verwendung der gegebenen mathematischen Hilfsmittel stattfinden, was
wiederum eine Abstraktion nach sich zieht. Im allgemeinen weisen die realen technischen
Systeme nichtlineares Zeitverhalten auf. Es gilt damit nicht mehr das Superpositionsprin-
zip, das bequem und hilfreich in der Anwendung ist. Oftmals ist es möglich und notwendig,
nichtlineare Systeme in der Nähe des Arbeitspunktes zu linearisieren und vereinfachende
Annahmen zu treffen. Dieses Vorgehen muß bewußt und begründet betrieben werden.
Lineare Systeme haben deterministischen Charakter, das heißt ihr Zeitverhalten ist genau
vorhersagbar, indem mit den klassischen mathematischen Methoden Lösungen für das zuge-
hörige mathematische Modell angegeben werden. Nichtlineare Systeme können Lösungsver-
zweigungen aufweisen. Nach der Methode der Untersuchung unterscheidet man dynamische
(D-) und phänomenologische (P-) Bifurkationen. Im Falle einer Zunahme von Lösungen
werden durch die nichtlinearen Methoden im allgemeinen keine Aussagen darüber getrof-
fen, welche der berechneten Lösungen tatsächlich eintreten. Dennoch nennt man auch nicht-
lineare Systeme deterministisch, solange keine vom Zufall beeinflußten Größen enthalten
sind. Sind diese vorhanden, so handelt es sich um stochastische Systeme, die durch statisti-
sche Größen beschrieben werden. Damit werden wahrscheinlichkeitstheoretische Methoden
erforderlich.
Die vorliegende Arbeit beschäftigt sich mit der Analyse mechanischer Systeme unter dem
Einfluß zufälliger Größen. Nach der einleitenden Motivation werden im Grundlagenkapitel
die benötigten wahrscheinlichkeitstheoretischen Grundbegriffe eingeführt. Das Ziel ist es,
durch die Angabe von Wahrscheinlichkeitsverteilungsdichten der Zustandsvariablen die sta-
tistischen Eingenschaften zu beschreiben. Die Zufallsgrößen in den untersuchten Systemen
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werden auf stationäre ergodischeMARKOW-Prozesse eingeschränkt.
Im dritten Kapitel werden Modelle zur additiven und multiplikativen stochastischen Anre-
gung vorgestellt. Durch Filterung des idealisierten weißen Rauschpozesses werden Prozesse
geschaffen, die an gewünschte Eigenschaften angepaßt werden können. Zur Bestimmung der
Verteilungsdichten werden zwei grundsätzliche Verfahren verwendet, deren Ausgangspunkt
die stochastischen Differentialgleichungen nachITÔ sind. Die Monte-Carlo-Simulation ist
eine direkte Methode, bei der die Lösungstrajektorien (Realisierungen) durch numerische
Integration der Systemgleichungen erzeugt werden. Wird Stationarität und Ergodizität vor-
ausgesetzt, so erhält man die diskretisierten Verteilungsdichten als Häufigkeitsverteilungen
durch eine statistische Auswertung. Um den Voraussetzungen zu genügen, bedarf es einer
genügend langen Integrationszeit im Sinne häufiger Integrationsschritte.
Wegen der vorausgesetztenMARKOW-Eigenschaft der stochastischen Prozesse sind die-
se durch deren Übergangswahrscheinlichkeitsdichte vollständig beschrieben. Die gesuch-
ten Verteilungsdichten des stochastischen Problems sind deshalb Lösungen derFOKKER-
PLANCK -KOLMOGOROW-Gleichung. Diese ist eine partielle Differentialgleichung mit nicht-
konstanten Koeffizienten. Deren Lösung ist nur auf einige Spezialfälle begrenzt, so daß Nä-
herungsverfahren eingesetzt werden müssen. Eines der Näherungsverfahren beruht darauf,
daß nach einer Koordinatentransformation auf Polarkoordinaten zunächst der Amplituden-
prozeß vom Winkelprozeß entkoppelt wird, so daß die Randverteilungsdichte für die Am-
plitudenrichtung analytisch angebbar ist. Unter der Annahme, daß die Form der Näherung
der Lösung nahe kommt, kann man nun eine geeignete Koordinatentransformation finden,
die der Gewichtsfunktion bekannter orthogonaler Funktionen entspricht. Im Verbund mit der
Reihenentwicklung des Winkelprozesses im SinneGALERKINs erhält man schwache Lösun-
gen derFOKKER-PLANCK -KOLMOGOROW-Gleichung (FPK-Gleichung) als gesuchte Ver-
teilungsdichten. Eine andere Möglichkeit, Näherungslösungen zu erhalten, liegt darin, in die
Ansatzfunktion an geeigneter Stelle freie Parameter einzufügen. Die Ansatzfunktion muß
ebenfalls schon der gesuchten Verteilungsdichte ähnlich sein. Die freien Parameter werden
dann an bekannte Bedingungen höherer Momente angepaßt.
Das vierte Kapitel befaßt sich mit der Untersuchung der P-Bifurkation eines verzweigenden
Diffusionsprozesses. Zunächst wird die Wirkung von multiplikativemGAUSSschen weißen
Rauschen auf eine Heugabel-Bifurkation untersucht. Im Gegensatz zum später untersuchten
additiven Problem wird gezeigt, daß sich die Extrema in den über dem Bifurkationsparameter
aufgetragenen Verteilungsdichten nicht mit den Attraktoren und Repelloren des unverrausch-
ten Systems decken. In beiden Fällen jedoch wird der Bifurkationspunkt zugunsten eines grö-
ßeren Bifurkationsparameters gestreut. Für beide Störungstypen wird die Verteilungsdichte
durch Lösung der FPK-Gleichung und durch Monte-Carlo-Simulation angegeben. Für gefil-
tertes, amplitudenbegrenztes Rauschen wird die Verteilungsdichte als Näherung durch eine
zweiparametrige Approximation und durch Monte-Carlo-Simulation bestimmt und vergli-
chen.
Kapitel fünf vergleicht im wesentlichen die Methode der Reihenentwicklung mit derjenigen
eines vierparametrigen Ansatzes in Bezug auf einen Oszillator mitVAN DER POLschem und
RAYLEIGHschem Dämpfungsterm. Eine Entwicklung bis zum zweiten Reihenglied zeigt
schon eine bessere Form der Verteilungsdichte als der vierparametrige Ansatz, wobei als
Vergleichsmaß das Ergebnis der numerischen Simulation herangezogen wurde.
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Die Kapitel sechs und sieben gehen auf vereinfachte, aber durchaus übliche, fahrzeugtech-
nische Systeme ein. Zunächst wird das Querdynamikverhalten eines Kraftfahrzeuges in Ka-
pitel sechs untersucht. Beim Kraftfahrzeugproblem wirkt die Anregung in Form eines sto-
chastisch modellierten Seitenwindes. Aufgrund der Ergebnisse lassen sich die Eigenschaften
des Fahrzeuges bezüglich Seitenwind charakterisieren. Unter Zugrundelegung des linearen
Einspurmodelles und normalverteilter Windkräfte wird die Lösung analytisch angegeben.
Eine Fehlerbetrachtung wird in Bezug auf die numerische Simulation durchgeführt.
Das siebte Kapitel behandelt das laterale dynamische Verhalten eines gefesselten Eisenbahn-
radsatzes und eines Losradpaares. Aufgrund der nichtlinearen Berührgeometrie zwischen
Rad und Schiene entsteht für den Eisenbahnradsatz ein gekoppeltes dynamisches Problem
zwischen dem seitlichen Schieben und der Gierbewegung. Mit der Fahrgeschwindigkeit als
Systemparameter tritt ab einer kritischen Geschwindigkeit Selbsterregung ein. Die Unter-
suchung zweier Bifurkationspunkte ergab, daß diese sich unter dem Einfluß stochastischer
Seitenkräfte annähern. Für das Radpaar existieren diese kritischen Werte innerhalb des tech-
nisch relevanten Bereichs nicht. Dafür treten andere Probleme auf, die sich im einseitigen
Verschleiß der Radprofile äußern. Dieses Phänomen ist aus der Praxis bekannt und verhin-
det die breite Einführung von Losradpaaren bei Eisenbahnen. Eine der Differenzwinkelge-
schwindigkeit proportionale Drehdämpfung zwischen den beiden Radscheiben könnte beide
Probleme beseitigen. Es ist anzunehmen, daß die kritische Geschwindigkeit erhöht und das
einseitige Anlaufen an den Spurkranz unterbleiben würde. Die Untersuchungen hierzu sind
noch nicht abgeschlossen.
Mit der vorliegenden Arbeit wird ein Beitrag zur Vorhersage des Verhaltens mechanischer
Systeme unter zufälligen Einflüssen geleistet. Theoretische Methoden wurden auf technische
Systeme übertragen. Dabei zeigte sich, daß sich nicht nur die Modellbildung des mechani-
schen Systems, sondern auch die Abstraktion der anregenden Größen auf die Lösbarkeit
beträchtlich auswirkt. Während für einen hohen Abstraktionsgrad analytische Methoden vor
allem wegen ihrer allgemeinen Aussagekraft positiv hervortreten, gewinnen numerische Me-
thoden für die Untersuchung komplexer Systeme an Bedeutung. Die Rechenzeit tritt dann
gegenüber dem Aufwand zur Herleitung der Ansatzfunktionen in den Hintergrund. Es bietet
sich zusätzlich die Möglichkeit, gemessene Gleislagedaten in die Anregungstrajektorie auf-
zunehmen. Damit ließen sich dann konkrete Streckenabschnitte oder Weichendurchfahrten
betrachten. Bis heute werden Weichendurchfahrten dynamisch nicht simuliert [18].
An den Beispielen Kraftfahrzeug und Radsatz ist leicht einsehbar, daß hier nur Teilaspekte
realer technischer Gebilde beleuchtet wurden, um grundlegende Charakteristika des Verhal-
tens darzustellen und um die Übersichtlichkeit und Vergleichbarkeit der Methoden unter-
einander zu veranschaulichen. Die Ergebnisse könnten als Grundlage für weitere Arbeiten
auf dem Gebiet der Verschleißforschung im Rad/Schiene-Kontakt dienen. Außerdem laufen
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