Abstract. It is well known that languages definable using first-order logic with order predicate (FO) are exactly those recognized by a finitestate automaton whose transition monoid is aperiodic. This result has recently been lifted to FO definable string-to-string functions, with equivalent representations by means of aperiodic deterministic two-way transducers and aperiodic (1-bounded) streaming string transducers (SST). In this paper, we study transformations between these two models of transducers, and prove that they preserve the aperiodicity of transducers. We also provide a transformation from k-bounded SST to 1-bounded SST, and show it preserves aperiodicity. As a corollary, we obtain that FO definable string-to-string functions are equivalent to SST whose transition monoid is finite and aperiodic.
Introduction
The theory of regular languages constitutes a cornerstone in theoretical computer science. Initially studied on languages of finite words, it has since been extended in numerous directions, including finite and infinite trees.
Another natural extension is moving from languages to relations. This is precisely the purpose of transductions. We are interested in this work in stringto-string transductions, and more precisely in string-to-string functions. One of the strengths of the class of regular languages is their equivalent presentation by means of automata, logic, algebra and regular expressions. The class of so-called regular string functions enjoys a similar multiple presentation. It can indeed be alternatively defined using deterministic two-way finite state transducers (2DFT ), using MSO graph transductions interpreted on strings as it has been shown by J. Engelfriet and H.J. Hoogeboom in [EH01] . This result has then been extended to ordered ranked trees in [EM99] . More recently, the class of regular string functions has been characterized by the (new) model of copyless streaming string transducers (SST).
The connection between automata and logic, which has been very fruitful for model-checking for instance, also needs to be investigated in the framework of transductions. As it has been done for regular languages, a natural objective is then to provide similar logic-automata connections for subclasses of regular functions. The class of rational functions (accepted by one-way finite state transducers) owns a simple characterization in terms of logic, as shown in [Fil15] . The relation, of type ∆ ⊆ Q × (A ⊎ {⊢, ⊣}) × Q × {+1, 0, −1}. The new symbols ⊢ and ⊣ are called endmarkers. It is deterministic if for all (p, a) ∈ Q × (A ⊎ {⊢, ⊣}), there is at most one pair (q, m) ∈ Q × {+1, 0, −1} such that (p, a, q, m) ∈ ∆.
To ensure the fact that the reading of A does not go out of bounds, an input word u is given enriched by the endmarkers, meaning that A reads ⊢ u ⊣. We then set u[0] =⊢ and u[|u| + 1] =⊣.
Initially the head of A is on the first cell ⊢ in state q 0 (the cell at position 0). When A reads an input symbol, depending on the transitions in ∆, its head moves to the left (−1) if the head was not in the first cell, or stays at the same position (0) and changes its state, or moves to the right (+1) and changes its state. A stops as soon as it reaches the endmarker ⊣ in a final state.
A configuration of A is a pair (q, i) ∈ Q × N where q is a state and i is a position on the input tape. A run ρ of A is a finite sequence of configurations. The run ρ = (p 1 , i 1 ) . . . (p m , i m ) is a run on an input word u ∈ A * of length n if p 1 = q 0 , i 1 = 0, i m n + 1, and for all k ∈ {1, . . . , m − 1}, 0 i k n + 1 and (p k , u[i k ], p k+1 , i k+1 − i k ) ∈ ∆. It is accepting if m is the first index where i m = n + 1 and p m ∈ F . The language of a 2NFA A, denoted by L(A), is the set of words u such that there exists an accepting run of A on u.
A non-deterministic (one-way) finite state automaton (NFA) is a 2NFA such that ∆ ⊆ Q × (A × {⊢, ⊣}) × Q × {+1}, therefore we will often see ∆ as a subset of Q × A × Q. Any 2NFA is effectively equivalent to an NFA. It was first proved by Rabin and Scott, and independently by Shepherdson [RS59, She59] . Transducers Non-deterministic two-way finite state transducers (2NFTs) over A extend NFAs with a one-way left-to-right output tape. They are defined as 2NFAs except that the transition relation ∆ is extended with outputs:
is fired on a letter a, the word v is appended to the right of the output tape and the transducer goes to state q ′ . Wlog we assume that for all p, q ∈ Q, a ∈ A and m ∈ {+1, 0, −1}, there exists at most one v ∈ A * such that (p, a, v, q, m) ∈ ∆. We also denote v by out(p, a, q, m).
A run of a 2NFTs is a run of its underlying automaton, i.e. the 2NFAs obtained by ignoring the output. A run ρ may be simultaneously a run on a word u and on a word u ′ = u. However, when the underlying input word is given, there is a unique sequence of transitions associated with ρ. Given a 2NFT T , an input word u ∈ A * and a run ρ = (p 1 , i 1 ) . . . (p m , i m ) of T on u, the output of ρ on u, denoted by out u (ρ), is the word obtained by concatenating the outputs of the transitions followed by ρ, i.e.
If ρ contains a single configuration, we let out u (ρ) = ǫ. When the underlying input word u is clear from the context, we may omit the exponent u. The transduction defined by T is the relation R(T ) = {(u, out u (ρ)) | ρ is an accepting run of T on u}. We may often just write T when it is clear from the context. A 2NFT T is functional if the transduction it defines is functional. The class of functional 2NFTs is denoted by f2NFT . The domain of T is defined as dom(T ) = dom(R(T )). The domain dom(T ) is a regular language that can be defined by the 2NFA obtained by projecting away the output part of the transitions of T , called the underlying input automaton. A deterministic two-way finite state transducer (2DFT ) is a 2NFT whose underlying input automaton is deterministic. Note that 2DFTs are always functional, as there is at most one accepting run per input word.
We say that two transducers T, T ′ are equivalent, denoted by T ≡ T ′ , whenever they define the same transduction, i.e. R(T ) = R(T ′ ). Streaming String Transducers Let X be a finite set of variables denoted by X, Y, . . . and B be a finite alphabet. A substitution σ is defined as a mapping σ : X → (B ∪ X ) * . Let S X ,B be the set of all substitutions. Any substitution σ can be extended toσ : (B ∪ X ) * → (B ∪ X ) * in a straightforward manner. The composition σ 1 σ 2 of two substitutions σ 1 and σ 2 is defined as the standard function compositionσ 1 σ 2 , i.e.σ 1 σ 2 (X) =σ 1 (σ 2 (X)) for all X ∈ X . We say that a string u ∈ (B ∪ X ) * is k-linear if each X ∈ X occurs at most k times in u. A substitution σ is k-linear if σ(X) is k-linear, for all X ∈ X . It is copyless if for any variable X, there exists at most one variable Y such that X occurs in σ(Y ). -A and B are finite sets of input and output alphabets respectively; -Q is a finite set of states with initial state q 0 ; -δ : Q × A → Q is a transition function; -X is a finite set of variables; -ρ : δ → S X ,B is a variable update; -Q f is a subset of final states;
* is the output function.
The concept of a run of an SST is defined in an analogous manner to that of a finite state automaton. The sequence σ r,i 0 i |r| of substitutions induced by a run r = q 0 a1 − → q 1 a2 − → q 2 . . . q n−1 an − − → q n is defined inductively as the following: σ r,i =σ r,i−1 ρ(q i−1 , a i ) for 1 < i |r| and σ r,1 = ρ(q 0 , a 1 ). We denote σ r,|r| by σ r .
If r is accepting, i.e. q n ∈ Q f , we can extend the output function F to r by F (r) = σ ǫ σ r F (q n ), where σ ǫ substitute all variables by their initial value ǫ. For all words w ∈ A * , the output of w by T is defined only if there exists an accepting run r of T on w, and in that case the output is denoted by T (w) = F (r). The domain of T , denoted by dom(T ), is defined as the set of words w on which there exists an accepting run of T . The transformation R(T ) defined by T is the function which maps any word w ∈ dom(T ) to its output T (w).
A SST is k-bounded if all of its runs induce k-linear substitutions. It is copyless if they are copyless.
The following theorem gives the expresiveness equivalence of the models we consider (see Figure 1) .
Let f : A * → B * be a function over words. Then the following conditions are equivalent: -f is realized by an MSO graph transduction, -f is realized by a 2DFT, -f is realized by a copyless SST, -f is realized by a k-bounded SST for some k.
Transition monoid of transductions
A (finite) monoid M is (finite) set equipped with an internal law, and having a neutral element for this law. A morphism η : M → N between monoids is an application from M to N that preserves the internal laws, meaning that for all x and y in M , η(xy) = η(x)η(y). A monoid M is said to be aperiodic if there exists a least integer n, called the aperiodicity index of M , such that for all elements x of M , we have x n = x n+1 . Given an alphabet A, the set of words A * is a monoid equipped with the concatenation law, having the empty word as neutral element. It is called the free monoid on A. A finite monoid M recognizes a language L of A * if there exists a morphism η :
It is well-known that the languages recognized by finite monoids are exactly the ones recognized by DFAs.
The monoid we construct from a machine is called its transition monoid [Ner58] . We are interested here in aperiodic machines, in the sense that a machine is aperiodic if its transition monoid is aperiodic. We now give the definition of the transition monoid for a 2DFT and a SST. 2DFT As in the case of DFA, the transition monoid of a 2DFT A is the set of all possible behaviors of a word on A. As a word can be read in both ways, the possible runs are split into four relations over the set of states Q of A. Given an input word w, we thus define the left-to-left behavior bh ℓℓ (w) as the set of pairs (p, q) of states of A such that there exists a run over w starting on the first letter of w in state p and exiting w on the left in state q (see Figure 2) . We define in an analogous fashion the left-to-right, right-to-left and right-to-right behaviors denoted respectively bh ℓr (w), bh rℓ (w) and bh rr (w). Then the transition monoid of a 2DFT is defined as follows:
Definition 2 (Transition monoid of a 2DFT ). Let A = (Q, A, δ, q 0 , F ) be a two-way automaton. The transition monoid of A is A * /∼ A where ∼ A is the conjunction of the four relations ∼ ll , ∼ lr , ∼ rl and ∼ rr defined for any words w, w ′ of A * as follows:
The neutral element of this monoid is the class of the empty word ǫ, whose behaviors bh xy (ǫ) is the identity function if x = y, and is the empty relation otherwise.
Note that since the set of states of A is finite, each behavior relation is of finite index and consequently the transition monoid of A is also finite. Let us also remark that the transition monoid of A does not depend on the output and is in fact the transition monoid of the underlying 2DFA. Streaming String Transducers The transition monoid for SST was defined in [FKT14] . We give here the formal definition and refer to the original for advanced considerations. The transition monoid of an SST also amounts for all the possible behaviors of an input word on the SST. Thus it also has to consider the substitution induced by a run.
Definition 3 (Transition monoid of a SST). Let T be an SST with states Q and variables X . Then the transition monoid M T of T is a set of square matrices over the integers enriched with a new absorbent element ⊥. The matrices are of the same size and indexed by the pairs (p, X) of Q × X . Then given an input word w, the image of w in M T is the matrix m such that for all states p, q and all variables X, Y , m[p, X][q, Y ] = n if, and only if, there exists a run r of T over w from state p to state q, and X occurs n times in σ r (Y ).
Note that if T is k-bounded, then for all word w, all the coefficients of its image in M T are bounded by k. The converse also holds. Then M T is finite if, and only if, T is k-bounded, for some k.
Theorem 1 extends to aperiodic subclasses and to first-order logic, as in the case of regular languages [Sch65,MP71]. -f is realized by a FO graph transduction, -f is realized by an aperiodic 1-bounded SST, -f is realized by an aperiodic 2DFT. Example 1. As an example, let f : {a, b} * → {a, b} * be the function mapping any word w = a k0 ba k1 · · · ba kn to the word
kn obtained by adding after each block of consecutive a a block of consecutive b of the same length. Since each word w over A can be uniquely written w = a k0 ba k1 · · · ba kn with some k i being possibly equal to 0, the function f is well defined. We give in Figure 3 some 2DFT and SST that realize f . It can be checked that both machine are aperiodic. 
Adding output order to flow
Consider an SST T with set of variables X , a substitution σ and two variables X and Y in X . We say that X flows into Y in σ if X appears in σ(Y ). By definition, σ(Y ) is a word over B ∪ X . Given a substitution σ, we denote byσ = σ |X the projection of σ from (B ∪ X ) * to X * Intuitively,σ(Y ) represents the variables used to define Y , and gives the order in which they are used. This is more precise than the information stored in the monoid associated to the SST as the latter only stores which variable is used, with no information on their relative order. Note that in the case of a 1-bounded SST, each variable occurs at most once inσ(Y ).
The following proposition intuitively shows that if a k-bounded SST is aperiodic, then the output order is also aperiodic. Proposition 1. Let T be an aperiodic k-bounded SST of aperiodicity index n T with ℓ variables. Then for any input word u, any state q of T and any integer j n T + (k + 1)ℓ,σ q,u j =σ q,u j+1
Proof. Let T be an aperiodic k-bounded SST, and η : A * → M its transition monoid. A loop is a pair (q, u) from Q × A * such that δ(q, u) = q. Let n T be the aperiodicity index of T . In particular it implies that for all states p of T , there exists a state q such that p
Then if the loops are aperiodic with index m, the output order is aperiodic with index at most n T + m.
Consequently, in the following σ denotes the substitution function of a loop of T , and we aim to prove thatσ q,u (k+1)ℓ =σ q,u (k+1)ℓ+1 .
Before proving this though, we define the relation ⋖ ⊆ X × X as follows. Given two variables X and Y , we have X ⋖ Y if there exists a positive integer i such that X flows into Y in σ i . This relation is clearly transitive. The next lemma proves that it is also anti-symmetric, showing that we can use this relation as an induction order to prove the result.
Proof. We prove this lemma by contradiction. Assume that there exists two different variables X and Y and two integers i and j such that X occurs in σ i (Y ) and Y occurs in σ j (X). Then for any k > 0, X occurs in σ k(i+j) (X) and Y occurs in σ k(i+j)+j (X). As T is aperiodic, for k large enough it means that both X and Y occur in both σ nT (X) and σ nT (y). Then σ 2nT (X) contains both σ nT (X) and σ nT (y) and thus contains at least two occurrences of X and Y . By iterating this process, we prove that the number of occurrences of X in σ nT (X) is not bounded, holding a contradiction.
We now prove that for all variables X in X ,σ (k+1)ℓ (X) =σ (k+1)ℓ+1 (X) by treating the following two cases:
-If X ∈ σ(X), then eitherσ(X) = X andσ 2 (X) =σ(X), or there exists Y = X such that Y ∈σ(X). In the latter case, we get by iteration that for all i > 0, |σ Note that the bound on the aperiodicity index does not appear to be tight.
From
Proof. Let T = (A, B, Q, q 0 , Q f , δ, X , ρ, F ) be a SST. Let us construct a two-way transducer A that realizes the same function. The transducer A will follow the output structure (see Figure 4 ) of T and construct the output as it appears in the structure. To make the proof easier to read, we define A as the composition of a left-to-right sequential transducer A ′ , a right-to-left sequential transducer A ′′ and a 2-way transducer B. Remark that this proves the result as two-way transducers are closed under composition with sequential ones. The transducer A ′ does a single pass on the input and enriches it with the transition used by T in the previous step. The second transducer uses this information, and enriches the input word with the set of variables corresponding to the variables that will be produced from this position. The last transducer will then follow the output structure of T (see [FKT14] ) and use the transitions of the enriched alphabet to rewind the run of T when the reading head moves left. The set of variables will be used to clear the non determinism due to the 1-bounded property. Note that in the case of a copyless SST, the transducer A ′′ can be omitted. We now explain how the several transducers behave on a given run r = q 0
, which enriches the input word with the transitions of the previous step, can be done easily with a 1-way transducer, which first stores the transition taken in its state, then outputs it along the current letter read. Given a letter a and a state q, we have the transitions (q, a) a|(a,q) − −−− → δ(q, a). We also have (q, ⊣) ⊣|(⊣,q) −−−−→ f . Then on the run r, if u = a 1 . . . a n , we get the output word A ′ (⊢ u ⊣) = (a 1 , q 0 )(a 2 , q 1 ) . . . (a n , q n−1 )(⊣ , q n ).
The transducer
, which enriches each letter of the input word with the variables effectively produced from this step, can be done easily with a right-to-left sequential transducer, which starts with the variables appearing in F (q n ). Given a letter (a, q) and a set S, we have S (a,q)|(a,q,S)
− −−−−−−− → S
′ where S ′ = {X ∈ X | ∃Y ∈ S X occurs in ρ(q, a, Y )}. Then given an input word (a 1 , q 0 )(a 2 , q 1 ) . . . (⊣, q n ), we define S n = F (q n ), and S i−1 = {X ∈ X | ∃Y ∈ F (q n ) X ∈ σ qi−1,ai...an (Y )}, we get the output word A ′′ • A ′ (⊢ u ⊣) = (a 1 , q 0 , S 1 )(a 2 , q 1 , S 2 ) . . . (a n , q n−1 , S n )(⊣, q n , ∅). The construction of the third transducer B is more involved and is detailed in the following. Let B = (A × Q × 2 X , B, P, p 0 , µ, ν, {f }) defined as follows:
-P = X × {i, o} ⊎ {p 0 , f } is the set of states. The transducer does a first leftto-right reading of the input in state p 0 . The subset X × {i, o} will then be used to follow the output structure while keeping track of which variable we are currently producing. The set {i, o} stands for in and out and corresponds to the similar notions in the output structure. Informally, in states will move to the left, while out states move to the right. The states p 0 and f are new states that are respectively initial and final.
The transition function µ : P ×A×Q×2 X → P ×{−1, 0, +1} and the production function ν : P ×A×Q×2 X → B * are detailed below. In the following, we consider that the transducer is in state p reading the triplet t = (a, q, S) or one of the endmarkers (see Figure 5 ).
-If p = p 0 and a =⊣, then we set µ(p 0 , t) = (p 0 , +1) and ν(p 0 , t) = ǫ.
-If p = p 0 and a =⊣, then if F (q) starts by uX with u ∈ B * and X ∈ X , then µ(p, t) = ((X, i), −1) and ν(p, t) = u.
-If p = (X, i), and t =⊢ then:
• either ρ(q, a)(X) = u ∈ B * and does not contain any variable, and we set µ(p, t) = ((X, o), +1) and ν(p, t) = u, • or ρ(q, a)(X) starts by uY with u ∈ B * and Y ∈ X , then µ(p, t) = ((Y, i), −1) and ν(p, t) = u.
-If p = (X, i), and t =⊢ then µ(p, t) = ((X, o), +1) and ν(p, t) = ǫ.
-If p = (X, o) and a =⊣, then let Y be the unique variable of S such that X appears in ρ(q, a)(Y ). Then we have:
• either ρ(q, a)(Y ) ends by Xu with u in B * and we set µ(p, t) = ((Y, o), +1) and ν(p, t) = u, • or ρ(q, a)(Y ) is of the form (B ∪ X ) * XuX ′ (B ∪ X ) * and we set µ(p, t) = ((X ′ , i), −1) and ν(p, t) = u.
Note that the unicity of such Y in S is due to the 1-boundedness property. If T is copyless, then this information is irrelevant and A ′′ can be bypassed. -If p = (X, o), q ∈ Q f and a =⊣ then:
either F (q) ends by Xu with u in B * and we set µ(p, t) = (f, +1) and ν(p, t) = u, or F (q) is of the form (B∪X ) * XuX ′ (B∪X ) * and we set µ(p, t) = ((X ′ , i), −1) and ν(p, t) = u. Theorem 4. If T is an aperiodic 1-bounded SST, then we can construct an aperiodic 2-way transducer that realizes the same function.
Proof. We prove this theorem by showing that the construction from Theorem 3 preserves aperiodicity. Let T be an aperiodic SST. We prove separately the aperiodicity of the transducers A ′ , A ′′ and B. Then we get the result as aperiodicity is preserved by composition [CD15].
First, consider the transducer A ′ . It is a one-way transducer that simply enriches the input word with transitions from T , each enrichment corresponding to the transition taken by T in the previous step. Then since T is aperiodic, so is its underlying automaton. Then the enrichment and thus A ′ are aperiodic. Secondly, given an input word, the transducer A ′′ stores at each position the set of variables that will be output by T . Now as T is aperiodic, the flow of variable is aperiodic. Thus the value taken by this set is aperiodic and so is A ′′ .
Finally, consider the transducer B and a run r of B over u n starting in state p. Note that thet fact that there exists a run over an enriched input word v implies that it is well founded, meaning that it is the image of some word of A * by A ′′ • A ′ . If p is of the form (X, i), then the run starts from the right of u n and follows the substitution σ r (X). It exits u n either in state (X, o) on the right if σ r (X) is a word of B * , or in a state (Y, i) on the left where Y is the first variable appearing in σ r (X). In both cases the state at the end of the run only depends on the underlying automata of T and the order of variables appearing in the substitution induced by the run. By Proposition 1 this order is aperiodic if T is aperiodic, and then a similar run exists over u n+1 . Finally, if p is of the form (X, i), then the state in which the run exits u As the flow of variable as well as the underlying automaton are aperiodic, a similar run exists over u n+1 . We conclude the proof by noticing that the same arguments will hold to reduce runs over u n+1 to runs over u n .
From 2DFT to SST
We present in this section a construction proposed in [AFT12] , adapted to the simpler case of finite words with no look-around.
Theorem 5. [AFT12]
Let A be a 2DFT with n states. Then we can effectively construct a 1-bounded SST with O(n n ) states and n variables that computes the same function.
Proof. Let A = (A, B, Q, i, δ, γ, F ) be a 2DFT . We define the SST T = (A, B, P ⊎ {j}, j, Q f , α, X , β, G) as follows:
where τ ′ is defined for all states r ∈ Q as follows. Let δ(r, a) = (r ′ , d), we set:
It is worth observing that the function τ ′ defined this way does not have any cyclic dependency due to determinism and the restriction to read the whole input for a 2-way transducer.
-we define the variable update function β : α → S X ,B . Given a transition
1) and γ(r, a) = u. Lastly, we have to define the behavior of the SST at the initial and final steps. Indeed, as the SST does not read the endmarkers, we have on one hand to catch up after the initial state and on the other hand to anticipate at the final states and output function. The initial case can be handled by the initial state by defining τ ′ and ρ on the two letters word ⊢ a instead of simply a for all letters a, starting from (i, Id X ). The empty word is handled by the output function. The construction for the other endmarker requires a bit more attention and is given below. The main idea is to construct a reverse τ and ρ for the suffix ⊣, for each state (q, τ ). Thus we define a kind of update function τ ⊣ and an output function ρ ⊣ as follows:
One can observe that the SST defined this way is 1-bounded. Indeed, it may be the case that a variable X s is used to define two variables X p and X p ′ if we have δ(p, a) = δ(p ′ , a) = (s, −1). However, due to determinism of A, only one of the two states p and p ′ is part of the run of A on the input word at this position, and thus only one of the two variables X p and X p ′ is involved in the final output.
Similarly, the update of the variable O relies on that of variable X q . Thus, if ρ(X q ) involves some variable X s , so does ρ(O). However, the copy of X s used to define X q will not be part of the final output.
We now prove that this construction preserves aperiodicity.
Theorem 6. Let A be an aperiodic 2DFT. Then the SST constructed using Theorem 5 is also aperiodic.
Proof. Given a run (q, τ ) u − → (q ′ , τ ′ ) inducing a substitution σ, we claim that we have, for all states s:
-if the run of A on u starting in s on the last letter of u leaves u on the right producing some word v, then σ(X s ) = v; -if the run of A on u starting in s on the last letter of u leaves u on the left, then σ(X s ) = v 0 X r1 v 1 . . . X rn v n , where n 1 and:
The second case of this claim is illustrated on Figure 6 , more precisely by the part of the figure corresponding to word u, and not to the appended letter a.
Assuming this claim, the aperiodicity of the input 2DFT implies the aperiodicity of both the underlying automaton and the flow of the constructed SST, concluding the proof.
We prove the claim by induction on the size of the input word. As base case, we consider a single letter a ∈ A. One can verify that the claim actually corresponds to the definition of the variable update function given in the proof of Theorem 5. As induction step, we consider a word u ′ = ua, with u ∈ A * , and a ∈ A, and the following run of the SST on ua:
where the claim holds for u. We denote by σ u (resp. σ ua ) the substitution associated with the above run on u (resp. on ua). We prove that the claim holds for ua for all states p by induction on the recursion depth of τ ′′ (p). Here, t stands for the transition (q Figure 6 ). According to the definition of β(t) given in the proof of Theorem 5, we distinguish three cases depending on the value of δ(p, a):
is constant and thus no variable flows into it. Then the claim holds as we are in the first case of the claim (the run of A exits on the right).
and the claim is proved by induction hypothesis on the recursion depth.
. This case is depicted on Figure 6 . We have β(t)(X p ) = vX s β(t)(X τ ′ (s) ) where γ(p, a) = v. Then σ ua (X p ) = vσ u (X s )σ ua (X τ ′ (s) ). We can apply the induction hypothesis on the size of the input word to apply the claim on σ u (X s ), and the induction hypothesis on the recursion depth to apply the claim on σ ua (X τ ′ (s) ). It is then routine to verify that, depending on the type of the runs of A (exiting left or right), the claim also holds for σ ua (X p ).
We now treat the case of the output variable O. Given a run (q, τ ) u − → (q ′ , τ ′ ) inducing some substitution σ, one can show by induction on the size of u that σ(O) = Oσ(X q ′ ). The result then follows from the aperiodicity proved above for σ(X q ′ ).
6 From k-boundedness to 1-boundedness
In this section we give a construction extending the known equivalence of kbounded SST with 1-bounded ones to the case of aperiodic machines.
Theorem 7. Given an aperiodic k-bounded SST, we can effectively construct an aperiodic 1-bounded SST that realizes the same function.
Proof. In order to move from a k-bounded SST to a 1-bounded SST, the natural idea is to use copies of each variable. However, we cannot maintain k copies of each variable all the time: suppose that X flows into Y and Z, which both occur in the final output. If we have k copies of X, we cannot produce in a 1-bounded way k copies of Y and k copies of Z. We will thus limit, for each variable X, the number of copies of X we maintain. In order to get this information, we will use a look-ahead information on the suffix of the run.
The proof relies on the following fact: suppose that we know at each step what is the substitution induced by the suffix of the run. From this substitution, for each variable X we know the value of the integer n such that X will be involved exactly n times in the final output. We can thus copy each variable sufficiently many times and use them to produce this substitution in a copyless fashion.
One can observe that there are finitely many substitutions, this information being held in the transition monoid of the SST. Then we can compute, at each step and for each possible substitution, a copyless update. But as a given element of the monoid may have several successors, the update function flows variables from one element to variables of several elements. As these variables are never recombined, we get the 1-boundedness of the construction.
Let T = (A, B, Q, q 0 , Q f , δ, X , ρ, F ) be an aperiodic k-bounded SST, M T be its transition monoid, and η T : A * → M T be its transition morphism.
-The set of states Q ′ = Q × P(M T ) is the current state plus a set of elements of M T corresponding to the possible images of the current suffix.
is the set of relevant possible images of input words. Here, we are abusing notations as δ(q, m) stands for δ(q, u) where η T (u) = m. By definition of the transition monoid, we have that η T (u) = η T (v) implies δ(q, u) = δ(q, v), thus this is well defined.
Variables from X ′ will be denoted X m i for X ∈ X , i k and m ∈ M T .
-The variable update function is defined as follows. First given a state q of T and an element m of M T , we defineσ q,m as the projection of the output substitution induced by a run starting on q on a word whose image is m, i.eσ q,u = γ(q, u) • F (δ(q, u)) for η T (u) = m. Note that by definition of the transition monoid of a SST, it is well defined. Now consider a transition (q, S) a − → (q ′ , S ′ ), n ∈ S ′ and 0 < i |σ q ′ ,n | X , ρ ′ ((q, S), a, X n i ) is defined similarly to ρ(q, a, X), where all variables are labelled by the element η T (a)n and numbered to ensure the 1-bounded property. Such a numbering is possible thanks to the fact that n indicates which variables are used as well as how many times. This allows us to copy each variables the right amount of times, using different copies at each occurrence. The k-bounded property then ensures that we will never need more than k variables for a possible output.
* is defined as follows. Let (q, S) ∈ Q ′ f . The string F ′ (q, S) is obtained from the string F (q) by substituting each variable X by a variable X n i , where 0 < i |F (q)| X and n = 1 MT . We now have to prove that T ′ is aperiodic. We claim that the runs of T ′ are of the form (q, S) u − → (q ′ , S ′ ) where q u − → T q ′ and S ′ = {n ∈ M T | η T (u)n ∈ S}, which holds by construction of T ′ . The update for such a run is then the update of T over the run q u − → T q ′ , where variables are labelled by elements from S and S ′ and numbered accordingly. Then as T is aperiodic, the Q part of the run is also aperiodic by construction. The other part computes sets of runs according to M T , which is also aperiodic. Then T ′ will also be aperiodic as the set S ′ only depends on the image of the word read, and by definition η T (u n ) = η T (u n+1 ).
As a corollary, we obtain: Corollary 1. Let f : A * → B * be a function over words. Then f is realized by a FO graph transduction iff f is realized by an aperiodic bounded SST.
Perspectives
We presented direct constructions between 1-bounded SST and 2DFT that preserve the aperiodicity of the transition monoid. This echoes the results from [FKT14] and [CD15] showing the equivalence of these respective models with first-order transductions. While the construction from 2DFT to SST comes from [AFT12] , the inverse construction is new to our knowledge. It uses an extension of the transition monoid of SST that does not only consider the variables used in the substitution induced by a run, but also the order in which they appear. We prove that aperiodic SST with respect to this new information are as expressive as aperiodic SST defined in [FKT14] .
In addition, we also proved that aperiodic k-bounded SST are not more expressive than aperiodic 1-bounded ones, which entails that first-order transductions are equivalent to SST whose transition monoid is finite and aperiodic.
Finally, there are still two models equivalent to the generic machines whose aperiodic subclass elude our scope yet. The first one is the case of copyless SST, while the second one is the f2NFT . To complete the picture, a natural approach would then be to consider the constructions from respectively [AFT12] and [dS13] and prove that aperiodicity is preserved.
