This paper examines asymptotic distributions of the likelihood ratio criteria, which are proposed under normality, for several hypotheses on covariance matrices when the true distribution of a population is a certain nonnormal distribution. It is well known that asymptotic distributions of test statistics depend on the fourth moments of the true population's distribution. We study the effects of nonnormality on the asymptotic distributions of the null and nonnull distributions of likelihood ratio criteria for covariance structures.
Introduction
Under the assumption that observed vectors are independently and identically distributed according to the multivariate normal distribution, it is well known that the null distributions of likelihood ratio criteria for testing covariance structures converge to the central chisquared distribution, when the sample size n tends to infinity. Furthermore, the nonnull distributions under local and fixed alternatives converge to the noncentral chi-squared distribution and the normal distribution, respectively. However, these asymptotic theories hold if and only if the true distribution is multivariate normal. If the true distribution is a particular nonnormal distribution, then asymptotic distributions of the null and nonnull distributions of the test statistics depend on the fourth moments of the population's distribution (see, e.g., [3, 11] ). This fact explains why tests for covariance structures are not at all robust under model misspecifications with respect to distribution. It is obviously different from tests for linear mean structures (for the effects of nonnormality on the distributions of test statistics for linear mean structures, see [28, 29] , etc.). Therefore, the test for covariance structures proposed under the normal assumption sometimes leads to wrong results, even if the sample size is large. However, the normality assumption is a popular technique in statistical analysis because we cannot know the underlying distribution. Hence, it is important to study the influences of nonnormality on the distribution of test statistics for covariance structures. The main focus of this paper is to obtain the asymptotic distributions of null and nonnull distributions of the likelihood ratio criteria, which are proposed under the normal assumption, for testing covariance structures under nonnormality. Specifically, we give the explicit forms on asymptotic distributions of well-known test statistics.
Many authors have studied the distributions of likelihood ratio criteria for testing covariance structures based on the normal assumption. Under the condition that the true distribution is distributed according to the multivariate normal distribution, many authors (see, e.g., [1, [20] [21] [22] [23] 27] ) have obtained asymptotic expansion formulas of the distributions of these criteria. Under the condition that the true distribution is distributed according to the elliptical distribution, Muirhead and Waternaux [17] and Tyler [26] considered asymptotic distributions, and Hayakawa [7, 8] derived asymptotic expansions of the nonnull distributions up to the order n −1/2 . Moreover, for results under a general condition, i.e., when the true distribution has finite fourth moments, Satorra and Bentler [19] obtained an asymptotic null distribution of a test criterion for testing a general covariance structure. For an asymptotic expansion under this condition, Nagao and Srivastava [18] derived asymptotic expansions of the nonnull distributions of the sphericity test criteria up to the order n −1/2 . Tonda and Wakaki [25] obtained an asymptotic expansion of the null distribution of the test statistic for testing the equality of q-groups in the univariate case, and Yanagihara et al. [30] obtained an asymptotic expansion of the null distribution of the test statistic for the hypothesis that a covariance matrix is equal to a given matrix up to the order n −1 . On the other hand, Browne [4] , Kano [13] and Satorra and Bentler [19] proposed test criteria which were more robust than ordinary criteria. Yuan and Bentler [32] discussed the conditions under which these test statistics became robust. By rescaling the test statistics, many authors (see [2, 5, 18, 33, 34] ) applied the bootstrap method to these tests. This paper is organized in the following way. In Section 2, we prepare the vecs operator, some moments in a nonnormal regression model, and the data model proposed by Yuan and Bentler [31] . In Section 3, we obtain asymptotic null and nonnull distributions of four well-known tests for covariance structures. These are as follows; (i) The test to verify that a covariance matrix is equal to a given matrix, (ii) Sphericity test, (iii) Independence test, and (iv) The test of equality of covariance matrices in m-groups. In Section 4, we derive asymptotic null and nonnull distributions of test criteria for the (v) Test of a general covariance structure in m-groups.
vecs operator, moments and the data model
Let u ab be the (a, b)th element of a p × p symmetric matrix U. Then, we consider two types of vectors, vec(U) and vecs(U) (see [6, p. 272 
where K p is the commutation matrix (see [9,15, p. 48] 
Next, we consider some moments in a multivariate regression model. Let y be a p-variate regression model as
is distributed according to a distribution with the mean 0 and covariance I p . Then we consider the covariance matrices of vec( ) and vecs( ). Let abcd be the fourth moment of , i.e.,
Similarly, the corresponding fourth cumulant of is given by
where ab is the Kronecker delta, i.e., aa = 1 and 
In addition, let C be a p × p symmetric matrix, then vec(C) vec(C) is equivalent to the multivariate kurtosis of the error vector transformed by C 1/2 , i.e.,
We write the multivariate kurtosis of the error vector transformed by C 1/2 as 4 (C). Of course, an ordinary multivariate kurtosis [10, 16] can be expressed as 
(2.6) When 1 = 2 = · · · = t = 3, we call the corresponding distribution of y in (2.6) the pseudo-elliptical distribution. Similarly, we call the distribution of y in (2.6) the pseudonormal distribution if = 1 in addition to 1 = 2 = · · · = t = 3. Note that there is a distribution with i = 3 except for the normal distribution (see [12] ). Therefore, the pseudo-elliptical and normal distributions are a wider class than the elliptical and normal distributions, respectively. Let = −1/2 (y − ), then the covariance matrix and s are given by
If is distributed according to the pseudo-normal distribution, the covariance matrices become = I p 2 + K p and s = I q . Moreover, if is distributed according to the pseudoelliptical distribution, the covariance matrices become
Four tests for covariance structures
In this section, we consider explicit forms of the asymptotic null and nonnull distributions of four well-known test criteria for the null hypotheses H 0,l , (l = 1, 2, 3, 4). The corresponding H 1,l and K 1,l denote the local and fixed alternatives of H 0,l , respectively.
Testing the hypothesis that a covariance matrix is equal to a given matrix
Let y 1 , . . . , y n be random samples from y = (y 1 , . . . , y p ) with E[y] = and Cov[y] = . The modified likelihood ratio criterion for testing hypothesis (i) H 0,1 : = 0 under normality is given by
where
In order to study the properties of L 1 , we obtain the asymptotic null and nonnull distributions of
under nonnormality. In this section, we consider two types of alternatives:
Under normality, it is well known that the distributions of T 1 under H 0,1 and H 1,1 converge to the central chi-squared distribution with q = p(p + 1)/2 degrees of freedom and the noncentral chi-squared distribution with q degrees of freedom and the noncentrality param-
converges to the standard normal distribution, where
(for results under normality, see, e.g., [1, 20] ). Let u ab be the (a, b)th element of U as
Then, u s = vecs(U) has an asymptotic normality, as in the following lemma. Hence, we expand T 1 as
where s,1 = vecs(
. By using this expansion for each hypothesis, we obtain the characteristic functions of the asymptotic null and nonnull distributions as follows.
(1) Under H 0,1 , noting that 1 = 0 and s,1 = 0, T 1 is rewritten as
Therefore, the characteristic function, C 0,1 (t), of T 1 under H 0,1 is given by
). From [14] , the characteristic function,
Therefore, the characteristic function,
is given by
From these results, we have the following theorem. 
(1)
respectively, where
and (1) 4,4 are the multivariate cumulants defined by
, the distribution of T 1 is asymptotically equal to that of the weighted sum of noncentral chi-squared variables with one degree of freedom, i.e.,
where each 2 1,j ( 1,j ) is independently distributed according to the noncentral chisquared distribution with one degree of freedom and noncentrality parameter 1,j . Moreover, its mean and variance are
, the distribution of the specific linear transformed T 1 is asymptotically equal to the standard normal distribution, i.e.,
In particular, when the sample comes from the pseudo-elliptical distribution, the covariance matrix s is expressed as 
The result on the null distribution in Corollary 3.1.3 is the same as those in [17, 26] , which were obtained under the elliptical distribution.
Testing the hypothesis of sphericity of a covariance
Under the same setting described in Section 3.1, the modified likelihood ratio criterion for testing hypothesis (ii) H 0,2 : = 2 I p under normality is given by
Our goal is to obtain asymptotic null and nonnull distributions of T 2 = −2 log L 2 under nonnormality. Then, the two types of alternatives are expressed as (1) local alternative H 1,2 :
Under normality, it is well known that the distributions of T 2 under H 0,2 and H 1,2 converge to central and noncentral chi-squared distributions with q − 1 degrees of freedom and noncentrality parameter
respectively. Moreover, under K 1,2 , {T 2 −(n−1) 2 }/ √ n 2 converges to the standard normal distribution, where
For the results under normality, see, e.g., [1, 20] . We expand T 2 in terms of u s = vecs(U) given in (3.2)
where s,2 = vecs p /tr( ) − I p and
By using this expansion under each hypothesis, we obtain the characteristic functions of asymptotic null and nonnull distributions as follows.
(1) Under H 0,2 , noting that 2 = 0, s,2 = 0 and
is rewritten as
Therefore, the characteristic function, C 0,2 (t), of T 2 under H 0,2 is given by
where s,2 = vecs(B). From this expression, the characteristic function, C 1,2 (t), of T 2 under H 1,2 is given by
4,4 are defined by (3.4) and (2) 4,4 is given by
aacd bbcd .
(2) Under H 1,2 , the distribution of T 2 is asymptotically equal to that of the weighted sum of noncentral chi-squared variables with one degree of freedom, i.e., 
(1) 
In particular, when the sample comes from the pseudo-elliptical distribution, the covariance matrix s is expressed as (3.5). 
The result on the null distribution in Corollary 3.2.2 is the same as those in [17, 26] , which were obtained under the elliptical distribution.
Testing the independence of the c set of variables
Let ab be the partition matrix of given by
Let O be a matrix, all of whose elements are 0. Under the same setting as describes in Section 3.1, the modified likelihood ratio criterion for testing hypothesis (iii) ab = O (a = b) under normality is given by
where the S aa is the partition matrix of S, as in (3.6). Our goal is to obtain asymptotic null and nonnull distributions of T 3 = −2 log L 3 under nonnormality. Then we consider the following two alternatives.
(1) local alternative H 1,3 :
and B ab is the partition matrix of B, as in (3.6), which satisfies B ab = B ba and B aa = O.
Under normality, it is well known that the distributions of T 3 under H 0,3 and H 1,3 converge to central and noncentral chi-squared distributions with f = q − r degrees of freedom and the noncentrality parameter 3 , respectively, where
Moreover, under K 1,3 , {T 3 − 3 }/ √ n 3 converges to the standard normal distribution, where
For the results under normality, see, e.g., [1, 20] . Letũ s be the reordering vector of u s in the following way,
where Q is a q ×q orthogonal matrix and U ij is partition matrix of U, as in (3.6). We expand T 3 in terms ofũ s
Then s,3 is a vector similar to that in (3.7) for
1/2 −I p . By using this expansion for each hypothesis, we can obtain the characteristic functions of asymptotic null and nonnull distributions as follows.
(1) Under H 0,3 , noting 3 = 0, s,3 = 0 and that the last term of the expansion of T 3 is reduced to − c a=1 tr(U 2 aa )/2, T 3 is rewritten as
Then the asymptotic covariance matrix ofũ s is Q s Q. Therefore, the characteristic function, C 0,3 (t), of T 3 under H 0,3 is given by 
where s,3 is a vector similar to that in (3.7) for B 1/2 −1 (d) B 1/2 . Therefore, the characteristic function, C 1,3 (t), of T 3 under H 1,3 is given by
Then the characteristic function, 
where 2 
1,j is independently and identically distributed according to the central chisquared distribution with one degree of freedom. Moreover, its mean and variance are
4,4 are given by
(2) Under H 1,3 , the distribution of T 3 is asymptotically equal to that of the weighted sum of noncentral chi-squared variables with one degree of freedom, i.e.,
where each 2 1,j ( 3,j ) is independently distributed according to the noncentral chisquared distribution with one degree of freedom and the noncentrality parameter 3,j .
Moreover, its mean and variance are
In particular, when the sample comes from the pseudo-elliptical distribution, 3 
The result on the null distribution in Corollary 3.3.2 is the same as those in [17, 26] , which were obtained under the elliptical distribution.
Testing the hypothesis of equality of covariance matrices in m populations
Let y ij be the j th observation vector from the ith population (j = 1, . . . , n i ; i =
1, . . . , m).
We assume that each 
and n = n 1 + · · · + n m . Our goal is to obtain asymptotic null and nonnull distributions of T 4 = −2 log L 4 under nonnormality. Thus, we consider the following two alternatives: 
For the results under normality, see, e.g., [1, 20] . 
From these results, we have the following theorem. (1) 4
, the distribution of a specific linear transformed T 4 is asymptotically equal to the standard normal distribution, i.e.,
In particular, when the sample comes from the pseudo-elliptical distribution, the covariance matrix s is expressed as (3.5). Then
Therefore, we have the following corollary. (1) Under H 0,4 , the distribution of T 4 converges to that of the sum of two independent chi-squared variables with different weights, i.e., 
The result on the null distribution in Corollary 3.4.2 is the same as those in [17, 26] , which were obtained under the elliptical distribution.
Some comments on the influences of nonnormality
We now discuss the tendencies of the four test statistics from the results on the asymptotic mean and variance. Let q ( ) denote the upper 100 × percentile of the chi-squared distribution with q degrees of freedom. It is known that P(T 1 q ( )) = + o(1) under normality. From Theorem 3.1.2, we can see that the asymptotic mean and variance of T 1 under nonnormality is often larger than those of the normal case, because 4 < 0, e.g., the uniform distribution. However, (1) 4 > −2p. Therefore, in almost all cases, (1) 4 is positive.). Let t ( ) denote the upper 100 × percentile of the limiting distribution of T 1 , i.e., P(T 1 t ( )) = + o(1). From the forms of the asymptotic mean and variance, it may have the tendency for q ( ) t ( ) in almost all cases, because the asymptotic inequalities E(T 1 ) q and Var(T 1 ) 2q are satisfied under (1) 4 0. Then, the actual sizes of the test based on the normal assumption tends to exceed the nominal size asymptotically. On the other hand, the power of the test is larger than the power of the normal case. Similar tendencies are considered for T 2 , T 3 and T 4 . In particular, when the population's distribution is the pseudo-elliptical distribution, the following asymptotic inequality always holds because 1,
,
Next we consider the condition that the test statistic T 1 for hypothesis (i) based on the normal assumption converges to the chi-squared distribution, even if the sample comes from a specific nonnormal distribution. Under such a condition, the test is asymptotically robust for nonnormality. From Theorem 3.1.2, if and only if s is equal to cA, where c is a scalar constant and A is a q ×q idempotent matrix, then the adjusted test statistic T 1 /c converges to the chi-squared distribution with q degrees of freedom. Then T 1 /c is asymptotically robust for nonnormality. We obtain similar conditions under hypotheses (ii), (iii) and (iv). From In this section, we obtain asymptotic distributions under the null hypothesis and local alternative, e.g.,
where is an h × 1 vector and B i is a p × p positive semi-definite matrix. The hypotheses includes the four hypotheses in the previous section. For testing the hypothesis H 0,G , the likelihood ratio criterion under the assumption that is distributed according to the multivariate normal distribution is defined as
2)
Here P A is the projection matrix to the linear space (A) generated by the column vectors of A. Let 2 i = n i /n = O(1) and
Then, under H 0,G , we expand the test statistic T G in terms of U i and U H,i
In order to obtain the distributions of T G , we rewrite U H,i using U i . Because i (ˆ ) is a maximum likelihood estimator under normality, the following equation holds.
We define a p × p matrix i, ( ) whose (a, b)th element is
From [24] , we can see that z is asymptotically distributed according to the multivariate normal distribution under valid conditions. To use z and i, ( ), we expand i (ˆ )
Substituting (4.6) into (4.4) and using the equation vec(ABC) = (C ⊗ A)vec(B), we derive
From (4.5),
Therefore, using (4.7) and (4.8), we obtain the relation between U i and U H,i as
) and
To use this equation and D s,p D s,p = I q , we calculate the top term of the perturbation expansion of T G as 
Therefore, from [14] , the characteristic function, C 1,G (t), of T G under H 1,G , can be expressed as
From these results, we obtain the following theorem. A similar result on the null distribution when m = 1 and X = 1 n was obtained by [19] . However, there is no condition of valid expansion in their result.
In particular, when the sample comes from the pseudo-elliptical distribution, the covariance matrix s is given by (3.5 From this corollary, we obtain a robust condition for the test of the covariance structure. When m = 1, this condition coincides with the result in [32] .
