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Resumen
Es de gran intere´s analizar la sensibilidad de los para´metros de modelos matema´ticos que describen sistemas fı´sicos, y merece
una atencio´n particular estudiar esta sensibilidad en modelos con incertidumbre en el valor de sus para´metros. La llamada sen-
sibilidad global considera todo el intervalo de incertidumbre de los para´metros al considerarlos variables aleatorias. Este trabajo
presenta el ana´lisis de sensibilidad global en frecuencia del modelo matema´tico parame´trico de la dina´mica lateral de un modelo
de automo´vil, con un enfoque basado en la expansio´n de la respuesta del modelo con polinomios de caos. Esta te´cnica permite
representar fa´cilmente el sistema como un modelo estoca´stico, donde los para´metros pasan a ser variables aleatorias que varı´an de
acuerdo a su incertidumbre. El modelo estoca´stico debe ser una aproximacio´n muy cercana del modelo original. Copyright c© 2015
CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
Es un caso frecuente que las ecuaciones de los modelos con-
tengan para´metros desconocidos que deben ser estimados a par-
tir de sen˜ales reales. Entre estos para´metros, hay algunos que
tienen una inﬂuencia muy pequen˜a o insigniﬁcante sobre la res-
puesta del sistema y, por lo tanto, no necesitan ser estimados
con gran precisio´n. Ası´ pues, es necesario hacer la distincio´n
entre los para´metros signiﬁcativos y no signiﬁcativos mediante
un ana´lisis de sensibilidad parame´trica. Este es el caso de los
modelos complejos, como un modelo de automo´vil, que por lo
general tienen para´metros con valores inciertos y en los que se
requiere estimar los valores de los ma´s signiﬁcativos.
Una condicio´n suﬁciente pero no necesaria para asegurar
que se podra´n estimar los para´metros de un modelo matema´ti-
co es una buena sensibilidad parame´trica (Walter y Pronzato,
1997). Esta sensibilidad puede ser local o global, que tienen ca-
racterı´sticas diferentes. Los ana´lisis de sensibilidad local ayu-
dan a determinar el impacto de pequen˜as variaciones de un
para´metro alrededor de un valor nominal, utilizando derivadas
parciales (Turyani y Rabitz, 2000), cuando los valores de los
dema´s para´metros permanecen ﬁjos. Este enfoque no serı´a ade-
cuado cuando son inciertos los valores de los para´metros del
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modelo, porque la sensibilidad de un para´metro varı´a cuando
se modiﬁcan los valores de los para´metros que se ﬁjan. Por otro
lado, los ana´lisis de sensibilidad global tambie´n permiten deter-
minar este impacto, pero considerando la variacio´n simulta´nea
de todos los para´metros en su entero rango de incertidumbre.
Algunos de estos enfoques globales se basan en el ana´lisis de
la varianza de la salida del modelo, conocidos como ANOVA
(ANalysis Of VAriance) (Homma y Saltelli, 1996; Saltelli et al.,
1999; Sobol, 1993).
Generalmente se utiliza como funcio´n de sensibilidad la pri-
mera derivada parcial, la cual es una forma nume´rica local, por-
que la funcio´n se evalu´a en un punto de operacio´n especı´ﬁco.
La evaluacio´n de esta funcio´n necesita el conocimiento previo
de los valores de los para´metros, del que muchas veces no se
dispone. Ası´ que utilizar un enfoque de sensibilidad local no es
recomendable porque la modiﬁcacio´n del punto de operacio´n
producira´ un cambio notable en la sensibilidad de los para´me-
tros. En el caso del modelo del vehı´culo, el punto de operacio´n
esta´ dado por el fabricante del mismo y tiene grandes ma´rge-
nes de incertidumbre debido a que los valores de los para´me-
tros cambian con el tiempo debido al desgaste, las condiciones
externas, etc. Para este tipo de casos serı´a de gran intere´s con-
siderar todo el rango de incertidumbre parame´trica. Esta es la
ventaja del ana´lisis de sensibilidad global, ya que la variacio´n
de cada para´metro se evalu´a al mismo tiempo que todos los
dema´s cambian.
La sensibilidad global se basa en un enfoque estoca´stico
.L.U. Todos los derechos reserv
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donde, para cuantiﬁcar la contribucio´n de la variacio´n de los
para´metros en la varianza de la salida, se calculan los ı´ndices de
sensibilidad. La funcio´n del modelo se puede descomponer en
una suma de funciones de dimensio´n creciente (Sobol, 1993).
Esta descomposicio´n, que se conoce como HDMR (High Di-
mensional Model Representation), efectu´a la separacio´n de los
efectos de los diferentes para´metros de entrada, los cuales se
transmiten a la descomposicio´n de la varianza.
Algunos modelos complejos pueden tener gran nu´mero de
para´metros de manera que el ca´lculo analı´tico de los ı´ndices de
sensibilidad se vuelve difı´cil. Con frecuencia se calculan por
el me´todo Monte Carlo, pero este camino puede ser prohibiti-
vo para los modelos complejos. Para sortear esta diﬁcultad, el
modelo se reemplaza por una aproximacio´n analı´tica llamada
metamodelo (Cukier et al., 1978; Jacques et al., 2006; Mara y
Tarantola, 2008; McKay et al., 1999; Sobol, 1993), por ejemplo
por polinomios. Los ı´ndices de sensibilidad se obtienen direc-
tamente de los coeﬁcientes de esta expansio´n polinomial. La
descomposicio´n en polinomios de caos (PC) es uno de estos
metamodelos, la cual se basa en un marco probabilista de po-
linomios ortogonales (Ghanem y Red-Horse, 1999; Ghanem y
Spanos, 1991).
En este artı´culo se aborda el ana´lisis de sensibilidad global
del modelo matema´tico de la dina´mica lateral de un vehı´cu-
lo automo´vil con la perspectiva de poder despue´s estimar sus
para´metros. Se utiliza la expansio´n por PC de la salida del mo-
delo para calcular las funciones de sensibilidad. La estructura
del artı´culo es la siguiente: en la seccio´n 2 se presenta el mode-
lo del vehı´culo utilizado. El ana´lisis de sensibilidad global para
sistemas dina´micos se muestran en la seccio´n 3 y la expansio´n
en PC de la salida en la seccio´n 4. Finalmente, las funciones de
sensibilidad global obtenidas se presentan en la seccio´n 5.
2. Modelo del vehı´culo
El modelo del vehı´culo podrı´a ser considerado complejo por
la gran cantidad de para´metros necesarios para su descripcio´n,
por los para´metros acoplados y la variacio´n en el tiempo de al-
gunos de entre ellos (la masa, la adherencia, etc.). Esta comple-
jidad tambie´n se produce por las no linealidades con respecto
a las entradas y a los para´metros, y debido a feno´menos mal
conocidos.
Cuando el modelo del vehı´culo se utiliza para aplicaciones
de control o de simulacio´n, los valores de los para´metros invo-
lucrados deben ser conocidos con mucha precisio´n. Es en este
contexto que es interesante la estimacio´n de los para´metros fı´si-
cos del vehı´culo, y por tanto tambie´n el estudio de la sensibili-
dad de estos para´metros.
El desarrollo del modelo utilizado en este artı´culo puede
verse con detalle en (Haro, 2008). Se consideraron las siguien-
tes hipo´tesis en el modelado del vehı´culo: la aceleracio´n trans-
versal no rebasa 0,4g para evitar todo feno´meno de saturacio´n
en los neuma´ticos; no se consideran los efectos aerodina´micos;
los a´ngulos de deriva son pequen˜os; la velocidad longitudinal
del automo´vil se mantiene constante, por lo que no se considera
el efecto de cabeceo; el vehı´culo es sime´trico respecto a su eje
Figura 1: Ejes referenciales del vehı´culo y para´metros geome´tricos (tabla 2).
Figura 2: A´ngulo de deriva del neuma´tico (α) y a´ngulo de deriva del vehı´culo
(β).
longitudinal, pudiendo concentrar las masas en el eje geome´tri-
co.
La ﬁgura 1 muestra los diferentes ejes referenciales del vehı´cu-
lo, y la ﬁgura 2 los a´ngulos de deriva del neuma´tico y del vehı´cu-
lo. La tabla 1 presenta las variables del modelo y la tabla 2 los
diferentes para´metros y sus valores asociados, dados por el fa-
bricante. Hacemos notar que no se proporcionaron los valores
de incertidumbre de los para´metros l1, l2 y h0, por lo que estas
cantidades no se incluyen en la tabla 2.
Tabla 1: Variables del modelo
Sı´mbolo Descripcio´n
ψ˙ Velocidad de guin˜ada
β A´ngulo de deriva en el centro de gravedad
α1, α2 A´ngulos de deriva de las ruedas delantera y trasera
ϕ, ϕ˙ A´ngulo y velocidad de balanceo
aY Aceleracio´n transversal
VX Velocidad longitudinal
VY Velocidad transversal en el centro de gravedad
El “a´ngulo de deriva del neuma´tico”, α, que se muestra en
la ﬁgura 2, se genera por el contacto del neuma´tico con el suelo.
Se deﬁne por el a´ngulo entre el eje longitudinal del neuma´tico







donde i = 1, 2 corresponde respectivamente a los ejes delantero
y trasero, VYi es la velocidad transversal respecto al plano de
la llanta y VX es la velocidad longitudinal del vehı´culo. De for-
ma similar, β, el a´ngulo de deriva del vehı´culo, se deﬁne como
el a´ngulo entre el eje longitudinal del vehı´culo y el vector de
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donde VY es la velocidad transversal del vehı´culo en su centro
de gravedad.
Tabla 2: Para´metros dados por el fabricante
Sı´m. Descripcio´n Valor Desv. Unid.
est.%
M Masa total del
vehı´culo
1 400 0.1 Kg
ms Masa suspendida 1 262 0.1 Kg
MXZ Producto de inercia
balanceo - guin˜ada
50 50 Kg.m2
l1 Batalla delantera 1.148 m
l2 Batalla trasera 1.387 m




h1 Altura del centro de
balanceo delantero
0.0903 20 m
h2 Altura del centro de
balanceo trasero
0 – m
hg Distancia del suelo











MZZ Momento de inercia
de guin˜ada
1 571 20 Kg.m2
MXX Momento de inercia
de balanceo de la
masa suspendida
252 50 Kg.m2
D1 Rigidez de deriva
delantera
84 085 30 N/rad
D2 Rigidez de deriva
trasera
87 342 30 N/rad
Aro Amortiguamiento
de balanceo
2 750 30 Nm/rad/s
Kro Rigidez total de ba-
lanceo
150 000 15 N/rad








El modelo utilizado es un modelo matema´tico derivado de
las ecuaciones de movimiento de la dina´mica transversal de un
vehı´culo (Haro, 2008), presentado en la ecuacio´n (3). Este mo-
delo toma en cuenta las dina´micas de velocidad de guin˜ada,
a´ngulo de balanceo, velocidad transversal en el centro de gra-
vedad y velocidad transversal en los ejes de las ruedas:
Gx˙(t) = Hx(t) + Nu(t) con u(t) = δH (3)
donde δH es el a´ngulo aplicado a las ruedas de direccio´n del
vehı´culo. Las matrices G, H y N esta´n dadas por (ver tabla 2
para el signiﬁcado de los para´metros):
G =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
MZZ 0 0 0 −MXZ 0
0 MVX 0 0 −msh0 0
0 0 b1 0 0 0
0 0 0 b2 0 0
−MXZ −msh0VX 0 0 MXX + msh20 0




0 0 −D1l1 D2l2 −msh0VX 0
−MVX 0 −D1 −D2 0 0
l1 VX −VX 0 h1 −ε1VX
−l2 VX 0 −VX h2 −ε2VX
msh0VX 0 0 0 −Aro −Kro




0 0 −VXiS 0 0 0
]T
donde iS = 21,24 es el factor de conversio´n entre el giro del
volante y el giro de la ruedas. El vector de estados del sistema




ψ˙ β α1 α2 ϕ˙ ϕ
]T
Son de intere´s tres salidas del modelo: la velocidad de guin˜ada,
el a´ngulo de balanceo y la aceleracio´n transversal. Las dos pri-
meras se obtienen de los estados del sistema (el primero y el
sexto) y la aceleracio´n transversal aY se calcula con la expre-
sio´n:




donde las Di son la rigidez de deriva delantera y trasera, M es
la masa total del vehı´culo y las αi son los a´ngulos de deriva de
las ruedas delantera y trasera.
En (Haro, 2008) se realizo´ una prueba de identiﬁcabilidad
nume´rica para determinar que´ para´metros podı´an ser localmen-
te identiﬁcables (Walter y Pronzato, 1997). Se aplico´ como en-
trada una sen˜al PRBS (PseudoRandom Binary Sequence) para
excitar los para´metros. De acuerdo con esta prueba, se deter-
mino´ que los para´metros D1, D2, Aro, Kro, MZZ , MXX , b1 y b2
(ver tabla 2) pueden ser estimados juntos. No es posible estimar
simulta´neamente con los otros para´metros el producto de iner-
cia guin˜ada-balanceo MXZ , el cual es de inﬂuencia menor. Los
para´metros ε1, ε2, h1 y h2 se pueden considerar no sensibles.
Adema´s, h1 y h2 no son identiﬁcables con el protocolo experi-




D1 D2 Aro Kro MZZ MXX b1 b2
]
(4)
y se quiere analizar su sensibilidad para poder realizar despue´s
una buena estimacio´n. El resto de los para´metros de la tabla 2
se consideran conocidos y se ﬁjan al valor nominal dado por el
fabricante.
En el presente trabajo los para´metros no se estiman: so´lo se
realiza el ana´lisis de sensibilidad de los para´metros de intere´s.
Se utilizan los valores y los rangos de incertidumbre dados por
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el fabricante (tabla 2). En el artı´culo (Haro, 2008) sı´ se lleva a
cabo la estimacio´n de los para´metros (4) y la validacio´n de los
resultados obtenidos.
3. Ana´lisis de sensibilidad global
En la presente seccio´n y en la siguiente se expone de ma-
nera sucinta la teorı´a del ca´lculo de los ı´ndices de sensibilidad
y co´mo se obtienen estos ı´ndices a partir de los polinomios de
caos. Para profundizar ma´s se puede referir a (Haro et al., 2012),
donde se explica ampliamente.
Un modelo dina´mico parame´trico, y = f (t,p) donde y es la
respuesta del modelo y p es un vector de para´metros constantes,
se puede transformar en una funcio´n estoca´stica al hacer variar
de forma aleatoria los valores de p. Ahora los para´metros se
pueden considerar variables de entrada, pues se busca cuantiﬁ-
car la variacio´n de la respuesta del modelo ante los cambios de
los para´metros. La salida y se puede descomponer en sumandos
de dimensio´n creciente (Sobol, 1993):






fi j(pi, p j) + . . . + f1...n(p1, . . . , pn)
(5)
donde se asume que la salida del modelo y ∈ R pertenece al
espacio L2 . Como se trata de un modelo dina´mico, la descom-
posicio´n anterior habra´ que hacerla para los diferentes instante
de la evolucio´n del sistema. La ecuacio´n (5) conduce a la ex-







Vi j + . . . + V1...n (6)
donde Vy es la varianza total de f (p), Vi es la varianza marginal
correspondiente al para´metro pi, y V1...n es la varianza conjunta
correspondiente a la interaccio´n de los para´metros p1...n.
La funcio´n de sensibilidad S i para el para´metro pi, llamada
sensibilidad de primer orden, es la razo´n de la varianza marginal





que mide la cantidad de varianza de la salida debida solamente
al para´metro pi. Las funciones de sensibilidad de orden mayor,
nombradas S i1...is , se deﬁnen por la razo´n de la varianza conjun-





que miden la cantidad de varianza debida a la interaccio´n co-
lectiva de los para´metros pi1 , . . . , pis .
En la pra´ctica, se utilizan la sensibilidad de primer orden y
la funcio´n de sensibilidad total, S Ti. Esta u´ltima representa la
contribucio´n aislada de pi ma´s las contribuciones de la interac-
cio´n de pi con los dema´s para´metros:
S Ti = S i +
n∑
ji
S i j + . . . + S i jk...n (9)
4. Expansio´n en PC de la salida del modelo
Cualquier variable aleatoria de segundo orden con varianza
ﬁnita se puede representar por una expansio´n espectral funda-
mentada en una base de polinomios de Hermite, donde la ba-
se es ortogonal con respecto a la medida gaussiana (Wiener,
1938). En (Witteveen y Bijl, 2006; Xiu y Karniadakis, 2002b)
este planteamiento se extiende a otro tipo de distribuciones. En
el presente trabajo se utilizara´ una distribucio´n uniforme con
una base de polinomios de Legendre (ver seccio´n 5).
En cualquier caso, la variable aleatoria X(t, ω) se puede ex-
pandir como:
X (t, ω) =
∞∑
j=0
x jΦ j (ξ (ω)) (10)
donde x j son coeﬁcientes deterministas desconocidos, ξ(ω) =
(ξ1(ω), . . . , ξn(ω)) son n variables aleatorias independientes y
Φ j son polinomios multivariables.
Como la salida del modelo y se ha convertido en una varia-
ble aleatoria, y asumiendo que es de cuadrado integrable y de




α jΦ j(p) (11)
que es una aproximacio´n de la respuesta del modelo. Ahora α j
son los coeﬁcientes desconocidos, que habra´ que determinar, y
los para´metros p son las variables aleatorias independientes.
4.1. Determinacio´n de los coeﬁcientes de los PC
Una vez que se tiene la estructura (11) de la expansio´n en
PC, el siguiente paso es encontrar los valores de los coeﬁcientes
α j. Hay dos tipos de me´todos para hacerlo: los intrusivos y los
no intrusivos. Los me´todos intrusivos deben resolver un sistema
de ecuaciones acopladas, lo cual requiere algoritmos robustos
y eﬁcientes, adema´s de que necesitan modiﬁcar el co´digo de-
terminista existente (Field, 2002; Xiu y Karniadakis, 2002b,a).
Debido a este problema se han propuesto me´todos no intrusi-
vos, donde una de las te´cnicas utilizadas es la de proyeccio´n
(Crestaux et al., 2009; Sudret, 2008). Estos me´todos son muy
u´tiles al tratar de cuantiﬁcar la incertidumbre en modelos deter-
ministas complejos que no se pueden modiﬁcar fa´cilmente.
En este trabajo se emplea el me´todo de proyeccio´n, y el
me´todo nume´rico utilizado para realizar los ca´lculos es el de
cuadratura, ambos disponibles en diferentes herramientas in-
forma´ticas para polinomios de caos (por ejemplo NISP para
Scilab). En la seccio´n 5 se explican ma´s detalles.
4.2. Funciones de sensibilidad
Para calcular la funcio´n de sensibilidad (7) se necesita reor-
denar la expresio´n (11) para separar las diferentes contribucio-
nes de cada para´metro, como en la descomposicio´n (5). Para
realizar esto, Ik1,...,ks debe deﬁnir el conjunto de los multi-ı´ndi-
ces j que corresponde a los polinomios que dependen solamente
de las variables pi1 , . . . , pis . Utilizando esta notacio´n, la expre-
sio´n (11) se puede reformular como:
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pi1 , . . . , pis
)
+ · · ·
(12)
A partir de la expresio´n (12), las funciones de sensibilidad
de primer orden Sˆ i se pueden obtener utilizando el me´todo de
proyeccio´n, el cual aprovecha la propiedad de ortogonalidad de
los PC, que son polinomios ortogonales, al calcular la expan-














donde 〈·, ·〉 es el producto interno.
Hacemos notar que (13) es una estimacio´n de (7), ya que la
expansio´n en PC es una aproximacio´n del modelo original. Las
funciones estimadas de sensibilidad Sˆ i1,...,is , de orden ma´s alto,














Finalmente, las funciones estimadas de sensibilidad total
Sˆ T i esta´n dadas por:













con Ii+ el conjunto de multi-ı´ndices j correspondientes a los
polinomios Φi que dependen de los para´metros pi y posible-
mente de otros para´metros.
La gran ventaja de utilizar el enfoque basado en los PC para
calcular las funciones de sensibilidad es que, una vez que se ha
obtenido la expansio´n en PC, este ca´lculo es directo. Por tanto
este me´todo sera´ eﬁciente si la expansio´n en PC es acertada y
poco costosa. Mientras ma´s suave sea el comportamiento del
modelo original, ma´s fa´cil sera´ aproximarla con la expansio´n
con PC. Algunos ejemplos sencillos se presentan en (Crestaux
et al., 2009; Haro et al., 2012; Sudret, 2008).
5. Ana´lisis de las funciones de sensibilidad
Ahora se utiliza la expansio´n en PC para calcular los ı´ndi-
ces de sensibilidad global del modelo del automo´vil (3), para






























Figura 3: Funciones de sensibilidad global de la dina´mica de balanceo del mo-
delo de vehı´culo (3), generadas por expansio´n en polinomios de caos, en el
rango de variacio´n dado en la tabla 2.































Figura 4: Funciones de sensibilidad global de la dina´mica de velocidad de
guin˜ada del modelo de vehı´culo (3), generadas por expansio´n en polinomios
de caos, en el rango de variacio´n dado en la tabla 2.
las frecuencias de 0 a 5 Hz. Los para´metros de intere´s (4) se
consideran variables aleatorias con distribucio´n uniforme, ya
que no se dispone de informacio´n para suponer una distribu-
cio´n gaussiana o alguna otra. Los intervalos de variacio´n de los
para´metros se deﬁnieron conforme a los rangos de incertidum-
bre dados por el fabricante (tabla 2).
Por medio de la herramienta NISP para Scilab se genero´ el
modelo estoca´stico de (3). Fue suﬁciente una expansio´n de ter-
cer orden (ver ecuacio´n (11), con M = 3) para tener un error
aceptable (0.17% en su punto ma´s alto) entre la salida del mo-
delo (3) y la salida de la aproximacio´n con PC. Los valores de la
sensibilidad global se obtuvieron con el me´todo de proyeccio´n
por cuadratura para diferentes valores de frecuencia de entrada.
Estas gra´ﬁcas se muestran en las ﬁguras 3, 4 y 5 para las sa-
lidas: a´ngulo de balanceo, velocidad de guin˜ada y aceleracio´n
transversal respectivamente.
Segu´n estas gra´ﬁcas, los para´metros ma´s sensibles son el
coeﬁciente de rigidez de deriva frontal D1 (0 - 1 Hz y 2.5 -
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Figura 5: Funciones de sensibilidad global de la dina´mica de aceleracio´n trans-
versal del modelo de vehı´culo (3), generadas por expansio´n en polinomios de
caos, en el rango de variacio´n dado en la tabla 2.
5 Hz), el coeﬁciente de rigidez de deriva posterior D2 (1 - 2
Hz), y el momento de inercia del balanceo del vehı´culo MXX
principalmente para frecuencias por debajo de los 4 Hz. Por
otro lado, los para´metros menos sensibles son: el coeﬁciente de
relajacio´n frontal b1 en toda la gama de frecuencia, la rigidez
total de balanceo Kro y el coeﬁciente de relajacio´n posterior b2
que so´lo presenta un pequen˜o pico alrededor de los 2 Hz.
Para enfatizar la conveniencia de utilizar el ana´lisis de sen-
sibilidad global cuando los valores de los para´metros son in-
ciertos, en las ﬁguras 6, 7 y 8 se muestran las gra´ﬁcas de la
sensibilidad local, para las mismas salidas (a´ngulo de balan-
ceo, velocidad de guin˜ada y aceleracio´n transversal respectiva-
mente) del mismo modelo (3), las cuales se inspiran de (Haro,
2008). Estas gra´ﬁcas fueron generadas tomando como valores
nominales los especiﬁcados en la tabla 2. Se puede apreciar que
la sensibilidad de los para´metros es diferente segu´n se utilice un
ana´lisis de sensibilidad local o global. De acuerdo con la sensi-
bilidad local se puede suponer que los para´metros Kro, MXX y
D2 sera´n bien estimados debido a su alta sensibilidad. Los coe-
ﬁcientes de relajacio´n frontal y posterior b1 y b2, que son los
menos sensibles, sera´n los ma´s difı´ciles de estimar.
Se pueden apreciar diferencias entre las sensibilidades glo-
bal y local con respecto a la frecuencia, especialmente notorio
en la salida de la velocidad de guin˜ada. Esta diferencia se puede
explicar como sigue. Los enfoques locales ayudan a determinar
el impacto de pequen˜as variaciones de un para´metro alrededor
de un valor nominal, cuando todos los otros para´metros se ﬁ-
jan a sus valores nominales. La modiﬁcacio´n de estos valores
nominales, que son inciertos para el modelo de vehı´culo, puede
producir un cambio de la sensibilidad local de los para´metros.
Ası´, cuando los para´metros son inciertos, no es aconsejable uti-
lizar un enfoque local para medir la sensibilidad porque el punto
de operacio´n es desconocido. Por otro lado, los enfoques glo-
bales tambie´n permiten la determinacio´n del mismo impacto,
pero considerando la variacio´n simulta´nea de todos los para´me-
tros en toda su gama de incertidumbre.
Como el ana´lisis de sensibilidad es un paso previo a la es-






























Figura 6: Funciones de sensibilidad local de la dina´mica de balanceo del modelo
de vehı´culo (3), generadas con derivadas parciales, en el punto de operacio´n
dado por los valores nominales de la tabla 2.
timacio´n de para´metros, el resultado de la estimacio´n sera´ di-
ferente en funcio´n del ana´lisis de sensibilidad que se haya he-
cho. El ana´lisis de sensibilidad ayudara´ a determinar el peso
que se le dara´ a los para´metros en el algoritmo de estimacio´n.
Por ejemplo, de acuerdo con el ana´lisis de sensibilidad global
realizado, el para´metro b1 se podrı´a ﬁjar a su valor nominal y
so´lo 7 para´metros tendrı´an que ser estimados, mejorando la ve-
locidad del algoritmo. Y se le darı´a ma´s peso a los para´metros
D1, D2 y MXX , y muy poco peso a Kro y b2, suponiendo que las
pruebas de pista tienen los contenidos de frecuencia adecuados.
En un trabajo futuro estos resultados sera´n veriﬁcados reali-
zando la estimacio´n de los para´metros de acuerdo con el ana´lisis
de sensibilidad local y de sensibilidad global.
6. Conclusio´n
Este trabajo presenta un ana´lisis de sensibilidad global del
modelo de la dina´mica lateral de un vehı´culo automo´vil, con
un enfoque basado en la expansio´n de la salida del modelo en
polinomios de caos (PC). Se muestra que es posible obtener las
funciones de sensibilidad de un sistema dina´mico complejo. Se
calculan los ı´ndices de sensibilidad para diferentes valores de
frecuencia de la entrada.
La respuesta del modelo se puede sustituir por su expan-
sio´n en PC. La ventaja de utilizar la expansio´n en PC es que su
evaluacio´n es ma´s simple comparada con la simulacio´n directa,
ya que las funciones de sensibilidad se pueden evaluar como
expresiones analı´ticas de los coeﬁcientes de los PC. Como la
salida del modelo cambia con el tiempo, existe un valor para
los ı´ndices de sensibilidad en cada instante de tiempo y de esta
manera se construyen las funciones de sensibilidad.
Las funciones de sensibilidad global se comparan con las
funciones de sensibilidad local del mismo modelo obtenidas
con derivadas parciales. Como se esperaba, la sensibilidad glo-
bal calculada es diferente a la sensibilidad local, de modo que
las decisiones basadas en el ana´lisis de sensibilidad (por ejem-
plo, para la estimacio´n de los para´metros) sera´n diferentes de-
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Figura 7: Funciones de sensibilidad local de la dina´mica de velocidad de
guin˜ada del modelo de vehı´culo (3), generadas con derivadas parciales, en el
punto de operacio´n dado por los valores nominales de la tabla 2.






























Figura 8: Funciones de sensibilidad local de la dina´mica de aceleracio´n trans-
versal del modelo de vehı´culo (3), generadas con derivadas parciales, en el pun-
to de operacio´n dado por los valores nominales de la tabla 2.
pendiendo del ana´lisis de sensibilidad que se haya hecho. Cuan-
do los valores de los para´metros son inciertos es aconsejable
utilizar un ana´lisis global, ya que tiene en cuenta toda la gama
de variacio´n de los para´metros.
English Summary
Vehicle parameter sensitivity with polynomial chaos
Abstract
It is interesting to analyze the parameter sensitivity of mat-
hematical models that describe physical systems, and it deser-
ves particular attention the sensitivity study of models with un-
certainty in the parameter values. Global sensitivity takes in-
to account the entire range of parameter uncertainty because it
considers the parameters as random variables. This paper pre-
sents the global sensitivity analysis in frequency of a parame-
tric mathematical model of lateral dynamics of a vehicle model,
with an approach based on the polynomial chaos expansion of
the model response. This technique allows to easily represent
the system as a stochastic model, where the parameters become
random variables that vary according to their uncertainty. The
stochastic model should be a very close approximation of the
original model.
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sensitivity uncertain dynamic systems polynomial chaos vehi-
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