In the quest of perceptually optimized video coding, coding textures is representing a challenging case. While a large body of research was put into the perception of static textures, dynamic textures are still not sufficiently explored.
INTRODUCTION
HEVC [1] , the latest video compression standard, is specifically designed to minimize the distortion for a fixed rate budget. It has been shown that it can achieve up to 50% bitrate saving, as compared to the previous standard (AVC), using both subjective and objective evaluations [2] . Despite this improvement in the video coding process, two main issues are still not yet taken into consideration. Firstly, HEVC relies mainly on pixel comparison for optimizing the rate and distortion, and secondly, it is dedicated to statistical redundancies and ignores many possible perceptual redundancies.
A long with the standard video compression, there has been a large effort towards the perceptual video compression [3] [4] . The perceptual compression takes into account various aspects of the human visual system, such as sub/suprathreshold distortion characteristics, visual attention and visual sensitivity. Many approaches have been proposed to use this knowledge to enhance the coding efficiency and improve the overall quality of the decompressed videos. For textures, perceptual compression falls generally into 2 categories, low level and high level mechanisms of human visual system. Example of low level visual mechanism is the filter bank based visual similarity measure, that is used in [5] and [6] . On the other hand, high level mechanism relies on the fact that textures are not perceived in details, and modeling them as random process can lead to indistinguishable re-generation. Examples of this approach can be found in [7] and [8] .
Estimating the perceptual quality is of a fundamental importance in the video compression scenario. Conventional quality measure, such as mean squared error (MSE), considers that the change in the pixel level is linearly proportional to the change in the perceived quality. This assumption, is valid only on a limited scope [9] . For this reason, there exists a bunch of research that aims at better estimation of the perceived quality.
In the context of estimating the visual quality of textures, there has been only limited studies. In particular, for static textures, 10 textures in [10] were subjectively assessed for various types of distortions, and it was observed that the traditional image quality metrics fail to predict that quality in the case of multiple distortions types. Another notable work was done in [11] , where the authors showed that the quality of the synthesized texture images can be learned from the parameters of the synthesis algorithm. On the other hand, there has been no attempt to estimate the quality of dynamic textures, up to our knowledge.
The scope of this paper covers both visual quality assessment and perceptual compression of dynamic textures. Traditionally, video quality assessment focuses on estimating the quality for full sequences with temporal extent of 5-10 seconds. Such an approach, however, can not be directly used to drive a video coding system toward perceptual optimization. This is because the coding process makes all decisions in a block-wise manner, with limited memory to past and future blocks. In order to take the best decision, namely the perceptually most preferable, an immediate quality measure is needed. For this reason, this paper focuses on small short time patches with homogeneous contents.
The paper proposes a systematic perceptual optimization algorithm, in which the change of the physical variable (namely MSE) on the perceived distortion is mapped directly to a perceptual scale, which is then used to lead the encoder to the best rate-perceptual distortion compromise. This approach can be considered as a generalized proof of concept for a content based perceptually optimized video compression.
The rest of the paper is organized as follows. In Sec 2, the detail of subjective quality evaluation are described. Sec. 3 explains the perceptual optimization process used. The conclusion with future prospects is given in Sec. 4
ESTIMATING THE PERCEIVED DISTORTION

Method
Compared to the existing objective video quality metrics, the subjective evaluation is so far the most reliable method as it involves directly observers opinion about the visual quality.
Subjective quality assessment can be implemented using different methodologies, where the observers can respond to a continuous scale, discrete scale, and binary scale. It is generally agreed that the less the number of scales, the higher the precision in the observer response.
Taking into account the above discussion, we opted to use the Maximum Likelihood Difference Scaling (MLDS [12] ) methodology, which is a suitable method for estimating the supra-threshold effects of a physical variable. In brief, each observer compares two pairs of distorted sequences, and selects the pair that shows a higher perceptual difference. A maximum likelihood approach is then used to estimate the perceptual difference at each value of the compression level.
Adapting MLDS in this work is straightforward. The observers were presented 4 sequences, that are horizontally 1 degree of visual angle apart, and 3 degrees vertically. Selecting a pair was done via the keyboard arrows, and by pressing "enter" to validate the selection. A screenshot of the used software is shown in Fig. 1 .
The subjective test was conducted in a professional room specifically designed for subjective testing. It complies with the ITU recommendations regarding the room lighting and screen brightness [13] . The used screen was a TVLogic LVM401 with a resolution of 1920x1080 at 60Hz. The viewing distance was 3H, where H is the screen height.
Material
As being interested in short term patches of dynamic textures. We selected patches with minimal spatial and temporal extents. Spatially, the patches were chosen to be limited to foveal vision (2 degrees of visual angle), whereas temporally they were limited to 500 ms, which is more than the minimum fixation time (200 ms). Two datasets were used in this work. The first one is DynTex dataset [14] , which is a comprehensive dataset of 650 dynamic textures that has been extensively used for research. The other one is BVI textures [15] , which is a new dataset of 20 high quality videos, designed specifically for subjective quality estimation.
Using these 2 datasets, we cropped homogeneous patches of spatial resolution of 2 degrees of visual angle (128x128 according to the viewing condition described in Sec. 2.1) of 500 ms temporal period (which corresponds to 13 and 30 frames for DynTex and BVI resp.). In total, we collected 37 sequences from DynTex and 6 from BVI.
As we have short time sequences, they were continuously repeated. To avoid temporal flickering artifact, they were temporally reversed upon each repetition. Beside this, a spatially circular window was applied to show the inner part of 64 pixels diameter, and the rest were faded using a gaussian filter (see Fig. 1 ).
In the subjective test, one can only afford limited number of sequences. Thus, we looked for sequences with distinguishable features. We considered the HEVC performance as an important feature for clustering the sequences. Using HEVC reference software (HM 16.2 [16] ), the sequences where encoded to 10 levels of Quantization Parameter (QP), and the Bjontegaard delta PSNR (BD-PSNR [17] ) was computed between all sequences. The sequence which has the minimum sum of BD-PSNR compared with all the other sequences is considered as the reference one, and the BD-PSNR with respect to this sequence is consider as the sequence feature. Accordingly, 8 sequences were retrieved using k-means clustering algorithm, which are shown in Fig. 2 . For clarity, each video was assigned to a SeqId from 1 to 8, which follows the same order as shown in the figure (from left to right, and top to bottom).
Subjective Test Results
The raw data of selected pairs from the subjective experiment were converted to a perceptual scale using the software package provided by the authors in [18] . The resulting perceptual scale are shown in Fig. 3 for two sequences. The x-axes represents the overall average MSE of all the frames, whereas the Fig. 2 . Sequences used for subjective test y-axes represents the perceived difference. The confidence intervals are computing by learning the observers probability and repeat 10000 simulations using a boot-strapping procedure as explained in [18] .
The two curves shown in Fig. 3 represent two different trends in the MSE vs perceptual difference relationship. The first trend, as for SeqId 2, shows that there is a big deviation between the measure distortion (MSE) and the perceived one. On the other hand, the second trend, which is shown for SeqId 7, indicates that MSE is directly proportional to the perceived value of distortion. 
Optimization Process
Looking carefully at the curves in Fig. 3 , we can see that sequences belonging to the first trend are suitable candidates for perceptual optimization. This is because the high deviation between the perceived distortion and the measured distortion can lead to wrong decisions inside the coding loop and thus would not lead to the optimal rate quality compromise. The SeqId's of the sequences belonging to this trend are given in the first rwo of Table 1 .
In HEVC, the best prediction mode and block splitting are selected when they minimize the combined rate and distortion cost. The distortion is the Sum of Squared Differences (SSD), which is the MSE value multiplied by the number of pixels belonging to the block under consideration, and the combination of rate and distortion is done via a Lagrangian multiplier (λ). The optimum value of λ corresponds to the negative derivative of distortion over rate.
A straightforward way to utilize the subjective test result in the video compression scenario (HEVC) is to map the distortion measure in HEVC to its perceptual value. To achieve this, we used linear piece-wise mapping functions derived from the subjective test, was used to convert the measured MSE into a perceptual value (SSD p ) as follows:
Where N is the number of pixels belonging to the given block. The new lambda (λ p ) value can be also derived as follows:
Thus, the λ p is a scaled version of the previous λ. According to this analysis, the perceptual optimization process, for each texture type, consists of piece-wise mapping function and scaling factor.
Estimating the Bitrate Saving
Estimating the bitrate saving between two compression algorithms, modified and original one, is curried out via comparing the bitrates of same quality points (iso-quality points). Finding these iso-quality points is equivalent to estimating the threshold where one cannot distinguish the difference between the two compression algorithms.
We designed a specific subjective test to estimate this threshold, namely a forced choice yes/no method. We fixed the reference encoder bitrate (HM 16.2), and used the optimized encoder to produce 7 bitrate values around the reference rate. Each pair of dynamic patches, obtained from reference and optimized encoder, was shown to the observers 6 times. The observers task is to select the patch that is better in quality, a screen shot of the used software is shown in Fig.  4 .
Using the same subjective setup as in 2.1, the preference probability was computed. The preference probability is a psychometric function that can be generally fitted with an S shaped function. We used Weibull function (from the Matlab psychophysics toolbox [19] ) as a fitting function using the maximum likelihood estimation. An example of the preference probability with its fitting function is shown Fig. 5 . The fitted preference probability is then used to infer the isoquality point, which corresponds to 50% value of probability of preference. 
Perceptual Optimization Results
The optimization process in Sec. 3.1 was used for the sequences shown in Table 1 , as being sequences with possible perceptual optimization (see Sec. 3.1). To investigate the amount of possible bitrate saving, we considered the points where the maximum deviation between the MSE and perceptual difference is assumed to occur. This corresponds to the QP values shown in Table 1 . The bitrate saving is computed as follows:
where R d and R p represent the rate of the default HEVC and the perceptually optimized version resp. We can clearly see in Table 1 that the proposed optimization process can highly reduce the bitrate (up to 29%).
Generalization of The Proposed Approach
The results obtained so far, are specific for each texture type, that was learned from the subjective experiment in Sec. 2. In order to practically deploy such an approach, it must be verified that it works consistently with other textures belonging to same texture types. To do so, we sampled 4 new sequences Fig. 6 ), which are the most similar to ones in Table 1 . Once more, The used feature to assess the similarity is the same as in Sec. 2.2, namely HEVC rate-distortion behavior. These sequences were compressed using the perceptual optimization process used for the corresponding texture type. The corresponding bitrate saving, shown in Table 2 , indicates clearly that the proposed approach is also valid for other sequences, sharing similar features.
CONCLUSION
In this paper, the need for short term quality measure was highlighted, as it is an important factor to steer the encoding process toward a perceptual direction, which can offer a bitrate reduction and/or quality improvement that can positively enhance the overall user experience.
A specialized subjective test methodology (MLDS) was used to estimate the perceptual distortion of HEVC compression, on a set of spatio-temporally homogeneous contents, known as dynamic textures. For a certain category of dynamic textures, a straightforward perceptual optimization was possible, achieving a bitrate saving up to 28%. The results were validated with other sequences and showed a consistency with the previous results.
The advantages of the proposed optimization algorithm are the simplicity and compatibility. That is, no need for a complicated quality metric and only linear mapping of the used distortion measure is needed. In terms of compatibility, there is no change in the reference decoder, so the sequences can be directly decoded by the HEVC standard.
The future work is in two directions. First is to learn more about the optimizable patches, and look insight into their discriminate features. Secondly, is to look for a better mapping between the measured and perceived distortion, such as differentiating the distortions in each prediction scheme (inter, intra), color components, and or temporal layer [1] .
