The numerator is zero because w N = 1. The denominator is nonzero because k 6 =`. This proof of (v k ; v`) = 0 is short but not very revealing. I want to recommend a di erent proof, which recognizes the v k as eigenvectors. We could work with any circulant matrix, and we will choose below a symmetric A 0 . Then linear algebra guarantees that its eigenvectors v k are orthogonal.
Actually this second proof, verifying that A 0 v k = k v k , brings out a central point of they have an FFT implementation and they are truly useful.) All four types of DCT are orthogonal transforms. The usual proof is a direct calculation of inner products of the N basis vectors, using trigonometric identities.
We want to prove this orthogonality in the second (indirect) way. The basis vectors of cosines are actually eigenvectors of symmetric second-di erence matrices. This proof seems more attractive, and ultimately more useful. It also leads us, by selecting di erent boundary conditions, to four less familiar cosine transforms. The complete set of eight DCT's was found in 1985 by Wang 10] , and we want to derive them in a simple way. We begin now with the DFT.
The Periodic Case and the DFT
The Fourier transform works perfectly for periodic boundary conditions (and constant coefcients). For a second di erence matrix, the constant diagonals contain ?1 and 2 and ?1. as one of the basis vectors.
Since A 0 is a real symmetric matrix, its orthogonal eigenvectors can also be chosen real.
In fact the real and imaginary parts of the v k must be eigenvectors: 2) to be orthogonal. The result is a beautifully simple set of basis vectors. We will describe their applications in signal processing.
The Discrete Cosine Transform
The discrete problem is so natural, and almost inevitable, that it is really astonishing that the DCT was not discovered until 1974 We have seen that A 0 , the periodic matrix with ?1, 2, ?1 in every row, shares the same cosine and sine eigenvectors as the second derivative. The cosines are picked out by a zero-slope boundary condition in the rst row.
Boundary Conditions at Meshpoints and Midpoints
There are two natural choices for the discrete analogue of u 0 (0) = 0:
Symmetry around the meshpoint j = 0: u ?1 = u 1 Symmetry around the midpoint j = ? 1 2 : u ?1 = u 0
The rst is called whole-sample symmetry in signal processing, the second is half -sample. Now we have 2 4 = 8 combinations. Four of them give the standard basis functions of cosines, listed above. Those are the DCT-1 to DCT-4, and they come when the centering is the same at the two boundaries: both meshpoint centered or both midpoint centered. Recently 
The last row of A 4 actually ends with 3, so we still have 2 times the last component 5. Cosine Transforms with N ? 1 2 and N + 1 2 There are four more combinations of the discrete boundary conditions. Every combination that produces a symmetric matrix will also produce (from the eigenvectors of that matrix)
an orthogonal transform. But you will see N ? 
DCT-5
Centers j = 0 and N ? 1 
The adjusted basis vectors are now the columns of e C 6 , and (5) :
This replacement in equation (4) also has trivial cost, and that identity becomes e C 6 e C ?1 6 = I.
The coe cients in the cosine series for x are y = e C ?1 6 x. Then x is reconstructed from e C 6 y (possibly after compressing y). You see how we search for a good basis. . . The awkward point, as the reader already knows, is that a symmetric re ection can match u ?1 with u 0 or u 1 . The centering can be whole sample or half sample at each boundary. The extension of h can be di erent from the extension of x! This con rms again that discrete problems have an extra degree of complexity beyond continuous problems.
(And we resist the temptation to compare combinatorics and linear algebra with calculus.)
In the continuous case, we are multiplying two cosine expansions. This corresponds to symmetric convolution of the coe cients in the expansions.
The DCT in Image Processing
Images are not in nite, and they are not periodic. The image has boundaries, and the The success of any transform in image coding depends on a combination of properties| mathematical, computational, and visual. The relation to the human visual system is decided above all by experience. This article was devoted to the mathematical property of orthogonality (which helps the computations). There is no absolute restriction to second di erence matrices, or to these very simple boundary conditions. We hope that the eigenvector approach will suggest more new transforms, and that one of them will be fast and visually attractive. 
