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a b s t r a c t
The Banach fixed-point theorem states that a contraction mapping on a complete metric
space has a unique fixed point. Given an oracle access to a finite metric space (M, d) and
a contraction mapping f : M → M on it, we show that the fixed point of f can be
found with an expected O(
√|M |) oracle queries. We also show that every randomized
algorithm for finding a fixed point must make an expected Ω(
√|M |) oracle queries to
(M, d) and f for some finitemetric space (M, d) and some contractionmapping f : M → M
on it. As a generalization of the Banach fixed-point theorem, the Caristi–Kirk fixed-point
theorem gives weaker conditions on (M, d) and f guaranteeing the existence of a fixed
point of f . We show that every randomized algorithm that finds a fixed point must make
the expected Ω(|M |) oracle queries to (M, d) and f for some finite metric space (M, d)
and some function f : M → M satisfying the conditions of the Caristi–Kirk fixed-point
theorem.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The Banach fixed-point theorem states that a contraction mapping f : M → M on a complete metric space (M, d) has a
unique fixed point x∗ [1]. It has applications in game theory [2–4], differential equations [1], theory of operators [5], domain
of words and the analysis of divide-and-conquer algorithms [6,7].
Implicit in the standard proof of the Banach fixed-point theorem is the following procedure for approximating the fixed
point x∗: start with an arbitrary x0 ∈ M and iteratively compute xn = f (xn−1) for increasing n ≥ 1 until d(xn, x∗) is
sufficiently small [1]. While the sequence {xn}∞n=0 is known to converge to x∗, it is easy to construct a contraction mapping
f : M → M on a finite metric space (M, d) such that the aforementioned procedure takesΩ(|M |) iterations to find x∗. The
boundΩ(|M |) is asymptotically the same as exhaustively evaluating f on all points inM .
Given the oracle access to a finite metric space (M, d) and a contraction mapping f : M → M on it, we design a
randomized algorithmwhich finds the fixed point of f with the expected O(
√|M |) oracle queries. We also show that every
randomized algorithm that finds a fixed pointmustmake the expectedΩ(
√|M |) oracle queries for some finitemetric space
(M, d) and some contraction mapping f : M → M on it. So our O(√|M |) bound is asymptotically optimal.
The Caristi–Kirk fixed-point theorem generalizes the Banach fixed-point theorem by giving weaker conditions on (M, d)
and f : M → M that guarantee the existence of a fixed point of f [8,9]. The theorem and its variants find applications in
dynamical systems [10] and optimization [11]. This paper shows that every randomized algorithm for finding a fixed point
makes the expected Ω(|M |) oracle queries to (M, d) and f for some finite metric space (M, d) and some f : M → M
satisfying the conditions of the Caristi–Kirk fixed-point theorem.
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1: k←√|M | ;
2: Pick k independent and uniformly random samples r1, . . . , rk fromM;
3: for i = 1 up to k do
4: Query f to obtain f (ri);
5: Query d to obtain d(ri, f (ri));
6: end for
7: t ← argmin1≤i≤k d(ri, f (ri)), breaking ties arbitrarily;
8: z ← rt;
9: for j = 1 up to k+ 2 do
10: Query f to obtain f (z);
11: if z = f (z) then
12: Output z;
13: else
14: z ← f (z);
15: end if
16: end for
17: Output ‘‘not found’’;
Fig. 1. Algorithm fixed-pt is given oracle access to a finite metric space (M, d) and a contraction mapping f : M → M on (M, d). It either outputs the fixed
point of f or reports failure.
The paper is organized as follows. Section 2 gives definitions. Section 3 presents an algorithm that finds the fixed point of a
contractionmappingwith the expectedO(
√|M |) oracle queries. Section 4 shows that ourO(√|M |)bound is asymptotically
optimal. Section 5 shows that we need the expected Ω(|M |) oracle queries for the case of the Caristi–Kirk fixed-point
theorem.
2. Definitions
A metric space is a nonempty setM endowed with a function d : M ×M → R such that for all x, y, z ∈ M,
1. d(x, y) ≥ 0,
2. d(x, y) = 0 if and only if x = y,
3. d(x, y) = d(y, x),
4. d(x, y) ≤ d(x, z)+ d(z, y).
A metric space (M, d) is finite ifM is a finite set. A function f : M → M is a contraction mapping on (M, d) if there exists a
q ∈ [0, 1) such that d(f (x), f (y)) ≤ q · d(x, y) for all x, y ∈ M . A fixed point of f is an x ∈ M with f (x) = x. For i ≥ 1 and
x ∈ M,we define f i(x) = f (f i−1(x)),where f 0 : M → M is the identity function.
The Banach fixed-point theorem states that a contraction mapping on a complete metric space has a unique fixed
point [1]. Below we state it in the case of finite metric spaces.
Theorem 1 ([1]). Let (M, d) be a finite metric space and f : M → M be a contractionmapping on (M, d). Then f has exactly one
fixed point. For each x ∈ M, there exists a nonnegative integer n such that f 0(x), . . . , f n(x) are distinct and f n(x) is the (unique)
fixed point of f .
An algorithm with oracle access to a finite metric space (M, d) can query d on any x, y ∈ M to obtain d(x, y). Similarly,
an algorithmwith oracle access to a function f : M → M can query f on any x ∈ M to obtain f (x). We will also consider the
algorithms with oracle access to a permutation pi : M → M and its inverse pi−1 : M → M . Such algorithms can query pi
and pi−1 on any x ∈ M to obtain pi(x) and pi−1(x), respectively. Given a set A ⊆ M, pi(A) denotes {pi(a) | a ∈ A}.
The following definition will be useful later.
Definition 2. Let (M, d) be a metric space, f : M → M be a contraction mapping on (M, d) and pi : M → M be a
permutation. Then d(pi)(x, y) ≡ d(pi(x), pi(y)) and f(pi)(x) ≡ pi−1(f (pi(x))) for all x, y ∈ M .
Note that (M, d(pi)) thus defined is ametric space and f(pi) is a contractionmapping on it becausewe aremerely renaming
the elements ofM by a permutation.
3. Finding fixed points
In this section, we analyze the algorithm fixed-pt in Fig. 1, which has oracle access to a finite metric space (M, d) and a
contraction mapping f : M → M on it. Let k = √|M | . fixed-pt starts by picking k uniformly random samples r1, . . . , rk
fromM independently. Then it finds t = argmin1≤i≤k d(ri, f (ri)) and iteratively computes f j(rt) for an increasing j starting
from 1 to k+ 2. If f j(rt) is the fixed point of f for some 0 ≤ j ≤ k+ 1, then fixed-pt outputs it; otherwise, fixed-pt reports
failure.
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Theorem 3. fixed-ptmakes O(
√|M |) oracle queries and outputs the fixed point of f with probability at least 1− (1/e).
Proof. Label the elements ofM as x1, . . . , x|M| such that for 1 ≤ i ≤ j ≤ |M |,
d(xi, f (xi)) ≤ d(xj, f (xj)).
Recall k = √|M | and define S ≡ {x1, x2, . . . , xk}. Then
{ri | 1 ≤ i ≤ k} ∩ S 6= ∅ (1)
holds with probability
1−
(
1− k|M |
)k
≥ 1− 1
e
over the picking of r1, . . . , rk. By construction, every x ∈ S satisfies
d(x, f (x)) ≤ d(xk, f (xk)),
so inequality (1) implies
min
1≤i≤k d(ri, f (ri)) ≤ d(xk, f (xk)). (2)
Therefore, inequality (2) holds with a probability of at least 1− (1/e) over the picking of r1, . . . , rk.
We proceed to prove that whenever the inequality (2) holds, fixed-ptwill output the fixed point of f . Line 7 of fixed-pt
and the inequality (2) imply
d(rt , f (rt)) ≤ d(xk, f (xk)), (3)
where t = argmin1≤i≤k d(ri, f (ri)). By Theorem 1, there exists an n ∈ N such that rt = f 0(rt), f (rt), . . . , f n(rt) are distinct
and f n(rt) is the unique fixed point of f . As f is a contractionmapping on (M, d), {d(f i−1(rt), f i(rt))}ni=1 is a strictly decreasing
sequence. Hence for 2 ≤ i ≤ n,
d
(
f i−1(rt), f i(rt)
)
< d
(
f 0(rt), f 1(rt)
) = d(rt , f (rt)),
which together with the inequality (3) implies
d
(
f i−1(rt), f i(rt)
)
< d(xk, f (xk)), 2 ≤ i ≤ n. (4)
Inequality (4) and the definition of S imply
f i−1(rt) ∈ S,
2 ≤ i ≤ n. This and the distinctness of f 0(rt), . . . , f n(rt) force {f i−1(rt) | 2 ≤ i ≤ n} to be a subset of S of size n − 1. So
n − 1 ≤ | S | = k and therefore the loop in lines 9–16 outputs the fixed point f n(rt) of f . The total number of queries to d
and f is clearly O(
√|M |). 
An immediate corollary follows.
Corollary 4. Given oracle access to a finitemetric space (M, d) and a contractionmapping f : M → M on it, there is a randomized
algorithm that outputs the fixed point of f with the expected O(
√|M |) oracle queries.
Proof. Independently run fixed-ptmultiple times until it outputs the fixed point of f . 
4. A lower bound
We now establish an asymptotically optimal lower bound on the number of queries for finding the fixed point of a
contraction mapping on a finite metric space.
Throughout this section, we adopt the following notations.
1. n is a positive integer.
2. M = {2i | 0 ≤ i ≤ n− 1}.
3. d(x, y) = | x− y | for x, y ∈ M .
4. For x ∈ M,
f (x) ≡
{
x/2, if x 6= 1;
1, otherwise.
5. pi : M → M is a random permutation onM; so pi can be any of the |M | ! permutations onM with equal probability.
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It is easy to see that (M, d) is a finitemetric space and f is a contractionmapping on it. The unique fixed point of f(pi) is clearly
pi−1(1).
Below, an algorithm (let us call it ALG for easy reference) is said to ask pi for pi(x) when it queries pi on x to obtain pi(x).
In doing so, ALG sends x to its oracle, which answers with pi(x). As pi is a random permutation that ALG may not have any
knowledge of, ALG may not know whether x = pi−1(1) when asking pi for pi(x). In particular, ALG may not know that it is
asking pi for pi(pi−1(1)) even if it is. Similarly, given oracle access to f(pi), ALG is said to ask f(pi) for f(pi)(x)when it queries the
oracle f(pi) on x to obtain f(pi)(x). Again, ALG may not know that it is asking f(pi) for f(pi)(pi−1(1)) even if it is.
Lemma 5. Let ALG be a deterministic algorithm with oracle access to pi and pi−1. Assume that ALG can ask pi−1 for pi−1(q) only
if an earlier query to pi returned 2q, where q ∈ M. Then
Pr
[
one of ALG’s first 0.01
√
n queries asks pi for pi(pi−1(1))
] ≤ 0.02,
where the probability is taken over the random permutations pi.
Proof. In the proof, all probabilities are taken over the random permutations pi. Instead of realizing pi at once, we assign
pi-values to members ofM as ALGmakes queries to pi and pi−1 in a way that pi will be uniformly random. Before ALGmakes
the first query, no member of M is assigned a pi-value. Inductively, let Ci ⊆ M consist of the members of M that have pi-
values after the i-th query of ALG, i ≥ 0. Note that pi(Ci) is the set of pi-values of the members of M which have a pi-value.
The (i+ 1)-th query of ALG is dealt with in four cases.
Case 1. Suppose that the (i + 1)-th query asks pi for pi(qi+1), where qi+1 ∈ Ci. Then pi(qi+1) has been determined earlier,
which is returned to ALG. As no additional member ofM is assigned a pi-value, Ci+1 = Ci.
Case 2. Suppose that the (i+ 1)-th query asks pi−1 for pi−1(qi+1),where qi+1 ∈ pi(Ci). Then qi+1 has been assigned to pi(a)
earlier for an a ∈ Ci. So a is returned as pi−1(qi+1) to ALG. As no additional member of M is assigned a pi-value,
Ci+1 = Ci.
Case 3. Suppose that the (i + 1)-th query asks pi for pi(qi+1), where qi+1 ∈ M \ Ci. Then we pick b ∈ M \ pi(Ci)
uniformly and randomly, assign b to pi(qi+1) and return b as pi(qi+1) to ALG. Consequently, Ci+1 = Ci ∪ {qi+1} and
pi(Ci+1) = pi(Ci) ∪ {b}.
Case 4. Suppose that the (i + 1)-th query asks pi−1 for pi−1(qi+1), where qi+1 ∈ M \ pi(Ci). Then we pick a ∈ M \ Ci
uniformly and randomly, assign qi+1 to pi(a) and return a as pi−1(qi+1) to ALG. Consequently, Ci+1 = Ci ∪ {a} and
pi(Ci+1) = pi(Ci) ∪ {qi+1}.
Clearly,
| Cj | ≤ j (5)
for j ∈ N because Ci+1 = Ci in the cases 1–2 and | Ci+1 \ Ci | = 1 in the cases 3–4, i ≥ 0. Also, it is not hard to see that for
i ≥ 0, if one of the first i queries is asked of pi and returns a y ∈ M, then y ∈ pi(Ci).
For 0 ≤ i < √n , denote by Ei the event that
min pi(Ci) ≥ 2
√
n−i,
i.e., no member of M is assigned a pi-value less than 2
√
n−i after the i-th query of ALG. By setting min ∅ = ∞, E0 trivially
holds. Conditioned on any realization of Ci and pi(Ci) such that Ei holds, we proceed to bound the probability that Ei+1 does
not hold. We do so by examining the cases 1–4 above. In the cases 1–2,
min pi(Ci+1) = min pi(Ci)
≥ 2
√
n−i
> 2
√
n−(i+1),
so Ei+1 must hold.
In the case 3, pi(Ci+1) = pi(Ci) ∪ {b},where b is picked uniformly and randomly fromM \ pi(Ci). Consequently,
Pr
[
b ∈ {2j | 0 ≤ j ≤ √n− i− 2}] ≤ ∣∣ {2j | 0 ≤ j ≤ √n− i− 2} ∣∣|M \ pi(Ci) |
=
√
n− i− 1
|M \ pi(Ci) |
≤
√
n− i− 1
n− i , (6)
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where the inequality follows from the inequality (5). On the other hand, if b /∈ {2j | 0 ≤ j ≤ √n− i− 2}, then b ≥ 2√n−i−1,
which implies Ei+1 because
min pi(Ci+1) = min (pi(Ci) ∪ {b})
≥ min
{
2
√
n−i, b
}
≥ 2
√
n−(i+1).
Therefore,
Pr [¬Ei+1] ≤ Pr
[
b ∈ {2j | 0 ≤ j ≤ √n− i− 2}] . (7)
Combining the inequalities (6)–(7),
Pr [¬Ei+1] ≤
√
n− i− 1
n− i . (8)
Recall that ALG can ask pi−1 for pi−1(qi+1) only if an earlier query to pi returned 2qi+1. Hence in the case 4, 2qi+1 ∈ pi(Ci),
which implies Ei+1 because
min pi(Ci+1) = min (pi(Ci) ∪ {qi+1})
≥ min
(
pi(Ci) ∪
{
min pi(Ci)
2
})
= min pi(Ci)
2
≥ 2
√
n−(i+1).
For 0 ≤ i < √n , we have shown that conditioned on any realization of Ci and pi(Ci) such that Ei holds, the probability
that Ei+1 fails to hold is at most (
√
n− i−1)/(n− i) by the inequality (8) in the case 3 and zero in all other cases. Therefore,
Pr [¬Ei+1 | Ei] ≤
√
n− i− 1
n− i , (9)
0 ≤ i < √n .
For 1 ≤ i < √n , if the i-th query asks pi for pi(pi−1(1)), then 1 ∈ pi(Ci), invalidating Ei. Hence
Pr
[
one of ALG’s first 0.01
√
n queries asks pi for pi(pi−1(1))
]
≤ Pr [∃i, 1 ≤ i ≤ 0.01√n ,¬Ei]
= Pr [∃i, 0 ≤ i ≤ 0.01√n− 1, E0 ∧ · · · ∧ Ei ∧ ¬Ei+1]
≤ Pr [∃i, 0 ≤ i ≤ 0.01√n− 1, Ei ∧ ¬Ei+1]
≤
0.01
√
n−1∑
i=0
Pr [Ei ∧ ¬Ei+1]
≤
0.01
√
n−1∑
i=0
Pr [¬Ei+1 | Ei]
≤
0.01
√
n−1∑
i=0
√
n− i− 1
n− i
≤ 0.02,
where the second-to-last inequality follows from the inequality (9). 
The following corollary on randomized algorithms is immediate.
Corollary 6. Let ALG be a randomized algorithm with oracle access to pi and pi−1. Assume that ALG can ask pi−1 for pi−1(q) only
if an earlier query to pi returned 2q, where q ∈ M. Then
Pr
[
one of ALG’s first 0.01
√
n queries asks pi for pi(pi−1(1))
] ≤ 0.02,
where the probability is taken over the random permutations pi and the random coin tosses of ALG.
Proof. Lemma 5 proves this corollary for any particular realization of the random coin tosses of ALG. 
C.-L. Chang, Y.-D. Lyuu / Theoretical Computer Science 411 (2010) 1742–1749 1747
The corollary below can be easily derived from Corollary 6 by replacing queries to d(pi) and f(pi) with those to pi and pi−1
while the total number of queries is at most doubled.
Corollary 7. Let ALG be a randomized algorithm with oracle access to (M, d(pi)) and f(pi). Then
Pr
[
one of ALG’s first 0.005
√
n queries asks f(pi) for f(pi)(pi−1(1))
] ≤ 0.02,
where the probability is taken over the random permutations pi and the random coin tosses of ALG.
Proof. In the proof, all probabilities are taken over the random permutations pi and the random coin tosses of ALG. By
definition, for x, y ∈ M,
d(pi)(x, y) = |pi(x)− pi(y) |
and
f(pi)(x) =
{
pi−1
(
pi(x)
2
)
, if pi(x) 6= 1;
pi−1(1), if pi(x) = 1.
We now describe an algorithm Awith oracle access to pi and pi−1 that simulates ALG. Even though A does not have oracle
access to (M, d(pi)) and f(pi), it can still answer ALG’s queries (to (M, d(pi)) and f(pi)) in the following way.
(i) To answer ALG’s query to (M, d(pi)) for d(pi)(x, y), where (x, y) ∈ M × M, A asks pi for pi(x) and pi(y). Then A returns
|pi(x)− pi(y) | as d(pi)(x, y) to ALG.
(ii) To answer ALG’s query to f(pi) for f(pi)(x),where x ∈ M, A asks pi for pi(x). If pi(x) = 1, then A returns x as f(pi)(x) to ALG
because x = pi−1(1) is the fixed point of f(pi). Otherwise, A asks pi−1 for pi−1(pi(x)/2) and returns pi−1(pi(x)/2) as f(pi)(x)
to ALG.
We make the following three observations.
Observation 1. In (i), A does not query pi−1. In (ii), A queries pi−1 for pi−1(pi(x)/2) only after a query to pi for pi(x) returns.
Observation 2. In each of (i)–(ii), A answers a query of ALG by making a total of at most two queries to pi and pi−1.
Observation 3. In answering ALG’s query to f(pi) for f(pi)(pi−1(1)), A asks pi for pi(pi−1(1)), which returns 1. Then A returns
pi−1(1) as f(pi)(pi−1(1)) to ALG.
Observations 2–3 imply
Pr
[
one of ALG’s first 0.005
√
n queries asks f(pi) for f(pi)(pi−1(1))
]
≤ Pr [one of A’s first 2× 0.005√n queries asks pi for pi(pi−1(1))] . (10)
By Corollary 6 and observation 1
Pr
[
one of A’s first 0.01
√
n queries asks pi for pi(pi−1(1))
] ≤ 0.02. (11)
Inequalities (10)–(11) complete the proof. 
Below we show that theΩ(
√|M |) bound in Corollary 4 is asymptotically optimal.
Theorem 8. Let ALG be a randomized algorithm that finds the fixed point of a contraction mapping on a finite metric space. There
exists a finite metric space (M, d) and a contraction mapping f : M → M on it such that given them as oracles, ALG makes an
expectedΩ(
√|M |) oracle queries.
Proof. Fix in Corollary 7 a realization p˜i of pi such that given ALG oracle access to (M, d(p˜i)) and f(p˜i),
Pr
[
one of ALG’s first 0.005
√
n queries asks f(p˜i) for f(p˜i)(p˜i−1(1))
] ≤ 0.02, (12)
where the probability is taken over the random coin tosses of ALG.
Set (M, d) = (M, d(p˜i)), f = f(p˜i) and give ALG oracle access to (M, d) and f . Note that p˜i−1(1) is the fixed point of f ,
which ALG is guaranteed to find. For the purpose of proving asymptotic lower bounds on the number of ALG’s queries, we
may assume without loss of generality that ALG queries f for f (p˜i−1(1)) before outputting the fixed point p˜i−1(1). Clearly,
this increases the number of ALG’s queries by at most one, a constant. Now the inequality (12) shows that ALG makes at
least an expected (1− 0.02) · 0.005√|M | = Ω(√|M |) oracle queries. 
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5. Another lower bound
The Caristi–Kirk fixed-point theorem [8,9] generalizes the Banach fixed-point theorem. Below we state it in the case of
finite metric spaces.
Theorem 9 ([8,9]). Let (M, d) be a finite metric space and f : M → M. If there exists a function φ : M → [0,∞) with
d(x, f (x)) ≤ φ(x)− φ(f (x)), x ∈ M, (13)
then f has a fixed point.
For convenience, we say that f : M → M satisfies the Caristi–Kirk condition if a function φ : M → [0,∞) satisfying the
inequality (13) exists. Theorem9 states that every function satisfying the Caristi–Kirk condition has a fixed point. Contraction
mappings satisfy the Caristi–Kirk condition.
Fact 10 ([8,9]). Let (M, d) be a finite metric space and f : M → M. If f is a contraction mapping on M, then f satisfies the
Caristi–Kirk condition.
Given oracle access to a finite metric space (M, d) and an f : M → M satisfying the Caristi–Kirk condition, we are
interested in the number of oracle queries needed to find a fixed point of f . In the following theorem, we show that any
randomized algorithm for finding a fixed point makes an expected Ω(|M |) oracle queries for some finite metric space
(M, d) and some f : M → M satisfying the Caristi–Kirk condition. The Ω(|M |) bound is asymptotically optimal as |M |
queries to f trivially suffice for finding a fixed point.
Theorem 11. Let ALG be a randomized algorithm that finds a fixed point of a function satisfying the Caristi–Kirk condition. Then
there exists a finite metric space (M, d) and an f : M → M satisfying the Caristi–Kirk condition such that given them as oracles,
ALG makes an expectedΩ( |M |) oracle queries.
Proof. In the proof, all probabilities and expectations are taken over the random coin tosses of ALG. Let n be any positive
integer and M = {0, . . . , n − 1}. Set d(x, x) = 0 and d(x, y) = 1 for all distinct x, y ∈ M . Clearly, (M, d) is a finite metric
space.We assumewithout loss of generality that ALG does not have oracle access to (M, d) because ALG can compute d(x, y)
for any x, y ∈ M by itself. Define g : M → M as g(x) = x+ 1 mod n for x ∈ M . Although g neither satisfies the Caristi–Kirk
condition nor has a fixed point, for now we consider running ALG with oracle access to g . For i ∈ M, let χi = 1 if one of
ALG’s first 0.1 |M | queries asks g for g(i) and χi = 0 otherwise. Note that χi is a random variable as ALG is a randomized
algorithm. By the definition of the χi’s,∑
i∈M
χi ≤ 0.1 |M |
holds with certainty. By the linearity of expectation,∑
i∈M
E [χi] = E
[∑
i∈M
χi
]
≤ 0.1 |M |,
implying the existence of an i∗ ∈ M with
E [χi∗ ] ≤ 0.1. (14)
As χi∗ takes its value in {0, 1}, the inequality (14) is equivalent to
Pr [given oracle g, one of ALG’s first 0.1 |M | queries asks g for g(i∗)] ≤ 0.1. (15)
Define f : M → M by f (i∗) = i∗ and f (j) = j + 1 mod n for j ∈ M \ {i∗}. Then f satisfies the Caristi–Kirk condition
because, taking φ(x) = (i∗ − x)mod n for x ∈ M,
d(x, f (x)) = φ(x)− φ(f (x)), x ∈ M,
by a straightforward analysis.
Now consider giving ALG oracle access to f . Note that f (i) = g(i) for all i 6= i∗. Conditioned on any realization r of the
randomcoin tosses of ALG, let t(r) be the number of ALG’s queries given r where the j-th query asks f for f (xr,j), 1 ≤ j ≤ t(r).
If {j | 1 ≤ j ≤ t(r), xr,j = i∗} 6= ∅, then the first k(r) = min{j | 1 ≤ j ≤ t(r), xr,j = i∗} queries of ALG given oracle access
to g would ask g for g(xr,1), . . . , g(xr,k(r)) because f (xr,j) = g(xr,j) for all 1 ≤ j < k(r) and ALG is deterministic given r . In
particular, if k(r) ≤ 0.1 |M |, then ALG would ask g for g(i∗)within 0.1 |M | queries given oracle access to g . Therefore,
Pr [given oracle f , one of ALG’s first 0.1 |M | queries asks f for f (i∗)]
≤ Pr [given oracle g, one of ALG’s first 0.1 |M | queries asks g for g(i∗)] . (16)
Inequalities (15)–(16) imply
Pr [given oracle f , one of ALG’s first 0.1 |M | queries asks f for f (i∗)] ≤ 0.1. (17)
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Note that i∗ is the fixed point of f ,which ALG is guaranteed to output. Hence for the purpose of proving asymptotic lower
bounds on the number of ALG’s queries to f ,wemay assume without loss of generality that the last query of ALG asks f for
f (i∗) (this increases the number of queries by at most one, a constant). Inequality (17) therefore implies that ALG makes at
least the expected (1− 0.1) · 0.1 |M | = Ω( |M |) oracle queries. 
6. Conclusion
We have shown how to find the fixed point of a contractionmapping f : M → M on a finite metric space (M, d)with the
expected O(
√|M |) oracle queries. Furthermore, any randomized algorithm for finding a fixed point makes the expected
Ω(
√|M |) oracle queries for some finite metric space (M, d) and some contraction mapping f : M → M on it. For the more
general case of finding a fixed point of a function satisfying the Caristi–Kirk condition, every randomized algorithm makes
the expected Ω(|M |) oracle queries for some finite metric space (M, d) and some f : M → M satisfying the Caristi–Kirk
condition.
Prior to our paper, Chang, Lyuu and Ti [12] studied the computational aspects of the Tarski fixed-point theorem. Our
model is similar to theirs in that we count the number of blackbox queries to the underlying space and the function whose
fixed point is to be found. But their paper assumes that the underlying space is a finite complete lattice, whereas we study
the fixed points of functions on finite metric spaces. Hirsch, Papadimitriou and Vavasis [13] and Chen and Deng [14] studied
the Brouwer fixed-point theorem by giving an asymptotically optimal number of queries needed to find a fixed point. Unlike
this paper, they allow queries to the functionwhose fixed point is to be found but not queries to the underlying space. Future
work includes the complexity of finding a fixed point given non-blackbox access to (M, d) and f , e.g., the case where (M, d)
and f are given as Boolean circuits.
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