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Motivated by recent transport measurements on the candidate spin-liquid phase of the organic
triangular lattice insulator EtMe3Sb[Pd(dmit)2]2, we perform a controlled calculation of the thermal
conductivity at intermediate temperatures in a spin liquid system where a spinon Fermi surface is
coupled to a U(1) gauge field. The present computation builds upon the double expansion approach
developed by Mross et al. [Phys. Rev. B 82, 045121 (2010)] for small ǫ = zb − 2 (where zb is the
dynamical critical exponent of the gauge field) and large number of fermionic species N . Using the
so-called memory matrix formalism that most crucially does not assume the existence of well-defined
quasiparticles at low energies in the system, we calculate the temperature dependence of the thermal
conductivity κ of this model due to non-critical Umklapp scattering of the spinons for a finite N
and small ǫ. Then we discuss the physical implications of such theoretical result in connection with
the experimental data available in the literature.
PACS numbers: 74.20.Mn, 74.20.-z, 71.10.Hf
In the last few years, there has been immense ex-
perimental progress in unveiling the nature of promis-
ing quantum spin liquid (QSL) phases displayed by
some insulating materials featuring a two-dimensional
(2D) Heisenberg triangular lattice, such as, the or-
ganic compounds κ-(BEDT-TTF)2-Cu2(CN)3 [1, 2] and
EtMe3Sb[Pd(dmit)2]2 (or simply dmit-131) [3–5]. In
both materials, while the antiferromagnetic exchange
coupling is approximately J ∼ 250 K, nuclear magnetic
resonance (NMR) measurements have reported no evi-
dence of long-range magnetic order down to T = 20 mK
[1, 3]. Moreover, in the case of dmit-131, despite the fact
that it is clearly a charge insulator, a “Fermi-liquid”-
like low-temperature behavior has been observed in both
the static susceptibility which remains finite down to the
lowest temperatures measured [4] and the specific heat
which becomes linear in T [5]. This latter observation
suggests gapless spin excitations present in the system.
This interpretation is supported by transport measure-
ments performed in Ref. [5] where a linear dependence
in T was also reported in the thermal conductivity κ at
low temperatures and no thermal Hall angle as a function
of magnetic field H was observed within error bars.
Given the above experimental results one may legit-
imately ask what is the QSL state which could be at
work in the dmit-131 material? One possible mean-field
solution of the t−J model on the triangular lattice is ob-
tained by applying the slave-boson technique to enforce
no double occupancy of particles on a single lattice site.
By including fluctuations around this state, one arrives
at an effective theory with a U(1) emergent gauge field
coupled to neutral spinons [6–11]. Recently, it has been
argued [12] that instanton effects are irrelevant in the
low-energy limit for this model due to the existence of a
spinon (critical) Fermi surface and, as a result, a decon-
fined state may indeed occur. Therefore, in this work we
pragmatically take this QSL state as a possible hypothe-
sis and examine in a controlled way what is the thermal
conductivity of this model at finite temperatures with
the goal in mind of trying to compare this result with
the experimental situation. In addition to this, we men-
tion here that another QSL state has also been proposed
to describe the dmit-131 recently in the literature [13].
Following the approach introduced by Ref. [14] which
builds upon previous works by Refs. [15–17], our present
model is described by an effective two-patch low-energy
Euclidean action S = Sf + Sint + Sa given by
Sf =
∫
d2x dτ
∑
sα
ψsα(η ∂τ − isvx∂x − vy∂2y)ψsα
Sint =
∫
d2x dτ
∑
sα
gs√
N
(1 + eiK.x) aψsαψsα
Sa =
∫
k,k0
(η′ k20 + |ky|1+ǫ)|a(k, k0)|2, (1)
which includes the most singular kinematic regime in the
system [18, 19], i.e., two antipodal fermionic spinons ψsα
for s = ± (see Fig. 1) interacting with a gapless gauge
field a(x, τ) and α = 1, ..., N is the flavor index. We
have chosen the Fermi velocity to be along the x-direction
where vx is the Fermi velocity and vy determines the cur-
vature of the Fermi surface. Unless otherwise stated, we
shall set vx and vy to unity throughout this work. We
include here the possibility of Umklapp scattering in the
present model, which conserves the quasi-momentum of
the spinons up to a reciprocal lattice vector K. This
will provide a mechanism for momentum relaxation in
the present system. In line with some of the conclusions
in Ref. [20] (where the role of Umklapp scattering in
a closely related problem was thoroughly analyzed us-
2FIG. 1: (Color online) The two-patch model considered in
the present work involves two types of fermion fields (s = ±)
with momenta close to two antipodal patches on the spinon
Fermi surface centered at ±kF interacting with a gauge field.
The fermionic momenta are measured locally with respect to
±kF . We define kx and ky , respectively, as the normal and
parallel components to the Fermi surface.
ing a semiclassical Boltzmann-equation approach), the
spinon Fermi surface must be large enough for this mech-
anism to be effective at intermediate temperatures, since
the “gap” between the Fermi surface and the edges of
the Brillouin zone would be small in this case. A con-
trolled expansion can be developed for small ǫ = zb − 2,
where zb is the dynamical critical exponent of the gauge
field a(x, τ), and large number of fermionic species N .
For a U(1) spin liquid, g± = ±g, where g is the cou-
pling constant. The renormalization group (RG) scaling
that one considers for this model is: k0 → b(1+
g2
4π2N
)k0,
kx → bkx, ky → b1/2ky, ψsα(x, τ)→ b(
3
4
+ g
2
8π2N
)ψsα(x, τ),
a(x, τ)→ b(1− ǫ4+ g
2
8π2N
)a(x, τ), and gs → b(
ǫ
4
− g
2
8π2N
)gs. As
a result of this scaling, one finds straightforwardly the
nontrivial fixed point in the infrared (IR) limit given by
g2∗ = 2π
2Nǫ [15]. The existence of this nontrivial fixed
point which is accessible perturbatively for finite N and
small ǫ will be central to our controlled calculation of the
thermal conductivity for this model.
It is interesting to note that under this scaling, the
parameter η′ should scale as η′ → b(ǫ−3)/2η′ and there-
fore, for small ǫ, it is always irrelevant in the RG sense.
The parameter η is dimensionless exactly at zb = 2 (i.e.
marginal for this case) and becomes the least irrelevant
term for 2 < zb ≤ 3. As a result, the ratio (η′/η) al-
ways flows to zero for small ǫ under the RG scaling. This
means that the timescales for the spinons are actually
longer than for the gauge bosons near the IR fixed point
in this limit. This could suggest that the gauge bosons
can be assumed, to a first approximation, to be in local
thermal equilibrium (i.e., the drag mechanism is a para-
metrically smaller effect in the system). This point of
view will be further elaborated later on in this article.
In such a physical regime where the drag effect can be
neglected, we will show that the thermal conductivity is
effectively dominated by the contribution of the spinons.
In this particular case, it is advantageous to keep η ini-
tially finite and positive and set η′ = 0 from the outset.
We point out that the final answer is independent of η′.
Additionally, despite the fact that η also flows to zero in
the low-energy limit for zb > 2, we want to stress here
that this prescription generates the right dynamics for
both spinons and gauge bosons since it reproduces cor-
rectly the Landau damping of the bosons due to the gap-
less Fermi surface in the model [14, 16, 21]. Indeed, the
dressed fermion propagator and the boson propagator of
the model become [14], respectively,
G
(s)
f (k, k0) =
1
i
λN sgn(k0)|k0|2/zb − ε¯k,s
, (2)
Db(k, k0) =
1
1
4π
|k0|
|ky|
+ |ky|zb−1
, (3)
where λ = (4π)2/zb sin(2π/zb) and ε¯k,s = skx + k
2
y.
An important motivation for this work that we wish
to emphasize is the fact that the conventional approach
of deriving a quantum Boltzmann equation could poten-
tially fail for this model because: (i) the quasiparticles are
not well-defined at low energies and (ii) a standard appli-
cation of large-N expansion for the self-energy (similar
to the Eliashberg approximation for an electron-phonon
system [22]) leads to a strongly coupled theory [16]. In
order to circumvent some of these difficulties, we shall use
in the present work the Mori-Zwanzig approach [23, 24]
(also known as the memory matrix formalism) which has
the advantage of not relying on the quasiparticle picture.
As will become clear shortly, the memory matrix can
be viewed as a generalization of the concept of scatter-
ing rate in Boltzmann theory applicable to systems in
which this quantity is not well-defined. Because of this
appealing feature, the Mori-Zwanzig approach has been
successfully applied to one-dimensional interacting elec-
trons [25–27] and, in recent years, also to some higher di-
mensional systems at quantum criticality [28–30]. In this
formalism, only the operators with the longest relaxation
timescales can potentially contribute to the thermal con-
ductivity of the system, since operators with short-time
decay are in general irrelevant in the low-energy effective
description. For this reason, these latter operators are
not expected to play a key role in the calculation of the
transport coefficients in the present model.
Since the action S is invariant under both space trans-
lation and global U(1) symmetry, by following Noether’s
theorem one finds that both the classical momentum and
particle current densities are conserved. These quanti-
ties at the quantum level will play a central role in our
discussion, since one expects that their corresponding
operators should have the longest relaxation timescales
3(a) (b)
FIG. 2: Generalized representation of the Feynman diagrams
at leading order for finite N and small ǫ corresponding to the
calculation of: (a) the matrix of susceptibilities χˆAB and (b)
the memory matrix MˆAB in the present model. The solid
lines stand for the dressed fermion propagator, whereas the
wavy lines represent the boson propagator. Note that the
coupling parameters in both diagrams change depending on
the operators and matrix elements being calculated.
in the system and, for this reason, we will argue that
they dominate the transport properties. Accordingly, we
shall write down the translation operator PT in the sys-
tem and the current operator J, respectively, as follows:
PT = (P
x
T , P
y
T ) = iη
∫
d2x
∑
sα∇ψ†sαψsα + 2η′(∂tφ)∇φ
and J = (Jx, Jy), where Jx =
∫
d2x
∑
sα s vxψ
†
sαψsα and
Jy = i
∑
sα vy(∂yψ
†
sαψsα−ψ†sα∂yψsα) (see, e.g., Ref. [26]
for a definition of the same physical quantities in the
context of a one-dimensional (1D) model). If all ener-
gies are measured with respect to the chemical potential,
the Hamiltonian density h(x) of the model is the heat
density. Therefore, using the continuity equation for the
heat flow h˙(x) +∇.JQ = 0 (where the dot stands for a
time derivative), we can also formally obtain the thermal
current operator JQ = (J
x
Q, J
y
Q), whose components are
given by
JxQ = −
∫
d2x
∑
sα
is
2
(ψ˙†sαψsα − ψ†sαψ˙sα), (4)
JyQ = −
∫
d2x
∑
sα
is
2
(ψ˙†sα∂yψsα + ∂yψ
†
sαψ˙sα)− (∂yφ)ǫφ˙.
(5)
To calculate the thermal conductivity of this model, it
is important to include all the conserved (or nearly con-
served) quantities in the system that have a finite overlap
with the above thermal current operator.
To begin with and to set up our notation, we define a
matrix of generalized conductivities in the following way
σˆ(ω, T ) =
iχˆret(T )
ω + iMˆ(ω, T )χˆ−1ret(T )
, (6)
where χˆABret (T ) = χˆ
AB
ret (ω = 0, T ) is the matrix of static re-
tarded susceptibilities of some possible “slowly-varying”
operators A and B in the system. This matrix of suscep-
tibilities is defined in the conventional way by
χˆAB(iω, T ) =
∫ 1/T
0
dτeiωτ
〈
TτA
†(τ)B(0)
〉
, (7)
where χˆABret (ω) = χˆ
AB(iω → ω + i0+), the statistical
average 〈...〉 is taken over the grand canonical ensemble,
and the volume V has been set to unity. The memory
matrix is then given by [24]
MAB(ω, T ) =
∫ 1/T
0
dτ
〈
A˙†(0)Q
i
ω −QLQQB˙(iτ)
〉
.
(8)
Here the “super”-operator L is the Liouville operator
which is defined as LA = [H,A] = −iA˙, where H is
the Hamiltonian, and Q projects onto the space of op-
erators perpendicular to all the slowly-varying operators
{A,B, ...}. Here we have assumed that the slowly-varying
operators in the model have the same signature under
time reversal symmetry. The memory matrix encodes
the mechanism of relaxation of all the nearly conserved
quantities in the system. Due to the projection operator
Q, this matrix is expected to be also a smooth function of
the coupling constant g of the model and, for this reason,
it can be evaluated in a perturbative way.
Consider first the slowly-varying operators in the
present system which are given by {Oi} = {PT ,J}. By
analyzing their equations of motion, we obtain that
iP˙T = [PT , H ] =
∑
sα
gs
∫
d2xψ†sαψsα[η(∇a+ iKa)
− η′∇a)eiK.x + ..., (9)
iJ˙x = [Jx, H ] = 0, (10)
iJ˙y = [Jy, H ] =
∑
sα
gs
∫
d2xψ†sαψsα(∂ya+ iKyay)
× eiK.x + ..., (11)
where the ellipses represent similar terms (but with no
K contribution) generated by the normal part of the in-
teraction between the spinons and the gauge bosons. At
this point, it is instructive to pause for a moment in order
to analyze separately the contributions arising from the η
and η′ terms. This is related to the discussion concerning
a possible existence (or non-existence) of the drag effect
played by the gauge bosons in the present system. Since
the bosons and spinons are weakly interacting in the limit
of small ǫ and finite N , it is in principle not clear whether
they are able to exchange momentum efficiently in such
a case. This discussion is complicated by the fact that in
real materials there are always impurities or lattice de-
fects – which were not included in the present analysis –
that turn out to be quite effective in destroying the ex-
cess momentum of the bosons, while having a negligible
effect on the fermions [31, 32]. In that case, the thermal
conductivity of the spinons should follow a power-law
temperature dependence that would have strong analo-
gies to Bloch’s law for the electron-phonon scattering in
metals. In other words, it is indeed possible that the drag
effect is masked by the scattering due to the above addi-
tional ingredients [31, 32] and therefore we may assume,
4to a good approximation, that the gauge bosons are kept
in equilibrium. For this regime, we must set η′ to zero,
since this is the most irrelevant contribution near the IR
nontrivial fixed point, as explained before in the present
paper. This scenario will be analyzed in some detail be-
low. On the other hand, for samples of extremely high
purity, the extrinsic mechanisms mentioned above can-
not be invoked any longer. In such a case, the drag effect
of the gauge bosons would be important in the system
and, for this regime, we must set η = η′ in Eqs. (9), (10)
and (11). We will also analyze the impact of this drag
effect on our results concerning the thermal conductivity
of the present system.
Given the above discussion, let us assume henceforth
the first scenario in which there is no drag effect of the
gauge bosons in the system. Later on, we will also exam-
ine the second scenario. The thermal conductivity can
be formally written [33] as κ = [σJQJQ(ω → 0, T )]/T ,
where
κ =
1
T
∑
i,j
χJQOi(T )M
−1
OiOj
(T )χOjJQ(T ). (12)
From Eq. (10) it appears at first sight that, since Jx does
not relax in the present model, the inverse of the mem-
ory matrix defined by Eq. (8) might display a divergence
in our calculation, which would require invoking some
extrinsic mechanism (i.e. not included in the present
model) such as coupling to disorder, and phonons. De-
spite this remark, we point out that in fact the operator J
will not contribute in an effective way to the thermal con-
ductivity in the present model, since its x-component Jx
has no overlap with the thermal current operator (and its
y-component is, up to a prefactor, equal to y-component
of PT for η
′ = 0). In other words, in the limit of finite
N and small ǫ, the susceptibility χJxJQx (T ) (for q = 0)
given by the integral
χJxJQx (T ) = T
∑
s,α
ωn
∫
d2k
(2π)2
1
i
λN sgn(ωn)|ωn|
2
zb − ε¯k,s
× (ωn + q0/2)
i
λN sgn(ωn + q0)|ωn + q0|
2
zb − ε¯k,s
(13)
vanishes identically for any temperature T , i.e.
χJxJQx (T ) = 0 (see Fig. 2(a) for a representation of
the corresponding Feynman diagram in this calculation).
The above integral can be computed straightforwardly by
using Cauchy’s residue theorem and choosing a contour
of integration that avoids crossing two branch cuts that
exist in the complex plane.
In an analogous way, we can calculate the susceptibility
χPxT J
Q
x
(T ) in the limit of finite N and small ǫ. Since η will
cancel out in the final result for the thermal conductivity,
we set from this point on η = 1 without loss of generality.
In this case, we obtain
χPxT J
Q
x
(T ) = − 4i
λN
∑
s,α
s
∫
k
∫
ε
f(ε)ε
|ε|2/zb ε¯k,s kx(
|ε|4/zb
λ2N2 + ε¯
2
k,s
)2 ,
(14)
where
∫
k
=
∫
d2k
(2π)2 ,
∫
ε
=
∫
dε
(2π) and f(ε) = [1 + e
βǫ]−1 is
the Fermi-Dirac distribution. It can be useful to rewrite
the above integral in terms of the following dimension-
less variables: x¯ = β2/zbkx, y¯ = β
1/zbky, and z¯ = βε,
where β = 1/T . As a result, we obtain that this suscep-
tibility scales as χPxT J
Q
x
(T ) = C
(1)
zb (λN)T
5/2−ǫ/4, where
the prefactor C
(1)
zb (λN) is independent of T and is fi-
nite for small ǫ and finite N . We perform a similar
calculation for χPyT J
Q
y
(T ) and obtain that this quantity
also has the same temperature dependence as χPxT J
Q
x
(T ),
i.e. χPyT J
Q
y
(T ) = C
(2)
zb (λN)T
5/2−ǫ/4, but with a differ-
ent temperature-independent prefactor C
(2)
zb (λN). One
may then conclude from this analysis that the transla-
tion operator of spinons PT will play the role of only
slowly-varying operator in the thermal conductivity cal-
culation for the present system. Therefore, Eq. (12) can
be further simplified to
κ
T
=
1
T 2
∑
i,j=x,y
χJiQP iT (T )M
−1
P iTP
j
T
(T )χP jTJ
j
Q
(T ). (15)
Next, we proceed to calculate the memory matrix op-
erator MP iTP
j
T
for the present model in a controlled way
in the same limit as explained before. We note that P˙T
is of order linear in the coupling constant g. Therefore,
from Eq. (8), the dominant contribution to Mˆ is of or-
der O(g2). Since we want to keep only the leading order
contribution to this quantity, we should set the Liou-
ville operator L = L0 + gLint to its noninteracting value
(L ≈ L0). In addition, following the same strategy, the
grand-canonical average with the full Hamiltonian of the
system must be also replaced by the corresponding aver-
age in the noninteracting limit, i.e. 〈...〉0. Lastly, since
L0P
i
T = 0 (i = x, y), it can be shown that there is no con-
tribution from the projection operator Q in the present
case, i.e. L0Q = L0 and QP˙
i
T = P˙
i
T (see, e.g., Ref. [26]
for the same condition employed in the context of a 1D
model). Therefore, the memory matrix for the present
U(1) spin-liquid model becomes
MP iTP
j
T
(ω → 0, T ) ≈ lim
ω→0
[〈P˙ iT ; P˙ jT 〉0ω − 〈P˙ iT ; P˙ jT 〉0ω=0]
iω
= −i ∂
∂ω
〈P˙ iT ; P˙ jT 〉0ω
∣∣
ω=0
, (16)
where 〈P˙ iT ; P˙ jT 〉0ω = 〈P˙ iT (ω)P˙ jT (−ω)〉0. Let us concentrate
first on the term 〈P˙ xT ; P˙ xT 〉0ω .
5Using Wick’s theorem (see Fig. 2(b) for a representa-
tion of the corresponding Feynman diagram), its leading
term is given by
〈P˙ xT (ω)P˙ xT (−ω)〉0 = −T 2
∑
s,α
k0,k
′
0
g2
∫
k,k′
G
(s)
f (k
′ +K, k′0)
×G(s)f (k, k0)Db(k′ − k, k′0 − k0 + ω)(k′x − kx)2 + . . . ,
(17)
where the ellipsis refers to the subleading terms. Us-
ing Cauchy’s residue theorem with a choice of contour of
integration that circumvents crossing a branch cut that
exists in the complex plane, the leading term of Eq. (17)
can be written as
〈P˙ xT (ω)P˙ xT (−ω)〉0 =
4
λ2N2
∑
s,α
g2
∫
k,k′
∫
ε,ε′
f(ε)f(ε′)(
|ε|4/zb
λ2N2 + ε
2
k,s
)
× |ε|
2/zb |ε′|2/zb(k′x − kx)2(
|ε′|4/zb
λ2N2 + ε
2
k′+K,s
)(
1
4π
|ε′−ε+iω|
|k′y−ky |
+ |k′y − ky|zb−1
) + . . .
(18)
It can also be advantageous here to rewrite the above
integral in terms of the following dimensionless vari-
ables: x¯ = β2/zbkx, x¯
′ = β2/zbk′x, y¯ = β
1/zbky,
y¯′ = β1/zbk′y, z¯ = βε and z¯
′ = βε′. Then, by tak-
ing the derivative with respect to ω, we obtain that
MPxTPxT (T ) = C
(3)
zb (λN)T
7
4
(2−ǫ) for intermediate temper-
atures, where the new prefactor C
(3)
zb (λN) is again inde-
pendent of T and finite in the limit of small ǫ and finite
N . Moreover, we can follow the same strategy to cal-
culate 〈P˙ yT ; P˙ yT 〉0ω. Indeed, in an analogous way to the
previous computation [34], we obtain in the same limit
as before that MPyTP
y
T
(T ) = C
(4)
zb (λN)T
5
4
(2−ǫ) (with a
prefactor C
(4)
zb (λN) also independent of T ).
The last step consists of analyzing the off-diagonal
terms in the memory matrix, i.e. MPxTP
y
T
and MPyTPxT .
By performing a similar calculation as outlined above,
the leading terms can be shown to vanish in the same
limit. Therefore, the memory matrix turns out to be ap-
proximately diagonal in the basis {P xT , P yT } and can be
very easily inverted. Indeed
Mˆ−1 ≈
(
M−1PxTPxT
0
0 M−1
PyTP
y
T
)
. (19)
As a result, by means of Eq. (15), we obtain that the
thermal conductivity κ is given by
κ
T
≈ 1
T 2
[
χ2
PxT J
Q
x
(T )M−1PxTPxT
(T ) + χ2
PyT J
Q
y
(T )M−1
PyTP
y
T
(T )
]
,
(20)
which yields
κ
T
≈ Axx T− 12+ 5ǫ4 +Ayy T+ 12+ 3ǫ4 , (21)
with finite prefactors Axx = [C
(1)
zb (λN)]
2/C
(3)
zb (λN) and
Ayy = [C
(2)
zb (λN)]
2/C
(4)
zb (λN). In the limit of small ǫ,
one can verify that the second term on the rhs in Eq.
(21) is subleading. Therefore, assuming the first scenario
in which there is no drag effect of the gauge bosons in
the system, there will be a regime in which the first term
on the rhs of Eq. (21) will dominate over the second
term at intermediate temperatures. In other words, we
obtain in this work that the thermal conductivity κ of
the present model should scale within a certain temper-
ature regime as a power-law κ ∼ T γ with the exponent
γ = 1/2 + 5ǫ/4, due to non-critical Umklapp scattering
of the spinons for a finite number of fermionic species N
and a small parameter ǫ = zb − 2. As a consequence,
we can infer from this result that a possible tendency to-
wards a linear behavior as a function of T in the thermal
conductivity of this model with κ ∼ T γ for 1/2 < γ ≤ 1
is indicated qualitatively by our approach at those tem-
peratures. Despite this, we point out that a quantitative
comparison with the experimental situation (e.g., in the
organic material EtMe3Sb[Pd(dmit)2]2 [5]) still cannot
be rigorously established. This is related to the fact that
the IR nontrivial fixed point coupling obtained in this
problem for ǫ → 1 (and finite N > 1) becomes strong,
which would require the perturbative calculation of the
memory matrix and the susceptibilities beyond the low-
est order considered in the present work. Such a more
complicated analysis would be valuable in order to carry
out a precise comparison of the present theoretical pre-
diction with the experimental situation.
Next, we move on to discuss the second scenario in
which there could be the drag effect associated with the
gauge bosons and, consequently, those excitations are
never in equilibrium in the system. In this case, as was
explained before, we must set η = η′ in Eqs. (9), (10)
and (11). The rest of the calculation proceeds essentially
in a similar way as was performed for the previous sce-
nario, with only minor modifications. Most importantly,
one of the leading terms consisting of 〈P˙ xT (ω)P˙ xT (−ω)〉0
discussed previously becomes for the present case
〈P˙ xT (ω)P˙ xT (−ω)〉0 =
4
λ2N2
∑
s,α
g2
∫
k,k′
∫
ε,ε′
f(ε)f(ε′)(
|ε|4/zb
λ2N2 + ε
2
k,s
)
× |ε|
2/zb |ε′|2/zb (iKx)2(
|ε′|4/zb
λ2N2 + ε
2
k′+K,s
)(
1
4π
|ε′−ε+iω|
|k′y−ky|
+ |k′y − ky|zb−1
) ,
(22)
from which follows that the thermal conductivity of the
system in this second scenario would be modified to
κ ∼ T γ′ with the exponent being γ′ = 5/2 + ǫ/4. Since
this latter theoretical prediction is not observed experi-
mentally, this may suggest that the first scenario appears
to be more appropriate to describe the transport prop-
erties of the candidate spin-liquid phase of the organic
material EtMe3Sb[Pd(dmit)2]2 in the literature [5].
6Another important point we want to emphasize here is
that, at very low temperatures, Umklapp processes turn
out to be exponentially suppressed as a function of tem-
perature and, in this regime, they cannot provide any
longer an efficient mechanism to degrade the total mo-
mentum of the spinons in the present model. As a result,
the thermal conductivity of the system in the clean limit
is eventually expected to become exponentially enhanced
at very low temperatures. We thus conclude that, in this
low-T regime, extrinsic mechanisms for momentum re-
laxation (such as, coupling to disorder) must be taken
into account to produce a finite heat current in the sys-
tem. If the disorder is extremely weak, Umklapp pro-
cesses dominate the transport properties of the system
for a reasonably wide range of experimentally measured
temperatures, as obtained in the present work. Despite
this, one can verify from dimensional analysis that cou-
pling the spinons (and also the gauge bosons) to impu-
rities in the present model always represents a relevant
perturbation near the IR nontrivial fixed point. There-
fore, for very low temperatures, a crossover of κ to a
different temperature dependence is expected. We leave
open this problem here, since it is beyond the scope of
the present work. We plan to perform a detailed analysis
of the role played by disorder in the present system in a
future publication.
Lastly, we point out that the field theory model de-
fined by Eq. (1) has some similarities with the theory
associated with quantum criticality near a Pomeranchuk
phase transition. Indeed, in Eq. (1), if we alter the
condition for the coupling constant in the model from
gs = sg (where s = ±) to gs = g, the resulting theory
will describe instead an Ising-nematic transition out of
a metallic state which breaks the point-group rotation
symmetry of the lattice but preserves translational sym-
metry [14, 17, 35–38]. It would be very interesting to
apply similar analytically controlled methods to calcu-
late the thermal conductivity of such quantum critical
metals in the presence of both Umklapp and disorder to
treat the competition between those two effects. There is
an ongoing effort in this direction using many techniques
by several groups (see, e.g., Refs. [20, 29, 30, 39, 40]).
In an important recent work, Ref. [30] provided a thor-
ough analysis of the impurity effects in the calculation of
the resistivity for this latter problem using the memory
matrix formalism. As a result, they pointed out that it
is crucial to treat the effects of random-field disorder on
the order parameter in such a system at very low tem-
peratures in a completely nonperturbative way. In this
respect, it goes without saying that comparing all the re-
sults regarding the transport coefficients of the different
models described here in this work with other analytically
controlled approaches to those problems based on, e.g.,
holographic methods would also be extremely helpful.
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