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Abstract
The aim of this thesis is to provide a survey of the topic of composition operators on spaces of (equivalence
classes of) measurable functions and attempt to unify some of the most important results contained in the liter-
ature. A large class of these spaces can be equipped with norms turning them into Banach lattices. These spaces
are called Banach function spaces and examples include the Lebesgue, Lorentz, Orlicz and Orlicz-Lorentz spaces.
A composition operator can be deﬁned between spaces of measurable functions as follows. Let (Ω1,Σ1, µ1) and
(Ω2,Σ2, µ2) be measure spaces, where Ωi is a set, Σi is a σ-algebra of subsets of Ωi and µi is a positive measure
on Σi for i = 1, 2. Let Fi(Ωi) (i = 1, 2) be vector spaces of equivalence classes, modulo almost everywhere
equality, of real or complex-valued functions on Ωi (i = 1, 2) and let τ : Ω2 → Ω1 be a map, which will be
referred to as the symbol function. For g ∈ [f ] ∈ F1(Ω1), put
(C˜τg)(x) := g(τ(x)) x ∈ Ω2 and
Cτ [f ] := [C˜τg]
If Cτ maps F1(Ω1) into F2(Ω2) then Cτ is called a composition operator from F1(Ω1) into F2(Ω2). The ﬁrst
two questions which arise naturally from the deﬁnition above are, When does C˜τ map Σ1-measurable functions
onto Σ2-measurable functions? and When is Cτ well-deﬁned as a mapping of equivalence classes?. Apart from
these preliminary questions, we investigate three main problems. The ﬁrst is determining the conditions on the
symbol function τ such that Cτ is a continuous composition operator and providing estimates for the norm of
the composition operator (in the settings where Cτ is acting on normed spaces). The second is characterizing the
conditions under which the composition operator is compact. The properties of the underlying measure space
will play a signiﬁcant role in this part of the study. The third is characterizing those bounded linear operators
on a Banach function space which are composition operators. The simplifying assumptions that the measure
spaces are the same and that the spaces of measurable functions are the same will be made for the majority of
results to be presented in this thesis.
There are scattered results in the literature ([37], [20], [5], [22] and [21]) regarding these three issues in
the contexts of Lebesgue, Lorentz, Orlicz, Orlicz-Lorentz and Banach function spaces. The aim of this paper is
to investigate composition operators in the most general of these contexts, namely Banach function spaces, to
facilitate a more uniﬁed approach to the study of composition operators on spaces of measurable functions. It
will also be shown which of the results in the literature for speciﬁc examples of Banach function spaces follow
from this more general framework. Furthermore, we point out what appear to be errors in proofs in the literature
and give proofs for similar (and often weaker) versions of the stated results. In addition to studying composition
operators on Banach function spaces, we also investigate composition operators on spaces of measurable functions
equipped with a (generally) non-normable linear topology and detail an important application of composition
operators, namely the characterization of isometries between Lebesgue spaces.
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0.1. INTRODUCTION 7
0.1. Introduction
The aim of this thesis is to provide a survey of the topic of composition operators on spaces of (equivalence
classes of) measurable functions and attempt to unify some of the most important results contained in the
literature. A large class of these spaces can be equipped with norms turning them into Banach lattices. These
spaces are called Banach function spaces and examples include the Lebesgue, Lorentz, Orlicz and Orlicz-Lorentz
spaces. We deﬁne the general notion of a composition operator. Let Ω1 and Ω2 be sets, Fi(Ωi) (i = 1, 2) vector
spaces of real or complex-valued functions on Ωi (i = 1, 2) and let τ : Ω2 → Ω1 be a map, which will be referred
to as the symbol function. We deﬁne the composition transformation Cτ on F1(Ω1) by
(Cτf)(x) := f(τ(x)) x ∈ Ω2, f ∈ F1(Ω1)
If Cτ maps F1(Ω1) into F2(Ω2) then Cτ is called a composition operator from F1(Ω1) into F2(Ω2). It is possible to
classify composition operators into three main classes based on the nature of the spaces Ω1 and Ω2 and the type
of functions considered on these spaces. Composition operators induced by continuous symbol functions appear
in the context of spaces of bounded continuous functions on topological spaces Ω1 and Ω2. If spaces of analytic
functions on subsets Ω1 and Ω2 of the complex plane are considered, then composition operators induced by
analytic symbol functions arise (see [32], for example). Finally, composition operators induced by measurable
symbol functions appear in the context of spaces of measurable functions over measure spaces Ω1 and Ω2. The
focus of this thesis will be on this third class of composition operators. Furthermore, the majority of results
will be presented under the simplifying assumptions that the measure spaces are the same and the spaces of
measurable functions are the same. There are three main problems to be investigated. The ﬁrst is determining
the conditions on the symbol function τ such that Cτ is a continuous composition operator and providing
estimates for the norm of the composition operator (in the setting where Cτ is acting on normed spaces). It
will be shown that this is equivalent to evaluating the conditions under which the symbol function induces a
composition operator. The second is characterizing the conditions under which the composition operator is
compact. The properties of the underlying measure space will play a signiﬁcant role in this part of the study.
The third is characterizing those linear operators on a Banach function space which are composition operators.
There are scattered results in the literature ([37], [20], [5], [22] and [21]) regarding these three issues in
the contexts of Lebesgue, Lorentz, Orlicz, Orlicz-Lorentz and Banach function spaces. The aim of this paper is
to investigate composition operators in the most general of these contexts, namely Banach function spaces, to
facilitate a more uniﬁed approach to the study of composition operators on spaces of measurable functions. It
will also be shown which of the results in the literature for speciﬁc examples of Banach function spaces follow
from this more general framework. Furthermore, we point out what appear to be errors in proofs in the literature
and give proofs for similar (and often weaker) versions of the stated results. In addition to studying composition
operators on Banach function spaces, we also investigate composition operators on spaces of measurable functions
equipped with a (generally) non-normable linear topology and detail an important application of composition
operators, namely the characterization of isometries between Lebesgue spaces.
In Chapter 1 we provide the requisite background information regarding measure spaces, measurable func-
tions, decreasing rearrangements and operators. In Chapter 2 we deﬁne linear topologies on a vector space of
(equivalence classes of) real or complex-valued measurable functions, and on two of its vector subspaces. These
topologies are generally non-normable. Order structures are also deﬁned on these spaces in the case where they
are real vector spaces and the interactions with the topological structures are noted. Furthermore the structure
and properties of the Lorentz spaces, Orlicz spaces and Orlicz-Lorentz spaces are discussed. The salient features
of Banach function spaces and and an important class of Banach function spaces, the rearrangement invariant
ones, are detailed in Chapters 3 and 4. In Chapter 5 the sum and intersection of Banach spaces are described
and the interpolation theory to be used in the sequel is given. In Chapter 6 the connection between multplication
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operators and composition operators is demonstrated and the boundedness and compactness of multiplication
operators on Lp spaces are investigated. The main results concerning the boundedness, compactness and charac-
terization of composition operators are contained in Chapters 7,8 and 9 respectively. Finally, in Chapter 10 the
application of composition operators in the characterization of isometries between Lp spaces is demonstrated.
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CHAPTER 1
Preliminaries
In this chapter we present the requisite background information regarding measure spaces, measurable func-
tions, decreasing rearrangements, topological vector spaces and operators. In providing background information
and useful results, our general strategy will be to provide references, but to omit proofs of results which are
contained in the literature unless a particular proof serves to illuminate some important aspect of the theory.
Where a particular result is not explicitly stated or proven in the literature, proofs will usually be furnished.
We have tried to give some motivation for the results to be given in this chapter and to connect, where possible
the concepts to be explored. There are however sections where we have merely listed those results we would like
to refer to at a later stage.
We will assume familiarity with the basic concepts of functional analyis, measure theory and complex analysis
as presented in [3], [6] and [31] respectively.
We start by making some comments about notation and terminology. We will adopt the convention of
calling a function positive (rather than nonnegative) if f ≥ 0 and strictly positive if f > 0. Similarly we will
distinguish between monotone and strictly monotone. If X and Y are normed spaces, we denote the unit ball of
X using BX and the set of all bounded linear operators from X into Y using B(X,Y ). F will be used to denote
an arbitrary ﬁeld of scalars. If F (Ω) is a vector space of real or complex-valued functions on a set Ω, then FR(Ω)
will be used to denote the set of all real-valued functions in F (Ω) and F+(Ω) will be used to denote the set of
all positive real-valued functions in F (Ω). We will use L0(µ) = L0(Ω,Σ, µ) to denote the set of all equivalence
classes of complex-valued (ﬁnite almost everywhere) measurable functions on Ω where any two functions which
are equal µ-a.e. have been identiﬁed. For simplicity we will use f to denote the equivalence class containing f .
1.1. Measure spaces and measurable transformations
There is often an interplay between the underlying measure space and the function space structure. This
connection will be developed in the sections on resonant measure spaces and rearrangement invariant Banach
function spaces. For the moment we present some results which will be useful in the sequel. Throughout this
paper we will use (Ω,Σ, µ) to represent a measure space, where Ω is a set, Σ is a σ-algebra of subsets of Ω and
µ : Σ → [0,∞] is a positive measure. We will assume that Ω is σ-ﬁnite, i.e. that there exists an increasing
sequence of measurable sets of ﬁnite measure whose union is Ω, and that the completion process has been carried
out on (Ω,Σ, µ), i.e. Σ contains all subsets of sets of zero measure. We will use Σf to denote the family of
measurable sets with ﬁnite measure, Σ0 to denote the family of measurable sets with measure zero and Σf,0
to denote the family of all measurable sets with ﬁnite nonzero measure. A nonempty set A ∈ Σ is called an
atom if B ⊂ A implies µ(B) = µ(A) or µ(B) = 0. If Σ does not contain any atoms then µ (or Ω) is called
nonatomic or continuous. It can be shown that if µ is nonatomic and A ∈ Σ is such that µ(A) = t0, then for
every 0 ≤ t ≤ t0, there exists a measurable subset At of A with µ(At) = t. Let R denote the real line, R+ the
positive part of the real line and m the Lebesgue measure on R (or R+). As examples of nonatomic measure
spaces we have (R,B,m) and (R+,M,m), where B is the Borel subsets of the real line andM is the Lebesgue
measurable subsets of the positive part of the real line. If there exists a partition of Ω consisting of countably
many elements from Σ such that each element in this partition is either an atom or a null set, then (Ω,Σ, µ) is
called purely atomic. Let E denote the natural numbers N (including zero) or the integers Z and Let w = (wi)i∈E
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10 1. PRELIMINARIES
be a sequence of positive real numbers. The measure space (E,P(E), µw) where P(E) is the powerset of E and
µw({i}) := wi will be denoted by Ew and is an example of an atomic measure space. If µw({i}) = 1 for all i ∈ E,
then µw is called the counting measure and will be denoted µc. The following result shows that any σ-ﬁnite
measure space can be decomposed into atomic and nonatomic parts.
Proposition 1.1.1. [40, p.67] A σ-ﬁnite measure space Ω is uniquely decomposed as follows
Ω = Ωc ∪ Ωa
where Ωc is nonatomic and Ωa =
∞∪
n=1
An (where (An)
∞
n=1 is a countable collection of disjoint atoms of strictly
positive measure).
An important example of a positive measure is a Haar measure. A Borel measure µ in a locally compact
topological group Ω is called a Haar measure if µ(G) > 0 for every non-empty Borel open setG and µ(xA) = µ(A)
for every x ∈ Ω and for every Borel set A. The following is an important existence result for Haar measures.
Theorem 1.1.2. [23, p.254] In every locally compact topological group there exists at least one regular Haar
measure.
We list some properties of positive measures.
Theorem 1.1.3. (cf. [31, p.16]) Let µ be a positive measure on a σ-algebra Σ and let (An)
∞
n=1 ⊂ Σ. Then
(1) lim
n→∞µ(An) = µ(A) if A =
∞∪
n=1
An and An ⊂ An+1 for all n ∈ N+
(2) lim
n→∞µ(An) = µ(A) if A =
∞∩
n=1
An, An+1 ⊂ An for all n ∈ N+ and µ(Ak) <∞ for some k ∈ N+.
When characterizing those linear operators from a Banach function space into itself which are composition
operators, it will be useful to know the relationship between set mappings and point mappings. We present
some preliminaries on the algebraic structure of the underlying measure space and include Sikorski's Theorem
which speciﬁes the conditions under which a set mapping is induced by a point mapping.
Proposition 1.1.4. [37, p.22] The σ-algebra Σ of measurable sets is a Boolean algebra under the binary
operations of union and intersection as join and meet respectively and the unary operation of set-complementation
as Boolean complementation.
Remark 1.1.5. In general, we can deﬁne an order relation on a Boolean algebra by
x ≤ y ⇔ x ∨ y = y
In the case above, the Boolean order relation deﬁned in this way coincides with set-inclusion. We will use the
notation A\B to denote A ∩Bc
We wish to form a quotient algebra using Σ0 := {A ∈ Σ : µ(A) = 0}. We therefore require the following
result.
Proposition 1.1.6. (cf. [37, p.22]) Σ0 is a σ-ideal of the algebra Σ, i.e. Σ0 is closed under countable union
and if B ∈ Σ0 and A ⊂ B, then A ∈ Σ0.
Proof. Let (An)
∞
n=1 ⊂ Σ0. Then µ
( ∞∪
n=1
An
)
≤
∞∑
n=1
µ(An) = 0 since µ(An) = 0 for all n ∈ N+ and so
∞∪
n=1
An ∈ Σ0. Furthermore, if A ∈ Σ0 and B ⊂ A, then µ(B) ≤ µ(A) = 0 and so B ∈ Σ0. 
We form the quotient ring Σ/Σ0 on which we deﬁne the Boolean operations
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1.1. MEASURE SPACES AND MEASURABLE TRANSFORMATIONS 11
[A] ∪ [B] := [A ∪B]
[A] ∩ [B] := [A ∩B]
[A]c := [Ac]
Proposition 1.1.7. [37, p.22] Σ/Σ0 is a Boolean algebra when equipped with the operations deﬁned above.
Remark 1.1.8. Since [A] := {B ∈ Σ : A ∼ B} where A ∼ B ⇔ A4B ∈ Σ0, we have that [A] = [B] if and
only if µ(A4B) = 0 and so if we deﬁne [A] ⊂ [B] if and only if [A] ∩ [B] = [A], then
[A] ⊂ [B] ⇔ [A ∩B] = [A]
⇔ µ((A ∩B)4A) = 0
⇔ µ(A\B) = 0
Furthermore if we deﬁne [A]\[B] := [A] ∩ [B]c then [A]\[B] = [A] ∩ [Bc] = [A ∩Bc] = [A\B]
The following result follows easily from the above remark.
Proposition 1.1.9. If A,B ∈ Σ, then
(1) [χ
A
] = [χ
B
] if and only if [A] = [B]
(2) [χ
A
] ≤ [χ
B
] if and only if [A] ⊂ [B]
We now present Sikorski's Theorem, which holds for a particular class of spaces, namely absolute Borel
spaces, and for a particular class of set mappings, namely σ-homomorphisms. A topological space is said to be
an absolute Borel space if it is homeomorphic to a Borel subset of the Hilbert cube. A map φ : A → B between
two Boolean algebras is called a (Boolean) homomorphism if it preserves joins, meets and complements. If φ
preserves countable joins and countable meets then φ is called a σ-homomorphism.
Theorem 1.1.10 (Sikorski). [33, p.110] Let Ω be an absolute Borel space, Σ the σ-algebra of all Borel
subsets of Ω and Σi a σ-ideal of Σ. If Σ˜ is a σ-algebra of subsets of a set Ω˜ and Σ˜i a σ-ideal of Σ˜ then every
σ-homomorphism φ : Σ/Σi → Σ˜/Σ˜i is induced by a point mapping, i.e. there exists a map τ : Ω˜→ Ω such that
φ([A]) = [τ−1(A)] ∀[A] ∈ Σ/Σi
Next we deﬁne separability of a measure. Let [Σf ] := Σf/Σ0 and deﬁne d : [Σf ]→ [0,∞) by
d([A], [B]) :=
ˆ
Ω
∣∣χ
A
− χ
B
∣∣ dµ [A], [B] ∈ [Σf ]
It can be shown (cf. [2, p.27]) that ([Σf ], d) is a complete metric space. A measure µ is called separable if the
corresponding metric space is separable. Let A be a family of subsets of a set Ω. M(A) and S(A) will be used
to represent the monotone class generated by A and the σ-ring generated by A respectively. We present one
result regarding the separability of a measure.
Theorem 1.1.11. [23, p.168] Let (Ω,Σ, µ) be a σ-ﬁnite measure space. Then µ is separable if there exists a
sequence of (An)
∞
n=1 ⊂ Σ such that Σ = S((An)∞n=1).
Remark 1.1.12. Since (N,P(N), µw) is a σ-ﬁnite measure space and P(N) = S(({n})n∈N), µw is separable
for any sequence of positive real numbers w = (wn)n∈N.
In the process of characterizing those rational functions which induce bounded composition operators on
Banach function spaces over (R,B,m) it will be useful to show that if a property holds for a particular class of
sets then it holds for all Borel sets. We present one result in this direction.
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12 1. PRELIMINARIES
Theorem 1.1.13. [23, p.27] Let R be a ring. ThenM(R) = S(R).
Remark 1.1.14. If E is a topological space, then Rudin ([31, p.12]) deﬁnes the Borel sets of E to be the
smallest σ-algebra B containing the open sets of E. Halmos ([23, p.62]) deﬁnes the Borel sets of the real line to
be the σ-ring generated by the class of all bounded semiclosed intervals of the form [a, b). Theorem 15B ([23,
p.63]) shows that these two deﬁnitions are equivalent.
Next we consider some measure theoretic properties of the maps τ : Ω → Ω which will be used to deﬁne
composition transformations.
Let (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) be σ-ﬁnite measure spaces. A map τ : Ω2 → Ω1 is called a measurable
transformation if τ−1(A) ∈ Σ2 for all A ∈ Σ1 . If τ is a measurable transformation such that µ2(τ−1(A)) = 0
whenever µ1(A) = 0, then τ is called nonsingular. A measurable transformation τ can be used to deﬁne a
positive measure µ2 ◦ τ−1 on Σ in the following natural way:
µ2 ◦ τ−1(A) := µ2(τ−1(A)) ∀A ∈ Σ1
We show that, under certain conditions, τ maps any atom essentially into an atom.
Proposition 1.1.15. (cf. [38, p.507]) Let τ : Ω→ Ω be a measurable transformation such that
(1.1.1) µ ◦ τ−1 (A) ≤ kµ(A) ∀A ∈ Σf
for some k > 0. Then for any atom A with µ(A) > 0 there exists an atom B such that µ(A ∩ τ−1(B)) = µ(A).
Proof. (Ω,Σ, µ) is σ-ﬁnite, so we can write Ωa, the atomic part of Ω, as a union of atoms An (n ∈ N+) of
ﬁnite strictly positive measure. Assume that there exists an atom A such that µ(A∩ τ−1(An)) 6= µ(A) for every
atom An. Since A is an atom this implies that
µ(A ∩ τ−1(An)) = 0 ∀n ∈ N+
⇒ µ (A ∩ τ−1(Ωa)) = µ(A ∩ τ−1 ( ∞∪
n=1
An
))
= µ
( ∞∪
n=1
A ∩ τ−1(An)
)
=
∞∑
n=1
µ(A ∩ τ−1(An))
= 0(1.1.2)
Furthermore
Ω = τ−1(Ωc) ∪ τ−1(Ωa)
⇒ µ(A) = µ ((A ∩ τ−1(Ωc) ∪ (A ∩ τ−1(Ωa))
= µ
(
A ∩ τ−1(Ωc
)
+ µ
(
A ∩ τ−1 (Ωa)
)
= µ
(
A ∩ τ−1 (Ωc)
)
by (1.1.2)(1.1.3)
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1.2. MEASURABLE FUNCTIONS 13
Let  > 0. Since Ωc is nonatomic and σ-ﬁnite we can ﬁnd a sequence (Bn)
∞
n=1 of pairwise disjoint measurable
subsets such that µ(Bn) ≤ k for each n and Ωc =
∞∪
n=1
Bn. Therefore
µ(A) = µ
(
A ∩ τ−1
( ∞∪
n=1
Bn
))
by 1.1.3
= µ
( ∞∪
n=1
A ∩ τ−1(Bn)
)
=
∞∑
n=1
µ
(
A ∩ τ−1(Bn)
)
since the τ−1(Bn)'s are pairwise disjoint
= µ
(
A ∩ τ−1(Bk)
)
for some k ∈ N+(1.1.4)
≤ µ ◦ τ−1 (Bk)
≤ kµ(Bk) by (1.1.1)
≤ (1.1.5)
Line (1.1.4) follows since A ∩ τ−1(Bn) is a subset of an atom and hence for each n, µ(A ∩ τ−1(Bn)) = 0 or
µ(A ∩ τ−1(Bn)) = µ(A). Since (1.1.5) holds for any  > 0 we have that µ(A) = 0, which is a contradiction. 
1.2. Measurable functions
In this section we outline some of the important features of measurable functions and state some results
concerning the convergence of sequences of measurable functions and the relationships between some of the
diﬀerent modes of convergence. Furthermore, we provide some information regarding the Radon-Nikodym
derivative, rational functions and convex functions. First we describe some notation to be used. Let (Ω,Σ, µ)
be a σ-ﬁnite measure space. The vector space of equivalence classes, modulo almost everywhere equality of
real or complex-valued measurable functions, ﬁnite almost everywhere on Ω, will be denoted L0(Ω,Σ, µ) or
L0(µ). Unless speciﬁed otherwise we will identify functions which are equal almost everywhere and denote the
equivalence class [f ] of a function f using f . The set of all functions in L0(µ) which are bounded, except possibly
on a set of ﬁnite measure, will be denoted L00(µ).
Proposition 1.2.1. If f ∈ L0(Ω,Σ, µ) such that f 6= 0, then there exists an  > 0 and a B ∈ Σ with
µ(B) = δ > 0 such that
∣∣f(x)∣∣ ≥  for all x in B.
Proof. Let A = {x ∈ Ω : ∣∣f(x)∣∣ > 0}. f 6= 0 implies that µ(A) > 0. For each n ∈ N+, deﬁne
An = {x ∈ Ω :
∣∣f(x)∣∣ > 1n}. Then A = ∞∪n=1An and so
µ(A) = µ
( ∞∪
n=1
An
)
≤
∞∑
n=1
µ(An)
A simple proof by contradiction shows that this implies that µ(Ak) > 0 for some k ∈ N+. Let  = 1k and
B = Ak. 
Proposition 1.2.2. Let f, g ∈ L0(Ω,Σ, µ) such that ´
A
f dµ and
´
A
g dµ exist for every A ∈ Σf . If
(1.2.1)
ˆ
A
f dµ =
ˆ
A
g dµ ∀A ∈ Σf
then f = g.
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14 1. PRELIMINARIES
Proof. Let f = f1 + if2 and g = g1 + ig2 where f1, f2, g1, g2 ∈ L0R(Ω,Σ, µ). If (1.2.1) holds thenˆ
A
f1 dµ =
ˆ
A
g1 dµ ∀A ∈ Σf and(1.2.2)
ˆ
A
f2 dµ =
ˆ
A
g2 dµ ∀A ∈ Σf
Assume that f 6= g. Then either f1 6= g1 or f2 6= g2. If f1 6= g1 then by Proposition 1.2.1 there exists an  > 0
and an A ∈ Σf such that
∣∣f1(x) − g1(x)∣∣ ≥  for all x ∈ A. A simple proof by contradiction shows that there
exists a B ⊂ A with µ(B) > 0 such that f1(x) ≥ g1(x) + 3 for all x ∈ B or f1(x) + 3 ≤ g1(x) for all x ∈ B. It
follows that ˆ
B
f1 dµ 6=
ˆ
B
g1 dµ
which contradicts (1.2.2). Similarly, a contradiction can be reached if f2 6= g2. It follows that f = g. 
Lemma 1.2.3. [39, p.325] Let 1 ≤ p < q <∞. If a measurable set A is nonatomic and µ(A) > 0, then there
exists an f ∈ Lp(µ) such that ˆ
A
∣∣f ∣∣q dµ =∞
Proof. Let 0 < α < µ(A). Since A is nonatomic one can ﬁnd a sequence (An)
∞
n=1 of pairwise disjoint
measurable subsets of A such that for each n ∈ N+
µ(An) =
α
2n
.
Deﬁne a function f on Ω as the pointwise limit
f =
∞∑
k=1
1
µ(Ak)1/q
χ
Ak
Then the pointwise limit is well-deﬁned since the A′ks are pairwise disjoint. Furthermore, f ∈ Lp(µ) since
ˆ
Ω
∣∣f ∣∣p dµ = ˆ
Ω
( ∞∑
k=1
1
µ(Ak)1/q
χ
Ak
)p
dµ
=
ˆ
Ω
∞∑
k=1
1
µ(Ak)p/q
χ
Ak
dµ
=
∞∑
k=1
µ(Ak)
1−p/q
= α1−p/q
∞∑
k=1
(
1
2
)(1−p/q)k
< ∞,
since 1− p/q > 0 implies that ( 12)(1−p/q) < 1. We show that ´A∣∣f ∣∣q dµ =∞:
ˆ
Ω
∣∣f ∣∣q dµ = ˆ
Ω
( ∞∑
k=1
1
µ(Ak)1/q
χ
Ak
)q
dµ
=
ˆ
Ω
∞∑
k=1
1
µ(Ak)
χ
Ak
dµ
=
∞∑
k=1
1
= ∞

Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
1.2. MEASURABLE FUNCTIONS 15
We list some important convergence properties. f is called a simple function if there exists (Ai)
k
i=1 ⊂ Σ and
(αi)
k
i=1 ⊂ F such that f =
k∑
i=1
αiχAi . If (Ai)
k
i=1 ⊂ Σf , then f is called a simple function with support of ﬁnite
measure.
Theorem 1.2.4. [31, p.15] Let f be a positive measurable function. Then there exists a sequence (fn)
∞
n=1
of simple functions such that 0 ≤ fn ↑ f pointwise.
Theorem 1.2.5. [23, p.93] If (fn)
∞
n=1 is a sequence of measurable functions which is Cauchy in measure,
then there exists a measurable function f such that fn → f in measure.
Theorem 1.2.6 (Monotone Convergence Theorem). [31, p.21] Let (fn)
∞
n=1 be a sequence of measurable
functions on Ω and suppose that 0 ≤ fn ↑ f µ-a.e.. Then f is measurable andˆ
Ω
fn dµ→
ˆ
Ω
f dµ as n→∞
L0(µ) and some of its subspaces will become topological vector spaces when equipped with various topologies
related to convergence in measure. The relationships between diﬀerent modes of convergence are therefore
signiﬁcant. Two such relationships are listed below.
Proposition 1.2.7. [31, p.74] Let (Ω,Σ, µ) be a ﬁnite measure space. If f is a complex valued measurable
function and (fn)
∞
n=1 is a sequence of complex valued measurable functions such that fn → f in measure, then
there exists a subsequence (fnk)
∞
k=1 such that fnk → f pointwise µ-a.e.
Theorem 1.2.8. [31, p.68] Let 1 ≤ p ≤ ∞ and (fn)∞n=1 ⊂ Lp(µ). If fn → f in Lp(µ), then (fn)∞n=1 has a
subsequence which converges pointwise almost everywhere to f .
Theorem 1.2.9. [3, p.75] Let (Ω,Σ, µ) be a measure space, 1 < p <∞, 1p + 1p′ = 1 and g ∈ Lp
′
(µ). Deﬁne
φg : L
p(µ)→ F by
φg(f) :=
ˆ
fg dµ
Then φg ∈ Lp(µ)∗ and the map g 7→ φg is an isometric isomorphism of Lq(µ) onto Lp(µ)∗.
We will require the following three results to show that monotone functions on the real line induce compo-
sition operators on certain function spaces over the real line.
Theorem 1.2.10. [12, p.99] Let f : [a, b]→ R be an integrable function. Then the function F (x) := ´ x
a
f(t) dt
is absolutely continuous on [a, b].
Lemma 1.2.11. (cf. [30]) If φ : [a, b]→ R is increasing, then
(1) there exists f : [a, b]→ R such that f is left continuous, increasing and the set {x ∈ [a, b] : f(x) 6= φ(x)}
is at most countable;
(2) there exists a positive Borel measure µ on [a, b] such that
f(x)− f(a) = µ([a, x)) a ≤ x ≤ b
(3) f ′ exists m-a.e, f ∈ L1([a, b],B,m) and
f(x)− f(a) =
ˆ x
a
f ′(t) dt+ s(x) a ≤ x ≤ b
for some s increasing such that s′(x) = 0 m-a.e.
(4) φ′(x) = f ′(x) m-a.e.
Corollary 1.2.12. If φ : R→ R is monotone, then φ′ exists m-a.e.
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16 1. PRELIMINARIES
1.2.1. The Radon-Nikodym derivative. We state the Radon-Nikodym theorem and some related re-
sults.
Theorem 1.2.13. [28, p.154] Let (Ω,Σ, µ) be a σ-ﬁnite measure space and let τ : Ω → Ω be a nonsingular
measurable transformation. Then for any f ∈ L0(µ)
(1.2.3)
ˆ
Ω
f ◦ τ dµ =
ˆ
Ω
f dµ ◦ τ−1
in the sense that the existence of the integral on either side implies the existence of the other and equality holds.
Proof. It is easily checked that µ ◦ τ−1 is a positive measure on Σ. Let A ∈ Σ, thenˆ
Ω
χ
A
◦ τ dµ =
ˆ
Ω
χ
τ−1(A) dµ
= µ ◦ τ−1 (A)
=
ˆ
Ω
χ
A
dµ ◦ τ−1
By the linearity of integration (1.2.3) holds for all positive simple functions. Let f ∈ L0(µ) such that f ≥ 0.
Then there exists a sequence of positive simple functions (fn)
∞
n=1 such that fn ↑ f pointwise µ-a.e. Since τ is
nonsingular this implies that fn ↑ f pointwise µ ◦ τ−1-a.e. For each n, we have
(1.2.4)
ˆ
Ω
fn dµ ◦ τ−1 =
ˆ
Ω
fn ◦ τ dµ
Furthermore, we also have that fn◦τ ↑ f ◦τ pointwise µ-a.e. By the Monotone Convergence theorem, it therefore
follows that ˆ
Ω
f dµ ◦ τ−1 = lim
n→∞
ˆ
Ω
fn dµ ◦ τ−1
= lim
n→∞
ˆ
Ω
fn ◦ τ dµ since (1.2.4) holds for each n
=
ˆ
Ω
f ◦ τ dµ
Let f ∈ L0(µ), then
f = (g+ − g−) + i(h+ − h−)
where g+, g−, h+, h− ≥ 0. Using the linearity of the integral and the fact that (1.2.3) holds for all positive
measurable functions we have that (1.2.3) holds for all f ∈ L0(µ). 
Theorem 1.2.14. [31, p.23] Let f : Ω→ [0,∞] be measurable and deﬁne ν : Σ→ [0,∞] by
ν(A) :=
ˆ
A
f dµ A ∈ Σ
Then ν is a measure on Σ and ˆ
Ω
g dν =
ˆ
Ω
gf dµ
for every measurable function g with range in [0,∞].
Theorem 1.2.15 (Radon-Nikodym theorem). [6, p.132] Let (Ω,Σ, µ) be a σ-ﬁnite measure space and let ν
be a positive measure on Σ. If ν is absolutely continuous with respect to µ (written ν  µ), then there exists a
Σ-measurable function f : Ω→ [0,∞) such that
ν(A) =
ˆ
A
f dµ ∀A ∈ Σ
Furthermore, the function f is unique up to µ-a.e. equality.
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1.2. MEASURABLE FUNCTIONS 17
The function f in the theorem above is called the Radon-Nikodym derivative of ν with respect to µ and is
sometimes written dνdµ .
Let (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) be σ-ﬁnite measure spaces and let τ : Ω2 → Ω1 be a measurable transfor-
mation. Recall that we can deﬁne a measure µ2 ◦ τ−1 on Σ1 by setting
µ2 ◦ τ−1(A) = µ2(τ−1(A)) ∀A ∈ Σ1
If τ is nonsingular then µ2 ◦ τ−1 is absolutely continuous with respect to µ1 and so we can apply the
Radon-Nikodym theorem to obtain the following result.
Corollary 1.2.16. Let (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) be σ-ﬁnite measure spaces. If τ : Ω2 → Ω1 is a
nonsingular measurable transformation, then there exists a Σ1-measurable function fτ : Ω1 → [0,∞) such that
µ2 ◦ τ−1(A) =
ˆ
A
fτ dµ1 ∀A ∈ Σ1
Furthermore, the function fτ is unique up to µ1-a.e. equality.
Let Ω = Ωc ∪Ωa where Ωc is the nonatomic part of Ω and Ωa is the purely atomic part of Ω. Let A1, A2, ...
be the atoms of Ω.
Proposition 1.2.17. If τ : Ω→ Ω is a nonsingular measurable transformation such that µ ◦ τ−1 (Ωc) = 0,
then fτ = 0 µ-a.e. on Ωc and fτ (An) =
µ◦τ−1(An)
µ(An)
for each An.
Proof. We have
0 = µ ◦ τ−1 (Ωc) =
ˆ
Ωc
fτ dµ
and so fτ = 0 µ-a.e on Ωc since fτ non-negative. Furthermore
µ ◦ τ−1 (An) =
ˆ
An
fτ dµ
= fτ (An)µ(An)
⇒ fτ (An) = µ ◦ τ
−1 (An)
µ(An)

Theorem 1.2.18. (cf. [23, p.164]) Let (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) be σ-ﬁnite measure spaces. If τ : Ω2 →
Ω1 is a measurable transformation such that µ2 ◦ τ−1 is a absolutely continuous with respect to µ1, then there
exists a non-negative measurable function fτ on Ω1 such thatˆ
Ω2
g(τ(x)) dµ2(x) =
ˆ
Ω1
g(y).fτ (y) dµ1(y)
for every measurable function g, in the sense that if either integral exists, then so does the other and the two are
equal.
Remark 1.2.19. The function in the theorem corresponds to the Radon-Nikoym derivative since the Radon-
Nikodym derivative is unique up to almost everywhere equality and if A ∈ Σ, then
µ2 ◦ τ−1(A) =
ˆ
τ−1(A)
dµ2
=
ˆ
Ω2
χA(τ(x)) dµ2(x)
=
ˆ
Ω1
χ
A
(y).fτ (y) dµ1(y) by Theorem 1.2.18
=
ˆ
A
fτ (y) dµ1(y)
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18 1. PRELIMINARIES
1.2.2. Rational functions. We state three properties of rational functions and then provide an explicit
description of the Radon-Nikodym derivative induced by a rational function.
Lemma 1.2.20. Let τ = φψ be a rational function where ψ is a polynomial with distinct complex zeros x1, ..., xn
of order m1, ...,mn respectively. Then
∣∣τ ′(x)∣∣→∞ as x→ xk.
Lemma 1.2.21. Let τ = φψ be a rational function and let deg φ = n, deg ψ = m.
(1) If n > m+ 1, then
∣∣τ ′(x)∣∣→∞ as ∣∣x∣∣→∞
(2) If n = m+ 1, and the leading coeﬃcients of φ and ψ are both 1, then
∣∣τ ′(x)∣∣→ 1 as ∣∣x∣∣→∞
Let the number of zeros and number of poles of the rational function τ be denoted by #(Z) and #(P )
respectively.
Lemma 1.2.22. [35, p.332] Let τ be a discontinuous rational function. If degφ >degψ and τ ′(x) 6= 0 for all
x ∈ R, then #(Z) = #(P ) and the zeros and poles occur alternately on R.
It can be shown that if τ : R→ R is a rational function, then τ is a nonsingular measurable transformation.
It follows that the Radon-Nikodym derivative fτ =
dm◦τ−1
dm exists. We ﬁrst calculate the Radon-Nikodym
derivative induced by a strictly increasing function.
Proposition 1.2.23. Let τ : (a, b)→ R be a strictly increasing function which is measurable with respect to
the σ-algebra of Borel sets on R and such that the measure m ◦ τ−1 is nonsingular with respect to the Lebesgue
measure on R. Then
fτ (x) =
1
τ ′(τ−1(x))
m-a.e. x ∈ (a, b)
Proof. We note ﬁrst that τ strictly increasing implies that τ−1 exists and τ ′ exists m-a.e. by Lemma
1.2.11. Furthermore, τ ′(x) 6= 0 for all x ∈ (a, b) since τ is strictly increasing. It is easily shown that
(τ−1)′(x) =
1
τ ′(τ−1(x))
Let x, y ∈ (a, b) such that x < y, then
m
(
τ−1[x, y)
)
= m
(
[τ−1(x), τ−1(y))
)
since τ is strictly increasing
= τ−1(y)− τ−1(x)
=
ˆ y
x
(τ−1)′(s) dm(s)
=
ˆ y
x
1
τ ′(τ−1(s))
dm(s)(1.2.5)
Since (1.2.5) holds for all semi-closed intervals in (a, b), we have for any Borel set A ⊂ (a, b)ˆ
A
1
τ ′(τ−1(s))
dm(s) = m(τ−1(A))
=
ˆ
A
fτ (s) dm(s) by Corollary 1.2.16(1.2.6)
Since m and m ◦ τ−1 are positive measures we have that 1τ ′(τ−1(s)) , fτ (s) ≥ 0 m-a.e. and so (1.2.6) implies
that
1
τ ′(τ−1(s))
= fτ (s) m-a.e.

To prove a suﬃcient condition for a rational function to induce a bounded composition operator we will use
the following explicit description of the Radon-Nikodym derivative.
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Lemma 1.2.24. Let τ = φψ be a rational function with deg φ >deg ψ and τ
′(x) 6= 0 for all x ∈ R such that
τ ′ exists. Let x1..., xn be the distinct real zeros of ψ arranged in increasing order and deﬁne
τ1 := τ  (−∞, x1),
τk := τ  (xk−1, xk) for (2 ≤ k ≤ n) and
τn+1 := τ  (xn,∞)
Then
fτ (x) =
n+1∑
k=1
1
τ ′k(τ
−1
k (x))
m-a.e.
Proof. Since
τ ′ =
φ′ψ − φψ′
(ψ)2
τ ′ has the same poles as τ and is continuous on the interval between consecutive poles. It therefore follows
from τ ′(x) 6= 0 for all x ∈ R where τ ′ exists that τ is strictly monotone on the intervals between consecutive
poles, i.e. τk is strictly monotone for each k. It follows by Proposition 1.2.23 that
fτk(x) =
1
τ ′k(τ
−1
k (x))
m-a.e. x ∈ (xk−1, xk)
Furthermore since the Radon-Nikodym derivative is unique modulo almost everywhere equality, we have
fτ  (−∞, x1) = fτ1
fτ  (xk−1, xk) = fτk 2 ≤ k ≤ n
fτ  (xn,∞) = fτn+1
where equality holds m-a.e. So
fτ (x) =
(
n+1∑
k=1
fτk
)
(x) m-a.e.
=
n+1∑
k=1
1
τ ′k(τ
−1
k (x))

1.2.3. Convex functions. Convex functions will be used in the deﬁnition of Orlicz spaces and Orlicz-
Lorentz spaces. We recall the deﬁnition of a convex function and give two results concerning convex functions.
A function φ : R→ R is called convex if
φ(λt+ (1− λ)s) ≤ λφ(t) + (1− λ)φ(s) ∀s, t ∈ R
for any λ ∈ [0, 1]. We can characterize convex functions as follows.
Theorem 1.2.25. [29, p.7] A function φ : (a, b) → R is convex if and only if there exists a monotone
nondecreasing and left continuous function ϕ : R→ R such that
φ(t) = φ(c) +
ˆ t
c
ϕ(s)ds t ∈ [c, d]
for every closed subinterval [c, d] ⊂ (a, b).
Proposition 1.2.26. Let φ be a convex function such that φ(0) = 0 and let 0 ≤ α ≤ 1. Then φ(αt) ≤ αφ(t)
for all 0 ≤ t <∞.
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Proof. Let t ∈ [0,∞), then
φ(αt) = φ(αt+ (1− α)0)
≤ αφ(t) + (1− α)φ(0) since φ is convex and α ∈ [0, 1](1.2.7)
= αφ(t) since φ(0) = 0(1.2.8)

1.3. Distribution functions, decreasing rearrangements and maximal functions
Decreasing rearrangements feature prominently in the deﬁnition of Lorentz spaces and Orlicz-Lorentz spaces.
Furthermore, under suitable conditions the norms of rearrangement invariant Banach function spaces can be
expressed in terms of decreasing rearrangements. We therefore explore the salient features of decreasing rear-
rangements and maximal functions, which can be deﬁned using decreasing rearrangements. This will require
some background information regarding distribution functions.
1.3.1. Distribution functions. We deﬁne distribution functions and the notion of equimeasurability. The
distribution functions of some functions which will frequently be encountered in the sequel are then given and
the general properties of distribution functions listed.
Let f ∈ L0(µ). The distribution function, µf of f is given by
µf (λ) := µ
({
x ∈ Ω : ∣∣f(x)∣∣ > λ}) for any λ ≥ 0
If f ∈ L0(Ω1,Σ1, µ1) and g ∈ L0(Ω2,Σ2, µ2), then f and g are said to be equimeasurable if they have the same
distribution functions, i.e. µ1,f (λ) = µ2,g(λ) for all λ ≥ 0. If this is the case we will write f ∼ g.
Remark 1.3.1. It will often be convenient to let Af,λ =
{
x ∈ Ω : ∣∣f(x)∣∣ > λ}; then µf (λ) = µ(Af,λ)
The distribution functions of the zero function, characteristic functions and simple functions are given in
the following example.
Example 1.3.2. [2, p.38]
(1) If f = 0 µ-a.e. , then µf = 0
(2) If A ∈ Σ, then
µχA(λ) =
µ(A) if 0 ≤ λ < 10 if λ ≥ 1
(3) If f =
n∑
i=1
aiχAi , where ai > ai+1 for each i, Ai ∩Aj = ∅ for i 6= j and Ai ∈ Σf for each i, then
µf (λ) =
n∑
j=1
mjχ[aj+1,aj)
where mj =
j∑
i=1
µ(Ai) and an+1 := 0.
The following proposition highlights the properties of distribution functions.
Proposition 1.3.3. (cf. [2, p.37]) Let f, g ∈ L0(µ), (fn)∞n=1 ⊂ L0(µ) and α ∈ F. The distribution function
µf is positive, decreasing and right continuous on [0,∞). Furthermore,
(1)
∣∣f ∣∣ ≤ ∣∣g∣∣ µ-a..e. implies that µf ≤ µg
(2) µαf (λ) = µf (λ/
∣∣α∣∣) for all λ ≥ 0
(3) µf+g(λ1 + λ2) ≤ µf (λ1) + µg(λ2) for all λ1, λ2 ≥ 0
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(4)
∣∣f ∣∣ ≤ lim inf
n→∞
∣∣fn∣∣ µ-a.e. implies that µf ≤ lim inf
n→∞ µfn
(5)
∣∣fn∣∣ ↑ ∣∣f ∣∣ µ-a.e. implies that µfn ↑ µf
(6) If f is bounded except possibly on a set of ﬁnite measure, then µf (λ)→ 0 as λ→∞.
Proof. (6) will be shown; the remainder of the proofs can be found in [2, p.37]. Assume that µf (λ) 9 0
as λ → ∞, i.e. there exists an  > 0 such that for all λ ∈ R+ there exists an αλ ≥ λ such that µf (αλ) ≥ .
Therefore
(1.3.1) µf (λ) ≥ µf (αλ) ≥  ∀λ ∈ R+
since µf is decreasing. Since f is bounded, except perhaps on a set of ﬁnite measure, we can ﬁnd an M > 0
and an A ∈ Σf such that
∣∣f(x)∣∣ ≤ M for all x ∈ Ac. For n ∈ N, let An = {x ∈ Ω : ∣∣f(x)∣∣ > M + n}, then
µ(A0) <∞, since A0 ⊂ A, and furthermore An+1 ⊂ An for all n ∈ N. So
µ
({
x ∈ Ω : ∣∣f(x)∣∣ =∞}) = µ( ∞∩
n=0
An
)
= lim
n→∞µ(An) by Theorem 1.1.3
≥  since µ(An) ≥  ∀n ∈ N by (1.3.1)
Therefore f /∈ L0(µ), which is a contradiction. 
1.3.2. Decreasing rearrangements. We start by deﬁning the decreasing rearrangement of a function
and giving explicit descriptions for the decreasing rearrangements of functions frequently encountered in the
sequel. Important properties of decreasing rearrangements are then listed and the norms of Lp spaces are
expressed in terms of decreasing rearrangements. Subsequently, pointwise convergence of a sequence of decreasing
rearrangements will be characterized and resonant measure spaces introduced.
The decreasing rearrangement of a function f ∈ L0(µ) is the function f∗ given by
f∗(t) := inf{λ > 0 : µf (λ) ≤ t} for any t ≥ 0
The decreasing rearrangements of the zero function, characteristic functions and simple functions are given in
the following example.
Example 1.3.4. [2, p.39]
(1) If f = 0, then f∗ = 0
(2) If A ∈ Σ, then (χ
A
)∗ = χ
[0,µ(A))
(3) If f =
n∑
i=1
αiχAi , where the Ai's are pairwise disjoint. Then
f∗ =
n∑
i=1
αiχ[ki−1,ki)
where kj =
j∑
i=1
µ(Ai) and k0 = 0.
The following proposition details some of the important properties of decreasing rearrangements.
Proposition 1.3.5. Let f, g ∈ L0(µ), (fn)∞n=1 ⊂ L0(µ) and α ∈ F. The decreasing rearrangement f∗ is
positive, decreasing and right continuous on [0,∞). Furthermore,
(1)
∣∣f ∣∣ ≤ ∣∣g∣∣ µ-a.e. implies that f∗ ≤ g∗
(2) (αf)∗ =
∣∣α∣∣f∗
(3) (f + g)∗(t1 + t2) ≤ f∗(t1) + g∗(t2) for all t1, t2 ≥ 0
(4)
∣∣f ∣∣ ≤ lim inf
n→∞
∣∣fn∣∣ µ-a.e. implies that f∗ ≤ lim inf
n→∞ f
∗
n
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(5)
∣∣fn∣∣ ↑ ∣∣f ∣∣ µ-a.e. implies that f∗n ↑ f∗
(6) If g is such that µg(λ) < ∞ for all λ > 0,
∣∣fn∣∣ ≤ ∣∣g∣∣ µ-a.e. for all n and fn(x) → f(x) µ-a.e., then
(f − fn)∗(t)→ 0 for all t > 0
(7) f and f∗ are equimeasurable
(8) f and g equimeasurable implies that f∗ = g∗
(9) f∗(µf (λ)) ≤ λ for µf (λ) <∞ and µf (f∗(t)) ≤ t for f∗(t) <∞
(10) If f is a decreasing positive function on (0,∞), then f∗ = f .
(11) If there exists an M > 0 such that µg(λ) ≤Mµf (λ) for all λ > 0, then g∗(t) ≤ f∗(t/M) for all t ≥ 0.
(12) f∗(t) <∞ for all t > 0 if and only if f is bounded except possibly on a set of ﬁnite measure
(13) f∗(t)→ 0 as t→∞ if and only if µf (λ) <∞ for all λ > 0
(14) Let , δ > 0, then f∗(δ) ≤  if and only if µf () ≤ δ.
Proof. The proofs of (1) to (10) are given in [2, p.41,42] and [18, p.63-68]. The remainder of the proofs
will be shown here.
(11): Since µg(λ) ≤Mµf (λ) for all λ > 0, we have that
{λ > 0 : Mµf (λ) ≤ t} ⊂ {λ > 0 : µg(λ) ≤ t} ∀t ≥ 0
and so
g∗(t) = inf {λ > 0 : µg(λ) ≤ t}
≤ inf {λ > 0 : Mµf (λ) ≤ t}
= inf
{
λ > 0 : µf (λ) ≤ t
M
}
= f∗(t/M)
(12): (Suﬃciency):Let t > 0. If f is bounded, except possibly on a set of ﬁnite measure, then µf (λ)→ 0 as
λ→∞ by Proposition 1.3.3, and so there exists a λt ∈ R+ such that µf (λt) < t. So
f∗(t) = inf{λ ∈ R+ : µf (λ) ≤ t}
≤ λt
< ∞
(Necessity): Let f∗(t) < ∞ for all t > 0 and let A = {λ ∈ R+ : µf (λ) ≤ 1}, then inf A = f∗(1) < ∞ and
so A 6= ∅. Let λ1 ∈ A and B = {x ∈ Ω :
∣∣f(x)∣∣ > λ1}. Then µ(B) = µf (λ1) ≤ 1 and so ∣∣f ∣∣ is bounded by λ1,
except possibly on B, which is a set of ﬁnite measure.
(13): (Suﬃciency): Let  > 0 and let µf (λ) < ∞ for all λ > 0. Let n ∈ N+ such that 1n <  and let
αn = µf (1/n). Since µf is ﬁnite-valued, αn <∞ and so there exists a t ∈ R+ such that t > αn . Then
f∗(t) = inf{λ ∈ R+ : µf (λ) ≤ t}
≤ 1
n
since µf (1/n) < t
< 
And so f∗(t) <  for all t ≥ t since f∗ is decreasing.
(Necessity): We show the contrapositive. Assume there exists some λ∞ > 0 such that µf (λ∞) = ∞ and
hence µf (λ) =∞ for all λ ≤ λ∞, since µf is decreasing. Then for any t > 0
f∗(t) = inf{λ > 0 : µf (λ) ≤ t}
≥ λ∞ since {λ > 0 : µf (λ) ≤ t} ⊂ (λ∞,∞)
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and hence f∗(t) 9 0 as t→∞.
(14): (Suﬃciency):
µf () ≤ δ
⇒ inf{λ > 0 : µf (λ) ≤ δ} ≤ 
⇒ f∗(δ) ≤ 
(Necessity):
f∗(δ) ≤ 
⇒ µf () ≤ µf (f∗(δ)) since µf is decreasing
≤ δ by Proposition 1.3.3

Remark 1.3.6. We have by the Proposition above that f∗(t) <∞ for all t > 0 if and only if f is bounded,
except possibly on a set of ﬁnite measure. It follows that
L00(µ) = {f ∈ L0(Ω,Σ, µ) : f∗(t) <∞ ∀t > 0}
We will often use this implicitly when dealing with functions in L00(µ).
The following proposition provides a description of the Lp norm of a function in terms of its decreasing
rearrangement.
Proposition 1.3.7. [2, p.43] Let f ∈ L0(µ)
(1) If 0 < p <∞, then ∥∥f∥∥
p
=
(ˆ ∞
0
(f∗(t))pdt
)1/p
(2) If p =∞, then ∥∥f∥∥
p
= f∗(0)
The following result relates the convergence in measure of a sequence of functions to the pointwise conver-
gence of the sequence of decreasing rearrangements.
Proposition 1.3.8. Let (fn)
∞
n=1 ⊂ L00(µ). fn → 0 in measure if and only if f∗n(t) → 0 as n → ∞ for all
t > 0.
Proof. Let f∗n(t)→ 0 for all t > 0 and let , δ > 0. f∗n
(
δ
2
)→ 0 implies that there exists a n,δ ∈ N+ such
that n ≥ n,δ implies
f∗n
(
δ
2
)
< 
⇒ µfn() ≤
δ
2
by Proposition 1.3.5
⇒ µ ({x ∈ Ω : ∣∣fn(x)− 0∣∣ > }) < δ
Since this holds for all n ≥ n,δ and , δ > 0 were arbitrary, it follows that fn → 0 in measure.
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Conversely, if fn → 0 in measure and t,  > 0, then there exists a n,t ∈ N+ such that n ≥ n,t implies
µ
({
x ∈ Ω : ∣∣fn(x)− 0∣∣ > 
2
})
≤ t
⇒ µfn
( 
2
)
≤ t
⇒ f∗n(t) ≤

2
<  by Proposition 1.3.5
⇒ f∗n(t) → 0 as n→∞

Hardy and Littlewood showed ([2, p.44]) that if f, g ∈ L0(µ), then
(1.3.2)
ˆ
Ω
∣∣fg∣∣ dµ ≤ ˆ ∞
0
f∗(s)g∗(s) ds
It follows from this that if g˜ and g are equimeasurable, thenˆ
Ω
∣∣fg˜∣∣dµ ≤ ˆ ∞
0
f∗(s)g∗(s) ds
since (g˜)∗ = g∗ by 1.3.5. It turns out that spaces where
sup
{ˆ
Ω
∣∣fg˜∣∣dµ : g˜ ∼ g} = ˆ ∞
0
f∗(s)g∗(s) ds ∀f, g ∈ L0(µ)
have a richer structure than those spaces not having this property. These spaces are called resonant spaces. If
the supremum on the left is attained, then the space is called strongly resonant. The signiﬁcance of resonant
measure spaces will be discussed in Section 4.1. We provide a characterization of resonant measure spaces.
Theorem 1.3.9. [2, p.51] A σ−ﬁnite measure space (Ω,Σ, µ) is resonant if and only if it is either nonatomic
or purely atomic with all atoms having the same measure.
1.3.3. The maximal function. The operation f 7→ f∗ introduced in the previous section is not necessarily
subadditive (i.e. we do not necessarily have (f + g)∗ ≤ f∗ + g∗) as can be seen by considering f = χ[0,1) and
g = χ[1,2)). However, the operator which takes a function to its maximal function is subadditive. We deﬁne the
maximal function and list some of its properties.
Let A ∈ Σ be such that µ(A) = t > 0. Applying the Hardy-Littlewood inequality (1.3.2), we obtainˆ
Ω
∣∣fχA∣∣dµ ≤ ˆ ∞
0
f∗(s)(χA)∗(s)ds
=
ˆ µ(A)
0
f∗(s) ds by Example 1.3.4(1.3.3)
We therefore have that 1µ(A)
´
A
∣∣f ∣∣dµ ≤ 1t ´ t0 f∗(s)ds. This shows that the average of ∣∣f ∣∣ over any set of measure
t is dominated by the corresponding average of f∗ over (0, t). Furthermore, since f∗ is decreasing, the latter
average is maximal among all averages of f∗ taken over sets of measure t. We deﬁne the maximal function of f ,
denoted f∗∗, by
f∗∗(t) =
1
t
ˆ t
0
f∗(s)ds t > 0
Example 1.3.10. Let A ∈ Σ with µ(A) = t > 0, then
(χA)
∗∗(s) =
1 if s ≤ µ(A)µ(A)/s if s > µ(A)
The maximal operator f 7→ f∗∗ has the following properties:
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Proposition 1.3.11. [2, p.52] Let f, g ∈ L0(µ), (fn)∞n=1 ⊂ L0(µ) and α ∈ F. Then f∗∗ is positive, decreasing
and continuous on (0,∞). Furthermore,
(1) f∗∗ ≡ 0 if and only if f = 0 µ-a.e.
(2) f∗ ≤ f∗∗
(3)
∣∣f ∣∣ ≤ ∣∣g∣∣ µ-a.e. implies that f∗∗ ≤ g∗∗
(4) (αf)∗∗ =
∣∣α∣∣f∗∗
(5)
∣∣fn∣∣ ↑ ∣∣f ∣∣ µ-a.e. implies that f∗∗n ↑ f∗∗
(6) (f + g)∗∗(t) ≤ f∗∗(t) + g∗∗(t) for all t > 0
(7) If (Ω,Σ, µ) is resonant, then
f∗∗(t) =
1
t
sup{
ˆ
E
∣∣f ∣∣dµ : µ(E) = t} ∀t ∈ ranµ
(8) If f∗(0) <∞, then f∗∗(t)→ f∗(0) as t→ 0.
(9) if f and g are decreasing positive functions on (0,∞), then (f + g)∗∗ = f∗∗ + g∗∗
Proof. The proofs of (1) to (7) are given in [2, p.52-54]. We show (8) and (9).
(8): Since f∗∗ is decreasing, (f∗∗(1/n))∞n=1 is an increasing sequence. Furthermore, since f
∗ is decreasing,
it is easily checked that f∗(0) ≥ f∗∗(1/n) for each n ∈ N+, i.e. (f∗∗(1/n))∞n=1 is bounded above. Let  > 0. f∗
is right-continuous on [0,∞) and thus there exists a δ > 0 such that 0 ≤ t < δ implies that f∗(0)− f(t) < . It
follows that if we let n ∈ N+ such that 1n < δ, then n ≥ n implies that
f∗∗(1/n) = n
ˆ 1/n
0
f∗(s) ds ≥ n
(
f∗(1/n).
1
n
)
> f∗(0)− 
Therefore f∗∗(1/n)→ f∗(0). It follows by the continuity of f∗∗ on (0,∞) that f∗∗(t)→ f∗(0) as t→ 0.
(9): If f and g are positive decreasing functions then so is f + g. By Proposition 1.3.5, (f + g)∗ = (f + g).
Thus for any t > 0,
(f + g)∗∗(t) =
1
t
ˆ t
0
(f + g)∗(s) ds
=
1
t
ˆ t
0
(f + g)(s) ds
=
1
t
ˆ t
0
f(s) ds+
1
t
ˆ t
0
g(s) ds
= f∗∗(t) + g∗∗(t) by Proposition 1.3.5

The order relationships of maximal functions will be signiﬁcant. We will therefore write f ≺ g if f∗∗ ≤ g∗∗.
The relation ≺ is called the Hardy-Littlewood-Pï¾÷lya relation. We will give two results in terms of the Hardy-
Littlewood-Pï¾÷lya relation, but ﬁrst we state Hardy's lemma.
Proposition 1.3.12 (Hardy's lemma). [2, p.56] Let f, g and h be positive measurable functions on (0,∞).
If h is decreasing and ˆ t
0
f(s) ds ≤
ˆ t
0
g(s) ds ∀t > 0
then ˆ ∞
0
f(s)h(s) ds ≤
ˆ ∞
0
g(s)h(s) ds
Corollary 1.3.13. Let f, g, h ∈ L0(µ). If f ≺ g, thenˆ ∞
0
f∗(s)h∗(s) ds ≤
ˆ ∞
0
g∗(s)h∗(s) ds
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Proof. f∗, g∗ and h∗ are positive measurable functions on (0,∞). Furthermore h∗ is decreasing and
ˆ t
0
f∗(s) ds ≤
ˆ t
0
g∗(s) ds ∀t > 0 since f ≺ g
The result therefore follows by Hardy's lemma. 
Lemma 1.3.14. (cf. [2, p.76]) Let f and g be nonnegative decreasing functions on (0,∞), then
ˆ ∞
0
fg ds ≤
(ˆ 1
0
g ds
)
×
(
sup
0<t<∞
1
min{1, t}
ˆ t
0
f(s) ds
)
Proposition 1.3.15. [2, p.57] Let (Ω,Σ, µ) be a resonant measure space and let (An)n∈N be a collection of
pairwise disjoint subsets of Ω, each with ﬁnite positive measure and let A = Ω \ ∪
n∈N
An. If f ∈ L0(µ) such that
f is integrable on each An and
Tf := fχ
A
+ Σ
n∈N
(
1
µ(An)
ˆ
An
f dµ
)
χ
An
then Tf ≺ f .
1.4. Topological vector spaces
We describe some of the basic features of topological vector spaces. These will be used when deﬁning
topologies on L0(µ) and other related spaces. We also include Alaoglu's theorem and a result regarding the
weak-star metrizability of the unit ball in a dual space, which will be used in the characterization of the
conditions under which a composition operator is compact on an Orlicz space.
A topology on a vector space is called a linear or vector space topology if it is compatible with the underlying
vector space structure in the sense that the operations of addition and scalar multiplication are continuous with
respect to this topology. Let A,B ⊂ E where E is a vector space. If there exists an α > 0 such that B ⊂ λA for
all λ ∈ F such that ∣∣λ∣∣ ≥ α then A is said to absorb B. If A absorbs points then A is called absorbing. If A is a
subset of a topological vector space E, and A is absorbed by every neighbourhood (or equivalently every basic
neighbourhood) of the origin, then A is called bounded.
We give some basic results regarding topological vector spaces.
Theorem 1.4.1. [13, p.81] If E is a topological vector space, then there exists a basis U for the neighbourhoods
of the origin such that:
(1) every N ∈ U is absorbing;
(2) every N ∈ U is balanced;
(3) for every N ∈ U there exists an M ∈ U such that M +M ⊂ N .
Conversely, if E is a vector space over F and U is a ﬁlter basis on E satisfying the three conditions above,
then there is a unique vector space topology on E such that U is a basis for the neighbourhoods of the origin.
Proposition 1.4.2. [13, p.84] In a topological vector space E every neighbourhood of the origin contains a
closed neighbourhood of the origin.
Corollary 1.4.3. [13, 84] If a topological vector space is Hausdorﬀ, then it is regular.
Next we state Alaoglu's theorem and the result concerning the weak-star metrizability of the unit ball in a
dual space.
Theorem 1.4.4 (Alaoglu). [3, p.130] If E is a normed space, then BE∗ is weak-star compact.
Theorem 1.4.5. [3, p.134] If E is a Banach space, then BE∗ is weak-star metrizable if and only if E is
separable.
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1.5. Operators
1.5.1. Positive operators. Let F (Ω) be a vector space of real or complex-valued functions on a set Ω. We
want to show that if F (Ω) is equipped with a suitable topology and τ : Ω→ Ω is such that Cτ (F (Ω)) ⊂ F (Ω),
then Cτ is continuous with respect to the topology on F (Ω). The required result does not appear in the literature
in the form we desire. Several results appearing in the literature are therefore quoted (without proof) and it is
shown how these may be manipulated to obtain the desired result. We start by providing some basic deﬁnitions
and results for Riesz spaces.
Let A ⊂ E, where (E,≤) is a partially ordered set. If A has both upper bounds and lower bounds then A is
called order-bounded. Let (E,+, ·) be a linear space over R and ≤ a partial ordering on E. (E,+, ·,≤) is called
a partially ordered linear space if for every x, y, z ∈ E and α ∈ R such that α ≥ 0 the following conditions hold:
(1) x ≤ y ⇒ x+ z ≤ y + z
(2) 0 ≤ x⇒ 0 ≤ αx
If (E,+, ·,≤) is a partially ordered linear space such that (E,≤) is a lattice, then E is called a Riesz space or
vector lattice. We write x ∨ y and x ∧ y for sup{x, y} and inf{x, y} respectively. Furthermore, we deﬁne
x+ := x ∨ 0, x− := (−x) ∨ 0, ∣∣x∣∣ := x ∨ (−x)
Let E be a Riesz space. A set A ⊂ E is solid if ∣∣y∣∣ ≤ ∣∣x∣∣ and x ∈ A implies that y ∈ A. It is easily checked
that if A is a solid set, then so is λA for any λ ∈ F. If A is a vector subspace of E, then A is called an order
ideal if A is solid and a Riesz subspace if A is a sublattice of E. A vector space topology T on a Riesz space is
called locally solid if there is a neighbourhood basis of the origin consisting of solid sets. T is compatible with
the order structure on E if E+ := {x ∈ E : 0 ≤ x} is closed in this topology. Finally, let T : E1 → E2 be a linear
map between Riesz spaces. If 0 ≤ Tx whenever 0 ≤ x then T is called a positive linear map. We are now in a
position to state the result which will form the basis for showing that a composition operator is automatically
continuous.
Proposition 1.5.1. [1, p.111] Let T : E1 → E2 be a linear map where (E1, T1) is a Riesz space with a
compatible complete metrizable vector space topology and (E2, T2) is a Riesz space with a vector topology such
that order-bounded sets are bounded. If T is positive, then T is continuous with respect to the topologies on E1
and E2.
The desired modiﬁcations are captured by the following two results.
Proposition 1.5.2. [8, p.41] Let (E, T ) be a Riesz space equipped with a locally solid Hausdorﬀ vector space
topology. Then T is compatible with the order structure of E.
Proposition 1.5.3. [8, p.38] Let E be a locally solid Riesz space. Then order-bounded sets are bounded.
Corollary 1.5.4. Let T : E → E be a linear map where (E, T ) is a complete Hausdorﬀ metrizable locally
solid Riesz space. If T is positive, then T is continuous with respect to the topology T .
Since it is easily shown that composition operators are positive, we apply this result to composition operators
and show that if τ induces a composition operator on an appropriate function space, then the induced composition
operator is automatically continuous. Note ﬁrst that if we let F (Ω) be a vector space of real or complex-valued
functions and FR(Ω) := {f ∈ F (Ω) : ranf ⊂ R}, then FR(Ω) is not generally a vector subspace of F (Ω), but
can be viewed as a vector space over R. As a result some care is required to show that if Cτ is a composition
operator then it is automatically continuous. Speciﬁcally,
Proposition 1.5.5. Let F (Ω) be a vector space of real or complex-valued functions equipped with a metrizable
linear topology T such that the conjugation map f 7→ f is continuous and such that the real vector space FR(Ω),
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equipped with the subspace topology (T ∩ FR(Ω)), and a partial order ≤, is a complete metrizable locally solid
Riesz space. If τ : Ω→ Ω is a map such that Cτ (F (Ω)) ⊂ F (Ω), then Cτ is continuous with respect to T .
Proof. Let (fn)
∞
n=1 ⊂ F (Ω) be such that fn → f in F (Ω). For each n ∈ N+ we can write f1,n = fn+fn2
and f2,n =
fn−fn
2i ; then fn = f1,n + if2,n and f1,n, f2,n ∈ FR(Ω). Similarly, let f1 = f+f2 and f2 = f−f2i . Since
the operations of conjugation, addition and scalar multiplication are continuous, we have that fj,n → fj for
j = 1, 2. Since Cτ (F (Ω)) ⊂ F (Ω) and Cτ maps real-valued functions onto real-valued functions, we have that
Cτ (FR(Ω)) ⊂ FR(Ω). We can therefore think of Cτ as a positive real linear map on FR(Ω). (FR(Ω),+, ·R,≤
, T ∩FR(Ω)) is a complete metrizable locally solid Riesz space. It follows by Corollary 1.5.4 that Cτ is continuous
on FR(Ω). Therefore
Cτ (fj,n) → Cτfj for j = 1, 2
⇒ Cτ (fn) = Cτ (f1,n) + iCτ (f2,n) since Cτ is linear
→ Cτ (f1) + iCτ (f2) since Cτ (fj,n)→ Cτ (fj) and F (Ω) is equipped with a vector topology
= Cτ (f)

In the sequel we will be focusing on composition operators on Banach spaces of measurable functions. We
show brieﬂy that the topology induced by the norm is suitable for transferring the result above to composition
operators on these spaces.
Let (E,≤) be a Riesz space. If ∥∥·∥∥ is a norm on E such that x, y ∈ E, ∣∣x∣∣ ≤ ∣∣y∣∣ ⇒ ∥∥x∥∥ ≤ ∥∥y∥∥, then ∥∥·∥∥
is called a lattice norm and (E,≤,∥∥·∥∥) is called a normed Riesz space. If in addition (E,∥∥·∥∥) is complete, then
(E,≤,∥∥·∥∥) is called a Banach lattice.
Remark 1.5.6. If (E,≤,∥∥·∥∥) is a normed Riesz space, then E is a Hausdorﬀ metrizable locally solid Riesz
space. This follows since any norm topology is Hausdorﬀ and if we let N := {B(0, 1n ) : n ∈ N+}, then N forms
a countable basis for the neighbourhoods of zero. Furthermore, it is easily checked that each of these sets is
solid and hence E is a metrizable locally solid Riesz space.
1.5.2. Compact operators. The compactness of composition operators on Banach function spaces will
be studied. We therefore present a few results that can be used to evaluate the compactness of an operator. We
start by recalling the deﬁnition of a compact operator. Let E and F be Banach spaces and T : E → F a linear
transformation. If T (BE) is compact in F , then T is called a compact operator.
Remark 1.5.7. It is easily shown that if T is a compact operator then T ∈ B(E,F ). Furthermore if
T : E → E is a compact operator and A is a closed subspace of E, invariant under T , then T  A is compact.
Recall that in a normed space, a set A is compact if every sequence in A has a subsequence which converges
to a point in A. Furthermore, any scalar multiple of a compact set is again a compact set. We therefore have
the following simple way of showing that an operator is not compact.
Proposition 1.5.8. Let E and F be Banach spaces, α > 0 and T : E → F a linear operator. If there exists
a sequence (xn)
∞
n=1 ⊂ αBE such that (Txn)∞n=1 does not contain a Cauchy subsequence, then T is not compact.
If T ∈ B(E,F ) and ∥∥Txn − Tx∥∥F → 0 for every sequence (xn)∞n=1 ⊂ E such that xn → x weakly for some
x ∈ E, then T is called completely continuous. The relationship between compact operators and completely
continuous operators is given by the following result.
Proposition 1.5.9. [3, p.173] Let E and F be Banach spaces and let T ∈ B(E,F ). If T is a compact
operator then T is completely continuous. Conversely, if E is reﬂexive and T is completely continuous, then T
is compact.
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Remark 1.5.10. In general, completely continuous operators are not necessarily compact.
A linear map T : E → F between Banach spaces is called a ﬁnite rank operator if the dimension of the range
of T is ﬁnite. Let B0(E,F ) denote the set of all compact operators from E into F and let B00(E,F ) denote the
set of all ﬁnite rank operators. The following result shows that B00(E,F ) ⊂ B0(E,F ).
Proposition 1.5.11. [3, p.174] Let E and F be Banach spaces. If (Tn)
∞
n=1 is a sequence of ﬁnite rank
operators from E into F such that Tn → T ∈ B(E,F ) in the operator norm, then T is a compact operator.
Proposition 1.5.12. [3, p.177] Let E be a normed space and T : E → E a compact operator. If T has a
bounded inverse, then E is ﬁnite dimensional.
Proof. T−1 is linear and bounded, therefore
T−1
(∥∥T∥∥−1BE) = ∥∥T∥∥−1T−1(BE)
⊂ ∥∥T∥∥−1∥∥T−1∥∥BE
= αBE for some 0<α<∞, since 0 <
∥∥T∥∥,∥∥T−1∥∥ <∞(1.5.1)
It follows that ∥∥T∥∥−1BE = T (T−1 (∥∥T∥∥−1BE)) since TT−1 = I
⊂ T (αBE) by (1.5.1)
⊂ αT (BE)∥∥T∥∥−1BE is closed and has been shown to be a subset of a compact set αT (BE) and is therefore compact itself.
It follows that BE is compact and thus E is ﬁnite dimensional. 
We will use the theorem above in conjunction with the inverse mapping theorem, which we state here for
ease of reference.
Theorem 1.5.13 (Inverse mapping theorem). [3, p.91] Let E and F be Banach spaces and T : E → F a
bounded linear transformation. If T is bijective then T−1 is bounded.
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CHAPTER 2
Spaces of measurable functions
2.1. Topological vector spaces of measurable functions
Recall that L0(µ) = L0(Ω,Σ, µ) will be used to denote the set of all equivalence classes of real or complex-
valued measurable functions (ﬁnite almost everywhere) on Ω, where any two functions which are equal µ-a.e.
have been identiﬁed, and that for simplicity we will use f to denote the equivalence class containing f . In
addition to studying the continuity and compactness of composition operators on Banach function spaces in
later sections we will also investigate transformations τ : Ω → Ω which induce composition operators on L0(µ)
and on two important subspaces of L0(µ) in Section 7.2. To this end we consider the topological and order
structures of these spaces. A useful consequence of these results will be that positive operators on such spaces
are automatically continuous.
2.1.1. L0(Ω,Σ, µ). We deﬁne topological and order structures on L0(µ). We start by deﬁning a family N
of subsets of L0(µ) and showing that there exists a linear topology on L0(µ) such that N forms a basis for the
neighbourhoods of the origin. It will then be shown that this topology is complete, metrizable and described by
convergence of sequences in measure on sets of ﬁnite measure. Finally, in the particular example where L0(µ)
consists of equivalence classes of real-valued, almost everywhere ﬁnite, measurable functions on Ω, it will be
demonstrated that a partial order can be deﬁned on L0(µ) such that L0(µ), equipped with this partial order
and the topology of local convergence in measure, is a complete metrizable locally solid Riesz space.
Recall that Σf := {A ∈ Σ : µ(A) <∞}. For A ∈ Σf and , δ > 0, let
N(A, , δ) := {f ∈ L0 : µ ({x ∈ A : ∣∣f(x)∣∣ ≥ }) < δ} and
N := {N(A, , δ) : A ∈ Σf , , δ > 0}
We list some of the properties of thes subsets of L0(µ).
Proposition 2.1.1. Let N be as deﬁned above, then
(1) A1, A2 ∈ Σ with A1 ⊂ A2 ⇒ N(A2, , δ) ⊂ N(A1, , δ) for all , δ > 0
(2) 0 < 1 ≤ 2 ⇒ N(A, 1, δ) ⊂ N(A, 2, δ) for all A ∈ Σf , δ > 0
(3) 0 < δ1 ≤ δ2 ⇒ N(A, , δ1) ⊂ N(A, , δ2) for all A ∈ Σf ,  > 0
(4) Let α > 0 and N ∈ N , then f ∈ αN ⇒ f ∈ λN for every λ ∈ F such that ∣∣λ∣∣ ≥ α
Proof. 1) Let A1, A2 ∈ Σf with A1 ⊂ A2, , δ > 0 and f ∈ N(A2, , δ), then
{x ∈ A1 :
∣∣f(x)∣∣ ≥ } ⊂ {x ∈ A2 : ∣∣f(x)∣∣ ≥ }
⇒ µ ({x ∈ A1 : ∣∣f(x)∣∣ ≥ }) ≤ µ ({x ∈ A2 : ∣∣f(x)∣∣ ≥ })
< δ since f ∈ N(A2, , δ)
and so f ∈ N(A1, , δ)
31
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2) Let 0 < 1 ≤ 2, A ∈ Σf and f ∈ N(A, 1, δ), then
{x ∈ A : ∣∣f(x)∣∣ ≥ 2} ⊂ {x ∈ A : ∣∣f(x)∣∣ ≥ 1}
⇒ µ ({x ∈ A : ∣∣f(x)∣∣ ≥ 2}) ≤ µ ({x ∈ A : ∣∣f(x)∣∣ ≥ 1})
< δ since f ∈ N(A, 1, δ)
and so f ∈ N(A, 2, δ)
3) Let 0 < δ1 ≤ δ2, A ∈ Σf and f ∈ N(A, , δ1), then
µ
({x ∈ A : ∣∣f(x)∣∣ ≥ }) < δ1 ≤ δ2
and so f ∈ N(A, , δ2)
4) Let α > 0, λ ∈ F with ∣∣λ∣∣ ≥ α, N = N(A, , δ) ∈ N and f ∈ αN , then∣∣f
λ
(x)
∣∣ ≤ ∣∣f
α
(x)
∣∣ ∀x ∈ A
⇒ {x ∈ A : ∣∣f
λ
(x)
∣∣ ≥ } ⊂ {x ∈ A : ∣∣f
α
(x)
∣∣ ≥ }
⇒ µ
(
{x ∈ A : ∣∣f
λ
(x)
∣∣ ≥ }) ≤ µ({x ∈ A : ∣∣f
α
(x)
∣∣ ≥ })
< δ since
f
α
∈ N
and so fλ ∈ N , i.e. f ∈ λN 
Proposition 2.1.2. There is a vector space topology T on L0(µ) such that N is a neighbourhood basis for
the origin.
Proof. We show that N is a ﬁlter basis on Ω satisfying the three conditions of Theorem 1.4.1. To show
that N is a ﬁlter basis, let N1 = N(A1, 1, δ1), N2 = N(A2, 2, δ2) ∈ N . Set A = A1 ∪ A2,  = min{1, 2} and
δ = min{δ1, δ2}. Then N = N(A, , δ) ∈ N , since , δ > 0 and
µ(A) = µ(A1 ∪A2) ≤ µ(A1) + µ(A2) <∞.
Furthermore N ⊂ N1 ∩N2 since for i = 1, 2
N(A, , δ) ⊂ N(Ai, , δ) by Proposition 2.1.1 (1)
⊂ N(Ai, i, δ) by Proposition 2.1.1 (2)
⊂ N(Ai, i, δi) by Proposition 2.1.1 (3)
N is therefore a ﬁlter basis.
1) Every N ∈ N is balanced: Let N = N(A, , δ) ∈ N , f ∈ N and λ ∈ F such that ∣∣λ∣∣ ≤ 1. If λ = 0, then
λf = 0 ∈ N . If 0 < ∣∣λ∣∣ ≤ 1, then f ∈ 1λN by Proposition 2.1.1(4) and so λf ∈ N .
2) For every N ∈ N there exists anM ∈ N such thatM+M ⊂ N : Let N = N(A, , δ) ∈ N . Then choosing
M = N(A, 2 ,
δ
2 ), we obtain M ∈ N and for any f, g ∈M
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∣∣(f + g)(x)∣∣ ≥  ⇒ ∣∣f(x)∣∣ ≥ 
2
or
∣∣g(x)∣∣ ≥ 
2
⇒ {x ∈ A : ∣∣(f + g)(x)∣∣ ≥ } ⊂ {x ∈ A : ∣∣f(x)∣∣ ≥ 
2
} ∪ {x ∈ A : ∣∣g(x)∣∣ ≥ 
2
}
⇒ µ ({x ∈ A : ∣∣(f + g)(x)∣∣ ≥ }) ≤ µ({x ∈ A : ∣∣f(x)∣∣ ≥ 
2
} ∪ {x ∈ A : ∣∣g(x)∣∣ ≥ 
2
}
)
≤ µ
(
{x ∈ A : ∣∣f(x)∣∣ ≥ 
2
}
)
+ µ
(
{x ∈ A : ∣∣g(x)∣∣ ≥ 
2
}
)
<
δ
2
+
δ
2
since f, g ∈M
and so f + g ∈ N . Since f, g ∈M were arbitrary we obtain M +M ⊂ N .
3) Every N = N(A, , δ) ∈ N is absorbing: Let f ∈ L0(µ) and let An := {x ∈ A :
∣∣f(x)∣∣ ≥ n}. Then
µ(An) < ∞ for each n, since An ⊂ A and µ(A) < ∞. Furthermore (An)∞n=1 is a decreasing sequence and thus
by Theorem 1.1.3
lim
n→∞µ(An) = µ
( ∞∩
n=1
An
)
= µ
({x ∈ A : ∣∣f(x)∣∣ =∞})
= 0 since f ∈ L0(µ)
We can therefore choose an nδ ∈ N+ such that µ(Anδ) < δ. This implies that
µ
(
{x ∈ A : 
nδ
∣∣f(x)∣∣ ≥ }) < δ
and hence f ∈ nδ N . Thus by Proposition 2.1.1 (4) f ∈ λN for all λ ∈ F with
∣∣λ∣∣ ≥ nδ , i.e. N is absorbing.
It therefore follows by Theorem 1.4.1 that there exists a unique vector space topology T on L0 such that N
is a basis for the neighbourhoods of the origin. 
We want to show that this topology is complete, metrizable and described by convergence in measure on
sets of ﬁnite measure. To facilitate this we deﬁne two other families of subsets of L0(µ) and show that these
form neighbourhood bases at the origin for the topology T . Since we have assumed throughout that (Ω,Σ, µ)
is a σ-ﬁnite measure space we can write Ω =
∞∪
n=1
Ωn where µ(Ωn) < ∞ and Ωn ⊂ Ωn+1 for every n ∈ N+. For
A ∈ Σf and  > 0, let N(A, ) := N(A, , ). Put
N1 := {N(A, ) : A ∈ Σf ,  > 0}
N2 := {N(Ωm, 1
n
) : m,n ∈ N+}
Proposition 2.1.3. Let T be the topology on L0(µ) deﬁned by N . N1 and N2 are neighbourhood bases of
the origin for T .
Proof. It is clear that N2 ⊂ N1 ⊂ N . Let N = N(A, , δ) ∈ N . We show that there is an M ∈ N2 such
that M ⊂ N . Since (Ωn)∞n=1 is an increasing sequence such that
∞∪
n=1
Ωn = Ω, we have that Bn := A∩Ωcn deﬁnes
a decreasing sequence and µ(Bn) < ∞ for each n, since Bn ⊂ A for each n and µ(A) < ∞. By Theorem 1.1.3
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we have that
lim
n→∞µ(Bn) = µ
( ∞∩
n=1
Bn
)
= µ
(
A ∩
( ∞∩
n=1
Ωcn
))
= µ
(
A ∩
( ∞∪
n=1
Ωn
)c)
= µ(A ∩ ∅) since ∞∪
n=1
Ωn = Ω
= 0.
It follows that there exists a mδ ∈ N+ such that µ(A ∩Ωmδ) < δ2 . Let n ∈ N+ such that 1n ≤ min{, δ2}, and let
f ∈ N(Ωmδ , 1n ). Then
{x ∈ A : ∣∣f(x)∣∣ ≥ } ⊂ {x ∈ A : ∣∣f(x)∣∣ ≥ 1
n
}
= {x ∈ A ∩ Ωmδ :
∣∣f(x)∣∣ ≥ 1
n
} ∪ {x ∈ A ∩ Ωcmδ :
∣∣f(x)∣∣ ≥ 1
n
}
⇒ µ ({x ∈ A : ∣∣f(x)∣∣ ≥ }) ≤ µ({x ∈ A ∩ Ωmδ : ∣∣f(x)∣∣ ≥ 1n} ∪ {x ∈ A ∩ Ωcmδ : ∣∣f(x)∣∣ ≥ 1n}
)
= µ
(
{x ∈ A ∩ Ωmδ :
∣∣f(x)∣∣ ≥ 1
n
}
)
+ µ
(
{x ∈ A ∩ Ωcmδ :
∣∣f(x)∣∣ ≥ 1
n
}
)
≤ µ
(
{x ∈ Ωmδ :
∣∣f(x)∣∣ ≥ 1
n
}
)
+ µ
(
A ∩ Ωcmδ
)
≤ 1
n
+
δ
2
since f ∈ N(Ωmδ ,
1
n
)
≤ δ
2
+
δ
2
.
It follows that f ∈ N(A, , δ) and therefore that N(Ωmδ , 1n ) ⊂ N(A, , δ). 
It is shown in [1, p.28] that a Hausdorﬀ topological vector space (E, T ) has a metrizable topology if and
only if T has a countable basis for the neighbourhoods of the origin.
Proposition 2.1.4. Let T be the topology deﬁned above. L0(µ) equipped with this topology is metrizable.
Proof. The proposition above shows that T has a countable base N2 for the neighbourhoods of the origin.
Since T is a vector space topology on L0(µ), it follows by our previous discussion that it suﬃces to show that
this topology is Hausdorﬀ. Let f ∈ L0 such that f 6= 0. It is therefore possible (Proposition 1.2.1) to ﬁnd an
 > 0 and an A ∈ Σ such that µ(A) > 0 and ∣∣f(x)∣∣ ≥  for all x ∈ A. Since Ω = ∞∪
n=1
Ωn is σ-ﬁnite, we can ﬁnd
an n ∈ N+ with 0 < µ(A ∩ Ωn) = δ <∞. Let ˜ = min{, δ}, then
{x ∈ A ∩ Ωn :
∣∣f(x)∣∣ ≥ ˜} ⊃ {x ∈ A ∩ Ωn : ∣∣f(x)∣∣ ≥ }
⇒ µ ({x ∈ A ∩ Ωn : ∣∣f(x)∣∣ ≥ ˜}) ≥ µ ({x ∈ A ∩ Ωn : ∣∣f(x)∣∣ ≥ })
= µ(A ∩ Ωn) since
∣∣f(x)∣∣ ≥  ∀x ∈ A
= δ
≥ ˜
and so f /∈ N(A ∩ Ωn, ˜). It is shown in [13, p.83] that a topological vector space E is Hausdorﬀ if for every
x ∈ E such that x 6= 0 there exists a neighbourhood of 0 which does not contain x. It follows that L0(µ) is
Hausdorﬀ. 
Next we show how this topology can be described in measure theoretic terms.
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Proposition 2.1.5. A sequence (fn)
∞
n=1 in (L
0(µ), T ) converges to f ∈ L0(µ) if and only if fn → f in
measure on sets of ﬁnite measure.
Proof. T is a linear topology, so fn T→ f if and only if (fn−f) T→ 0. It can be shown that similarly fn → f
in measure on a particular set if and only if (fn − f)→ 0 in measure on that set. Without loss of generality we
can therefore consider a sequence of functions tending to the zero function. We have that fn → 0 in measure
on sets of ﬁnite measure if and only if for every A ∈ Σf and for every , δ > 0 there exists an nA,,δ ∈ N+ such
that n ≥ nA,,δ implies µ({x ∈ A :
∣∣fn(x)∣∣ ≥ }) < δ. This happens if and only if, for all A ∈ Σf and for
every , δ > 0, there exists an nA,,δ ∈ N+ such that n ≥ nA,,δ implies fn ∈ N(A, , δ). This last statement is
equivalent to fn → 0 in (L0(µ), T ). 
Remark 2.1.6. Since this topology is metrizable and hence fully described by sequences, this topology is
called the topology of local convergence in measure.
Proposition 2.1.7. (L0(µ), T ) is complete.
Proof. Let (fn)
∞
n=1 be a Cauchy sequence in (L
0(µ), T ). A similar argument to the one employed above can
be used to show that (fn)
∞
n=1 is Cauchy in measure on every ﬁnite subset of Ω. Since Ω is σ-ﬁnite, we can write
Ω =
∞∪
n=1
Ωn, where µ(Ωn) <∞ for each n and Ωn∩Ωm = ∅ if n 6= m. Let m ∈ N+. Since (fn  Ωm)∞n=1 is Cauchy
in measure on Ωm, there exists by Theorem 1.2.5 a measurable function f
m on Ωm such that fn  Ωm → fm in
measure as n→∞. Since this can be done for each m ∈ N+ and the Ωm's are disjoint one can deﬁne a function
f on Ω by letting f  Ωm = fm. f deﬁned in this way is a measurable function since if G is an open subset of F,
then (fm)−1(G) is a measurable subset of Ωm and hence of Ω for each m. f−1(G) =
∞∪
m=1
(fm)−1(G) is therefore
measurable and hence f is a measurable function. We show that fn → f in measure on sets of ﬁnite measure
and hence that fn → f in (L0(µ), T ). Let A ∈ Σ such that µ(A) = α <∞ and let  > 0. Let αm = µ(A ∩Ωm).
Then
µ(A) = µ
( ∞∪
m=1
A ∩ Ωm
)
=
∞∑
m=1
µ(A ∩ Ωm) since (A ∩ Ωm) ∩ (A ∩ Ωn) = ∅ if m 6= n
=
∞∑
m=1
αm
So there exists an m ∈ N+ such that m ≥ m implies
∞∑
m=m+1
αm = α−
me∑
m=1
αm <

2
.
Since fn → f in measure on each Ωm, we can choose for each m an n,m ∈ N+ such that n ≥ n,m implies
µ
(
{x ∈ Ωm :
∣∣fn(x)− f(x)∣∣ ≥ 
2m
}
)
<

2m
⇒ µ ({x ∈ Ωm : ∣∣fn(x)− f(x)∣∣ ≥ }) < 
2m
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Let n = max{n,m : 1 ≤ m ≤ m}, then for n ≥ n
µ({x ∈ A : ∣∣fn(x)− f(x)∣∣ ≥ })
= µ
(( m∪
m=1
{x ∈ A ∩ Ωm :
∣∣fn(x)− f(x)∣∣ ≥ }) ∪ ( ∞∪
m=m+1
{x ∈ A ∩ Ωm :
∣∣fn(x)− f(x)∣∣ ≥ }))
=
m∑
m=1
µ({x ∈ A ∩ Ωm :
∣∣fn(x)− f(x)∣∣ ≥ }) + ∞∑
m=m+1
µ({x ∈ A ∩ Ωm :
∣∣fn(x)− f(x)∣∣ ≥ })
< m
(

2m
)
+

2
= 
and so fn → f in measure on A. By the Proposition above this implies that fn → f in (L0(µ), T ). 
For the remainder of this subsection we will assume all scalars are real and that L0(µ) consists of equivalence
classes of real-valued, almost everywhere ﬁnite, measurable functions. We show that we can deﬁne an order
structure on L0(µ) such that it becomes a Riesz space.
Proposition 2.1.8. Deﬁne ≤ on L0(µ) by f ≤ g ⇔ f(x) ≤ g(x) µ-a.e. Then (L0(µ),+, ·,≤) is a Riesz
space.
Proof. It is easily checked that ≤ is a partial order on L0(µ). Furthermore, for any f, g, h ∈ L0(µ) and
α ≥ 0 it is easily checked that
(1) f ≤ g ⇒ f + h ≤ g + h
(2) 0 ≤ f ⇒ 0 ≤ αf
So (L0(µ),+, ·,≤) is a partially ordered linear space. It is easily checked that if we let
h(x) := max{f(x), g(x)} and
j(x) := min{f(x), g(x)},
then h, j ∈ L0(µ) and f ∨ g = h and f ∧ g = j, i.e. h ≥ f, g and if k ∈ L0(µ) such that k ≥ f, g, then k ≥ h;
similarly j ≤ f, g and if k ∈ L0(µ) such that k ≤ f, g, then k ≤ j. So (L0(µ),≤) is a lattice and hence L0(µ) is
a Riesz space. 
Since the proofs in the previous section on the topological structure of L0(µ) did not depend on the ﬁeld
of scalars or whether the functions were real or complex valued, the families N , N1 and N2 deﬁne a complete
metrizable linear topology T on L0(µ). Next we investigate the interaction between the topological and order
structures on L0(µ).
Proposition 2.1.9. (L0(µ), T ) is a complete metrizable locally solid Riesz space.
Proof. It has been shown that (L0(µ), T ) is a Riesz space equipped with a complete metrizable vector
space topology. It remains to prove that T has a basis for the neighbourhoods of the origin consisting of solid
sets. Let N = N(A, ) ∈ N , f ∈ N and g ∈ L0(µ) with ∣∣g∣∣ ≤ ∣∣f ∣∣, then ∣∣g(x)∣∣ ≤ ∣∣f(x)∣∣ µ-a.e. and so
{x ∈ A : ∣∣g(x)∣∣ ≥ } ⊂ {x ∈ A : ∣∣f(x)∣∣ ≥ } ∪ {x ∈ A : ∣∣g(x)∣∣ > ∣∣f(x)∣∣}
⇒ µ ({x ∈ A : ∣∣g(x)∣∣ ≥ }) ≤ µ ({x ∈ A : ∣∣f(x)∣∣ ≥ } ∪ {x ∈ A : ∣∣g(x)∣∣ > ∣∣f(x)∣∣})
≤ µ ({x ∈ A : ∣∣f(x)∣∣ ≥ })+ µ ({x ∈ A : ∣∣g(x)∣∣ > ∣∣f(x)∣∣})
< + 0
So g ∈ N and hence N is a solid set. N therefore consists of solid sets and thus T is locally solid. 
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2.1.2. L00(Ω,Σ, µ). Recall that
L00(Ω,Σ, µ) = {f ∈ L0(Ω,Σ, µ) : ∃A ∈ Σf ,M > 0 :
∣∣f(x)∣∣ ≤M ∀x ∈ Ac}
= {f ∈ L0(Ω,Σ, µ) : f∗(t) <∞ ∀t > 0} by Remark 1.3.6
It will be shown that L00(µ) equipped with the topology of convergence in measure is a complete metrizable
topological vector space. Furthermore, in the case where L0(µ) consists of equivalence classes of real-valued,
almost everywhere ﬁnite, measurable functions, it will be shown that L00(µ) is a complete metrizable locally
solid Riesz space.
Proposition 2.1.10. L00(µ) is a vector subspace of L0(µ).
Proof. Let f, g ∈ L00(µ) and α ∈ F. Then for any t > 0
(αf)∗(t) =
∣∣α∣∣f∗(t) by Proposition 1.3.5(2)
< ∞ since f ∈ L00(µ)
Furthermore,
(f + g)∗(t) = (f + g)∗(
t
2
+
t
2
)
≤ f∗( t
2
) + g∗(
t
2
) by Proposition 1.3.5(3)
< ∞ since f, g ∈ L00(µ)
So αf and f + g ∈ L00(µ). L00(µ) is therefore a vector subspace of L0(µ). 
Next we deﬁne a linear topology on L00(µ). Let N(, δ) :=
{
f ∈ L00(µ) : µ ({x ∈ Ω : ∣∣f(x)∣∣ > }) ≤ δ} and
letM := {N(, δ) : , δ > 0}.
Remark 2.1.11. Using the deﬁnition of a distribution function and Proposition 1.3.5(14), we have that
N(, δ) = {f ∈ L00(µ) : µf () ≤ δ} = {f ∈ L00(µ) : f∗(δ) ≤ }.
Proposition 2.1.12. M is a basis for the neighbourhoods of the origin for a vector space topology U on
L00(µ). Furthermore, L00(µ) equipped with this topology is a complete metrizable topological vector space.
Proof. It can be shown in a similar way to the L0(µ) case thatM is a basis for the neighbourhoods of the
origin for a vector space topology on L00(µ). The one important diﬀerence is that in the L00(µ) case we do not
have to restrict ourselves to measurable sets of ﬁnite measure when deﬁning the sets N(, δ). The reason for this
can be seen in proving that every N(, δ) ∈M is absorbing: Let f ∈ L00(µ). In this case we have the additional
information that this implies that f∗(t) <∞ for every t > 0. In particular f∗(δ) = β <∞. Let λ ∈ F such that∣∣λ∣∣ ≥ β . Then (
1
λ
f
)∗
(δ) =
∣∣∣∣ 1λ
∣∣∣∣ f∗(t) by Proposition 1.3.5(2)
≤ 
β
β
= 
Therefore 1λf ∈ N(, δ) by Remark 2.1.11, i.e. f ∈ λN(, δ).
A similar process to the one employed in the L0(µ) case can be used to show that this topology is metrizable
and complete. 
Remark 2.1.13. Since this topology U is metrizable and a sequence converges in this topology if and only
if it converges in measure, this topology is called the topology of convergence in measure.
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To investigate the order structure of L00(µ) we consider the order structure it inherits from L0(µ). For
the remainder of this subsection we will assume that all scalars are real and that L0(µ) consists of equivalence
classes of real-valued, almost everywhere ﬁnite, measurable functions. Let E be a Riesz space and A ⊂ E a
vector subspace. If A is also a sublattice of E, then A is called a Riesz subspace. If A is a solid set and also a
vector subspace of a Riesz space E, then A is an order ideal and hence a Riesz subspace [8, p.12].
Proposition 2.1.14. L00(µ) is a Riesz subspace of L0(µ).
Proof. It has been shown (Proposition 2.1.10) that L00(µ) is a vector subspace of L0(µ). To show that
L00(µ) is a Riesz subspace it therefore suﬃces by the discussion above to show that L00(µ) is solid in L0(µ).
Let f ∈ L0(µ) and g ∈ L00(µ) such that ∣∣f ∣∣ ≤ ∣∣g∣∣. Since g ∈ L00(µ) there exists an M > 0 and an A ∈ Σ with
µ(A) <∞ such that ∣∣g(x)∣∣ ≤M for all x ∈ Ac. Let
B = {x ∈ Ω : ∣∣g(x)∣∣ < ∣∣f(x)∣∣}.
Then
∣∣f(x)∣∣ ≤M for all x ∈ (Ac ∩Bc) = (A ∪B)c and µ(B) = 0 since ∣∣f(x)∣∣ ≤ ∣∣g(x)∣∣ µ-a.e. Hence g ∈ L00(µ)
and so L00(µ) is a solid set. 
Proposition 2.1.15. L00(µ) equipped with the topology of convergence in measure is a complete metrizable
locally solid Riesz space.
Proof. Similar to the proof of Proposition 2.1.9 
2.1.3. L01(Ω,Σ, µ). Let
L01(Ω,Σ, µ) := {f ∈ L00(Ω,Σ, µ) : f∗(t)→ 0 as t→∞}
It will be shown that L01(µ) equipped with the topology of convergence in measure is a complete metrizable
topological vector space and in the case where L0(µ) consists of equivalence classes of real-valued, almost
everywhere ﬁnite, measurable functions, then L01(µ) is a complete metrizable locally solid Riesz space.
Proposition 2.1.16. L01(Ω,Σ, µ) is a closed subspace of L00(Ω,Σ, µ) equipped with the topology of con-
vergence in measure.
Proof. Let f, g ∈ L01 and α ∈ F. Then
(αf)∗(t) =
∣∣α∣∣f∗(t) by Proposition 1.3.5(2)
→ 0 since f∗(t)→ 0 as t→∞
Furthermore,
(f + g)∗(t) = (f + g)∗(
t
2
+
t
2
)
≤ f∗( t
2
) + g∗(
t
2
) by Proposition 1.3.5(3)
Since this holds for all t > 0 and f∗( t2 ) and g
∗( t2 ) tend to zero as t tends to inﬁnity, we have that (f +g)
∗(t)→ 0
as t→∞. So L01(µ) is a vector subspace of L00(µ).
Let (fn)
∞
n=1 ⊂ L01(µ) such that fn → f in measure and f ∈ L00(µ). This implies, using the continuity of
addition, that f − fn → 0 in measure and hence for any t > 0, (f − fn)∗(t)→ 0 as n→∞ by Proposition 1.3.8.
We can write f = f − fn + fn and therefore for a ﬁxed t > 0
f∗(t) = (f − fn + fn)∗ (t)
≤ (f − fn)∗
(
t
2
)
+ f∗n
(
t
2
)
(2.1.1)
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Let  > 0. Since (f − fn)∗(1) → 0 as n → ∞, there exists an n ∈ N+ such that n ≥ n implies that
(f − fn)∗(1) < /2. Furthermore since fn ∈ L01(µ), there exists a t0 ≥ 2 such that t ≥ t0 implies that
f∗n
(
t
2
)
< /2. It follows using (2.1.1) that f∗(t) <  for t ≥ t0 and hence that f∗(t)→ 0 as t→∞.
Therefore f ∈ L01(µ) and hence L01(µ) is a closed subspace of L00(µ) equipped with the topology of
convergence in measure. 
Corollary 2.1.17. L01(µ) equipped with the topology of convergence in measure is a complete metrizable
topological vector space.
In the case where L0(µ) consists of equivalence classes of real-valued, almost everywhere ﬁnite, measurable
functions we have the following result.
Proposition 2.1.18. L01(µ) equipped with the topology of convergence in measure is a complete metrizable
locally solid Riesz space.
2.2. Banach spaces of measurable functions
The Lebesgue spaces are well-known examples of Banach spaces whose elements are equivalence classes
of measurable functions. The Lebesgue function norms are lattice norms and possess the Fatou property.
Furthermore Lebesgue spaces always contain all simple functions and there is a relationship between the integral
of a measurable function over a set of ﬁnite measure and the Lp-norm of that function. We study Orlicz spaces,
Lorentz spaces and Orlicz-Lorentz spaces, which all form generalizations of the Lebesgue spaces. Some salient
properties required for the sequel will be documented and it will be shown that each of these spaces possess the
properties listed for the Lebesgue spaces. This will serve as motivation for our deﬁnition of Banach function
spaces, which will provide a common generalization for all of these spaces.
2.2.1. Lorentz spaces. We deﬁne four types of Lorentz spaces, namely Lp,q(µ), L(p,q)(µ), Mϕ and Λη.
The Lp,q spaces generalize the Lp spaces and will be used extensively for the study of composition operators.
The L(p,q) spaces will be important when considering duality properties of Lorentz spaces. The remaining
two Lorentz spaces are included predominantly for completeness, but are also signiﬁcant when considering the
embeddings of rearrangement invariant Banach function spaces.
Definition 2.2.1. [2, p.216] Let f ∈ L0(µ) and deﬁne
∥∥f∥∥
p,q
:=

(´∞
0
(
t1/pf∗(t)
)q dt
t
)1/q
if 0 < p <∞, 0 < q <∞
sup
0<t<∞
t1/pf∗(t) if 0 < p <∞, q =∞
f∗(0) if p = q =∞
The Lorentz space Lp,q(µ) is deﬁned as the set of all f ∈ L0(µ) such that ∥∥f∥∥
p,q
<∞.
The functional ‖·‖p,q is not always a norm, but we have that if 1 ≤ q ≤ p <∞ (or p = q =∞), then Lp,q(µ)
is a normed space ([2, p.218]).
We show that the Lp,q spaces generalize the Lp spaces.
Example 2.2.2. The Lorentz space Lp,p(µ) coincides with the Lebesgue space Lp(µ) with equality of norms
for (1 ≤ p ≤ ∞).
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Proof. For 1 ≤ p <∞, we have that∥∥f∥∥p
p,p
=
ˆ ∞
0
(t1/pf∗(t))p
dt
t
=
ˆ ∞
0
(f∗(t))p dt
=
∥∥f∥∥p
p
by Proposition 1.3.7
Similarly
∥∥f∥∥∞,∞ = f∗(0) = ∥∥f∥∥∞ by Proposition 1.3.7. 
The following result will be useful when considering the boundedness of composition operators on Lorentz
spaces.
Proposition 2.2.3. Let 1 ≤ q ≤ p <∞, M > 0, f ∈ Lp,q(µ) and g ∈ L0(µ). If
g∗(t) ≤ f∗(t/M) ∀t ≥ 0
then
∥∥g∥∥
p,q
≤M1/p∥∥f∥∥
p,q
.
Proof. We have that∥∥g∥∥
p,q
=
(ˆ ∞
0
(
t1/pg∗(t)
)q dt
t
)1/q
≤
(ˆ ∞
0
(
t1/pf∗(t/M)
)q dt
t
)1/q
since t1/p ≥ 0
=
(ˆ ∞
0
(
(sM)1/pf∗(s)
)q Mds
Ms
)1/q
letting s = t/M
= M1/p
(ˆ ∞
0
(
s1/pf∗(s)
)q ds
s
)1/q
= M1/p
∥∥f∥∥
p,q
(2.2.1)

We are able to obtain normed spaces for all p and q such that 1 < p <∞ and 1 ≤ q ≤ ∞ if we replace the
decreasing rearrangements in the deﬁnition of the Lp,q spaces with maximal functions.
Definition 2.2.4. [2, p.219] Let f ∈ L0(µ) and deﬁne
∥∥f∥∥
(p,q)
:=

(´∞
0
(
t1/pf∗∗(t)
)q dt
t
)1/q
if 1 ≤ p ≤ ∞, 0 < q <∞
sup
0<t<∞
t1/pf∗∗(t) if 1 ≤ p <∞, q =∞
The Lorentz space L(p,q)(µ) is deﬁned as the set of all f ∈ L0(µ) such that ∥∥f∥∥
(p,q)
<∞.
It can be shown ([2, p.219]) that∥∥f∥∥
p,q
≤ ∥∥f∥∥
(p,q)
≤ p
p− 1
∥∥f∥∥
p,q
∀f ∈ L0(µ)
and hence that Lp,q(µ) = L(p,q)(µ) for all p and q such that 1 < p <∞ and 1 ≤ q ≤ ∞.
We deﬁne two other types of Lorentz spaces. Let ϕ be a nonnegative function deﬁned on [0,∞). If ϕ is
such that ϕ(t) = 0 if and only if t = 0, ϕ is increasing and ϕ(t)t is decreasing, then ϕ is called a quasiconcave
function. Let ϕ be a quasiconcave function and let η be a nonnegative, increasing concave function. Consider
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the following two functionals on L0(R+,M,m)∥∥f∥∥
Mϕ
:= sup
0<t<∞
{f∗∗(t)ϕ(t)} and
∥∥f∥∥
Λη
:=
ˆ ∞
0
f∗(s)η′(s) ds+ f∗(0)η(0+),
where the latter is a Lebesgue-Riemann Stieltjes integral. The Lorentz spaces Mϕ and Λη are the spaces of all
functions f in L0(R+,M,m) for which the respective functionals above are ﬁnite. Mϕ is sometimes also called
a Marcinkiewicz space.
The following result shows that the diﬀerent types of Lorentz spaces deﬁned above all share some important
properties.
Theorem 2.2.5. [2, p.219][2, p.72] Let X = Lp,q(µ), (1 ≤ q ≤ p <∞) or X = L(p,q)(µ), (1 < p <∞, 1 ≤
q ≤ ∞) or X = Mϕ, where ϕ is a quasiconcave function, or X = Λη, where η is a nonnegative, increasing
concave function. Then X is a normed space and furthermore
(1) If 0 ≤ f ≤ g µ-a.e. then ∥∥f∥∥
X
≤ ∥∥g∥∥
X
and
∥∥∣∣f ∣∣∥∥
X
=
∥∥f∥∥
X
for any f ∈ L0(µ) (f ∈ L0(m) for
X = Mϕ,Λη), i.e.
∥∥·∥∥
X
is a lattice norm on X
(2) If 0 ≤ fn ↑ f , µ-a.e. then
∥∥fn∥∥X ↑ ∥∥f∥∥X , i.e. ‖·‖X possesses the Fatou property
(3) If A ∈ Σf , then
∥∥χ
A
∥∥
X
<∞
(4) If A ∈ Σf , then there exists a constant CA depending only on A, such thatˆ
A
f dµ ≤ CA
∥∥f∥∥
X
∀f ∈ X
2.2.2. Orlicz spaces. The Lebesgue space Lp(µ) (1 ≤ p <∞) is the set of all f ∈ L0(µ) such thatˆ
Ω
φ(
∣∣f(x)∣∣) dµ <∞
where φ(t) = tp. It is natural to consider replacing φ with a more general function. This leads one to consider the
restrictions that have to be imposed on such a function in order to generate a Banach space of equivalence classes
of measurable functions. We note that if φ(t) = tp, then φ is a convex function, φ(0) = 0 and lim
t→∞φ(t) = ∞.
We deﬁne Orlicz functions based on these attributes and describe some of their properties. In particular,
consequences of a growth condition, namely the ∆2-condition will be investigated. Thereafter Orlicz spaces will
be deﬁned and it will be shown that the Lebesgue spaces are examples of Orlicz spaces.
Definition 2.2.6. [5, p.190] φ : [0,∞)→ [0,∞] is called an Orlicz (Young) function if φ is convex, φ(0) = 0
and lim
t→∞φ(t) = ∞. We assume furthermore that φ is neither identically zero nor inﬁnite on (0,∞) and that φ
is left continuous at bφ := sup{t > 0 : φ(t) <∞}. We also deﬁne the constant, aφ := inf{t > 0 : φ(t) > 0}.
The following theorem yields an equivalent deﬁnition of an Orlicz function.
Theorem 2.2.7. [2, p.265] φ : [0,∞)→ [0,∞] is an Orlicz function if and only if there exists a ϕ : [0,∞)→
[0,∞] which is increasing, left continuous, not identically inﬁnite nor identically zero such that ϕ(0) = 0 and
(2.2.2) φ(t) =
ˆ t
0
ϕ(s) ds
We use this to show the following result.
Proposition 2.2.8. [2, p.276] If φ is an Orlicz function, then φ is increasing on [0,∞) and strictly increasing
on (aφ, bφ).
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Proof. Let ϕ be as in Theorem 2.2.7. Using (2.2.2) and the fact that ϕ ≥ 0, it is clear that φ is increasing.
Let aφ < t1 < t2 < bφ. Assume that ϕ(t1) = 0, then
φ(t1) =
ˆ t1
0
ϕ(s) ds
= 0 since ϕ is increasing
⇒ aφ ≥ t1
This is a contradiction and therefore ϕ(t1) > 0. Therefore
φ(t2) =
ˆ t2
0
ϕ(s) ds
=
ˆ t1
0
ϕ(s) ds+
ˆ t2
t1
ϕ(s) ds
≥ φ(t1) + (t2 − t1)ϕ(t1) since ϕ is increasing
> φ(t1) since ϕ(t1) > 0

Remark 2.2.9. It follows that if φ is any Orlicz function, then φ is invertible on (aφ, bφ).
We deﬁne the right continuous inverse of φ as follows
φ−1(t) := inf{s > 0 : φ(s) > t}.
Remark 2.2.10. It is easily checked that φ−1 is increasing and that
inf{s > 0 : φ(s) > t} = sup{s > 0 : φ(s) ≤ t}
and so
φ−1(t) = sup{s > 0 : φ(s) ≤ t}.
Lemma 2.2.11. Let 0 ≤ t <∞, then
φ(φ−1(t)) ≤ t ≤ φ−1(φ(t))
Proof. Let B = {s > 0 : φ(s) > φ(t)} and let s ∈ B. Then, since φ is increasing, it is easily shown by
contradiction that s > t. Since t is therefore a lower bound for B, it follows that
φ−1(φ(t)) = inf B
≥ t
Let C = {s > 0 : φ(s) ≤ φ(t)}, then clearly t ∈ C and so
t ≤ supC
= φ−1(φ(t)) by Remark 2.2.10

Corollary 2.2.12. (cf. [24, p.4]) Let φ be an Orlicz function and let f ∈ L0(µ) be such that φ (|f |) is ﬁnite
almost everywhere. Then
φ (f∗(t)) =
(
φ
(∣∣f ∣∣))∗ (t)
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Proof. Let λ ≥ 0 and let Aλ = {x ∈ Ω : φ(
∣∣f(x)∣∣) > λ}, Bλ = {x ∈ Ω : ∣∣f(x)∣∣ > φ−1(λ)}. If x /∈ Aλ, then
φ
(∣∣f(x)∣∣) ≤ λ
⇒ φ−1 (φ (∣∣f(x)∣∣)) ≤ φ−1(λ) since φ−1 is increasing
⇒ ∣∣f(x)∣∣ ≤ φ−1(λ) by Lemma 2.2.11
⇒ x /∈ Bλ
It follows that Bλ ⊂ Aλ. Let x /∈ Bλ, then∣∣f(x)∣∣ ≤ φ−1(λ)
⇒ φ (∣∣f(x)∣∣) ≤ φ (φ−1(λ)) since φ is increasing
≤ λ by Lemma 2.2.11
It follows that Aλ ⊂ Bλ and hence that Aλ = Bλ. We therefore have that µφ(|f |)(λ) = µf (φ−1(λ)). It can
similarly be shown that mφ(f∗)(λ) = mf∗(φ
−1(λ)). Therefore
µφ(|f |)(λ) = µf (φ−1(λ))
= mf∗(φ
−1(λ)) since f and f∗ are equimeasurable by Proposition 1.3.5(7)
= mφ(f∗)(λ)

Next, we consider an important growth parameter on an Orlicz function φ. If there exists a t0 > 0 and a
C > 0 such that
(2.2.3) φ(2t) ≤ Cφ(t) <∞ ∀t such that t0 ≤ t <∞
then φ is said to satisfy the ∆2-condition for large t. If t0 = 0, then φ is said to satisfy the ∆2-condition
globally. We will sometimes write φ ∈ ∆2 for large t (respectively globally) if this is the case. It is easily checked
that if φ(x) =
∣∣x∣∣p, then φ is an Orlicz function satisfying the ∆2-condition globally. We give two important
consequences of an Orlicz function satisfying this condition.
Proposition 2.2.13. Let φ be an Orlicz function satisfying the ∆2-condition globally, then
(1) ∀k ≥ 1, ∃Mk > 0 such that φ(kt) ≤Mkφ(t) for all t ≥ 0
(2) φ is invertible
Proof. 1): Let k ≥ 1 and let C > 0 be such that
(2.2.4) φ(2t) ≤ Cφ(t) <∞ ∀t ≥ 0
There exists an n ∈ N+ such that k ≤ 2n. It follows that
φ(kt) ≤ φ(2nt) since φ is increasing
≤ Cnφ(t) by repeated application of (2.2.4)
Let Mk = C
n.
2): Since φ is an Orlicz function and hence not identically zero, we have that aφ < ∞. We ﬁrst show that
aφ = 0. Assume that 0 < aφ. Since φ is increasing we have that φ
(
3
4aφ
)
= 0, but
φ
(
2
(
3
4
aφ
))
> 0
= Cφ
(
3
4
aφ
)
∀C > 0
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This is a contradiction since φ satisﬁes the ∆2-condition globally. It follows that aφ = 0. If φ satisﬁes the
∆2-condition for large t, then bφ = ∞, since φ(t) < ∞ for all t ≥ t0 = 0 by (2.2.3). It follows by Proposition
2.2.8 that φ is strictly increasing on (0,∞) and hence invertible. 
Next we investigate the spaces generated by Orlicz functions. If φ is an Orlicz function, it seems natural to
consider the modular Iφ, deﬁned by
Iφ(f) :=
ˆ
Ω
φ(
∣∣f(x)∣∣)dµ,
and the space generated by the collection of all measurable functions f such that Iφ(f) <∞. This collection of
functions is denoted P (φ) and is called the Orlicz class corresponding to φ.
Orlicz classes would be nice generalizations of Lp(µ) spaces, but unfortunately an Orlicz class P (φ) is a
linear subspace of L0(µ) if and only if φ satisﬁes the ∆2-condition globally ([2, p.267]). Even though P (φ) is not
linear in general, the next result shows that one can generate a linear space based on P (φ) using the Minkowski
functional.
Proposition 2.2.14. [17, p.70] Let φ be an Orlicz function. The Orlicz class P (φ) is a convex set containing
the origin.
Let A = {f ∈ L0(µ) : Iφ(f) ≤ 1}. Then A is a non-empty convex, balanced subset which is absorbing at each
of its points. A therefore has a Minkowski functional ρ associated with it such that A = {f ∈ L0(µ) : ρ(f) < 1}
and
ρ(f) = inf{λ : λ ≥ 0 and f ∈ λA}
= inf{k−1 > 0 : f ∈ k−1A}
= inf{k−1 : kf ∈ A}
= inf{k−1 : Iφ(kf) ≤ 1}
Definition 2.2.15. Let φ be an Orlicz function. The collection of all f ∈ L0(µ) such that Iφ(λf) <∞ for
some λ > 0 is called an Orlicz space and is denoted by Lφ(µ). Restricted to Lφ(µ), the functional ‖·‖φ :
L0(µ)+ → [0,∞) deﬁned by ∥∥f∥∥
φ
= inf{k−1 : Iφ(kf) ≤ 1}
is a norm. ‖·‖φ as deﬁned above is called the Luxemburg norm.
Remark 2.2.16. [2, p.268] It can be shown that if 0 < ‖f‖φ <∞, then
‖f‖φ = min{λ > 0 : Iφ(f/λ) ≤ 1}
When studying the compactness of composition operators we will also be interested in weighted Orlicz
sequences spaces, which are deﬁned as follows.
Definition 2.2.17. Let w = (wn)
∞
n=0 be a sequence of positive real numbers and let µc be the count-
ing measure deﬁned on the powerset of all natural numbers. We deﬁne the weighted Orlicz sequence space
Lφw(N,P(N), µc) as follows:
Lφw(µc) := {f ∈ L0(µ) : Iwφ (f/λ) <∞ for some λ > 0},
where
Iwφ (f) :=
∞∑
n=0
φ(
∣∣f(n)∣∣)wn
Remark 2.2.18. Letting ∥∥f∥∥w
φ
:= inf{λ > 0 : Iwφ (f/λ) ≤ 1},
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(Lφw,
∥∥·∥∥w
φ
) is a Banach space and Lφw can be identiﬁed with L
φ(µw) = L
φ(N,P(N), µw) with equality of modulars
and hence norms, where µw is deﬁned by
µw({n}) = wn
We demonstrate that the Orlicz spaces generalize the Lp spaces.
Example 2.2.19. [2, p.266] The following are examples of Orlicz spaces:
(1) If 1 ≤ p < ∞ and φ(t) := tp, then φ is an Orlicz function satisfying the ∆2-condition globally and
Lφ(µ) = Lp(µ) with equality of norms.
(2) If φ(t) :=
0 0 ≤ t ≤ 1∞ t > 1 then φ is an Orlicz function and Lφ(µ) = L∞(µ) with equality of norms.
Proof. 1): It is easily veriﬁed that φ is an Orlicz function satisfying the ∆2-condition globally. Furthermore
Iφ(f/λ) =
ˆ
Ω
(∣∣f ∣∣
λ
)p
dµ
=
∥∥f∥∥p
p
λp
It follows that
∥∥f∥∥
p
=
∥∥f∥∥
φ
.
2): It is easily checked that φ is an Orlicz function. Let f ∈ L∞(µ) and ∥∥f∥∥∞ = k. Then
1
k
∣∣f(x)∣∣ ≤ 1 µ-a.e.
⇒ φ
(
1
k
∣∣f(x)∣∣) = 0 µ-a.e.
⇒
ˆ
Ω
φ
(
1
k
∣∣f(x)∣∣) dµ = 0
Therefore f ∈ Lφ(µ) and ∥∥f∥∥
φ
≤ k.
Let f ∈ Lφ(µ) and let A = {λ > 0 : Iφ(f/λ) ≤ 1}. Since f ∈ Lφ(µ) we have that A 6= ∅. Let λ ∈ A, thenˆ
Ω
φ
(
1
λ
∣∣f(x)∣∣) dµ ≤ 1
⇒ φ
(
1
λ
∣∣f(x)∣∣) < ∞ µ-a.e.
⇒ 1
λ
∣∣f(x)∣∣ ≤ 1 µ-a.e.
Therefore f ∈ L∞(µ) and ∥∥f∥∥∞ ≤ λ. Since this holds for all λ ∈ A and ∥∥f∥∥φ = inf A, we have that∥∥f∥∥∞ ≤ ∥∥f∥∥φ. It follows that f ∈ L∞(µ) if and only if f ∈ Lφ(µ) and ∥∥f∥∥∞ = ∥∥f∥∥φ. 
Theorem 2.2.20. [2, p.269] The Luxemburg norm has the following properties:
(1) If 0 ≤ f ≤ g µ-a.e. then ∥∥f∥∥
φ
≤ ∥∥g∥∥
φ
and
∥∥∣∣f ∣∣∥∥
φ
=
∥∥f∥∥
φ
for any f ∈ L0(µ), i.e. ‖·‖φ is a lattice
norm on Lφ,w(µ)
(2) If 0 ≤ fn ↑ f , µ-a.e. then
∥∥fn∥∥φ ↑ ∥∥f∥∥φ
(3) If A ∈ Σf , then
∥∥χ
A
∥∥
φ
<∞
(4) If A ∈ Σf , then there exists a constant CA depending only on A, such thatˆ
A
f dµ ≤ CA
∥∥f∥∥
φ
∀f ∈ Lφ(µ)
We ﬁnish this subsection by deﬁning complementary Orlicz functions and stating an important result linking
them.
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Definition 2.2.21. [2, p.271] Let φ be an Orlicz function and let ϕ be as in Theorem 2.2.7. Let
ψ(u) := inf{t : ϕ(t) ≥ u} u ∈ [0,∞) and
Ψ(t) :=
ˆ t
0
ψ(u) du t ∈ [0,∞),
then Ψ is called the complementary Orlicz function of φ.
Remark 2.2.22. It is easily checked that ψ is increasing, left continuous, not identically inﬁnite nor identi-
cally zero such that ψ(0) = 0 and therefore Ψ is an Orlicz function by Theorem 2.2.7.
The complementary Orlicz function will become important when considering duality properties of Orlicz
spaces.
Theorem 2.2.23 (Young's inequality). [2, p.271] Let φ and Ψ be complementary Orlicz functions. Then
st ≤ φ(s) + Ψ(t) (0 ≤ s, t <∞)
2.2.3. Orlicz-Lorentz spaces. As the name suggests, Orlicz-Lorentz spaces are a common generalization
of Orlicz spaces and Lorentz spaces. The process of deﬁning an Orlicz-Lorentz space is similar to the one
employed for Orlicz spaces, except that decreasing rearrangements are used and a weight function is introduced.
After deﬁning Orlicz-Lorentz spaces, we demonstrate that Lorentz Lp,q spaces and Orlicz spaces are examples of
Orlicz-Lorentz spaces and we explore some of the important relationships between the modular and the norm.
Finally, some important properties of the Orlicz-Lorentz norm will be proved.
Throughout this section let (Ω,Σ, µ) be a σ-ﬁnite measure space and let I = [0, µ(Ω)] if µ(Ω) < ∞ and
I = [0,∞) if µ(Ω) =∞. A map w : I → (0,∞) is called a weight function if w is decreasing, locally integrable
with respect to the Lebesgue measure and
´
I
w(s) ds =∞ if µ(Ω) =∞. For t ≥ 0 we deﬁne
Γ(t) =
ˆ t
0
w(s) ds
If there exists a k > 1 such that
Γ(2t) ≥ kΓ(t) ∀t > 0 (or for all t ∈ (0, µ(Ω)
2
) if µ(Ω) <∞)
then w is called a regular weight.
Remark 2.2.24. [14, p.1646] It can be shown that a weight function w is regular if and only if there exists
a k > 0 such that
tw(t) ≤ Γ(t) ≤ ktw(t) ∀t ∈ I
To deﬁne Orlicz-Lorentz spaces, let φ : [0,∞) → [0,∞] be an Orlicz function, and let w : I → (0,∞) be a
weight function. Consider the following modular on L0(µ):
Iφ,w(f) :=
ˆ
I
φ(f∗(t))w(t)dt
The Orlicz-Lorentz space Lφ,w(µ) is deﬁned as the set of all f ∈ L0(µ) such that Iφ,w(λf) <∞ for some λ > 0.
It can be shown ([22, p.80]) that the Orlicz-Lorentz space Lφ,w(µ) is a Banach space when equipped with the
norm
∥∥f∥∥
φ,w
:= inf{λ > 0 : Iφ,w(f/λ) ≤ 1}
Remark 2.2.25. If f∗(t) =∞ for any t > 0, then it is easily checked that Iφ,w(f/λ) =∞ for all λ > 0 and
hence f /∈ Lφ,w(µ). It follows that Lφ,w(µ) ⊂ L00(µ).
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Lemma 2.2.26. If 0 <
∥∥f∥∥
φ,w
<∞, then∥∥f∥∥
φ,w
= min{λ > 0 : Iφ,w(f/λ) ≤ 1}
Proof. Let 0 <
∥∥f∥∥
φ,w
= α <∞. For each n ∈ N+ put fn := fα+1/n , then
(2.2.5) Iφ,w(fn) = Iφ,w (f/(α+ 1/n)) ≤ 1
Furthermore,
fn(t) ↑ α−1f(t) ∀t
⇒ (fn)∗ ↑
(
α−1f
)∗
by Proposition 1.3.5(5)
⇒ φ((fn)∗(t)) ↑ φ
(
α−1f∗(t)
) ∀t
⇒ φ((fn)∗(t))w(t) ↑ φ
(
f∗
α
(t)
)
w(t) ∀t since w ≥ 0
⇒
ˆ µ(Ω)
0
φ ((fn)
∗(t))w(t) dt ↑
ˆ µ(Ω)
0
φ
(
f∗
α
(t)
)
w(t) dt by Theorem 1.2.6.
The third line in the argument above follows since φ is increasing and left continuous and
(
f
α
)∗
= f
∗∣∣α∣∣ by
Proposition 1.3.5(2). Furthermore,
´ µ(Ω)
0
φ ((fn)
∗(t))w(t) dt ≤ 1 for all n ∈ N+ by (2.2.5) and so
Iφ,w
(∥∥f∥∥−1
φ,w
f
)
=
ˆ µ(Ω)
0
φ
(
f∗
α
(t)
)
w(t) dt ≤ 1.

We show that the Orlicz-Lorentz spaces generalize the Orlicz spaces and the Lorentz spaces. For the Orlicz
spaces, we initially show the result for Orlicz spaces over a resonant measure space. Once the properties of the
Orlicz-Lorentz norm have been veriﬁed, it will be demonstrated that this claim can be extended to more general
measure spaces.
Example 2.2.27. (cf. [22, p.80]) Let φ be an Orlicz function. If (Ω,Σ, µ) is a resonant measure space and
w ≡ 1, then Lφ,w(µ) = Lφ(µ) with equality of norms.
Proof. Since w ≡ 1, we can writ w = (χ
Ω
)
∗
. We ﬁrst show that if φ (|f |) is ﬁnite almost everywhere, then
Iφ,w(f) = Iφ(f):
ˆ µ(Ω)
0
φ(f∗(t))w(t) dt =
ˆ ∞
0
(
φ(
∣∣f ∣∣))∗ (t) (χ
Ω
)
∗
(t)dt using Corollary 2.2.12
= sup
{ˆ
Ω
∣∣φ(∣∣f ∣∣(x))g(x)∣∣ dµ : g ∼ χΩ}
=
ˆ
Ω
φ(
∣∣f ∣∣(x)) dµ,
where the second line follows using the deﬁning property of a resonant measure space and the last line follows,
since g ∼ χΩ implies that
∣∣g(x)∣∣ = 1 µ-a.e. x ∈ Ω. Therefore Iφ,w(f) = Iφ(f).
If g ∈ Lφ(µ), then either g = 0 or Iφ
(
g/ ‖g‖φ
)
≤ 1 (see Remark 2.2.16). If g = 0, then ‖g‖φ = 0 = ‖g‖φ,w. If
Iφ
(
g/ ‖g‖φ
)
≤ 1, then φ
(
|g| / ‖g‖φ
)
is ﬁnite almost everywhere and hence Iφ,w
(
g/ ‖g‖φ
)
= Iφ
(
g/ ‖g‖φ
)
≤ 1.
This implies that g ∈ Lφ,w(µ) and ‖g‖φ,w ≤ ‖g‖φ. If g ∈ Lφ,w(µ), then either g = 0 or Iφ,w
(
g/ ‖g‖φ,w
)
≤ 1 (see
Lemma 2.2.26). If g = 0, then ‖g‖φ = 0 = ‖g‖φ,w. If Iφ,w
(
g/ ‖g‖φ,w
)
≤ 1, then φ
((
g/ ‖g‖φ,w
)∗
(t)
)
is ﬁnite
for all t > 0. This implies that φ is ﬁnite on [0,
(
g/ ‖g‖φ,w
)∗
(0)) = [0,
‖g‖∞
‖g‖φ,w ) and hence, for any 0 <  < 1,
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φ
(
|g| / ‖g‖φ,w
)
is ﬁnite almost everywhere. By the ﬁrst part of the proof of this corollary, we therefore have
that Iφ
(
g/ ‖g‖φ,w
)
= Iφ,w
(
g/ ‖g‖φ,w
)
≤ 1, for every 0 <  < 1. It follows that ‖g‖φ ≤ ‖g‖φ,w / for every
0 <  < 1, whence ‖g‖φ ≤ ‖g‖φ,w. We therefore obtain that Lφ,w(µ) = Lφ(µ) with equality of norms. 
Example 2.2.28. [15, p.30] Let 1 ≤ q ≤ p < ∞, φ(t) = tq and w(t) = t qp−1, then Lφ,w(µ) = Lp,q(µ) with
equality of norms.
Proof. It is easily checked that φ is an Orlicz function and w is a weight function since q ≤ p. Furthermore,
for any λ > 0,
(
λ−1f
)∗
= λ−1f∗ and so∥∥f∥∥
φ,w
= inf {λ > 0 : Iφ,w(f/λ) ≤ 1}
= inf
{
λ > 0 :
ˆ ∞
0
φ
(
λ−1f∗(t)
)
w(t)dt ≤ 1
}
= inf
{
λ > 0 :
ˆ ∞
0
λ−q(f∗(t))qt
q
p−1dt ≤ 1
}
= inf
{
λ > 0 :
ˆ ∞
0
(t1/pf∗(t))q
dt
t
≤ λq
}
=
∥∥f∥∥
p,q
since
ˆ ∞
0
(t1/pf∗(t))q
dt
t
=
∥∥f∥∥q
p,q

Remark 2.2.29. It is easily shown that φ as deﬁned in the example above satisﬁes the ∆2-condition globally
and if w(t) = t
q
p−1, then Γ(t) =
´ t
0
s
q
p−1 ds = pq t
q/p. It follows that Γ(2t) = 2q/pΓ(t) and hence that w is a
regular weight. Furthermore, w is not bounded away from zero.
Example 2.2.30. Let φ =
0 0 ≤ t ≤ 1∞ t > 1 and w ≡ 1, then Lφ,w(µ) = L∞(µ) with equality of norms.
Proof. It is easily checked that φ is an Orlicz function. By Example 2.2.38, Lφ,w(µ) = Lφ(µ) with equality
of norms. Moreover, by Example 2.2.19, Lφ(µ) = L∞(µ) with equality of norms. 
The next series of results details the relationship between the modular and the norm.
Lemma 2.2.31. [2, p.268] If φ is an Orlicz function and w is a weight function, then
f = 0 µ-a.e. ⇔ Iφ,w(λf) ≤ 1 ∀λ > 0
Proof. Let λ > 0. If f = 0 µ-a.e. then f∗ = 0 by Example 1.3.4. Therefore φ(λf∗(t)) = φ(0) = 0 for all
t ≥ 0 and hence Iφ,w(λf) = 0.
The converse will be shown using the contrapositive. Let f 6= 0. By Proposition 1.2.1 this implies the
existence of an  > 0 and A ∈ Σ such that µ(A) = α > 0 and ∣∣f(x)∣∣ ≥  for all x in A. Therefore for 0 ≤ λ < 
A ⊂ {x ∈ Ω : ∣∣f(x)∣∣ > λ}
⇒ α = µ(A) ≤ µf (λ)
⇒ λ /∈ {t > 0 : µf (t) ≤ α
2
}
⇒ f∗
(α
2
)
≥ 
⇒ f∗(t) ≥  0 ≤ t ≤ α
2
since f∗ is decreasing(2.2.6)
Since φ is an Orlicz function there exists a u ∈ (0,∞) such that
(2.2.7) φ(u) >
2
w(α/2)
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Letting λ = u/ we have that
Iφ,w(λf) =
ˆ ∞
0
φ ((λf)∗(t))w(t) dt
≥
ˆ α/2
0
φ (λ(f∗(t)))w(t) dt
≥
ˆ α/2
0
φ (λ)w(t) dt using (2.2.6), φ increasing and w ≥ 0
≥ φ (u)w(α/2) since w is decreasing
> 2 by (2.2.7)

Lemma 2.2.32. [2, p.268] If φ is an Orlicz function and w is a weight function, then
(2.2.8)
∥∥f∥∥
φ,w
≤ 1⇒ Iφ,w(f) ≤
∥∥f∥∥
φ,w
and
(2.2.9)
∥∥f∥∥
φ,w
> 1⇒ ∥∥f∥∥
φ,w
≤ Iφ,w(f)
Proof. Let
∥∥f∥∥
φ,w
≤ 1. If ∥∥f∥∥
φ,w
= 0, then f = 0 µ-a.e. and so Iφ,w(f) = 0 as in the proof of the lemma
above (using λ = 1). Therefore Iφ,w(f) ≤
∥∥f∥∥
φ,w
. If 0 <
∥∥f∥∥
φ,w
≤ 1 then by Lemma 2.2.26
(2.2.10) Iφ,w(αf) ≤ 1,
where α = (
∥∥f∥∥
φ,w
)−1. Furthermore, if s > 0
φ(s)
s
≤ φ(αs)
αs
since α ≥ 1 and
φ(t)
(t)
is an increasing function of t
⇒ αφ(s) ≤ φ(αs) ∀s ≥ 0(2.2.11)
So
1 ≥ Iφ,w(αf)
=
ˆ ∞
0
φ ((αf)∗(t))w(t) dt
=
ˆ ∞
0
φ (αf∗(t))w(t) dt
≥
ˆ ∞
0
αφ (f∗(t))w(t) dt using (2.2.11) and w ≥ 0
= αIφ,w(f)
⇒ Iφ,w(f) ≤ α−1 =
∥∥f∥∥
φ,w
Conversely, if
∥∥f∥∥
φ,w
= α > 1, then there exists an N ∈ N+ such that N−1 < α − 1. Let n ≥ N , then
1 < α− 1n <
∥∥f∥∥
φ,w
. If we assume that Iφ,w
(
f
α−1/n
)
≤ 1 then we obtain
∥∥f∥∥
φ,w
= inf{λ > 0 : Iφ,w(f/λ) ≤ 1} ≤ α− 1
n
,
which is a contradiction and so
(2.2.12) Iφ,w
(
f
α− 1/n
)
> 1
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We have that φ(t)(t) is an increasing function of t and so
φ
(
(α− 1/n)−1s)
(α− 1/n)−1s ≤
φ(s)
s
∀s > 0
since (α− 1/n)−1 ≤ 1
⇒ (α− 1/n)φ
(
s
α− 1/n
)
≤ φ(s) ∀s > 0(2.2.13)
and so
Iφ,w(f) =
ˆ ∞
0
φ (f∗(t))w(t) dt
≥
ˆ ∞
0
(α− 1/n)φ
(
1
α− 1/nf
∗(t)
)
w(t) dt using (2.2.13) and w ≥ 0
= (α− 1/n)
ˆ ∞
0
φ
((
f
(α− 1/n)
)∗
(t)
)
w(t) dt
= (α− 1/n)Iφ,w
(
f
(α− 1/n)
)
> α− 1/n by (2.2.12)
Since this holds for every n ≥ N , we have that Iφ,w(f) ≥ α =
∥∥f∥∥
φ,w
. 
Corollary 2.2.33. Iφ,w(f) ≤ 1⇔
∥∥f∥∥
φ,w
≤ 1
Proof. We have by Lemma 2.2.32 (2.2.8) that∥∥f∥∥
φ,w
≤ 1 ⇒ Iφ,w(f) ≤
∥∥f∥∥
φ,w
≤ 1
Let Iφ,w(f) ≤ 1. If we assume that
∥∥f∥∥
φ,w
> 1, then
Iφ,w(f) ≥
∥∥f∥∥
φ,w
by Lemma 2.2.32 (2.2.9)
> 1
which is a contradiction and so
∥∥f∥∥
φ,w
≤ 1. 
Lemma 2.2.34. Let φ be an Orlicz function, w a weight function, k > 0 and f ∈ L0(µ). If Iφ,w(f) ≥ k, then∥∥f∥∥
φ,w
≥ min{1, k}. If Iφ(f) ≤ k, then
∥∥f∥∥
φ,w
≤ max{1, k}.
Proof. If Iφ,w(f) > 1, then
∥∥f∥∥
φ,w
> 1 by Corollary 2.2.33. If k ≤ Iφ,w(f) ≤ 1, then
∥∥f∥∥
φ,w
≤ 1 by the
same corollary and so
∥∥f∥∥
φ,w
≥ Iφ,w(f) ≥ k by Lemma 2.2.32. Therefore
∥∥f∥∥
φ,w
≥ min {1, k}. It can similarly
be shown that if Iφ(f) ≤ k, then
∥∥f∥∥
φ,w
≤ max{1, k}. 
Proposition 2.2.35. Let φ be an Orlicz function satisfying the ∆2-condition globally and let w be a weight
function. Then for every  > 0 there exists a δ > 0 such that
Iφ,w(f) < δ ⇒
∥∥f∥∥
φ,w
< 
Proof. If φ ∈ ∆2 globally then for every k ≥ 1 there exists an Mk > 0 such that
(2.2.14) φ(ku) ≤Mkφ(u) ∀u ≥ 0
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by Proposition 2.2.13. Let  > 0. We can assume that 0 <  < 1. Let M2/ be such that (2.2.14) holds for
k = 2/ and let δ = 1M2/ . Then Iφ,w(f) < δ implies
Iφ,w
(
f
/2
)
=
ˆ µ(Ω)
0
φ
(
2

f∗(t)
)
w(t) dt
≤
ˆ µ(Ω)
0
M2/φ (f
∗(t))w(t) dt since w ≥ 0
= M2/Iφ,w(f)
< 1
and so ∥∥f∥∥
φ,w
= inf{λ > 0 : Iφ,w (f/λ) ≤ 1}
≤ /2
< 

Proposition 2.2.36. Let w be a weight function and φ1, φ2 Orlicz functions. Then
φ1 ≤ φ2 ⇒ Iφ1,w(f) ≤ Iφ2,w(f) ∀f ∈ L0(µ)
⇒ ∥∥f∥∥
φ1,w
≤ ∥∥f∥∥
φ2,w
∀f ∈ L0(µ)
Proof. Let f ∈ L0(µ). If φ1 ≤ φ2, then
Iφ1,w(f) =
ˆ µ(Ω)
0
φ1 (f
∗(t))w(t) dt
≤
ˆ µ(Ω)
0
φ2 (f
∗(t))w(t) dt since φ1 ≤ φ2 and w ≥ 0
= Iφ2,w(f)
We show that the second implication holds. Let Iφ1,w(f) ≤ Iφ2,w(f) for all f ∈ L0(µ). If
∥∥f∥∥
φ2,w
= 0, then
f = 0 and so
∥∥f∥∥
φ1,w
= 0 ≤ ∥∥f∥∥
φ2,w
. If
∥∥f∥∥
φ2,w
=∞, then ∥∥f∥∥
φ1,w
≤ ∥∥f∥∥
φ2,w
trivially. Let 0 <
∥∥f∥∥
φ2,w
<∞,
then
Iφ1,w
(
f/
∥∥f∥∥
φ2,w
)
≤ Iφ2,w
(
f/
∥∥f∥∥
φ2,w
)
≤ 1 by Lemma 2.2.26
and therefore
∥∥f∥∥
φ1,w
≤ ∥∥f∥∥
φ2,w
. 
The following result details the properties of the Orlicz-Lorentz norm.
Theorem 2.2.37. Let φ be an Orlicz function and w a weight function, then the following hold:
(1) If 0 ≤ f ≤ g µ-a.e. then ∥∥f∥∥
φ,w
≤ ∥∥g∥∥
φ,w
and
∥∥∣∣f ∣∣∥∥
φ,w
=
∥∥f∥∥
φ,w
for any f ∈ L0(µ), i.e. ‖·‖φ,w is a
lattice norm on Lφ,w(µ)
(2) If 0 ≤ fn ↑ f , µ-a.e. then
∥∥fn∥∥φ,w ↑ ∥∥f∥∥φ,w
(3) If A ∈ Σf , then
∥∥χ
A
∥∥
φ,w
<∞
(4) If A ∈ Σf , then there exists a constant CA depending only on A, such thatˆ
A
f dµ ≤ CA
∥∥f∥∥
φ,w
∀f ∈ Lφ,w(µ)
Proof. 1): Let f, g ∈ L0(µ) such that 0 ≤ f ≤ g µ-a.e.
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If
∥∥g∥∥
φ,w
= 0, then g = 0 µ-a.e. This implies that f = 0 µ-a.e. and hence
∥∥f∥∥
φ,w
= 0 =
∥∥g∥∥
φ,w
.
If 0 <
∥∥g∥∥
φ,w
<∞, then
(2.2.15)
∥∥g∥∥
φ,w
= min{λ > 0 : Iφ,w(g/λ) ≤ 1} = α by Lemma 2.2.26
We therefore have that
f
α
(x) ≤ g
α
(x) µ-a.e.
⇒
(
f
α
)∗
(t) ≤
( g
α
)∗
(t) ∀t>0 by Proposition 1.3.5(1)
⇒ φ
((
f
α
)∗
(t)
)
w(t) ≤ φ
(( g
α
)∗
(t)
)
w(t) ∀t > 0 since φ is increasing and w ≥ 0
⇒ Iφ,w(f/α) =
ˆ µ(Ω)
0
φ
((
f
α
)∗
(t)
)
w(t) dt ≤
ˆ µ(Ω)
0
φ
(( g
α
)∗
(t)
)
w(t) dt = Iφ,w(g/α)
≤ 1 by (2.2.15)
It follows that
∥∥f∥∥
φ,w
:= inf{λ > 0 : Iφ,w(f/λ) ≤ 1} ≤ α =
∥∥g∥∥
φ,w
If
∥∥g∥∥
φ,w
=∞, then ∥∥f∥∥
φ,w
≤ ∥∥g∥∥
φ,w
.
Since
∣∣f ∣∣∗ = f∗, it follows that ∥∥∣∣f ∣∣∥∥
φ,w
=
∥∥f∥∥
φ,w
. Therefore ‖·‖φ,w is a lattice norm.
2): Let 0 ≤ fn ↑ f , αn :=
∥∥fn∥∥φ,w and α := supαn. Then since ‖·‖φ,w is a lattice norm we have that
0 ≤ αn ≤
∥∥f∥∥
φ,w
for each n. It follows that α ≤ ∥∥f∥∥
φ,w
. If α = 0 or α = ∞, then we trivially have that
αn ↑
∥∥f∥∥
φ,w
. Let 0 < αn ≤ α <∞, then
0 ≤ fn
α
≤ fn
αn
∀n ∈ N+
⇒ Iφ,w
(
fn
α
)
≤ Iφ,w
(
fn
αn
)
∀n ∈ N+
≤ 1 for each n by Lemma 2.2.26(2.2.16)
Furthermore
fn/α ↑ f/α µ-a.e.
⇒ (fn/α)∗ (t) ↑ (f/α)∗ (t) ∀t > 0 by Proposition 1.3.5(5)
⇒ φ ((fn/α)∗ (t))w(t) ↑ φ ((f/α)∗ (t))w(t)
since φ is increasing, continuous from the left and w ≥ 0
⇒ Iφ,w(fn/α) =
ˆ µ(Ω)
0
φ
(
(fn/α)
∗
(t)
)
w(t) dt
↑
ˆ µ(Ω)
0
φ
(
(f/α)
∗
(t)
)
w(t) dt
by the Monotone Convergence theorem 1.2.6
= Iφ,w(f/α)
Using (2.2.16) this implies that Iφ,w(f/α) ≤ 1 and hence that
∥∥f∥∥
φ,w
≤ α by the deﬁnition of ‖·‖φ,w. Therefore∥∥f∥∥
φ,w
= α and thus
∥∥fn∥∥φ,w ↑ ∥∥f∥∥φ,w.
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3): Let A ∈ Σf and let λ > 0. Then
Iφ,w(λχA) =
ˆ µ(Ω)
0
φ
(
(λχ
A
)
∗
(t)
)
w(t) dt
=
ˆ µ(Ω)
0
φ
(
λχ
[0,µ(A))
(t)
)
w(t) dt by Proposition 1.3.5(2) and Example 1.3.4
= φ(λ)
ˆ µ(A)
0
w(t) dt(2.2.17)
Since w is locally integrable and µ(A) <∞, it follows that ´ µ(A)
0
w(t) dt <∞. Furthermore, since φ is an Orlicz
function it is not identically inﬁnite on (0,∞). Therefore there exists a λ > 0 such that φ(λ) < ∞ and hence
φ(λ)
´ µ(A)
0
w(t) dt <∞. Thus χ
A
∈ Lφ,w(µ) and so ∥∥χ
A
∥∥ <∞.
4): Let Ψ be the complementary Orlicz function to φ and let 0 < µ(A) <∞. Then 0 < ∥∥χ
A
∥∥
Ψ,w
<∞, since
‖·‖Ψ,w is a norm and it has been established that every Orlicz-Lorentz space contains all characteristic functions
of measurable sets of ﬁnite measure. If 0 <
∥∥f∥∥
φ,w
<∞, then
f∗(t)∥∥f∥∥
φ,w
.
χ∗
A
(t)∥∥χ
A
∥∥
Ψ,w
.w(t) =
(∥∥f∥∥−1
φ,w
f
)∗
(t)
(∥∥χ
A
∥∥−1
Ψ,w
χ
A
)∗
(t).w(t) by Proposition 1.3.5(2)
≤ φ
((∥∥f∥∥−1
φ,w
f
)∗
(t)
)
w(t) + Ψ
((∥∥χ
A
∥∥−1
Ψ,w
χ
A
)∗
(t)
)
w(t) by Theorem 2.2.23(2.2.18)
Furthermore
w(µ(A))∥∥f∥∥
φ,w
∥∥χ
A
∥∥
Ψ,w
ˆ µ(A)
0
f∗(t) dt ≤ 1∥∥f∥∥
φ,w
∥∥χ
A
∥∥
Ψ,w
ˆ µ(A)
0
f∗(t)w(t) dt
since w is decreasing
=
1∥∥f∥∥
φ,w
∥∥χ
A
∥∥
Ψ,w
ˆ ∞
0
f∗(t)χ∗
A
(t)w(t) dt
by Example 1.3.4
≤
ˆ ∞
0
φ
((∥∥f∥∥−1
φ,w
f
)∗
(t)
)
w(t) dt+
ˆ ∞
0
Ψ
((∥∥χ
A
∥∥−1
Ψ,w
χ
A
)∗
(t)
)
w(t) dt by (2.2.18)
≤ 1 + 1 by Lemma 2.2.26(2.2.19)
It follows that ˆ
A
∣∣f ∣∣ dµ ≤ ˆ µ(A)
0
f∗(t) dt by (1.3.3)
≤
2
∥∥f∥∥
φ,w
∥∥χ
A
∥∥
Ψ,w
w(µ(A))
by (2.2.19)
= CA ‖f‖φ,w
where CA =
2
∥∥χ
A
∥∥
Ψ,w
w(µ(A)) . If µ(A) = 0 or ‖f‖φ,w = 0, thenˆ
A
∣∣f ∣∣ dµ = 0
≤ CA ‖f‖φ,w

Example 2.2.38. Let (Ω,Σ, µ) be any σ-ﬁnite measure space. If φ is an Orlicz function and w ≡ 1, then
Lφ,w(µ) = Lφ(µ) with equality of norms.
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Proof. If f is a positive simple function, then f can be written in the form f =
n∑
i=1
αiχAi , where the Ai's
are pairwise disjoint. Then by Example 1.3.4, f∗ =
n∑
i=1
αiχ[ki−1,ki) , where k0 = 0 and kj =
j∑
i=1
µ(Ai). It follows
that
ˆ µ(Ω)
0
φ(f∗(t))w(t) dt =
ˆ µ(Ω)
0
φ
(
n∑
i=1
αiχ[ki−1,ki)
)
dt
=
n∑
i=1
ˆ ki
ki−1
φ(αi) dt
=
n∑
i=1
φ(αi)(ki − ki−1)
=
n∑
i=1
φ(αi)µ(Ai) since ki − ki−1 = µ(Ai)
=
n∑
i=1
ˆ
Ai
φ(αi) dµ
=
ˆ
Ω
φ
(
n∑
i=1
αiχAi
)
dµ since Ak ∩Am = ∅ if k 6= m
Therefore Iφ,w(f) = Iφ(f), and hence
∥∥f∥∥
φ,w
=
∥∥f∥∥
φ
for every positive simple function f . Let g ∈ L00(µ).
There exists a sequence (fn)
∞
n=1 of positive simple functions such that gn ↑
∣∣f ∣∣ pointwise µ-a.e. It follows
that
∥∥gn∥∥φ,w ↑ ∥∥∣∣f ∣∣∥∥φ,w = ∥∥f∥∥φ,w by Theorem 2.2.37. Similarly ∥∥gn∥∥φ ↑ ∥∥∣∣f ∣∣∥∥φ = ∥∥f∥∥φ by Theorem 2.2.20.
Furthermore
∥∥gn∥∥φ,w = ∥∥gn∥∥φ for every n and so ∥∥f∥∥φ,w = ∥∥f∥∥φ. 
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CHAPTER 3
Banach function spaces
In Theorem 2.2.37 we saw that the Orlicz-Lorentz norm, and hence Lorentz, Orlicz and Lebesgue norms, all
satisfy a particular set of properties. Motivated by these properties we deﬁne a Banach function norm, which will
enable us to generalize the aforementioned spaces and provide a framework for studying composition operators
on Banach spaces of (equivalence classes) of real or complex-valued measurable functions.
This ﬁrst section consists of a formal deﬁnition of Banach function spaces and some elementary properties
derived from this deﬁnition. Furthermore, associate spaces are introduced and some examples given. In the
second section we identify the conditions under which the dual space of a Banach function space X can be
identiﬁed with the associate space of X.
3.1. Banach function spaces
Authors diﬀer somewhat on how to deﬁne a Banach function space. We discuss this brieﬂy and provide some
motivation for our particular choice of deﬁnition. We then list some properties of Banach function spaces and
demonstrate some examples. Furthermore, the associate space of a Banach function space will be discussed and
some explicit descriptions given of the associate spaces of Orlicz spaces, Lorentz spaces and Lebesgue spaces.
Lastly, it will be shown that our deﬁnition of an associate space yields a generalization of Hölder's inequality
and that the second associate space of a Banach function space coincides with the original space.
Definition 3.1.1. [26, p.138] Let ρ : L0(µ)+ → [0,∞] be a mapping. If ρ satisﬁes properties 1) to 4), given
below, for all f, g, in L0+(µ) and for all α ∈ F then ρ is called a function seminorm.
(1) ρ(0) = 0
(2) ρ(
∣∣α∣∣f) = ∣∣α∣∣ρ(f)
(3) ρ(f + g) ≤ ρ(f) + ρ(g)
(4) g ≤ f µ-a.e. implies that ρ(g) ≤ ρ(f)
If in addition ρ(f) = 0 implies that f = 0 µ-a.e. then ρ is called a function norm.
Let ρ be a function norm on L0+(µ). The Kï¾÷the function space X(ρ) is deﬁned to be the set of all
f ∈ L0(µ) such that ∥∥f∥∥
X
:= ρ(
∣∣f ∣∣) < ∞. It is clear from the deﬁnition of a function norm that a Kï¾÷the
function space is a normed space. We list three important properties which a function norm may possess.
Definition 3.1.2. [26, p.141,148] Let ρ : L0+(µ)→ [0,∞] be a function norm and let (fn)∞n=1∪{f} ⊂ L0+(µ).
(1) If fn ↑ f pointwise µ-a.e. implies that ρ(fn) ↑ ρ(fn) then ρ is said to have the Fatou property.
(2) If fn ↑ f pointwise µ-a.e. and lim
n→∞ρ(fn) <∞ implies that ρ(f) <∞, then ρ is said to have the weak
Fatou property.
(3) If
∞∑
n=1
ρ(fn) <∞ implies that ρ
( ∞∑
n=1
fn
)
<∞, then ρ is said to have the Riesz-Fischer property.
It is clear that the Fatou property in the above deﬁnition implies the weak Fatou property. Luxemburg and
Zaanen ([26, p.150,143]) showed that the weak Fatou property implies the Riesz-Fischer property and that a
Kï¾÷the function space X(ρ) is complete if and only if ρ possesses the Riesz-Fischer property. Furthermore,
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56 3. BANACH FUNCTION SPACES
examples are given to demonstrate that the Riesz-Fischer property does not necessarily imply the weak Fatou
property and that the weak Fatou property does not necessarily imply the Fatou property.
Some authors ([26], [27]) deﬁne a Banach function space to be a Kï¾÷the function space X(ρ) which is
complete with respect to the norm induced by ρ. Motivated by Theorem 2.2.37, which shows that the Orlicz-
Lorentz norms (and hence the Lorentz, Orlicz and Lebesgue norms) have the Fatou property, and a desire to
use results obtained in [2], we use the following deﬁnition for a Banach function norm.
Definition 3.1.3. [2, p.2] Let ρ be a function norm on L0+(µ). If in addition ρ satisﬁes the following two
properties, then ρ is called a Banach function norm.
(1) fn ↑ f pointwise µ-a.e. implies that ρ(fn) ↑ ρ(f)
(2) µ(A) <∞ implies that ρ(χA) <∞ and there exists a 0 < CA <∞ such thatˆ
A
fdµ ≤ CAρ(f) ∀f ∈ L0+(µ)
Let ρ be a Banach function norm on L0+(µ). The collection of all f ∈ L0(µ) such that ρ(
∣∣f ∣∣) <∞ is called
a Banach function space and is denoted by X = X(ρ). For each f ∈ X, deﬁne∥∥f∥∥
X
= ρ(
∣∣f ∣∣)
We list some properties of a Banach function space.
Proposition 3.1.4. [2, p.4] Let X(ρ) be a Banach function space, then the following hold:
(1) (X, ‖·‖X) is a Banach space
(2) 0 ≤ f ≤ g µ-a.e. implies that ∥∥f∥∥
X
≤ ∥∥g∥∥
X
(3) X contains the simple functions with supports of ﬁnite measure
(4) A ∈ Σf implies there exists a 0 < CA <∞ such thatˆ
A
∣∣f ∣∣ dµ ≤ CA∥∥f∥∥X ∀f ∈ L0(µ)
(5) (the Fatou property) Let {fn}∞n=1 ⊂ X such that 0 ≤ fn ↑ f µ− a.e.. Then f ∈ X and
∥∥fn∥∥X ↑ ∥∥f∥∥X
or f /∈ X and ∥∥fn∥∥X ↑ ∞
(6) If A,B ∈ Σ and A ∩B = ∅, then∥∥αχ
A
− βχ
B
∥∥
X
=
∥∥αχ
A
+ βχ
B
∥∥
X
∀α, β ∈ F
and if τ : Ω→ Ω is a measurable transformation, then∥∥χ
τ−1(A) − χτ−1(B)
∥∥
X
=
∥∥χ
τ−1(A) + χτ−1(B)
∥∥
X
Proof. For the most part, these properties follow immediately from the deﬁnition of a Banach function
norm. We make two comments however.
1) It is clear that X(ρ) is a Kï¾÷the function space and therefore a normed space. We have deﬁned a Banach
function norm in such a way that it possesses the Fatou property. By our earlier discussion this implies the
Riesz-Fischer property, which in turn is equivalent to the completeness of the Kï¾÷the function space.
6) If A ∩B = ∅ then it is easily shown that ∣∣(αχ
A
− βχ
B
)(x)
∣∣ = ∣∣(αχ
A
+ βχ
B
)(x)
∣∣ for all x ∈ Ω and hence∥∥αχ
A
− βχ
B
∥∥
X
=
∥∥αχ
A
+ βχ
B
∥∥
X
. The second part of the lemma follows since
A ∩B = ∅ ⇒ τ−1(A) ∩ τ−1(B) = ∅
The other properties follow directly from the deﬁnition of a Banach function norm. 
It can be shown ([8, p.12]) that if A is an order ideal (i.e. a solid set which is also a vector subspace of a
Riesz space E), then A is a Riesz subspace. We use this to show that X is a Banach lattice.
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3.1. BANACH FUNCTION SPACES 57
Proposition 3.1.5. If L0(µ) consists of equivalence classes of real-valued, almost everywhere ﬁnite, mea-
surable functions, and X ⊂ L0(µ) is a Banach function space, then (X,+, ·,≤, ‖·‖X) is a Banach lattice.
Proof. This follows since if g ∈ X and f ∈ L0(µ) such that ∣∣f ∣∣ ≤ ∣∣g∣∣, then ∣∣f ∣∣(x) ≤ ∣∣g∣∣(x) µ-a.e. and
hence ∥∥f∥∥
X
=
∥∥∣∣f ∣∣∥∥
X
≤ ∥∥∣∣g∣∣∥∥
X
=
∥∥g∥∥
X
<∞ since g ∈ X,
i.e. X is a solid subset of the Riesz space L0(µ) (Proposition 2.1.8). X is therefore a Riesz subspace of L0(µ).
Since
∣∣f(x)∣∣ ≤ ∣∣g(x)∣∣ µ-a.e. implies that ∥∥f∥∥
X
≤ ∥∥g∥∥
X
, ‖·‖X is a lattice norm. Furthermore, (X, ‖·‖X) is
complete and hence a Banach lattice. 
We will need the following result to apply interpolation theory to Banach function spaces.
Theorem 3.1.6. [2, p.3] If X is a Banach function space, then X is continuously embedded in L0(µ) equipped
with the topology of local convergence in measure, i.e. if fn → f in X then fn → f in measure on sets of ﬁnite
measure.
Proof. Let fn → f in X and let  > 0. Let A ∈ Σf and deﬁne A,n :=
{
x ∈ A : ∣∣f(x)− fn(x)∣∣ > }. It
follows that
µ(A,n). ≤
ˆ
A,n
∣∣f(x)− fn(x)∣∣ dµ
⇒ µ(A,n) ≤ 1

ˆ
A
∣∣f(x)− fn(x)∣∣ dµ since A,n ⊂ A
≤ 1

CA
∥∥f − fn∥∥X by Proposition 3.1.4(4)
→ 0 as n→∞

We show that the function spaces described in Section 2.2 are Banach function spaces.
Example 3.1.7. Let (Ω,Σ, µ) be a σ-ﬁnite measure space, φ an Orlicz function and w a weight function.
The Orlicz-Lorentz space Lφ,w(µ) is a Banach function space by Theorem 2.2.37. The Lorentz spaces, Orlicz
spaces and Lebesgue spaces are therefore also Banach function spaces, since these are examples of Orlicz-Lorentz
spaces (Examples 2.2.28, 2.2.38 and 2.2.2).
Example 3.1.8. By Theorem 2.2.5 the Lorentz space Mϕ(R+,M,m) is a Banach function space if ϕ is a
quasiconcave function.
Example 3.1.9. The Lorentz space L(p,q)(µ) (1 < p < ∞, 1 ≤ q ≤ ∞) is a Banach function space by
Theorem 2.2.5.
Based on Hölder's inequality for Lp spaces, it can be shown that if 1p +
1
p′ = 1, then∥∥g∥∥
Lp′ = sup
{ˆ
Ω
∣∣fg∣∣dµ : f ∈ BLp}
Let ρ be a Banach function norm on L0+(µ). Motivated by the discussion above, we deﬁne a functional ρ
′ on
L0+(µ) by
ρ′(g) := sup
{ˆ
Ω
fg dµ : f ∈ L0(µ)+, ρ(f) ≤ 1
}
.
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58 3. BANACH FUNCTION SPACES
This functional ρ′ is called the associate norm of ρ. It can be shown ([2, p.8]) that if ρ is a Banach function
norm, then its associate norm ρ′ is also a Banach function norm. The Banach function space generated by the
associate norm ρ′ is called the associate space of X and is denoted X ′. Furthermore
(3.1.1)
∥∥g∥∥
X′ = sup
{ˆ
Ω
∣∣fg∣∣ dµ : f ∈ BX} ∀g ∈ X ′
The following theorems show that we can give more explicit descriptions of the associate spaces of Orlicz
spaces, Lorentz spaces and Lebesgue spaces.
Theorem 3.1.10. [2, p.275] Let (Ω,Σ, µ) be a resonant measure space and let φ be an Orlicz function. Then
Lφ(µ) equipped with the Luxemburg norm has for its associate space Lϕ(µ) equipped with the Orlicz norm, where
ϕ is the complementary Orlicz function of φ.
Theorem 3.1.11. [2, p.220] Let (Ω,Σ, µ) be a resonant measure space and let 1 < p ≤ q < ∞. Then the
associate space of Lp,q(µ) is, up to equivalence of norms, the Lorentz space Lp
′,q′(µ), where 1/p + 1/p′ = 1 =
1/q + 1/q′.
Corollary 3.1.12. Let (Ω,Σ, µ) be a resonant measure space and let 1 < p <∞. Then the associate space
of Lp(µ) is, up to equivalence of norms, the Lebesgue space Lp
′
(µ), where 1/p+ 1/p′ = 1.
Holder's inequality for Lp spaces has the following generalization to Banach function spaces:
Theorem 3.1.13 (Hölder's inequality). [41, p.418] Let X be a Banach function space and X ′ its associate
space. If f ∈ X and g ∈ X ′, then fg is integrable andˆ
Ω
∣∣fg∣∣dµ ≤ ∥∥f∥∥
X
∥∥g∥∥
X′
The following theorem due to Lorentz and Luxemburg asserts that every Banach function space coincides
with its second associate space.
Theorem 3.1.14. [2, p.10] Let X be a Banach function space, then X = (X ′)′ and∥∥f∥∥
X
=
∥∥f∥∥
(X′)′
for every f ∈ L0(µ).
If X and Y are Banach function spaces and X is continuously embedded in Y , then the associate space of
Y will be continuously embedded in the associate space of X as shown by the following proposition.
Proposition 3.1.15. [2, p.13] If X and Y are Banach function spaces and∥∥f∥∥
Y
≤ k∥∥f∥∥
X
∀f ∈ X
for some k > 0, then ∥∥f∥∥
X′ ≤ k
∥∥f∥∥
Y ′ ∀f ∈ Y ′
3.2. Duals of Banach function spaces
Let X be a Banach function space and let g ∈ X ′, then
Lg : f 7→
ˆ
Ω
fg dµ
deﬁnes a bounded linear functional on X. We are interested in the relationship between the dual space X∗ and
the associate space X ′ of a Banach function space. In general, identifying g ∈ X ′ with Lg, it can be shown ([2,
p.13]) that X ′ is isometrically isomorphic to a closed subspace of X∗. To determine the conditions under which
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3.2. DUALS OF BANACH FUNCTION SPACES 59
the associate space can be identiﬁed with the dual space we introduce two important subspaces of X, namely
Xa, the set of all functions in X with absolutely continuous norm, and Xb, the closure in X of the set of simple
functions. We give some properties of these subspaces before detailing their signiﬁcance in describing the dual
of X and in determining if X is reﬂexive. We start by deﬁning what it means for a function to have absolutely
continuous norm.
Let {An}∞n=1 be a sequence of µ-measurable sets. We shall write An → ∅ if the characteristic functions
χ
An
→ 0 µ- a.e. If in addition the sequence {An}∞n=1 is decreasing, then we shall write An ↓ ∅. Let X be a
Banach function space and let f ∈ X. If ∥∥fχ
An
∥∥
X
→ 0 for every sequence {An}∞n=1 satisfying An → ∅, then
f is said to have absolutely continuous norm in X. If Xa = X, then X is said to have absolutely continuous
norm. It can be shown ([2, p.14]) that f ∈ X has absolutely continuous norm if and only if ∥∥fχ
An
∥∥
X
→ 0 for
every sequence {An}∞n=1 satisfying An ↓ ∅. The following is another characterization of functions with absolutely
continuous norm and provides a generalization of the Lebesgue Dominated Convergence Theorem.
Proposition 3.2.1. [2, p.16] A function g in a Banach function space X has absolutely continuous norm if
and only if whenever (fn)
∞
n=1 ∪ {f} ⊂ L0(µ) are such that
∣∣fn∣∣ ≤ ∣∣g∣∣ for all n and fn → f µ-a.e. then fn → f
in X.
We give some examples of spaces with absolutely continuous norm.
Proposition 3.2.2. [29, p.77, 85] If φ is an Orlicz function satisfying the ∆2-condition globally, then L
φ(µ)
has absolutely continuous norm.
Proposition 3.2.3. (cf. [2, p.222]) The Lorentz space Lp,q(µ) (1 ≤ q ≤ p <∞ or p = q =∞) has absolutely
continuous norm.
Corollary 3.2.4. Lp(µ) (1 ≤ p <∞) has absolutely continuous norm.
Next we characterize Xb and explore some of the relationships between Xa and Xb.
Proposition 3.2.5. [2, p.17] Xb is the closure in X of the set of bounded functions with supports of ﬁnite
measure.
Theorem 3.2.6. (cf. [2, p.18,19]) Let X be a Banach function space. Then
(1) Xa and Xb are closed order ideals of X
(2) Xa ⊂ Xb ⊂ X
(3) If X has absolutely continuous norm, then X = Xb
(4) Xa = Xb if and only if
χ
A
∈ Xa ∀A ∈ Σf
The main result linking dual spaces and associate spaces is as follows.
Theorem 3.2.7. [2, p.20] Let Y be a closed order ideal of X such that Y contains the simple functions.
Then Y ∗ is isometrically isomorphic to X ′ if and only if Y ⊂ Xa. In this case,
Y = Xa = Xb
We will, however, be more interested in the following corollary.
Corollary 3.2.8. (cf. [2, p.23]) If Xa contains the simple functions, then (Xa)
∗ is isometrically isomorphic
to X ′. Furthermore, X∗ is canonically isometrically isomorphic to X ′ if and only if X has absolutely continuous
norm and therefore X is reﬂexive if and only if X and X ′ both have absolutely continuous norm.
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60 3. BANACH FUNCTION SPACES
The Orlicz spaces (for Orlicz functions satisfying the ∆2-condition globally), Lorentz spaces and Lebesgue
spaces have absolutely continuous norm (Propositions 3.2.2 and 3.2.3 and Corollary 3.2.4). Furthermore, explicit
descriptions of the associate spaces of these Banach function spaces were given in Theorems 3.1.10 and 3.1.11 and
Corollary 3.1.12. Using the previous corollary, we can therefore identify the dual spaces of the aforementioned
spaces.
Corollary 3.2.9. Let (Ω,Σ, µ) be a resonant measure space and suppose 1 ≤ q ≤ p < ∞, (or p = q =
∞). Then the dual space of Lp,q(µ) can be identiﬁed with the space Lp′,q′(µ) (with equivalent norms), where
1/p+ 1/p′ = 1 = 1/q + 1/q′.
Corollary 3.2.10. Let (Ω,Σ, µ) be a resonant measure space and let φ be an Orlicz function satisfying the
∆2-condition globally. Then the dual space of L
φ(µ) equipped with the Luxemburg norm can be identiﬁed with
Lϕ(µ) equipped with the Orlicz norm, where ϕ is the complementary Orlicz function of φ.
Corollary 3.2.11. Let (Ω,Σ, µ) be a resonant measure space and let 1 < p < ∞. Then the dual space of
Lp(µ) can be identiﬁed with Lp
′
(µ), where 1/p+ 1/p′ = 1.
We present one result regarding the separability of a Banach function space.
Theorem 3.2.12. [2, p.27] Let X be a Banach function space over a measure space (Ω,Σ, µ) and let Y be
a closed order ideal of X containing the simple functions. Then Y is separable if and only if Y has absolutely
continuous norm and µ is a separable measure.
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CHAPTER 4
Rearrangement invariant Banach function spaces
An important class of Banach function spaces are those which have the property that equimeasurable
functions have the same norm. These are called rearrangement invariant Banach function spaces. The Lebesgue,
Lorentz, Orlicz and Orlicz-Lorentz spaces are examples of such spaces. In Section 4.1 we show that if X is a
rearrangement invariant Banach function space over a resonant measure space, then the norm of X has a
description in terms of decreasing rearrangements and that the norm of such a space can be represented in terms
of the norm of a rearrangement invariant space over (R+,M,m). In Sections 4.2 and 4.3 we discuss two of the
useful features of rearrangement invariant spaces, namely that we are able to deﬁne the notion of a fundamental
function for such spaces, and that we are able to provide conditions under which such spaces have preduals.
4.1. Rearrangement invariant spaces
Recall that two functions f and g are called equimeasurable (written f ∼ g) if they yield the same distribution
functions, i.e. if µf = µg. If X is a Banach function space and µf = µg implies that
∥∥f∥∥
X
=
∥∥g∥∥
X
, then X
is called rearrangement invariant. We show that in the particular case where X is a rearrangement invariant
space over a resonant measure space, the associate space is also rearrangement invariant. Signiﬁcantly, if this is
the case, we are able to give descriptions for the norms of X and X ′. This leads to a generalization of Hölder's
inequality and some useful properties of rearrangement invariant Banach function spaces over resonant measure
spaces. Finally we state and prove the Luxemburg representation theorem which will enable us to transfer results
obtained for rearrangement invariant Banach function spaces over (R+,M,m) to rearrangement invariant spaces
over more general resonant measure spaces.
We start by showing that Orlicz-Lorentz spaces (and hence Lorentz, Orlicz and Lebesgue spaces) are re-
arrangement invariant.
Example 4.1.1. Let (Ω,Σ, µ) be a σ-ﬁnite measure space, φ an Orlicz function and w a weight function.
The Orlicz-Lorentz space Lφ,w(µ) is a rearrangement invariant Banach function space.
Proof. Lφ,w(µ) is a Banach function space (Example 3.1.7). If f and g are equimeasurable functions, then
f∗ = g∗ and so by Proposition 1.3.5(2),
(
λ−1f
)∗
= λ−1f∗ = λ−1g∗ =
(
λ−1g
)∗
for every λ > 0. Hence
∥∥f∥∥
Lφ,w
= inf
{
λ > 0 :
ˆ
I
φ
((
f
λ
)∗
(t)
)
w(t)dt ≤ 1
}
= inf
{
λ > 0 :
ˆ
I
φ
(( g
λ
)∗
(t)
)
w(t)dt ≤ 1
}
=
∥∥g∥∥
Lφ,w
Lφ,w(µ) is therefore rearrangement invariant. 
Example 4.1.2. [2, p.69] Let ϕ be a quasiconcave function on R+. The Lorentz spaceMϕ is a Banach func-
tion space by Example 3.1.8. Since the norm of the Lorentz spaceMϕ(R+,M,m) is deﬁned in terms of maximal
functions and the equimeasurability of two functions implies the equality of their decreasing rearrangements,
and hence of their maximal functions, it follows that Mϕ is rearrangement invariant.
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It has previously been mentioned that there is often an important interplay between a Banach function
space and the underlying measure space. Of particular signiﬁcance is the following which shows that for a
rearrangement invariant Banach function space over a resonant measure space we have an explicit description
of the norm.
Proposition 4.1.3. [2, p.59] If X is a rearrangement invariant Banach function space over a resonant
measure space (Ω,Σ, µ), then X ′, the associate space, is also rearrangement invariant. Furthermore, for all
f, g ∈ L0(µ)
(4.1.1)
∥∥f∥∥
X
= sup
{ˆ ∞
0
f∗(s)g∗(s)ds :
∥∥g∥∥
X′ ≤ 1
}
and
(4.1.2)
∥∥g∥∥
X′ = sup
{ˆ ∞
0
f∗(s)g∗(s)ds :
∥∥f∥∥
X
≤ 1
}
Proof. We show that (4.1.2) holds. Let g ∈ X ′ and h ∈ BX . Thenˆ ∞
0
h∗(s)g∗(s)ds ≥
ˆ
Ω
∣∣hg∣∣ dµ
by the Hardy-Littlewood inequality (1.3.2).
⇒ sup
{ˆ ∞
0
h∗(s)g∗(s)ds :
∥∥h∥∥
X
≤ 1
}
≥ sup
{ˆ
Ω
∣∣hg∣∣ dµ : ∥∥h∥∥
X
≤ 1
}
(4.1.3)
Furthermore, if h ∈ BX and f is equimeasurable with h, then
∥∥f∥∥
X
=
∥∥h∥∥
X
≤ 1 since X is rearrangement
invariant. It follows that
sup
{ˆ
Ω
∣∣fg∣∣ dµ : f ∼ h} ≤ sup{ˆ
Ω
∣∣fg∣∣ dµ : ∥∥f∥∥
X
≤ 1
}
Therefore ˆ ∞
0
h∗(s)g∗(s)ds = sup
{ˆ
Ω
∣∣fg∣∣ dµ : f ∼ h} since (Ω,Σ, µ) is resonant
≤ sup
{ˆ
Ω
∣∣fg∣∣ dµ : ∥∥f∥∥
X
≤ 1
}
Since this holds for every h ∈ BX , we have that
(4.1.4) sup
{ˆ ∞
0
h∗(s)g∗(s)ds :
∥∥h∥∥
X
≤ 1
}
≤ sup
{ˆ
Ω
∣∣fg∣∣ dµ : ∥∥f∥∥
X
≤ 1
}
Combining (4.1.3) and (4.1.4) and recalling that sup
{´
Ω
∣∣fg∣∣ dµ : ∥∥f∥∥
X
≤ 1} = ∥∥g∥∥
X′ , we obtain (4.1.2). Since
the decreasing rearrangements of equimeasurable functions are equal it follows thatX ′ is rearrangement invariant.
Furthermore, ∥∥f∥∥
X
=
∥∥f∥∥
(X′)′ by Theorem 3.1.14
= sup
{ˆ ∞
0
f∗(s)g∗(s)ds :
∥∥g∥∥
X′ ≤ 1
}
by (4.1.2)

Remark 4.1.4. We note that if X is a rearrangement invariant Banach function space, then X ⊂ L00(µ),
i.e. f∗(t) < ∞ for all t > 0 and for all f ∈ X. We give a brief proof by contradiction. Let f ∈ X. Assume
that there exists a t0 > 0 such that f
∗(t0) = ∞. Then f∗(t) = ∞ for all t ≤ t0, since f∗ is decreasing. Let
A ∈ Σ such that 0 < µ(A) < ∞, and let α = min{t0, µ(A)}. Then
∥∥χ
A
∥∥−1
X′χA ∈ BX′ and α > 0. Furthermore
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A
∥∥−1
X′χA
)∗
=
∥∥χ
A
∥∥−1
X′χ[0,µ(A)) and so∥∥f∥∥
X
≥
ˆ ∞
0
(∥∥χ
A
∥∥−1
X′χA
)∗
(s)f∗(s) ds by (4.1.1)
=
ˆ µ(A)
0
f∗(s) ds
≥
ˆ α
0
f∗(s) ds since f∗ ≥ 0
≥ αf∗(α) since f∗ is decreasing
= ∞
Therefore f /∈ X, which is a contradiction.
We have the following generalization of Hölder's inequality (Theorem 3.1.13) if the underlying measure space
is resonant.
Corollary 4.1.5 (Hölder's inequality). [2, p.60] Let X be a rearrangement invariant Banach function space
over a resonant measure space. If f, g ∈ L0(µ), thenˆ
Ω
∣∣fg∣∣ dµ ≤ ˆ ∞
0
f∗(s)g∗(s) ds
≤ ∥∥f∥∥
X
∥∥g∥∥
X′(4.1.5)
Proof. By the Hardy-Littlewood inequality (1.3.2), we have that
´
Ω
∣∣fg∣∣ dµ ≤ ´∞
0
f∗(s)g∗(s) ds. If f∗(t) =
∞ for some t > 0, then f /∈ X by Remark 4.1.4, i.e. ∥∥f∥∥
X
= ∞ and so (4.1.5) holds. Let f ∈ L01(µ). If∥∥g∥∥
X′ = 0 (i.e. g = 0) or
∥∥g∥∥
X′ = ∞, then the second inequality follows trivially. If 0 <
∥∥g∥∥
X′ < ∞, then(∥∥g∥∥−1
X′g
)∗
=
∥∥g∥∥−1
X′g
∗ by Proposition 1.3.5(2) and so
ˆ ∞
0
f∗(s)g∗(s) ds =
∥∥g∥∥
X′
ˆ ∞
0
f∗(s)
(∥∥g∥∥−1
X′g
)∗
(s) ds
≤ ∥∥g∥∥
X′
∥∥f∥∥
X
by (4.1.1)

Let f, g ∈ L0(µ). Recall that we will write f ≺ g if f∗∗ ≤ g∗∗. We list some useful properties of rearrangement
invariant Banach function spaces.
Proposition 4.1.6. (cf. [2, p.61]) Let X be a rearrangement invariant Banach function space over a resonant
measure space (Ω,Σ, µ).
(1) If A1, A2 ∈ Σ with µ(A1) ≤ µ(A2), then
∥∥χ
A1
∥∥
X
≤ ∥∥χ
A2
∥∥
X
(2) If f, g ∈ L0(µ) and f ≺ g, then ∥∥f∥∥
X
≤ ∥∥g∥∥
X
(3) Let (An)n∈N be a collection of pairwise disjoint subsets of Ω, each with ﬁnite positive measure and let
A = Ω \ ∪
n∈N
An. If we deﬁne
Tf = fχ
A
+ Σ
n∈N
(
1
µ(An)
ˆ
An
f dµ
)
χ
An
f ∈ L0(µ)
then ∥∥Tf∥∥
X
≤ ∥∥f∥∥
X
∀f ∈ X
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Proof. 1) Let µ(A1) = t1 and µ(A2) = t2, then∥∥χ
A2
∥∥
X
= sup
{ˆ ∞
0
(χ
A2
)∗(s)g∗(s)ds :
∥∥g∥∥
X′ ≤ 1
}
by Proposition 4.1.3
= sup
{ˆ t2
0
g∗(s)ds :
∥∥g∥∥
X′ ≤ 1
}
using χ∗
A2
= χ
[0,µ(A2))
≥ sup
{ˆ t1
0
g∗(s)ds :
∥∥g∥∥
X′ ≤ 1
}
since g∗ ≥ 0
= sup
{ˆ ∞
0
(χ
A1
)∗(s)g∗(s)ds :
∥∥g∥∥
X′ ≤ 1
}
=
∥∥χ
A1
∥∥
X
2) f ≺ g implies thatˆ ∞
0
f∗(s)h∗(s) ds ≤
ˆ ∞
0
g∗(s)h∗(s) ds ∀h ∈ BX′ by Corollary 1.3.13
⇒ ∥∥f∥∥
X
≤ ∥∥g∥∥
X
by (4.1.1)
3) If f ∈ X, then f is locally integrable by Proposition 3.1.4(4) and so Tf ≺ f by Proposition 1.3.15. It
follows by 2) that
∥∥Tf∥∥
X
≤ ∥∥f∥∥
X
. 
It can be shown ([2, p.62]) that if ρ is a rearrangement invariant function norm on L0+(R+,M,m) and
(Ω,Σ, µ) is an arbitrary σ-ﬁnite measure space, then deﬁning a functional ρ on L0+(µ) by
ρ(f) := ρ(f∗)
yields a rearrangement invariant function norm on L0+(µ). The theorem below shows that the converse of the
above is also true, i.e. that the rearrangement invariant spaces over resonant measure spaces are completely
determined by the rearrangement invariant spaces over (R+,M,m).
Theorem 4.1.7 (Luxemburg representation Theorem). [2, p.62] Let (Ω,Σ, µ) be a resonant measure space
and let X be a rearrangement invariant function space over (Ω,Σ, µ). Then there exists a rearrangement invariant
function norm ρ on L0+(R+,M,m) which can be considered a representation of ‖·‖X i.e.∥∥f∥∥
X
= ρ(f∗) ∀f ∈ L0(µ)
Furthermore, if σ is any function norm on (R+,M,m) representing ‖·‖X , then the associate norm ‖·‖X′ is
represented by σ′, i.e. ∥∥f∥∥
X′ = σ
′(f∗) ∀f ∈ L0(µ)
Proof. Deﬁne ρ on L0+(R+,M,m) by
ρ(f) = sup
{ˆ ∞
0
f∗(s)g∗(s) ds :
∥∥g∥∥
X′ ≤ 1
}
It follows by (4.1.1) that
∥∥f∥∥
X
= ρ(f∗) for all f ∈ L0(µ) and ρ is clearly rearrangement invariant. We show
that ρ is a Banach function norm on L0+(R+,M,m). It is clear that if f = 0 m-a.e. then ρ(f) = 0. Let
ρ(f) = 0, then
´∞
0
f∗(s)g∗(s) ds = 0 for all g ∈ BX′ . There exists an A ∈ Σ such that 0 < µ(A) < ∞. Then
0 <
∥∥χ
A
∥∥
X′ < ∞ by Proposition 3.1.4(3) and
(∥∥χ
A
∥∥−1
X′χA
)∗
=
∥∥χ
A
∥∥−1
X′χ[0,µ(A)) by Proposition 1.3.5(2) and
Example 1.3.4. It follows that
0 =
ˆ ∞
0
f∗(s)
(∥∥χ
A
∥∥−1
X′χ[0,µ(A))
)∗
(s) ds
=
1∥∥χ
A
∥∥ ˆ µ(A)
0
f∗(s) ds
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and therefore f∗(s) = 0 for all s < µ(A) since f∗ ≥ 0. Thus f∗ = 0, since f∗ is decreasing, and hence f = 0
m-a.e. It is easily checked that ρ(αf) =
∣∣α∣∣ρ(f) for all α ∈ F. We show that the triangle inequality holds. Let
f, g ∈ L0(R+,M,m), then
(f + g)∗∗ ≤ f∗∗ + g∗∗ by Proposition 1.3.11(6)
= (f∗ + g∗)∗∗ by Propostion 1.3.11(9) since f∗ and g∗ are positive and decreasing
⇒ (f + g) ≺ (f∗ + g∗)
⇒
ˆ ∞
0
(f + g)∗(s)h∗(s) ds ≤
ˆ ∞
0
(f∗(s) + g∗(s))h∗(s) ds ∀h ∈ X ′ by Corollary 1.3.13
=
ˆ ∞
0
f∗(s)h∗(s) ds+
ˆ ∞
0
g∗(s)h∗(s) ds
It can easily be shown that this implies that
sup
{ˆ ∞
0
(f + g)∗(s)h∗(s) ds :
∥∥h∥∥
X′ ≤ 1
}
≤ sup
{ˆ ∞
0
f∗(s)h∗(s) ds :
∥∥h∥∥
X′ ≤ 1
}
+
sup
{ˆ ∞
0
g∗(s)h∗(s) ds :
∥∥h∥∥
X′ ≤ 1
}
and hence that ρ(f + g) ≤ ρ(f) + ρ(g). Since f ≤ g m-a.e. implies that f∗ ≤ g∗ by Proposition 1.3.5(1),
it follows that f ≤ g m-a.e. implies that ρ(f) ≤ ρ(g). To show the Fatou property, let  > 0, h ∈ X ′ and
(fn)
∞
n=1 ∪ {f} ⊂ L0+(R+,M,m) such that 0 ≤ fn ↑ f m-a.e. Then
f∗n ↑ f∗ by Proposition 1.3.5(5)
⇒ f∗nh∗ ↑ f∗h∗ since h∗ ≥ 0
⇒
ˆ ∞
0
f∗n(s)h
∗(s) ds ↑
ˆ ∞
0
f∗(s)h∗(s) ds by the Monotone Convergence theorem (1.2.6)(4.1.6)
By deﬁnition of ρ(f) there exists a sequence (hm)
∞
m=1 ⊂ BX′ such that
´∞
0
f∗(s)h∗m(s) ds→ ρ(f). Let m ∈ N+
such that m ≥ m implies
(4.1.7) ρ(f)−
ˆ ∞
0
f∗(s)h∗m(s) ds < /2
By (4.1.6) there exists an n ∈ N+ such that n ≥ n implies that
(4.1.8)
ˆ ∞
0
f∗(s)h∗m(s) ds−
ˆ ∞
0
f∗n(s)h
∗
m(s) ds < /2
Combining (4.1.7) and (4.1.8), we obtain
ρ(f)−
ˆ ∞
0
f∗n(s)h
∗
m(s) ds < 
Furthermore ρ(f) ≥ ρ(fn) and, by deﬁnition of ρ, we have that ρ(fn) ≥
´∞
0
f∗n(s)h
∗
m(s) ds. Hence ρ(f)−ρ(fn) < 
for n ≥ n.
Let A ∈ M such that m(A) = s <∞. We show that ρ(χ
A
) <∞ and there exists a 0 < CA <∞ such that´
A
f dm ≤ CAρ(f) for all f ∈ L0+(R+,M,m): There exists a B ∈ Σ such that 0 < µ(B) = t <∞. It follows by
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Proposition 3.1.4(3) that
∥∥χ
B
∥∥
X
<∞. Let n ∈ N+ such that nt ≥ s. Therefore,
ρ (χ
A
) = ρ
(
χ
[0,s)
)
since ρ is rearrangement invariant
≤ ρ (χ
[0,nt)
)
since ρ is a lattice norm
= ρ
(
χ
[0,t)
+ χ
[t,2t)
+ ...+ χ
[(n−1)t,nt)
)
≤ ρ (χ
[0,t)
)
+ ρ
(
χ
[t,2t)
)
+ ...+ ρ
(
χ
[(n−1)t,nt)
)
using the triangle inequality
= nρ
(
χ
[0,t)
)
since ρ is rearrangement invariant
< ∞
Furthermore,ˆ
A
f dm =
ˆ
R+
χ
A
f dm
≤
ˆ s
0
f∗(s) ds by (1.3.3)
≤
ˆ nt
0
f∗(s) ds since f∗ ≥ 0
≤ n
ˆ t
0
f∗(s) ds since f∗ is decreasing
= n
∥∥χ
B
∥∥
X′
ˆ ∞
0
(
χ
B∥∥χ
B
∥∥
X′
)∗
(s)f∗(s) ds since
(
χ
B∥∥χ
B
∥∥
X′
)∗
=
χ
[0,t)∥∥χ
B
∥∥
X′
≤ n∥∥χ
B
∥∥
X′ρ(f) by deﬁnition of ρ
Put CA = n
∥∥χ
B
∥∥
X′ , then 0 < CA <∞,ˆ
A
f dm ≤ CAρ(f) ∀f ∈ L0+(R+,M,m)
and CA is only dependent on A. The second part of the theorem has been included for completeness, but will
not be used and therefore the proof thereof is omitted. 
4.2. The fundamental function
Certain boundedness and compactness properties of composition operators can be expressed in terms of the
norms of characteristic functions of sets of ﬁnite measure. This motivates our deﬁnition of the fundamental
function. We describe and prove some of the salient properties of fundamental functions and derive expressions
for the fundamental functions of the Orlicz-Lorentz spaces, Orlicz spaces, Lorentz spaces and Lebesgue spaces.
Throughout this section we will assume that X is a rearrangement invariant Banach function space over a σ-ﬁnite
measure space (Ω,Σ, µ). For the deﬁnition of the fundamental function we will not restrict ourselves to resonant
measure spaces. It will be shown that the fundamental function has certain useful properties if the underlying
space is resonant.
Definition 4.2.1. [18, p.101] The fundamental function ΦX : [0,∞) ∩ ranµ → [0,∞) of a rearrangement
invariant Banach function space X is deﬁned as follows:
ΦX(t) :=
∥∥χ
A
∥∥
X
where A ∈ Σ such that µ(A) = t
Remark 4.2.2. ΦX is well-deﬁned since if A,B ∈ Σ with µ(A) = t = µ(B), then χA and χB are equimea-
surable and so
∥∥χ
A
∥∥
X
=
∥∥χ
B
∥∥
X
by the rearrangement invariance of X.
Remark 4.2.3. If (Ω,Σ, µ) is nonatomic, then ΦX(t) is deﬁned for all t ∈ [0, µ(Ω)), since ranµ = [0, µ(Ω))
for nonatomic spaces. If (Ω,Σ, µ) is purely atomic with all atoms having equal measure α > 0, then ranµ = αN.
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Proposition 4.2.4. [2, p.67] ΦX has the following properties:
(1) ΦX(t) = 0⇔ t = 0
(2) ΦX is increasing if (Ω,Σ, µ) is resonant
Proof. i) By the deﬁnition of a Banach function norm∥∥χ
A
∥∥
X
= 0 ⇔ χ
A
= 0 µ-a.e.
⇔ µ(A) = 0
ii) Let t1, t2 ∈ ranµ such that 0 < t1 ≤ t2 < ∞, and let A1, A2 ∈ Σ such that µ(A1) = t1 and µ(A2) = t2,
then
ΦX(t2) =
∥∥χ
A2
∥∥
X
= sup
{ˆ ∞
0
(χ
A2
)∗(s)g∗(s)ds :
∥∥g∥∥
X′ ≤ 1
}
by Proposition 4.1.3
= sup
{ˆ t2
0
g∗(s)ds :
∥∥g∥∥
X′ ≤ 1
}
since (χ
A2
)∗ = χ
[0,t2)
≥ sup
{ˆ t1
0
g∗(s)ds :
∥∥g∥∥
X′ ≤ 1
}
since g∗ ≥ 0 and t1 ≤ t2
= sup
{ˆ ∞
0
(χ
A1
)∗(s)g∗(s)ds :
∥∥g∥∥
X′ ≤ 1
}
= ΦX(t1)

Before listing some of the other properties of fundamental functions, we state and prove the following result,
which will be used to prove subsequent properties, but will also ﬁnd application in other settings.
Theorem 4.2.5. [2, p.66] Let X be a rearrangement invariant Banach function space over a resonant
measure space (Ω,Σ, µ). Then
ΦX(t)ΦX′(t) = t ∀t ∈ ranµ ∩ [0,∞)
Proof. We note ﬁrst that if X is a rearrangement invariant Banach function space then so is X ′ by
Proposition 4.1.3 and so ΦX′ is well-deﬁned. If t = 0, then the result follows by Corollary 4.2.4. Let 0 < t <∞
and let A ∈ Σ such that µ(A) = t. Then
ΦX(t) =
∥∥χ
A
∥∥
X
=
∥∥χ
A
∥∥
(X′)′ by Theorem 3.1.14
= sup
{ˆ
A
∣∣g∣∣ dµ : ∥∥g∥∥
X′ ≤ 1
}
by deﬁnition of the associate norm(4.2.1)
Let 0 ≤ g ∈ X ′ such that ∥∥g∥∥
X′ ≤ 1 and deﬁne
Tg := gχ
Ac
+
(
1
t
ˆ
A
∣∣g∣∣ dµ)χ
A
Then
∥∥( 1
t
´
A
∣∣g∣∣ dµ)χ
A
∥∥
X′ =
(
1
t
´
A
∣∣g∣∣ dµ)ΦX′(t). Furthermore(
1
t
ˆ
A
∣∣g∣∣ dµ)χ
A
≤ Tg
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since g ≥ 0, and so (
1
t
ˆ
A
∣∣g∣∣ dµ)ΦX′(t) ≤ ∥∥Tg∥∥X′ since X ′ is a Banach lattice
≤ ∥∥g∥∥
X′ by Proposition 4.1.6(3)
≤ 1(4.2.2)
So
ΦX′(t)
t
ΦX(t) =
ΦX′(t)
t
sup
{ˆ
A
∣∣g∣∣ dµ : ∥∥g∥∥
X′ ≤ 1
}
by (4.2.1)
= sup
{(
1
t
ˆ
A
∣∣g∣∣ dµ)ΦX′(t) : ∥∥g∥∥X′ ≤ 1}
≤ 1 by (4.2.2)
In the last line we have also used the fact that g and
∣∣g∣∣ have the same norm and therefore
sup
{(
1
t
ˆ
A
∣∣g∣∣ dµ)ΦX′(t) : ∥∥g∥∥X′ ≤ 1} = sup{(1t
ˆ
A
∣∣g∣∣ dµ)ΦX′(t) : 0 ≤ g and ∥∥g∥∥X′ ≤ 1}
We therefore have that ΦX(t)ΦX′(t) ≤ t. For the reverse inequality we note that
t = µ(A)
=
ˆ
Ω
∣∣χ
A
χ
A
∣∣ dµ
≤ ∥∥χ
A
∥∥
X
∥∥χ
A
∥∥
X′ by Hölder's inequality (Corollary 4.1.5)
= ΦX(t)ΦX′(t)
Note that application of Proposition 4.1.6 requires the resonance of the underlying measure space. 
Some further properties of the fundamental function are shown by the following result.
Corollary 4.2.6. [2, p.67] Let X be a rearrangement invariant Banach function space over a resonant
measure space. Then
(1) ΦX(t)t is decreasing for all 0 < t <∞
(2) ΦX is continuous, except perhaps at the origin.
Proof. 1) Let t1, t2 ∈ ranµ such that 0 < t1 ≤ t2 < ∞, and let A1, A2 ∈ Σ such that µ(A1) = t1 and
µ(A2) = t2. Then by Theorem 4.2.5
ΦX(t2)
t2
=
1
ΦX′(t2)
≤ 1
ΦX′(t1)
since ΦX′ is increasing by Proposition 4.2.4
=
ΦX(t1)
t1
2) (Ω,Σ, µ) is resonant, so by Theorem 1.3.9 (Ω,Σ, µ) is either nonatomic or purely atomic with all atoms
having the same measure. In the latter case ΦX is continuous since it is deﬁned on a discrete subset of [0,∞).
Let (Ω,Σ, µ) be nonatomic. Assume there exists some t0 > 0 such that ΦX is not continuous at t0. Since ΦX is
increasing, the discontinuity at t0 must be a jump discontinuity. There are two possibilities, namely
a) ∃α > 0 such that ΦX(t0 + )− ΦX(t0) ≥ α for all  > 0 or
b) ∃α > 0 such that ΦX(t0)− ΦX(t0 − ) ≥ α for all  > 0.
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Assume a) holds. Let  = 12
(
t0(ΦX(t0)+α)
ΦX(t0)
− t0
)
. Then  > 0 and
ΦX(t0 + )
t0 + 
≥ ΦX(t0) + α
+ t0
since a) holds
=
(2+ t0)ΦX(t0)/t0
+ t0
by deﬁnition of 
>
ΦX(t0)
t0
But this contradicts the fact that ΦX(t)t is decreasing. A contradiction can similarly be obtained if b) holds. We
therefore have that ΦX is continuous at every t > 0. 
We mention brieﬂy as a matter of interest that rearrangement invariant Banach function spaces can be
roughly classiﬁed according to their fundamental functions. It is clear from Proposition 4.2.4 and Corollary 4.2.6
that every fundamental function is a quasiconcave function. It can be shown ([2, Proposition 2.5.11]) that if X
is a rearrangement invariant Banach function space over a resonant measure space, then X can be equivalently
renormed with a rearrangement invariant function norm in such a way that the resulting fundamental function
is concave. Let X be a function space which has been renormed as described. We deﬁne the Lorentz spaces
Λ(X) and M(X) to be the spaces ΛΦX and MΦX as described in Subsection (2.2.1). Then ([2, Theorem 2.5.13])
Λ(X) and M(X) are rearrangement invariant Banach function spaces, each with fundamental function ΦX and
Λ(X) ↪→ X ↪→M(X)
where each embedding has norm 1.
We turn now to explicit descriptions of the fundamental functions of particular rearrangement invariant
Banach function spaces.
Example 4.2.7. Let (Ω,Σ, µ) be a general σ-ﬁnite measure space. Listed below are expressions for the
fundamental functions of speciﬁc rearrangement invariant Banach function spaces over (Ω,Σ, µ). Let φ be an
Orlicz function and let w be a weight function. Recall that Γ(t) :=
´ t
0
w(s) ds and φ−1(t) := inf{s > 0 : φ(s) > t}.
Let t ∈ ranµ ∩ [0,∞), then
(1) ΦLφ,w(t) =
0 t = 01
φ−1(1/Γ(t)) t > 0
(2) ΦLφ(t) =
0 t = 01
φ−1(1/t) t > 0
(3) ΦLp,q (t) =
(
p
q
)1/q
t1/p for 1 ≤ q ≤ p <∞
(4) ΦLp(t) = t
1/p for 1 ≤ p <∞
(5) ΦL∞(t) =
0 if t = 01 if t > 0
Proof. Let X be one of the spaces above. All of the above spaces are rearrangement invariant Banach
function spaces so by Corollary 4.2.6, ΦX(t) = 0 ⇔ t = 0. Let t ∈ (0,∞) ∩ ranµ and let A ∈ Σ such that
µ(A) = t. It follows that 0 <
∥∥χ
A
∥∥ <∞ since all Banach function spaces contain characteristic functions of sets
of ﬁnite measure.
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1) Let λ > 0, then
Iφ,w (λχA) =
ˆ µ(Ω)
0
φ
(
(λχ
A
)
∗
(s)
)
w(s) ds
=
ˆ µ(A)
0
φ(λ)w(s) ds since (λχ
A
)
∗
=
∣∣λ∣∣ (χ
A
)
∗
= λχ
[0,µ(A))
= φ(λ)Γ(t)(4.2.3)
So ∥∥χ
A
∥∥
Lφ,w
= min {λ > 0 : Iφ,w (χA/λ) ≤ 1} by Lemma 2.2.26
= max
{
λ−1 > 0 : Iφ,w (λχA) ≤ 1
}
= max
{
λ−1 > 0 : φ(λ) ≤ 1
Γ(t)
}
using (4.2.3)
=
(
sup
{
λ > 0 : φ(λ) ≤ 1
Γ(t)
})−1
=
(
φ−1
(
1
Γ(t)
))−1
by Remark 2.2.10
2) We note that Lφ(µ) = Lφ,w(µ) with equality of norms if w ≡ 1 (Example 2.2.38). Therefore
ΦLφ(t) = ΦLφ,w(t)
=
1
φ−1 (1/Γ (t))
by 1)
=
1
φ−1(1/t)
since Γ(t) = t if w ≡ 1
3) Recall (Example 2.2.28) that Lp,q(µ) = Lφ,w(µ) with equality of norms if φ(s) = sq and w(s) = sq/p−1.
If this is the case then Γ(t) =
´ t
0
sq/p−1 ds = pq t
q/p and φ−1(s) = s1/q. Therefore
ΦLp,q (t) = ΦLφ,w(t)
=
1(
1/
(
p
q t
q/p
))1/q by 1)
=
(
p
q
)1/q
t1/p
4) Lp(µ) = Lp,p(µ) with equality of norms (Example 2.2.2), therefore
ΦLp(t) = ΦLp,p(t)
=
(
p
p
)1/p
t1/p by 3)
= t1/p
5) L∞:
∥∥χ
A
∥∥
L∞ = 1 
4.3. Preduals of rearrangement invariant Banach function spaces
We wish to show that under certain conditions a rearrangement invariant Banach function space will have
a predual. This will enable us, using Alaoglu's Theorem, to conclude that the unit ball in such a space is
weak-star compact. This will be useful when considering the compactness of composition operators on certain
Orlicz spaces.
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Recall that a σ-ﬁnite measure space is resonant if it is either nonatomic or purely atomic with all atoms
having equal measure (Theorem 1.3.9). We give two preliminary theorems which state similar results, but in
the two diﬀerent contexts characterizing resonant measure spaces. For a purely atomic measure space we have
the following result.
Theorem 4.3.1. [2, p.67] Let (Ω,Σ, µ) be an atomic σ-ﬁnite measure space with all atoms having the same
measure. If X is any rearrangement invariant measure space over (Ω,Σ, µ), then
(1) Xa = Xb
(2) (Xb)
∗ is isometrically isomorphic to X ′
(3) Xb is separable
The result for nonatomic measure spaces is as follows.
Theorem 4.3.2. [2, p.67] Let X be a rearrangement invariant space over a nonatomic σ-ﬁnite measure
space. Then the following are equivalent
(1) lim
t→0+
ΦX(t) = 0
(2) Xa = Xb
(3) (Xb)
∗ is isometrically isomorphic to X ′
The following result is given in [16] for rearrangement invariant spaces over (R+,M,m). We generalise it
to rearrangement invariant spaces over resonant measure spaces.
Proposition 4.3.3. [16, p.353] Let X be a rearrangement invariant Banach function space over a σ-ﬁnite
measure space (Ω,Σ, µ). If (Ω,Σ, µ) is nonatomic and lim
t→0+
t
ΦX(t)
= 0 or if (Ω,Σ, µ) is atomic with all atoms
having the same measure, then
((X ′)a)∗ ∼= ((X ′)a)′ = X
with equality of norms. Furthermore, (X ′)a contains every bounded function with support on a set of ﬁnite
measure.
Proof. By Corollary 3.2.8 ((X ′)a)∗ is isometrically isomorphic to ((X ′)a)′. We show that ((X ′)a)∗ is
isometrically isomorphic to (X ′)′. The result will then follow since (X ′)′ = X ′′ = X and ‖·‖X′′ = ‖·‖X by
Theorem 3.1.14. If (Ω,Σ, µ) is atomic, then (X ′)a = (X ′)b by Theorem 4.3.1 and so ((X ′)a)∗ = ((X ′)b)∗ and
((X ′)b)∗ is isometrically isomorphic to (X ′)′ by the same theorem. For the nonatomic case we use Theorem
4.2.5 which states that
(4.3.1) ΦX(t)ΦX′(t) = t ∀t ≥ 0
and so
lim
t→0+
ΦX′(t) = lim
t→0+
t
ΦX(t)
= 0 by assumption
By Theorem 4.3.2 this implies that (X ′)a = (X ′)b and so ((X ′)a)∗ = ((X ′)b)∗ and ((X ′)b)∗ is isometrically
isomorphic to (X ′)′ by the same theorem. (X ′)a = (X ′)b and so (X ′)a contains every bounded function with
support on a set of ﬁnite measure by Proposition 3.2.5. 
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CHAPTER 5
Interpolation theory
The interpolation theory developed in this chapter will provide a technique for evaluating the boundedness
of composition operators on rearrangement invariant Banach function spaces over resonant measure spaces. We
start in Section 5.1 by deﬁning the sum and intersection of two Banach spaces and describing some of the
properties of the sum and intersection spaces generated by the L1 and L∞ spaces. In Section 5.2 we show
that every rearrangement invariant Banach function space over a resonant measure space (Ω,Σ, µ) is an exact
interpolation space between L1(µ) and L∞(µ).
5.1. The sum and intersection of two Banach spaces
Let X0 and X1 be Banach spaces. To deﬁne the sum and intersection of these two spaces (in particular
to be able to speak meaningfully about the sum of elements from X0 and X1), the pair must satisfy a suitable
condition. More speciﬁcally, (X0, X1) is called a compatible couple if there is a Hausdorﬀ topological vector
space (E, T ) such that X0 and X1 are continuously embedded in (E, T ), i.e. X0 and X1 are linear subspaces
of E and the topologies induced by T on X0 and X1 are weaker than the norm topologies. For any compatible
couple (X0, X1), the sum and intersection of these two spaces will be deﬁned. As an example of such spaces
we consider the sum and intersection spaces generated by the L1 and L∞ spaces. We give expressions for the
norms of (L1 +L∞)(µ) and (L1 ∩L∞)(µ) and show that these two spaces are mutually associate. Furthermore,
an Orlicz space which can be written as an intersection space will also be investigated. Apart from exhibiting
another example of an intersection space, this Orlicz space will also be useful when considering the compactness
of composition operators.
Definition 5.1.1. [18, p.9] Let (X0, X1) be a compatible couple. The space X0∩X1 consists of all elements
in the intersection of X0 and X1 and the space X0 +X1 consists of all elements of the form x = x0 + x1 where
x0 ∈ X0 and x1 ∈ X1.
Let (Ω,Σ, µ) be a σ-ﬁnite measure space. By Theorem 3.1.6 L1(µ) and L∞(µ) are continuously embedded
in the topological Hausdorﬀ space, L0(µ), equipped with the topology of local convergence in measure. We
therefore have the following example.
Example 5.1.2. [2, p.74] Let (Ω,Σ, µ) be a σ-ﬁnite measure space.
(1) The space of all functions f in L0(µ) which are representable in the form f = g + h where g ∈ L1(µ)
and h ∈ L∞(µ) will be denoted by (L1 + L∞)(µ) = (L1 + L∞)(Ω,Σ, µ). For each such f , let∥∥f∥∥
L1+L∞ := inf
{∥∥g∥∥
1
+
∥∥h∥∥∞ : f = g + h, g ∈ L1(µ), h ∈ L∞(µ)}
(2) The space of all functions in the intersection of L1(µ) and L∞(µ) will be denoted by (L1 ∩L∞)(µ) and
we deﬁne ∥∥f∥∥
L1∩L∞ := max
{∥∥f∥∥
L1
,
∥∥f∥∥
L∞
}
for each f ∈ (L1 ∩ L∞)(µ)
It can be shown in general ([18, p.9]) that X0 ∩ X1 equipped with
∥∥x∥∥
X0∩X1 := inf
{∥∥x∥∥
x0
,
∥∥x∥∥
X1
}
and
X0 + X1 equipped with
∥∥x∥∥
X0+X1
:= inf
{∥∥x0∥∥X0 + ∥∥x1∥∥X1 : x = x0 + x1 ∈ X0 +X1} are Banach spaces.
73
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
74 5. INTERPOLATION THEORY
However, for the sum and intersection spaces deﬁned in Example 5.1.2, it will be shown that these can be
identiﬁed with certain Lorentz spaces and are therefore rearrangement invariant Banach function spaces by
Example 4.1.2.
Theorem 5.1.3. [2, p.74, 76] Let (Ω,Σ, µ) be a σ-ﬁnite resonant measure space. The spaces (L1 + L∞)(µ)
and (L1 ∩ L∞)(µ) are rearrangement invariant Banach function spaces and for any f ∈ L0(µ), the following
holds:
(1) αt := inf
{∥∥g∥∥
L1
+ t
∥∥h∥∥
L∞ : f = g + h
}
=
´ t
0
f∗(s) ds for all t > 0.
(2)
∥∥f∥∥
L1+L∞ =
´ 1
0
f∗(s) ds = f∗∗(1)
(3)
∥∥f∥∥
L1∩L∞ = sup
0<t<∞
1
min(1,t)
´ t
0
f∗(s) ds = sup
0<t<∞
{f∗∗(t)×max(1, t)}
Proof. (1): Let f ∈ L0(µ) and t > 0. We show ﬁrst that
(5.1.1)
ˆ t
0
f∗(s)ds ≤ αt
If f /∈ (L1+L∞)(µ), then f cannot be represented as g+h for g ∈ L1(µ), h ∈ L∞(µ) and therefore αt = inf ∅ =∞
and so (5.1.1) holds. Let f ∈ (L1 + L∞)(µ). Let g ∈ L1(µ) and h ∈ L∞(µ) such that f = g + h, then
ˆ t
0
f∗(s)ds = tf∗∗(t) by deﬁnition of f∗∗
= t(g + h)∗∗(t)
≤ tg∗∗(t) + th∗∗(t) by the subadditivity of the operator f 7→ f∗∗
=
ˆ t
0
g∗(s) ds+ t
(
1
t
ˆ t
0
h∗(s) ds
)
≤
ˆ ∞
0
g∗(s) ds+ th∗(0) since g∗ ≥ 0 and h∗ is decreasing
=
∥∥g∥∥
L1
+ t
∥∥h∥∥∞ by Proposition 1.3.7
Since this holds for any g ∈ L1(µ), h ∈ L∞(µ) such that f = g + h, we obtain (5.1.1) by taking the inﬁmum
over all such representations of f . Next we show that
(5.1.2) αt ≤
ˆ t
0
f∗(s) ds
If
´ t
0
f∗(s) ds = ∞, then (5.1.2) follows immediately. Let ´ t
0
f∗(s) ds < ∞. We note ﬁrst that this implies
that f∗(t) < ∞ since if not we would have that f∗(s) = ∞ for 0 ≤ s ≤ t since f∗ decreasing and hence´ t
0
f∗(s)ds =∞, a contradiction. Let E = {x ∈ Ω : ∣∣f(x)∣∣ > f∗(t)} and t0 = µ(E), then
t0 = µf (f
∗(t))
≤ t by Proposition 1.3.5(9)
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Let g(x) := max
{∣∣f(x)∣∣− f∗(t), 0} .sgn (f(x)). Then 0 < ∣∣g(x)∣∣ ≤ ∣∣f(x)∣∣ for all x ∈ E and g(x) = 0 for all
x ∈ Ec. We therefore have thatˆ
Ω
∣∣g(x)∣∣ dµ = ˆ
E
∣∣g(x)∣∣ dµ
≤
ˆ
E
∣∣f(x)∣∣ dµ
≤
ˆ t0
0
f∗(s) ds by (1.3.3)
≤
ˆ t
0
f∗(s) ds since f∗ ≥ 0 and t0 ≤ t
< ∞
so g ∈ L1(µ). Let h(x) := min{∣∣f(x)∣∣, f∗(t)} .sgn (f(x)), then ∣∣h(x)∣∣ ≤ f∗(t) for all x ∈ Ω and so h ∈ L∞(µ)
and
(5.1.3)
∥∥h∥∥
L∞ ≤ f∗(t).
Furthermore, f = g + h, as can easily be shown by considering the appropriate case distinctions. Now,∥∥g∥∥
L1
+ t
∥∥h∥∥
L∞ ≤
ˆ
E
(∣∣f(x)∣∣− f∗(t)) dµ+ tf∗(t) since g(x) = 0 ∀x ∈ Ec and (5.1.3) holds
=
ˆ
E
∣∣f(x)∣∣ dµ− t0f∗(t) + tf∗(t) since µ(E) = t0
≤
ˆ t0
0
f∗(s) ds+ (t− t0)f∗(t) by (1.3.3)
≤
ˆ t0
0
f∗(s) ds+
ˆ t
t0
f∗(s) ds since f∗ is decreasing
=
ˆ t
0
f∗(s) ds
and so αt = inf
{∥∥g∥∥
L1
+ t
∥∥h∥∥
L∞ : f = g + h
} ≤ ´ t
0
f∗(s) ds. Combining (5.1.1) and (5.1.2) and noting that
t > 0 was arbitrary, we obtain
inf
{∥∥g∥∥
L1
+ t
∥∥h∥∥
L∞ : f = g + h
}
=
ˆ t
0
f∗(s) ds ∀t > 0(5.1.4)
= tf∗∗(t) ∀t > 0(5.1.5)
2): This follows immediately from the deﬁnition of
∥∥·∥∥
L1+L∞ and letting t = 1 in (5.1.4).
3): Let f ∈ (L1 ∩ L∞)(µ), then∥∥f∥∥
L1∩L∞ := max
{∥∥f∥∥
L1
,
∥∥f∥∥
L∞
}
= max
{ˆ ∞
0
f∗(s) ds, f∗(0)
}
by Proposition 1.3.7
= max
{
sup
1≤t<∞
ˆ t
0
f∗(s) ds, sup
0<t<1
1
t
ˆ t
0
f∗(s) ds
}
(5.1.6)
using f∗ ≥ 0, Proposition 1.3.11(8) and f∗∗ decreasing
= sup
0<t<∞
1
min{1, t}
ˆ t
0
f∗(s) ds
= sup
0<t<∞
{f∗∗(t)×max{1, t}} from (5.1.6)
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To show that (L1 + L∞)(µ) and (L1 ∩ L∞)(µ) are rearrangement invariant Banach function spaces let
ϕ(t) := min{1, t} and
ψ(t) :=
0 t = 0max{1, t} t > 0
It is easily checked that ϕ and ψ are quasiconcave functions. Furthermore, if t ≤ 1, then
f∗∗(t)ϕ(t) =
ˆ t
0
f∗(s) ds
≤
ˆ 1
0
f∗(s) ds since f∗ ≥ 0
= f∗∗(1)
and if t > 1, then f∗∗(t)ϕ(t) = f∗∗(t) ≤ f∗∗(1) since f∗∗ is decreasing. It follows, using (2), that ∥∥f∥∥
L1+L∞ =
sup
0<t<∞
{f∗∗(t)ϕ(t)}. We also trivially have that ∥∥f∥∥
L1∩L∞ = sup
0<t<∞
{f∗∗(t)ψ(t)}. (L1+L∞)(µ) and (L1∩L∞)(µ)
therefore correspond to the Lorentz spaces Mϕ and Mψ respectively and are therefore rearrangement invariant
Banach function spaces by Example 4.1.2. 
Remark 5.1.4. Since (L1 +L∞)(µ) and (L1 ∩L∞)(µ) are rearrangement invariant Banach function spaces,
we have that these spaces are subsets of L00(µ) by Remark 4.1.4.
As an application of the description of the norms given by the theorem above we give expressions for the
fundamental functions of these spaces.
Proposition 5.1.5. [2, p.77] The fundamental functions of (L1 + L∞)(µ) and (L1 ∩ L∞)(µ) are given by
ΦL1+L∞(t) = min{1, t} and
ΦL1∩L∞(t) =
0 t = 0max{1, t} t > 0
Proof. We note ﬁrst that by Theorem 5.1.3 (L1 + L∞)(µ) and (L1 ∩ L∞)(µ) are rearrangement invariant
Banach function spaces and therefore their respective fundamental functions are deﬁned for all t ∈ [0,∞)∩ranµ.
Furthermore
ΦL1+L∞(t) =
∥∥χA∥∥L1+L∞ for some A ∈ Σ such that µ(A) = t
=
ˆ 1
0
(χA)
∗(s) ds by Theorem 5.1.3(2)
=
ˆ 1
0
χ[0,t)(s) ds
= min{1, t}
and
ΦL1∩L∞(t) =
∥∥χA∥∥ for some A ∈ Σ such that µ(A) = t
= max
{∥∥χA∥∥L1 ,∥∥χA∥∥L∞}
=
0 t = 0max{1, t} t > 0

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Theorem 5.1.6. [2, p.76] Let (Ω,Σ, µ) be a resonant measure space. (L1 + L∞)(µ) and (L1 ∩ L∞)(µ) are
mutually associate rearrangement invariant Banach function spaces.
Proof. We ﬁrst prove the result for (Ω,Σ, µ) = (R+,M,m). Let f, g ∈ L00(m), then
ˆ ∞
0
f∗(s)g∗(s) ds ≤
(ˆ 1
0
f∗(s) ds
)
.
(
sup
0<t<∞
1
min(1, t)
ˆ t
0
g∗(s) ds
)
by Lemma 1.3.14
=
∥∥f∥∥
L1+L∞
∥∥g∥∥
L1∩L∞ by Theorem 5.1.3(2 and 3)(5.1.7)
Therefore ∥∥g∥∥
(L1+L∞)′ = sup
{ˆ ∞
0
f∗(s)g∗(s) ds :
∥∥f∥∥
L1+L∞ ≤ 1
}
by Proposition 4.1.3
≤ ∥∥g∥∥
L1∩L∞ by (5.1.7)
To show that
∥∥g∥∥
(L1+L∞)′ ≥
∥∥g∥∥
L1∩L∞ consider the following:
ˆ t
0
g∗(s) ds ≤ ∥∥χ
[0,t)
∥∥
L1+L∞
∥∥g∥∥
(L1+L∞)′ ∀t > 0 by Hölder's inequality (Corollary 4.1.5)
= min{1, t}∥∥g∥∥
(L1+L∞)′ ∀t > 0 by Proposition 5.1.5
⇒
´ t
0
g∗(s) ds
min{1, t} ≤
∥∥g∥∥
(L1+L∞)′ ∀t > 0
⇒ ∥∥g∥∥
L1∩L∞ ≤
∥∥g∥∥
(L1+L∞)′ by Theorem 5.1.3(3)
Therefore
∥∥g∥∥
(L1+L∞)′ =
∥∥g∥∥
L1∩L∞ for all g ∈ L00(m) and hence for all g ∈ L0(m) since
∥∥g∥∥
(L1+L∞)′ = ∞ =∥∥g∥∥
L1∩L∞ if g ∈ L0(m)\L00(m) by Remark 5.1.4. It follows that (L1 + L∞)′(m) = (L1 ∩ L∞)(m). Thus, by
Theorem 3.1.14, (L1 +L∞)(m) = (L1 +L∞)′′(m) = (L1∩L∞)′(m). If (Ω,Σ, µ) is an arbitrary resonant measure
space, then the result follows by the Luxemburg representation theorem 4.1.7. 
Finally, we consider an example of an Orlicz space which can be identiﬁed with an intersection space.
Proposition 5.1.7. [29, p.130] Let φ be an Orlicz function which is continuous on the closed interval [0, bφ]
with φ(bφ) > 0 and ϕ(bφ) = β <∞, where ϕ is the left derivative of φ. Let
φ1(u) :=
φ(u) if 0 ≤ u ≤ bφβu+ φ(bφ)− βbφ if u > bφ
and
φ2(u) :=
0 if 0 ≤ u ≤ bφ∞ if u > bφ
Then Lφ(µ) = (Lφ1 ∩ Lφ2)(µ) and ∥∥f∥∥
φ
= max
{∥∥f∥∥
φ1
,
∥∥f∥∥
φ2
}
for every f ∈ Lφ(µ).
Proof. It is easily checked that φ1 and φ2 are Orlicz functions and φ(u) = max {φ1(u), φ2(u)} for all
u ≥ 0. Since φ is continuous on the closed interval [0, bφ], we have that φ(bφ) < ∞. Furthermore β < ∞ and
so it is easily checked that φ1 is ﬁnite-valued. Since φi ≤ φ for i = 1, 2, it follows by Proposition 2.2.36 that∥∥f∥∥
φi
≤ ∥∥f∥∥
φ
for all f ∈ L0(µ) for i = 1, 2 and so∥∥f∥∥
φ
≥ max
{∥∥f∥∥
φ1
,
∥∥f∥∥
φ2
}
(5.1.8)
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
78 5. INTERPOLATION THEORY
To show the reverse inequality, let α > 0 and f ∈ L0(µ). If ∣∣f(x)/α∣∣ ≤ bφ for µ-a.e. x ∈ Ω, then
Iφ(f/α) =
ˆ
Ω
φ
(∣∣f(x)/α∣∣) dµ
=
ˆ
Ω
φ1
(∣∣f(x)/α∣∣) dµ
= Iφ1(f/α) and Iφ2(f/α) = 0(5.1.9)
If there exists an A ∈ Σ with µ(A) > 0 such that ∣∣f(x)/α∣∣ > bφ for all x ∈ A, then
Iφ(f/α) = ∞
= Iφ2(f/α) and Iφ1(f/α) ≤ ∞(5.1.10)
Combining (5.1.9) and (5.1.10), we have that Iφ(f/α) = max {Iφ1(f/α), Iφ2(f/α)} for all α > 0. We show that
(5.1.11)
∥∥f∥∥
φ
≤ max
{∥∥f∥∥
φ1
,
∥∥f∥∥
φ2
}
Clearly (5.1.11) holds if max
{∥∥f∥∥
φ1
,
∥∥f∥∥
φ2
}
= ∞. If max
{∥∥f∥∥
φ1
,
∥∥f∥∥
φ2
}
= 0, then f = 0 µ-a.e. and so∥∥f∥∥
φ
= 0, i.e. (5.1.11) holds. If 0 < max
{∥∥f∥∥
φ1
,
∥∥f∥∥
φ2
}
= λ < ∞, then Iφi(f/λ) ≤ 1 if
∥∥f∥∥
φi
= λ (using
Lemma 2.2.26) and Iφi(f/λ) ≤ 1 if
∥∥f∥∥
φi
< λ using the deﬁnition of
∥∥f∥∥
φi
. It follows that
Iφ(f/λ) = max {Iφ1(f/λ), Iφ2(f/λ)} ≤ 1
and hence that
∥∥f∥∥
φ
≤ λ, i.e. (5.1.11) holds. Combining (5.1.11) and (5.1.8), we have that∥∥f∥∥
φ
= max
{∥∥f∥∥
φ1
,
∥∥f∥∥
φ2
}
Since this holds for all f ∈ L0(µ), it follows that Lφ(µ) = (Lφ1 ∩ Lφ2)(µ). 
5.2. Interpolation spaces
Let (X0, X1) be a compatible couple. A Banach space X is called an intermediate space between X0 and
X1 if X0 ∩X1 is continuously embedded in X and X is continuously embedded in X0 +X1, i.e.
X0 ∩X1 ↪→ X ↪→ X0 +X1
It will be shown that if (Ω,Σ, µ) is a resonant measure space, then rearrangement invariant Banach function
spaces over (Ω,Σ, µ) are intermediate spaces between L1(µ) and L∞(µ). Admissible operators will then be
deﬁned and the admissible operators relative to the couple
(
L1(µ), L∞(µ)
)
characterized. Furthermore, since
interpolation spaces will be deﬁned in such a way that the restriction of an admissible operator to an interpolation
space X is a bounded operator on X, the value of the characterization of the admissible operators relative to the
couple
(
L1(µ), L∞(µ)
)
will be demonstrated by showing that every rearrangement invariant Banach function
space is an interpolation space between L1(µ) and L∞(µ).
Theorem 5.2.1. [2, p.77] If X is a rearrangement invariant Banach function space over a resonant measure
space (Ω,Σ, µ), then X is an intermediate space between L1(µ) and L∞(µ).
Proof. We ﬁrst prove the Theorem for rearrangement invariant Banach function spaces over (R+,M,m).
Let f ∈ X, then∥∥f∥∥
L1+L∞ =
ˆ 1
0
f∗(s) ds by Theorem 5.1.3(2)
=
ˆ ∞
0
χ
[0,1)
f∗(s) ds
≤ ΦX′(1)
∥∥f∥∥
X
using Hölder's inequality (Corollary 4.1.5) and χ
[0,1)
∈ X ′
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It follows that X ↪→ (L1 + L∞)(m). It can similarly be shown that if f ∈ X ′, then∥∥f∥∥
L1+L∞ ≤ ΦX(1)
∥∥f∥∥
X′
and therefore X ′ ↪→ (L1 + L∞)(m). It follows by Proposition 3.1.15 that
(L1 + L∞)′(m) ↪→ (X ′)′
⇔ (L1 ∩ L∞)(m) ↪→ X using Theorems 3.1.14 and 5.1.6
If (Ω,Σ, µ) is an arbitrary resonant measure space, then the result follows by the Luxemburg representation
theorem 4.1.7. 
Let (X0, X1) and (Y0, Y1) be two compatible couples and let T be a linear map deﬁned on X0 + X1 and
taking values in Y0 + Y1. T is called an admissible operator if T maps Xi into Yi for i = 0, 1 and T ∈ B(Xi, Yi)
for i = 1, 2. Let A = A((X0, X1); (Y0, Y1)) denote the set of all admissible operators and deﬁne the norm of an
admissible operator as follows ∥∥T∥∥A := maxi=0,1∥∥T∥∥B(Xi,Yi)
It can be shown ([2, p.100]) that if T is an admissible operator, then T ∈ B(X0 +X1, Y0 + Y1) and furthermore
(A,∥∥·∥∥A) is a Banach space which is continuously embedded in B(X0 + X1, Y0 + Y1). We characterize the
admissible operators for the couple
(
L1(µ), L∞(µ)
)
.
Proposition 5.2.2. [2, p.106] Let T be a linear operator deﬁned on (L1 + L∞)(µ) and taking values in
L0(µ). Then T is an admissible operator for
(
L1(µ), L∞(µ)
)
if and only if there exists a k > 0 such that
(5.2.1) Tf ≺ kf ∀f ∈ (L1 + L∞)(µ)
Furthermore, ∥∥T∥∥A = inf {k > 0 : Tf ≺ kf ∀f ∈ (L1 + L∞)(µ)}
Proof. (Necessity): Let T be admissible and let f = g+h ∈ L1(µ)+L∞(µ) be a representation of f . Then
Tf = T (g + h)
= Tg + Th since T is linear
∈ L1(µ) + L∞(µ) since T is admissable
Let t > 0. Thenˆ t
0
(Tf)∗(s) ds ≤ ∥∥Tg∥∥
L1
+ t
∥∥Th∥∥
L∞ by Theorem 5.1.3(1)
≤ ∥∥T∥∥B(L1(µ))∥∥g∥∥L1 + t∥∥T∥∥B(L∞(µ))∥∥h∥∥L∞ since T is admissable
≤ ∥∥T∥∥A (∥∥g∥∥L1 + t∥∥h∥∥L∞) by deﬁnition of ∥∥·∥∥A(5.2.2)
Since (5.2.2) holds for all representations f = g + h ∈ L1(µ) + L∞(µ), we have
ˆ t
0
(Tf)∗(s) ds ≤ ∥∥T∥∥A inf {∥∥g∥∥L1 + t∥∥h∥∥L∞ : f = g + h ∈ L1(µ) + L∞(µ)}
=
∥∥T∥∥A ˆ t
0
f∗(s) ds by Theorem 5.1.3(1),
Since the above inequality holds for all t > 0, we have that (Tf)∗∗ ≤ ∥∥T∥∥Af∗∗, i.e Tf ≺ ∥∥T∥∥Af and hence
(5.2.3)
∥∥T∥∥A ≥ inf {k > 0 : Tf ≺ kf ∀f ∈ (L1 + L∞)(µ)}
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(Suﬃciency): Let k > 0 such that (5.2.1) holds and let f ∈ (L1 + L∞)(µ). Then∥∥Tf∥∥
L1+L∞ = (Tf)
∗∗(1) by Theorem 5.1.3(2)
≤ kf∗∗(1) since Tf ≺ kf
= k
∥∥f∥∥
L1+L∞
So Tf ∈ (L1 + L∞)(µ). We show that T  L1(µ) ∈ B(L1(µ)) and T  L∞(µ) ∈ B(L∞(µ)). Let g ∈ L1(µ), then∥∥Tg∥∥
L1
= lim
t→∞
ˆ t
0
(Tg)∗(s) ds by Proposition 1.3.7
≤ lim
t→∞k
ˆ t
0
g∗(s) ds if this limit exists (using (Tg)∗∗(t) ≤ kg∗∗(t) ∀t > 0)
= k
∥∥g∥∥
L1
< ∞ since g ∈ L1(µ)
So Tg ∈ L1(µ) and ∥∥T∥∥B(L1(µ)) ≤ k.
Let h ∈ L∞(µ), then h∗(0) = ∥∥h∥∥
L∞ < ∞ by Proposition 1.3.7. Therefore h∗(0) = limt→0+h
∗∗(t) by Proposi-
tion 1.3.11(8). Since (Th)∗∗(t) ≤ kh∗∗(t) for all t > 0, it follows that lim
t→0+
(Th)∗∗(t) exists and∥∥Th∥∥
L∞ = (Th)
∗(0) = lim
t→0+
(Th)∗∗(t)
≤ lim
t→0+
kh∗∗(t)
= k
∥∥h∥∥
L∞
Therefore Th ∈ L∞(µ) and ∥∥T∥∥B(L∞(µ)) ≤ k. It follows that∥∥T∥∥A := max(∥∥T∥∥B(L1(µ)),∥∥T∥∥B(L∞(µ)))
≤ k ∀k > 0 such that (5.2.1) holds
⇒ ∥∥T∥∥A ≤ inf {k > 0 : Tf ≺ kf ∀f ∈ (L1 + L∞)(µ)}(5.2.4)
Combining (5.2.3) and (5.2.4) we obtain equality in (5.2.4). 
Let X be an intermediate space between X0 and X1 and let Y be an intermediate space between Y0 and
Y1. (X,Y ) is called an interpolation pair if every admissible operator maps X into Y . The following lemma will
be used to demonstrate that if (X,Y ) is an interpolation pair and T is an admissible operator, then T  X is
automatically a bounded operator from X into Y .
Lemma 5.2.3. [2, p.102] Let A and B be Banach spaces continuously embedded into Banach spaces C and
D respectively. If T ∈ B(C,D) and T maps A into B, then T ∈ B(A,B).
Proof. The closed graph Theorem [31, p.114] will be used to prove the boundedness of T . Let (an)
∞
n=1 ⊂ A
be such that a = lim
n→∞an and b = limn→∞Tan exist in A and B respectively. Now an → a in A implies that an → a
in C since A is continuously embedded in C. Similarly Tan → b in D. Since T is a bounded operator from
C into D, we have that Tan → Ta in D and so Ta = b since D is Hausdorﬀ. T is therefore continuous or
equivalently bounded from A into B by the closed graph theorem. 
Proposition 5.2.4. [2, p.103] Let (X,Y ) be an interpolation pair. If T ∈ A, then T  X ∈ B(X,Y ).
Proof. By the deﬁnitions of an interpolation pair and intermediate spaces, X and Y are continuously
embedded in X0 +X1 and Y0 +Y1 respectively and T maps X into Y . By the lemma above, T is bounded since
X0 +X1 and Y0 + Y1 are Banach spaces. 
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It is shown in [18, p.20] that if (X,Y ) is an interpolation pair relative to the compatible couples (X0, X1)
and (Y0, Y1), then there exists a c > 0 such that
(5.2.5)
∥∥T  X∥∥B(X,Y ) ≤ c∥∥T∥∥A
If c ≤ 1 in (5.2.5) then (X,Y ) is called an exact interpolation pair. We are particularly interested in the case
where Xi = Yi for i = 0, 1 and X = Y .
Definition 5.2.5. [2, p.105] If X is an intermediate space for the compatible couple (X0, X1) and every
admissible operator T ∈ A((X0, X1); (X0, X1)) maps X into itself, then X is called an interpolation space
between X0 and X1.
If X is an interpolation space relative to the compatible couple (X0, X1), then (X,X) is an interpolation
pair relative to the compatible couples (X0, X1) and (X0, X1). We therefore have the following application of
Proposition 5.2.4
Corollary 5.2.6. Let X be an interpolation space relative to the compatible couple (X0, X1), then every
admissible operator is bounded on X.
If
∥∥T  X∥∥B(X) ≤ ∥∥T∥∥A for all T ∈ A, then X is called an exact interpolation space. The following yields a
family of exact interpolation spaces.
Theorem 5.2.7. [2, p.106] Let X be a rearrangement invariant Banach function space over a resonant
measure space. Then X is an exact interpolation space between L1(µ) and L∞(µ).
Proof. By Theorem 5.2.1 X is an intermediate space rel tive to the couple
(
L1(µ), L∞(µ)
)
. Let T be
an admissible operator for the couple
(
L1(µ), L∞(µ)
)
and let f ∈ X. Then f ∈ (L1 + L∞)(µ) since X ↪→
(L1 + L∞)(µ). Furthermore, by Proposition 5.2.2, there exists a k > 0 such that
(5.2.6) Tg ≺ kg ∀g ∈ (L1 + L∞)(µ)
and so by Proposition 4.1.6(2), ∥∥Tf∥∥
X
≤ ∥∥kf∥∥
X
= k
∥∥f∥∥
X
(5.2.7)
Therefore T (X) ⊂ X and hence X is an interpolation space relative to the couple (L1(µ), L∞(µ)). Since (5.2.7)
holds for every k > 0 such that (5.2.6) holds, we have that∥∥T∥∥B(X) ≤ inf {k > 0 : Tg ≺ kg ∀g ∈ (L1 + L∞)(µ)}
=
∥∥T∥∥A by Proposition 5.2.2
and hence X is an exact interpolation space. 
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CHAPTER 6
Multiplication operators
Let (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) be σ-ﬁnite measure spaces. In section 7.4 we wish to investigate the
conditions on the symbol function τ such that Cτ (L
p(µ1)) ⊂ Lq(µ2), where 1 ≤ p, q ≤ ∞. In this chapter the
connection between composition operators and multiplication operators will be detailed and the multiplication
operators between Lp(µ) and Lq(µ) will be investigated. Furthermore we study the compactness of multiplication
operators on Lp spaces.
6.1. Multiplication operators between Lp(µ) and Lq(µ)
Let pi ∈ L0(µ) and 1 ≤ p, q ≤ ∞. pi induces a linear transformation Mpi from Lp(µ) into L0(µ) deﬁned by
(Mpif)(x) := pi(x).f(x) f ∈ Lp(µ), x ∈ Ω
If Mpi takes L
p(µ) into Lq(µ), then Mpi is called a multiplication operator from L
p(µ) into Lq(µ).
The following describes the connection between composition operators and multiplication operators.
Lemma 6.1.1. [39, p.330] Let 1 ≤ p ≤ ∞, 1 ≤ q < ∞ and τ : Ω2 → Ω1 a nonsingular measurable
transformation, then ∥∥Cτf∥∥Lq(µ2) = ∥∥Mf1/qτ f∥∥Lq(µ1) ∀f ∈ Lp(µ1)
where fτ is the Radon-Nikodym derivative of µ2 ◦ τ−1 with respect to µ1 (see Corollary 1.2.16).
Proof. Let f ∈ Lp(µ1), then∥∥Cτf∥∥qLq(µ2) = ˆ
Ω2
∣∣(Cτf)(x)∣∣q dµ2
=
ˆ
Ω2
g(τ(x)) dµ2 where g(x) :=
∣∣f(x)∣∣q
=
ˆ
Ω1
g(y)fτ (y) dµ1 by Theorem 1.2.18
=
ˆ
Ω1
(∣∣f(y)∣∣fτ (y)1/q)q dµ1
=
∥∥M
f
1/q
τ
f
∥∥q
Lq(µ1)

Corollary 6.1.2. Let 1 ≤ p ≤ ∞, 1 ≤ q <∞ and τ : Ω2 → Ω1 a nonsingular measurable transformation.
Then τ induces a bounded composition operator from Lp(µ1) into L
q(µ2) if and only if f
1/q
τ induces a bounded
multiplication operator from Lp(µ1) into L
q(µ1). Furthermore,∥∥Cτ∥∥ = ∥∥Mf1/qτ ∥∥
We therefore investigate the conditions τ must satisfy to induce a bounded multiplication operator between
Lp(µ) and Lq(µ), where µ = µ1 = µ2. The symbol functions pi ∈ L0(µ) which induce bounded multiplication
operators from Lp(µ) into Lq(µ) will be characterized. The three cases p > q, p = q and p < q will be treated
separately. We start by showing that every multiplication operator from Lp(µ) into Lq(µ) is necessarily bounded.
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84 6. MULTIPLICATION OPERATORS
Proposition 6.1.3. [39, p.323] Let 1 ≤ q, p ≤ ∞. Every multiplication operator Mpi from Lp(µ) into Lq(µ)
is a bounded linear operator from Lp(µ) into Lq(µ).
Proof. Let fn → f in Lp(µ) and assume that Mpifn → g in Lq(µ). By Theorem 1.2.8 there exists a
subsequence (fnk)
∞
k=1 such that fnk → f pointwise µ-a.e. Since Mpifnk → g in Lq(µ), we similarly have a
subsequence (fnkm )
∞
m=1 such that Mpifnkm → g pointwise µ-a.e. It follows that for almost every x ∈ Ω
(Mpif)(x) = pi(x). lim
m→∞fnkm (x)
= lim
m→∞(Mpifnkm )(x)
= g(x)
Therefore Mpif = g and hence Mpi is continuous by the Closed Graph Theorem ([31, p.114]). 
When considering multiplication operators from Lp(µ) into Lq(µ) we will treat the cases p < q and p > q
separately. We start with q < p.
Theorem 6.1.4. [39, p.323] Let 1 ≤ q < p <∞ and pi ∈ L0(µ). pi induces a bounded multiplication operator
from Lp(µ) into Lq(µ) if and only if pi ∈ Lr(µ), where 1p + 1r = 1q . Furthermore∥∥Mpi∥∥ = ∥∥pi∥∥r
Proof. (Suﬃciency): Since 1p +
1
r =
1
q , we have that
(
p
q
)−1
+
(
r
q
)−1
= 1. Therefore
(
Lr/q(µ)
)′
= Lp/q(µ)
by Corollary 3.1.12. Let pi ∈ Lr(µ) and f ∈ Lp(µ), then
∥∥Mpif∥∥q = (ˆ
Ω
∣∣pi(x)∣∣q∣∣f(x)∣∣q dµ)1/q
≤
((ˆ
Ω
(∣∣pi(x)∣∣q)r/q dµ)q/r (ˆ
Ω
(∣∣f(x)∣∣q)p/q dµ)q/p)1/q
=
∥∥pi∥∥
r
∥∥f∥∥
p
where the second line follows using Hölder's inequality (Theorem 3.1.13) and the fact that piq ∈ Lr/q(µ) and
fq ∈ Lp/q(µ). We conclude that Mpi is a bounded multiplication operator from Lp(µ) into Lq(µ) and
(6.1.1)
∥∥Mpi∥∥ ≤ ∥∥pi∥∥r
(Necessity): Let pi induce a bounded multiplication operator from Lp(µ) into Lq(µ). Let r′ be such that
1
r +
1
r′ = 1. Deﬁne a map φ on L
r′(µ) by
φ(f) :=
ˆ
Ω
fpi dµ f ∈ Lr′(µ)
We show that φ is a bounded linear functional on Lr
′
(µ): Let f ∈ Lr′(µ) and let q′ be such that 1q + 1q′ = 1. It
is easily checked that 1p +
1
q′ =
1
r′ . Let
f1(x) : =
∣∣f(x)∣∣r′/p and
f2(x) : =
f(x)/f1(x) if f1(x) 6= 00 if f1(x) = 0
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Then f1 ∈ Lp(µ) and f2 ∈ Lq′(µ) sinceˆ
Ω
∣∣f1(x)∣∣p dµ = ˆ
Ω
∣∣f(x)∣∣r′ dµ <∞ and
ˆ
Ω
∣∣f2(x)∣∣q′ dµ = ˆ
Ω
∣∣f(x)∣∣(1−r′/p)q′ dµ
=
ˆ
Ω
∣∣f(x)∣∣r′ dµ <∞
Furthermore ∥∥f1∥∥pp = ∥∥f∥∥r′r′ = ∥∥f2∥∥q′q′(6.1.2)
and f = f1f2, so∣∣φ(f)∣∣ = ∣∣ˆ
Ω
pi.f dµ
∣∣
=
∣∣ˆ
Ω
pi.f1.f2 dµ
∣∣
≤
ˆ
Ω
∣∣Mpif1∣∣∣∣f2∣∣ dµ
≤ ∥∥Mpif1∥∥q∥∥f2∥∥q′ using Hölder's inequality and f1 ∈ Lp(µ)⇒Mpif1 ∈ Lq(µ)
≤ ∥∥Mpi∥∥∥∥f1∥∥p∥∥f2∥∥q′ since Mpi is bounded
=
∥∥Mpi∥∥∥∥f∥∥r′/pr′ ∥∥f∥∥r′/q′r′ by (6.1.2)
=
∥∥Mpi∥∥∥∥f∥∥r′ since r′p + r′q′ = 1(6.1.3)
This implies that φ(f) ∈ F for all f ∈ Lr′(µ). φ is linear by the linearity of the integral and is therefore a
bounded linear functional on Lr
′
(µ) by (6.1.3). Furthermore
(6.1.4)
∥∥φ∥∥ ≤ ∥∥Mpi∥∥
By Theorem 1.2.9 there exists a g ∈ Lr(µ) such that φ = φg, where
φg(f) :=
ˆ
Ω
fg dµ ∀f ∈ Lr′(µ)
It follows that ˆ
Ω
fg dµ =
ˆ
Ω
fpi dµ ∀f ∈ Lr′(µ)
In particular, for every A ∈ Σf , χA ∈ Lr
′
(µ) and soˆ
A
g dµ =
ˆ
A
pi dµ ∀A ∈ Σf
It follows by Proposition 1.2.2 that g = pi µ-a.e. and hence pi ∈ Lr(µ). Furthermore∥∥pi∥∥
r
=
∥∥g∥∥
r
=
∥∥φg∥∥
=
∥∥φ∥∥ since φg = φ
≤ ∥∥Mpi∥∥ by (6.1.4)(6.1.5)
Combining (6.1.1) and (6.1.5), we obtain
∥∥pi∥∥
r
=
∥∥Mpi∥∥. 
Next we consider the case p = q.
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Theorem 6.1.5. (cf. [10, p.211-213]) Let pi ∈ L0(µ) and 1 ≤ p ≤ ∞. pi induces a bounded multiplication
operator on Lp(µ) if and only if pi ∈ L∞(µ). Furthermore, if Mpi is a bounded multiplication operator on Lp(µ),
then
∥∥Mpi∥∥ = ∥∥pi∥∥∞.
Proof. Let pi ∈ L∞(µ) and f ∈ Lp(µ). If 1 ≤ p <∞, then∥∥Mpif∥∥pp = ˆ
Ω
∣∣pi(x).f(x)∣∣p dµ
≤ ∥∥pi∥∥p∞ ˆ
Ω
∣∣f(x)∣∣p dµ
=
∥∥pi∥∥p∞∥∥f∥∥pp
If p = ∞, then it is easily checked that we obtain ∥∥Mpif∥∥∞ ≤ ∥∥pi∥∥∞∥∥f∥∥∞. Therefore Mpi is a bounded
multiplication operator and
(6.1.6)
∥∥Mpi∥∥ ≤ ∥∥pi∥∥∞
Conversely, let Mpi be a bounded multiplication operator on L
p(µ) and assume that pi /∈ L∞(µ). Let  > 0, then
there exists an A ∈ Σf with µ(A) > 0 such that
∣∣pi(x)∣∣ > ∥∥Mpi∥∥ +  for all x ∈ A. Therefore χA ∈ Lp(µ). If
1 ≤ p <∞, then ∥∥MpiχA∥∥pp = ˆ
Ω
∣∣pi(x).χ
A
(x)
∣∣p dµ
=
ˆ
A
∣∣pi(x)∣∣p dµ
≥ (∥∥Mpi∥∥+ )p µ(A)
=
(∥∥Mpi∥∥+ )p ∥∥χA∥∥pp
If p = ∞, then ∥∥MpiχA∥∥∞ ≥ (∥∥Mpi∥∥+ ) ∥∥χA∥∥∞. In both cases we obtain a contradiction and therefore
pi ∈ L∞(µ) and
(6.1.7)
∥∥Mpi∥∥ ≥ ∥∥pi∥∥∞
Combining (6.1.6) and (6.1.7), we obtain
∥∥Mpi∥∥ = ∥∥pi∥∥∞. 
Finally, we consider the case p < q. Recall that Ω = Ωc ∪ Ωa where Ωc is nonatomic and Ωa =
∞∪
n=1
An is
purely atomic and each An is an atom of strictly positive measure.
Theorem 6.1.6. [39, p.324] Let 1 ≤ p < q < ∞ and pi ∈ L0(µ). Then pi induces a bounded multiplication
operator from Lp(µ) into Lq(µ) if and only if pi satisﬁes the following conditions:
(1) pi(x) = 0 for µ-a.e. x ∈ Ωc
(2) sup
n∈N+
∣∣pi(An)∣∣s
µ(An)
= β <∞ where 1q + 1s = 1p
If this is the case then ∥∥Mpi∥∥ = sup
n∈N+
∣∣pi(An)∣∣
µ(An)1/s
Proof. (Suﬃciency): Let f ∈ Lp(µ) such that ∥∥f∥∥
p
≤ 1. We note ﬁrst that for each n ∈ N+ this implies∣∣f(An)∣∣pµ(An) = ˆ
An
∣∣f ∣∣p dµ
≤
ˆ
Ω
∣∣f ∣∣p dµ
=
∥∥f∥∥p
p
≤ 1(6.1.8)
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Therefore ∥∥Mpif∥∥qq = ˆ
Ω
∣∣pi.f ∣∣q dµ
=
ˆ
Ωc
∣∣pi.f ∣∣q dµ+ ˆ
Ωa
∣∣pi.f ∣∣q dµ
= 0 +
∞∑
n=1
∣∣pi(An).f(An)∣∣qµ(An) using Condition 1
=
∞∑
n=1
(∣∣pi(An)∣∣s
µ(An)
)q/s ∣∣f(An)∣∣qµ(An)1+q/s
≤ βq/s
∞∑
n=1
(∣∣f(An)∣∣pµ(An))q/p
using Condition 2 and
1
q
+
1
s
=
1
p
≤ βq/s
∞∑
n=1
(∣∣f(An)∣∣pµ(An))
since
∣∣f(An)∣∣pµ(An) ≤ 1 by (6.1.8) and q
p
> 1
= βq/s
ˆ
Ωa
∣∣f ∣∣p dµ
≤ βq/s
ˆ
Ω
∣∣f ∣∣p dµ
≤ βq/s since
ˆ
Ω
∣∣f ∣∣p dµ = ∥∥f∥∥p
p
≤ 1(6.1.9)
More generally, if f ∈ Lp(µ), then ∥∥∥∥f∥∥−1
p
f
∥∥
p
= 1 and so∥∥Mpif∥∥qq = ∥∥f∥∥qp∥∥Mpi∥∥f∥∥−1p f∥∥qq since Mpi is linear
≤ ∥∥f∥∥q
p
βq/s by (6.1.9)
Mpi is therefore a bounded multiplication operator and
(6.1.10)
∥∥Mpi∥∥ ≤ β1/s
(Necessity): Let pi induce a bounded multiplication operator from Lp(µ) into Lq(µ) and letB = {x ∈ Ωc : pi(x) 6= 0}.
Assume that µ(B) > 0. Then by Proposition 1.2.1 there exists an  > 0 and an A ∈ Σ ∩ Ωc with µ(A) > 0
such that
∣∣pi(x)∣∣ ≥  for all x ∈ A. Since A is nonatomic we have by Lemma 1.2.3 an f ∈ Lp(µ) such that´
A
∣∣f ∣∣q dµ =∞. Then
∞ =
(
q
ˆ
A
∣∣f ∣∣q dµ)1/q
≤
(ˆ
A
∣∣pi(x).f(x)∣∣q dµ)1/q
≤
(ˆ
Ω
∣∣(Mpif)(x)∣∣q dµ)1/q
=
∥∥Mpif∥∥q
< ∞ since Mpi(Lp(µ)) ⊂ Lq(µ)
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This is a contradiction and so µ(B) = 0, i.e. pi(x) = 0 for µ-a.e. x ∈ Ωc. To show that sup
n∈N+
∣∣pi(An)∣∣s
µ(An)
<∞, let
fn :=
χ
An
µ(An)1/p
Then fn ∈ Lp(µ) and
∥∥fn∥∥p = 1 for each n ∈ N+. So∣∣pi(An)∣∣s
µ(An)
=
( ∣∣pi(An)∣∣q
µ(An)q/p
µ(An)
)s/q
since 1− q
p
= −q
s
=
(ˆ
An
∣∣pifn∣∣q dµ)s/q
=
∥∥Mpifn∥∥sq
≤ ∥∥Mpi∥∥s∥∥fn∥∥sp
=
∥∥Mpi∥∥s since ∥∥fn∥∥p = 1
Since this holds for all n ∈ N+, we have
β = sup
n∈N+
∣∣pi(An)∣∣s
µ(An)
≤ ∥∥Mpi∥∥s <∞(6.1.11)
⇒ β1/s = sup
n∈N+
∣∣pi(An)∣∣
µ(An)1/s
≤ ∥∥Mpi∥∥

Corollary 6.1.7. Let 1 ≤ p < q < ∞, pi ∈ L0(µ) and Ω nonatomic. Then the zero operator is the only
multiplication operator from Lp(µ) into Lq(µ).
Proof. Ω is nonatomic, so Ω = Ωc. Condition 2 of the theorem above is satisﬁed since
sup
n∈N+
∣∣pi(An)∣∣s
µ(An)
= sup ∅
= 0 <∞
It follows by the Theorem above that pi induces a bounded multiplication operator from Lp(µ) into Lq(µ) if and
only if pi(x) = 0 for µ-a.e. x ∈ Ωc = Ω. 
6.2. Compactness of multiplication operators
Let φ : Ω→ F be a measurable function and deﬁne
Ωφ :=
{
x ∈ Ω : ∣∣φ(x)∣∣ > } and
Zφ :=
{
f ∈ Lp(µ) : f(x) = 0 for µ-a.e. x ∈ (Ωφ )c} .
If τ : Ω→ Ω is a nonsingular measurable transformation, then we show that the compactness of the multiplication
operatorM
f
1/p
τ
on an Lp space can be characterized in terms of the compactness of the composition operator Cτ
or in terms of the dimension of Z
f1/pτ
 . Furthermore we apply this result to the case where the symbol function
τ maps the entire underlying measure space into the atomic part of the measure space to obtain a suﬃcient
condition for M
f
1/p
τ
to be compact on Lp(µ). We start by showing that Zφ is a Banach space.
Proposition 6.2.1. Let φ : Ω→ F be a measurable function and  > 0. Zφ is a Banach space.
Proof. It is easily checked that Zφ is a subspace of L
p(µ). We show that Zφ is closed. Let (fn)
∞
n=1 ⊂ Zφ
such that fn → f ∈ Lp(µ). If we assume that f /∈ Zφ , i.e. there exists a B ∈ Σ ∩
(
Ωφ
)c
with µ(B) > 0, such
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that f(x) 6= 0 on B, then by Proposition 1.2.1 there exists a δ > 0 and an A ∈ Σ ∩ (Ωφ )c with µ(A) > 0 such
that |f(x)| ≥ δ for all x ∈ A. It follows that for all n ∈ N+ we have∥∥f − fn∥∥pLp = ˆ
Ω
∣∣f(x)− fn(x)∣∣p dµ
≥
ˆ
A
∣∣f(x)− fn(x)∣∣p dµ
=
ˆ
A
∣∣f(x)∣∣p dµ since fn = 0 on (Ωφ )c ⊃ A
≥ δpµ(A)
This is a contradiction and hence f ∈ Zφ . It follows that Zφ is closed and therefore complete since it is a closed
subset of a Banach space. 
The main characterization is given by the following result.
Lemma 6.2.2. [38, p.506] Let (Ω,Σ, µ) be a σ-ﬁnite measure space, τ : Ω → Ω a nonsingular measurable
transformation and φ = f
1/p
τ .The following are equivalent:
(1) Cτ is a compact operator on L
p(µ)
(2) Mφ is a compact operator on L
p(µ)
(3) For any  > 0, Zφ is ﬁnite dimensional
Proof. (1) ⇔ (2): Since Cτ and Mφ are linear and
∥∥Cτf∥∥Lp = ∥∥Mφf∥∥Lp for all f ∈ Lp(µ) by Lemma
6.1.1, (Cτfn)
∞
n=1 is Cauchy if and only if (Mφfn)
∞
n=1 is a Cauchy sequence in L
p(µ) ,where (fn)
∞
n=1 ⊂ BLp .
Therefore Cτ is compact if and only if Mφ is compact.
(2) ⇒ (3): Since Mφ is compact and Zφ is invariant under Mφ, M φ := Mφ  Zφ is compact by Remark
1.5.7. We show that M φ is invertible: Let f, g ∈ Zφ , such that M φf = M φg, then
φ(x).f(x) = φ(x).g(x) µ-a.e. on Ωφ
⇒ f(x) = g(x) µ-a.e. on Ωφ , since φ(x) >  ∀x ∈ Ωφ
⇒ f(x) = g(x) µ-a.e. on Ω, since f = g = 0 on (Ωφ )c
⇒ f = g
and so M φ is injective. To show that M

φ is surjective, let f ∈ Zφ and deﬁne
g(x) =

f(x)
φ(x) x ∈ Ωφ
0 x /∈ Ωφ
Then M φg = f since f = 0 on
(
Ωφ
)c
. Furthermore it is easily checked that g ∈ Lp(µ) using φ(x) >  for all
x ∈ Ωφ . It follows that g ∈ Zφ and therefore that M φ is surjective. Since Zφ is a Banach space (Proposition
6.2.1), it follows by the inverse mapping theorem (1.5.13) that M φ : Z
φ
 → Zφ is invertible. Zφ is therefore ﬁnite
dimensional by Proposition 1.5.12 since M φ is compact and invertible.
(3)⇒ (2): If (3) holds for each  > 0, then Zφ1/n is ﬁnite dimensional for each n ∈ N+. Let
φn(x) :=
φ(x) x ∈ Ω
φ
1/n
0 x /∈ Ωφ1/n
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ThenMφn is a ﬁnite rank operator for each n since ranMφn ⊂ Zφ1/n. Furthermore we show that
∥∥Mφ−Mφn∥∥→ 0:
Let f ∈ Lp(µ), then∥∥(Mφ −Mφn)f∥∥pLp(µ) = ˆ
Ω
∣∣φ(x).f(x)− φn(x).f(x)∣∣p dµ
=
ˆ
(
Ωφ
1/n
)c ∣∣φ(x).f(x)∣∣p dµ
≤ 1
np
ˆ
(
Ωφ
1/n
)c ∣∣f(x)∣∣p dµ since φ(x) ≤ 1np ∀x ∈ (Ωφ1/n)c
≤ 1
np
ˆ
Ω
∣∣f(x)∣∣p dµ
=
1
np
∥∥f∥∥p
Lp(µ)
Since this holds for any f ∈ Lp(µ), it follows that ∥∥Mφ −Mφn∥∥ ≤ 1n . Mφ is therefore the limit of a sequence of
ﬁnite rank operators and hence compact by Proposition 1.5.11. 
Corollary 6.2.3. . If τ : Ω → Ω is a nonsingular measurable transformation such that τ−1(Ωa) = Ω and
f
1/p
τ (An)→ 0, then Mf1/pτ is compact on L
p(µ).
Proof. Let φ = f
1/p
τ and let  > 0. There exists an N ∈ N+ such that
n ≥ N ⇒
∣∣φ(An)∣∣ < 
⇒ An ⊂
(
Ωφ
)c
for n ≥ N(6.2.1)
Furthermore τ−1(Ωa) = Ω implies µ ◦ τ−1 (Ωc) = 0 and hence
0 = µ ◦ τ−1 (Ωc) =
ˆ
Ωc
fτ dµ by Corollary 1.2.16
Therefore φ = f
1/p
τ = 0 µ-a.e. on Ωc. It follows from the above and (6.2.1) that
Ωφ ⊂
N−1∪
n=1
An
Therefore for any f ∈ Zφ , f(x) = 0 for all x /∈
N−1∪
n=1
An. It follows that
{
χ
An
: 1 ≤ n ≤ N − 1
}
is a linearly
independent set spanning Zφ , i.e. Z
φ
 is ﬁnite dimensional. Since  > 0 was arbitrary, we have by Lemma 6.2.2
that Mφ is compact. 
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CHAPTER 7
Composition operators on spaces of measurable functions
Let (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) be measure spaces, τ : Ω2 → Ω1 a map and Fi(Ωi) (i = 1, 2) vector spaces
of real or complex-valued functions on Ωi (i = 1, 2). Recall that we can deﬁne a composition transformation Cτ
on F1(Ω1) by
(Cτf)(x) := f(τ(x)) x ∈ Ω2, f ∈ F1(Ω1)
In the setting of spaces of measurable functions, the ﬁrst natural question to ask is what conditions must the
symbol function τ satisfy to ensure that Cτf is a Σ2-measurable function for every Σ1-measurable function f? If
we then identify functions which are equal µ1-a.e. and deﬁne the composition transformation Cτ on equivalence
classes of measurable functions (i.e. elements of L0(µ1)) via
Cτ [f ] := [Cτf ],
then it is necessary to determine the condition(s) on the symbol function τ such that Cτ is well-deﬁned as a
mapping of equivalence classes. Note that for simplicity we will often abuse notation and use f to denote the
equivalence class generated by f , and as has been done above, we will not distinguish between the composition
transformation acting on measurable functions and the composition transformation acting on equivalence classes
of measurable functions.
Recall further that if Cτ (F1(Ω1)) ⊂ F2(Ω2), then Cτ is called composition operator from F1(Ω1) into F2(Ω2).
We are interested in the conditions τ must satisfy such that
(1) Cτ (F1(Ω1)) ⊂ F2(Ω2) and
(2) Cτ is continuous from F1(Ω1) into F2(Ω2), where Fj(Ωj) (j = 1, 2) are equipped with suitable topologies
(in the case where Fj(Ωj) (j = 1, 2) are Banach function spaces the topologies will be the ones induced
by the Banach function norms).
In Sections 7.2 and 7.3 we consider these questions for topological vector spaces and rearrangement invariant
Banach function spaces respectively under the simplifying assumption that F1(Ω1) = F2(Ω2). In Section 7.4
these questions will be considered for composition operators between Lp(µ1) and L
q(µ2), i.e. in a setting where
the simplifying assumption is not made. Finally, as examples of composition operators, we characterize those
rational functions on the real line which induce bounded composition operators.
7.1. Composition operators
We start by addressing the preliminary questions stated earlier and then give a few simple examples and
properties of composition operators.
Proposition 7.1.1. Let (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) be measure spaces and let τ : Ω2 → Ω1 be a map. Cτf
is a Σ2-measurable function for every Σ1-measurable function f if and only if τ is a measurable transformation.
Proof. (Suﬃciency): Let G ⊂ F, then
(Cτf)
−1(G) = (f ◦ τ)−1(G)
= τ−1(f−1(G))
91
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If G is open, then f−1(G) ∈ Σ1, since f is a Σ1-measurable function, and so τ−1(f−1(G)) ∈ Σ2, since τ is a
measurable transformation. Cτf is therefore a Σ2-measurable function since G ⊂ F was an arbitrary open set.
(Necessity): Let A ∈ Σ1, then it is easily checked that χA is a Σ1-measurable function. χτ−1(A) = CτχA is
therefore a Σ2-measurable function by assumption. It follows that τ
−1(A) = (CτχA)
−1((0, 2)) ∈ Σ2 and hence
that τ is a measurable transformation by the arbitrariness of A ∈ Σ1. 
Proposition 7.1.2. Let (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) be measure spaces and τ : Ω2 → Ω1 a measurable
transformation. Cτ is well-deﬁned as a mapping of equivalence classes if and only if τ is nonsingular.
Proof. (Suﬃciency): Let [f ] = [g], A = {x ∈ Ω1 : f(x) 6= g(x)} and B = {x ∈ Ω2 : (Cτf)(x) 6= (Cτg)(x)}.
Then
B = {x ∈ Ω2 : f(τ(x)) 6= g(τ(x))} by deﬁnition of Cτ
= {x ∈ Ω2 : τ(x) ∈ A}
= τ−1(A)
and so µ2(B) = µ2 ◦ τ−1(A) = 0 since µ1(A) = 0 and τ nonsingular. We therefore have that [Cτf ] = [Cτg], i.e.
Cτ [f ] = Cτ [g].
(Necessity): We show the contrapositive. Let A ∈ Σ1 such that µ1(A) = 0, but µ2 ◦ τ−1(A) 6= 0. Then
[0] = [χ
A
] since 0 = χ
A
µ1-a.e. However,
[CτχA ] = [χτ−1(A) ]
6= [0]
= [Cτ0]
i.e. Cτ [χA ] 6= Cτ [0] and so Cτ is not well-deﬁned. 
Corollary 7.1.3. Let (Ω,Σ, µ) be a measure space and τ : Ω→ Ω a map. Cτ is a composition operator on
L0(µ) if and only if τ is a nonsingular measurable transformation.
We provide some simple examples of composition operators.
Example 7.1.4. Recall that M is the σ-algebra of Lebesgue measurable subsets of the real line and m
is the Lebesgue measure deﬁned on M. Fix y ∈ R and let τy : R → R be deﬁned by τy(x) = y + x. Then
τ−1y (A) = A− y ∈ M for all A ∈ M and so τy is a nonsingular measurable transformation, since the Lebesgue
measure is translation invariant. τy therefore induces a composition operator on L
0(R,M,m), called a translation
operator.
Example 7.1.5. Let w := (wi)i∈Z be a sequence of strictly positive real numbers and recall that µw is
deﬁned by µw({i}) = wi for i ∈ Z. Consider the maps τb and τs deﬁned on the integers by τb(i) = i − 1 and
τs(i) = −i. τ−1b (A) = A+ 1 ∈ P(Z) and τ−1s (A) = −A ∈ P(Z) for any A ∈ P(Z), i.e. τb and τs are measurable.
Furthermore µw(A) = 0 if and only if A = ∅. It therefore follows trivially that τb and τs are nonsingular. The
composition operators on L0(Z,P(Z), µw) induced by τb and τs are the bilateral shift operator and symmetry
operator respectively.
It is easily checked that composition operators have the properties listed in the following proposition.
Proposition 7.1.6. Let (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) be σ-ﬁnite measure spaces and let τ : Ω2 → Ω1 be a
nonsingular measurable transformation. Let f, g ∈ L0(µ1) and (fn)∞n=1 ⊂ L0(µ1). Then
(1) Cτ (αf + βg) = αCτf + βCτg for all α, β ∈ F
(2) Cτf ∈ L0R(µ2) if f ∈ L0R(µ1)
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(3) Cτf ≥ 0 if f ≥ 0
(4) Cτfn → Cτf pointwise µ2-a.e. if fn → f pointwise µ1-a.e.
7.2. Composition operators on topological vector spaces
Let (Ω,Σ, µ) be a σ-ﬁnite measure space. Some results concerning composition operators on L0(µ) have
been obtained in [23]. We characterize the maps τ : Ω → Ω which induce composition operators on L0(µ) and
two of its important subspaces, namely L00(µ) and L01(µ). In section 2.1 it was shown how these spaces can be
equipped with complete metrizable linear topologies. Furthermore, it was shown that in the case where these
spaces consist of equivalence classes of real-valued measurable functions, these spaces are complete metrizable
locally solid Riesz spaces. This implies that whenever τ induces a composition operator on any of these spaces,
then the induced composition operator is continuous with respect to the topology on that space.
7.2.1. Composition operators on L0(Ω,Σ, µ). By Corollary 7.1.3, the symbol function τ induces a
composition operator on L0(µ) if and only if τ is a nonsingular measurable transformation. It remains to be
shown that the topology of local convergence in measure deﬁned on L0(µ) satisﬁes the conditions of Proposition
1.5.5 and hence that continuity of the composition operator Cτ on L
0(µ) follows automatically if τ induces a
composition operator on L0(µ).
Proposition 7.2.1. Let (Ω,Σ, µ) be a σ-ﬁnite measure space and τ : Ω → Ω a map. Cτ is a continuous
composition operator on L0(Ω,Σ, µ) equipped with the topology of local convergence in measure T if and only if
τ is a nonsingular measurable transformation.
Proof. (Suﬃciency): By Corollary 7.1.3 Cτ maps L
0(µ) into itself and is therefore a composition opera-
tor. Furthermore, L0(µ) is a metrizable topological vector space when equipped with the topology T of local
convergence in measure (Propositions 2.1.2, 2.1.4 and 2.1.5). We show that the conjugation map is continuous
with respect to T : Let (fn)∞n=1 ⊂ L0(µ) such that fn → f in (L0(µ), T ), let A ∈ Σf and let , δ > 0. Since
fn → f in measure on A we can ﬁnd an n,δ ∈ N+ such that n ≥ n,δ implies
µ
({x ∈ A : ∣∣fn(x)− f(x)∣∣ ≥ δ}) < ,
but since
∣∣fn(x)− f(x)∣∣ = ∣∣fn(x)− f(x)∣∣ = ∣∣fn(x)− f(x)∣∣ for all x ∈ A, we have that n ≥ n,δ implies
µ
({x ∈ A : ∣∣fn(x)− f(x)∣∣ ≥ δ}) < 
and hence fn → f in measure on A. Since A ∈ Σf was arbitrary we have that fn → f . L0R(µ), viewed as
a vector space over R, is a complete metrizable locally solid Riesz space when equipped with the topology of
local convergence in measure restricted to L0R(µ) (Proposition 2.1.9). It follows by Proposition 1.5.5 that Cτ is
continuous on L0(µ) with respect to T .
(Necessity): If Cτ is a bounded composition operator, then τ is a nonsingular measurable transformation
by Corollary 7.1.3. 
If Cτ is a composition operator on L
0(µ) and f ∈ L0(µ), then Cτf ∈ L0(µ) and so we can calculate the
distribution function of Cτf .
Proposition 7.2.2. Let (Ω,Σ, µ) be a σ-ﬁnite measure space, τ : Ω → Ω a nonsingular measurable trans-
formation and f ∈ L0(µ). Then µCτf (λ) = µ ◦ τ−1 (Af,λ) where Af,λ =
{
x ∈ Ω : ∣∣f(x)∣∣ > λ}.
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Proof. Since τ is a nonsingular measurable transformation, Cτf ∈ L0(µ) by Corollary 7.1.3. Let λ ≥ 0,
then
µCτf (λ) = µ
({
x ∈ Ω : ∣∣(Cτf)(x)∣∣ > λ})
= µ
({
x ∈ Ω : ∣∣f(τ(x))∣∣ > λ})
= µ
(
τ−1
({
x ∈ Ω : ∣∣f(x)∣∣ > λ}))
= µ ◦ τ−1 (Af,λ)

When considering the compactness of composition operators we will often work with functions of the form
CτχA − CτχB and their decreasing rearrangements.
Proposition 7.2.3. If (Ω,Σ, µ) is a σ-ﬁnite measure space, τ : Ω→ Ω a measurable nonsingular transfor-
mation, α, β > 0 and A,B ∈ Σ such that A ∩B = ∅, then
(CταχA − CτβχB )∗ = βχ[0,µ◦τ−1(B)) + αχ[µ◦τ−1(B),µ◦τ−1(A∪B))
where we have assumed that α ≤ β.
Proof. We note ﬁrst that since A ∩B = ∅, we have that τ−1(A) ∩ τ−1(B) = ∅ and hence
αχ
τ−1(A) .βχτ−1(B) ≡ 0
Therefore ∣∣CτχA − CτχB ∣∣ = ∣∣αχτ−1(A) − βχτ−1(B) ∣∣
= αχ
τ−1(A) + βχτ−1(B)
An argument similar to the one used for simple functions can therefore be used to obtain the desired result. 
7.2.2. Composition operators on L00(Ω,Σ, µ). Recall that L00(µ) is the set of all f ∈ L0(µ) such that
f is bounded except possibly on a set of ﬁnite measure. In light of this description of L00(µ) it is perhaps not
surprising that if τ is such that the pre-image under τ of a set of ﬁnite measure has ﬁnite measure, then τ
induces a composition operator on L00(µ). It will be shown that this is the case, but an example will be given
to demonstrate that this is not a necessary condition for τ to induce a composition operator on L00(µ). The
maps which induce continuous composition operators on L00(µ), equipped with the topology of convergence in
measure, will then be characterized. Equipped with this topology, L00(µ) is a complete metrizable topological
vector space and satisﬁes the conditions of Proposition 1.5.5 and therefore a composition operator on L00(µ)
will automatically be continuous. Recall (Remark 1.3.6) that L00(µ) can also be described as follows:
L00(Ω,Σ, µ) :=
{
f ∈ L0(Ω,Σ, µ) : f∗(t) <∞∀t > 0}
Proposition 7.2.4. Let (Ω,Σ, µ) be a σ-ﬁnite measure space and τ : Ω→ Ω a nonsingular measurable trans-
formation. τ deﬁnes a continuous composition operator on L00(Ω,Σ, µ) equipped with the topology of convergence
in measure if the following condition holds
(7.2.1) A ∈ Σ, µ(A) <∞⇒ µ ◦ τ−1 (A) <∞
Proof. τ nonsingular and measurable implies that Cτ is well-deﬁned by Proposition 7.1.2. We show that
Cτ (L
00(µ)) ⊂ L00(µ). Let f ∈ L00(µ); there exists an M > 0 and an A ∈ Σ with µ(A) < ∞ such that
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7.2. COMPOSITION OPERATORS ON TOPOLOGICAL VECTOR SPACES 95∣∣f(x)∣∣ ≤M for all x ∈ Ac. Then ∣∣(Cτf)(x)∣∣ = ∣∣f(τ(x))∣∣
≤ M ∀x ∈ τ−1(Ac),
but τ−1(Ac) =
(
τ−1(A)
)c
and µ ◦ τ−1 (A) <∞ by (7.2.1), so Cτf is bounded except possibly on τ−1(A), which
has ﬁnite measure. Hence Cτf ∈ L00(µ). The continuity of Cτ follows as in the L0(µ) case. 
Remark 7.2.5. In [9, p.442-444], condition (7.2.1) is called local absolute continuity of µ ◦ τ−1 with respect
to µ. This condition is explored in detail in the non-commutative context in this paper.
Remark 7.2.6. Condition (7.2.1) is not necessary for Cτ to be a composition operator on L
00(µ) as the
following example shows: Let (Ω,Σ, µ) = (N, P (N), µc) and τ(n) = 1 for all n ∈ N. Then τ is a nonsingular
measurable transformation and furthermore Cτ is a composition operator on L
00(N, P (N), µc) since if f ∈
L00(N, P (N), µc), then ∣∣(Cτf)(n)∣∣ = ∣∣f(τ(n))∣∣
=
∣∣f(1)∣∣ ∀n ∈ N
and so Cτf ∈ L∞(N, P (N), µc) ⊂ L00(N, P (N), µc). Condition (7.2.1) does not hold however since µc({1}) = 1,
but µ ◦ τ−1 ({1}) = µ(N) =∞.
Proposition 7.2.7. Let (Ω,Σ, µ) be a σ-ﬁnite measure space and τ : Ω→ Ω a nonsingular measurable trans-
formation. τ deﬁnes a continuous composition operator on L00(Ω,Σ, µ) equipped with the topology of convergence
in measure if and only if
(7.2.2) ∀ > 0 ∃δ > 0 such that A ∈ Σ, µ(A) < δ ⇒ µ ◦ τ−1 (A) < 
Proof. (Suﬃciency): τ is a nonsingular measurable transformation and hence Cτ is well-deﬁned. Let
f ∈ L00(µ) and let t > 0. By (7.2.2) there exists a δt > 0 such that
A ∈ Σ, µ(A) < δt ⇒ µ ◦ τ−1 (A) < t(7.2.3)
And so by Remark 1.3.1
inf
{
λ > 0 : µ (Af,λ) ≤ δt
2
}
= inf
{
λ > 0 : µf (λ) ≤ δt
2
}
= f∗
(
δt
2
)
< ∞ since f ∈ L00(µ)
⇒
{
λ > 0 : µ(Af,λ) ≤ δt
2
}
6= ∅
Let α ∈ {λ > 0 : µ(Af,λ) ≤ δt2 }, then µ (Af,α) ≤ δt2 < δt and so µ ◦ τ−1 (Af,α) < t by (7.2.3). Therefore
(Cτf)
∗(t) = inf {λ > 0 : µCτf (λ) ≤ t}
= inf
{
λ > 0 : µ ◦ τ−1 (Af,λ) ≤ t
}
by Proposition 7.2.2
≤ α since µ ◦ τ−1 (Af,α) < t
< ∞
Since t > 0 was arbitrary, we have (Cτf)
∗(t) <∞ for all t > 0 and hence Cτf ∈ L00(µ). Furthermore, f ∈ L00(µ)
was arbitrary and so Cτ (L
00(µ)) ⊂ L00(µ). The continuity of Cτ follows as in the L0(µ) case.
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(Necessity): We show the contrapositive. If condition (7.2.2) does not hold then there exists an  > 0 such
that
∀δ > 0, ∃A ∈ Σ with µ(A) < δ, but µ ◦ τ−1 (A) ≥ 
In particular
(7.2.4) ∀n ∈ N+, ∃An ∈ Σ with µ(An) < 1
2n
, but µ ◦ τ−1 (An) ≥ 
Let fk :=
k∑
n=1
nχ
An
. We show that this yields a Cauchy sequence in L00(µ) and hence that the limit f = lim
k→∞
fk
exists by the completeness of L00(µ). Let δ˜, ˜ > 0 and let n˜ ∈ N+ such that 12n˜ < ˜. Without loss of generality
we can assume that δ˜, ˜ < 1. Then for n,m ∈ N+ and n > m
(fn − fm)(x) =
n∑
k=m+1
kχ
Ak
⇒
{
x ∈ Ω : ∣∣(fn − fm)(x)∣∣ ≥ δ˜} ⊂ n∪
k=m+1
Ak
⇒ µ
({
x ∈ Ω : ∣∣(fn − fm)(x)∣∣ ≥ δ˜}) ≤ µ( n∪
k=m+1
Ak
)
≤
n∑
k=m+1
µ(Ak)
≤
n∑
k=m+1
1
2k
< ˜ for n,m ≥ n˜+ 1
Therefore (fk)
∞
k=1 is Cauchy in L
00(µ) equipped with the topology of convergence in measure. Let A =
∞∪
n=1
An.
Then f(x) = 0 for all x ∈ Ac and µ(A) ≤
∞∑
n=1
µ(An) ≤
∞∑
n=1
1
2n = 1 so f is bounded except possibly on a set
of ﬁnite measure, i.e. f ∈ L00(µ). We show that Cτf /∈ L00(µ): Let Bk =
{
x ∈ Ω : ∣∣(Cτf)(x)∣∣ > k}, then
Bk+1 ⊂ Bk for all k and
τ−1(Ak+1) ⊂ Bk ∀k
⇒  ≤ µ ◦ τ−1 (Ak+1) ≤ µ(Bk) ∀k(7.2.5)
If µ(Bk) <∞ for some k ∈ N+, then
µ
({
x ∈ Ω : ∣∣(Cτf)(x)∣∣ =∞}) = µ( ∞∩
k=1
Bk
)
= lim
k→∞
µ(Bk) by Theorem 1.1.3
≥  by (7.2.5)
and so Cτf /∈ L0(µ) ⊃ L00(µ). If µ(Bk) =∞ for all k ∈ N+ , then µCτf (k) = µ(Bk) > 1 for all k ∈ N+ and so
k /∈ {λ > 0 : µCτf (λ) ≤ 1} ∀k
⇒ (Cτf)∗(1) := inf {λ > 0 : µCτf (λ) ≤ 1} ≥ k ∀k ∈ N+
⇒ (Cτf)∗(1) = ∞
and so Cτf /∈ L00(µ). Hence Cτ is not a composition operator on L00(µ). 
We note that we could have removed from the statement of the proposition above the requirement that τ
be nonsingular, taking into account the following result.
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Proposition 7.2.8. If for every  > 0 there exists a δ > 0 such that A ∈ Σ and µ(A) < δ implies that
µ ◦ τ−1 (A) < , then τ is a nonsingular transformation.
Proof. Let A ∈ Σ such that µ(A) = 0 and let  > 0. By assumption we can ﬁnd a δ > 0 such that B ∈ Σ,
µ(B) < δ implies µ◦ τ−1 (B) < . And so µ(A) = 0 < δ implies that µ◦ τ−1 (A) < . Since  > 0 was arbitrary,
we have that µ ◦ τ−1 (A) <  for all  > 0 and so µ ◦ τ−1 (A) = 0. τ is therefore nonsingular. 
7.2.3. Composition operators on L01(Ω,Σ, µ). We deﬁne L01(µ) as follows:
L01(Ω,Σ, µ) :=
{
f ∈ L00(Ω,Σ, µ) : f∗(t)→ 0 as t→∞}
As was the case for L0(µ), it can be shown that a composition operator on L01(µ) is automatically continuous on
L01(µ) equipped with the topology of convergence in measure. The maps which induce composition operators
on L01(µ) are characterized in the following proposition.
Proposition 7.2.9. Let (Ω,Σ, µ) be a σ-ﬁnite measure space and τ : Ω→ Ω a nonsingular measurable trans-
formation. τ deﬁnes a continuous composition operator on L01(Ω,Σ, µ) equipped with the topology of convergence
in measure if and only if
(7.2.6) A ∈ Σ, µ(A) <∞⇒ µ ◦ τ−1 (A) <∞
Proof. (Suﬃciency): Let f ∈ L01(µ). By Remark 1.3.1 and Proposition 1.3.5(13) this implies that
µ (Af,λ) = µf (λ) < ∞ for all λ > 0. By Proposition 7.2.2 and condition (7.2.6) this implies that µCτf (λ) =
µ ◦ τ−1 (Af,λ) <∞ for all λ > 0 and hence (Cτf)∗(t)→ 0 as t→∞ by Proposition 1.3.5(13). Cτ is therefore a
composition operator on L01(µ). The continuity of Cτ follows as in the L
0(µ) case.
(Necessity): We show the contrapositive. Let condition (7.2.6) not hold, i.e. there exists some E ∈ Σf such
that µ ◦ τ−1 (E) =∞. Let f = χ
E
, then
µf (λ) =
µ(E) λ < 10 λ ≥ 1
so f ∈ L01(µ) by Proposition 1.3.5(13). However, µCτf ( 12 ) = µ ◦ τ−1 (E) =∞. So Cτf /∈ L01(µ) by Proposition
1.3.5(13) and hence Cτ is not a composition operator on L
01(µ). 
7.3. Composition operators on rearrangement invariant Banach function spaces
Throughout this section we will assume that X is a rearrangement invariant Banach function space over a σ-
ﬁnite measure space (Ω,Σ, µ) and that τ is a measurable transformation from Ω into itself. It was demonstrated
(Example 4.1.1) that Orlicz-Lorentz spaces, and hence Lorentz, Orlicz and Lebesgue spaces, are examples of
rearrangement invariant Banach function spaces. The maps which induce bounded composition operators on
these examples of rearrangement invariant Banach function spaces and on rearrangement invariant Banach
function spaces in general will be characterized. Furthermore, estimates for the norm of the composition operator
will be provided. The motivation for focusing on rearrangement invariant spaces is that in this setting we are
able to use the notion of a fundamental function.
Historically, the Lp-spaces were among the ﬁrst spaces of measurable functions used as settings for studying
composition operators. Consider the following example. Let τ : Ω → Ω be a nonsingular measurable transfor-
mation such that Cτ is a bounded composition operator on L
1(µ). It follows that if A ∈ Σf , then χA ∈ L1(µ)
and ∥∥CτχA∥∥L1 ≤ ∥∥Cτ∥∥∥∥χA∥∥L1
⇔ ΦL1
(
µ ◦ τ−1 (A)) ≤ ∥∥Cτ∥∥ΦL1 (µ(A)) since CτχA = χτ−1(A)
⇔ µ ◦ τ−1 (A) ≤ ∥∥Cτ∥∥µ(A) by Example 4.2.7
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Furthermore since τ is a nonsingular measurable transformation, the Radon-Nikodym derivative fτ exists by
Corollary 1.2.16. If fτ is essentially bounded, then∥∥Cτf∥∥L1 = ˆ
Ω
∣∣(Cτf)(x)∣∣ dµ(x)
=
ˆ
Ω
∣∣f(τ(x))∣∣ dµ(x)
=
ˆ
Ω
∣∣f(y)∣∣.fτ (y) dµ(y) by Theorem 1.2.18 and Remark 1.2.19
≤
ˆ
Ω
∣∣f(y)∣∣.∥∥fτ∥∥∞ dµ(y)
=
∥∥fτ∥∥∞∥∥f∥∥L1
This motivates considering the conditions
∃M > 0 : µ ◦ τ−1(A) ≤Mµ(A) ∀A ∈ Σf(7.3.1)
∃k > 0 : ΦX(µ ◦ τ−1 (A)) ≤ kΦX(µ(A)) ∀A ∈ Σf(7.3.2)
τ is nonsingular and fτ ∈ L∞(µ)(7.3.3)
when trying to generalize results obtained for Lp-spaces. It is easily shown that if Cτ is a bounded composition
operator on X, then (7.3.2) holds. Two important aspects of this section will be to
(1) show that (7.3.1) is suﬃcient to ensure that τ induces a bounded composition operator on any re-
arrangement invariant Banach function space over a resonant measure space or on an Orlicz-Lorentz
space over any σ-ﬁnite measure space, and to
(2) establish the conditions under which (7.3.1) is also a necessary condition.
It will therefore be useful to know the relationship between these conditions (to simplify matters, we will
refer to the ﬁrst condition as the condition on the measure and the second condition as the condition on the
fundamental function). We therefore start this section by investigating the relationship between these conditions
and some of the conditions encountered previously.
7.3.1. Conditions on the symbol function. We start by showing that the condition on the fundamental
function and the condition on the measure are suﬃcient to ensure that the symbol function τ is nonsingular
(and hence to ensure that the composition transformation is well-deﬁned as a mapping of equivalence classes).
The relationship between the condition on the measure and the condition on the fundamental function is
then considered. Lastly we present two lemmas which demonstrate the relationships between the condition on
the measure and a condition on decreasing rearrangements and a condition on maximal functions respectively.
Proposition 7.3.1. If there exists a k > 0 such that
ΦX
(
µ ◦ τ−1 (A)) ≤ kΦX (µ (A)) ∀A ∈ Σf
then τ is nonsingular. The converse is not necessarily true, however.
Proof. Let A ∈ Σ such that µ(A) = 0, then∥∥χ
τ−1(A)
∥∥
X
= ΦX(µ ◦ τ−1 (A))
≤ kΦX(µ(A))
= k
∥∥χ
A
∥∥
= 0 since χ
A
= 0µ-a.e.
Hence χ
τ−1(A) = 0 µ-a.e. and so µ ◦ τ−1 (A) = 0
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To show that the converse is not necessarily true consider the following example. Let (Ω,Σ, µ) = (N, P (N), µc),
where µc is the counting measure on N and let X = l1(N, P (N), µc), then X is a Banach function space. Deﬁne
τ : Ω → Ω by τ(n) = 1 for all n ∈ N. Then τ is trivially measurable since every subset of N is measurable.
Furthermore if A ⊂ N such that µ(A) = 0, then A = ∅ and so
µ ◦ τ−1 (A) = µ ◦ τ−1 (∅)
= µ(∅)
= 0
and so τ is nonsingular. We show that for every k > 0 there exists an A ⊂ N such that Φl1(µ ◦ τ−1 (A)) >
kΦl1(µ(A)):
Φl1
(
µ ◦ τ−1 ({1})) = ∥∥χ
τ−1({1})
∥∥
l1
=
∥∥χN∥∥l1
= ∞
> k
∥∥χ{1}∥∥l1 ∀k > 0 since ∥∥χ{1}∥∥l1 = 1
= kΦl1 (µ({1}))

Recall that Σf,0 is the set of all measurable sets with ﬁnite, nonzero measure.
Proposition 7.3.2. Let τ : Ω→ Ω be a measurable transformation such that there exists a k > 0 such that
µ ◦ τ−1(A) ≤ kµ(A) ∀A ∈ Σf
Let A = {k > 0 : µ ◦ τ−1 (A) ≤ kµ(A) ∀A ∈ Σf,0} and B = {µ◦τ−1(A)µ(A) : A ∈ Σf,0}, then inf A = supB.
Proof. Let k ∈ A, then
k ≥ µ ◦ τ
−1 (A)
µ(A)
∀A ∈ Σf,0
⇒ k ≥ supB
Since this holds for all k in A, we have that inf A ≥ supB. Furthermore,
µ ◦ τ−1 (A)
µ(A)
≤ supB ∀A ∈ Σf,0
⇒ µ ◦ τ−1 (A) ≤ (supB)µ(A) ∀A ∈ Σf,0
⇒ supB ∈ A
⇒ supB ≥ inf A

Proposition 7.3.3. There exists a k > 0 such that
(7.3.4) µ ◦ τ−1(A) ≤ kµ(A) ∀A ∈ Σf
if and only if τ is nonsingular and fτ ∈ L∞(µ). Furthermore if either of these conditions hold then∥∥fτ∥∥∞ = sup{µ ◦ τ−1 (A)µ(A) : A ∈ Σf,0
}
Proof. (Necessity): Let A and B be deﬁned as in Proposition 7.3.2. Let k > 0 be such that condition
(7.3.4) holds, i.e. k ∈ A. It is clear that µ ◦ τ−1 (A) = 0 whenever µ(A) = 0 and so τ is nonsingular. Let fτ be
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the Radon-Nikodym derivative of µ ◦ τ−1 with respect to µ. We claim that fτ ≤ k µ-a.e. Assume that this is
not the case. Then we can ﬁnd (using a slight modiﬁcation of Proposition 1.2.1) an  > 0 and an A ∈ Σ with
µ(A) > 0 such that fτ (x) ≥ k +  for all x ∈ A and so
µ ◦ τ−1 (A) =
ˆ
A
fτ dµ
≥ (k + )µ(A)
> kµ(A)
This contradicts condition (7.3.4) and so fτ ∈ L∞(µ) and
∥∥fτ∥∥∞ ≤ k. Since this holds for any k ∈ A, we have∥∥fτ∥∥∞ ≤ inf A
(Suﬃciency): Since the Radon-Nikodym derivative is bounded we have the following:
µ ◦ τ−1 (A) =
ˆ
A
fτ dµ ∀A ∈ Σf
≤
ˆ
A
∥∥fτ∥∥∞ dµ ∀A ∈ Σf
=
∥∥fτ∥∥∞µ(A)
and so
∥∥fτ∥∥∞ ∈ A. Therefore ∥∥fτ∥∥∞ ≥ inf A and hence∥∥fτ∥∥∞ = inf A
= supB by Proposition 7.3.2
= sup
{
µ ◦ τ−1 (A)
µ(A)
: A ∈ Σf , 0 < µ(A)
}

We show that if the underlying measure space is resonant, then the condition on the measure implies the
condition on the fundamental function.
Proposition 7.3.4. Let X be a rearrangement invariant Banach function space over a resonant measure
space (Ω,Σ, µ). If there exists a k > 0 such that
(7.3.5) µ ◦ τ−1(A) ≤ kµ(A) ∀A ∈ Σf
then there exists an M > 0 such that
(7.3.6) ΦX
(
µ ◦ τ−1 (A)) ≤MΦX (µ (A)) ∀A ∈ Σf
The converse, however, is not true in general.
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Proof. Let k > 0 such that (7.3.5) holds. Without loss of generality we can assume that k ≥ 1. Let g ∈ X ′
and A ∈ Σf , thenˆ ∞
0
(CτχA)
∗
(t)g∗(t)dt =
ˆ ∞
0
(
χτ−1(A)
)∗
(t)g∗(t) dt
=
ˆ ∞
0
χ[0,µ◦τ−1(A))(t)g∗(t) dt by Example 1.3.4
=
ˆ µ◦τ−1(A)
0
g∗(t) dt
≤
ˆ kµ(A)
0
g∗(t) dt since g∗ ≥ 0
=
ˆ µ(A)
0
g∗(sk) kds using s =
t
k
≤ k
ˆ µ(A)
0
g∗(s) ds since g∗ is decreasing and s ≤ sk ∀s
= k
ˆ ∞
0
(χA)
∗(s)g∗(s) ds
Taking the supremum over all g ∈ X ′ such that ∥∥g∥∥
X′ ≤ 1, we obtain∥∥CτχA∥∥X ≤ k∥∥χA∥∥X
or equivalently
ΦX(µ ◦ τ−1 (A) ≤ kΦX(µ(A))
where the resonance of (Ω,Σ, µ) was used to apply Proposition 4.1.3 to obtain the norms in terms of the
decreasing rearrangements.
To show that the converse does not necessarily hold, consider the following example. Let (N, P (N), µc) and
deﬁne τ : N→ N by τ(n) = 1 for all n ∈ N. Let X = l∞(N, P (N), µc). We note that if A = ∅, then∥∥χ
τ−1(A)
∥∥
l∞
=
∥∥χ∅∥∥l∞
=
∥∥χ
A
∥∥
l∞
If A 6= ∅, then ∥∥χ
τ−1(A)
∥∥
l∞
≤ 1
=
∥∥χ
A
∥∥
l∞
So (7.3.6) holds with k = 1. Condition (7.3.5) does not hold however since
µ ◦ τ−1 ({1}) = µ(N)
= ∞
> kµ({1}) ∀k > 0 since µ({1}) = 1

The following two examples illustrate that there are particular spaces where the condition on the funda-
mental function does imply the condition on the measure.
Example 7.3.5. Let 1 ≤ q ≤ p < ∞ and let τ : Ω → Ω be a measurable transformation. If there exists a
k > 0 such that
(7.3.7) ΦLp,q (µ ◦ τ−1 (A)) ≤ kΦLp,q (µ(A)) ∀A ∈ Σf
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then
µ ◦ τ−1 (A) ≤kpµ(A) ∀A ∈ Σf
Proof. Let A ∈ Σf and let k > 0 such that (7.3.7) holds. Then
(
p
q
)1/q (
µ ◦ τ−1 (A))1/p ≤ k(p
q
)1/q
(µ(A))
1/p
by Example 4.2.7(7.3.8)
⇒µ ◦ τ−1 (A) ≤ kpµ(A) ∀A ∈ Σf,0(7.3.9)
τ is nonsingular by Proposition 7.3.1 and therefore (7.3.8) holds even if µ(A) = 0. 
Example 7.3.6. Let φ be an Orlicz function satisfying the ∆2-condition globally and let τ : Ω → Ω be a
measurable transformation. If there exists a k > 0 such that
(7.3.10) ΦLφ(µ ◦ τ−1 (A)) ≤ kΦLφ(µ(A)) ∀A ∈ Σf
then there exists an M > 0 such that
(7.3.11) µ ◦ τ−1(A) ≤Mµ(A) ∀A ∈ Σf
Proof. Let k > 0 such that (7.3.10) holds. Without loss of generality we can assume that k ≥ 1. By
Proposition 2.2.13 φ is invertible and there exists an Mk > 0 such that
(7.3.12) φ(kt) ≤Mkφ(t) ∀t ≥ 0
Let A ∈ Σf,0. Condition (7.3.10) implies that
φ−1 (1/µ(A)) ≤ kφ−1 (1/µ ◦ τ−1 (A)) by Example 4.2.7
⇒ φ (φ−1 (1/µ(A))) ≤ φ (kφ−1 (1/µ ◦ τ−1 (A))) since φ is increasing
⇒ 1/µ(A) ≤ Mkφ
(
φ−1
(
1/µ ◦ τ−1 (A))) since φ is invertible and (7.3.12) holds
= Mk/µ ◦ τ−1 (A) since φ is invertible
⇒ µ ◦ τ−1 (A) ≤ Mkµ(A)
If µ(A) = 0, then
µ ◦ τ−1 (A) = 0 since τ is nonsingular by Proposition 7.3.1
≤ Mkµ(A)
Therefore (7.3.11) holds with M = Mk. 
Motivated by these two examples and the signiﬁcance of the relationship between the two conditions under
discussion we give the following deﬁnition.
Definition 7.3.7. Let X be a Banach function space over a σ-ﬁnite measure space (Ω,Σ, µ). X will be
called a Banach function space of type 1 if, whenever τ : Ω→ Ω is a measurable transformation such that the
condition on the fundamental function holds, then the condition on the measure holds.
Example 7.3.8. It follows by Examples 7.3.5 and 7.3.6 that the Lp,q-spaces, Orlicz spaces (for φ ∈ ∆2
globally) and therefore Lp-spaces are examples of Banach function spaces of type 1.
Proposition 7.3.9. Let X be a rearrangement invariant Banach function space over a nonatomic measure
space (Ω,Σ, µ). If for every k > 1 there exists a Ck > 0 such that
(7.3.13) kΦX(t) ≤ ΦX(Ckt) ∀t > 0
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and there exists an M > 0 such that
(7.3.14) ΦX
(
µ ◦ τ−1 (A)) ≤MΦX (µ (A)) ∀A ∈ Σf
then there exists a K > 0 such that
(7.3.15) µ ◦ τ−1(A) ≤ Kµ(A) ∀A ∈ Σf
Proof. Let M > 0 be such that (7.3.14) holds. Let CM+1 be such that
(7.3.16) (M + 1)ΦX(t) ≤ ΦX (CM+1t) ∀t > 0
Therefore if A ∈ Σf,0, then ΦX(µ(A)) > 0 by Proposition 4.2.4 and so
ΦX(µ ◦ τ−1 (A)) < (M + 1)ΦX(µ(A)) by (7.3.14)
≤ ΦX (CM+1µ(A)) by (7.3.16)
⇒ µ ◦ τ−1 (A) ≤ CM+1µ(A) since ΦX is increasing
If µ(A) = 0, then ΦX(µ(A)) = 0 by Proposition 4.2.4 and so
µ ◦ τ−1 (A) = 0 since τ is nonsingular by Proposition 7.3.1
≤ CM+1µ(A),
i.e. (7.3.15) holds with K = CM+1. Note that we needed the underlying measure space to be nonatomic to
ensure that there exists a B ∈ Σ with µ(B) = CM+1µ(A), i.e. to ensure that ΦX(CM+1µ(A)) is deﬁned. 
Remark 7.3.10. The above shows that if X is a Banach function space over a nonatomic measure space
such that
∀k > 1 ∃Mk > 0 such that kΦX(t) ≤ ΦX(Mkt) ∀t > 0
then X is a Banach function space of type 1 by Prop sitions 7.3.9 and 7.3.4 since a nonatomic measure space is
resonant by Theorem 1.3.9.
Next we show the relationship between the decreasing rearrangement of a function f ∈ L00(µ) and the
decreasing rearrangement of the image of f under a composition transformation if τ is such that the condition
on the measure holds.
Lemma 7.3.11. If there exists an M > 0 such that
µ ◦ τ−1(A) ≤Mµ(A) ∀A ∈ Σf
then for every f ∈ L00(µ)
(Cτf)
∗(t) ≤ f∗(t/M) ∀t ∈ [0,∞)
Proof. Let f ∈ L00(µ), then
µCτf (λ) = µ
({
x ∈ Ω : ∣∣(Cτf)(x)∣∣ > λ})
= µ
({
x ∈ Ω : ∣∣f(τ(x))∣∣ > λ})
= µ
(∪{τ−1({y}) : y ∈ Ω : ∣∣f(y)∣∣ > λ})
= µ
(
τ−1
(∪{y ∈ Ω : ∣∣f(y)∣∣ > λ}))
= µ ◦ τ−1 ({y ∈ Ω : ∣∣f(y)∣∣ > λ})
≤ Mµ ({y ∈ Ω : ∣∣f(y)∣∣ > λ})
= Mµf (λ)
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Therefore (Cτf)
∗(t) ≤ f∗(t/M) for all t ≥ 0 by Proposition 1.3.5(11). 
The following is a similar result to the one above, but in terms of maximal functions.
Lemma 7.3.12. If there exists an M > 0 such that
(7.3.17) µ ◦ τ−1(A) ≤Mµ(A) ∀A ∈ Σf
then
(Cτf)
∗∗(t) ≤ f∗∗(t/M) ∀t > 0, f ∈ L00(µ)
Proof. We have by the lemma above that (Cτf)
∗(t) ≤ f∗(t/M) for all t ∈ [0,∞) and so for t ∈ (0,∞)
(Cτf)
∗∗(t) =
1
t
ˆ t
0
(Cτf)
∗(s) ds
≤ 1
t
ˆ t
0
f∗(s/M) ds
=
1
t
ˆ t/M
0
f∗(u)Mdu
=
1
t/M
ˆ t/M
0
f∗(u) du
= f∗∗(t/M)

Remark 7.3.13. Let M ≥ 1. Since f∗ ≥ 0 and t/M ≤ t, we have that
1
t/M
ˆ t/M
0
f∗(u)du ≤M 1
t
ˆ t
0
f∗(u)du = Mf∗∗(t)
and hence condition (7.3.17) for M ≥ 1 implies Cτf ≺ kf .
7.3.2. Composition operators on rearrangement invariant spaces. The strategy employed in this
section is to start by proving a general result for composition operators on arbitrary rearrangement invariant
Banach function spaces and then to determine which of the results for composition operators on speciﬁc examples
of rearrangement invariant Banach function spaces can be derived from the general result. It will often be the
case that a result in a more general setting will yield (when applied to a special case) a somewhat weaker result
than can be obtained using a direct proof in the context of the special case. In these situations elements of
the original proofs will be incorporated to obtain the desired results. Furthermore, translation operators, the
bilateral shift operator and the symmetry operator will be used to illustrate some of the main results. Based
on Proposition 1.5.5, we start by showing that if τ induces a composition operator on an appropriate function
space, then the induced composition operator is automatically continuous.
Corollary 7.3.14. Let (Ω,Σ, µ) be a measure space and τ : Ω → Ω a map. If X is a Banach function
space and Cτ maps X into itself, then Cτ is bounded on X.
Proof. XR can be viewed as a Banach function space over R and therefore (XR,+, ·,≤,
∥∥·∥∥
XR
) is a Banach
lattice by Proposition 3.1.5. By Remark 1.5.6 this implies that XR is a complete metrizable locally solid Riesz
space. Furthermore, the conjugate map is continuous with respect to the norm topology since
∣∣f ∣∣ = ∣∣f ∣∣ and∥∥∣∣f ∣∣∥∥
X
=
∥∥f∥∥
X
. The result thus follows by Proposition 1.5.5. 
In the case where the underlying measure space is resonant we are able to use Proposition 4.1.3, which
allows us to express the norms of Cτf and f in terms of their decreasing rearrangements, or Theorem 5.2.1,
which allows us to use interpolation theory, to obtain the following general result.
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Theorem 7.3.15. (cf. [21, p.2112]) Let X be a rearrangement invariant Banach function space over a
resonant measure space (Ω,Σ, µ) and let τ : Ω → Ω be a measurable transformation. If there exists an M > 0
such that
(7.3.18) µ ◦ τ−1(A) ≤Mµ(A) ∀A ∈ Σf
then Cτ is a bounded composition operator on X. Conversely, if Cτ is a bounded composition operator on X,
then there exists a k > 0 such that
(7.3.19) ΦX(µ ◦ τ−1(A)) ≤ kΦX(µ(A)) ∀A ∈ Σf
Furthermore,
sup
A∈Σf,0
ΦX(µ ◦ τ−1 (A))
ΦX(µ(A))
≤ ∥∥Cτ∥∥ ≤ max{1, sup
A∈Σf,0
µ ◦ τ−1 (A)
µ(A)
}
Proof. Let f ∈ X. Without loss of generality it may be assumed that M ≥ 1. By Lemma 7.3.11
(7.3.20) (Cτf)
∗(t) ≤ f∗(t/M) ∀t ∈ [0,∞)
Let g ∈ X ′. Then using the above and the fact that g∗ ≥ 0, we obtainˆ ∞
0
(Cτf)
∗(t)g∗(t)dt ≤
ˆ ∞
0
f∗(t/M)g∗(t) dt
=
ˆ ∞
0
f∗(s)g∗(Ms)M ds using s = t/M
≤ M
ˆ ∞
0
f∗(s)g∗(s) ds,
since g∗ decreasing and M ≥ 1 implies that s ≤Ms for all s > 0. Then, using the above and Proposition 4.1.3,∥∥Cτf∥∥ = sup{ˆ ∞
0
(Cτf)
∗(t)g∗(t) dt :
∥∥g∥∥
X′ ≤ 1
}
≤ sup
{
M
ˆ ∞
0
f∗(s)g∗(s) ds :
∥∥g∥∥
X′ ≤ 1
}
= M
∥∥f∥∥
X
(7.3.21)
Since this holds for every f ∈ X, we have that Cτ is a bounded composition operator on X. Furthermore,∥∥Cτ∥∥ = inf{k > 0 : ∥∥Cτf∥∥ ≤ k∥∥f∥∥ ∀f ∈ X}
≤ inf{M ≥ 1 : µ ◦ τ−1(A) ≤Mµ(A) ∀A ∈ Σf,0} since (7.3.21) holds ∀M≥1 such that (7.3.18) holds
= max
{
1, sup
A∈Σf,0
µ ◦ τ−1 (A)
µ(A)
}
by Proposition 7.3.2
For the converse, let Cτ be a bounded composition operator on X and let k > 0 such that
(7.3.22)
∥∥Cτf∥∥X ≤ k∥∥f∥∥X ∀f ∈ X
Let A ∈ Σf . Then χA ∈ X, since X contains all characteristic functions of sets with ﬁnite measure, and so
ΦX(µ ◦ τ−1 (A)) =
∥∥χ
τ−1(A)
∥∥
X
=
∥∥CτχA∥∥X
≤ k∥∥χ
A
∥∥
X
by (7.3.22)
= kΦX(µ(A))
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In particular ∥∥Cτf∥∥X ≤ ∥∥Cτ∥∥∥∥f∥∥X
⇒ ΦX(µ ◦ τ−1 (A)) ≤
∥∥Cτ∥∥ΦX(µ(A)) ∀A ∈ Σf
⇒ ∥∥Cτ∥∥ ≥ ΦX(µ ◦ τ−1 (A))
ΦX(µ(A))
∀A ∈ Σf,0
⇒ ∥∥Cτ∥∥ ≥ sup
A∈Σf,0
ΦX(µ ◦ τ−1 (A))
ΦX(µ(A))
The following is an alternative proof of the suﬃciency of condition (7.3.18) for the boundedness of the composition
operator using interpolation theory:
By Proposition 7.3.3, condition (7.3.18) implies that τ is nonsingular and hence Cτ (L
0(µ)) ⊂ L0(µ) by
Corollary 7.1.3. Cτ is therefore deﬁned on (L
1 + L∞)(µ) ⊂ L0(µ) and takes values in L0(µ). Furthermore, by
remark 7.3.13, condition (7.3.18) implies that Cτf ≺Mf for all f ∈ (L1 +L∞)(µ). Cτ is therefore an admissible
operator for (L1, L∞) by Proposition 5.2.2. By Theorem 5.2.7 X is an exact interpolation space relative to
(L1, L∞) and so Cτ is bounded by Corollary 5.2.6. 
Remark 7.3.16. To prove the suﬃciency of condition (7.3.18) for the boundedness of the composition
operator we required the resonance of the underlying measure space in order to apply Proposition 4.1.3. The
proof of the necessity of condition (7.3.19) however did not require the underlying measure space to be resonant.
Remark 7.3.17. Recall that X ′ is the associate space of X. The original result ([21, Theorem 2.4]) states
that Cτ is a bounded composition operator on X and X
′ if and only if (7.3.18) holds. If X is a rearrangement
invariant Banach function space over a resonant measure space (Ω,Σ, µ), then so is X ′ by Proposition 4.1.3.
Therefore, by the theorem above, Cτ is a composition operator on X
′ if (7.3.18) holds. If Cτ is a composition
operator on X and X ′, then by the theorem above there exist k, k′ > 0 such that
ΦX
(
µ ◦ τ−1 (A)) ≤ kΦX (µ(A)) ∀A ∈ Σf and
ΦX′
(
µ ◦ τ−1 (A)) ≤ k′ΦX′ (µ(A)) ∀A ∈ Σf
Therefore
ΦX
(
µ ◦ τ−1 (A))ΦX′ (µ ◦ τ−1 (A)) ≤ kk′ΦX (µ(A)) ΦX′ (µ(A)) ∀A ∈ Σf
⇒ µ ◦ τ−1 (A) ≤ kk′µ(A) ∀A ∈ Σf by Theorem 4.2.5
The original result has been modiﬁed to obtain a result which is independent of the associate space.
We have deﬁned Banach function spaces of type 1 to be those rearrangement invariant spaces such that
condition (7.3.1) holds if τ is a measurable transformation such that condition (7.3.2) holds. We therefore have
the following corollary.
Corollary 7.3.18. Let X be a rearrangement invariant Banach function space of type 1 over a resonant
measure space (Ω,Σ, µ) and let τ : Ω→ Ω be a measurable transformation. Cτ is a bounded composition operator
on X if and only if there exists an M > 0 such that
(7.3.23) µ ◦ τ−1(A) ≤Mµ(A) ∀A ∈ Σf
Next we consider the boundedness of the composition operator Cτ on speciﬁc examples of rearrangement
invariant Banach function spaces over a general σ-ﬁnite measure space.
Theorem 7.3.19. (cf. [22, p.81]) Let (Ω,Σ, µ) be a σ-ﬁnite measure space, τ : Ω → Ω a measurable
transformation, w a weight function and φ an Orlicz function. Deﬁne Γ(t) :=
´ t
0
w(s) ds. If there exists an
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M > 0 such that
(7.3.24) µ ◦ τ−1(A) ≤Mµ(A) ∀A ∈ Σf
then Cτ is a bounded composition operator on the Orlicz-Lorentz space L
φ,w(µ). Conversely if Cτ is a bounded
composition operator on Lφ,w(µ) then there exists a k > 0 such that
(7.3.25)
1
φ−1 (1/Γ(µ ◦ τ−1(A))) ≤
k
φ−1 (1/Γ(µ(A)))
∀A ∈ Σf,0
In particular, if Cτ is a bounded composition operator on L
φ,w(µ) and φ satisﬁes the ∆2-condition globally, then
there exists a k > 0 such that
(7.3.26) Γ(µ ◦ τ−1 (A)) ≤ kΓ(µ(A)) ∀A ∈ Σf,0
If Cτ is a bounded composition operator on L
φ,w(µ), then
sup
A∈Σf,0
φ−1(1/Γ(µ(A)))
φ−1(1/Γ(µ ◦ τ−1 (A))) ≤
∥∥Cτ∥∥ ≤ max{1, sup
A∈Σf,0
µ ◦ τ−1 (A)
µ(A)
}
Proof. (Suﬃciency): Let (7.3.24) hold. If the underlying measure space is resonant, the result follows by
Theorem 7.3.15, since Lφ,w(µ) is a rearrangement invariant Banach function space (Example 4.1.1). Let (Ω,Σ, µ)
be a general σ-ﬁnite measure space. Without loss of generality it can be assumed that M ≥ 1 in (7.3.24) and so
by Lemma 7.3.11
(7.3.27) (Cτf)
∗(t) ≤ f∗(t/M) ∀t > 0
We therefore have that if
∥∥f∥∥
φ,w
> 0, then
Iφ,w(Cτf/(M
∥∥f∥∥
φ,w
)) =
ˆ µ(Ω)
0
φ
(
(Cτf)
∗(t)
M
∥∥f∥∥
φ,w
)
w(t) dt
≤
ˆ µ(Ω)
0
φ
(
f∗(t/M)
M
∥∥f∥∥
φ,w
)
w(t) dt using (7.3.27) and φ increasing(7.3.28)
=
ˆ 1
M µ(Ω)
0
φ
(
1
M
f∗(s)∥∥f∥∥
φ,w
)
w(sM)M ds using s = t/M
≤
ˆ µ(Ω)
0
1
M
φ
(
f∗(s)∥∥f∥∥
φ,w
)
w(sM)M ds using Proposition 1.2.26, w ≥ 0 and M ≥ 1
≤
ˆ µ(Ω)
0
φ
(
f∗(s)∥∥f∥∥
φ,w
)
w(s) ds since w is decreasing and M ≥ 1(7.3.29)
≤ 1 by Lemma 2.2.26
and so
∥∥Cτf∥∥φ,w = inf{λ > 0 : Iφ,w(Cτf/λ) ≤ 1} ≤ M∥∥f∥∥φ,w. If ∥∥f∥∥φ,w = 0, then f = 0 and so Cτf = 0 by
the linearity of Cτ , whence
∥∥Cτf∥∥φ,w = 0 ≤M∥∥f∥∥φ,w. We therefore have that∥∥Cτf∥∥φ,w ≤ M∥∥f∥∥φ,w ∀f ∈ Lφ,w(µ)
⇒ ∥∥Cτ∥∥ ≤ M ∀M ≥ 1 such that condition (7.3.24) holds
⇒ ∥∥Cτ∥∥ ≤ inf {k ≥ 1 : µ ◦ τ−1 (A) ≤ kµ(A) ∀A ∈ Σf,0}
= max
{
1, inf
{
k > 0 : µ ◦ τ−1 (A) ≤ kµ(A) ∀A ∈ Σf,0
}}
= max
{
1, sup
A∈Σf,0
µ ◦ τ−1 (A)
µ(A)
}
by Proposition 7.3.2
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We note that our proof required M ≥ 1 in order to use the convexity of φ (see (1.2.7) in Proposition 1.2.26) and
apply w decreasing (see (7.3.29)).
(Necessity): Recall (Example 4.2.7) that ΦLφ,w(t) =
1
φ−1(1/Γ(t)) . If Cτ is bounded on L
φ,w(µ), then (7.3.25)
holds by Theorem 7.3.15 and Remark 7.3.16. Furthermore,∥∥Cτ∥∥ ≥ sup
A∈Σf,0
φ−1(1/Γ(µ(A))
φ−1(1/Γ(µ ◦ τ−1 (A))
If (7.3.25) holds for some k > 0, then
φ−1 (1/Γ (µ(A))) ≤ kφ−1 (1/Γ (µ ◦ τ−1 (A))) ∀A ∈ Σf,0(7.3.30)
If in addition φ satisﬁes the ∆2-condition for all u > 0, then by Proposition 2.2.13 φ is invertible. So applying
φ to both sides of equation (7.3.30) and using the monotonicity of φ we obtain
1/Γ(µ(A)) ≤ φ (kφ−1 (1/Γ (µ ◦ τ−1 (A))))
≤ Mkφ
(
φ−1
(
1/Γ
(
µ ◦ τ−1 (A)))) by Proposition 2.2.13
= Mk/Γ
(
µ ◦ τ−1 (A)) since φ is invertible
and so
Γ
(
µ ◦ τ−1 (A)) ≤MkΓ (µ(A)) ∀A ∈ Σf,0

The following is an application of the theorems above and yields a family of bounded composition operators.
Theorem 7.3.20. [37, p.19] Let Ω be a locally compact abelian topological group and let µ be a Haar measure
on (Ω,Σ) where Σ is the family of Borel subsets of Ω. Let y ∈ Ω and deﬁne τy : Ω→ Ω by
τy(x) = yx
for x ∈ Ω. Then Cτy is a bounded composition operator on X if X is an Orlicz-Lorentz space or X is a
rearrangement invariant Banach function space and (Ω,Σ, µ) is resonant. Furthermore
∥∥Cτ∥∥ = 1.
Proof. We note ﬁrst that by Theorem 1.1.2 there exists a Haar measure µ on Ω. Furthermore if G ⊂ Ω,
then
τ−1y (G) = {x ∈ Ω : yx ∈ G}
= {x ∈ Ω : x ∈ y−1G} y−1 exists since Ω is a group
= y−1G(7.3.31)
Since Ω is a topological group, y−1G is open if G is open and so
τ−1y (G) ∈ Σ ∀G open,
since Σ contains the open sets. τy is therefore measurable. We also have that if G ∈ Σ, then
µ ◦ τ−1y (G) = µ
(
y−1G
)
by (7.3.31)
= µ(G) since µ is a Haar measure(7.3.32)
Cτ is therefore a bounded composition operator on X by Theorem 7.3.19 if X is an Orlicz-Lorentz space or by
Theorem 7.3.15 if X is a rearrangement invariant Banach function space and (Ω,Σ, µ) is resonant. Furthermore,
sup
A∈Σf,0
ΦX(µ ◦ τ−1y (A))
ΦX(µ(A))
≤ ∥∥Cτ∥∥ ≤ max{1, sup
A∈Σf,0
µ ◦ τ−1y (A)
µ(A)
}
⇒ 1 ≤ ∥∥Cτ∥∥ ≤ 1 by (7.3.32)
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
Corollary 7.3.21. Let X be a rearrangement invariant Banach function space over (R,B,m). Then the
translation operators on X are bounded composition operators of norm 1.
Proof. If R is equipped with its usual topology and the operation of addition, then (R,+) is a locally
compact abelian topological group and (R,B,m) is resonant, so the mapping τy : R→ R deﬁned by τy(x) = x+y
induces a bounded composition operator by Theorem 7.3.20. 
Since Orlicz spaces and Lorentz spaces are special cases of Orlicz-Lorentz spaces we have the following two
corollaries to Theorem 7.3.19.
Corollary 7.3.22. (cf. [5, p.193]) Let τ : Ω→ Ω be a measurable transformation and φ an Orlicz function.
If there exists an M > 0 such that
(7.3.33) µ ◦ τ−1(A) ≤Mµ(A) ∀A ∈ Σf
then Cτ is a bounded composition operator on the Orlicz space L
φ(µ). Conversely if Cτ is a bounded composition
operator on Lφ(µ) then there exists a k > 0 such that
(7.3.34)
1
φ−1 (1/µ ◦ τ−1 (A)) ≤
k
φ−1 (1/µ(A))
∀A ∈ Σf,0
In particular, if φ satisﬁes the ∆2-condition globally, then Cτ is a bounded composition operator on L
φ(µ) if and
only if (7.3.33) holds for some M > 0. In general, if Cτ is a composition operator on L
φ(µ), then
sup
A∈Σf,0
φ−1(1/µ(A))
φ−1(1/µ ◦ τ−1 (A)) ≤
∥∥Cτ∥∥ ≤ max{1, sup
A∈Σf,0
µ ◦ τ−1 (A)
µ(A)
}
Proof. If w ≡ 1, then Lφ,w(µ) = Lφ(µ) with equality of norms (Example 2.2.38) and so the result follows
by Theorem 7.3.19 and the fact that if w ≡ 1, then Γ(t) = ´ t
0
w(s) ds = t. Furthermore if φ ∈ ∆2 globally and
Cτ is bounded on L
φ(µ), then
Γ(µ ◦ τ−1 (A)) ≤ MkΓ(µ(A)) ∀A ∈ Σf,0 by (7.3.26)
⇒µ ◦ τ−1 (A) ≤ Mkµ(A) ∀A ∈ Σf,0 since Γ(t) = t
Alternatively, we could also use the fact that if φ ∈ ∆2 globally, then the condition on the fundamental function
implies the condition on the measure (see Example 7.3.6). 
Corollary 7.3.23. (cf. [21, p.2111]) Let (Ω,Σ, µ) be a σ-ﬁnite measure space and τ : Ω→ Ω a measurable
transformation. Cτ is a bounded composition operator on L
p,q(µ) (1 ≤ q ≤ p <∞) if and only if there exists an
M > 0 such that
(7.3.35) µ ◦ τ−1(A) ≤Mµ(A) ∀A ∈ Σf
and ∥∥Cτ∥∥ = ( sup
A∈Σf,0
µ ◦ τ−1 (A)
µ(A)
)1/p
=
∥∥fτ∥∥1/p∞
Proof. Let φ(t) := tq and w(t) = t
q
p−1, then Lφ,w(µ) is an Orlicz-Lorentz space and Lφ,w(µ) = Lp,q(µ)
with equality of norms by Example 2.2.28. (Suﬃciency): If condition (7.3.35) is satisﬁed then Cτ is a bounded
composition operator on Lφ,w(µ) by Theorem 7.3.19. We obtain a better estimate of the norm though by
considering the following direct proof: Let f ∈ Lp,q(µ). Then (Cτf)∗ (t) ≤ f∗(t/M) for all t ≥ 0 by Lemma
7.3.11. It follows by Proposition 2.2.3 that
∥∥Cτf∥∥p,q ≤M1/p∥∥f∥∥p,q.
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Similar to the Orlicz-Lorentz case it can be shown that∥∥Cτ∥∥p ≤ M ∀M > 0 such that (7.3.35) holds
⇒ ∥∥Cτ∥∥p ≤ sup
A∈Σf,0
µ ◦ τ−1 (A)
µ(A)
=
∥∥fτ∥∥∞ by Proposition 7.3.3
(Necessity): By Theorem 7.3.15 and Remark 7.3.16 we can ﬁnd some k > 0 such that
(7.3.36) ΦLp,q (µ ◦ τ−1 (A)) ≤ kΦLp,q (µ(A)) ∀A ∈ Σf
By Example 7.3.5, this implies that
µ ◦ τ−1(A) ≤ kpµ(A) ∀A ∈ Σf
Since (7.3.36) holds for k =
∥∥Cτ∥∥, we have ∥∥Cτ∥∥p ≥ sup
A∈Σf,0
µ◦τ−1(A)
µ(A) =
∥∥fτ∥∥∞. 
Since every Lebesgue space is a special case of a Lorentz space, the previous Corollary yields
Corollary 7.3.24. (cf. [37, p.19]) Let (Ω,Σ, µ) be a σ-ﬁnite measure space and τ : Ω → Ω a measurable
transformation. Cτ is a bounded composition operator on L
p(µ) (1 ≤ p < ∞) if and only if there exists an
M > 0 such that
(7.3.37) µ ◦ τ−1(A) ≤Mµ(A) ∀A ∈ Σf
Furthermore, ∥∥Cτ∥∥ = sup
A∈Σf,0
(
µ ◦ τ−1 (A)
µ(A)
)1/p
=
∥∥fτ∥∥1/p
Proof. Let q = p, then Lp,p(µ) = Lp(µ) by Example 2.2.2 and so the result follows by Corollary 7.3.23. 
We give two examples to illustrate the results on Lorentz spaces and Orlicz spaces. These are generalizations
of results appearing in [37] for Lebesgue spaces. Recall that the bilateral shift operator and symmetry operator
are examples of composition operators (Example 7.1.5).
Example 7.3.25. (cf. [37, p.20]) Let w := (wi)i∈Z be a sequence of strictly positive real numbers and let
X be an Orlicz space (with φ ∈ ∆2 globally) or a Lorentz Lp,q (1 ≤ q ≤ p <∞) space over (Z,P(Z), µw). The
bilateral shift operator Cτb is a bounded composition operator on X if and only if
(7.3.38) ∃b > 0 such that wi+1 ≤ bwi ∀i ∈ Z
Proof. If Cτb is bounded on X, then there exists, by Corollary 7.3.22 or Corollary 7.3.23 an M > 0 such
that
µw(τ
−1
b (A)) ≤Mµw(A) ∀A ∈ P(Z)f,0
In particular, if i ∈ Z and A = {i}, then
µw(τ
−1
b ({i})) ≤ Mµw({i})
⇒ µw({i+ 1}) ≤ Mµw({i})
⇒ wi+1 ≤ Mwi ∀i ∈ Z since i was arbitrary
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Conversely if (7.3.38) holds and A ∈ P(Z), then
µw ◦ τ−1b (A) = Σ
i∈τ−1b (A)
wi
= Σ
i∈(A+1)
wi
= Σ
i∈A
wi+1
≤ Σ
i∈A
bwi since (7.3.38) holds
= b Σ
i∈A
wi
= bµw(A)
Since A ∈ P(Z) was arbitrary, we have Cτb bounded on X by Corollary 7.3.22 or 7.3.23. 
Corollary 7.3.26. The bilateral shift operator is bounded on X(Z,P(Z), µc) where µc is the counting
measure.
Next we characterize the weighted sequence spaces on which the symmetry operators are bounded compo-
sition operators. Let α := (αi)i∈Z where αi :=
w−i
wi
.
Example 7.3.27. (cf. [37, p.20]) Let X be as in Example 7.3.25. The symmetry operator Cτs is bounded
on X if and only if α ∈ L∞(µw).
Proof. If Cτs is bounded on X, then by Corollary 7.3.18 there exists an M > 0 such that
µw(τ
−1
s (A)) ≤Mµw(A) ∀A ∈ P(Z)f,0
In particular
µw(τ
−1
s ({i})) ≤ Mµ({i}) ∀i ∈ Z
⇒ µw({−i}) ≤ Mµ({i}) ∀i ∈ Z
⇒ w−i ≤ Mwi ∀i ∈ Z
⇒ w−i
wi
≤ M ∀i ∈ Z
⇒ α ∈ L∞(µw)
Conversely, if α ∈ L∞(µw) and A ⊂ Z, then
µw(τ
−1
s (A)) =
∑
i∈τ−1s (A)
wi
=
∑
i∈−A
wi
=
∑
i∈A
w−i
≤
∑
i∈A
∥∥α∥∥∞wi since α ∈ L∞(µw)
=
∥∥α∥∥∞∑
i∈A
wi
=
∥∥α∥∥∞µw(A)
Since this holds for all A ∈ P(Z), Cτs is bounded on X by Corollary 7.3.18. 
Corollary 7.3.28. The symmetry operator is bounded on X(Z,P(Z), µc).
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Finally, we characterize the bounded composition operators on L∞(µ). Even though condition (7.3.37) is
suﬃcient to induce a bounded composition operator on L∞(µ), using Corollary 7.3.22 and Lφ(µ) = L∞(µ), with
equality of norms (Example 2.2.19), if
φ(t) =
0 0 ≤ t ≤ 1∞ t > 1 ,
a stronger result can be obtained using a direct proof for the L∞(µ) case.
Theorem 7.3.29. (cf. [37, p.18]) Let (Ω,Σ, µ) be a σ-ﬁnite measure space and τ : Ω → Ω a measurable
transformation. Cτ is a bounded composition operator on L
∞(µ) if and only if τ is nonsingular. Furthermore,∥∥Cτ∥∥ = 1 if Cτ is a bounded composition operator on L∞(µ).
Proof. (Suﬃciency): Let f ∈ L∞(µ). Then there exists an A ∈ Σ such that µ(A) = 0 and |f(x)| ≤∥∥f∥∥∞ <∞ for all x ∈ Ac. Therefore∣∣(Cτf)(x)∣∣ = ∣∣f(τ(x))∣∣ ≤ ∥∥f∥∥∞ ∀x ∈ τ−1(Ac) = (τ−1(A))c
⇒ ∥∥Cτf∥∥∞ ≤ ∥∥f∥∥∞ since τ nonsingular implies that µ ◦ τ−1 (A) = 0,
and so
∥∥Cτ∥∥ ≤ 1 since f ∈ L∞(µ) was arbitrary. Let f(x) = 1 for all x ∈ Ω, then f ∈ L∞(µ) and ∣∣(Cτf)(x)∣∣ = 1
for all x ∈ Ω. So ∥∥Cτf∥∥∞ = 1 = ∥∥f∥∥∞ and hence ∥∥Cτ∥∥ ≥ 1.
(Necessity): If τ is not nonsingular then Cτ is not well-deﬁned by Proposition 7.1.2 and hence not a bounded
composition operator. 
7.4. Composition operators between Lp(µ1) and L
q(µ2)
The focus thus far has been on composition operators which map a function space into itself. In the
present section we turn our attention to composition operators acting between two distinct Lebesgue spaces
over potentially diﬀerent measure spaces. More speciﬁcally, let (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) be σ-ﬁnite measure
spaces and let τ : Ω2 → Ω1 be a nonsingular measurable transformation. We investigate the conditions on the
symbol function τ such that Cτ (L
p(µ1)) ⊂ Lq(µ2), where 1 ≤ p, q ≤ ∞.
Recall Corollary 1.2.16. There exists a locally integrable nonnegative function fτ ∈ L0(µ1) such that
µ2 ◦ τ−1(A) =
ˆ
A
fτ dµ1 ∀A ∈ (Σ1)f
It was shown in Section 6.1 that τ induces a bounded composition operator from Lp(µ1) into L
q(µ2) if and
only if fτ induces a bounded multiplication operator from L
p(µ1) into L
q(µ1). It follows that the necessary and
suﬃcient conditions for a function pi ∈ L0(µ) to induce a bounded multiplication operator Mpi from Lp(µ1) into
Lq(µ1), obtained in Section 6.1, will be used extensively. We treat the two cases q < p and p < q separately and
provide conditions in terms of fτ , the relationship between µ2 ◦ τ−1 and µ1, and the quantities Qτ (A) and Iτ
to be deﬁned below. Lastly, the diﬃculties of trying to generalize the methods employed in this section to more
general Banach function spaces will be explored brieﬂy.
For any A ∈ Σ1 deﬁne Qτ (A) as follows:
Qτ (A) := inf{b ≥ 0 : µ2 ◦ τ−1(B) ≤ bµ1(B) : B ⊂ A,B ∈ Σ1}
Lemma 7.4.1. [39, p.331] For any A ∈ Σ1, Qτ (A) = ess sup
x∈A
fτ (x).
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Proof. Let B ∈ Σ1 such that B ⊂ A, then
µ2 ◦ τ−1(B) =
ˆ
B
fτ dµ1
≤
(
ess sup
x∈B
fτ (x)
)
µ1(B)
≤
(
ess sup
x∈A
fτ (x)
)
µ1(B)
Since this holds for any B ∈ Σ1 such that B ⊂ A, we have Qτ (A) ≤ ess sup
x∈A
fτ (x). If Qτ (A) = ∞, then
clearly ess sup
x∈A
fτ (x) ≤ Qτ (A). Let Qτ (A) < ∞ and assume that Qτ (A) < ess sup
x∈A
fτ (x). This implies that
µ1 ({x ∈ A : fτ (x) > Qτ (A)}) > 0 and therefore by Proposition 1.2.1 there exists an  > 0 such that µ1 (B) > 0,
where B = {x ∈ Ω1 : fτ (x) ≥ Qτ (A) + } ∩ A. Since B is the intersection of two measurable sets we have that
B ∈ Σ1 and clearly B ⊂ A. Let n ∈ N+ such that 1n < , then(
Qτ (A) +
1
n
)
µ1(B) ≥ µ2 ◦ τ−1(B) by deﬁnition of Qτ (A)
=
ˆ
B
fτ dµ1
≥ (Qτ (A) + )µ1(B)
This is a contradiction since 1n <  and therefore Qτ (A) ≥ ess sup
x∈A
fτ (x). 
Let 1 ≤ q < p <∞ and let r be such that 1p + 1r = 1q . Deﬁne
Iτ := inf

∞∑
j=1
Qτ (Aj)
r/qµ1(Aj) : (Aj)
∞
j=1 is a partition of Ω1

Lemma 7.4.2. [39, p.332]
´
Ω1
f
r/q
τ dµ = Iτ
Proof. Let (Fj)
∞
j=1 be a partition of Ω1. Then
ˆ
Ω1
fr/qτ dµ =
∞∑
j=1
ˆ
Fj
fr/qτ dµ
≤
∞∑
j=1
(
ess sup
x∈Fj
fτ (x)
)r/q
µ(Fj)
=
∞∑
j=1
(Qτ (Fj))
r/q
µ(Fj) by Lemma 7.4.1
Since this holds for every partition of Ω1, we obtainˆ
Ω1
fr/qτ dµ ≤ Iτ
For the reverse inequality, let α > 1 and for m ∈ Z let Gm := {x ∈ Ω1 : αm−1 ≤ fr/qτ (x) < αm}. Let
F1 = {x ∈ Ω1 : fr/qτ (x) = 0} and for n ≥ 2, deﬁne
Fn =
Gn/2 n evenG(−n+3)/2 n odd
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Then (Fn)
∞
n=1 is a partition of Ω1 since fτ is nonnegative. Furthermore,
Iτ ≤
∞∑
n=1
(Qτ (Fn))
r/q
µ(Fn) by deﬁnition of Iτ
=
∞∑
n=1
(
ess sup
x∈Fn
fτ (x)
)r/q
µ(Fn) by Lemma 7.4.1
=
∞∑
m=−∞
(
ess sup
x∈Gm
fτ (x)
)r/q
µ(Gm)
≤
∞∑
m=−∞
αmµ(Gm) by deﬁnition of Gm
= α
( ∞∑
m=−∞
αm−1µ(Gm)
)
≤ α
( ∞∑
m=−∞
ˆ
Gm
fr/qτ dµ
)
since αm−1 ≤ fr/qτ (x) ∀x ∈ Gm
= α
( ∞∑
n=1
ˆ
Fn
fr/qτ dµ
)
= α
ˆ
Ω1
fr/qτ dµ
Since this holds for all α > 1, we have that Iτ ≤
´
Ω1
f
r/q
τ dµ. 
We are now in a position to characterize those transformations τ : Ω2 → Ω1 which induce bounded compo-
sition operators from Lp(µ1) into L
q(µ2). We start with the case q < p.
Theorem 7.4.3. [39, p.331] Let 1 ≤ q < p < ∞ and let r be such that 1p + 1r = 1q . If τ : Ω2 → Ω1 is a
nonsingular measurable transformation, then the following are equivalent:
(1) τ induces a bounded composition operator from Lp(µ1) into L
q(µ2),
(2) fτ ∈ Lr/q(µ1) and
(3) there exists a partition (Aj)
∞
j=1 of Ω1 such that
∞∑
j=1
Qτ (Aj)µ1(Aj) <∞
Moreover, if any of these assertions hold, then∥∥Cτ∥∥ = ∥∥f1/qτ ∥∥Lr(µ1) = I1/rτ
Proof. 1)⇔ 2): By Corollary 6.1.2, 1) holds if and only if f1/qτ induces a bounded multiplication operator
from Lp(µ1) into L
q(µ1) and
(7.4.1)
∥∥Cτ∥∥ = ∥∥Mf1/qτ ∥∥
By Theorem 6.1.4, f
1/q
τ induces a bounded multiplication operator from Lp(µ1) into L
q(µ1) if and only if
f
1/q
τ ∈ Lr(µ) and in this case
(7.4.2)
∥∥M
f
1/q
τ
∥∥ = ∥∥f1/qτ ∥∥Lr(µ1)
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But ∥∥f1/qτ ∥∥Lr(µ1) =
(ˆ
Ω1
fr/qτ dµ1
)
1/r(7.4.3)
=
∥∥fτ∥∥1/qLr/q(µ1)
So f
1/q
τ ∈ Lr(µ)⇔ fτ ∈ Lr/q(µ1).
2)⇔ 3) :
fτ ∈ Lr/q(µ1) ⇔
ˆ
Ω1
fr/qτ dµ1 <∞
⇔ Iτ <∞ by Lemma 7.4.2
⇔ 3) holds by deﬁnition of Iτ
It follows that if any of these hold then Cτ is a bounded composition operator from L
p(µ1) into L
q(µ2) and∥∥Cτ∥∥ = ∥∥f1/qτ ∥∥Lr(µ1) by (7.4.1) and (7.4.2)
= I1/rτ by (7.4.3) and Lemma 7.4.2

If p < q, we have the following result.
Theorem 7.4.4. [39, p.332] Let 1 ≤ p < q < ∞ and let τ : Ω2 → Ω1 be a nonsingular measurable
transformation. The following are equivalent:
(1) τ induces a bounded composition operator from Lp(µ1) into L
q(µ2),
(2) fτ (x) = 0 for µ1-a.e. x ∈ (Ω1)c and sup
n∈N+
fτ (An)
p
µ1(An)q−p
<∞, where (Ω1)c is the nonatomic part of Ω1 and
(An)
∞
n=1 are the atoms of Ω1
(3) µ2 ◦ τ−1 ((Ω1)c) = 0 and there exists a b > 0 such that(
µ2 ◦ τ−1(An)
)p ≤ b (µ1(An))q ∀n ∈ N+
Moreover, if any of these assertions hold then∥∥Cτ∥∥pq = sup
n∈N+
fτ (An)
p
µ1(An)q−p
= inf{b ≥ 0 : (µ2 ◦ τ−1(An))p ≤ b (µ1(An))q ∀n ∈ N+}
Proof. 1) ⇔ 2) : As before, 1) holds if and only if f1/qτ induces a bounded multiplication operator from
Lp(µ1) into L
q(µ1) and
(7.4.4)
∥∥Cτ∥∥ = ∥∥Mf1/qτ ∥∥
By Theorem 6.1.6 f
1/q
τ induces a bounded multiplication operator from Lp(µ1) into L
q(µ1) if and only if
f
1/q
τ (x) = 0 µ1-a.e. x ∈ (Ω1)c and(7.4.5)
sup
n∈N+
fτ (An)
s/q
µ1(An)
<∞ where 1q + 1s = 1p(7.4.6)
But
(7.4.6) holds ⇔
(
sup
n∈N+
fτ (An)
s/q
µ1(An)
) pq
s
<∞ since pq
s
> 0
⇔ sup
n∈N+
fτ (An)
p
µ1(An)q−p
<∞ since pq
s
= q − p
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Furthermore, ∥∥Cτ∥∥pq = ∥∥Mf1/qτ ∥∥pq by Corollary 6.1.2
=
(
sup
n∈N+
f
1/q
τ (An)
µ1(An)1/s
)pq
by Theorem 6.1.6
= sup
n∈N+
fτ (An)
p
µ1(An)q−p
2)⇔ 3): fτ (x) = 0 µ-a.e. x ∈ (Ω1)c if and only if
µ2 ◦ τ−1 ((Ω1)c) =
ˆ
(Ω1)c
fτ dµ1 = 0 since fτ ≥ 0
Furthermore, since
µ2 ◦ τ−1(An) =
ˆ
An
fτ dµ1
= fτ (An)µ1(An),
we have for each n ∈ N+
fτ (An)
p
µ1(An)q−p
=
(fτ (An)µ1(An))
p
µ1(An)q
=
(
µ2 ◦ τ−1(An)
)p
µ1(An)q
:= αn
Let C = {b ≥ 0 : (µ2 ◦ τ−1(An))p ≤ b (µ1(An))q ∀n ∈ N+}. If β := inf{b ∈ C} <∞, then C 6= ∅ and so for any
b ∈ C
b ≥ αn ∀n ∈ N+
⇒ b ≥ supαn := α
⇒ β ≥ α
Furthermore, if α <∞, then α ∈ C and so β ≤ α. It follows that
sup
n∈N+
fτ (An)
p
µ1(An)q−p
= inf{b ≥ 0 : (µ2 ◦ τ−1(An))p ≤ b (µ1(An))q ∀n ∈ N+}
Therefore condition 2) is equivalent to condition 3) and∥∥Cτ∥∥pq = sup
n∈N+
fτ (An)
p
µ1(An)q−p
= inf{b ≥ 0 : (µ2 ◦ τ−1(An))p ≤ b (µ1(An))q ∀n ∈ N+}

A natural question to ask is whether this method can be generalized to other Banach function spaces. More
precisely, can this method be used to determine the necessary and suﬃcient conditions on a map τ : Ω2 → Ω1
such that Cτ is a bounded composition operator from X(Ω1,Σ1, µ1) into Y (Ω2,Σ2, µ2) where X and Y are
Banach function spaces over (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) respectively? The strategy employed for the Lebesgue
spaces depended fundamentally on the following:
• τ induces a bounded composition operator from Lp(µ1) into Lq(µ2) if and only if fτ induces a bounded
multiplication operator from Lp(µ1) into L
q(µ1), and
• the conditions such that a function pi ∈ L0(µ1) induces a bounded multiplication operator from Lp(µ1)
into Lq(µ1) can be determined.
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The ﬁrst result depended on the fact that∥∥Cτf∥∥Lq(µ2) = ∥∥Mf1/qτ f∥∥Lq(µ1) ∀f ∈ Lp(µ1)
which was shown by direct calculation and application of Theorem 1.2.18. Since the multiplicativity of the
function
∣∣·∣∣ was used and Orlicz functions and decreasing rearrangements, for example, do not possess this
property, it is not clear how this might be generalized to other Banach function spaces. The second diﬃculty is
that even if a more general form of 1) could be obtained, it is not clear how one could determine the conditions
on a function pi ∈ L0(µ1) such that pi induces a bounded multiplication operator from a Banach function space
X into a diﬀerent Banach function space Y if X and Y are not Lebesgue spaces.
7.5. Composition operators induced by rational functions on (R,B,m)
Recall that (R,B,m) denotes the set of real numbers equipped with the Lebesgue measure on the Borel
subsets of R. Throughout this section X will denote a Banach function space of type 1 over (R,B,m). As
examples of composition operators, we will characterize those rational functions τ : R → R which induce
bounded composition operators on Banach function spaces of type 1 over (R,B,m). This is a generalization of
results presented in [35] for Lp-spaces, since all Lp-spaces are Banach function spaces of type 1 (Example 7.3.8).
The following assumptions will be made:
(1) τ = φ/ψ where φ and ψ are polynomials with real coeﬃcients.
(2) φ and ψ have no common real zeros
(3) The coeﬃcients of the leading terms of φ and ψ have magnitude equal to 1
(4) deg ψ > 1
It will be shown that a rational function induces a bounded composition operator on a Banach function space
of type 1 over (R,B,m) if and only if the degree of the polynomial φ is strictly greater than the degree of the
polynomial ψ and τ ′ is nonzero whenever it exists. The process to be followed is ﬁrst to characterize those
monotone functions and polynomials with real coeﬃcients which induce bounded composition operators. These
results, the properties of rational functions listed in Subsection 1.2.2 and the Radon-Nikodym derivative induced
by a rational function (Lemma 1.2.24) will then be used to deduce the main result. At various junctures the
speciﬁc results for Lp-spaces will be mentioned and for these special cases of the more general theory, estimates
of the norm of Cτ will be given in terms of 1/τ
′.
A rational function is continuous in a neighbourhood of every point where its derivative exists. We ﬁrst
show that a necessary condition for a rational function to induce a bounded composition operator is that the
derivative of the rational function must be nonzero wherever it exists.
Theorem 7.5.1. [35, p.330] Let τ : R→ R be a measurable function which is continuous in a neighbourhood
of every point where its derivative exists. Then Cτ is a bounded composition operator on X only if τ
′, the
derivative of τ , is nonzero whenever it exists.
Proof. Since X is a Banach function space of type 1 and (R,B,m) is resonant, the boundedness of Cτ on
X implies (see Corollary 7.3.18) that there exists some M > 0 such that
(7.5.1) m(τ−1(A)) ≤Mm(A) ∀A ∈ Bf
Let a0 be a point of R where τ ′ exists. By assumption it is possible to ﬁnd a neighbourhood N of a0 such
that τ is continuous on N . Since N is a neighbourhood of a0 we can ﬁnd an  > 0 such that B(a0, ) ⊂ N
and so A1 := [a0, a0 +

2 ] ⊂ N . τ is continuous on N and hence on A1. This implies that τ˜ , deﬁned by
τ˜(x) :=
∣∣τ(x) − τ(a0)∣∣, is continuous on A1 and hence attains its maximum relative to A1 at a point a1 ∈ A1.
Clearly
∣∣τ(a1)− τ(a0)∣∣ is also the maximum with respect to the interval [a0, a1]. Since τ˜(a0) = 0 ≤ τ˜(x) for all
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x ∈ A1, it follows that a1 can be chosen such that a0 < a1. Let A2 = [a0, a1 − a1−a02 ]. By the same arguments
as used above we can ﬁnd an a2 ∈ A2 such that a0 < a2 < a1 and τ˜ has a maximum with respect to the interval
[a0, a2] at a2. Let A3 = [a0, a2 − a2−a02 ]. Continuing in this fashion, we obtain a sequence (an)∞n=1 such that
(1) an ↓ a0
(2) τ˜ has a maximum with respect to the interval [a0, an] at an and so
∣∣τ(x)− τ(a0)∣∣ ≤ ∣∣τ(an)− τ(a0)∣∣ for
all x ∈ [a0, an]
Let
∆an := an − a0,
∆τn := τ(an)− τ(a0) and
En := [τ(a0)−
∣∣∆τn∣∣, τ(a0) + ∣∣∆τn∣∣].
Since τ˜ has a maximum with respect to the interval [a0, an] at x = an ∀n ∈ N+, we have
τ([a0, an]) ⊂ En ∀n ∈ N+
⇒ [a0, an] ⊂ τ−1(En) ∀n ∈ N+
⇒ ∆an = m([a0, an]) ≤ m
(
τ−1(En)
) ∀n ∈ N+(7.5.2)
⇒ ∣∣∆τn∣∣/∆an = 12 m(En)/∆an
≥ 1
2
m(En)/m
(
τ−1(En)
)
by (7.5.2)
≥ 1
2M
by (7.5.1)
and so ∣∣∣∣τ(an)− τ(a0)an − a0
∣∣∣∣ = ∣∣∣∣∆τn∆an
∣∣∣∣ ≥ 12M ∀n ∈ N+
⇒ ∣∣τ ′(a0)∣∣ ≥ 1
2M
> 0

Next we characterize those monotone functions which induce bounded composition operators.
Theorem 7.5.2. [35, p.330] Let τ : R → R be a monotone function. Then Cτ is a bounded composition
operator on X if and only if 1/τ ′ is essentially bounded.
Proof. (Necessity): Let Cτ be bounded on X. Then since X is a Banach function space of type 1, there
exists, by Corollary 7.3.18, an M > 0 such that
(7.5.3) m(τ−1(A)) ≤Mm(A) ∀A ∈ Bf
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We ﬁrst consider the case where τ is increasing. Let x, y ∈ R with x < y. τ increasing implies that τ(x) ≤
τ(s) ≤ τ(y) for all s in [x, y] and so
[x, y] ⊂ τ−1([τ(x), τ(y)])
⇒ m([x, y]) ≤ m (τ−1([τ(x), τ(y)]))
≤ Mm([τ(x), τ(y)]) by (7.5.3)(7.5.4)
⇒ y − x ≤ M(τ(y)− τ(x))
⇒ τ(y)− τ(x)
y − x ≥
1
M
⇒ τ ′(x) ≥ 1
M
if it exists
⇒
∣∣∣∣ 1τ ′(x)
∣∣∣∣ ≤ M whenever τ ′(x) exists(7.5.5)
By Corollary 1.2.12 τ ′ exists m-a.e. and so
∥∥1/τ ′∥∥∞ ≤ M by (7.5.5). It can similarly be shown that if τ is
decreasing then
∥∥1/τ ′∥∥∞ ≤M .
Conversely, suppose that 1/τ ′ is essentially bounded and consider the case where τ is increasing, i.e. τ ′ ≥ 0.
Let A = [c, d) ⊂ R, β = inf{x ∈ R : τ(x) ≥ c} and γ = sup{x ∈ R : τ(x) < d}.
We show that β ≤ γ and τ−1(A) ⊂ [β, γ]: Assume β > γ and let z ∈ R such that β > z > γ, then by the
deﬁnition of β and γ and using the fact that τ is increasing, we have c ≥ τ(z) ≥ d, which is a contradiction since
c < d. To show that τ−1(A) ⊂ [β, γ], we note
z ∈ τ−1(A) ⇒ c ≤ τ(z) < d
⇒ z ∈ {x ∈ R : f(x) ≥ c} ∩ {x ∈ R : f(x) < d}
⇒ β ≤ z ≤ γ
By Lemma 1.2.11 there exists a left continuous function f : [β, γ]→ R such that {x ∈ [β, γ] : f(x) 6= τ(x)}
is at most countable, f ′ exists m-a.e. and
f(x)− f(β) =
ˆ x
β
f ′(t) dt+ s(x) x ∈ [β, γ]
where s is increasing and s′(x) = 0 m-a.e. x ∈ [β, γ]. 1/τ ′ essentially bounded implies that there exists a k > 0
such that ∣∣1/τ ′(x)∣∣ < k m-a.e. x ∈ [β, γ]
⇒ 1/τ ′(x) < k m-a.e. x ∈ [β, γ], since τ increasing implies τ ′ positive
⇒ f ′(x) > 1
k
m-a.e. x ∈ [β, γ](7.5.6)
since f ′(x) = τ ′(x) m-a.e. x ∈ [β, γ] by Lemma 1.2.11. Let x, y ∈ [β, γ] such that x < y and let
fa(x) :=
ˆ x
β
f ′(t) dt
fs(x) := s(x) + f(c)
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Then f = fa + fs where fa is absolutely continuous by Theorem 1.2.10 and f
′ = f ′a m-a.e. since f
′
s = 0 m-a.e.
So
f(y)− f(x) = (fa + fs)(y)− (fa + fs)(x)
= fa(y)− fa(x) + (s(y)− s(x))
≥ fa(y)− fa(x) since s is increasing
=
ˆ y
x
f ′a(t) dt
=
ˆ y
x
f ′(t) dt
> (y − x)/k by (7.5.6)
⇒ y − x < k(f(y)− f(x))(7.5.7)
We show that m
(
τ−1(A)
) ≤ km(A): Noting that τ−1(A) ⊂ [β, γ] and f(x) = τ(x) m-a.e. x ∈ [β, γ], we have
m
(
f−1(A)
)
= m
(
τ−1(A)
)
(7.5.8)
≤ m([β, γ]) by ii) and the monotonicity of m(7.5.9)
It follows that m
(
f−1(A)
)
= 0 if β = γ. If β 6= γ, then ∀ > 0 such that 2 < γ−β we have β < β+ < γ− < γ
and therefore
(7.5.10) c ≤ f(β + ) ≤ f(γ − ) < d
by the deﬁnition of β and γ and the monotonicity of f . It follows that β + , γ −  ∈ f−1(A) and so
γ − β − 2 = (γ − )− (β + )
≤ k(f(γ − )− f(β + )) by (7.5.7)
≤ k(d− c) by (7.5.10)
= km(A)(7.5.11)
Therefore,
m
(
τ−1(A)
)
= m
(
f−1(A)
)
≤ m([β, γ]) as before(7.5.12)
= γ − β
≤ km(A) by (7.5.11) and letting → 0(7.5.13)
For n ∈ N+ deﬁne
B2n = [n− 1, n)
B2n−1 = [−n,−n+ 1),
and let Fn := {
N∪
i=1
[ai, bi) : ai, bi ∈ Bn, N ∈ N+}. We show that Fn is a ring and (7.5.13) holds for all E ∈M(Fn),
the monotone class generated by Fn for each n.
i) Fn is a ring: Since the union of two non-disjoint intervals of the form [a, b) yields another interval of the
same form it follows that E ∪ F ∈ Fn for all E,F ∈ Fn. Similarly E ∩ F,Bn\E ∈ Fn for all E,F ∈ Fn. The
algebraic ring properties of (Fn,∪,∩) follow since Fn is a subfamily of P(R).
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ii) (7.5.13) holds for all E ∈ Fn : E can be written in the form
N∪
i=1
[ai, bi) where the intervals are disjoint.
Therefore,
m
(
τ−1
(
N∪
i=1
[ai, bi)
))
= m
(
N∪
i=1
τ−1([ai, bi))
)
=
N∑
i=1
m
(
τ−1([ai, bi))
)
since the intervals are disjoint
≤
N∑
i=1
km([ai, bi)) by (7.5.13)
= km
(
N∑
i=1
[ai, bi)
)
= km
(
N∪
i=1
[ai, bi)
)
since the intervals are disjoint
Let Gn be the family of all subsets of Bn for which (7.5.13) holds.
iii) Gn is a monotone class: Let (EN )∞N=1 be an increasing sequence of sets in Gn. By Theorem 1.1.3
m(EN ) → m
( ∞∪
N=1
EN
)
and
m
(
τ−1(EN )
) → m(τ−1 ( ∞∪
N=1
EN
))
Since these limits exist and m
(
τ−1(EN )
) ≤ km(EN ) for all N ∈ N+, we have that
m
(
τ−1
( ∞∪
N=1
EN
))
= lim
N→∞
m
(
τ−1(EN )
) ≤ lim
N→∞
km(EN ) = km
( ∞∪
N=1
EN
)
and so
∞∪
N=1
EN ∈ Gn. Similarly, if (EN )∞N=1 is a decreasing sequence of sets in Gn, then, using the fact that
E1 ⊂ Bn and hence that m(E1) ≤ 1 < ∞, we obtain
∞∩
N=1
EN ∈ Gn. We have therefore shown that Gn is a
monotone class containing Fn (and thus M(Fn), the monotone class generated by Fn), i.e. (7.5.13) holds for
all E ∈M(Fn).
By Theorem 1.1.13M(Fn) = S(Fn), the σ-ring generated by Fn. Let
F ′n := {[ai, bi) : ai, bi ∈ Bn},
then clearly F ′n ⊂ Fn and so S(F ′n) ⊂ S(Fn). By Remark 1.1.14 S(F ′n) is the family of all Borel subsets of Bn
and therefore (7.5.13) holds for all Borel subsets of Bn. Let C be a Borel subset of the real line. Let n ∈ N+,
then C ∩Bn is a Borel subset of Bn and so (7.5.13) holds for C ∩Bn. Therefore
m
(
τ−1(C)
)
= m
(
τ−1
( ∞∪
n=1
C ∩Bn
))
since
∞∪
n=1
Bn = R
= m
( ∞∪
n=1
τ−1(C ∩Bn)
)
=
∞∑
n=1
m
(
τ−1(C ∩Bn)
)
since (C ∩Bn) ∩ (C ∩Bp) = ∅ if n 6= p
≤
∞∑
n=1
km(C ∩Bn) since (7.5.13) holds for each n
= km
( ∞∪
n=1
C ∩Bn
)
since (C ∩Bn) ∩ (C ∩Bp) = ∅ if n 6= p
= km(C)
Cτ is therefore a bounded composition operator on X by Theorem 7.3.15. 
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Remark 7.5.3. If the conditions of the above theorem are satisﬁed for the case X = Lp(m), then
∥∥Cτ∥∥p =∥∥1/τ ′∥∥∞. This follows since we have shown that ∥∥1/τ ′∥∥∞ ≤ M for all M > 0 such that (7.5.3) holds. In
particular, (7.5.3) holds for M =
∥∥Cτ∥∥p and so ∥∥1/τ ′∥∥∞ ≤ ∥∥Cτ∥∥p. It has also been shown that if 1/τ ′ ≤ k
m-a.e., then m(τ−1(A)) ≤ km(A) for all A ∈ B and so∥∥1/τ ′∥∥∞ ≤ sup
A∈Bf,0
(
µ ◦ τ−1 (A)
µ(A)
)
=
∥∥Cτ∥∥p by Corollary (7.3.24)
The polynomials on R which induce bounded composition operators on Banach function spaces of type 1 can be
characterized as follows:
Theorem 7.5.4. [35, p.331] Let τ : R → R be a polynomial with real coeﬃcients. Then Cτ is a bounded
composition operator on X if and only if τ ′(x) 6= 0 for all x ∈ R.
Proof. (Suﬃciency): Let τ be a polynomial such that τ ′(x) 6= 0 for all x ∈ R. Since τ is a polynomial, so
is τ ′ and hence τ ′ is continuous. Combining these two facts we have τ ′ > 0 or τ ′ < 0, i.e. τ is monotone. Next
it will be shown that 1/τ ′ is bounded. Since τ ′ is a polynomial we have that either
1/τ ′(x) → 0 as ∣∣x∣∣→∞ or
1/τ ′(x) = k if τ ' is constant
We can therefore ﬁnd an M > 0 and a t > 0 such that∣∣x∣∣ ≥ t ⇒ ∣∣1/τ ′(x)∣∣ ≤M
Furthermore, τ ′(x) 6= 0 for all x ∈ R and the continuity of τ ′ implies that 1/τ ′ is continuous and so bounded on
[−t, t]. 1/τ ′ is therefore bounded for all x ∈ R. By Theorem 7.5.2 Cτ is a bounded composition operator on X.
(Necessity): τ ′ exists for all x ∈ R since τ is a polynomial. Furthermore τ is continuous for all x ∈ R and so
τ ′(x) 6= 0 for all x ∈ R by Theorem 7.5.1. 
Remark 7.5.5. If the conditions of the above theorem are satisﬁed for the case X = Lp(m), then
∥∥Cτ∥∥p =∥∥1/τ ′∥∥∞.
Finally we characterize those rational functions which induce bounded composition operators on X. We
start by elucidating two necessary conditions.
Theorem 7.5.6. [35, p.332] If Cτ is a composition operator induced by a rational function τ = φ/ψ, then
degφ >degψ.
Proof. The contrapositive will be shown. Let degφ ≤ degψ. Then∣∣τ(x)∣∣→ 1 as ∣∣x∣∣→∞ if degφ = deg ψ∣∣τ(x)∣∣→ 0 as ∣∣x∣∣→∞ if degφ < deg ψ
In either case, we can ﬁnd an M > 0 and a t > 0 such that
∣∣τ(x)∣∣ ≤M for all x ≥ t. Let A = [t,∞). Then
τ(x) ∈ [−M,M ] ∀x ∈ A
⇒ A ⊂ τ−1([−M,M ])
⇒∞ = m(A) ≤ m (τ−1([−M,M ])) since m is monotone
⇒ m (τ−1([−M,M ])) > 2bM ∀b > 0
= bm([−M,M ])
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Since X is a Banach function space of type 1 this implies that the following condition does not hold
∃k > 0 such that ΦX
(
m
(
τ−1(A)
)) ≤ kΦX (m(A)) ∀A ∈ Bf
and so Cτ is not a bounded composition operator on X by Theorem 7.3.15. 
Theorem 7.5.7. [35, p.332] Let τ be a rational function. If τ induces a bounded composition operator on
X, then τ has at least one real zero.
Proof. The contrapositive will be shown. Let τ be a rational function without any real zeros. By Theorem
7.5.6 if deg φ ≤ deg ψ then Cτ is not bounded. Let deg φ > deg ψ. Then
(7.5.14)
∣∣τ(x)∣∣→∞ as ∣∣x∣∣→∞
We consider the cases τ continuous and τ not continuous separately.
τ continuous: τ(x) 6= 0 for all x ∈ R implies that τ > 0 or τ < 0. If τ is strictly positive for all x ∈ R, then
there exists a t0 ∈ [−1, 1] such that
τ(x) ≤ τ(t0) = M ∀x ∈ [−1, 1]
since τ is continuous. By (7.5.14) there exist t1 < −1 and t2 > 1 such that
τ(ti) > M + 2 for i = 1, 2.
By the Intermediate Value Theorem we can ﬁnd x1 ∈ (t1, t0), x2 ∈ (t0, t2) such that τ(xi) = M + 1 for i = 1, 2.
By Rolle's Theorem there exists an x0 ∈ [x1, x2] such that τ ′(x0) = 0 and so by Theorem 7.5.1 Cτ is not
bounded. It can similarly be shown that if τ is negative for all x ∈ R, then Cτ is not bounded.
τ not continuous: This implies that τ has at least one real pole. Let t0 be the largest real pole of τ , then τ
is continuous on (t0,∞) and ∣∣τ(x)∣∣→∞ as x→∞,∣∣τ(x)∣∣→∞ as x→ t+0
A similar argument to the one used above for the interval (−∞,∞) can be used for the interval (t0,∞) to obtain
an x0 such that τ
′(x0) = 0 and hence show that Cτ is not bounded. 
Corollary 7.5.8. [35, p.332] Let τ be a continuous rational function. If the composition operator induced
by τ is bounded on X, then τ has one and only one zero.
Proof. Theorem 7.5.7 showed that if Cτ is bounded on X, then τ has at least one real zero. Assume that τ
has more than one real zero and let x1 and x2 be two such zeros. Then τ(x1) = τ(x2) and so by Rolle's Theorem
there exists an x0 such that τ
′(x0) = 0. Cτ is therefore not continuous by Theorem 7.5.1. 
We state and prove the main result of this section, namely the characterization of those rational functions
which induce bounded composition operators on Banach function spaces of type 1 over (R,B,m).
Theorem 7.5.9. A rational function τ = φ/ψ induces a bounded composition operator on X if and only if
degφ > degψ and τ ′(x) 6= 0 for every x where it exists.
Proof. (necessity): Let Cτ be a bounded composition operator on X. Then degφ > degψ, by Theorem
7.5.6. Since τ is continuous in a neighbourhood of every point where its derivative exists, τ ′(x) 6= 0 whenever it
exists, by Theorem 7.5.1.
(suﬃciency): We consider two cases.
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i) If τ is continuous then ψ(x) 6= 0 for all x ∈ R and so
τ ′(x) =
φ′(x)ψ(x)− φ(x)ψ′(x)
(ψ(x))
2
is continuous at every x ∈ R. Since τ ′(x) 6= 0 for all x ∈ R, we have that τ ′ > 0 or τ ′ < 0 since τ ′ is continuous.
Furthermore degφ > degψ and so by Lemma 1.2.21,
∣∣τ ′(x)∣∣ → ∞ as ∣∣x∣∣ → ∞ or ∣∣τ ′(x)∣∣ → 1 as ∣∣x∣∣ → ∞.
Therefore if τ ′ > 0 there exists an M > 0 such that∣∣x∣∣ > M ⇒ τ ′(x) > 1
2
τ ′ is continuous on [−M,M ], so there exists an x0 ∈ [−M,M ] such that
τ ′(x) ≥ τ ′(x0) = α > 0 ∀x ∈ [−M,M ]
We therefore have that
∣∣τ ′(x)∣∣ ≥ min{ 12 , α} for all x ∈ R and so 1τ ′ is bounded. Furthermore, τ ′ > 0 implies
that τ is monotone and so Cτ is a bounded composition operator on X by Theorem 7.5.2. It can similarly be
shown that if τ ′ < 0, then Cτ is a bounded composition operator on X.
ii) If τ is discontinuous, then by Lemma 1.2.22 #(P ) = #(Z) (where #(Z) denotes the number of zeros
and #(P ) the number of poles of τ) and the poles and zeros occur alternately. Let x1, ..., xn be the distinct real
zeros of ψ arranged in increasing order. Deﬁne τk as in Lemma 1.2.24. Then by Lemma 1.2.24
(7.5.15) fτ (x) =
n+1∑
k=1
1
τ ′k(τ
−1
k (x))
m-a.e. x ∈ R
Let 2 ≤ k ≤ n. By Lemma 1.2.20 ∣∣τ ′(x)∣∣ → ∞ as x → xk. τ ′ is continuous on (xk−1, xk) and τ ′(x) 6= 0 for all
x ∈ (xk−1, xk) implies that either τ ′k > 0 on (xk−1, xk) or τ ′k < 0 on (xk−1, xk). If τ ′k > 0, then by Lemma 1.2.20
there exists an k > 0 such that 2k < xk − xk−1 and
τ ′k(x) ≥
1
2
∀x ∈ (xk−1, xk−1 + k) ∪ (xk − k, xk)
τ ′k is continuous on Ak := [xk−1 + k, xk − k] and so there exists a tk ∈ Ak such that
τ ′k(x) ≥ τ ′k(tk) = αk > 0 ∀x ∈ Ak
1
τ ′k
is therefore bounded on (xk−1, xk). The case τ ′k < 0 is similar. For k = 1 or k = n+ 1, we use Lemma 1.2.21
as before to obtain an M > max{∣∣x1∣∣, ∣∣xn∣∣} such that∣∣x∣∣ > M ⇒ ∣∣τ ′k(x)∣∣ ≥ 12
Since for k = 1, n + 1 we also have
∣∣τ ′k(x)∣∣ → ∞ as x → xk, we can use a similar argument to that used for
2 ≤ k ≤ n to show that 1τ ′k is also bounded for k = 1, n+ 1. Let x0 = −∞ and xn+1 =∞, then
β := max
1≤k≤n+1
{
max
{
1∣∣τ ′k(x)∣∣ : x ∈ (xk−1, xk)
}}
<∞
and
∣∣fτ (x)∣∣ ≤ β m-a.e. by (7.5.15). We therefore have that ∥∥fτ∥∥∞ ≤ β and
m ◦ τ−1(A) ≤ βm(A) ∀A ∈ Bf
by Proposition 7.3.3. Cτ is therefore a bounded composition operator on X by Theorem 7.3.15. 
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CHAPTER 8
Compactness of composition operators
The necessary and suﬃcient conditions for a map τ : Ω → Ω to induce a compact composition operator
on various Banach function spaces will be investigated. Of particular signiﬁcance is the interplay between the
map τ and the underlying measure space. We show ﬁrst that if X is a Banach function space over a nonatomic
measure space then no composition operator is compact and subsequently focus on the necessary conditions for a
composition operator to be compact on Banach function spaces over more general measure spaces. In particular it
will be shown that for certain Orlicz-Lorentz and Orlicz spaces and all Lorentz and Lebesgue spaces, a necessary
condition is that τ must map the underlying measure space (modulo a set of measure zero) into the purely
atomic part of the measure space. Some examples are subsequently given of compact composition operators on
Banach function spaces for which the underlying measure spaces are not purely atomic. The remainder of the
section will focus on Banach function spaces over purely atomic measure spaces.
Recall (Proposition 1.1.1) that if (Ω,Σ, µ) is a σ-ﬁnite measure space then Ω can be uniquely decomposed
as Ω = Ωc ∪ Ωa, where Ωc is nonatomic and Ωa is purely atomic. Throughout this chapter, whenever (Ω,Σ, µ)
is a purely atomic measure space, we will use (An)
∞
n=1 to denote the countable set of atoms of strictly positive
measure whose union is Ω. Furthermore, whenever this is the case, we will deﬁne for each n ∈ N+ the quantities
an, bn and cn, where
an := µ(An),
bn :=
µ ◦ τ−1 (An)
µ(An)
and
cn :=
ΦX
(
µ ◦ τ−1 (An)
)
ΦX (µ(An))
In general it will be shown that if Cτ is a compact composition operator on a Banach function space X over a
purely atomic measure space (Ω,Σ, µ), then lim
n→∞cn = 0. For certain Orlicz-Lorentz and Orlicz spaces and all
Lorentz and Lebesgue spaces this can be improved to having lim
n→∞bn = 0 as a necessary condition. Lastly, the
conditions under which lim
n→∞bn = 0 is suﬃcient to ensure that τ induces a compact composition operator will
be described.
Theorem 8.1.1. (cf. [21, p.2116]) Let X be a rearrangement invariant Banach function space over a σ-
ﬁnite measure space (Ω,Σ, µ) and let τ : Ω → Ω be a nonsingular measurable transformation. If (Ω,Σ, µ) is
nonatomic, then Cτ is not compact.
Proof. We note that τ−1(Ω) = Ω and hence
0 < µ(Ω) = µ ◦ τ−1(Ω) =
ˆ
Ω
fτ dµ by Corollary 1.2.16
This implies that there exists an  > 0 and an A ∈ Σ such that µ(A) = δ > 0 and fτ (x) ≥  for all x ∈ A. We can
choose  such that 0 <  < 1. Since Ω is nonatomic, there exists a pairwise disjoint sequence (En)
∞
n=1 ⊂ Σ ∩ A
such that µ(En) =
δ
2n for each n. For each n ∈ N+ set
fn :=
χEn∥∥χEn∥∥X
125
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Then
∥∥fn∥∥ = 1 for all n. It will be shown that (Cτ (fn))∞n=1 does not contain a Cauchy subsequence. We ﬁrst
note that since (Ω,Σ, µ) is nonatomic it is resonant by Theorem 1.3.9 and so by Corollary 4.2.6 the fundamental
function ΦX is increasing and ΦX(t)/t decreasing. Furthermore ΦX(t) is deﬁned for all t ∈ [0, µ(Ω)) by Remark
4.2.3. Since 0 <  < 1, we therefore have that
(8.1.1)
ΦX(µ(En))
µ(En)
≥ ΦX(µ(En))
µ(En)
∀n ∈ N+
Let m,n ∈ N+, m 6= n, then
(8.1.2)
χτ−1(En)∥∥χEn∥∥X ≤
χτ−1(En)∥∥χEn∥∥X +
χτ−1(Em)∥∥χEm∥∥X
and ∥∥Cτfn − Cτfm∥∥X = ∥∥χτ−1(En)∥∥χEn∥∥X −
χτ−1(Em)∥∥χEm∥∥X
∥∥
X
=
∥∥χτ−1(En)∥∥χEn∥∥X +
χτ−1(Em)∥∥χEm∥∥X
∥∥
X
by Proposition 3.1.4(6)
≥ ∥∥χτ−1(En)∥∥χEn∥∥X
∥∥
X
since ‖·‖X is a lattice norm and (8.1.2) holds(8.1.3)
=
ΦX
(
µ ◦ τ−1(En)
)
ΦX (µ(En))
(8.1.4)
=
ΦX
(´
En
fτ dµ
)
ΦX (µ(En))
by Corollary 1.2.16
≥ ΦX (µ(En))
ΦX (µ(En))
since fτ (x) ≥  ∀x ∈ A ⊃ En and ΦX is increasing(8.1.5)
=
ΦX (µ(En)) /µ(En)
ΦX (µ(En)) /µ(En)
≥ ΦX (µ(En)) /µ(En)
ΦX (µ(En)) /µ(En)
by (8.1.1)
= ,
It follows that (Cτfn) does not have a Cauchy subsequence and hence that Cτ is not compact by Proposition
1.5.8. 
Remark 8.1.2. This is a slight modiﬁcation of the result appearing in the literature. The result in [21]
required a Banach function space which has a concave fundamental function.
Let A,B ∈ Σ. Recall that [A] = [B] if and only if µ (A4B) = 0 (see Remark 1.1.8) and that a weight
function w is regular if and only if there exists a k > 0 such that
tw(t) ≤ Γ(t) ≤ ktw(t) ∀t ∈ I (Remark 2.2.24)
where I = [0, µ(Ω)] if µ(Ω) <∞ and I = [0,∞) if µ(Ω) =∞. In the case of Orlicz-Lorentz spaces we have the
following result.
Theorem 8.1.3. (cf. [4, p.1779], [22, p.83]) Let φ be an Orlicz function satisfying the ∆2-condition globally.
Let τ : Ω→ Ω be a nonsingular measurable transformation and let w be a weight function which is either regular
or bounded away from zero. If Cτ is a compact operator from L
φ,w(µ) into itself, then for every  > 0, there
exist a ﬁnite number of atoms A1, A

2, ..., A

n of strictly positive ﬁnite measure and a set B ⊂ Ωc with µ(B) = 0
such that
N := {x ∈ Ω : fτ (x) > } =
(
n∪
k=1
Ak
)
∪B(8.1.6)
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
8. COMPACTNESS OF COMPOSITION OPERATORS 127
and therefore [Ω] = [τ−1(Ωa)] and lim
n→∞bn = 0.
Proof. We show the contrapositive. If (8.1.6) does not hold for some  > 0, then either there exists a
B ⊂ Ωc with µ(B) > 0 such that B ⊂ N or there exists a sequence (An)∞n=1 of atoms of strictly positive ﬁnite
measure such that
∞∪
n=1
An ⊂ N, or both. It is possible in all cases to obtain a sequence (Bn)∞n=1 of pairwise
disjoint measurable sets of strictly positive ﬁnite measure such that
µ ◦ τ−1 (Bn) =
ˆ
Bn
fτ dµ by Corollary 1.2.16
≥ µ(Bn) ∀n ∈ N+(8.1.7)
For each n in N+, deﬁne
αn := 1/ΦLφ,w (µ(Bn))
= φ−1 (1/Γ (µ(Bn))) by Example 4.2.7(8.1.8)
and fn := αnχBn . Then it is easily checked that
∥∥fn∥∥φ,w = 1 for each n. We therefore have that (fn)∞n=1 ⊂ BLφ,w .
Let m,n ∈ N+ such that n 6= m and assume that αm ≤ αn. Then
Iφ,w(Cτfn − Cτfm) =
ˆ µ(Ω)
0
φ ((Cτfn − Cτfm)∗(t))w(t) dt
=
ˆ µ(Ω)
0
φ
(
αnχ[0,µ◦τ−1(Bn))(t) + αmχ[µ◦τ−1(Bn),µ◦τ−1(Bn∪Bm))(t)
)
w(t) dt
by Proposition 7.2.3
≥
ˆ µ◦τ−1(Bn)
0
φ (αn)w(t) dt since φ is increasing and w ≥ 0
≥ φ(αn)
ˆ µ(Bn)
0
w(t) dt by (8.1.7) and using w ≥ 0
≥ φ (φ−1(1/Γ(µ(Bn)))) [µ(Bn)w(µ(Bn))]
using (8.1.8) for αn and w decreasing for the integral
=
µ(Bn)w(µ(Bn))
Γ(µ(Bn))
since φ is invertible by Proposition 2.2.13.
If w is bounded away from zero, there exists an α > 0 such that w(t) ≥ α for all t > 0. It follows that
µ(Bn)w(µ(Bn))
Γ(µ(Bn))
≥ µ(Bn)w(µ(Bn))
µ(Bn)w(0)
since w is decreasing
≥ α
w(0)
since w is bounded below by α
If w is a regular weight function then by Remark 2.2.24 , there exists a k > 0 such that
(8.1.9) Γ(t) ≤ ktw(t) ∀t ∈ I
We therefore have that
µ(Bn)w(µ(Bn))
Γ(µ(Bn))
≥ µ(Bn)w(µ(Bn))
kµ(Bn)w(µ(Bn))
using (8.1.9)
≥ w(µ(Bn))
kw(µ(Bn))
since w is decreasing
=

k
It follows that if w is either regular or bounded away from zero then there exists a β > 0 such that
Iφ,w(Cτfn − Cτfm) ≥ β
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Therefore
∥∥Cτfn − Cτfm∥∥ ≥ min{1, β} by Lemma 2.2.34 and hence (Cτ (fn))∞n=1 does not have a Cauchy
subsequence. Thus Cτ is not compact by Proposition 1.5.8. We therefore have that for any  > 0, N consists
of the union of ﬁnitely many atoms and a nonatomic set of measure zero. In particular for every n ∈ N+ there
exist a ﬁnite number of atoms and a Bn ⊂ Ωc with µ(Bn) = 0 such that
N1/n =
(
kn∪
n=1
An
)
∪Bn
Since {x ∈ Ωc : fτ (x) > 0} =
∞∪
n=1
Bn, it follows that
µ ({x ∈ Ωc : fτ (x) > 0}) ≤
∞∑
n=1
µ(Bn)
= 0 since µ(Bn) = 0 ∀n(8.1.10)
We therefore have that
µ ◦ τ−1 (Ωc) =
ˆ
Ωc
fτ dµ by Corollary 1.2.16
= 0
It follows that
[Ω] = [ τ−1(Ω)]
= [τ−1(Ωc)] ∪ [τ−1(Ωa)]
= [τ−1(Ωa)] since µ ◦ τ−1 (Ωc) = 0
Furthermore, since µ ◦ τ−1 (An) =
´
An
fτ dµ = fτ (An)µ(An) for any atom, we have that
bn =
µ ◦ τ−1 (An)
µ(An)
= fτ (An)(8.1.11)
Let  > 0. Since (8.1.6) holds, there exists an n ∈ N+ such that n ≥ n implies An /∈ N/2 and therefore
fτ (An) ≤ /2 <  for n ≥ n. Using (8.1.11) it follows that lim
n→∞bn = 0. 
Remark 8.1.4. We have imposed restrictions on the Orlicz function and the weight function which do not
form part of the original result ([4, Theorem 2.1]). Furthermore, it is claimed in [4] that the converse also holds.
As part of the proof of this assertion it is claimed that
µg(λ) ≤ µf (λ) ∀λ > 0
implies that
g∗(t) ≤ f∗(t) ∀t ≥ 0
This need not be the case (consider g = χ
[0,e)
and f = χ
[0,1)
). In general all that can be said is that g∗(t) ≤ f∗(t/)
for all t > 0.
Remark 8.1.5. This is a signiﬁcantly weaker result than [22, Theorem 3.1]. It is claimed there that the
compactness of a composition operator on any Orlicz-Lorentz space implies that the underlying measure space
is purely atomic. The argument employed in [22] is to show that the sequence (fn)
∞
n=1, as deﬁned in the
proof above, converges weakly to the zero function and then to show that (Cτfn)
∞
n=1 does not converge to zero
strongly. This would contradict the compactness of Cτ (see Proposition 1.5.9). The claim that fn → 0 weakly
may however not be true. Consider the case φ(t) = t and w ≡ 1, i.e. Lφ,w(µ) = L1(µ) with equality of norms.
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Then
(
L1(µ)
)∗
= L∞(µ) and ΦL1(t) = t. So if fn is deﬁned as in [22, Theorem 3.1] then fn = (µ(Bn))
−1
χ
Bn
.
Furthermore, letting B =
∞∪
n=1
Bn we obtain χB ∈ L∞(µ), but
ˆ
Ω
χ
B
fn dµ = (µ(Bn))
−1
µ(Bn) since fn = (µ(Bn))
−1
χ
Bn
= 1 ∀n ∈ N+
and so fn 9 0 weakly. Furthermore, Theorems 8.1.8 and 8.1.12 exhibit compact composition operators on
rearrangement invariant spaces over measure spaces which are not purely atomic. The proof I have employed
above is a modiﬁcation of the proof given in [5, Theorem 3.1] for Orlicz spaces.
If, however, X = Lφ,w(µ) and X ′ both have absolutely continuous norm then one can show that fn → 0
weakly as follows: X has absolutely continuous norm and therefore X∗ is isometrically isomorphic to X ′, by
Corollary 3.2.8. Therefore if φ ∈ X∗ then φ = φg for some g ∈ X ′ where
φg(f) :=
ˆ
Ω
fg dµ ∀f ∈ X
We note that fng =
∥∥χ
Bn
∥∥−1
X
χ
Bn
g =
∥∥χ
Bn
∥∥−1
X
χ
Bn
gχ
Bn
since χ
Bn
.χ
Bn
= χ
Bn
and furthermore gχ
Bn
∈ X ′ since
g ∈ X ′ and ∣∣gχ
Bn
∣∣ ≤ ∣∣g∣∣.Therefore∣∣φg(fn)∣∣ = ∣∣ˆ
Ω
fngχBn dµ
∣∣
≤
ˆ
Ω
∣∣fngχBn ∣∣ dµ
≤ ∥∥fn∥∥X∥∥gχBn∥∥X′ by Hölder's inequality (Theorem 3.1.13)
→ 0 since ∥∥fn∥∥X = 1, X ′ has absolutely continuous norm and Bn ↓ ∅
Continuing with the proof as in [22, Theorem 3.1], one obtains∥∥Cτfn∥∥φ,w ≥ φ−1 (1/Γ(µ(Bn)))φ−1 (1/Γ(µ(Bn)))
I am unable to show that this last quantity is bounded away from zero, unless w satisﬁes the same extra
conditions as in Theorem 8.1.3.
Since Lφ,w(µ) = Lφ(µ) with equality of norms if w ≡ 1 (Example 2.2.38), the same result holds for Orlicz
spaces where the Orlicz function satisﬁes the ∆2-condition globally. Furthermore, L
p,q(µ) = Lφ,w(µ) with
equality of norms if φ(t) = tq and w(t) = t
q
p−1 (Example 2.2.28). It follows by Remark 2.2.29 that Theorem
8.1.3 also holds for Lorentz spaces.
Remark 8.1.6. In [21, Theorem 3.1] it is claimed that the compactness of the composition operator on a
Lorentz space implies that the underlying measure space is purely atomic. It uses the argument that µ(E) = 0
(where E = {x ∈ Ωc : fτ (x) 6= 0}) implies
µ ◦ τ−1 (Ωc) = 0 =
ˆ
Ωc
fτ dµ(8.1.12)
≥ pµ(Ωc)(8.1.13)
The equalities follow since µ(E) = 0 implies fτ = 0 µ-a.e. on Ωc and from (8.1.12) it can be deduced that
[Ω] = [τ−1(Ωa)], as in the proof of Theorem 8.1.15. However, the inequality (8.1.13) seems to be ﬂawed, since
E := {x ∈ Ωc : fτ (x) ≥ p} ⊂ E (and hence µ(E) = 0) implies that fτ < p µ-a.e. on Ωc and thereforeˆ
Ωc
fτ dµ ≤ pµ(Ωc)
It is not clear from [21] how the reverse inequality might be obtained.
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Remark 8.1.7. Since Lp,p(µ) = Lp(µ) (1 ≤ p < ∞) with equality of norms (Example 2.2.2), the above
result holds for Lebesgue spaces.
We give two sets of examples to show that the compactness of a composition operator does not necessarily
imply that the underlying measure space is purely atomic.
Theorem 8.1.8. (cf. [36, p.314]) Let (Ω,Σ, µ) be a ﬁnite measure space with the property that the atomic
part Ωa consists of ﬁnitely many atoms of ﬁnite measure. Let X be a Banach function space over (Ω,Σ, µ) and
let τ : Ω→ Ω be a nonsingular measurable transformation. If [Ω] = [τ−1(Ωa)], then Cτ is a ﬁnite rank operator
and hence compact.
Proof. Let A1, ..., An be the atoms of Ω and let f ∈ X. [Ω] = [τ−1(Ωa)], so Ω = τ−1(Ωa) ∪ A, where
µ(A) = 0 and A ⊂ τ−1(Ωc). So if x ∈ Ω, then either τ(x) ∈ Ωa or x ∈ A. If τ(x) ∈ Ωa, then
(Cτf)(x) = f(τ(x))
= f(Ak) since τ(x) ∈ Ak for some k
If x ∈ A, then τ(x) = x˜ for some x˜ ∈ Ωc. We therefore have that Cτf(x) =
n∑
k=1
f(Ak)χτ−1(Ak)
(x) + f(x˜)χ
A
and hence [Cτf ] = [
n∑
k=1
f(Ak)χτ−1(Ak)
], since µ(A) = 0. It follows that B =
{
χ
τ−1(Ak)
: 1 ≤ k ≤ n
}
is a basis for
ran(Cτ ) and hence that Cτ is a ﬁnite rank operator. We have used the fact that (Ω,Σ, µ) is a ﬁnite measure
space to ensure that µ(τ−1(Ak)) < ∞ for each k and hence that B ⊂ X. Since Cτf is a linear combination of
elements from B for each f ∈ X, this also ensures that Cτ (X) ⊂ X, i.e. that Cτ is a composition operator. 
Remark 8.1.9. The original theorem ([36, Theorem 2.10]) is a characterization of compact operators on
L2-spaces over this particular class of measure spaces. Their claim regarding the necessary condition should
be adjusted however to include the possibility Ω = τ−1(Ωa) ∪ A where µ(A) = 0 and A ⊂ Ωc. The theorem
as stated above is therefore a generalization of the suﬃcient condition to arbitrary Banach function spaces. A
generalization of the necessary condition to a particular class of Orlicz-Lorentz spaces follows from Theorem
8.1.3.
We give an example to demonstrate the theorem above.
Example 8.1.10. (cf. [36, p.314]) Let n ∈ N+ and Ω = [−n, 0]∪{1, 2, ..., n}. Let µ be the Lebesgue measure
on [−n, 0] and the counting measure on {1, 2, ..., n}. Then Ω is a ﬁnite measure space with ﬁnitely many atoms
of ﬁnite measure. Let X be a rearrangement invariant Banach function space over (Ω,Σ, µ) and
τ(x) :=
1 if x ∈ [−n, 0] ∪ {n}x+ 1 if x ∈ {1, 2, ..., n− 1}
τ is measurable: Let A be a measurable subset of Ω. Then A = B∪C, where B is a measurable subset of [−n, 0]
and C ⊂ {1, 2, ..., n}. It follows that
τ−1(A) = τ−1(B) ∪ τ−1(C)
= ∅ ∪ τ−1(C)
=
[−n, 0] ∪ ((C\{1})− 1) ∪ {n} if 1 ∈ CC − 1 if 1 /∈ C
which yields a measurable set in either case. τ is nonsingular: Let A ⊂ Ω be such that µ(A) = 0, then
A = ∅ or A ⊂ [−n, 0]. In both cases we have that τ−1(A) = ∅ and hence µ ◦ τ−1 (A) = 0. Furthermore,
τ−1({1, 2, ..., n}) = Ω and so Cτ is a ﬁnite rank operator on X by Theorem 8.1.8.
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Remark 8.1.11. The original example ([36, Example 2.5]) is given for Ω = [0, 1] ∪ {2, 3}.
The next theorem due to Singh ([36, Theorem 2.9]) demonstrates another class of σ-ﬁnite measure spaces
which are not purely atomic, but over which Lp-spaces (1 ≤ p <∞) may admit compact composition operators.
Theorem 8.1.12. (cf. [36, p.313]) Let (Ω,Σ, µ) be a σ-ﬁnite measure space with atoms (An)
∞
n=1 of ﬁnite
non-zero measure. If sup {µ(An) : n ∈ N+} = ∞, then Lp(µ) (1 ≤ p < ∞) admits a compact composition
operator.
Proof. Let Ω = Ωc ∪Ωa be the usual decomposition of Ω. Since Ω is σ-ﬁnite and Ωc is nonatomic, we can
write Ωc =
∞∪
n=1
Bn, where Bn 6= ∅, µ(Bn) ≤ 1 for each n and Bn ∩ Bm = ∅ if n 6= m. We deﬁne τ : Ω → Ω
inductively. Since sup {µ(An) : n ∈ N+} =∞, we can ﬁnd a k1 ∈ N+ such that
µ(Ak1) > 1(µ(A1) + 1)
Let τ(A1) = Ak1 . Similarly, we can ﬁnd a k2 > k1 such that
µ(Ak2) > 2(µ(A2) + 1)
Let τ(A2) = Ak2 . Continuing in this fashion we obtain a strictly increasing sequence of kn's such that
(8.1.14) µ(τ(An)) = µ(Akn) > n(µ(An) + 1)
For each n, choose yn ∈ Bn. To deﬁne τ on the nonatomic part, let
τ(x) =
Akn x ∈ Bn\{yn}yn x = yn
Then τ−1(Ωc) =
∞∪
n=1
{yn} and therefore µ ◦ τ−1 (Ωc) =
∞∑
n=1
µ ({yn}) = 0. By Proposition 1.2.17, fτ = 0 µ-a.e. on
Ωc and fτ (Am) =
µ◦τ−1(Am)
µ(Am)
for every atom. Therefore, if τ−1(Am) = ∅, then fτ (Am) = 0. If τ−1(Am) 6= ∅, i.e.
m = kn for some n, then τ
−1(Am) = An ∪ (Bn\{yn}) and so
µ ◦ τ−1 (Am) = µ (An ∪ (Bn\{yn}))
= µ(An) + µ(Bn\{yn}) since An ∩Bn = ∅
≤ µ(An) + 1
<
1
n
µ(Akn)
=
1
n
µ(Am)
Therefore fτ (Am) <
1
n , where m = kn. Let  > 0. There exists an N ∈ N+ such that 1N < . Let M = kN ,
then m > M implies that fτ (Am) = 0 if m 6= kn for any n and fτ (Am) < 1N <  if m = kn for some n, since
(kn)
∞
n=1 strictly increasing andm = kn > kN implies that n > N. Therefore fτ (Am)→ 0 and so f1/pτ (Am)→ 0.
It follows that M
f
1/p
τ
is compact by Corollary 6.2.3 and hence Cτ is compact by Lemma 6.2.2. 
Remark 8.1.13. This is a slight generalization of [36, Theorem 2.9], which is given for L2-spaces. Fur-
thermore, the theorem exhibits another compact composition operator Cτ with the property that τ
−1(Ωc) 6= ∅
and hence illustrates that the necessary condition [Ω] = [τ−1(Ωa)] in Theorem 8.1.3 cannot be replaced with
Ω = τ−1(Ωa).
We give an example to illustrate the theorem above.
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Example 8.1.14. (cf. [36, p.314]) Let Ω = (−∞, 0] ∪ N+ and let µ be the Lebesgue measure on (−∞, 0],
and
µ({n}) =
n2 if n is an even natural number1 if n is an odd natural number
For A ⊂ N+, we deﬁne µ(A) := ∑
k∈A
µ({k}). If A ⊂ Ω, then we can write A = B ∪ C where B ⊂ (−∞, 0]
and C ⊂ N+. A will be called measurable if B is a Lebesgue measurable subset of (−∞, 0] and we will deﬁne
µ(A) := µ(B) + µ(C). It is easily checked that µ is a positive measure.
Let n ∈ N+ and deﬁne
τ(x) =

2n −n < x ≤ −n+ 1
n2 if x = n and n even
(n+ 1)2 if x = n and n odd
It is clear that τ−1(N+) = Ω. τ is measurable: Let A be a measurable subset of Ω, then
τ−1(A) = τ−1(C)
for some C ⊂ N+. Since τ−1(C) is a countable union of subsets of the form (−n,−n + 1] and elements of N+,
it is measurable as a countable union of measurable sets. τ is nonsingular: let A be a measurable subset such
that µ(A) = 0, then A = ∅ or A ⊂ (−∞, 0]. In both cases, τ−1(A) = ∅ and so µ ◦ τ−1 (A) = 0.
Furthermore τ−1({n}) = ∅, if n is an odd natural number; τ−1({n}) = (−n2 , −n+22 ] ∪ {
√
n,
√
n − 1}, if n is
an even natural number and a square of an even number; and τ−1({n}) = (−n2 , −n+22 ] if n is an even number
but not a square of an even number. It follows that fτ ({n}) = µ◦τ
−1({n})
µ({n}) ≤ 1+n+1n2 → 0 and therefore it can be
shown as in Theorem 8.1.12 that Cτ is compact on L
p(µ).
For the remainder of the section the focus will be Banach function spaces over purely atomic σ-ﬁnite measure
spaces. The following is a generalization of [22, Theorem 3.1], which is originally given for Orlicz-Lorentz spaces.
Theorem 8.1.15. (cf. [22, p.83]) Let X be a rearrangement invariant Banach function space over a purely
atomic σ-ﬁnite measure space (Ω,Σ, µ) and let τ : Ω→ Ω be a measurable nonsingular transformation. If Cτ is
a compact composition operator on X, then lim
n→∞cn = 0.
Proof. We show the contrapositive. Let cn 9 0. Then there exists an  > 0 such that for each k ∈ N+,
there exists an nk ≥ k with the property cnk ≥ . For each k ∈ N+ set
fk =
χ
Ank
ΦX (µ ◦ τ−1 (Ank))
Then ∥∥fk∥∥ = ΦX (µ (Ank))
ΦX (µ ◦ τ−1 (Ank))
=
1
cnk
≤ 1

∀k ∈ N+
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So fk ∈ 1BX for each k ∈ N+. Let k,m ∈ N+ with k 6= m. Then∥∥Cτfk − Cτfm∥∥ = ∥∥ χτ−1(Ank )
ΦX (µ ◦ τ−1 (Ank))
−
χ
τ−1(Anm )
ΦX (µ ◦ τ−1 (Anm))
∥∥
=
∥∥ χτ−1(Ank )
ΦX (µ ◦ τ−1 (Ank))
+
χ
τ−1(Anm )
ΦX (µ ◦ τ−1 (Anm))
∥∥ by Proposition 3.1.4(6)
≥ ∥∥ χτ−1(Ank )
ΦX (µ ◦ τ−1 (Ank))
∥∥
=
ΦX
(
µ ◦ τ−1 (Ank)
)
ΦX (µ ◦ τ−1 (Ank))
= 1
Therefore (Cτfk)
∞
k=1 does not have a Cauchy subsequence and hence Cτ is not compact by Proposition 1.5.8. 
If (Ω,Σ, µ) is a purely atomic σ-ﬁnite measure space which is resonant, i.e. all atoms have equal measure
(Theorem 1.3.9), then we have the following.
Theorem 8.1.16. Let X be a rearrangement invariant Banach function space over a σ-ﬁnite purely atomic
measure space (Ω,Σ, µ) with atoms (An)
∞
n=1 of equal measure. Let τ : Ω → Ω be a nonsingular measurable
transformation. If Cτ is a compact operator from X into itself, then µ ◦ τ−1 (An) = 0 except for ﬁnitely many
n ∈ N+.
Proof. We show the contrapositive. Assume that there are inﬁnitely many n ∈ N+ such that µ◦τ−1 (An) >
0, i.e. there exists a subsequence (Ank)
∞
k=1 of (An)
∞
n=1 such that µ ◦ τ−1 (Ank) > 0 for each k ∈ N+. All the
atoms have equal measure; let α be the measure of an atom. Since µ◦τ−1 (Ank) > 0, we have that τ−1(Ank) 6= ∅.
This implies that τ−1(Ank) can be written as a union of atoms and hence µ ◦ τ−1 (Ank) ≥ α for each k ∈ N+.
It follows that
bnk :=
µ ◦ τ−1 (Ank)
µ(Ank)
≥ 1 ∀k ∈ N+
For each k ∈ N+ set
fk :=
χ
Ank∥∥χ
Ank
∥∥
Then
∥∥fk∥∥ = 1 for each k and
Cτfk =
χ
τ−1(Ank )∥∥χ
Ank
∥∥
Let k,m ∈ N+, with k 6= m, then∥∥Cτfk − Cτfm∥∥X ≥ ΦX
(
µ ◦ τ−1(Ank)
)
ΦX (µ(Ank))
as in Theorem 8.1.1 (8.1.4)
=
ΦX (bnkµ(Ank))
ΦX (µ(Ank))
since bnkµ(Ank) = µ ◦ τ−1(Ank) and τ measurable implies
τ−1(Ank) ∈ Σ, i.e bnkµ(Ank) ∈ ranµ
≥ ΦX (µ(Ank))
ΦX (µ(Ank))
since bnk ≥ 1 and ΦX is increasing
= 1
(Cτfk)
∞
k=1 therefore does not have a Cauchy subsequence and thus Cτ is not compact by Proposition 1.5.8. 
Remark 8.1.17. Since (Ω,Σ, µ) is purely atomic and all atoms have the same measure, we have that the
condition µ ◦ τ−1 (An) = 0, except for ﬁnitely many n ∈ N+ is equivalent to lim
n→∞bn → 0.
We show that for speciﬁc Banach function spaces over more general purely atomic σ-ﬁnite measure spaces,
the condition lim
n→∞bn → 0 is necessary for the composition operator to be compact, provided the underlying
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
134 8. COMPACTNESS OF COMPOSITION OPERATORS
measure space is purely atomic. The desired result for Orlicz-Lorentz spaces, where the Orlicz function satisﬁes
the ∆2-condition globally and the weight function is either regular or bounded away from zero, follows from
Theorem 8.1.3.
We show that a similar result can be obtained for Orlicz spaces by relaxing the condition on the Orlicz
function somewhat and placing a restriction on the underlying measure space.
Theorem 8.1.18. [5, p. 204] Let (Ω,Σ, µ) be a purely atomic σ-ﬁnite measure space with atoms of measure
µ(An) = an > 0 with the additional property that lim inf µ(An) = α > 0. Let φ be an Orlicz function with aφ = 0,
bφ < ∞ and ϕ(bφ) = β < ∞, where ϕ is the left derivative of φ. If τ : Ω → Ω is a nonsingular measurable
transformation such that Cτ is a compact operator from L
φ(µ) into itself, then lim
n→∞bn = 0.
Proof. Let
φ1(u) :=
φ(u) if 0 ≤ u ≤ bφβu+ φ(bφ)− βbφ if u > bφ
and
φ2(u) :=
0 if 0 ≤ u ≤ bφ∞ if u > bφ
Then by Proposition 5.1.7 Lφ(µ) = (Lφ1 ∩ Lφ2)(µ) and ∥∥f∥∥
φ
= max
{∥∥f∥∥
φ1
,
∥∥f∥∥
φ2
}
for all f in Lφ(µ). Fur-
thermore aφ1 = aφ = 0 and bφ1 =∞ since φ1 is ﬁnite valued. Therefore φ1 is invertible.
Let Cτ be a compact operator and assume that bn 9 0. This implies that there exists an  > 0 and
a subsequence (bnk)
∞
k=1 such that bnk ≥  for every k ∈ N+. Furthermore, lim infn→∞ µ(An) = α implies that
lim inf
k→∞
µ(Ank) ≥ α and so there exists a subsequence (Ankm )∞m=1 ⊂ (Ank)∞k=1 such that µ(Ankm ) ≥ α/2 for all
m ∈ N+. We can therefore assume, without loss of generality, that bn ≥  and an = µ(An) ≥ α/2 for all n ∈ N+.
For each n ∈ N+ deﬁne
fn := min
{
bφ, φ
−1
1 (1/an)
}
χ
An
Then
Iφ(fn) =
ˆ
Ω
φ
(∣∣fn(x)∣∣) dµ
=
ˆ
Ω
φ1 (fn(x)) dµ since 0 ≤ fn(x) ≤ bφ ∀x ∈ Ω
= φ1
(
min{bφ, φ−11 (1/an)}
)
µ(An)
≤ φ1
(
φ−11 (1/an)
)
an
= (1/an)an since φ1 is invertible
= 1
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Therefore
∥∥fn∥∥φ ≤ 1 for all n ∈ N+, by Corollary 2.2.33 (and using the fact that every Orlicz space is an
Orlicz-Lorentz space). Let βk := min{bφ, φ−11 (1/ak)} and let m,n ∈ N+ such that m 6= n, then
Iφ(Cτfm − Cτfn) =
ˆ
Ω
φ
(∣∣βmχτ−1(Am) − βnχτ−1(An)∣∣) dµ
=
ˆ
τ−1(Am)
φ (βm) dµ+
ˆ
τ−1(An)
φ (βn) dµ since τ
−1(Am) ∩ τ−1(An) = ∅
= φ1(βm)µ ◦ τ−1 (Am) + φ1(βn)µ ◦ τ−1 (An) since βk ≤ bφ ∀k ∈ N+
= min
{
φ1(bφ), φ1
(
φ−11 (1/am)
)}
bmµ(Am) + min
{
φ1(bφ), φ1
(
φ−11 (1/an)
)}
bnµ(An)
since φ1 is increasing
= min {φ1(bφ), 1/am} bmam + min {φ1(bφ), 1/an} bnan since φ1 is invertible
≥ min {amφ1(bφ), 1} + min {anφ1(bφ), 1}  since bk ≥  ∀k
≥ 2min
{α
2
φ1(bφ), 1
}
since ak ≥ α/2 ∀k
Therefore (Cτfn)
∞
n=1 ⊂ Cτ (BLφ) does not have a Cauchy subsequence and hence Cτ is not compact, which is a
contradiction. 
The last few results in this section show that for Orlicz spaces, where the Orlicz function satisﬁes the ∆2-
condition globally, and Lorentz spaces (and hence Lebesgue spaces), the condition lim
n→∞bn = 0 is both necessary
and suﬃcient for a composition operator to be compact, provided the underlying measure space is purely atomic.
Theorem 8.1.19. (cf. [19, p.203]) Let φ be an Orlicz function satisfying the ∆2-condition globally. Let
(Ω,Σ, µ) be a purely atomic σ-ﬁnite measure space and let τ : Ω→ Ω be a nonsingular measurable transformation.
The composition operator Cτ is a compact operator from X = L
φ(µ) into itself if and only if lim
n→∞bn = 0.
Proof. (Suﬃciency): We show that Cτ (BX) is compact by showing that every sequence in Cτ (BX) has a
Cauchy subsequence. Let  > 0, (gn)
∞
n=1 ⊂ Cτ (BX) and for each n ∈ N+, let fn ∈ BX such that Cτfn = gn. By
Proposition 2.2.35 there exists a δ > 0 such that
(8.1.15) Iφ(f) < δ ⇒ ‖f‖φ <

2
We wish to show that X has a predual. In order to apply Proposition 4.3.3 we require a Banach function space
over a resonant measure space. By Remark 2.2.18, X = Lφw(N,P(N), µc), the weighted Orlicz sequence space
over the natural numbers equipped with counting measure, where w = (an)
∞
n=1. Furthermore, by the same
Remark we have that Iwφ = Iφ and hence ‖·‖wφ = ‖·‖φ. By Proposition 4.3.3, we therefore have that (X ′)a is a
predual of X. By Theorem 3.2.6, (X ′)a is a closed subspace of X ′ and is therefore a Banach space. Furthermore
µc is separable by Remark 1.1.12 and so (X
′)a is separable by Theorem 3.2.12. It follows, by Theorem 1.4.5,
that B((X′)a)∗ = BX is σ(X, (X
′)a)-metrizable. Furthermore, by Alaoglu's Theorem 1.4.4, BX is σ(X, (X ′)a)-
compact. Since BX is σ(X, (X
′)a)-metrizable this is equivalent to BX being σ(X, (X ′)a)-sequentially compact.
We can therefore ﬁnd a subsequence (fnk)
∞
k=1 of (fn)
∞
n=1 such that fnk → f ∈ BX in the σ(X, (X ′)a) topology
for some f ∈ X . If it can be shown that for all (hn)∞n=1 ⊂ 2BX such that hn → 0 in the σ(X, (X ′)a) topology
we have Cτhn → 0 in the norm topology, then it will follow that
Cτfnk − Cτf = Cτ (fnk − f)
→ 0 in the norm topology, since fnk , f ∈ BX ⇒ fnk − f ∈ 2BX
and therefore that (gn)
∞
n=1 has a Cauchy subsequence. Let (hn)
∞
n=1 ⊂ 2BX be such that hn → 0 in the
σ(X, (X ′)a) topology. Since bm → 0 there exists an mδ ∈ N+ such that
(8.1.16) m ≥ mδ ⇒ bm < δ
2
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We show that for all k ∈ N+, hn(Ak)→ 0 as n→ 0: For any v ∈ (X ′)a, ϕv deﬁned by
ϕv(u) :=
∞∑
n=1
v(An)u(An)µ(An) u ∈ X
is a linear functional on X. For each k ∈ N+, deﬁne ek : N+ → F by
ek(An) =
1 n = k0 n 6= k
Then, since ek is a bounded function with support in a set of ﬁnite measure, ek ∈ (X ′)a by Proposition 4.3.3.
We therefore have that
hn(Ak) = ϕek(hn)
1
µ(Ak)
→ 0 as n→∞
since hn → 0 in the σ(X, (X ′)a) topology. So for all k ∈ N+ such that 1 ≤ k < mδ there exists an nδ,k ∈ N+
such that
(8.1.17) n ≥ nδ,k ⇒
∣∣∣∣hn2 (Ak)
∣∣∣∣ < φ−1( δ2mδ.bkak
)
where we have used the fact that φ vanishes only at zero to ensure that φ−1
(
δ
2mδ.ak
)
> 0. Let nδ = max
1≤k<mδ
{nδ,k}
and A = {τ(Am) : m ∈ N+}. For n ≥ nδ we have
Iφ
(
Cτ
hn
2
)
=
∞∑
p=1
φ
(∣∣(Cτ hn
2
)(Ap)
∣∣)µ(Ap)
=
∞∑
p=1
φ
(∣∣hn
2
(τ(Ap))
∣∣)µ(Ap)
≤
∑
Am∈A
φ
(∣∣hn
2
(Am)
∣∣)µ ◦ τ−1(Am) by letting Am = τ(Ap)
=
∞∑
m=1
φ
(∣∣hn
2
(Am)
∣∣)µ ◦ τ−1(Am) since Am /∈ A ⇒ µ ◦ τ−1(Am) = 0
=
mδ−1∑
m=1
φ
(∣∣hn
2
(Am)
∣∣) bmµ(Am) + ∞∑
m=mδ
φ
(∣∣hn
2
(Am)
∣∣) bmµ(Am)
<
mδ−1∑
m=1
φ
(
φ−1
(
δ
2mδbmam
))
bmµ(Am) +
δ
2
∞∑
m=mδ
φ
(∣∣hn
2
(Am)
∣∣)µ(Am) using (8.1.17) and (8.1.16)
=
mδ−1∑
m=1
δ
2mδbmam
.bmam +
δ
2
∞∑
m=mδ
φ
(∣∣hn
2
(Am)
∣∣)µ(Am)
since φ ∈ ∆2 ⇒ φ invertible (Proposition 2.2.13)
≤ δ
2
+
δ
2
Iφ
(
hn
2
)
≤ δ
since
∥∥hn
2
∥∥ ≤ 1 implies Iφ (hn2 ) ≤ 1 by Corollary 2.2.33. So by (8.1.15) we have∥∥Cτhn∥∥φ = 2∥∥Cτ hn2 ∥∥φ <  ∀n ≥ nδ
and hence Cτhn → 0.
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(Necessity): Since Lφ,w(µ) = Lφ(µ) with equality of norms if w ≡ 1 (Proposition 2.2.38) and furthermore φ
is invertible if φ satisﬁes the ∆2-condition globally (Proposition2.2.13), the result follows by Theorem 8.1.3. 
We give an example to illustrate the theorem above.
Example 8.1.20. [37, p.36] Let w > 1 and let µ(An) = w
n for all n ∈ N+. Furthermore, let φ be an Orlicz
function vanishing only at zero and satisfying the ∆2-condition globally. If τ(n) := 2n for all n ∈ N+, then Cτ
is a compact operator on Lφ(µ).
Proof. τ is clearly measurable and nonsingular. Furthermore
bn =
µ ◦ τ−1 (An)
µ(An)
=
0 if n is oddw−n/2 if n is even
→ 0 as n→∞
and so Cτ is compact by Theorem 8.1.19. 
Corollary 8.1.21. (cf. [37, p.35]) Let (Ω,Σ, µ) be a purely atomic σ-ﬁnite measure space and let τ : Ω→ Ω
be a nonsingular measurable transformation. The composition operator Cτ is a compact operator from X = L
p(µ)
(1 ≤ p <∞) into itself if and only if lim
n→∞bn = 0.
Proof. φ(t) = tp is an Orlicz function satisfying the ∆2-condition globally and in this case L
φ(µ) = Lp(µ)
with equality of norms by Proposition 2.2.19 . The result therefore follows by the previous theorem. 
The result for Lorentz spaces is as follows:
Theorem 8.1.22. (cf. [21, p.2114]) Let (Ω,Σ, µ) be a purely atomic σ-ﬁnite measure space and let τ : Ω→ Ω
be a nonsingular measurable transformation. Then Cτ is a compact composition operator on the Lorentz space
Lp,q(µ) (1 ≤ q ≤ p <∞) if and only if lim
n→∞bn = 0.
Proof. (Necessity): Note that Lp,q(µ) = Lφ,w(µ), with equality of norms, if φ(t) = tq and w(t) = t
q
p−1
(Example 2.2.28). The necessity therefore follows by Theorem 8.1.3 and Remark 2.2.29.
(Suﬃciency): It will be shown that Cτ is the limit of a sequence of ﬁnite rank operators and hence compact
by Proposition 1.5.11. Let f ∈ Lp,q(µ). Since f is measurable, f is constant on each atom and so using the fact
that Ω =
∞∪
n=1
An, we have that
f =
∞∑
n=1
f(An)χAn
For each k ∈ N+, let C(k)τ be deﬁned by
C(k)τ f :=
k∑
n=1
f(An)χτ−1(An)
Since
{
χ
τ−1(An)
: n ≤ k
}
forms a basis for ranC
(k)
τ , C
(k)
τ is a ﬁnite rank operator for each k ∈ N+. It will be
shown that C
(k)
τ → Cτ in B(Lp,q(µ)). We note ﬁrst that
µf (λ) = µ
({
x ∈ Ω : ∣∣f(x)∣∣ > λ})
= µ
(∪{An : ∣∣f(An)∣∣ > λ})
=
∑∣∣f(An)∣∣>λµ(An) since the An's are disjoint(8.1.18)
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If we let A(k) :=
{
x ∈ Ω : ∣∣ ∞∑
n=k+1
f(An)χτ−1(An)(x)
∣∣ > λ}, then y ∈ A(k) implies that y ∈ τ−1(An) for some
n > k and
∣∣f(An)∣∣ > λ. Therefore
y ∈ A(k) ⇒ y ∈ ∪{τ−1(An) : n > k and ∣∣f(An)∣∣ > λ}
and so
µ(
Cτ−C(k)τ
)
(f)
(λ) = µ(A(k))
≤ µ (∪{τ−1(An) : n > k and ∣∣f(An)∣∣ > λ})
≤
∑
n>k,
∣∣f(An)∣∣>λµ ◦ τ
−1 (An)
=
∑
n>k,
∣∣f(An)∣∣>λbnµ(An)
≤ sup {bn : n > k}
∑
n>k,
∣∣f(An)∣∣>λµ(An)
≤ sup {bn : n > k}µf (λ) by (8.1.18)(8.1.19)
By Proposition 1.3.5(11) this implies that
((
Cτ − C(k)τ
)
(f)
)∗
(t) ≤ f∗(t/βk), where βk := sup {bn : n > k}.
Therefore ∥∥(Cτ − C(k)τ ) (f)∥∥pq ≤ β1/pk ∥∥f∥∥pq by Proposition 2.2.3
Since this holds for all f ∈ Lp,q(µ), we have∥∥(Cτ − C(k)τ )∥∥ ≤ (sup{bn : n > k})1/p
→ 0 as k →∞ since bn → 0
and so C
(k)
τ → Cτ . 
Remark 8.1.23. The claim is made in [22, Theorem 3.2] that the condition  lim
n→∞bn = 0 is suﬃcient
to ensure that the composition operator is compact on Orlicz-Lorentz spaces. The argument is as follows. A
sequence (C
(k)
τ )∞k=1 is deﬁned as in the theorem above. Furthermore it is shown as above that if f ∈ L0(µ), then
µ(
Cτ−C(k)τ
)
(f)
(λ) ≤ βkµf (λ)
For each k ∈ N+, an nk ∈ N+ is then chosen to ensure that βknk > 1. It is then demonstrated that if
0 <
∥∥f∥∥
φ,w
<∞,
Iφ,w

(
Cτ − C(k)τ
)
(f)
βknk
∥∥f∥∥
φ,w
 ≤ 1(8.1.20)
and hence that ∥∥(Cτ − C(k)τ ) (f)∥∥φ,w ≤ βknk∥∥f∥∥φ,w
The claim is then made that βknk
∥∥f∥∥
φ,w
→ 0, since βk → 0. This claim is false, however, since for each k ∈ N+,
nk was speciﬁcally chosen to ensure that βknk > 1, so (nk)
∞
k=1 is not a bounded sequence. Unfortunately, since
w is a decreasing function, one requires βknk > 1 to show that (8.1.20) holds.
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CHAPTER 9
Characterizations of composition operators
In this section two conditions will be investigated which can be used to determine if a linear operator on a
Banach function space is a composition operator. In general we have identiﬁed a function f with its equivalence
class [f ]. For the majority of this section we wish to be more explicit and will therefore take care to distinguish
between a function and its equivalence class. Let X be a rearrangement invariant Banach function space over
a σ-ﬁnite measure space (Ω,Σ, µ) and let K = {[χ
A
] : A ∈ Σ}, K′ = K ∩X and [f ], [g], [fg] ∈ X. If τ : Ω → Ω
is a measurable transformation such that Cτ is a composition operator on X, then it will be demonstrated that
Cτ (K′) ⊂ K′ (i.e. K′ is invariant under Cτ ) and Cτ ([f ].[g]) = Cτ ([f ]).Cτ ([g]) (i.e. Cτ is multiplicative) for any
composition operator Cτ on X. It will be shown that under particular restrictions on the Banach function space
X and the underlying measure, a linear operator under which K′ is invariant or which is multiplicative is in fact
a (generalized) composition operator. We start by deﬁning a generalized composition operator.
Definition 9.1.1. [37, p.21] Let X be a Banach function space over a measure space (Ω,Σ, µ). Let Ω′ ∈ Σ,
τ : Ω′ → Ω a measurable transformation and [f ] ∈ X. Deﬁne the generalized composition transformation Cτ by
Cτ [f ] := [C˜τf ] where
(C˜τf)(x) :=
f(τ(x)) x ∈ Ω′0 x ∈ Ω\Ω′
If Cτ (X) ⊂ X then Cτ is called the generalized composition operator induced by τ and Ω′.
Remark 9.1.2. Slight modiﬁcations to the proofs of Propositions 7.1.2 and 7.1.1 show that a generalized
composition transformation is well-deﬁned as a mapping of equivalence classes and maps (equivalence classes
of) measurable functions onto (equivalence classes of ) measurable functions if and only if τ is a non-singular
measurable transformation. Furthermore, it is easily checked that we still have Cτ [χA ] = [χτ−1(A) ].
The ﬁrst result to be proved characterizes composition operators in terms of the invariance of K′ under the
operator.
Theorem 9.1.3. [21, 37, p. 2112, p.23] If T is a generalized composition operator on a Banach function
space X, then K′ is invariant under T . Conversely, if X is a Banach function space with an absolutely continuous
norm over a σ-ﬁnite absolute Borel space (Ω,Σ, µ) and T is a bounded linear operator on X, such that K′ is
invariant under T , then T is a generalized composition operator on X.
Proof. Let T be a generalized composition operator on X, i.e. T = Cτ for some measurable transformation
τ : Ω′ → Ω, where Ω′ ∈ Σ. Let [χ
A
] ∈ K′. Then
T [χ
A
] = Cτ [χA ]
= [χ
τ−1(A) ] by Remark 9.1.2,
where the ﬁrst equality shows that T [χ
A
] ∈ X, since Cτ is a composition operator and therefore maps X into
itself, and the second equality shows that T [χ
A
] is a characteristic function of a measurable set, since τ is
measurable. Therefore T [χ
A
] ∈ K′ and T (K′) ⊂ K′.
139
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
140 9. CHARACTERIZATIONS OF COMPOSITION OPERATORS
Recall (Proposition 1.1.7) that Σ/Σ0 is a Boolean algebra. For the converse, we will ﬁrst deﬁne Ω
′
and Σ
′
before constructing a σ-homomorphism from Σ/Σ0 to Σ
′
/Σ
′
0. Sikorski's Theorem (1.1.10) will then be applied
to yield the desired measurable function τ : Ω
′ → Ω such that T = Cτ . Let A ∈ Σf . Then
∥∥[χ
A
]
∥∥
X
< ∞ by
deﬁnition of the Banach function norm and so [χ
A
] ∈ K′. By our assumption, T [χ
A
] = [χ
B
] for some B ∈ Σ
such that
∥∥[χ
B
]
∥∥ < ∞. We note that if T [χ
A
] = [χ
B
] = [χ
C
], then [B] = [C] by Proposition 1.1.9. This means
we can use this association to deﬁne a function φ0 : Σf → Σ/Σ0 by letting
φ0(A) := [B], where T [χA ] = [χB ].
We will use [χ
φ0(A)
] to denote [χ
B
]. Then T [χ
A
] = [χ
φ0(A)
]. We show that φ0 is a σ-homomorphism. Let A1,
A2 ∈ Σf .
i) φ0 is monotone: Let A1 ⊂ A2. Then
[χ
φ0(A2)
] = T [χ
A2
]
= T
(
[χ
A1
] + [χ
A2\A1
]
)
= T [χ
A1
] + T [χ
A2\A1
] by the linearity of T
= [χ
φ0(A1)
] + [χ
φ0(A2\A1)
]
≥ [χ
φ0(A1)
] since [χ
φ0(A2\A1)
] ≥ 0
⇒ φ0(A2) ⊃ φ0(A1) by Proposition 1.1.9
ii) φ0 preserves disjoint unions: Let A1 ∩A2 = ∅. Then χA1∪A2 = χA1 + χA2 and so
[χ
φ0(A1∪A2)
] = T [χ
A1∪A2 ]
= T
(
[χ
A1
] + [χ
A2
]
)
= T [χ
A1
] + T [χ
A2
]
= [χ
φ0(A1)
] + [χ
φ0(A2)
]
and therefore φ0(A1) ∩ φ0(A2) = [∅], since [χφ0(A1∪A2) ] ≤ 1. This yields
[χ
φ0(A1)∪φ0(A2)
] = [χ
φ0(A1)
] + [χ
φ0(A2)
] = [χ
φ0(A1∪A2)
]
and therefore φ0(A1) ∪ φ0(A2) = φ0(A1 ∪A2) by Proposition 1.1.9.
iii) φ0 preserves ﬁnite unions: We have from i) that
φ0(A1) ⊂ φ0(A1 ∪A2) and
φ0(A2) ⊂ φ0(A1 ∪A2)
So
φ0(A1) ∪ φ0(A2) ⊂ φ0(A1 ∪A2)
Furthermore,
φ0(A1 ∪A2) = φ0((A1\A2) ∪ (A2\A1) ∪ (A1 ∩A2))
= φ0(A1\A2) ∪ φ0(A2\A1) ∪ φ0(A1 ∩A2) by ii)
⊂ φ0(A1) ∪ φ0(A2) ∪ φ0(A1) by i)
= φ0(A1) ∪ φ0(A2)
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iv)φ0 preserves intersections:
[χ
φ0(A1∩A2)
] = T [χ
A1∩A2 ]
= T
(
[χ
A1
] + [χ
A2
]− [χ
A1∪A2 ]
)
= T [χ
A1
] + T [χ
A2
]− T [χ
A1∪A2 ]
= [χ
φ0(A1)
] + [χ
φ0(A2)
]− [χ
φ0(A1∪A2)
]
= [χ
φ0(A1)
] + [χ
φ0(A2)
]− [χ
φ0(A1)∪φ0(A2)
] by iii)
= [χ
φ0(A1)∩φ0(A2)
]
Therefore φ0(A1 ∩A2) = φ0(A1) ∩ φ0(A2), by Proposition 1.1.9.
v) φ0 preserves diﬀerences:
[χ
φ0(A1\A2)
] = T [χ
A1\A2
]
= T
(
[χ
A1
]− [χ
A1∩A2 ]
)
= T [χ
A1
]− T [χ
A1∩A2 ]
= [χ
φ0(A1)
]− [χ
φ0(A1∩A2)
]
= [χ
φ0(A1)
]− [χ
φ0(A1)∩φ0(A2)
] by iv)
= [χ
φ0(A1)\φ0(A2)
]
and so φ0(A1\A2) = φ0(A1)\φ(A2) by Proposition 1.1.9.
vi) φ0 preserves countable disjoint unions: Let (An)
∞
n=1 ⊂ Σf be pairwise disjoint such that A =
∞∪
n=1
An ∈ Σf .
Then [χ
A
] ∈ X. We note that since X is a Banach function space with absolutely continuous norm, fn ↑ f
pointwise µ-a.e. and f ∈ X implies that fn ↑ f in X (Proposition 3.2.1). Let fn :=
n∑
k=1
χ
Ak
, then fn ↑ χA
pointwise µ-a.e. (since n 6= m implies An ∩Am = ∅) and so fn ↑ χA in X by the previous argument. Therefore
T [χ
A
] = T
(
lim
n→∞[fn]
)
= lim
n→∞ (T [fn]) since T is continuous
= lim
n→∞
(
n∑
k=1
T [χ
Ak
]
)
since T is linear
=
∞∑
k=1
[χ
φ0(Ak)
]
= [χ
B
] where [B] :=
∞∪
k=1
φ0(Ak)
The last equality follows since
φ0(An) ∩ φ0(Am) = φ0(An ∩Am) by iv)
= φ0(∅) if n 6= m
= [∅] since T [χ∅ ] = T [0] = [0] = [χ∅ ]
Hence φ0(A) = [B] =
∞∪
k=1
φ0(Ak) by Proposition 1.1.9. Since (Ω,Σ, µ) is σ-ﬁnite, we can ﬁnd a sequence
(Ωn)
∞
n=1 of pairwise disjoint measurable subsets of ﬁnite measure such that Ω =
∞∪
n=1
Ωn. Let [Ω
′
n] := φ0(Ωn) and
[Ω
′
] :=
∞∪
n=1
[Ω
′
n]. Then [Ω
′
n] ∈ Σ/Σ0 for each n by deﬁnition of φ0 and hence [Ω
′
] ∈ Σ/Σ0. Let Σ′ represent the
family of measurable subsets of Ω
′
(i.e. Σ
′
=
{
A ∩ Ω′ : A ∈ Σ
}
) and Σ
′
0 :=
{
B ∈ Σ′ : µ(B) = 0
}
. It is easily
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checked that Σ
′
is a σ-ﬁeld and Σ
′
0 is a σ-ideal. Deﬁne φ1 : Σ→ Σ/Σ0 by
φ1(A) :=
∞∪
n=1
φ0(A ∩ Ωn).
Then φ1 : Σ→ Σ′/Σ′0 since
φ0(A ∩ Ωn) ⊂ φ0(Ωn) = [Ω′n] for each n by i)
⇒ ∞∪
n=1
φ0(A ∩ Ωn) ⊂
∞∪
n=1
[Ω
′
n] = [Ω
′
]
⇒ φ1(A) =
( ∞∪
n=1
φ0(A ∩ Ωn)
)
∩ [Ω′ ]
=
∞∪
n=1
(
(φ0(A ∩ Ωn)) ∩ [Ω′
)
]
∈ Σ′/Σ′0
and φ1 extends φ0 since if A ∈ Σf then A =
∞∪
n=1
A ∩ Ωn
φ1(A) =
∞∪
n=1
φ0(A ∩ Ωn)
= φ0
( ∞∪
n=1
A ∩ Ωn
)
by (vi)
= φ0(A)(9.1.1)
φ1 is a σ-homomorphism:
a) φ1 preserves countable unions: Let (An)
∞
n=1 ⊂ Σ and let A =
∞∪
n=1
An, then
φ1(A) =
∞∪
m=1
φ0
(( ∞∪
n=1
An
)
∩ Ωm
)
=
∞∪
m=1
φ0
( ∞∪
n=1
(An ∩ Ωm)
)
=
∞∪
m=1
( ∞∪
n=1
φ0(An ∩ Ωm)
)
by vi)
=
∞∪
n=1
( ∞∪
m=1
φ0(An ∩ Ωm)
)
=
∞∪
n=1
φ1(An)
b) φ1 preserves intersections: Let A1, A2 ∈ Σ, then
φ1(A1 ∩A2) =
∞∪
n=1
φ0 ((A1 ∩A2) ∩ Ωn)
=
∞∪
n=1
φ0 ((A1 ∩ Ωn) ∩ (A2 ∩ Ωn))
=
∞∪
n=1
(φ0(A1 ∩ Ωn) ∩ φ0(A2 ∩ Ωn))
=
( ∞∪
n=1
φ0(A1 ∩ Ωn)
)
∩
( ∞∪
n=1
φ0(A2 ∩ Ωn)
)
= φ1(A1) ∩ φ1(A2)
c) φ1 preserves complements: This follows since A
c = Ω\A, φ0 preserves diﬀerence and φ1(Ω) = [Ω′ ].
φ1 induces a map φ : Σ/Σ0 → Σ′/Σ′0 deﬁned by
(9.1.2) φ([A]) := φ1(A).
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φ is well-deﬁned since if [A] = [B], then
[A ∩ Ωm] = [B ∩ Ωm] ∀m
⇒ T [χ
A∩Ωm ] = T [χB∩Ωm ] ∀m since [χA∩Ωm ] = [χB∩Ωm ]
⇒ φ0(A ∩ Ωm) = φ0(B ∩ Ωm) ∀m
⇒ ∞∪
m=1
φ0(A ∩ Ωm) =
∞∪
m=1
φ0(B ∩ Ωm),
and therefore φ1(A) = φ1(B). Furthermore, it can be checked (using the properties of φ1 and similar strategies
to those used already) that φ is a σ-homomorphism. By Sikorski's Theorem 1.1.10 there exists a map τ : Ω
′ → Ω
such that
(9.1.3) φ([A]) = [τ−1(A)] ∀[A] ∈ Σ/Σ0
τ is measurable since φ : Σ/Σ0 → Σ′/Σ′0 and so τ−1(A) ∈ Σ
′
for every A ∈ Σ. Furthermore τ is nonsingular:
µ(A) = 0 ⇒ [A] = [∅]
⇒ φ([A]) = φ1(∅) = [∅]
⇒ µ(τ−1(A)) = 0 since [τ−1(A)] = φ([A])
Let Cτ be the generalized composition transformation induced by τ . We show that T = Cτ : If A ∈ Σf , then∥∥[χ
A
]
∥∥ <∞ and
T [χ
A
] = [χ
φ0(A)
] by deﬁnition of φ0
= [χ
φ1(A)
] by (9.1.1)
= [χ
τ−1(A) ] by (9.1.2) and (9.1.3)
= [CτχA ] by Remark 9.1.2
= Cτ [χA ]
Therefore T and Cτ agree on the set of all characteristic functions of measurable sets of ﬁnite measure. By
linearity, T and Cτ agree on the set of all simple functions. Let f ∈ X, f = f1 + if2, where f1, f2 ∈ XR and
fj = f
+
j − f−j , where f+j , f−j ≥ 0 for j = 1, 2. By Theorem 1.2.4 there exists a sequence (fn)∞n=1 of positive
simple functions such that fn ↑ f+1 pointwise µ-a.e. This implies that
0 ≤ Cτfn ↑ Cτf+1 pointwise µ-a.e.(9.1.4)
⇒ ∥∥Tfn∥∥ = ∥∥Cτfn∥∥ ↑ ∥∥Cτf+1 ∥∥ since T and Cτ agree on simple functions(9.1.5)
and using Proposition 3.1.4(5)
However, sinceX has absolutely continuous norm, fn ↑ f+1 inX by Proposition 3.2.1. It follows that Tfn → Tf1+
in X since T is continuous and hence∥∥Tfn∥∥ → ∥∥Tf+1 ∥∥ since ∣∣∥∥g∥∥− ∥∥h∥∥∣∣ ≤ ∥∥g − h∥∥ ∀g, h ∈ X(9.1.6)
⇒ ∥∥Tf+1 ∥∥ = ∥∥Cτf+1 ∥∥ using (9.1.5), (9.1.6) and the uniqueness of limits in R
Since T (X) ⊂ X, we therefore have that Cτf+1 ∈ X. Application of Proposition 3.2.1 to (9.1.4) yields Cτfn →
Cτf
+
1 in X. But since Tfn → Tf+1 in X and Cτfn = Tfn for each n, it follows by the uniqueness of limits in
X that Cτf
+
1 = Tf
+
1 . It can similarly be shown that Cτf
+
2 = Tf
+
2 and Cτf
−
j = Tf
−
j for j = 1, 2. Using the
linearity of T and Cτ , we therefore have that Tf = Cτf . 
The next result shows that composition operators can also be characterised in terms of a multiplicativity
property. For this result we will not distinguish between equivalence classes and their representatives.
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Corollary 9.1.4. [21, p.2111] Let T be a composition operator on a Banach function space X. Then
T (f.g) = T (f)T (g) whenever f, g, fg ∈ X. Conversely, if X is a Banach function space with an absolutely
continuous norm over a σ-ﬁnite absolute Borel space (Ω,Σ, µ) and T is a bounded linear operator on X, such
that T (f.g) = T (f)T (g) whenever f, g, fg ∈ X, then T is a generalized composition operator.
Proof. Let f, g, fg ∈ X and let T = Cτ for some measurable transformation τ : Ω→ Ω, then
(T (f.g))(x) = (Cτ (f.g))(x)
= (f.g)(τ(x))
= f(τ(x)).g(τ(x))
= ((Cτf)(x)) . ((Cτg)(x))
= ((Cτf).(Cτg)) (x)
= ((Tf).(Tg)) (x)
Since this holds for all x ∈ Ω, we have that T (f.g) = T (f)T (g).
For the converse, let χ
A
∈ K′. Then Tχ
A
∈ X since T is an operator on X. Furthermore,
Tχ
A
= T (χ
A
.χ
A
)
= (Tχ
A
).(Tχ
A
) by assumption
= (Tχ
A
)2
⇒ ((Tχ
A
)(x)) . (1− (Tχ
A
)(x)) = 0 ∀x ∈ Ω
⇒ (Tχ
A
)(x) = 0 or 1 ∀x ∈ Ω
This means that Tχ
A
is a characteristic function and since Tχ
A
∈ X, we have Tχ
A
∈ K′. It follows that
T (K′) ⊂ K′ and hence T is a generalized composition operator by Theorem 9.1.3. 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CHAPTER 10
Isometries and composition operators
As an application of composition operators the link between composition operators and isometries will
be explored. We have the following theorem by Banach and Stone which represents isometries on spaces of
continuous functions as the products of unimodular functions and composition operators.
Theorem 10.1.1. [7, p.25] Let Ω1 and Ω2 be compact Hausdorﬀ spaces. If T is an isometric isomorphism of
CF(Ω1) onto CF(Ω2), then there is a homeomorphism τ from Ω2 onto Ω1 and a continuous unimodular function
h : Ω2 → F such that for each f ∈ CF(Ω1),
(Tf)(x) = h(x).f(τ(x)) x ∈ Ω2
We will investigate the conditions under which a similar result holds for Lebesgue spaces. First we detail
some notation to be used and present requisite information regarding regular set isomorphisms and the linear
transformations induced by them.
Let (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) be measure spaces. Recall (Proposition 1.1.7) that if Σ is a σ-algebra, then
Σ/Σ0 is a Boolean algebra, where Σ0 is the σ-ideal of sets with zero measure. We will use [Σi] to represent
Σi/(Σi)0 Recall further that [A] = [B] if and only if µi(A4B) = 0. We will call a sequence ([An])∞n=1 ⊂ [Σ1]
pairwise disjoint if [An] ∩ [Am] = [∅] whenever n 6= m. If [A] ∈ [Σi] and B,C ∈ [A], then µ1(B4C) = 0 and so
µ1(C) = µ1(B). We will abuse notation somewhat and write
µi([A]) := µi(B) for some B ∈ [A]
We note that if (fn)
∞
n=1 ∪ {f} ⊂ L0(µi) and fn → f pointwise µi-a.e., g ∈ [f ] and gn ∈ [fn] for each n, then
gn → g pointwise µi-a.e. This follows since fn(x)→ f(x) for all x ∈ Ωi\A, where µi(A) = 0, and fn(x) = gn(x)
for all x ∈ Ωi\Bn, where µi(Bn) = 0, and f(x) = g(x) for all x ∈ Ωi\B, where µi(B) = 0. So for any
x ∈ Ωi\
(( ∞∪
n=1
Bn
)
∪A ∪B
)
we have that gn(x) = fn(x) for all n and fn → f . Furthermore since a countable
union of sets with measure zero has measure zero, it follows that gn → g pointwise µi-a.e. We will therefore
write  [fn]→ [f ] pointwise if fn → f pointwise µi-a.e. If [f ], [g] ∈ L0(µ), then we can deﬁne [f ][g] := [fg] since
if f(x) = f˜(x) for all x ∈ Ac and g(x) = g˜(x) for all x ∈ Bc, then f(x).g(x) = f˜(x).g˜(x) for all x ∈ (A ∪B)c.
We deﬁne the essential support of an equivalence class of functions [f ] ∈ L0(µi) as follows:
[supp [f ]] := [{x ∈ Ωi : g(x) 6= 0 for some g ∈ [f ]}]
It is easily checked that this notion is independent of the choice of g ∈ [f ].
Definition 10.1.2. [25, p.461] A map η : [Σ1]→ [Σ2] is called a regular set isomorphism if
(1) η
(
[
∞∪
n=1
An]
)
=
∞∪
n=1
η ([An)] for any pairwise disjoint sequence ([An])
∞
n=1 ⊂ [Σ1]
(2) η ([Ω1\A]) = η ([Ω1]) \η ([A]) for all [A] ∈ [Σ1] and
(3) η ([A]) = [∅] if and only if [A] = [∅].
The following properties follow from the deﬁnition of a regular set isomorphism.
Proposition 10.1.3. [7, p.52] Let [A], [B] ∈ [Σ1] and η : [Σ1]→ [Σ2] be a regular set isomorphism. Then
(1) If [A] ⊂ [B], then η ([A]) ⊂ η ([B])
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(2) η
(
[
∞∪
n=1
An]
)
=
∞∪
n=1
η ([An)] for any sequence ([An])
∞
n=1 ⊂ [Σ1]
(3) η
(
[
∞∩
n=1
An]
)
=
∞∩
n=1
η ([An)] for any sequence ([An])
∞
n=1 ⊂ [Σ1]
(4) η ([A]) ∩ η ([B]) = [∅] if and only if [A ∩B] = [∅]
Remark 10.1.4. η is injective (as a mapping of equivalence classes), i.e. if [A], [B] ∈ [Σ1] such that
η ([A]) = η ([B]), then [A] = [B]
η is injective: Let η([A]) = η([B]), then
η([Ω1\A]) ∩ η([B]) = (η([Ω1])\η([A])) ∩ η(B) since η is a regular set isomorphism
= [∅] since η([A]) = η([B])
⇒ [Ω1\A] ∩ [B] = [∅] by Proposition 10.1.3(4)
⇒ [B] ⊂ [A]
It can similarly be shown that [A] ⊂ [B] and hence [A] = [B].
Remark 10.1.5. Let A ∈ Σ1, then [A] ∈ [Σ1] and η([A]) ∈ η([Σ1]). Deﬁne
Ση2 := {B ∈ Σ2 : B ∈ η([A]) for some A ∈ Σ1}
It can be shown that Ση1 is a σ-algebra. If B ∈ Ση2 and A ∈ Σ1 is such that B ∈ η([A]), then put
µ1 ◦ η−1(B) := µ1(A)
µ1 ◦ η−1 is well-deﬁned since if A′ ∈ Σ1 such that η([A]) = η([A′]), then [A] = [A′] since η is injective. It follows
that µ1(A) = µ1(A
′). It can be shown that µ1 ◦ η−1 is a positive measure on Ση2 . We show that µ1 ◦ η−1 is
absolutely continuous with respect to µ2  Ση2 . Let B ∈ Ση2 such that µ2(B) = 0 and let A ∈ Σ1 such that
B ∈ η([A]). µ2(B) = 0 implies that [∅] = [B] = η([A]) and so [A] = [∅] by deﬁnition of a regular set isomorphism.
It follows that 0 = µ1(A) := µ1 ◦ η−1(B).
Let η : [Σ1] → [Σ2] be a regular set isomorphism. We deﬁne a linear transformation Tη on L1(µ) using η.
We start by deﬁning Tη on characteristic functions. If A ∈ Σ1, then let [χη([A]) ] := [χE ], where E ∈ η([A]), and
deﬁne Tη for [χA ] ∈ L0(µ1) by
Tη[χA ] = [χη([A]) ]
We extend Tη to positive simple functions by letting
Tη[f ] :=
n∑
i=1
αiχη([Ai]) ,
if [f ] = [
n∑
i=1
αiχAi ], with αi ≥ 0, Ai ∈ Σ1 and Ai ∩Aj = ∅ if i 6= j. For [f ] ∈ L0+(µ1), deﬁne
Tη[f ] := sup {Tη[g] : g simple, 0 ≤ [g] ≤ [f ]}
To extend Tη to L
0
R(µ1), note that if [f ] ∈ L0R(µ1), then [f ] = [f+]− [f−], so put
Tη[f ] := Tη[f
+]− Tη[f−]
Finally, since [f ] = [Ref ] + i[Imf ] if [f ] ∈ L0(µ), Tη can similarly be extended to all of L0(µ1). The details are
omitted, but it can be checked that Tη deﬁned in this way is well-deﬁned and linear.
Proposition 10.1.6. (cf. [7, p.52]) Let η : [Σ1]→ [Σ2] be a regular set isomorphism and let A ∈ Σ1. If Tη
is deﬁned as above then Tη : L
0(Ω1,Σ1, µ1) → L0(η([Ω1]),Σ2 ∩ η([Ω1]), µ2  η([Ω1])) is a linear transformation
having the following properties: for any [f ], [g] ∈ L0(Ω1,Σ1, µ1),
(1) Tη[fn]→ Tη[f ] pointwise µ2-a.e. if ([fn])∞n=1 ⊂ L0(Ω1,Σ1, µ1) is such that [fn]→ [f ] pointwise
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
10. ISOMETRIES AND COMPOSITION OPERATORS 147
(2) Tη ([f.g]) = (Tη[f ]) . (Tη[g])
(3) Tη
([∣∣f ∣∣]) = ∣∣Tη[f ]∣∣
(4) If [f ] ≤ [g] then Tη[f ] ≤ Tη[g]
(5) Tη[f ].[χA ] = [0] if [A] = η(Ω1)\η([supp [f ])
Remark 10.1.7. Tη is a positive operator, since Tη is linear and Tη[f ] ≤ Tη[g] if [f ] ≤ [g].
If η is a regular set isomorphism, f ∈ L0(µ2) and A ∈ Σ, then µ2(E4F ) = 0 for all E,F ∈ η(A) and soˆ
E
f dµ2 =
ˆ
F
f dµ2
We will therefore deﬁne ˆ
η(A)
f dµ2 :=
ˆ
E
f dµ2 for some E ∈ η(A)
If g, h ∈ [f ] ∈ L0(µi), then ˆ
Ω
g dµ =
ˆ
Ω
h dµ
and so we will use the notation
´
Ω
[f ] dµ :=
´
Ω
g dµ for some g ∈ [f ].
We need one further result before proving the main result of this chapter.
Lemma 10.1.8. [25, p.461] If [f ] and [g] belong to Lp(µ), then∥∥[f ] + [g]∥∥p + ∥∥[f ]− [g]∥∥p ≤ 2∥∥[f ]∥∥p + 2∥∥[g]∥∥p 0 < p ≤ 2∥∥[f ] + [g]∥∥p + ∥∥[f ]− [g]∥∥p ≥ 2∥∥[f ]∥∥p + 2∥∥[g]∥∥p p ≥ 2
In either case, if p 6= 2, then equality occurs if and only if [f ].[g] = 0.
Remark 10.1.9. If p = 2 in the above Corollary, then Lp(µ) is a Hilbert space and so by the parallelogram
law ([3, p.8]) ∥∥[f ] + [g]∥∥2 + ∥∥[f ]− [g]∥∥2 = 2∥∥[f ]∥∥2 + 2∥∥[g]∥∥2
for any [f ], [g] ∈ L2(µ), not just for [f ] and [g] such that [f ].[g] = 0.
Theorem 10.1.10. [25, p.461] [7, p.53] Let (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) be σ-ﬁnite measure spaces and let
U : Lp(Ω1,Σ1, µ1) → Lp(Ω2,Σ2, µ2) (1 ≤ p < ∞, p 6= 2) be a linear isometry. Then there exists a regular set
isomorphism η : [Σ1]→ [Σ2] and a function h : Ω2 → F such that for all [f ] ∈ Lp(Ω1,Σ1, µ1)
(10.1.1) U [f ] = [h]. (Tη[f ])
where Tη is the transformation induced by η. Furthermore,
(10.1.2)
ˆ
η([A])
∣∣[h]∣∣p dµ2 = ˆ
η([A])
d(µ1 ◦ η−1)
dµ2
dµ2 = µ1(A) ∀A ∈ Σ1.
Conversely, if η is a regular set isomorphism and h : Ω2 → F is such that (10.1.2) holds, then the operator U
deﬁned by (10.1.1) is a linear isometry.
Proof. We ﬁrst prove the suﬃciency for ﬁnite measure spaces. Let µ1(Ω1) < ∞. Deﬁne a set mapping
η : [Σ1]→ [Σ2] by
η([A]) := [supp(U [χ
A
])]
= [{x ∈ Ω2 : g(x) 6= 0}] where g ∈ U [χA ]
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We show that η is a regular set isomorphism. η preserves ﬁnite disjoint union: Let [A], [B] ∈ [Σ1] such that
[A] ∩ [B] = [∅]. Then∥∥U [χ
A
] + U [χ
B
]
∥∥p + ∥∥U [χ
A
]− U [χ
B
]
∥∥p = ∥∥U([χ
A
+ χ
B
])
∥∥p + ∥∥U([χ
A
− χ
B
])
∥∥p
since U is linear
=
∥∥[χ
A
] + [χ
B
]
∥∥p + ∥∥[χ
A
]− [χ
B
]
∥∥p
since U is an isometry
= 2
∥∥[χ
A
]
∥∥p + 2∥∥[χ
B
]
∥∥p
by Lemma 10.1.8, since [χ
A
].[χ
B
] = [0]
= 2
∥∥U [χ
A
]
∥∥p + 2∥∥U [χ
B
]
∥∥p
since U is an isometry
and so
(10.1.3) (U [χ
A
]).(U [χ
B
]) = [0] by Lemma 10.1.8
Therefore
η([A]) ∩ η([B]) = [supp(U [χ
A
])] ∩ [supp(U [χ
B
])]
= [∅](10.1.4)
From this it follows that
η([A ∪B]) = [supp(U [χ
A∪B ])]
= [supp(U [χ
A
] + U [χ
B
])] using [A] ∩ [B] = [∅] and U linear
= [supp(U [χ
A
])] ∪ [supp(U [χ
B
])] by (10.1.4)
= η([A]) ∪ η([B])(10.1.5)
η preserves countable disjoint union: Let ([An])
∞
n=1 ⊂ [Σ1] be a pairwise disjoint sequence. Let [fn] :=
n∑
k=1
[χ
[Ak]
] = [χ
[
n∪
k=1
Ak]
], where the latter equality follows since the [Ak]'s are pairwise disjoint. Let [f ] = [χ
[
∞∪
k=1
Ak]
],
then [fn] ↑ [f ] pointwise. We show that [fn] ↑ [f ] in Lp(µ1). Since µ1(Ω1) < ∞, we have that [χΩ1 ] ∈ Lp(µ1).
Furthermore [f ] ≤ [χ
Ω1
] and so [fn] ↑ [f ] in Lp(µ1), using the Fatou and Banach lattice properties of the Lp
norm. Therefore
U [f ] = U( lim
n→∞[fn])
= lim
n→∞U [fn] since U is continuous
= lim
n→∞
n∑
k=1
U [χ
Ak
]
By (10.1.4) [supp(U [χ
Ak
])] ∩ [supp(U [χ
Am
])] = ∅ if k 6= m and so
η
(
[
∞∪
n=1
An]
)
= [supp(U [f ])]
=
∞∪
n=1
[supp(U [χ
An
])]
=
∞∪
n=1
η([An)]
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η preserves complements: Let [A] ∈ [Σ1]
η([Ω1]) = η([A] ∪ [Ω1\A])
= η([A]) ∪ η([Ω1\A]) by (10.1.5)
Since η([A]) and η([Ac]) are disjoint by (10.1.4), we have that
η([Ω1]\[A]) = η([Ω1])\η([A])
η([A]) = [∅] if and only if [A] = [∅]:
[A] = [∅] ⇔ [χ
A
] = 0
⇔ ∥∥[χ
A
]
∥∥p = 0
⇔ ∥∥U [χ
A
]
∥∥p = 0 since U is an isometry
⇔ U [χ
A
] = 0
⇔ [supp(U [χ
A
])] = [∅]
⇔ η([A]) = [∅]
So η is a regular set isomorphism. Let Tη be the transformation induced by η.
Since µ1(Ω1) <∞, [χΩ1 ] ∈ Lp(Ω1,Σ1µ1) and so U [χΩ1 ] ∈ Lp(Ω2,Σ2, µ2). Let [h] := U [χΩ1 ] and let A ∈ Σ1.
Then
[h] = U [χΩ1 ]
= U([χ
A
] + [χ
Ac
])
= U [χ
A
] + U [χ
Ac
]
We also have that U [χ
A
] and U [χ
Ac
] have disjoint support by (10.1.4) and so if h˜ ∈ [h], g ∈ U [χ
A
] and
B ∈ [supp(U [χ
A
])] = η([A]), then
h˜(x) = g(x) for µ2-a.e. x ∈ B
Therefore
U [χ
A
] = [h].[χ
η(A)
]
= [h].Tη[χA ](10.1.6)
It follows that (10.1.1) holds for characteristic functions. By the linearity of U , (10.1.1) also holds for simple
functions. Therefore (10.1.1) holds for all [f ] ∈ Lp(Ω1,Σ1, µ1) since simple functions are dense in Lp(Ω1,Σ1, µ1)
and U is continuous.
Next we extend the result to σ-ﬁnite measure spaces. Let Ω1 =
∞∪
n=1
Ω
′
n, where µ1(Ω
′
n) < ∞ for each n
and Ω
′
n ∩ Ω
′
m = ∅ if n 6= m and let Σ
′
n := {A ∩ Ω
′
n : A ∈ Σ}. For each n, U induces an isometry from
Lpn(µ1) := L
p(Ω
′
n,Σ
′
n, µ1  Ω
′
n) into L
p(µ2) in the following way: Let [f ] ∈ Lpn(µ1) and let f˜(t) =
f(t) t ∈ Ω
′
n
0 t /∈ Ω′n
.
Then [f˜ ] ∈ Lp(µ1). Deﬁne Un : Lpn(µ1)→ Lp(µ2) by
(10.1.7) Un[f ] := U [f˜ ]
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Then Un is an isometry, since∥∥Un[f ]∥∥pLp(µ2) = ∥∥U [f˜ ]∥∥pLp(µ2)
=
∥∥[f˜ ]∥∥p
Lp(µ1)
since U is an isometry
=
ˆ
Ω1
∣∣f˜(x)∣∣p dµ1
=
ˆ
Ω′n
∣∣f(x)∣∣p dµ1 since f˜(x) = 0 for µ1-a.e. x ∈ (Ω′n)c
=
∥∥[f ]∥∥p
Lpn(µ1)
Furthermore, it is easily checked that Un is linear. From what has been shown in the case where µ(Ω1) < ∞,
we therefore have for each n ∈ N+, a regular set isomorphism ηn : [Σ′n]→ [Σ2] and a function hn deﬁned on Ω2
such that
(10.1.8) Un[f ] = [hn]Tηn [f ] [f ] ∈ Lpn(µ1)
Deﬁne η : [Σ1]→ [Σ2] by
(10.1.9) η([A]) :=
∞∪
n=1
ηn([A ∩ Ω′n)]
It is easily checked that η is a regular set isomorphism. Let
[h] :=
∞∑
n=1
[hn]
We show that [h] is well-deﬁned and for any n ∈ N+ and that [hn] = [h][χ
η(Ω
′
n)
]: We note that
[hn] := Un[χ
Ω
′
n
]
= [hn].Tηn [χΩ′n
] by (10.1.8)
= [hn].[χ
ηn(Ω
′
n)
] by Proposition 10.1.6(5)
= [hn].[χ
η(Ω
′
n)
] by (10.1.9)(10.1.10)
Furthermore, Ω
′
n ∩ Ω
′
m = ∅ if n 6= m implies that η(Ω
′
n) ∩ η(Ω
′
m) = [∅] if n 6= m by Proposition 10.1.3(4).
Therefore [h] is well-deﬁned and
[h].[χ
η(Ω
′
n)
] : =
( ∞∑
n=1
[hn]
)
.[χ
η(Ω
′
n)
]
= [hn] by (10.1.10)(10.1.11)
Let [f ] ∈ Lp(µ1). We show that
(10.1.12) U [f ] = [h].Tη[f ]
Let
f˜n(x) :=
f(x) x ∈ Ω
′
n
0 x /∈ Ω′n
and fn := f  Ω
′
n. Since the Ω
′
n's are pairwise disjoint, we have that f(x) =
( ∞∑
n=1
f˜n
)
(x). Furthermore Lp(µ1)
has absolutely continuous norm by Corollary 3.2.4. So if we let gk =
k∑
n=1
f˜n, then
∣∣gk∣∣ ≤ ∣∣f ∣∣ for all k and gk → f
µ-a.e. and hence [gk]→ [f ] in Lp by Proposition 3.2.1. We show ﬁrst that
(10.1.13) (Tη[f ]) .[χ
η(Ω
′
m)
] = (Tηm [fm]) [χη(Ω′m)
] ∀m
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Let [A] ∈ [Σ1], then χ[A]  Ω
′
m = χ[A∩Ω′m]
. Thus(
Tη[χ[A] ]
)
.[χ
η([Ω
′
m])
] = [χ
η([A])
].[χ
η([Ω
′
m])
]
= [χ
η([A])∩η([Ω′m])
]
= [χ
η([A∩Ω′m])
] by Proposition 10.1.3(3)
= [χ
ηm([A]∩[Ω′m])
] by (10.1.9)
= Tηm [χ[A∩Ω′m]
]
⇒ (Tη[χ[A] ]) .[χη([Ω′m]) ] = (Tηm [χ[A∩Ω′m] ]) .[χη([Ω′m]) ]
This implies that (10.1.13) holds for [f ] = [χ
[A]
]. We can therefore extend this result to all [f ] ∈ Lp(µ1) as
before. Next we show that (10.1.12) holds:
U [f ] = U
(
lim
k→∞
k∑
n=1
˜[fn]
)
= lim
k→∞
k∑
n=1
U [f˜n] since U is continuous and linear
= lim
k→∞
k∑
n=1
Un[fn] by (10.1.7),(10.1.14)
where the limits above are Lp limits. By Theorem 1.2.8 the sequence deﬁned by [jk] =
k∑
n=1
Un[fn] has a subse-
quence ([jkp ])
∞
p=1 which converges pointwise to lim
k→∞
k∑
n=1
Un[fn] = U [f ] (where the equality follows by (10.1.14)).
Without loss of generality we can therefore assume that [jk] → U [f ] pointwise. It follows that the following
pointwise limits are equal
(10.1.15)
(
lim
k→∞
k∑
n=1
Un[fn]
)
.[χ
η(Ω
′
m)
] = lim
k→∞
k∑
n=1
Un[fn].[χ
η(Ω
′
m)
]
and therefore using (10.1.14) and (10.1.15), we have
(U [f ]) .[χ
η(Ω
′
m)
] = lim
k→∞
(
k∑
n=1
[hn]. (Tηn [fn]) .[χη(Ω′m)
]
)
by (10.1.8)
= [hm]. (Tηm [fm]) .[χη(Ω′m)
] using (10.1.10) and η(Ω
′
m)'s pairwise disjoint
= [h]. (Tη[f ]) .[χ
η(Ω
′
m)
] by (10.1.13)
Since the η(Ω
′
m)'s are pairwise disjoint we have that U [f ] = [h]. (Tη[f ]). Furthermore, by Remark 10.1.5 µ1 ◦η−1
deﬁned on Ση2 is absolutely continuous with respect to µ2  Σ
η
2 . The Radon-Nikodym derivative
d(µ1◦η−1)
dµ2
therefore exists. Let A ∈ Σ1 and let B ∈ η([A]). Then
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ˆ
η([A])
∣∣[h]∣∣p dµ2 = ˆ
Ω2
∣∣[h][χ
η([A])
]
∣∣p dµ2
=
∥∥U [χ
A
]
∥∥p by (10.1.1)
=
∥∥[χ
A
]
∥∥p since U is an isometry
= µ1(A)
= µ1 ◦ η−1(B) by deﬁnition of µ1 ◦ η−1
=
ˆ
B
d(µ1 ◦ η−1)
dµ2
dµ2 by Theorem 1.2.15
=
ˆ
η(A)
d(µ1 ◦ η−1)
dµ2
dµ2
For the converse, let η be a regular set isomorphism and let h be such that (10.1.2) holds. Deﬁne U by
(10.1.1) and let f be a simple function. Then f can be written in the form
n∑
i=1
αiχAi where the Ai's are pairwise
disjoint. It is easily checked that
(10.1.16) [
∣∣∣∣∣
n∑
i=1
αiχAi
∣∣∣∣∣
p
] =
n∑
i=1
∣∣αi∣∣p[χAi ]
Furthermore, the same equality holds if the Ai's are replaced by η([Ai])'s since η preserves disjoint unions. It
follows that
∥∥U [f ]∥∥p = ˆ
Ω2
∣∣∣∣∣[h].Tη[
n∑
i=1
αiχAi ]
∣∣∣∣∣
p
dµ2
=
ˆ
Ω2
∣∣[h]∣∣p ∣∣∣∣∣
(
n∑
i=1
αi[χη(A) ]
)∣∣∣∣∣
p
dµ2 by the linearity of Tη
=
ˆ
Ω2
∣∣[h]∣∣p( n∑
i=1
∣∣αi∣∣p[χη(Ai) ]
)
dµ2
=
n∑
i=1
∣∣αi∣∣p ˆ
η([Ai])
∣∣[h]∣∣p dµ2
=
n∑
i=1
∣∣αi∣∣p ˆ
η([Ai])
d(µ1 ◦ η−1)
dµ2
dµ2 by (10.1.2)
=
n∑
i=1
∣∣αi∣∣pµ1([Ai]) as before
=
ˆ
Ω
(
n∑
i=1
∣∣αi∣∣p[χAi ]
)
dµ1
=
ˆ
Ω
∣∣∣∣∣
n∑
i=1
αi[χAi ]
∣∣∣∣∣
p
dµ1 by the R-N theorem (1.2.15)
=
∥∥[f ]∥∥p
Let [f ] ∈ Lp(Ω1,Σ1, µ1). There exists a sequence (fn)∞n=1 of positive simple functions such that fn ↑
∣∣f ∣∣ pointwise
µ1-a.e. By Proposition 3.1.4(5)
∥∥[fn]∥∥p ↑ ∥∥[f ]∥∥p, since Lp(µ1) is a Banach function space. Then by Proposition
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10.1.6(1),
Tη[fn] ↑ Tη[
∣∣f ∣∣] pointwise
⇒ ∣∣[h].Tη[fn]∣∣p ↑ ∣∣[h].Tη[∣∣f ∣∣]∣∣p pointwise
⇒ ∥∥U [fn]∥∥p = ˆ
Ω2
∣∣[h].Tη[fn]∣∣p dµ2 ↑ ˆ
Ω2
∣∣[h].Tη[∣∣f ∣∣]∣∣p dµ2
by the Monotone Convergence theorem
=
∥∥U [f ]∥∥p
But
∥∥U [fn]∥∥ = ∥∥[fn]∥∥ for each n, since U preserves the norm of positive simple functions. We therefore have
that
∥∥U [fn]∥∥ = ∥∥[fn]∥∥ ↑ ∥∥[f ]∥∥ and ∥∥U [fn]∥∥ ↑ ∥∥U [f ]∥∥ and so ∥∥U [f ]∥∥ = ∥∥[f ]∥∥, since limits are unique in any
Hausdorﬀ space. 
Remark 10.1.11. Since Tη[fn] → T [f ] pointwise if [fn] → [f ] pointwise (Proposition 10.1.6(1)), a similar
method to the one employed in the proof of Proposition 6.1.3 can be used to show that Tη is bounded.
Conditions under which an isometry can be represented using a composition operator are given by the result
below.
Corollary 10.1.12. Let (Ω,Σ, µ) be a σ-ﬁnite absolute Borel space and let U : Lp(Ω,Σ, µ) → Lp(Ω,Σ, µ)
(1 ≤ p <∞, p 6= 2) be a linear isometry. Then there exists a generalized composition operator Cτ and a function
h : Ω→ F such that for all [f ] ∈ Lp(Ω,Σ, µ)
(10.1.17) [Uf ] = [h].Cτ [f ]
Proof. By the theorem above there exists a regular set isomorphism η : [Σ]→ [Σ] such that
[Uf ] = [h]Tη[f ],
where Tη is the transformation induced by η. By Corollary 3.2.4, L
p(µ) is a Banach function space with absolutely
continuous norm. Furthermore, Tη([f ].[g]) = Tη[f ].Tη[g] whenever [f ], [g], [f.g] ∈ Lp(µ), by Proposition 10.1.6,
and Tη is bounded by Remark 10.1.11. Tη is therefore a generalized composition operator by Corollary 9.1.4. 
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