This paper develops a new distribution theory and inference methods for over-identified Generalized Method of Moments (GMM) estimation focusing on the iterated GMM estimator, allowing for moment misspecification, and for clustered dependence with heterogeneous and growing cluster sizes. This paper is the first to provide a rigorous theory for the iterated GMM estimator. We provide conditions for its existence by demonstrating that the iteration sequence is a contraction mapping. Our asymptotic theory allows the moments to be possibly misspecified, which is a general feature of approximate over-identified models. This form of moment misspecification causes bias in conventional standard error estimation. Our results show how to correct for this standard error bias. Our paper is also the first to provide a rigorous distribution theory for the GMM estimator under cluster dependence. Our distribution theory is asymptotic, and allows for heterogeneous and growing cluster sizes. Our results cover standard smooth moment condition models, including dynamic panels, which is a common application for GMM with cluster dependence. Our simulation results show that conventional heteroskedasticityrobust standard errors are highly biased under moment misspecification, severely understating estimation uncertainty, and resulting in severely over-sized hypothesis tests. In contrast, our misspecification-robust standard errors are approximately unbiased and properly sized under both correct specification and misspecification. We illustrate the method by extending the empirical work reported in Acemoglu, Johnson, Robinson, and Yared (2008, American Economic Review ) and Cervellati, Jung, Sunde, and Vischer (2014, American Economic Review ). Our results reveal an enormous effect of iterating the GMM estimator, demonstrating the arbitrariness of using one-step and two-step estimators. Our results also show a large effect of using misspecification robust standard errors instead of the Arellano-Bond standard errors. Our results support Acemoglu, Johnson, Robinson, and Yared's conclusion of an insignificant effect of income on democracy, but reveal that the heterogeneous effects documented by Cervellati, Jung, Sunde, and Vischer are less statistically significant than previously claimed.
Introduction
White (1980, 1982) advocated for robust inference, meaning that variance estimation should be constructed to be valid under broader assumptions than the model interpreted narrowly. His seminal papers showed how to construct robust covariance estimators for linear regression and for likelihood estimation which provide asymptotically valid inference for the pseudo-true parameter values without the requirement of correct model specification. White's vision for robust covariance estimation dominates much of econometric practice.
The metaphor of robust estimation also motivated the generalized method of moments (GMM) estimator of Lars Hansen (1982) , as it was understood that estimation by maximum likelihood could be quite sensitive to model misspecification. GMM focused estimation on the specific moment conditions specified by the application. Hansen's proposed covariance matrix estimators were also quite similar to those of White (1980) in that they did not exploit information beyond the moment conditions used for estimation.
However, when the model is over-identified Hansen's GMM covariance matrix estimator turns out to be quite sensitive to the assumption of correct moment specification. If we take the realistic view that an over-identified model is a constructive approximation rather than a literal truth, we should be cautious about requiring that our inference procedures rely on the literal assumption of correct specification.
This concern for robustness is echoed in the monograph by Hansen and Sargent (2008) , where they argue that decisions should be robust to model misspecification. This paper focuses on the problem of correct asymptotic inference in over-identified econometric models without requiring that all moment conditions hold exactly in the population. In this context it turns out that correct GMM inference requires a significant adjustment in covariance matrix calculation, as the asymptotic distribution turns out to depend on estimation error in the moment derivatives, on weight matrix estimation, and the degree of curvature of the model moments.
Fortunately it is straightforward to characterize the correct covariance matrix structure, though some of the calculations are more tedious than the conventional case.
A second issue raised in this paper is a rigorous theory for the iterated GMM estimator. We focus on the iterated estimator as it removes the arbitrary dependence of the one-step and two-step GMM estimators on the initial weight matrix. In our empirical application we demonstrate that estimators can be highly sensitive to the initial weight matrix and the number of iterations. We provide a rigorous theory by providing simple conditions under which the iteration sequence is a contraction and thus the iterated GMM estimator exists. This results benefits from the theory of Dominitz and Sherman (2005) . To our knowledge our paper is the first to provide this demonstration.
A third issue raised in this paper is inference allowing for clustered sampling dependence. In the past two decades there has been an explosion of empirical econometric interest in clustered sampling, but relatively little formal theory. This paper uses a new asymptotic theory developed in a companion paper Hansen and Lee (2017) , which allows for quite general forms of clustered dependence, allowing for heterogeneous and growing cluster sizes. Our theory requires the number of clusters to diverge to infinity (so-called "large G" asymptotics) so to obtain asymptotically normal limiting representations. This paper builds on the important contribution of Hall and Inoue (2003) who similarly explored the asymptotic distribution of the GMM estimator under moment misspecification. A limitation of their analysis was that they were unable to incorporate the iterated GMM estimator, and thus had the unfortunate finding that the limiting distribution depended on the specific weight matrix. Instead, our focus on the iterated GMM estimator simplifies the analysis by removing the dependence on the specified iteration.
One of the most common applications of over-identified GMM with clustered dependence is the dynamic panel model. The standard estimators, due to Arellano and Bond (1991) , Arellano and Bover (1995) and Blundell and Bond (1998) all fall in this class, and are covered by our assumptions. Dynamic panel regression is highly susceptible to misspecification, as it is not credible that the dynamic structure (number of lags) is known a priori. Consequently the models should generically be viewed as constructive approximations, and standard errors calculated using our misspecification-robust approach.
The assumptions in this paper are closely related to the context of over-identified IV regression with heterogeneous treatment effects (Imbens and Angrist (1994) , Angrist and Imbens (1995) , Kolesár (2013) ). As shown in Lee (2017) and Evdokimov and Kolesár (2017) , conventional inference methods are inappropriate in this context and alternative standard error formulas are necessary.
The theory and methods presented in this paper include the heterogeneous treatment effect IV model as a special case, and apply more broadly to linear and non-linear GMM estimation.
Our results assume that the moment conditions are smooth. Allowing for non-differentiable moment conditions would be desirable but would require a different approach.
The iterated GMM estimator is related to -but substantially different from -the continuously updated estimator of Hansen, Heaton and Yaron (1996) . While it would be desirable to extend our results to cover the CU-GMM estimator, we do not do so in this paper to keep the presentation focused. Such an extension would be technically much more complicated.
The organization of the paper is as follows. Section 2 presents the iterated GMM estimator.
Section 3 provides formal conditions for identification and existence. Section 4 discusses weight matrices. Section 5 presents the asymptotic distribution of the GMM estimator. Section 6 discusses covariance matrix estimation. Section 7 shows that the iterated GMM estimator defined with the efficient weight matrix is invariant to the weight matrix being constructed with re-centering. Section A Matlab code which replicates the empirical work reported in the paper is available on the authors' webpages.
Generalized Method of Moments Estimation
Consider a standard over-identified moment condition model which specifies that
where m(·, ·) is l × 1 and θ ∈ Θ is k × 1 with l > k. Given a sample {X 1 , ..., X n } let
be the sample estimate of (1).
The parameter θ is estimated by iterated GMM. Since the model is over-identified, the moment condition is augmented by an l × l positive definite user-specified weight matrix W n (θ) which possibly depends on the parameter vector θ. Given an initial value θ 0 we create a sequence θ s by iterative minimization
θ s is known as the s-step GMM estimator. If the sequence is iterated until convergence we obtain the iterated GMM estimator :
If the weight matrix W n does not depend on θ then θ s = θ but they differ otherwise. We discuss in Section 3 sufficient conditions such that the limit in (2) exists.
Alternatively, we can view (2) as a fixed point. Define the mapping
Given this notation, the iteration sequence can be written as
and the iterated GMM estimator (2) is the fixed point of the equation
Identification and Existence
Our goal is inference on θ allowing for robustness to possible moment misspecification. By this we mean that there may not exist a value θ solving (1). Following White (1982) it is appropriate in this context to define the pseudo-true parameter value θ n as the vector which solves the population analog of the estimation problem. In an over-identified model this means the pseudo-true value will depend on the weight matrix, as discussed in Hall and Inoue (2003) .
Define the population analogs of the sample moment and weight matrix
Notice that we write the expectations (5) and (6) as functions of n. This allows heterogeneous distributions, and additionally under cluster sampling with non-homogeneous cluster sizes the weight matrix (6) is likely to vary with n. Under i.i.d. sampling the n subscripts can be omitted.
We then define the population analog of (3):
Definition (7) specifies g n (φ) as the best fitting value of θ given the weight matrix W n (φ) and an initial value φ. Under correct specification so that (1) holds for some θ n , and if W n (φ) > 0, it follows that the solution g n (φ) = θ n is unique. Under moment misspecification, however, the solution (7) may vary with φ.
As an analog of the iterated GMM estimator we define the population pseudo-true value θ n to be the fixed point of the population mapping g n (φ). This solves
Conceptually, one could imagine obtaining θ n by iterating g n (φ) from a starting point until convergence. We write the pseudo-true value θ n as a function of the sample size n since the population weight matrix (6) may vary with the sample under cluster sampling.
The existence of the fixed points of (4) and (8) have not been discussed in the previous literature.
We now provide formal justifications.
Define the population criterion
1/2 denote the Euclidean norm. For a positive semi-definite matrix A let λ min (A) and λ max (A) denote its smallest and largest eigenvalue, respectively. For a general matrix A let A = λ max (A A) denote the spectral norm. Assumption 1.4 is unusual. It specifies that the degree of misspecification is small, in the sense that the norm of the population moment m n (θ) is small for all pseudo-true values of θ. This assumption is automatically satisfied under correct specification (since in that context m n (θ n ) = 0), but otherwise allows for mild moment misspecification. This assumption is only used to establish the existence of the pseudo-true value under misspecification, so could be replaced by any other sufficient condition for its existence. Assumption 1.5 is a stronger smoothness condition than typical for GMM distribution theory, but is needed to allow for moment misspecification. Assumption 1.6 is a mild smoothness condition on the population weight matrix.
Assumption 1 is sufficient to establish the existence of the pseudo-true value θ n . Theorem 1. Under Assumption 1 the map g n (φ) is a contraction. The fixed point θ n exists and is unique.
We next provide formal justification for existence of the iterated GMM estimator (2).
Define the sample derivatives
, and S n (φ) = ∂ ∂φ vecW n (φ), and the population analogs
and the functions m n (θ), Q n (θ), R n (θ), W n (θ) and S n (θ) are continuous in θ uniformly over θ ∈ Θ.
Assumption 2 states that the sample moments converge uniformly over θ to their expectations.
Sufficient conditions for these results are available for specific sampling contexts. In Section 5 we provide primitive conditions in the context of cluster sampling.
Assumptions 1-2 are sufficient to establish the existence of the iterated GMM estimator θ and its consistency for θ n .
Theorem 2. Under Assumptions 1 and 2, as n → ∞
2. With probability tending to one, the map g n (φ) is a contraction and the fixed point θ exists and is unique.
Our proof of parts 2 and 3 of Theorem 2 builds on Dominitz and Sherman (2005, Theorem 2 and Lemma 3). They show that if the population mapping g n (φ) is a contraction (which was established in Theorem 1), the sample mapping g n (φ) is uniformly consistent (established in part 1), and similarly its derivative, then g n (φ) is a contraction, the fixed point exists, and the fixed point θ is consistent. We use the uniform consistency of Assumption 2 to establish the uniform consistency of g n (φ) and its derivative.
Weight Matrices and Clustering
For the remainder of the paper we focus attention on two specific classes of weight matrices which encompass the typical choices used in empirical practice. In particular, we allow for either unclustered or clustered weight matrices.
We assume that the observations are grouped into G mutually independent known clusters, indexed g = 1, ..., G, where the g th cluster has n g observations. The number of observations per cluster may vary across clusters. Thus the total number of observations is n = G g=1 n g . When convenient, we index the observations as X gj for g = 1, ..., G and j = 1, ..., n g . Random sampling is the special case where n g = 1.
Unclustered weight matrices take the form
for some l ×1 vector v(x, θ). Unclustered weight matrices are standard under independent sampling but can also be used under clustered sampling. The two leading examples of unclustered weight matrices (14) are 2SLS, which sets v(X i , θ) = Z i for an instrument vector Z i , and the standard efficient weight matrix which sets v(x, θ) = m(x, θ).
Clustered weight matrices take the form
for some l × 1 vector v(x, θ), and v g (θ) = Even when the observations are clustered for the purpose of standard error calculation, it is not necessary for a user to select a clustered weight matrix. It is quite common, for example, for users to estimate a model by 2SLS (which uses a non-clustered weight matrix of the form (14) ) and then use cluster-robust standard errors. Consequently, we allow for both (14) and (15) as feasible choices, separately from the choice of covariance matrix estimator.
The weight matrices (14) and (15) are uncentered. Centered versions are also commonly used.
In Section 7 we show that our GMM estimators are invariant to recentering, and thus all our results apply to such weight matrices as well.
Asymptotic Distribution
The iterated GMM estimator θ minimizes the criterion m n (θ) W n ( θ) −1 m n (θ) and thus satisfies the first-order condition
The standard approach to obtain the asymptotic distribution for θ makes a first-order Taylor expansion of m n ( θ) about m n (θ n ) and then solves to find
Under correct specification Em n (θ n ) = 0 so the central limit theorem applies. However, under misspecification Em n (θ n ) = µ n = 0 and we cannot apply the central limit theorem without first recentering m n (θ n ) about µ n . This invalidates the above argument and does not lead to a constructive solution.
To obtain the correct asymptotic distribution, we can instead expand the entire first-order condition, rather than just the sample moment m n ( θ). There are three steps. The first expands the sample function F n (θ) about θ n . To do so, its derivative equals
(This and other calculations are justified in the appendix.) Expanding F n ( θ) about θ n , we find
Thus
Second, we expand F n (θ n ) in terms of sample moments.
where
We write F n as a sum across the cluster sums. Define
Then set
The CLT can be applied to (20) , which has variance
Equations (18), (19) , and (20) imply
This leads to an asymptotic distribution theory for θ.
We now provide regularity conditions and a formal statement. Define
and
3. The weight matrix W n (θ) takes either the unclustered (14) or clustered form (15) 4. For each θ ∈ Θ, and
where h(u) ↓ 0 as u ↓ 0, and (i)
, and U (x, θ), and (iii)
6. The observations are grouped in independent clusters of size n g 7. If the weight matrix is unclustered (14) then
where Ω n and H n are defined in (21) and (22), respectively.
Theorem 3 provides a simple characterization of the asymptotic distribution of the GMM estimator under possible moment misspecification and cluster sampling.
The asymptotic variance in Theorem 3 differs from the classical formula
where Ω 11 is (21) with µ n = 0, in two ways. First, the matrix H n defined in (22) is a function of the curvature in Q n (θ) and W n (θ) through the matrix derivatives R n and S n . Larger curvature implies larger distortions. Second, the asymptotic covariance matrix Ω n defined in (21) of the vector ψ g is an augmented version of the classic covariance matrix. Ω n is augmented by the variation in Q and W g . Larger variance in these variables implies larger distortions. All of these differences disappear when µ n = 0 (correct specification) but appear when µ n = 0.
Theorem 3 is agnostic about whether or not the model is correctly specified, and thus provides valid covariance matrix estimates and standard errors without sensitivity to specification. This is a more robust distribution theory, and also important in studying test power and bootstrap distributions.
The asymptotic distribution in Theorem 3 is similar to that obtained by Hall and Inoue (2003) and they are equivalent when W n = W n (θ) does not depend on θ in the i.i.d. case. An important distinction is that Theorem 3 allows W n (θ) to depend on θ and thus includes the iterated GMM estimator. Theorem 3 is the first distribution theory which formally covers the iterated GMM estimator, both under correct specification and misspecification, and to allow for cluster sampling which includes random sampling as a special case.
Assumption 3.1 is a full-rank condition on the effective Hessian H n ; it simplifies to the full column rank condition of Q n if µ n = 0. Assumption 3.2 excludes singular covariance matrices. The asymptotic distribution (23) implies that the approximate scaled variance matrix is H −1 n Ω n H −1 n . It does not require, however, that scaled variance matrix converges to a constant. This is important for clustered data as Ω n may not converge even after re-scaling.
Covariance Matrix Estimation
It is straightforward to calculate an estimate of the covariance matrix
Construct the cluster sum
and the cluster variance estimator
The standard errors for θ can be obtained by taking the square roots of the diagonal elements of n −1 V . In the case of no clustering, set G = n and n g = 1.
We now establish that V is consistent for V and that replacement in Theorem 3 of V n by V does not affect the asymptotic distribution.
Theorem 4. Under Assumptions 1 and 3,
as n → ∞.
Equation (29) shows that V is consistent in a sense appropriate when the variance matrix may not be converging with n. Equation (30) implies that test statistics constructed with V have standard asymptotic distributions. In particular, t-statistics are asymptotically standard normal, and Wald statistics have asymptotic chi-square distributions.
While Theorem 4 is quite straightforward to establish in the case of i.i.d. observations, it is quite tedious to establish in the case of clustered observations with a clustered weight matrix. In particular, the clustered weight matrix poses special challenges. This is because Ω includes terms W g W g which are effectively the fourth power of a cluster sum. This required an extension of the uniform convergence theory of Hansen and Lee (2017, Theorem 6). The proof method is similar but the details are somewhat tedious, so we present the proof in the Appendix.
To emphasize, Theorem 4 shows that robust t-statistics and Wald statistics have conventional asymptotic distributions, but this requires that the covariance matrix has been calculated with our new robust estimator which accounts for possible misspecification. The result fails if conventional covariance matrix estimators are used, as they are in general inconsistent for the correct variance.
Weight Matrix Invariance
If the inverse of the weight matrix is consistent for the covariance matrix of the moment function, the asymptotic variance of the GMM estimator is minimized under correct specification, which leads to efficient GMM. Under independent sampling, efficient weight matrices are constructed using the moment function m(X i , θ) or its recentered version, m(X i , θ)−m n (θ). An open question is whether recentering affects the pseudo-true value θ n or the estimate θ. Recentering is known to not affect the continuous-updating GMM estimator (see Newey and Smith (2004) , footnote 2) but its impact on the iterated GMM estimator is unknown. We now show that recentering has no effect for the efficient weight matrix, either clustered or non-clustered.
The covariance matrix of
If we further assume that m(θ) ≡ Em(X i , θ) does not vary across observations, then
Depending on the user's assumption whether the model is correctly specified or possibly misspecified, the clustered efficient weight matrices are defined as either
Under independent sampling, we set n = G and n g = 1 so that (31) and (32) become
respectively.
Theorem 5. Suppose that Assumptions 1 and 2 hold for all the weight matrices defined above. The pseudo-true value θ n and iterated GMM estimate θ are invariant to the choice of (i) either (31) or (32) for the clustered weight matrix, and (ii) either (33) or (34) for the non-clustered weight matrix.
Theorem 5 shows that recentering the weight matrix does not alter the pseudo-true value θ n and iterated GMM estimate θ when the weight matrix takes the efficient form. However, while the estimator itself is unaffected the covariance matrix estimate, the criterion function, and LR-type test statistics are affected by the choice. Their relative finite sample performance deserves more research.
It is important to understand that Theorem 5 applies only to the GMM estimator when iterated until convergence. It does not apply to the s-step estimator.
Over-identifying Restrictions Test
It is conventional to report the over-identifying restrictions test (the J test) statistic along with the GMM point estimates and standard errors. The J statistic is the GMM criterion evaluated at the estimator with the efficient weight matrix:
where W is either (32) or (31) under cluster sampling and either (34) or (33) under independent sampling, evaluated at the estimator. The null hypothesis is that the moment condition is correctly
It is straightforward to show that (35) is consistent for the chi-square distribution with the degrees of freedom l − k under the null under independent sampling. Under cluster sampling, the clustered efficient weight matrix should be used because the conventional non-clustered efficient weight matrix is no longer consistent for the asymptotic covariance matrix of the moment in general.
Theorem 17 Equation (68) of Hansen and Lee (2017), which shows consistency of the J test under cluster sampling, holds with the iterated GMM estimator.
Both the uncentered and re-centered efficient weight matrices can be used for the test statistic and the resulting two J statistics are closely related. Indeed, from the proof of Theorem 5, we can deduce that
where J * n is the J test statistic using the centered weight matrix W * and C n = 1 when (33) and (34) are used and C n = G g=1 n 2 g /n when (31) and (32) are used. Since (C n /n) J * n ≥ 0,
So the J statistics are rank ordered and are monotonic functions of the other, which implies that they are identical tests, holding size constant. For example, if the bootstrap p-values are calculated they will be identical.
In practice, the centered version is larger so will reject more frequently based on asymptotic critical values. Since J tests tend to over-reject in finite samples, this could result in spurious overrejection. On the other hand, the centered version may have better power. Hall (2000) shows that the J test based on the two-step GMM using the centered heteroskedasticity and autocorrelation consistent covariance (HACC) weight matrix is more powerful than the other in larger samples.
Linear Model
Consider the linear model y i = x i θ + e i with moment condition E(z i e i ) = 0. We consider two possible weight matrices, corresponding to 2SLS and conventional efficient GMM. For each weight matrix we describe the covariance matrix estimator under independent and clustered dependence.
First, take the case of 2SLS. The estimator is
where X, Y , Z are stacked data matrices. No iteration is required. The residuals are e i = y i − x i θ and let e = Y − X θ.
The asymptotic covariance matrix estimate for θ takes the form
If the observations are independent (not clustered) then Ψ is an n × k matrix whose i th row is ψ i where
If the observations are clustered, then the only modification is that Ψ is an G × k matrix whose g th row is ψ g where
Second, take the case of efficient GMM. Under independent sampling, a non-clustered weight matrix takes the form
If the observations are clustered, then a clustered weight matrix takes the form
where Z g , Y g , and X g are n g × l, n g × 1, and n g × k stacked data matrices for cluster g.
Given a preliminary estimate θ 0 the s-step GMM estimator is defined by
The iterated GMM estimator θ is this limit iterated until convergence. The residuals are e i =
The asymptotic covariance matrix estimate under independent sampling (not clustered) takes the form
where Ψ is an n × k matrix whose i th row is ψ i where
If the observations are clustered, then H is
and Ψ is an G × k matrix whose g th row is ψ g where
Simulation
In this section, we illustrate the performance of the methods proposed in this paper in two simulation experiments, one for i.i.d. observations and one for clustered dependence. In both experiments we investigate the performance of inference methods for 2SLS and iterated efficient GMM estimation, using both conventional and our recommended robust standard errors. We find large and important improvements in performance by using our recommended methods.
Our first experiment concerns a simple linear instrumental variable regression with a single endogenous regressor. The model to be estimated is
where x i and θ 0 are scalar and z i = (z 1i , z 2i , z 3i , z 4i ) is a vector of instrumental variables. We estimate θ 0 by 2SLS and iterated efficient GMM, and calculate standard errors using the conventional heteroskedasticity-robust formula and using our misspecification-robust formula. All results are reported using 5000 Monte Carlo replications.
Our data-generating process is
We set θ 0 = 1, vary α 0 from 0 to 1 in steps of 0.1, and set the first-stage coefficient π 0 so that the first-stage R 2 = 0.20 or 0.02, corresponding to relatively strong and weak instrument settings. We set the number of observations as n = 250 and 2500.
The key parameter is α 0 . At α 0 = 0, the model is correctly specified. For α 0 = 0 we find
so the moment condition (38) fails to hold. The pseudo-true value θ 0 , however is invariant to α 0 .
We first investigate the performance of inference based on 2SLS estimation. The results are reported in Table 1 . In the fourth column we report the ratio of the mean of our proposed misspecification-robust standard errors relative to the actual standard deviation of θ across the 5000 simulation replications. The standard error is unbiased if this ratio is 1, is biased downwards for values less than 1, and biased upwards for values greater than 1. We can see that under strong identification (R 2 = 0.20) our proposed standard errors are nearly unbiased in all cases examined.
Under weak identification (R 2 = 0.02) our proposed standard errors are upward biased for n = 250, but nearly unbiased for n = 2500.
In the fifth column we report the ratio of the mean of the conventional heteroskedasticityrobust standard errors relative to the standard deviation of θ. We can see that the standard errors are unbiased for α 0 = 0, but highly biased for α 0 = 0. The standard errors are downward biased, meaning that the reported standard errors understate estimation uncertainty. The bias is severe even for the smallest departure from α 0 = 0, with approximately a 10% downwards bias for α 0 = 0.1 under strong identification, and a 30-40% downward bias under weak identification.
The bias is increasing in α 0 , and does not improve with sample size. Indeed the worst case arises for α 0 = 1, R 2 = 0.02, and n = 2500, where the conventional standard error is about onefifth the true standard deviation. These results demonstrate unambiguously that the conventional heteroskedasticity-robust standard errors are severely affected by moment misspecification.
In columns six and seven we report the size of nominal asymptotic 5% t-tests for H 0 : θ 0 = 1 against H 1 : θ 0 = 1. Column six reports the size of tests using our proposed misspecificationrobust standard errors. We can see that under strong identification the tests have excellent size performance. Under weak identification and the smaller sample size we can see that there is mild size distortion (rejection rates range from 0.049 to 0.078) but the distortion disappears when the sample size is increased. Column seven reports the size of the test using the conventional heteroskedasticity-robust standard errors. We can see that the test is highly over-sized, with the size distortion increasing in the degree of misspecification, as the strength of the instruments weaken, and as the sample size increases. The rejection rates are severe even for the mildest departures from correct specification in the presence of weak instruments. Indeed, the size of the t-test is 23%
for α = 0.1 and n = 2500, equals 46% for α = 0.2, and exceeds 70% for α ≥ 0.7.
In the final column we report rejection rates for the J test using the asymptotic 5% critical value. While the J test will properly detect misspecification when n = 2500, it may not when n = 250, especially in the presence of weak instruments.
We second investigate the performance of inference based on iterated efficient GMM. The results are reported in Table 2 . The same statistics are reported as in Table 1 , plus the median number of iterations required to obtain convergence.
Overall, the results in Table 2 are similar to those in Table 1 . The main difference is that there is meaningful size distortion from our misspecification-robust t-tests when the sample size is small (rejection rates range from 6% to 12%), but this disappears as the sample size increases.
The final column reports the median number of iterations required to obtain GMM convergence, which is defined as θ s − θ s−1 < 10 −5 . The results show that the number of required iterations is increasing in the degree of misspecification. This is consistent with Assumption 1.4 which is used to establish the convergence of the GMM iteration sequence. As misspecification increases the contraction property weakens and thus iterative convergence slows. It is noteworthy that in all our simulation runs, the GMM iteration sequence did converge.
On a final note it is also quite interesting to point out the behavior of the statistics when there is no misspecification (α 0 = 0). In this setting both conventional and robust methods are appropriate, and in fact one might expect the conventional methods to work better since the covariance matrix is estimating fewer terms. However, in both tables the misspecification-robust t-statistic has less size distortion than the conventional t-statistic, in particular when the sample size is small and the instruments are weak. This finding points out that there is no apparent cost of using our new robust standard errors, even in the context of no misspecification. for g = 1, 2, ..., G and j = 1, 2, ..., n g . We set G = (100, 1000) and set the cluster sizes as n g = 2 for
one-half of the clusters and n g = 6 for the other half. Thus the total sample sizes are n = (400, 4000).
Our data-generating process is similar to (39), except that the errors are generated as
The parameters of the model are selected so that the equation error v g + e gj has a correlation of 0.5 with the reduced form error u gj , and the equation error v g + e gj has a correlation of 0.2 within each cluster.
In this experiment, we report results based on conventional cluster-robust standard errors as well as our new misspecification-robust clustered standard errors.
The results for 2SLS are presented in Table 3 and those for the same model estimated by iterated GMM presented in Table 4 . Overall, the results in the two tables are quite similar to those presented in Tables 1 and 2 , showing unacceptable performance of the conventional cluster-robust standard errors and t tests, and excellent performance of the new robust standard errors and t tests.
In the smaller sample the t-tests have somewhat more size distortion under cluster dependence than in the i.i.d. case, but the distortion diminishes with sample size. It is also interesting to note that the number of required iterations for efficient GMM is higher in Table 4 than in the i.i.d. case.
In unreported simulation results, we varied the number of instruments, the ratio of n and G, the degree of cluster size heterogeneity, and the correlation within clusters. We found that the main conclusions were largely unchanged.
Application: Income and Democracy
In an influential paper, Acemoglu, Johnson, Robinson, and Yared (2008, AJRY hereinafter) find that there is no evidence of causal effect of income on democracy. This contrasts to the conventional wisdom in the literature that income has a positive causal effect.
AJRY estimate the dynamic panel regression
where y it is a measure of democracy, x it is log income per capita, µ t is a time effect, and δ i is a country fixed effect. The error term u it has mean zero for all i and t. The parameter of interest is γ, the effect of income on democracy. While AJRY consider several estimators we focus on the one-step GMM estimator of Arellano and Bond (1991) . This is an over-identified estimator, and standard errors are clustered at the country level, so this fits exactly into the framework of our paper.
The number of countries (127 in the full data set) corresponds to the number of groups G. The sample period is 1960-2000 with observations at either 5-year or 10-year frequencies, so the number of time-series observations n g (which is the number of observations per group) ranges up to 9, but is heterogeneous as it is an unbalanced panel.
The main results of AJRY are reported in their Table 2 , which are their estimates of the above dynamic panel regression model. We repeat their estimates in Table 5 below. Columns I and III are the estimates reported in AJRY (one-step GMM). Columns II and IV are iterated GMM (which are not reported in AJRY). In addition to the coefficient estimates we report Arellano-Bond standard errors (as done by AJRY) which cluster at the country level, and our new misspecification-robust standard errors, also clustered at the country level. We also report the number of instruments used, the number of total observations, the number of countries G, and the p-value of the over-identifying restrictions J test. The J statistics are constructed using the uncentered clustered efficient weight matrix.
The primary focus of AJRY was the coefficient on lagged income and its statistical significance.
We focus on two other issues. First, the difference between the one-step and iterated estimates.
Second, the difference between the Arellano-Bond and misspecification-robust standard errors.
First, the difference between the one-step and iterated GMM estimates is quite large in some cases, in particular with the five-year data. For example, the one-step point estimate for γ is −0.129 while the iterated GMM estimate is −0.009. This large difference means that one-step estimation is sensitive to the initial estimator. Two econometricians with different initial weight matrices will find two meaningfully different estimates. Any choice except the iterated solution is arbitrary.
It is worth pointing out that the one-step and iterated estimates do not necessarily differ. For example, for the ten-year data the one-step and iterated estimates are quite similar. This shows that the sensitivity depends on the context. However, this is unknown unless both estimates are calculated.
To emphasize the strong and arbitrary dependence of the GMM estimator on the initial weight matrix and the importance of iterating until convergence, we display in Table 5 with initial weight matices W n ( φ) where φ is the one-step GMM of AJRY (circle); φ is the one-step GMM using the identity matrix (x); φ = (0, 0, · · · ) (+); φ = (0.5, 0.5, · · · ) ( * ); φ = (−0.5, −0.5, · · · ) (diamond), Thicker (lighter) error bar at the converging point is the asymptotic 95% confidence interval based on the robust (conventional) standard error.
coefficient iterates are non-monotonic. This demonstrates substantial arbitrariness of using any estimator other than iterated GMM.
Second, the difference between the two sets of standard errors is quite large in some cases, in particular for the iterated estimator. For example, in the five-year data the misspecificationrobust standard error on lagged democracy is about three times the Arellano-Bond standard error.
This shows that taking into account possible misspecification can make an enormous difference in the standard errors. In other cases, such as for lagged income in the same regression, the two standard errors are quite similar. The fact that the misspecification-robust standard errors can be substantially different suggests that ignoring misspecification bias can lead to large errors.
The p-values of the over-identification J tests provide mixed answers to the validity of model specifications but overall the tests suggest that the dynamic panel regression equation may be misspecified. This is consistent with our finding that standard errors are affected by the use of the misspecification-robust formula. However, note that the iterated GMM estimates have only mildly significant J statistics (the p-value is 0.09). In this context it is common for applied researchers to treat the statistic as "borderline significant" and continue with their analysis unadjusted. Our view is that regardless of the value of the J statistic, it is better to report the misspecificationrobust standard errors, as these are agnostic to whether the model is correctly specified, mildly misspecified, or strongly misspecified.
It is noteworthy to point out that the p-values of the J test reported in AJRY are 0.26 and 0.07, which are different from our calculation 0.006 and 0.02 in Columns I and III. The reason is that their statistic is the two-step GMM criterion with the efficient weight matrix evaluated at the one-step estimate while ours is the one-step GMM criterion with both the moment and efficient weight matrix being evaluated at the one-step estimate. Since their main conclusions rely on the one-step GMM estimates we believe that ours is a more reasonable choice. In fact, AJRY use the popular Stata command xtabond2 for dynamic panel models. The command calculates the J statistic and the p-value based on the two-step GMM (with the one-step weight matrix) even when the one-step GMM estimates are reported. This is not a reliable test. We recommend using our J statistic (35) evaluated at the estimator of the user.
AJRY conclude that income does not have a statistically significant causal effect on democracy.
Our results in Table 5 reinforce and extend this conclusion.
Column (4) Column (8) Table 2 What are the causes of potential misspecification? One possibility is that the dynamic structure in (40) is incorrect -that lagged values are omitted. If the dynamics are misspecified, then the moment conditions are not satisfied and the Arellano-Bond standard errors will be incorrect. Since the "true" dynamic structure of a panel regression is not known a priori, this is a strong reason to generically allow for misspecification.
Another reason for potential misspecification is coefficient heterogeneity. If the coefficients are heterogeneous across countries, then moment conditions will not be satisfied. For example, in model (40), if the coefficient γ i (the effect of income on democracy) varies with country i, then the moment conditions will be invalid. To see this, if we set γ = Eγ i as the mean coefficient, then the effective error in the differenced equation (40) is ∆u it + (γ i − γ)∆x i,t−1 which will be correlated with the instrument y i,t−2 . A consequence is that the Arellano-Bond standard errors will be incorrect, but our misspecification-robust standard errors will be appropriate.
There is strong evidence for coefficient heterogeneity in equation (40) Standard errors clustered by country Table 6 : Extension of Cervellati, Jung, Sunde, and Vischer (2014), Table 4 To highlight this issue further we examine a key table from CJSV (their Table 4 ) where they present Arellano-Bond estimates of model (40) augmented to allow the income effect to vary across groups. Their model is
where c i is a country-specific dummy variable, such that c i = 1 indicates that the country had "historically strong institutions". (Acemoglu, Johnson, Robinson and Yared (2009) make a similar distinction, describing the colonies with "historically weak institutions" as "extractive".) CJSV estimate this model for the sub-sample of former colonies using three distinct measures of institutional quality: (i) the level of constraints on the executive in 1900; (ii) whether the country became independent before 1900; and (iii) whether the colony was subject to the rule of a late colonial power. We repeat their estimates in Table 6 below for the five-year sample. CJSV reported one-step Arellano-Bond estimates and standard errors, which are reported in our columns I, III, and V. In addition, we report iterated GMM estimates (in columns II, IV, and VI) and misspecification-robust standard errors.
Our focus is on the differences between the one-step and iterated GMM estimates, and between the Arellano-Bond and misspecification-robust standard errors.
First, in many cases the iterated GMM estimates are quite different from the one-step estimates. This means that the one-step estimates are dependent on the initial weight matrix and thus inherently arbitrary. The iterated GMM estimates are free of the arbitrary choice of initial weight matrix.
Second, in many cases the misspecification-robust standard errors are quite different from the Arellano-Bond standard errors. In some cases they are quite similar, but in other cases the misspecification-robust standard errors are three to four times as large. Inferences based on the Arellano-Bond standard errors will be misleadingly precise in such contexts.
If we examine the over-identification J tests, we find that three (four) of the six p-values are significant at the 5% (10%) level, indicating potential misspecification. Our recommendation is that in this context the misspecification-robust standard errors are more reliable choice for inference.
Note that the reported p-values of the J test in CJSV are different from our calculation for the same reason given in the AJRY analysis.
Turning to the question raised by CJSV -is there heterogeneity in the income effect across institutional structure? -our results (iterated GMM with misspecification-robust standard errors)
are that in two of the three specifications the t-statistics for φ = 0 are statistically far from significant. This is due to both smaller coefficient estimates and larger standard errors, relative to the results reported in CJSV. In the third specification (no late colonial power) the t-ratio of 2.1 is marginally significant at the 5% level. Our conclusion is that there is no strong evidence of the heterogeneity allegedly found by CJSV.
While this finding (no statistical evidence of coefficient heterogeneity) may appear to contradict our claim of possible misspecification in the AJRY analysis, the key is the need for standard errors to be robust to potential misspecification. Only by using robust standard errors can we make inferences which are not fragile to specification choices.
Proof of Theorem 1:
To show that the map g n (φ) is a contraction, we show that for c = 2kC
By the Banach fixed point theorem this implies that the fixed point θ n exists and is unique.
g n (φ) minimizes J n (θ, φ) and thus is the θ which solves the first-order condition
where Q n (θ) = ∂ ∂θ m n (θ). Since (41) is continuously differentiable under Assumptions 1.5 and 1.6, and ∂ ∂θ
is uniformly invertible under Assumption 1.3, it follows by the implicit function theorem that g n (φ)
exists, is continuously differentiable, and its derivative equals
We calculate that
where S n (φ) = ∂ ∂φ vecW n (φ). Assumptions 1.1, 1.5 and 1.6 imply that Q n (θ) ≤ C and S n (θ) ≤ C for some C < ∞. 
Let g nj denote the j th element of g n . Using the definition of the Euclidean norm, element-byelement Taylor series expansions, where φ * j lie on the line segment joining φ 1 and φ 2 , the Schwarz inequality, (42), the Schwarz matrix inequality, (44), (45), and c = 2kC 5 δ,
where c < 1. This establishes that the map g n (φ) is a contraction as required.
Proof of Theorem 2.1:
where the final convergence by Assumption 2 (9) and (12) plus Assumption 1. This implies
Fix ε > 0. Under Assumption 1.3, g n (φ) uniquely minimizes J n (θ, φ), so we can find a η > 0
as required.
Proof of Theorem 2.2:
The fixed point θ exists and is unique if g n (φ) is a contraction mapping, in the sense that there is a 0 ≤ c < 1 such that
for all φ 1 , φ 2 ∈ Θ. Dominitz and Sherman (2005) Lemma 3 show that sufficient conditions for (46) to hold with probability tending to one as n → ∞ are that (i) g n (φ) is a contraction map-
Hence it is sufficient to verify this final condition.
Recall that V n (φ) can be expressed as (42) where B n (θ, φ) equals (43). We can calculate that
Similarly,
where 
Proof of Theorem 3:
We first show that Assumption 3 implies the convergence results of Assumption 2.
First take m n (θ), Q n (θ), and R n (θ), which are sample means. 
This is (12) .
Third, take S n (θ). It can be written as
under (15) where
. This is a subset of a larger matrix which stacks v(X i , θ) and vec U (X i , θ). Applying the same argument as for W n (θ) we find (13) .
The conditions of Theorem 2 are satisfied so we conclude that θ − θ n → p 0.
We next justify the expansion (16) in the text. It is convenient to note that we can write F = Q W −1 m using the alternative representations
and recall the identity
The chain rule then yields (16) . Similarly, we define the population analog
and its derivative
Notice that the first-order condition for the estimator satisfies F n ( θ) = 0 and that for the pseudo-true value satisfies F n (θ n ) = 0.
Instead of (17) we use the exact expansion
where the j th row of H * n is the j th row of H n (θ nj ) where θ nj is on the line segment joining θ and θ n . This implies
The convergence results in Assumption 2 (which hold as discussed above) plus Assumption 1 imply that
and that H n (θ) is uniformly continuous in θ. Together with θ − θ n → p 0 we obtain
We next justify equation (19) from the text. First, by the convergence results in Assumption 2 and 0 = Q n W −1 n µ n , the left-hand side of (19) can be written as
the final using the identify Q n W −1 n µ n = 0 Second, using the identity
and a Taylor expansion we find
Together, these expansions lead to (19) . Note that the convergence rates of m n , Q n , and W n are non-standard (may even be slower than n −1/4 ) so that conventional expansion arguments are not appropriate to show (19) .
Equation (20) is an algebraic equivalence. We have established that We have shown that E G − E G ≤ 17δ. Since δ is arbitrary, by Markov's inequality, (57) is shown.
Take (58). Fix any θ 1 , θ 2 ∈ N . Set f g = sup θ∈N f g (θ) and v g = sup θ∈N v g (θ) . Using the triangle inequality and Assumption 3.5
Using the C r inequality and definition (52),
The left-hand-side of (58) is bounded by
Hence (58) holds with by Assumption 3.8 (a). This establishes (58).
By showing (57) and (58) we have established (56) and completes the proof.
Proof of Theorem 5:
We establish a slightly more general result. For any population weight matrix W n (θ) set
for some constant 0 < C n < ∞. Let θ n and θ * n be the pseudo-true values under the weight matrices W n (θ) and W * n (θ). We will show that θ n = θ * n . If m n (θ n ) = 0 for some θ n then the model is correctly specified and there is no distinction W n (θ) = W * n (θ) and Theorem 5 trivially holds. Assume m n (θ n ) = 0 for all θ ∈ Θ. By the Woodbury matrix identity,
.
Hence the population GMM criterion with W n (φ) −1 evaluated at φ = θ * n equals
(m n (θ) W * n (θ * n ) −1 m n (θ)) (m n (θ * n ) W * n (θ * n ) −1 m n (θ * n )) and J * n = m n (θ * n ) W * n (θ * n ) −1 m n (θ * n ). Now consider minimization of (63) over θ given fixed θ * n . The first term on the right-hand-side of (63) is the GMM criterion with W * n (φ) evaluated at φ = θ * n , which is minimized at θ * n . The second-term on the right-hand-side of (63) is minimized by maximizing ρ n (θ, θ * n ) which is achieved at θ = θ * n because ρ n (θ, θ * n ) is a squared correlation. Since both terms are minimized at θ = θ * n it follows that (63) is minimized at θ = θ * n . But the left-hand-side of (63) is the GMM criterion with W n (φ) evalauted at φ = θ * n , so the fact that its minimum is achieved at θ = θ * n means that θ * n is its fixed point. But the fixed point of the GMM criterion with W n (φ) is θ n . Thus θ * n = θ n as claimed. Since W * n (θ) = W n (θ) − C n · m n (θ)m n (θ) for some 0 < C n < ∞ for the sample weight matrices, we apply the same argument to show the invariance of the estimator.
