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Recently, amultigranulation rough set (MGRS) has become a new direction in rough set the-
ory,which is basedonmultiple binary relationson theuniverse.However, it isworthnoticing
that the original MGRS can not be used to discover knowledge from information systems
with various domains of attributes. In order to extend the theory of MGRS, the objective of
this study is to develop a so-called neighborhood-based multigranulation rough set (NM-
GRS) in the framework of multigranulation rough sets. Furthermore, by using two different
approximating strategies, i.e., seeking common reserving difference and seeking common
rejecting difference, we first present optimistic and pessimistic 1-type neighborhood-based
multigranulation rough sets and optimistic and pessimistic 2-type neighborhood-based
multigranulation rough sets, respectively. Through analyzing several important properties
of neighborhood-basedmultigranulation rough sets, we find that the new rough sets degen-
erate to the original MGRS when the size of neighborhood equals zero. To obtain covering
reducts under neighborhood-based multigranulation rough sets, we then propose a new
definition of covering reduct to describe the smallest attribute subset that preserves the
consistency of the neighborhood decision system, which can be calculated by Chen’s dis-
cernibility matrix approach. These results show that the proposed NMGRS largely extends
the theory and application of classical MGRS in the context of multiple granulations.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Rough set theory was originally introduced by Pawlak as a tool to deal with vague, uncertain and incomplete data.
It has been found applicable in knowledge discovery, decision analysis, conflict analysis and pattern recognition. One of
the applications of rough set theory is to obtain a concept approximation of a universe by two definable subsets called
lower and upper approximations. It has been known that lower and upper approximation operators in Pawlak’s rough set
are defined by an equivalence (indiscernibility) relation [24,25]. With respect to different requirements, in the past ten
years, various extensions of Pawlak’s rough set have been developed. There are two main methods to generalize it. One
method is to extend an equivalence relation to other binary relations, such as a similarity relation, a tolerance relation, and
dominance relation [2–5,12,21–23,26,27,31–35,37–40,42,43,51,54–56]. The other is to replace a partition of the universe
with a covering and obtained the covering rough sets [1,19,52,57–59]. Particularly, in order to deal with an information
systemwith numerical attribute, Lin [13–17] presented the neighborhood-based rough set in the neighborhood information
systemwhichwas originated by Sierpinski andKrieger [36]. Yao studied the neighborhood information systemandproposed
an approximation retrieval model based on it [49]. Furthermore, Hu et al. [6–9] introduced a different neighborhood-based
rough set for heterogeneous feature selection, which can be used to deal with an information system with heterogeneous
attributes including categorical attributes and numerical attributes.
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From above, however, we can find that all extensional rough sets including neighborhood rough sets are constructed on
the basis of a single binary relation, which limit the applications of rough set theory. In the view of granular computing, they
are constructed on a single granulation. Accordingly, Qian et al. [28,29] proposed multigranulation rough set in complete
information systemaccording to auser’s different requirements or targets of problemsolving.Oneof important contributions
in MGRS is to describe the lower and upper approximations of the rough set by multiple equivalence relations (multiple
granulations) instead of a single equivalence relation (a single granulation). In their papers, Qian et al. said that the MGRS
are useful in the following cases [28]:
1. We cannot perform the intersection operations between their quotient sets and the target concept cannot be approx-
imated by using U/(P ∪ Q) which is called a single granulation in those papers.
2. In the process of some decision making, the decision or the view of each of decision makers may be independent
for the same project (or a sample, object and element) in the universe. In this situation, the intersection operations
between any two quotient sets will be redundant for decision making.
3. Extract decision rules from distributive information systems and groups of intelligent agents through using rough set
approaches.
Since then,many researchershaveextended the classicalMGRSbyusingvariousgeneralizedbinary relations. For instance,
Qian et al. [29] presented a multigranulation rough set based on multiple tolerance relations in incomplete information
systems. Lin et al. [18] proposed a covering-based pessimistic multigranulation rough set, Xu et al. [45] proposed another
generalized version, called variable precision multigranulation rough set, and Yang et al. [47] proposed a multigranulation
rough set based on a fuzzy binary relation. In fact, the basic idea of multi-granulation has been also discussed by Khan
et al. in Ref. [11]. However, the existing multigranulation rough set theory can not be used to describe the inconsistency
coming fromaneighborhood information systemwhich consists of numerical and categorical attributes. In order to dealwith
multi-granulation information with heterogeneous attributes, it is necessary to introduce multiple neighborhood relations
into a neighborhood information system, and further develop a so-called neighborhood-based multigranulation rough sets
(NMGRS). In particular, we will present two types of neighborhood multigranulation rough sets, 1-type NMGRS and 2-
type NMGRS. For each NMGRS, we investigate its optimistic version and pessimistic version, respectively, and discuss their
properties. In addition, we also given a newdefinition of covering reducts and propose its calculatingmethod,which is based
on a discernibility matrix approach proposed in the literature [1].
The paper is organized as follows. In Section 2, we briefly reviewed some basic concepts ofMGRS. In Section 3, a rough set
based on multi neighborhood relations is presented, called the neighborhood-based multigranulation rough sets (NMGRS),
and some of its important properties are investigated. In Section 4, we first introduce a concept of covering reduct of the
neighborhood-based multigranulation rough sets and then employ Chen’s discernibility matrix to reduce attributes in the
neighborhood-based multigranulation rough sets. Finally, Section 5 concludes this study.
2. Preliminary knowledge on rough sets
In this section, we review some basic concepts, which includes Pawlak’s rough set, multigranulation rough sets, and
neighborhood-based rough sets (see [8,13,24,28]).
2.1. Pawlak’s rough set
In many data analysis applications, knowledge and information presentation in rough set theory are realized by an
information system. An information system is a tuple: S = (U, AT, {Va|a ∈ AT}, {fa|a ∈ AT}), where U is a finite nonempty
set of objects, AT is a finite nonempty set of attributes, Va is a nonempty set of values of a ∈ AT , and fa : U → Va is an
information function that maps an object in U to exactly one value in Va.
In particular, a target information system is given by S = (U, AT ∪ D, {Va|a ∈ AT}, {fa|a ∈ AT}), where AT is a set
of condition attributes describing the objects, and D is a set of decision attributes that indicate the classes of objects. In
general, we often consider the decision information systemwith only one decision attribute, because an information system
with multi decision attributes can be easily transformed into a system with a single decision attribute by considering the
Cartesian product of the original decision attributes [35,50].
Each nonempty subset B ⊆ AT determines an indiscernibility relation, defined as RB = {(x, y) ∈ U × U | fa(x) =
fa(y),∀a ∈ B}.
The relation RB partitions U into some equivalence classes given by U/RB = {[x]B|x ∈ U}, where [x]B = {y ∈ U|(x, y) ∈
RB}.
For X ⊆ U, sets RBX = ∪{Y ∈ U/IND(B) | Y ⊆ X} and RBX = ∪{Y ∈ U/IND(B) | Y ∩ X = Ø} are called the lower and
the upper approximations of X with respect to B, respectively.
The area of uncertainty or boundary region is
Bn(X) = RBX \ RBX.
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In order to measure the imprecision of a rough set, Pawlak [25] recommended for X = Ø, the ratio αRB(X) = |RBX||RBX| , which is
called the accuracymeasure of X by RB. Roughness is calculated by subtracting the accuracy from αRB : ρRB(X) = 1−αRB(X).
2.2. Multigranulation rough sets (MGRS)
In recent years, Qian et al. [28] have proposed a new extension of Pawlak rough set, i.e., multigranulation rough sets
(MGRS). In themultigranulation roughset theory, a target concept is approximatedbymultiplebinary relations. Furthermore,
two kinds of important multigranulation rough sets were presented with optimistic and pessimistic strategies, which are
called optimistic multigranulation rough sets and pessimistic multigranulation rough sets, respectively [28,30].
Definition 1. Let S = (U, AT, f ) be an information system, A1, A2, . . . , Am ⊆ AT , and X ⊆ U . The optimistic lower
approximation and the upper approximation of X with respect to A1, A2, . . . , Am are denoted by
∑m
i=1 AiOX and
∑m
i=1 Ai
O
X ,
respectively, where
m∑
i=1
Ai
O
X =⋃{x ∈ U | [x]Ai ⊆ X, for some i ≤ m}, (1)
m∑
i=1
Ai
O
X =∼
m∑
i=1
Ai
O
(∼ X). (2)
Then (
∑m
i=1 AiOX,
∑m
i=1 Ai
O
X) is the optimistic MGRS [24]. The word “optimistic” is used to express the idea that in multiple
independent granular structures, one needs only at least one granular structure to satisfy with the inclusion condition
between an equivalence class and a target concept. The upper approximation of the optimistic multigranulation rough set
is defined by the complement of the lower approximation.
And the area of uncertainty or boundary region in MGRS is
BnO∑m
i=1(X) =
m∑
i=1
Ai
O
X
∖
m∑
i=1
Ai
O
X .
The definition of pessimistic MGRS [30] is defined as follows:
m∑
i=1
Ai
P
(X) = {x ∈ U | [x]A1 ⊆ X ∧ [x]A2 ⊆ X ∧ · · · ∧ [x]Am ⊆ X}, (3)
m∑
i=1
Ai
P
(X) =∼
m∑
i=1
Ai
P
(∼ X). (4)
Then (
∑m
i=1 AiPX,
∑m
i=1 Ai
P
X) is the pessimistic MGRS [30]. The word “pessimistic" is used to express the idea that in
multiple independent granular structures, one needs all granular structures to satisfy with the inclusion condition between
an equivalence class and a target concept. The upper approximation of the optimistic multigranulation rough set is also
defined by the complement of the lower approximation. And the area of uncertainty or boundary region in MGRS is
BNP∑m
i=1 Ai(X) =
m∑
i=1
Ai
P
(X)
∖
m∑
i=1
Ai
P
(X).
2.3. Neighborhood-based rough sets
In order to make Pawlak’s rough set deal with the information system with heterogeneous attributes, T. Y. Lin et al.
[14] gave the concept of neighborhood and proposed neighborhood-based rough sets. Since then, many researchers further
studied the theory of the neighborhood-based rough set [6–10,15,41,48]. In this section, we especially introduce some
concepts of neighborhood-based rough sets proposed by Hu [8].
Definition 2. Let S = (U, AT, f ) be an information system with heterogeneous attributes, X ⊆ U and A, B ⊆ AT are
categorical and numerical attributes, respectively. The neighborhood granules of objects x induced by A, B, A∪ B are defined
as
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Table 1
A target information system with heterogeneous attributes.
Outlook Ultra-ray Temperature Humidity Windy Intensity Play
x1 Sunny Weak 85 85 False 85 No
x2 Sunny Strong 80 90 True 95 No
x3 Overcast Strong 86 85 False 82 Yes
x4 Rainy Middle 70 96 False 91 Yes
x5 Rainy Middle 68 80 False 80 Yes
x6 Rainy Weak 65 70 True 75 No
x7 Overcast Middle 64 65 True 63 Yes
x8 Sunny Strong 72 95 False 90 No
(1) nA(x) = {xi ∈ U | dA(x, xi) = 0};
(2) nB(x) = {xi ∈ U | dB(x, xi) ≤ δ};
(3) n(A∪B)(x) = {xi ∈ U | dA(x, xi) = 0 ∧ dB(x, xi) ≤ δ},
where d is a distance [40,44] between x and y, δ is a nonnegative number, and “∧” means “and" operator. (1) is designed
for numerical attributes; (2) is designed for categorical attributes, and (3) is designed for heterogeneous attributes, namely,
categorical and numerical attributes.
A neighborhood relation N on the universe can be written as a relation matrixM(N) = (rij)n×n, where
rij =
{
1, d(xi, xj) ≤ δ,
0, otherwise.
Accordingly, we say (U,N) a neighborhood approximation space. If there is an attribute subset in the system generating
a neighborhood relation on the universe, we can regard this system as a neighborhood information system, denoted by
NIS = (U, AT,N),whereU is anonemptyfinite set andAT is anattribute set. Inparticular, aneighborhood informationsystem
is also called a neighborhood decision information system if we distinguish condition attributes and decision attributes,
denoted by NIS = (U, AT ∪ D,N).
Example 1. Here, we use an example to illustrate some notions of an information system which consists of categorical and
numerical attributes. Table 1 shows data set play tennis with heterogeneous attributes, namely, categorical and numerical
attributes, where U = {x1, x2, . . . , x8}, AT= {outlook, ultra-ray, temperature, humidity, intensity, windy}, D= {play}. Espe-
cially, Outlook, ultra-ray , and windy are categorical condition attributes, temperature, humidity and intensity are numerical
condition attributes, and play is a decision attribute. In the sequel, O, U, T, H, W, I will displace outlook, ultra-ray, temper-
ature, humidity, windy, and intensity, respectively. In Table 1, in order to reduce sample classification error rate caused by
inconsistent dimension, numerical attribute values are standardized into [0, 1] for computing, see [7].
Definition 3. Let (U,N) be a neighborhood approximation space. For any X ⊆ U, the lower approximation and upper
approximation of X in U are defined as:
NX = {x ∈ U | n(x) ⊆ X}, (5)
NX = {x ∈ U | n(x) ∩ X = φ}. (6)
One calls (NX,NX) a neighborhood rough set. Obviously, NX ⊆ X ⊆ NX . The boundary region of X in the approximation
space is defined as Bn(X) = NX \ NX .
The size of boundary region reflects the degree of roughness of set X in the neighborhood approximation space (U,N).
In the neighborhood rough set, δ can be considered as a parameter to control the granularity level at which we analyze the
classification task.
3. Neighborhood multigranulation rough sets
In this section, we extend the classical MGRS to neighborhood-based multigranulation rough sets (NMGRS). We propose
two types of neighborhoodmultigranulation rough sets according to different representations of neighborhood information
granules by Definition 3. In the first case, a granular space induced by a neighborhood relation on the universe can be
regarded as a set of mixed information granules induced by both a similarity relation and an indiscernibility relation in
the view of granular computing [53]. If the approximations of a target concept are described by these mixed information
granules, we call this rough set a 1-type neighborhood multigranulation rough set in this paper, denoted by 1-type NMGRS.
In the second case, if the approximations of a target concept are described by multiple neighborhood relations, we call this
rough set a 2-type neighborhood multigranulation rough set, denoted by 2-type NMGRS.
In the following, we will give the definitions of optimistic 1-type NMGRS and optimistic 2-type NMGRS and the defin-
itions of pessimistic versions, respectively. Conveniently, we mainly discuss the properties of the optimistic versions. The
pessimistic versions can be done similarly. We hence omit them in this paper.
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3.1. 1-type neighborhood multigranulation rough sets (1-type NMGRS)
As we know, the incomplete MGRS is based on multiple tolerance relations, which sometimes can be also regarded
as a neighborhood relation [7]. However, these existing multigranulation versions still can not deal with data sets with
heterogeneous attributes. Therefore, it is necessary to develop a new rough set based on multiple neighborhood relations
to deal with hybrid data. Simply, we first investigate the approximation of a target set induced by mixed granules on the
universe, which can be regarded as a simple neighborhood multigranulation rough set, just 1-type NMGRS.
Definition 4 (1-type NMGRS). Let NIS = (U, AT,N) be a neighborhood information system, A ⊆ AT a categorical attribute
set, B ⊆ AT a numerical attribute set,A∪B ⊆ AT amixed attribute set;U/A,U/B, andU/(A∪B) represent a partition and two
coverings of the universe U, respectively. For any X ⊆ U, the optimistic multigranulation lower and upper approximations
of X with respect to A, B in U are defined in the following:
(A + B)OX = {x ∈ U | nA(x) ⊆ X ∨ nB(x) ⊆ X}, (7)
(A + B)OX =∼ (A + B)O(∼ X). (8)
By Definition 4, we can see that the lower and upper approximations of X of optimistic 1-type NMGRS satisfy duality
property, i.e., the upper approximation canbedefinedby the complement of the lower approximation. The area of uncertainty
or boundary region is defined as
BnO(A+B)(X) = (A + B)OX \ (A + B)OX.
We call ((A + B)OX, (A + B)OX) an optimistic 1-type NMGRS. Obviously, the optimistic 1-type NMGRS can degenerate into
the original optimistic multigranulation while δ = 0. The original MGRS is a special instance of 1-type NMGRS.
Theorem1. Let NIS = (U, AT,N) be a neighborhood information system, A, B ⊆ AT categorical and numerical attribute subsets,
respectively. For any X ⊆ U, then
(A + B)OX = {x ∈ U | (nA(x) ∩ X = ∅) ∧ (nB(x) ∩ X = ∅)}.
Proof. By Definition 4, we have that
x ∈ (A + B)OX ⇔ x ∈∼ (A + B)O(∼ X)
⇔ x /∈ (A + B)O(∼ X)
⇔ nA(x)  (∼ X) ∧ nB(x)  (∼ X)⇔ nA(x) ∩ X = ∅ ∧ nB(x) ∩ X = ∅.
This completes the proof. 
ByTheorem1,we can see that though the optimisticmultigranulationupper approximation is definedby the complement
of the optimistic multigranulation lower approximation, it also can be constructed by objects with nonempty intersection
with the target concept in terms of each granular structure.
Proposition 1. Let NIS = (U, AT,N) be a neighborhood information system, ∀A, B ⊆ AT, and ∀X ⊆ U, then
(1) (A + B)OX = AX ∪ BX,
(2) (A + B)OX = AX ∩ BX.
Proof. (1) Let x ∈ AX (x ∈ U), note that AX = {x ∈ U | nA(x) ⊆ X}, but x ∈ (A + B)OX , hence AX ⊆ (A + B)OX . Similarly,
BX ⊆ (A + B)OX . So (A + B)OX ⊇ AX ∪ BX . And, for x ∈ (A + B)OX , from (7), we have either nA(x) ⊆ X , then x ∈ AX or
nB(x) ⊆ X , then x ∈ BX , therefore x ∈ AX ∪ BX , namely, (A + B)OX ⊆ AX ∪ BX . Therefore, (A + B)OX = AX ∪ BX .
(2) From above and (8), we have (A + B)OX =∼ (A + B)O(∼ X) =∼ (A(∼ X) ∪ B(∼ X)) = A(X) ∩ B(X).
This completes the proof. 
Corollary 1. BnO(A+B)(X) ⊆ BnA(X) ∪ BnB(X).
In what follows, we will illuminate the difference between the 1-type NMGRS and classical Pawlak’s rough sets through
employing Example 2.
Example 2 (Continued from Example 1). Let X = {x1, x2, x3, x7}. Here we compute the neighborhood granules of samples
with δ = 0.1. A partition and two coverings are induced from Table 1 as follows:
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Let A = {O,W} ⊆ AT be a categorical attribute subset. According to Definition 2, the information granules induced by A
are listed. nA(x1) = {x1, x8} = nA{x8}, nA(x2) = {x2}, nA(x3) = {x3}, nA(x4) = {x4, x5} = nA{x5},nA(x6) = {x6}, nA(x7) ={x7}. Obviously, they form a covering of the universe, i.e., U/A = {{x1, x8}, {x2}, {x3}, {x4, x5}, {x5, x4}, {x6}, {x7}, {x8, x1}}
which is a granular structure on U, then AX = {x2, x3, x7} and AX = {x1, x2, x3, x7, x8}.
Let B = {T,H} ⊆ AT be a numerical attribute subset. Then, we have that nB(x1) = {x1, x2, x3} = nB(x3), nB(x2)= {x2, x1, x3, x4, x8}, nB(x4) = {x4, x2, x8}, nB(x5) = {x5, x6}, nB(x6) = {x6, x5, x7}, nB(x7) = {x7, x6}, nB(x8) ={x8, x2, x4}. Similarly, they form a covering of the universe, i.e., U/B = {{x1, x2, x3}, {x2, x1, x3, x4, x8}, {x3, x1, x2}, {x4, x2,
x8}, {x5, x6}, {x6, x5, x7}, {x7, x6}, {x8, x2, x4}}. Therefore we have that BX = {x1, x3}, BX = {x1, x2, x3, x4, x6, x7, x8}.
Based on U/A and U/B induced by A and B, we have the optimistic lower and upper approximations of X in U,
respectively, (A + B)OX = {x1, x2, x3, x7} = A(X) ∪ B(X), (A + B)OX =∼ (A + B)O(∼ X) = {x1, x2, x3, x7, x8} =
A(X) ∩ B(X).
Furthermore, By the term (3) in Definition 2, we have that U/(A ∪ B) = {{x1}, {x2}, {x3}, {x4}, {x5}, {x6}, {x7}, {x8}}.
Obviously, U/(A ∪ B) also forms a covering of the universe U. Then, we have (A ∪ B)X = {x1, x2, x3, x7}, (A ∪ B)X =
{x1, x2, x3, x7}. Easily, (A ∪ B)X ⊇ (A + B)OX , (A ∪ B)X ⊆ (A + B)OX .
As a result of this example, we have the following results.
Proposition 2. Let NIS = (U, AT,N) be a neighborhood information system, A, B ⊆ AT categorical and numerical attribute
subsets, respectively. For any X ⊆ U, then
(1) (A + B)OX ⊆ (A ∪ B)X,
(2) (A + B)OX ⊇ (A ∪ B)X.
Proof. (1) For any x ∈ (A + B)OX , by Definition 4, it follows that x ∈ nA(x) and x ∈ nB(x). Hence x ∈ nA(x) ∩ nB(x). But
nA(x) ∩ nB(x) ⊆ n(A∪B)(x) for all x ∈ U. Therefore, x ∈ (A ∪ B)X , i.e. (A + B)OX ⊆ (A ∪ B)X .
(2) From Pawlak’s rough set theory, we know (A ∪ B)X =∼ (A ∪ B)(∼ X), applying the result of (1), we have that
(A ∪ B)(∼ X) ⊇ (A + B)O(∼ X). Hence, ∼ (A ∪ B)(∼ X) ⊆∼ (A + B)O(∼ X), i.e., (A + B)OX ⊇ (A ∪ B)X .
This completes the proof. 
Proposition 2 shows that the optimistic lower approximation is not more than the Pawlak’s lower approximation, while
the optimistic upper approximation is not less than the Pawlak’s upper approximation.
Corollary 2. BnO(A+B)(X) ⊇ Bn(A∪B)(X).
Corollary 3. Let NIS = (U, AT,N) be a neighborhood information system, A, B ⊆ AT categorical and numerical attribute
subsets, respectively, and X ⊆ U. Then
α(A∪B)(X) ≥ αO(A+B)(X).
Proof. They are straightforward from the definition of accuracy measure of X .
In what follows, we further clarify the difference between multigranulation rough sets and classical rough sets. It can be
illustranted from the following four aspects.
(1) Multigranulation rough set theory is a strategy for information fusion through single granulation rough sets. Here,
neighborhood-basedmultigranulationroughsets is a simple information fusionmethodbyoperations ‘∨’(conjunction)
or‘∧’(disjunction).
(2) In fact, there are some other fusion strategies [20,45–47]. For instance, in the literature [45], Xu et al. introduced a
supporting characteristic function and a variable precision parameterβ called information level to investigate a target
concept under majority granulations.
(3) It is Proposition 2 that embodies the difference between classic rough sets and multigranulation rough sets.
(4) With regard to some special information systems, such asmulti-source information systems, distributive information
systems and groups of intelligent agents, the classical rough sets can not deal with these information systems, but
multigranulation rough sets can. 
Proposition 3. Let NIS = (U, AT,N) be a neighborhood information system, A, B ⊆ AT categorical and numerical attribute
subsets, respectively, X ⊆ U, and δ1, δ2 two nonnegative numbers. If δ1 ≥ δ2, then
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(1) (A + B)δ1OX ⊆ (A + B)δ2OX,
(2) (A + B)δ1OX ⊇ (A + B)Oδ2X.
Proof. (1) LetX ⊆ U, assume that (A + B)δOX = {x | nδA(x) ⊆ X∨nδB(x) ⊆ X}. Ifδ1 ≥ δ2,weobviouslyhavenδ1A (x) ⊇ nδ2A (x)
and n
δ1
B (x) ⊇ nδ2B (x). Then, there must exist x0 ∈ X ⊆ U, such that nδ1A (x0) ⊆ X but nδ1A (x0) ⊆ X . Similarly, there also exists
y0 ∈ X ⊆ U, such that nδ2A (y0) ⊆ X but nδ1A (y0) ⊆ X . Based on Definition 4, we have (A + B)δ1OX ⊆ (A + B)δ2OX .
(2) Similarly, we can prove that (A + B)δ1OX ⊇ (A + B)δ2OX .
This completes the proof. 
Proposition 3 shows that the size of lower approximation of X under a 1-type optimistic neighborhood-basedmultigran-
uation rough set will become much larger with the value of the parameter δ being much bigger. Its upper approximation
has the inverse conclusion.
Proposition 4. Let NIS = (U, AT,N) be a neighborhood information system, A, B ⊆ AT categorical and numerical attribute
subsets, respectively, and X, Y ⊆ U. If X ⊆ Y, then
(1) (A + B)OX ⊆ (A + B)OY,
(2) (A + B)OX ⊆ (A + B)OY.
Proof. (1) If X ⊆ Y , then X ∩ Y = X . Then we have
(A + B)OX = (A + B)O(X ∩ Y)
= A(X ∩ Y) ∪ B(X ∩ Y)
= ((AX ∩ AY) ∪ (BX ∩ (BY)
= ((AX ∩ AY) ∪ BX) ∩ ((AX ∩ AY) ∪ BY)
= ((AX ∪ BX) ∩ (AY ∪ BX)) ∩ (AX ∪ BY) ∩ (AY ∪ BY)
= ((A + B)OX ∩ (A + B)OY) ∩ ((AY ∪ BX) ∩ (AX ∪ BY))
⊆ ((A + B)OX ∩ (A + B)OY) ⊆ (A + B)OY .
Hence, (A + B)OX ⊆ (A + B)OY .
(2) If X ⊆ Y , then X ∪ Y = Y . Then we have
(A + B)OY = (A + B)O(X ∪ Y)
= A(X ∪ Y) ∩ B(X ∪ Y)
= (AX ∪ AY) ∩ (BX ∪ BY)
= ((AX ∪ AY) ∩ BX) ∪ ((AX ∪ AY) ∩ BY)
= (AX ∩ BX) ∪ (AY ∩ BX) ∪ (AX ∩ BY) ∪ (AX ∩ BY)
= (A + B)OX ∪ (A + B)OY ∪ (AX ∩ BY) ∪ (AX ∪ BY)
⊇ ((A + B)OX ∪ (A + B)OY) ⊇ (A + B)OX.
Hence, (A + B)OY ⊇ (A + B)OX .
This completes the proof. 
Corollary 4. Let NIS = (U, AT,N) be a neighborhood information system, A, B ⊆ AT categorical and numerical attribute
subsets, respectively, and X ⊆ U. If δ1, δ2 are two nonnegative numbers and δ1 ≥ δ2, then
αO(A+B)δ1 (X) ≤ α
O
(A+B)δ2 (X).
Proof. It is straightforward from Proposition 3.
Similar to the classical pessimistic MGRS’s definition [26], let NIS = (U, AT,N) be a neighborhood information system,
where A, B ⊆ AT are categorical and numerical attributes, respectively. For any X ⊆ U, the lower and upper approximations
of X of the pessimistic 1-type NMGRS in U are described as:
(A + B)PX = {x ∈ U | nA(x) ⊆ X ∧ nB(x) ⊆ X}, (9)
(A + B)PX =∼ (A + B)P(∼ X). (10)
Analogously, thismultigranulation boundary region of X is
BnP(A+B)(X) = (A + B)PX \ (A + B)PX.
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We call ((A + B)PX, (A + B)PX) a pessimistic 1-type neighborhood multigranulation rough set. 
Theorem 2. Let NIS = (U, AT,N) be a neighborhood information system, where A, B ⊆ AT are categorical and numerical
attributes, respectively. For any X ⊆ U, then (A + B)PX = {x ∈ U | (nA(x) ∩ X = ∅) ∨ (nB(x) ∩ X = ∅)}.
Proof. By the above definitions, we have
x ∈ (A + B)PX ⇔ x ∈∼ (A + B)P(∼ X)
⇔ x /∈ (A + B)P(∼ X)
⇔ nA(x)  (∼ X) ∨ nB(x)  (∼ X)⇔ nA(x) ∩ X = φ ∨ nB(x) ∩ X = ∅.
This completes the proof. 
Different from the upper approximation of optimistic 1-type neighborhood multigranulation rough set, the upper ap-
proximation of pessimistic 1-type neighborhood multigranulation rough set is represented as a set in which objects have
non-empty intersection with the target in terms of at least one granular structure.
From the above analysis, we can obtain the following two corollaries and one proposition.
Corollary 5. Let NIS = (U, AT,N) be a neighborhood information system, A, B ⊆ AT categorical and numerical attributes,
respectively. For any X ⊆ U, then (A + B)PX = AX ∪ BX.
Proof. (A + B)PX =∼ (A + B)P(∼ X)
=∼ (A(∼ X) ∩ B(∼ X))
=∼ A(∼ X)∪ ∼ B(∼ X)
= AX ∪ BX .
This completes the proof. 
Similarly, other properties of the pessimistic version can be proved by the same method.
3.2. 2-Type neighborhood multigranulation rough sets (2-type NMGRS)
Whenmultiple neighborhood relations are used in the neighborhood information system,we call such amultigranulation
rough set a 2-type neighborhoodmultigranulation rough set, denoted by 2-type NMGRS. Simply, we first investigate how to
approximate a target concept through two neighborhood relations. For simpleness, we use the denotations A + BX = NX ,
and A + BX = NX in the following:
Definition 5 (2-type NMGRS). Let NIS = (U, AT,N) be a neighborhood information system, N1,N2 two neighborhood
relations on the universe U, N1 induced by A1 and B1, N2 induced by A2 and B2, where A1, A2 are two categorical attribute
subsets and B1, B2 are two numerical attribute subsets , and U/A1, U/A2, U/B1, U/B2 are four coverings on the universe U.
Then for any X ⊆ U, the optimistic lower approximation and upper approximation of X in U are defined as
(N1 + N2)OX = {x ∈ U | n(A1+B1)(x) ⊆ X ∨ n(A2+B2)(x) ⊆ X}, (11)
(N1 + N2)OX =∼ (N1 + N2)O(∼ X). (12)
The area of uncertainty or boundary region is defined as:
BnO(N1+N2)(X) = (N1 + N2)
O
X \ (N1 + N2)OX.
We call ((N1 + N2)OX, (N1 + N2)OX) an optimistic 2-type NMGRS based on two neighborhood relations.
In 2-type NMGRS, n(A+B)(x) represents a neighborhood induced by a heterogeneous attribute subset and n(A+B)(x) ={x ∈ U | nA(x) ≤ δ ∨ nB(x) ≤ δ}. However, by the (3) of Definition 2, n(A∪B)(x) = {xi ∈ U | dA(x, xi) = 0∧ dB(x, xi) ≤ δ}.
It is deserved to point out that let NIS = (U, AT,N) be a neighborhood information system, a partition U/A induced by
a categorical attribute subset A, and a covering U/B induced by a numerical attribute subset B, then U/(A ∪ B) induced by
A ∪ B is also a covering of the universe.
Example 3 (Continued from Example 1). Let X = {x1, x2, x3, x7}, four coverings on the universe U are induced from
Table 1 as follows:
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Let A1 = {O,W} ⊆ AT be a categorical attribute subset, from Example 2, it follows that U/A1 = {{x1, x8}, {x2}, {x3},{x4, x5}, {x6}, {x7}}. Then A1X = {x2, x3, x7}, A1X = {x1, x2, x3, x7, x8}.
Let A2 = {O,U} ⊆ AT be a categorical attribute subset, from Table 1, it follows that U/A2 = {{x1}, {x2, x8}, {x3},{x4, x5}, {x6}, {x7}}}. Then A2X = {x1, x3, x7}, A2X = {x1, x2, x3, x7, x8}.
Let B1 = {T,H} ⊆ AT be numerical attribute subset, from Example 2, it follows that U/B1 = {{x1, x2, x3}, {x2, x1,
x3, x4, x8}, {x3, x1, x2}, {x4, x2, x8}, {x5, x6}, {x6, x5, x7}, {x7, x6}, {x8, x4, x2}}, we have that B1X = {x1, x3}, B1X={x1, x2,
x3, x4, x6, x7, x8}.
Let B2 = {T, I} ⊆ AT be a numerical attribute subset, from Table 1, it follows that U/B2 = {{x1, x2, x3}, {x2, x1, x4, x8},{x3, x1}, {x4, x2, x8}, {x5, x6, x8}, {x6, x5}, {x7}, {x8, x2, x4, x5}}. We have that B2X = {x1, x3, x7}, B2X = {x1, x2, x3, x4, x7,
x8}. From the definition of the optimistic 1-type NMGRS, by computing, we have that (A1 + B1)OX = {x1, x2, x3, x7},
(A1 + B1)OX = {x1, x2, x3, x7, x8}. And (A2 + B2)OX = {x1, x3, x7}, (A2 + B2)OX = {x1, x2, x3, x4, x7, x8}.
Then (N1 + N2)OX = {x1, x2, x3, x7}, (N1 + N2)OX = {x1, x2, x3, x4, x7, x8}.
From Example 2, it follows that A1 ∪ B1X = {x1, x2, x3, x7}, A1 ∪ B1X = {x1, x2, x3, x7}.
ForU/(A2∪B2) = {{x1}, {x2, x8}, {x3}, {x4}, {x6}, {x7}}, then (A2 ∪ B2)X = {x1, x3, x7}, (A2 ∪ B2)X = {x1, x2, x3, x7, x8}.
In addition,U/((A1∪B1)∪ (A2∪B2))={{x1}, {x2}, {x3}, {x4}, {x5}, {x6}, {x7}, {x8}}, one has (N1∪N2)X=(A1 + B1)OX∪
(A2 + B2)OX = {x1, x2, x3, x7} and N1 ∪ N2X =∼ (N1 ∪ N2)(∼ X) = {x1, x2, x3, x7}.
Obviously, for the optimistic 2-type neighborhood multigranulation rough set, we have that (N1 + N2)OX = {x3, x7} ⊆
{x1, x3, x7} = (N1 ∪ N2)X, and (N1 + N2)OX = {x1, x2, x3, x7, x8} ⊇ {x1, x2, x3, x7} = (N1 ∪ N2)X.
From the definition of approximation and the discussion above, we can get the following properties of the lower and
upper approximations.
Proposition 5. Let NIS = (U, AT,N) be a neighborhood information system, N1,N2 two neighborhood relations on the universe
U. Then for any X ⊆ U, then
(1) (N1 + N2)OX ⊆ (N1 ∪ N2)X,
(2) (N1 + N2)OX ⊇ (N1 ∪ N2)X.
Proof. (1) For any x ∈ (N1 + N2)OX , fromDefinition5, it follows that x ∈ n(A1+B1) and x ∈ n(A2+B2). Hence, x ∈ n(A1+B1)(x)∩
n(A2+B2)(x), n(A1+B1)(x) ∧ n(A2+B2)(x) ⊆ n(N1∪N2)(x), we have x ∈ (N1 ∪ N2)X , i.e., (N1 + N2)OX ⊆ (N1 ∪ N2)X.
(2) Due to duality property of the lower and upper approximations, (N1 ∪ N2)X =∼ (N1 ∪ N2)(∼ X). Applying the
result of (1), we have that (N1 ∪ N2)X =∼ (N1 ∪ N2)(∼ X) ⊆∼ (N1 + N2)O(∼ X) = (N1 + N2)OX , i.e., (N1 ∪ N2)X ⊆
(N1 + N2)OX.
This completes the proof. 
Corollary 6. BnN1(X) ∪ BnN2(X) ⊆ BnO(N1+N2)(X).
Corollary 7. Let NIS = (U, AT,N) be a neighborhood information system, N1,N2 two neighborhood relations on the universe
U. Then, for X ⊆ U, one has
αO(N1+N2)(X) ≤ α(N1∪N2)(X).
Proof. This is straightforward from the definition of the accuracy measure of X . 
Proposition 6. Let NIS = (U, AT,N) be a neighborhood information system, N1,N2 two neighborhood relations on the universe
U, and X ⊆ U. If δ1, δ2 are two nonnegative numbers and δ1 ≥ δ2, then
(1) (N1 + N2)δ1OX ⊆ (N1 + N2)δ2OX,
(2) (N1 + N2)Oδ1X ⊇ (N1 + N2)
O
δ2
X.
Proof. It can be easily proved similar to Proposition 3.
Proposition 6 states that the size of lower approximation of X under a 2-type optimistic neighborhood-based multigran-
uation rough set will become much larger with the value of the parameter δ being much bigger. Its upper approximation
has the inverse conclusion. 
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Corollary 8. Let NIS = (U, AT,N) be a neighborhood information system, N1,N2 two neighborhood relations on the universe
U, and X ⊆ U. If δ1, δ2 are two nonnegative numbers and δ1 ≥ δ2, then,
αO(N1+N2)δ1 (X) ≤ α
O
(N1+N2)δ2 (X).
Proposition 7. Let NIS = (U, AT,N) be a neighborhood information system, N1,N2 two neighborhood relations on the universe
U, and X, Y ⊆ U. If X ⊆ Y, then
(1) (N1 + N2)OX ⊆ (N1 + N2)OY,
(2) (N1 + N2)OX ⊆ (N1 + N2)OY.
Proof. (1) If X ⊆ Y , X ∩ Y = X . Then
(N1 + N2)OX = (N1 + N2)O(X ∩ Y)
= N1(X ∩ Y) ∪ N2(X ∩ Y)= (N1X ∩ N1Y) ∪ (N2X ∩ N2Y)= ((N1X ∩ N1Y) ∪ N2X) ∩ ((N1X ∩ N1Y) ∪ N2Y)= (N1X ∪ N2X) ∩ (N1Y ∪ N2X) ∩ (N1X ∪ N2Y) ∩ (N1Y ∪ N2Y)
= (N1 + N2)OX ∩ (N1 + N2)OY ∩ (N1Y ∪ N2X) ∩ (N1X ∪ N2Y)
⊆ (N1 + N2)OX ∩ (N1 + N2)OY
⊆ (N1 + N2)OY .
So (N1 + N2)OX ⊆ (N1 + N2)OY .
(2) If X ⊆ Y , ∼ X ⊇∼ Y , from the result of (1), (N1 + N2)O(∼ X) ⊇ (N1 + N2)O(∼ Y). Then, ∼ ((N1 + N2)O
(∼ X)) ⊆∼ (N1 + N2)O(∼ Y), then (N1 + N2)OX ⊆ (N1 + N2)OY .
This completes the proof. 
Similarly, the pessimistic 2-type neighborhood multigranulation rough set with two neighborhood granulations can be
also defined as follows:
(N1 + N2)PX = {x | n(A1+B1)(x) ⊆ X ∧ n(A2+B2)(x) ⊆ X}, (13)
(N1 + N2)PX =∼ (N1 + N2)P(∼ X). (14)
The area of uncertainty or boundary region is defined as:
BnP(N1+N2)(X) = (N1 + N2)
P
X \ (N1 + N2)PX.
Parallelly, we can present the corresponding properties of this pessimistic version.
Based on the above conclusions,we extend 2-typeNMGRS based on twoneighborhood relations to that based onmultiple
neighborhood relations.
Definition 6. Let NIS = (U, AT,N) be a neighborhood information system, A1, A2, . . . , Am categorical attribute subsets
of AT; B1, B2, . . . , Bm numerical attributes of AT , Ni induced by Ai and Bi for i = 1, 2, . . . ,m, and X ⊆ U. We define an
optimistic multigranulation lower approximation and an upper approximation of X by the following:
m∑
i=1
Ni
O
X =⋃{x ∈ U | n(Ai+Bi)(x) ⊆ X, i ≤ m}, (15)
m∑
i=1
Ni
O
X =∼
m∑
i=1
Ni(∼ X). (16)
Similarly, the area of uncertainty or boundary region is defined as:
BnO∑m
i=1 Ni(X) =
m∑
i=1
Ni
O
X
∖
m∑
i=1
Ni
O
X.
We call (
∑m
i=1 NiOX,
∑m
i=1 Ni
O
X) an optimistic 2-type NMGRS based on multiple neighborhood relations.
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Proposition 8. Let NIS = (U, AT,N) be a neighborhood information system, N1,N2, . . . ,Nm m neighborhood relations on the
universe U, and X ⊆ U. Then,
(1)
∑m
i=1 NiOX ⊆ (N1 ∪ N2 ∪ · · · ∪ Nm)X,
(2)
∑m
i=1 Ni
O
X ⊇ (N1 ∪ N2 ∪ · · · ∪ Nm)X.
Proof. Ifm = 1, they are straightforward.
Ifm > 1, we prove them as follows:
(1) It can be easily proved from Definition 6.
(2)
∑m
i=1 Ni
O
X =∼ ∑mi=1 NiO(∼ X) ⊇∼ (N1 ∪ N2 ∪ · · · ∪ Nm)(∼ X) = (N1 ∪ N2 ∪ · · · ∪ Nm)X .
This completes the proof. 
Corollary 9. Let NIS = (U, AT,N) be a neighborhood system, N1,N2, . . . ,Nm m neighborhood relations on the universe U, and
X ⊆ U. Then,
αO∑m
i=1 Ni(X) ≤ α(N1∪N2∪···∪Nm)(X).
Proposition 9. Let NIS = (U, AT,N) be a neighborhood information system, N1,N2, . . . ,Nm m neighborhood relations on the
universe U, X ⊆ U, and δ1, δ2 two nonnegative numbers. If δ1 ≥ δ2, then,
(1) (
∑m
i=1 Ni)δ1OX ⊆ (
∑m
i=1 Ni)δ2OX,
(2) (
∑m
i=1 Ni)
O
δ1
X ⊇ (∑mi=1 Ni)Oδ2X.
Proof. It can be proved similar to Proposition 3. 
Corollary 10. Let NIS = (U, AT,N) be a neighborhood information system, N1,N2, . . . ,Nm m neighborhood relations on the
universe U, and X ⊆ U. If δ1, δ2 are two nonnegative numbers, and δ1 ≥ δ2, then the following properties hold.
αO(
∑m
i=1 Ni)δ1
(X) ≤ αO(∑mi=1 Ni)δ2 (X).
Proposition 10. Let NIS = (U, AT,N) be a neighborhood information system, N1,N2, . . . ,Nm m neighborhood relations on the
universe U, and X, Y ⊆ U. If X ⊆ Y, then
(1)
∑m
i=1 NiOX ⊆
∑m
i=1 NiOY,
(2)
∑m
i=1 Ni
O
X ⊆ ∑mi=1 NiOY.
Proof. It is similar to the proof of Proposition 4. 
Similarly, we can also define the pessimistic 2-type neighborhood multigranulation rough set as the following:
m∑
i=1
Ni
P
X = {x ∈ U | n(A1+B1)(x) ⊆ X ∧ · · · ∧ n(Am+Bm)(x) ⊆ X}, (17)
m∑
i=1
Ni
P
X =∼
m∑
i=1
Ni
P
(∼ X). (18)
Similarly, the area of uncertainty or boundary region is defined as:
BnP∑m
i=1 Ni(X) =
m∑
i=1
Ni
P
X
∖
m∑
i=1
Ni
P
X.
Analogously, we can gain the same results of the pessimistic version with multiple neighborhood granulations.
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4. Attribute reduction of neighborhood multigranulation rough sets
In this section, we investigate the reduction of coverings induced by themultiple neighborhood relations. A discernibility
matrix will be used to compute all the reducts of neighborhood multigranulation rough set. The objective of reduction is to
select a subset of coverings that can preserve consistence of the neighborhood decision system [1]. Let = {C1, C2, . . . , Cm}
be a family of coverings ofU. Ci = {Ki1, Ki2, . . . , Kiti}, where Kij is nonempty subset ofU for j = {1, 2, . . . , ti}. For any x ∈ U,
(Ci)x = ⋂{Kij | Kij ∈ C, x ∈ Kij}, Cov(Ci) = {(Ci)x|x ∈ U}, x = ⋂{Kix ∈ Cov(Ci), x ∈ Cix}, and Cov() = {x | x ∈ U}.
As a result, Cov(Ci) = {(Ci)x|x ∈ U} and Cov() = {x | x ∈ U} are two coverings of U.
Definition 7. Let  = {C1, C2, . . . , Cm} be a family of coverings of U, D = {d} a decision attribute set, and U/D ={D1,D2, . . . ,Dq} a decision partition on U. If for anyx ∈ U, there exists Dj ∈ U/D such that x ⊆ Dj , then decision system
(U, ,D) is called a consistent covering decision system and denoted by Cov() ≤ U/D.
Definition 8. Let NIS = (U, AT ∪ D,N) be a neighborhood decision information system, where D = {d}, Ci induced by a
categorical attribute subset Ai or a numerical attribute subset Bi, i = 1, 2, . . . ,m, and = {C1, C2, . . . , Cm}m coverings of
U. We call (U, ,D) a covering neighborhood decision system.
Definition 9. Let (U, ,D = {d}) be a covering neighborhood decision information system. For Ci ∈ , if Cov( − Ci) ≤
U/D, thenCi is called a superfluous covering relative toD in, otherwiseCi is called indispensable relative toD in. For every
P ⊆  satisfying Cov(P) ≤ U/D, if every element in P is an indispensable covering, i.e., for any Ci ∈ P, if Cov(P−Ci) ≤ U/D,
then P is called a relative reduct of  relative to D. The disjunction of all the indispensable elements in  is called the core
of  to D, denoted by NCoreD().The relative reduct of a consistent covering decision system is the subset of coverings to
ensure the consistency of the decision information system.
When the attribute reduction of a neighborhood-based multigranultion rough set is to calculate, we will employ the
discernibility matrix approach proposed by Chen et al. for this objective, which is as follows:
Definition 10 [1]. Let (U, ,D = {d}) be a consistent covering decision system. Suppose U = {x1, x2, . . . , xn}, by
M(U, ,D), we denote a n × nmatrix (cij), called the discernibility matrix of (U, ,D = {d}), defined as
cij =
{{C ∈  : (Cxi ⊂ Cxj) ∧ (Cxj ⊂ Cxi)} ∪ {Cs ∧ Ct : (Csxi ⊂ Cxj) ∧ (Csxj ⊂ Cxi)}, d(xi) = d(xj),
, d(xi) = d(xj).
In which D = {d} and d(x) is a decision function d : U → Vd of the universe U into value set Vd. For every xi, xj ∈ U, if
xi ⊆ xj , then d(xi) = d([xi]D) = d(xi) = d(xj) = d(xj) = d([xj]D). If d(xi) = d(xj), then xi ∩ xj = ∅, i.e.,
xi ⊂ xj andxj ⊂ xi . But ifxi ⊂ xj andxj ⊂ xi , then either d(xi) = d(xj) or d(xi) = d(xj) are possible. For
this case, ifxi ∩ xj = ∅, we have d(xi) = d(xj). If d(xi) = d(xj), then bothxi ⊂ xj andxj ⊂ xi , orxi ⊆ xj
or xj ⊆ xi are possible.
In the following, we give an example to illustrate the covering reduct of 1-type neighborhood multigranulation rough
set through using the discernibility matrix approach proposed by Chen et al. The covering reduct of 2-type neighborhood
multigranulation rough set can be done similarly.
Example 4. Table 2 depicts a neighborhood decision information system NIS = (U, AT ∪ {d},N) in which AT = {outlook,
temperature, windy}, {d} = {play}. The numerical attribute value of temperature is standardized into [0, 1] (see [6]) for
computing and we suppose δ = 0.1. By Definition 2, we have that:
Let P1 = {O}, then C1 = {{x1, x2, x8}, {x3, x7}, {x4, x5, x6}}.
Let P2 = {T}, then C2 = {{x1, x2, x3}, {x2, x1, x3, x4, x8}, {x3, x1, x2}}, {x4, x2, x5, x6, x7, x8}; {x5, x4, x6, x7, x8},{x6, x4, x5, x7, x8}, {x7, x4, x5, x6, x8}, {x8, x2, x4, x5, x6, x7}}.
Let P3 = {W}, then C3 = {{x1, x3, x4, x5, x8}, {x2, x7, x6}}.
Let P4 = {O, T}, then C4 = {{x1, x2}, {x2, x1, x8}, {x3}, {x4, x5, x6}, {x7}, {x8, x2}}.
Table 2
A playing tennis information system with mixed attributes.
Outlook Temperature Windy Play
x1 Sunny 85 False No
x2 Sunny 80 True No
x3 Overcast 83 False Yes
x4 Rainy 70 False Yes
x5 Rainy 68 False Yes
x6 Rainy 65 True No
x7 Overcast 64 True Yes
x8 Sunny 72 False No
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Let P5 = {O,W}, then C5 = {{x1, x8}, {x2}, {x3}, {x4, x5}, {x6}, {x7}}.
Let P6 = {W, T}, then C6 = {{x1, x3}, {x2}, {x1, x3}, {x4, x5, x8}, {x6, x7}, {x8, x4, x5}}.
Let P7 = {O, T,W}, then C7 = {{x1}, {x2}, {x3}, {x4, x5}, {x6}, {x7}, {x8}}.
And U/D = {{x1, x2, x6, x8}, {x3, x4, x5, x7}}. From Definition 7, we have that 1 = {x1}, 2 = {x2}, 3 = {x3},
4 = {x4, x5}, 5 = {x4, x5}, 6 = {x6}, 7 = {x7}, 8 = {x8}.
Obviously, Cov() = {{x1}, {x2}, {x3}, {x4, x5}, {x5, x4}, {x6}, {x7}, {x8}} is a covering on the universe U induced by .
Note that the discernibilitymatrix is a symmetric, we only consider its lower triangularmatrix of the discernibilitymatrix
as the following:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

 
31 32 
41   
51    
 62  64 65 
 72    76 
  83 84 85  87 
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where 31 = 76 = 84 = 85 = {C1, C4, C5, C7}, 32 = 87 = {C1, C3, C4, C5, C6, C7}, 41 = 51 = 62 = 72 =
83 = {C1, C2, C4, C5, C6, C7}, and 64 = 65 = {C3, C5, C6, C7}.
f (U, )(C1, C2, . . . , C7) = {C1 ∨ C4 ∨ C5 ∨ C7} ∧ {C1 ∨ C3 ∨ C4 ∨ C5 ∨ C6 ∨ C7}
∧ {C1 ∨ C2 ∨ C4 ∨ C5 ∨ C6 ∨ C7} ∧ {C3 ∨ C5 ∨ C6 ∨ C7}
= {C1 ∨ C4 ∨ C5 ∨ C7} ∧ {C3 ∨ C5 ∨ C6 ∨ C7}
= (C1 ∧ C3) ∨ (C1 ∧ C6) ∨ (C4 ∧ C3) ∨ (C4 ∧ C6) ∨ C5 ∨ C7.
Finally, all reducts of this neighborhood decision information system are {C1, C3}, {C1, C6}, {C4, C3}, {C4, C6}, {C5}, and{C7}.
Remark: If we consider a simple case, that is each attribute induces a covering (i.e., neighborhood granular structure),
we draw some interesting conclusions. For example, through calculating the reducts of coverings in the condition part, we
also can obtain the corresponding attribute reduct. In the last example, from the above reduct of coverings, we can know
that attribute reducts of this neighborhood information system are {O,W} and {O, T}, and NcoreD(U) = {O} is their core
attribute.
5. Conclusions
To extend the applicable area of MGRS, in this paper, we have proposed 1-type neighborhood-based multigranulation
rough sets and 2-type neighborhood-based multigranulation rough sets, which can be used to deal with the data sets
with hybrid attributes. The theoretical analysis shows that the proposed neighborhood multigranulation rough sets are
generalized versions of original MGRS, in which each of NMGRS will degenerate into the corresponding version of classical
MGRS. To extract simple decision rules, a concept of covering reduct has also been introduced to describe the smallest
attribute subset that preserves the lower and upper approximations of all decision classes in NMGRS. These results will
enrich the multigranulation rough set theory and be very helpful for knowledge discovery from various data sets in the
context of multiple granulations.
Acknowledgment
The authors would like to thank the anonymous reviewers for their constructive comments. This work is supported by
grants from National Natural Science Foundation of China under Grant (Nos. 60903110, 71140004, 10971186, 10671173 and
11061004), and Natural Science Foundation in Fujian Province under Grant (No. 2010J01018) and Education Committee of
Fujian Province under Grant (Nos. JA11171, JK2011031 and JA09167).
References
[1] D.G. Chen, C.Z. Wang, Q.H. Hu, A new approach to attribute reduction of consistent and inconsistent covering decision systems with covering rough sets,
Information Sciences 177 (2007) 3500–3518.
[2] D. Dubois, H. Prade, Rough fuzzy sets and fuzzy rough sets, International Journal of General Systems 17 (1990) 191–209.
G. Lin et al. / International Journal of Approximate Reasoning 53 (2012) 1080–1093 1093
[3] S. Greco, B. Matarazzo, R. Slowinski, Rough sets theory for multi criteria decision analysis, European Journal of Operational Research 129 (2001) 1–147.
[4] S. Greco, B.Matarazzo, R. Slowinski, Rough setsmethodology for Sortingproblems inpresenceofmulti attributes and criteria, European Journal ofOperational
Research 138 (2002) 247–259.
[5] Q.H. Hu, D.R. Yu, Z.X. Xie, J.F. Liu, Fuzzy probabilistic approximation spaces and their information measures, IEEE Transations on Fuzzy System 14 (2) (2006)
191–206.
[6] Q.H. Hu, D.R. Yu, Z.X. Xie, Neighborhood classifiers, Expert Systems with Applications 34 (2008) 866–876.
[7] Q.H. Hu, J.F. Liu, D.R. Yu, Mixed feature selection based on granulation and approximation, Knowledge-Based Systems 21 (2008) 294–304.
[8] Q.H. Hu, D.R. Yu, J.F. Liu, C.X. Wu, Neighborhood rough set based heterogeneous feature selection, Information Sciences 178 (2008) 3577–3594.
[9] Q.H. Hu, W. Pedrgcz, D.R. Yu, J. Lang, Selecting discrete and continuous feasures based on neighborhood decision error minimization, IEEE Transactions on
Systems, Man and Cybernetics-Part B: Cybernetics 40 (2010) 137–150.
[10] W. Jin, Anthony K.H. Tung, J. Han, W. Wang, Ranking outliners using symmetric neighborhood relationship, PAKDD (2006) 577–593.
[11] M.A. Khan, M. Banerjee, Formal reasoning with rough sets in multiple-souce approximation systems, International Journal of Approximate Reasoning 49
(2008) 466–477.
[12] M. Kryszkiewicz, Rough sets approach to incomplete information systems, Information Sciences 112 (1998) 1–4., 39-49.
[13] T.Y. Lin, Neighborhood systems and approximation in database and knowledge base systems, in: Proceedings of the Fourth International symposium on
Methodologies of Intelligent Systems, Poster Session, 1989, pp. 75–86.
[14] T.Y. Lin, Granular and Nearest Neighborhood: Rough Set Approach, Granulation Computing: An Emerging Paradigm, Physica-Verlag, 2001, pp. 125–142.
[15] T.Y. Lin, Neighborhood systems: mathematical models of information granulations, in: 2003 IEEE International Conference on Systems, Man & Cybernetics,
2003, pp. 5–8.
[16] T.Y. Lin, Granular computing: practices, theories, and future directions, Encyclopedia of Complexity and Systems Science (2009) 4339–4355.
[17] T.Y. Lin, Granular Computing on binary relations I: data mining and neighourhood systems, Rough Sets in Knowledge Discovery (1998) 107–121.
[18] G.P. Lin, Y.H. Qian, J.J. Li, a covering-based pessimisticmultigranulation rough set, in: International Conference on Intelligent Computing, August 11–14, 2011,
Zhengzhou, China.
[19] G.L. Liu, Y. Sai, A comparison of two types of rough sets induced by covers, International Journal of Approximate Reasoning 50 (2009) 521–528.
[20] C.H. Liu, M.Z. Wang, Covering fuzzy rough set based on multi-granulations, in: International Conference on Uncertainty Reasoning and Knowledge Engi-
neering, 2011, pp. 146–149.
[21] Z.Q. Meng, Z.Z. Shi, A fast approach to attribute reduction in incomplete decision systemwith tolerance relation-based rough sets, Information Sciences 179
(2009) 2774–2793.
[22] J.S. Mi, W.Z. Wu, W.X. Zhang, Approach to knowledge reduction based on variable precision rough set model, Information Sciences 159 (2004) 255–272.
[23] Y. Ouyang, Z.D. Wang, H.P. Zhang, On fuzzy rough sets based on tolerance relations, Information Sciences 180 (2010) 532–542.
[24] Z. Pawlak, Rough sets, International Journal of Computer and Information Sciences 11 (1982) 341–365.
[25] Z. Pawlak, Rough sets, Theoretical aspects of reasoning about data, Kluwer Academic Publishers, Dordrecht, 1991..
[26] Z. Pei, D.W. Pei, Z. L, Topology vs generalized rough sets, International Journal of Approximation Reasoning 52(2) (2011) 231–239.
[27] J.A. Pomykala, Approximation operations in approximation space, Bulletin of the Polish Academy of Sciences 9-10 (1987) 653–662.
[28] Y.H. Qian, J.Y. Liang, Y.Y. Yao, C.Y. Dang, MGRS: A multi-granulation rough set, Information Sciences 180 (2010) 949–970.
[29] Y.H. Qian, J.Y. Liang, Y.Y. Yao, C.Y. Dang, Incompletemutigranulation rough set, IEEE Transactions on Systems,Man and Cybernetics, Part A 20 (2010) 420–430.
[30] Y.H. Qian, J.Y. Liang, W. Wei, Pessimistic rough decision, Second International Worshop on Rough Sets Theory (2010) 440–449.
[31] Y.H. Qian, C.Y. Dang, J.Y. Liang, D.W. Tang, Set-valued ordered information Systems, Information Sciences 179 (2009) 2809–2832.
[32] Y.H. Qian, J.Y. Liang, C.Y. Dang, Interval ordered information systems, Computers & Mathematics with Applications 56 (2008) 1994–2009.
[33] Y.H. Qian, J.Y. Liang, C.Y. Dang, F. Wang, N.N. Ma, Approximation reduction in inconsistent incomplete decision tables, Knowledge-Based Systems 23 (2010)
427–433.
[34] D. Slezak, W. Ziarko, The investigation of the Bayesian rough set model, International Journal of Approximate Reasoning 40 (2005) 81–91.
[35] D. Slezak, Degree of conditional(in)dependence: A framework for approximate Bayesian networks and examples related to the rough set-based feature
selection, Information Sciences 173 (2) (2009) 197–209.
[36] W. Sierpinski, C. Krieger, General topology university of Toronto, Toronto, 1956.
[37] A. Skowron, J. Stepaniuk, Tolerance approximation spaces, Fundamenta Informaticae 27 (1996) 245–253.
[38] R. Slowinski, D. Vanderpooten, Similarity relation as a basis for rough approximations, Advances inMachine Intelligence and Soft Computing 4 (1997) 17–33.
[39] R. Slowinski, D. Vanderpooten, A generalized definition of rough approximations based on similarity, IEEE Transactions on Knowledge and Data Engineering
12 (2000) 331–336.
[40] H. Shin, S. Cho, Invariance of neighborhood relation under input space to feature mapping, Pattern Recognition Letters 26 (2005) 707–718.
[41] H. Wang, Neatest neighborhood by neighborhood counting, IEEE Translations on Pattern Analysis and Machine Intelligence 28 (2006) 942–953.
[42] W.Z. Wu, W.X. Zhang, Constructive and axiomatic approaches of fuzzy approximation operators, Information Sciences 159 (2004) 233–254.
[43] W.Z. Wu, J.S. Mi, W.X. Zhang, Generalized fuzzy rough sets, Information Sciences 152 (2003) 263–282.
[44] D.R. Wilson, T.R. Martinez, Improved heterogeneous distance functions, Journal of Artificial Intelligence Research 6 (1997) 1–34.
[45] W.H. Xu, X.T. Zhang, Q.R. Wang, A generalized multi-granulation rough set approach, in: International Conference on Intelligent Computing, August 11–14,
2011, Zhengzhou, China.
[46] W.H. Xu, Q.R. Wang, X.T. Zhang, Multi-granulation Fuzzy Rough Sets in a Fuzzy Tolerance Approximation Space, International Journal of Fuzzy Systems 13
(4) (2011) 246–259.
[47] X.B. Yang, X.N. Song, H.L. Dou, J.Y. Yang, Multi-granulation rough set: from crisp to fuzzy case, Annals of Fuzzy Mathematics and Informatics 1 (1) (2011)
55–70.
[48] Y.Y. Yao, Relational interpretations of neighborhood operators and rough set approximation operators, Information Sciences 111 (1998) 239–259.
[49] Y.Y. Yao, Neighborhood systems and approximate retrieval, Information Sciences 176 (23) (2006) 3431–3452.
[50] Y.Y. Yao, Probabilistic rough set approximations, International Journal of Approximation Reasoning 49 (2) (2008) 255–271.
[51] Y.Y. Yao, Three-way decisions with probabilistic rough sets, Information Sciences 180 (3) (2010) 341–353.
[52] Y.Y. Yao, B.X. Yao, Covering based rough set approximations, Information Sciences 200 (2012) 91–107.
[53] Y.Y. Yao, Information granulation and rough approximation, International Journal of Intelligent Systems 16 (2001) 87–104.
[54] W. ZaKowski, Approximations in the space (U,), Demonstration Mathematica 16 (1983) 761–769.
[55] S.Y. Zhao, E. Tsang, D.G. Chen, The model of fuzzy variable precision rough sets, IEEE Transactions on Fuzzy Systems 17 (2009) 451–467.
[56] W. Ziarko, Variable precision rough sets model, Journal of Computer System Science 46 (1993) 39–59.
[57] P. Zhu, Covering rough sets based on neighborhoods: An approach without using neighborhoods, International Journal of Approximate Reasoning 52 (3)
(2011) 461–472.
[58] W. Zhu, F.Y. Wang, Reduction and axiomization of covering generalized rough sets, Information Sciences 152 (2003) 217–230.
[59] W. Zhu, F.Y. Wang, On three types of covering rough sets, IEEE Transactions on Knowledge Data Engineering 19 (8) (2007) 1131–1144.
