Melanoma Detection Using Mobile Technology and Feature-Based Classification Techniques by Ibrahim, Salim Al Halaby

  
 
 
  
  Islamic University – Gaza 
Deanship of Graduate Studies 
Faculty of Information Technology    
 
 
 
Melanoma Detection Using Mobile 
Technology and Feature-Based 
Classification Techniques 
 
 
 
A Thesis Submitted in Partial Fulfillment of the Requirement 
for the Degree of Master in Information Technology  
 
Prepared by 
Ibrahim Salim AL Halaby 
120100907 
 
 
Supervised by 
Dr. Ashraf Alattar 
 
2014/1436 
 

i 
 
Acknowledgements 
 
 
I would like to express my gratitude to my supervisor, Dr. Ashraf Alattar, 
his expertise, understanding, and patience added a lot to my graduate 
experience. I appreciate his vast knowledge and skills in many areas. I 
would like to thank him very much for his support and understanding. 
Also, I would like to thank my parents, for supporting me spiritually and 
financially throughout my study. 
Finally, to the most important and unending source of support; my wife and 
kids. Without their love and understanding I would not have completed this 
thesis 
 
 
 
 
 
 
 
 
 
ii 
 
Abstract 
Melanoma is one of the most dangerous types of skin cancer in terms of the ratio of death 
cases.  Probability of death increases when it is diagnosed late.  However, it is possible to 
treat melanoma successfully when diagnosed in its early stages.  One of the most common 
medical methods for diagnosing melanoma is the ABCD (Asymmetry, Border irregularity, 
Color, and Diameter) method that involves the measurement of four features of skin 
lesions. The main disadvantage of this method is that estimation error and subjectivity 
affects the accuracy of diagnosis, especially when performed by non-specialists.  Scarcity 
of specialists makes the problem worse. This has led to the development of computer 
systems to help in melanoma diagnosis.  However, while most computer systems can 
achieve high accuracy with adequate speed, they have problems in the usability and 
flexibility.  The emergence of smart phones with increasing image capture and processing 
capabilities has made it more possible to use such devices to perform medical image 
analysis such as the diagnosis of melanoma. Our research work combines existing 
melanoma diagnosis method and the image capture and processing capabilities of smart 
phones to achieve fast, affordable, easily available and highly accurate melanoma 
diagnosis.  In this work, we propose a complete smart phone application to capture, and 
process an image of the suspicious region of the skin in order to estimate its probability of 
being melanoma. The system can use historical cases to improve its diagnosis 
accuracy.  The system was tested on 164 sample images. 14 images were not well-captured 
and could not be diagnosed, while the remaining 150 cases were successfully processed.  In 
  
 iii 
each of these 150 images, the lesion was correctly segmented and their ABCD feature set 
extracted.  Diagnosis accuracy of the analyzed images ranged between 88%-94 with best 
results using SVM classifier, and worst is the KNN classifier. 
Keywords 
Medical imaging, melanoma diagnosis, skin lesion analysis, automatic classification, 
smartphone, Android 
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 ملخص
 في حالا الاصررررررررررررراطت ة   ا  ا  طو  من حيث نسرررررررررررررات  لد  ا و يا ا    سرررررررررررررر ا ا   د أنواع أحد أخطر الميلانوما
ي مراح ه ف اكتشرررررررررررررا المر طنجاح اذا    للاج الميلانوما  و كن تمكنة  ا حرالا ا ي  تم  مارا  ا ا في مراحم ممرخر 
ب  موجيررره المرلى ا   ا طا رررر  يص المر في المراحررررم ا و   تشرررررررررررررالاو   ة  ررره رررل دنررراا ا اررردتررررد من ا طر  المماارررت 
أد  ا اقاا ا ي   واجه و ة DCBA ا طر هي  رلقت  دهه الم مص مااشررررررر  في حا ت ا شررررررل في وجو  المر ة اشرررررر ر
المما  ا طرلقت لل  خصرررررررررررررا ص م م   مصصرررررررررررررصررررررررررررري ة المغير هي لدم  قت ا منفيه من الاشررررررررررررر ا دهه ا طرلقت 
ك ير من تفقد دهه ا طرلقت ا مما في ا تش يص  ا مقدتر وا نسبيتا شكم تجا  ا لرضت   ك ير من ا ح   وا  و و 
دتررد من الانةمررت المحوسررررررررررررراررت ا ي    سررررررررررررر ي ا   ل الالوام ا سرررررررررررررراطقررت ا امررم لل  ا اررا رردقررت في ا نمررا ل ة  رره ررل    خلا
م  طداتت و مقدتر ا شرررر ،رررر   ة ا تشرررر يص طلايث لا تصلرررر     توأ ممة  يص و ق يم نسررررات ا  طرالمسررررالد  في ا تشرررر
ا حدو  ا مواصرررررررررررررم  يم  اسرررررررررررررمصدام ا في ا مقا ا صرررررررررررررو  طدقت لا يت  جاوز اسرررررررررررررمصدام ظ و  الاج    ا هكيت وا ي  
 ا في مرونت ا ج    ا هكيت و قا  لاسررررررررمفا   منا جاه كفاء  وا مواصررررررررم م  شرررررررراكت الان رن ة  ا وماا  ت ا ايانا ط
ة و ررا نصررررررررررررر ررب من دررهه الاطلاررا الم م فررت  مرا اتشررررررررررررر يص   و ير انةمررت  من اجررما مقررا ا صرررررررررررررو  وماررا  ا ررا 
ي دتد من ا نةمت والاطلاا الا أ ا نما ل لا   ال ف  تسرررررر يم لم يت  شررررررر يص الميلانوماة و غ   و ر ا اوا مطايقا
 ا  جالمط وب مما تلا   ال  قت دهه الانةمت لا  صم ا   المسموى اة  المراحم الاو   حيث دناا ا ادتد من ا اقاا 
 شررررر يص ا حالا المصررررراطت بشررررركم سررررر ع ة كما ا امكانا ماا  ت  خطر لل  حيا  المرلى اذا    في باى ا حالا 
 ي الاطلاا ا ساطقتف  ا يامبر من الم الا ا  دتد  وا ي    تم اخماا دا بشكم  افيا صو  و ص لن ا ايانا و صنيف
ترررد     وا ل ا رررهكيرررت ة وخلال   ر  قرلارررت  رررا  م لا  لا يرررم كميرررا كاير  من م  الامكرررانرررا ا  رررد تم  ا مارررامرررم   و 
في  نت ي  اصرررالا الا من الامو  الممكا ايانا لل  ا  وا ل ا هكيت وماا  ا ا و صرررنيف ا من الامو  ا  ير ممكنت وا
 ظم  طو  وحدا ا مص لن والماا  ت بشكم كاير    وا ل ا هكيت.
صرررررررر ت ا   د الماهول في  و ير حم لمشررررررررك ت  شرررررررر يص مر الميلانوما بشرررررررركم  قي و اال  ه ل جاء دها ا امم لموا
حيرث    اسرررررررررررررمصردام امكرانرا ا  وا ل ا رهكيرت في ا مقرا ا صرررررررررررررو  ومارا  ا را ومر طراسرررررررررررررمصردام ا  وا ل ا رهكيرت ة 
و   طناء ة المر  ص لن الما وما واسررررررمصدام ا في ا مصررررررنيل و وق  ا حالا ا  دتد  المصرررررراطت ط لإمكانيت طالإضررررررا ت
من  تص ا برنامل لل  لينت مكونيت جدا حيث    لارض  م   ا امموقد  ان نما ل واخماا  نةام  امم  ملاقي ذ ل ة 
 164من أصررم  ت ول ل منطقت ال صررو    154 ا صررو   في ماا  ت ماا  تمرح ت صررو   حيث ن ا ا برنامل في  164
 لاسررررررريا ا  مجاوز ا خطاء اتناء ا مقا ا صرررررررو  من       ت ا صرررررررو مااة ل ما ا نسرررررررات ا نجاح في صرررررررو   كما ذكرنا
  
 v 
جت من ماا  ت ا صرررو   ا نا صرررو   154 ا مصرررنيل لليمرح ت اما في  ة    مسرررمصدمخلال اسرررمصدام واج ت  فال يت 
تمكن ا اناء ل ي ا في جيد  و حسرررررررررررب نةام ا مصرررررررررررنيل المما  ة وهي نما ل  %14-88طي ا مصرررررررررررنيل نما ل كان  قت  
  .لمرض ى الميلانومامصدام الموباتم في ا تش يص ا و   اس
  
  
 vi 
CONTENTS 
1. INTRODUCTION ...............................................................................................1 
1.1 Melanoma Skin Cancer .........................................................................1 
 How skin lesion develops into Melanoma ................................1 
 Signs and approaches for detection ...........................................2 
1.2. Research Problem .................................................................................3 
 Shortcomings in ABCD self-examination ................................3 
 Research Objective ....................................................................4 
1.3. Research Format ...................................................................................5 
2. RELATED WORK AND CURRENT TECHNOLOGY............................................6 
2.1. Related research ....................................................................................6 
2.2. Related applications ..............................................................................7 
3. METHODOLOGY..............................................................................................9 
3.1. Research task.........................................................................................9 
3.2. Proposed system architecture ..............................................................10 
3.3. Image Processing Operations ..............................................................11 
 Image capture / selection .........................................................11 
 Image preprocessing ................................................................12 
 Image segmentation ................................................................13 
 Maximum Contour Extraction ................................................16 
 Isolating the Lesion Area ........................................................17 
 Finding the centroid and the symmetry axis ...........................18 
 Real time interactive image capture algorithm .......................20 
3.3. Feature Extraction ...............................................................................21 
 Asymmetry ..............................................................................21 
 Border ......................................................................................22 
  
 vii 
 Color ........................................................................................23 
 Diameter ..................................................................................24 
3.4. Classification .......................................................................................24 
 KNN classification algorithm .................................................26 
 SVM classifier .........................................................................27 
 Neural networks classifiers .....................................................28 
 Decision tree classifier ............................................................29 
4. IMPLEMENTATION ........................................................................................30 
4.1. Software ..............................................................................................30 
4.2. Hardware .............................................................................................31 
4.3. Dataset .................................................................................................31 
4.4. Experiments procedures ......................................................................32 
5. RESULTS AND EVALUATION .........................................................................33 
5.1. Image processing results .....................................................................33 
5.2. Feature Extraction ...............................................................................40 
5.3. Classification .......................................................................................44 
6. CONCLUSION AND FUTURE WORK ..............................................................50 
REFERENCES ..........................................................................................................53 
APPENDICES ...........................................................................................................57 
Appendix A: Data Analysis ..........................................................................57 
Appendix B: Application screenshot ............................................................60 
 
 
  
  
 viii 
LIST OF TABLES 
Table 5-1 KNN classification results ............................................................................................ 44 
Table 5-2 KNN Confusion Matrix, split the dataset to 66.0% training and the remainder testing 45 
Table 5-3 KNN Confusion Matrix with cross-validation method ................................................. 46 
Table 5-4 SVM classifier Confusion Matrix ................................................................................. 47 
Table 5-5 Neural Networks classifiers Confusion Matrix ............................................................. 47 
Table 5-6 Decision Tree classifier Confusion Matrix ................................................................... 47 
  
  
 ix 
LIST OF FIGURES 
Figure 1-1: Skin with abnormal Melanoma area [3] ....................................................................... 2 
Figure 3-1: Basic melanoma detection system architecture .......................................................... 10 
Figure 3-2: Doctor Mole application ............................................................................................. 12 
Figure 3-3: Flood-fill algorithm From the left, 1: select a seed point, 2: move outwards to 
neighbors, 3: stop when the region is filled .......................................................................... 18 
Figure 3-4: The principle of the nearest neighbor (NN) classifier. ............................................... 26 
Figure 3-5: SVM Linearly separable data ..................................................................................... 28 
Figure 3-6: SVM with many possible separating hyperplanes. ..................................................... 28 
Figure 5-1: Results of using noise removal filters ......................................................................... 34 
Figure 5-2: Otsu image segmentation method ............................................................................... 35 
Figure 5-3: Mean segmentation method “A” The image before any processing, “B” Image with 
Mean Shift Segmentation and Median Blur filtering, “C” Otsu Segmentation .................... 36 
Figure 5-4: Selecting the best lesion contour ................................................................................ 37 
Figure 5-5: Lesion centroid and semi axis .................................................................................... 38 
Figure 5-6: Using Flood fill algorithm to isolate the lesion A the input image, B the contour of the 
lesion, C flood-fill the contour, D the input image masked with the flood-fill image .......... 38 
Figure 5-7: Melanoma lesion image capture interface .................................................................. 39 
Figure 5-8: Lesion X,Y Asymmetry samples ................................................................................ 40 
Figure 5-9: Lesion Border property ............................................................................................... 42 
Figure 5-10:  Color Mean and standard deviation analysis ........................................................... 43 
Figure 5-11: Lesion size properties ............................................................................................... 43 
Figure 5-12: Decision Tree visualization ...................................................................................... 48 
Figure 5-13 Comparison between the four classifiers ................................................................... 49 
Figure 7-1 Features calculated from the Lesion ROIs ................................................................... 57 
Figure 7-2 Example of classification results using ANN classifier ............................................... 59 
Figure 7-3: The application screenshot ......................................................................................... 60 
 
 
 
  
 x 
Abbreviations 
 
ABCD Asymmetry, Border irregularity, Color, and Diameter 
CAD Computer-Aided Diagnostic  
ROI Region Of Interest  
AR Augmented Reality   
CI Compactness Index 
HCR Hull/Contour Ratio  
RGB  Red, Green, Blue  
HIS Hue, Intensity, Saturation 
HSV  Hue, Saturation, Value 
KDD Knowledge Discovery in Databases  
KNN k-Nearest Neighbors  
SVM Support Vector Machine 
ANN Artificial Neural Network  
DT Decision Tree 
MMH Maximum Marginal Hyperplane 
ML Machine Learning 
SDK  Software Development Kit 
TP True Positives 
FP False Positives 
TN True Negatives 
1 
 
1. Introduction 
The first part of this chapter introduces Melanoma; how melanoma develops and spreads, 
and how it is typically detected. In the second part, the research problem is presented and 
specific research objectives are defined. The final section of this introduction outlines the 
format of this thesis. 
1.1. Melanoma Skin Cancer 
Melanoma is the most serious type of skin cancer, it accounts for less than 2% of skin 
cancer cases but causes a large majority of deaths, more than 75 percent of all skin cancer 
deaths [1], American Cancer Society’s estimates for melanoma in the United States for 
2014 shows that about 76,100 new melanomas will be diagnosed (about 43,890 in men and 
32,210 in women), and 9,710 are expected to die of melanoma [2], this shows the 
importance of finding new methods and technology to diagnose the melanoma. 
 How skin lesion develops into Melanoma 
The skin cancer “Melanoma” begins in skin cells called melanocytes. Melanocytes are the 
cells that make melanin, which gives skin its color. Melanin also protects the deeper layers 
of the skin from the sun's harmful ultraviolet (UV) rays. When people spend time in the 
sunlight, the melanocytes make more melanin and cause the skin to tan, this also happens 
when skin is exposed to other forms of ultraviolet light (such as in a tanning booth). If the 
skin receives ultraviolet light, the melanocytes may begin to grow abnormally and become 
cancerous. This condition called Melanoma as shown in Figure 1-1, Melanoma cancer 
grows in the outer layer where melanocytes are located on the skin, then at later stage 
spread to other parts of the body such as bones and lungs. Therefore, melanoma is lethal if 
not detected in the early stage; this awareness has led to increase interesting of early-stage 
diagnosis solutions. 
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The issue of providing early-stage melanoma detection solutions become increasingly 
important, where the malignant melanoma is increasing rapidly worldwide, including in 
countries with historically low incidence rates, this increase is occurring at a faster rate 
than for any other neoplasm [1], Population-based strategies to control the disease have 
largely focused on primary prevention and early detection. 
 
 
Figure 1-1: Skin with abnormal Melanoma area [3] 
 Signs and approaches for detection  
This research focuses on early melanoma detection stage, this stage based on skin self-
examination, the examination methods include many reliable and standardized techniques 
that improve the early detection rate, including the ABCDE (Asymmetry, Border 
Irregularity, Color, Diameter and Evolution) method [4], and the seven-point checklist [4], 
these techniques have proven it's useful in clinical situations, those two methods are the 
most commonly used, and there are some other methods such as Menzies [5] method and 
CASH [6], which is considered less common and important, The seven-point checklist 
method needs high quality images, captured with special medical cameras, also need 
specialist doctor decision, so it's not suitable to use with automated mobile application, the 
most common is ABCD method, which tracks the most important warning signs of 
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Melanoma, and helps in distinguish between a normal and abnormal lesions. ABCD 
method depends on some basic melanoma characteristics that can observed with naked eye 
or through images taken with the camera, the method name ABCDE stands for the 
following [2] 
 A is for Asymmetry: One-half of a mole does not match the other. 
 B is for Border: The edges are irregular, ragged, notched, or blurred. 
 C is for Color: The color is not the same all over and may include shades of brown 
or black, or even patches of pink, red, white, or blue. 
 D is for Diameter: The spot is larger than about ¼ inch, but melanomas can be 
smaller than this. 
 E is for Evolving: The mole is changing in size, shape, or color. 
Most references use the name ABCD, but in other references they added E feature, which 
represents evolution and lesion changes during long intervals, we will focus on the    ِ ABCD 
features, at least in this stage. 
1.2. Research Problem 
This section first discusses the shortcomings of the ABCD self-examination technique, 
then presents the objectives of our research work 
 Shortcomings in ABCD self-examination 
While ABCD is the most widely used method for evaluation of skin lesions, the main 
problem when patients are not sure about the features, especially that the result depends 
entirely on the perspective and self-interpretation of the user. ABCD features are 
susceptible to subjectivity, this decrease the specificity and the accuracy in diagnostic 
results. Even with many brochures and websites that explain the signs and examination 
method, still not easily to decide if the mole is normal or not. Therefore, we need to develop 
support systems to help the user; these systems support the process of self-examination, 
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give accurate results about the seriousness of the situation, and determine the need to see 
doctor or trained health professional. Based on the above introduction, we can conclude 
the following shortcomings in melanoma detection: 
1. Lack of immediate medical expertise 
2. Subjectivity in the interpretation of Melanoma features 
3. Cannot always rely on the existence of reliable communication networks 
4. Poor accuracy of existing mobile based melanoma diagnosis applications 
The problem, therefore, is how to overcome the above shortcoming and limitations using 
modern technology? 
 Research Objective 
The discussion in the previous section shows the importance of this issue, and leads to the 
motivation and objective of the work, which is, 
“Implementing and examining new system to enhance the melanoma self-
examination, and automate the diagnostic process using mobile technology” 
The system will be able to achieve the following goals: 
1. Melanoma detection mobile-based image-processing method. 
2. Machine learning capabilities to help with melanoma detection. 
3. Ability to improve and update the decision support by having a skin features 
dataset used in training phase. 
4. Showing the melanoma risk factor, with the possibility of showing the similar 
cases to the patient, to help the patient as much as possible in the decision to 
consult a specialist doctor. 
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5. Improving the efficiency and accuracy of existing systems by working to 
improve the image processing and classification methods. 
We will discuss some other suggested solutions that discuss melanoma diagnosis including 
image processing, features extraction and classification in mobile platform. The next 
chapter discusses some existing solutions and related work, and shows the weaknesses, 
strengths and shortcomings in the automate diagnosis solutions that use mobile technology. 
1.3. Research Format 
The remainder of this thesis is organized as follows:  Chapter two provides an overview of 
related research work and existing diagnosis technologies.  Chapter three presents and 
explains our proposed method and the various image processing operations and 
classification techniques it uses.  Chapter four discusses the implementation details.  
Chapter five presents the results of the system, finally, chapter six concludes the thesis with 
some suggestions for future work. 
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2. Related Work and Current Technology 
2.1. Related research 
The references and previous research in mobile based melanoma diagnoses can be 
divided into three fields: 
 Enhancing melanoma detection and classification techniques. 
 Using mobile in medical systems and development of Computer-Aided Diagnostic 
(CAD) tools. 
 Enhancing the image processing methods to extract melanoma features. 
The research in the first field determines the best machine learning systems and data mining 
techniques, second field determines the methods to build telemedicine system and the 
possibilities to overcome mobile limitation in data processing and storage using methods 
and algorithms commensurate with the mobile specification. The third field is the most 
important in this research, aims to find the most accurate image processing techniques to 
capture the image and turn it into a set of features that can be used in diagnosis disease.  
Abuzaghleh, et al. [7], presented smart-phone based system named SKIN cure to assist 
melanoma early detection. They proposed a framework to analyze and classify the images 
into normal and melanoma, and alert the user at real-time to seek medical help urgently. 
The framework compared the performance of two classifier techniques, one level classier 
and two-level classifier, concluded that the two-level classifier outperforms the one level 
classifier. The paper needs more focus on defining and extracting features, for example, 
asymmetry and irregularity, to improve the accuracy of classification. 
Wadhawan, et al, [8], introduced SkinScan portable library for melanoma detection on 
handheld devices, the library implemented with C / C++. They showed that the most 
computational intensive and time consuming algorithms of the library, namely image 
segmentation and image classification, can achieve accuracy and speed of execution 
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comparable to a desktop computer. These findings demonstrate that it is possible to run 
sophisticated biomedical imaging applications on smart phones and other handheld 
devices, which have the advantage of portability. 
Ramlakhan et al. [9], presents a prototype of an image-based automated melanoma 
recognition system on Android smartphones, the system consists of three major 
components: image segmentation, feature extraction based on ABCD method, and 
classification. Experimental result showed that the system was not highly efficient, 
achieved an average accuracy of 66.7%, with average malignant class sensitivity of 60.7% 
and specificity of 80.5<%. The paper presented two systems for the detection of melanoma 
cases in dermoscopy images using texture and color features. 
Karargyris et al. [10], have worked on an advanced image-processing mobile application 
for monitoring skin cancer. The authors presented an application for skin prevention using 
an inexpensive apparatus (microscope) and a smartphone (iPhone). These two components 
standalone are sufficient to capture highly detailed images for use by experts with medical 
background. Additionally, an advanced software framework for image processing backs 
the system to analyze the input images. The main research goal was to demonstrate how 
smartphones could turn into powerful and intelligent machines and help large populations 
without expertise in low-resource settings. Their images database was small, and consisted 
of only 6 images of normal cases and 6 images of suspicious case. 
2.2. Related applications 
In the related technology and applications, several applications are available that offer skin 
self-examination and that aid the user in classifying skin lesions to benign or melanoma. 
Based on previous review to this application [11], the performance of smartphone 
applications in assessing melanoma risk is highly variable, and 3 of 4 smartphone 
applications incorrectly classified 30% or more of melanomas as benign.  
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The review show that this applications are not subject to any sort of validation or regulatory 
oversight. Despite disclaimers that these applications are intended for educational 
purposes, they have the potential to harm users who may believe mistakenly that the 
evaluation given by such an application is a substitute for medical advice. This risk is of 
particular concern for economically disadvantaged and uninsured patients. Because a 
substantial percentage of melanomas are detected initially by patients, the potential effect 
of such applications on melanoma detection patterns is particularly relevant. 
We can conclude the following shortcomings in melanoma detection research and 
applications, There is a problem in the accuracy of the results, and we can’t rely on existing 
solutions in the diagnosis of the melanoma, even some of the proposed solutions constitute 
a danger to the patients, so we need more research to improve the accuracy, other systems 
and solutions have a good results in certain dataset, but when using a mobile camera results 
we have inaccurate classification, this systems based on high-resolution images are not 
always available, other systems were good in the diagnosis of some of the melanoma 
features, but failed in the other, for example, the results were good in determining the color 
of the lesion, but completely failed to identify properties such as symmetry and irregularity. 
Through a review of previous results, and after discussing several systems, we find that we 
need more work on improving the accuracy of the systems, through further research. 
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3. Methodology 
The significance of early melanoma diagnosis motivated the development of computer-
aided detection/classification (CAD) systems, the scientific community continues to work 
toward improving the diagnostic performance and clinical integration of mobile CAD 
technology, For this reason, we consider that reliable CAD systems for automated 
detection/classification of melanoma lesions, will be very useful and helpful to supply a 
valuable “second opinion” to melanoma self-examination. 
We made a detailed review of techniques and systems of mobile melanoma detection 
related mobile CAD systems, this review included methods and techniques, these systems 
typically involve a hierarchical approach, first applying image preprocessing steps to 
enhance suspicious structures in the image and then employing feature extraction and 
finally the classification to better classify these features. 
This work is focused to testing and examining new system to improve the following fields: 
image preprocessing and image enhancing, accurate melanoma segmentation, features 
vectors extraction and the classifiers accuracy to reduce classification errors. Our intention 
is to build a more robust mobile system and implemented it on mobile environment to 
expand the system possibilities in flexible image capture and storage, this system will 
facilitate the analysis of melanoma lesions from mobile images and we consider it the 
needed support to design, develop and evaluate more reliable and robust CAD systems.  
3.1. Research task 
The first research stage is determination of the related systems of the melanoma detection 
systems, theoretical background of image processing algorithms, image segmentation, and 
feature extraction and classification techniques, then design of melanoma detection 
architecture based on the previous study, finally we implementing and testing the system 
and validate of the results obtained by developed system. Based on related work in the 
previous chapter, we suggests a general system architecture, during the thesis we will use 
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this architecture and work to improve and examine the suitable algorithms to find the most 
accurate results. 
3.2. Proposed system architecture  
State of the art of development and evaluation of melanoma detection using mobile 
technology and feature-based classification techniques, based on digital image processing, 
features extraction and classification techniques. Some examples of developed methods 
with interesting results, in which is inspired this theses architecture are outlined in the 
related work. Figure 3-1 shows the proposed system architecture.  
 
Figure 3-1: Basic melanoma detection system architecture 
  
 11 
The theses objective is testing a set of melanoma detection algorithms on a mobile 
environment, melanoma detection algorithms are based on digital image processing, 
feature extraction and classification techniques, and we can reduce the insufficiency in 
melanoma self-examination on mobile CAD platforms if we can find the best appropriate 
algorithm, Therefore, the aim of the research is to work on each architecture part to improve 
accuracy. The proposed research applied using experimental methods and developed from 
quantitative point of view, the population of the proposed research is formed by164 images 
from the public database in medical website [12], the same source used in related work, so 
we can compare and evaluate the results. The population represents a sample of possible 
normal or melanoma lesions that could be appearing in the algorithms evaluation process. 
Next we will give a brief description of the proposed method of this used in examined in 
the system architecture, including the main three parts: image processing, features 
extraction and the classification. 
3.3. Image Processing Operations  
The image processing includes many of the details, from image capture using a mobile 
smartphone, image preprocessing, then isolate the lesion area and find the contour, and 
finally the use of various methods of image processing to extract the features based on 
ABCD method. 
 Image capture / selection 
We assume using two methods to capture and select the image. The first method, selecting 
the image directly from the SD Card or any storage device connected to the mobile, the 
second, capturing the image form the mobile camera. 
There is no approved or clear method to identify the skin lesion areas using mobile 
application, but some applications, for example, "Doctor Mole" in Google play store shown 
in Figure 3-2 uses efficient virtual reality technique to capture the skin lesion in real time. 
So, we need to find an effective way to identify and isolate the lesion from the skin. 
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Figure 3-2: Doctor Mole application 
 
 Image preprocessing 
The image cropped to square image with 300 pixel width to reduce the image processing 
time in the mobile later. Then we must reduce the noise, especially the unwanted small 
structures, such as fine hair, this can be done using simple noise removal filters like 
Gaussian ﬁlter [13], however, this method has the disadvantage of blurring the region 
boundaries. The best results have been obtained using Median filter [13], this kind of filters 
take every pixel and replace it with the median pixel value computed in a given 
neighborhood that depends on the image resolution. The principal drawback of these 
methods is that they are applied to all the pixels into the images, whether they are noisy or 
not. Morphological ﬁlter has also been evaluated, it strongly affects the lesion borders and 
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should be avoided and used after the lesion segmentation task. We need to review and 
compare the different approaches and may merge them to get proper results. 
 Image segmentation 
The goal of this process is separating lesion from the surrounding skin. Image segmentation 
is one of the basic techniques of image processing and computer vision. In general, image 
segmentation is defined as a process of partitioning an image into homogenous groups such 
that each region is homogenous, but the union of no two adjacent regions is homogenous 
[14]. Also, the representation of an image is changed into something that is more 
meaningful and easier to analyze and make it easier to select the region of interest. Image 
segmentation is considered as the first step in medical image analysis applications, and also 
one of the most critical tasks of image analysis. Accurate image segmentation significantly 
helps in the process of extracting information and feature measurement (represented by 
data), even help with the following higher-level tasks such as object classification. In our 
case, melanoma detection depends on the skin lesions features; any mistake in the image 
segmentation to find the lesion boundary may dramatically affects the lesion features such 
as size, regularity, roundness and other characteristics. 
It has been noted that none of the developed segmentation algorithms are generally 
applicable to all images, and different algorithms are not equally suitable for particular 
applications. Therefore, the goal of the research at this stage is to find and test an effective 
and appropriate method of the existing image segmentation approaches. 
There are too many algorithms in image segmentation field, two state-of-the-art techniques 
in skin lesion segmentation were discussed in some important related work: 
 Otsu’s method 
 Mean shift segmentation Method 
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OTSU’S THRESHOLDING METHOD: 
If we assume that the lesion boundary to some extent clearly defined and distinct from the 
background, then using a simple thresholding approach like Otsu's method is sufficient to 
convert the image to a binary and separate the lesion from the background, Otsu’s method 
is a non-parametric approach for global histogram thresholding [15]. It was developed to 
calculate optimal threshold from image histogram. One of the advantages in this method is 
focusing on nonparametric approaches, that support the process of automate the skin lesion 
detection with the mobile application without user thresholding level selection or 
adjustment, so Otsu method is one of the best automatic thresholding methods, the basic 
principle in Otsu method is to split the image into two classes which are the objects and 
the background. The automatic threshold is obtained through finding the maximum 
variance between the two classes 
Otsu’s thresholding Algorithm: 
 Let 𝐼 = ⌈1, 𝐿⌉  is the range of grayscale levels of image 𝑓(𝑥, 𝑦)  and 𝑝𝑖  is the 
probability of each level 
 The number of pixels with gray level 𝑖 is denoted 𝑓𝑖 giving a probability of gray 
level 𝑖 in an image as    𝑝𝑖 =  
𝑓𝑖
𝑁
  
 The automatic threshold t that divides the range into two classes which are C0=[1, 
…, t] and C1=[t+1, …, L], the gray level probability distributions for the two classes 
are 𝐶1 →  [
𝑝1
∑ 𝑝𝑖
𝑡
𝑖=1
+
𝑝2
∑ 𝑝𝑖
𝑡
𝑖=1
… .
𝑝𝑡
∑ 𝑝𝑖
𝑡
𝑖=1
] 𝐶2 →  [
𝑝𝑡+1
∑ 𝑝𝑖
𝐿
𝑖=𝑡+1
+
𝑝𝑡+2
∑ 𝑝𝑖
𝐿
𝑖=𝑡+1
… .
𝑝𝐿
∑ 𝑝𝑖
𝐿
𝑖=𝑡+1
] 
 means for classes C1 and C2 are 𝜇1 =
∑ 𝑖⋅𝑝𝑖
𝑡
𝑖=1
∑ 𝑝𝑖
𝑡
𝑖=1
  And  𝜇2 =
∑ 𝑖⋅𝑝𝑖
𝐿
𝑖=𝑡+1
∑ 𝑝𝑖
𝐿
𝑖=𝑡+1
       
 Let 𝜇𝑇 be the overall mean of the whole image. Obviously, by summing the parts, 
it is easy to show that 𝜇𝑇 =  𝛽1𝜇1 +  𝛽2𝜇2 where 𝛽1 = ∑ 𝑝𝑖
𝑡
𝑖=1  and 𝛽2 = ∑ 𝑝𝑖
𝐿
𝑖=𝑡+1  
 From statistics, it is clear that the total sum of the probabilities is always equal to 
one 𝛽1 +  𝛽2 = 1 
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 Otsu defined the between-class variance of two classes C1 and C2 as 
𝜌2 = 𝛽1(𝜇1 − 𝜇𝑡)
2+ 𝛽2(𝜇2 − 𝜇𝑡)
2 
 The optimal threshold t is the value that maximize the between-class variance 𝜎2  
𝑡 = 𝑀𝑎𝑥 {𝜎2(𝑡)} , 1 ≤ 𝑡 < 𝐿 
MEAN SHIFT SEGMENTATION METHOD 
In the previous section, we assumed that the lesion is clearly defined and this is not the 
case always. Therefore, a more accurate segmentation algorithm is proposed, called pixels 
clustering, which has the following advantages: first it’s based on pixel color, intensity, 
and location, or a weighted combination of these factors not only on the color intensity. 
Second, we have more than two regions as in the out's method, this may help in the case of 
blurred edges or noisy skin. One of the simplest clustering algorithms is K-means algorithm 
[16]. K-means is an iterative technique that is used to partition an image into K clusters, 
pick K cluster centers, either randomly or based on some heuristic. K-means algorithm is 
not appropriate for our case, we are looking for an automated non-parametric algorithm. 
On the other hand, mean shift segmentation [17], used for clustering the feature vectors 
associated with each pixel (e.g., color and position), but one of the most important 
difference between K-means and Mean shift is the initialization of the cluster number k, 
Mean shift a non-parametric algorithm does not assume anything about number of clusters 
(as required in k-means).  
Mean shift segmentation Algorithm: 
Without discussing the complex mathematical proof to Mean Shift algorithm, the algorithm 
can be summarized as follow: 
1. For each point  𝑥𝑖 , Compute the mean to the feature vectors associated with each 
pixel within the kernel, this step depend on the kennel size, we can use Gaussian 
kernel, and the only parameter we need to initialize is the kennel size. 
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2. Compute mean shift vector, the distance between the point and the mean, 𝑚(𝑥𝑖
𝑡). 
3. Move the point by 𝑚(𝑥𝑖
𝑡). 
4. Repeat until convergence 
5. All points associated with the same stationary point belong to the same cluster. 
 Maximum Contour Extraction 
After image segmentation, morphological close operation could be used to remove the 
small gaps within the lesion, then the contours are ready for extraction.  " A contour is a list 
of points that represent, in one way or another, a curve in an image. This representation 
can be different depending on the circumstance at hand  “  [18]. The contours are a useful 
tool for shape analysis and object detection and recognition, they are used to find the lesion 
shape properties, such as the lesion centroid, borders, roundness and regularity. The 
OpenCV contour extraction implementation was based on border following algorithms 
algorithm proposed in [19], the contours created are sequences of vertices (i.e. Points). 
If the image has more than one contour, the largest contour area could be selected in most 
cases, where the largest contour is assumed to be the lesion boundary. This assumption is 
not always correct, in some failed segmentation cases, for example, with effect of light 
reflections and shadows, the size of the contour is larger than two-thirds the entire image, 
but the second largest area is mostly the lesion. Our proposed solution to this problem is to 
filter the contours areas, which are larger than two-thirds or smaller the 10 pixels are likely 
to be a noise and can be neglected. The return value from the contour extraction process is 
a list of contours; each of them includes sequences of vertices. The following algorithm is 
used to select the lesion contour from the contours list if the first greater than two-thirds 
the entire image: 
1. Find all the contours in the image, store them in a list; 
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2. Sort the contours in the list and remove both the contours smaller than 10 pixel 
and larger than two-thirds of the image (the two-thirds value may be changed 
after testing later); 
3. Find the maximum contour area; 
4. And store the contour points sequence in a list to be used later. 
We need to find both the contour "border" and the lesion area "fill”; the border is used to 
analyze the lesion shape features like the irregularity, and the "fill" to analyze color 
variance and symmetry. The next step is to isolate the lesion area from the rest of the skin, 
after the border was identified.  
 Isolating the Lesion Area 
To isolate the lesion region from an input image, the contour area is filled with solid color 
and then used as a mask to the image. Flood-fill algorithm is used [13] to fill the contour 
area, the algorithm goes as follows:  
1. Select a seed point inside a region as shown in Figure 3-3(a); 
2. Move outwards from the seed point as shown in Figure 3-3(b), 
a.  If pixel is not set, set pixel,  
b. Process each neighbor of pixel that is inside the region; 
3. And stop when no more seed points as shown in Figure 3-3(c). 
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a  b c 
Figure 3-3: Flood-fill algorithm 
From the left, a: select a seed point, b: move outwards to neighbors, c: stop when the region is 
filled 
After finding the lesion contour and isolate it from the image, the next step is to find the 
lesion center, axis, orientation and other shape features. The next section discusses using 
of moments to analyze and extraction of the center, semi-axes and orientation of the lesion. 
 Finding the centroid and the symmetry axis 
The moments are features of the object, which allow a geometrical reconstruction of the 
object. Moment function has been widely used in image analysis, since calculated moment 
of a digital image not only describes the shape of the image’s global features generally, but 
also provides a mass of different types of geometric feature information about this image, 
such as size, location, direction, shape and so on [20]. 
The concept of algebraic invariable moment was proposed by Hu in his first paper about 
the application of 2-D Moment in pattern recognition [21]. In order to understand the 
characteristics of moment, some definitions are given as follows:  
To any non-negative integer 𝑝 and𝑞, the definition of   (𝑝 + 𝑞) order moment on the plane 
𝑅 of two-dimensional image model 𝑓(𝑥, 𝑦）is [20]:  
𝑚𝑝,𝑞 =  ∫ ∫ 𝑥
𝑝+∞
−∞
+∞
−∞
𝑦𝑞𝑓(𝑥, 𝑦)𝑑𝑥𝑑𝑦      
For digital images, this equation can be written as 
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𝑚𝑝,𝑞 =  ∑ ∑ 𝑥
𝑝𝑦𝑞𝑓(𝑥, 𝑦)
𝑦𝑥
 
The first order moments contain information about the area  𝑚0,0 and center of gravity of 
the object, the center(𝑋𝑐, 𝑌𝑐); 
𝑋𝑐 =
𝑚1,0
𝐴
=
𝑚1,0
𝑚0,0
 
𝑌𝑐 =
𝑚0,1
𝐴
=
𝑚0,1
𝑚0,0
 
 
Where: 
𝐴 = 𝑚0,0 =  ∑ ∑ 𝑓(𝑥, 𝑦)
𝑦𝑥
 
 
𝑚0,1 =  ∑ ∑ 𝑥𝑓(𝑥, 𝑦)
𝑦𝑥
 
 
𝑚1,0 =  ∑ ∑ 𝑦𝑓(𝑥, 𝑦)
𝑦𝑥
 
 
The Orientation ∅ can directly be derived from moments by the formula: 
∅ =  
1
2
arctan
2𝜇1,1
𝜇2,0 − 𝜇0,2
 
Where  𝜇1,1 , 𝜇2,0 , 𝜇0,2    can be derived from the first and second order moments: 
𝜇1,1  =
𝑚1,1
𝑚0,0
− (
𝑚1,0
𝑚0,0
∗
𝑚0,1
𝑚0,0
) 
𝜇2,0  =
𝑚2,0
𝑚0,0
− (
𝑚1,0
𝑚0,0
)2 
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𝜇0,2  =
𝑚0,2
𝑚0,0
− (
𝑚0,1
𝑚0,0
)2 
 Real time interactive image capture algorithm 
We have discussed the image capture in section 3.1.1, and showed that the image can be 
selected either from external storage SD card or captured from the mobile camera. There 
are some points that need to be discussed when using a mobile camera, for example, we 
assumed in the previous sections that the selected image from the SD card is ready to be 
processed, and the lesion region of interest ROI is cropped. If the image contains a large 
area of the skin in addition to the lesion, it is possible to get a lot of noise, shadows and 
reflection, thus the image processing becomes very difficult. On the other hand, choosing 
a very small image may leads to lose some parts of the lesion, so when the image is captured 
from the camera we need a mechanism to automatically select and crop the lesion region, 
this mechanism must be processed easily by the user, while ensuring full determination of 
the lesion area and reduction the amount of skin around the lesion. 
Augmented Reality (AR) can be used to assist the user in determining the success of the 
process of taking picture in real time, this solution is used in doctor mole application in 
section 3.1.1. In this research, the proposed algorithm to select the lesion from the mobile 
captured image can be summarized as follows: 
1. The user focus the mobile camera to lesion area. 
2. Capture image with the mobile default mobile image, at frame rate 15 fps. 
3. Cropped the centered 300 pixel square, work within it to reduce heavy 
computation. 
4. Do the image preprocessing, segmentation, thresholding, contour extraction as 
described in previous sections. 
5. Filter the noise contours area. 
6. Find centroid of each contour.  
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7. Select the nearest contour center to the 300 pixel square center. 
8. Highlighted the contour area and enable the capture button then show message to 
the user to click on it. 
9. Select smallest rectangle that include this contour area. 
10. While the user not pressed the capture button, or no contour discovered within 
the target area, return to the first step. 
11. Crop the selected area from the image and send it to more details analysis. 
When the user clicks the capture button, the region automatically cropped to the smallest 
rectangular around, the lesion contour is filled using flood-fill and masked. Now we have 
small image with specified lesion. 
The proposed solution needs more testing to the frame rate value and the captured image 
area to have best performance. 
3.4. Feature Extraction 
The next step after selecting both the lesion area and contour is the feature extraction 
depending on the method of ABCD. This section will discuss each feature in details; 
Asymmetry, Border, Color, and Diameter. 
 Asymmetry 
In ABCD approach for the evaluation of asymmetry, the lesion is divided into four 
segments using the two axes which pass through the lesion centroid [4]. Many automated 
algorithms achieve the ABCD rule and evaluate asymmetry across axes within the lesion 
[21]. The results in section 3.1.6 are used to achieve the symmetry which define the centroid 
and symmetry axis, the previous method depends mainly on the lesion boundaries without 
consideration to the internal color. Knowing that the symmetry definition is measured 
based on both border and internal color, but from observation to a large number of lesions 
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and the testing on a melanoma dataset, internal lesion color and details do not carry a lot 
of impact to determine the lesion center and axis, and might cause significant delay.  
Based on the results in section 3.1.6, we find the lesion centroid, symmetry axes and the 
lesion orientation. The first step rotate the lesion to fit both the horizontal and vertical axis, 
and the symmetry obtained by overlapping the two halves of the lesion along the principal 
axes of inertia, and dividing the non-overlapping area differences of the two halves by the 
total area of the lesion. An asymmetry index is computed for both axes using the following 
definition: 
Asymmetry index =
∆𝐴
𝐴
 
Where ∆𝐴 is the nonoverlapping area between the original and reflected masks, and A is 
the area of the original mask. 
 Border 
There are different measures to calculate border irregularity, such as shape compactness or 
circularity (sometimes it is expressed as shape factor) [22], and usually associated with the 
ratio  𝐶 =  
𝑃2
𝐴
 , where C is the value of shape compactness, A is the shape area and P is the 
shape perimeter. For a circle is simple and is given by 𝐶 =  
𝐴
𝑃2
 the factor 4π used to 
normalize and ensures that C equals 1 (the lowest possible value) for a circle so we have 
the compactness index equation. 
𝐶𝑜𝑚𝑝𝑎𝑐𝑡𝑛𝑒𝑠𝑠 𝑖𝑛𝑑𝑒𝑥 =  
𝑝2
4 . 𝜋 . 𝐴
 
The reciprocal 1/C is sometimes called the Roundness of an object [23]. 
𝑅𝑜𝑢𝑛𝑑𝑛𝑒𝑠𝑠 = 4π 
𝐴
𝑝2
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Similarly, we use the ratio of the lesion area to the circle area with the same perimeter. This 
formula used in [22-23-24] as a measure of shape irregularity, where A is the area within 
the lesion contour and P is the perimeter of the lesion contour. The maximum value of the 
compactness index is 1, and occurs when the lesion contour is a circle. The value of 
compactness index decreases as the lesion contour becomes more irregular. 
Another border irregularity was computed in [24], where irregularity is defined by the 
formula: 
Irregularity =  
𝑃
𝐴
 
This ratio depends on the size of the skin lesion, therefore, the calculation of the irregularity 
is more correct as the ratio: 
Irregularity =  
𝑃
𝐺𝑒𝑎𝑡𝑒𝑠𝑡 𝐷𝑖𝑎𝑚𝑒𝑡𝑒𝑟
 
Another border related feature calculated in [25] is the Hull/Contour Ratio (HCR), this is 
defined as the ratio of lesion convex hull to the perimeter. The convex hull of a contour is 
the smallest polygon that encloses it [26]. Lesion with notched, ragged edges should have 
more convexity defects than a smooth lesion. 
 Color 
One of the early signs of melanoma is the lesion color and color variance, melanoma cells 
are often colorful around brown, or black, depending on the production of the melanin at 
different depth in the skin. Color description is mainly statistical parameters calculated 
from different color channels. In [24] the RGB (Red, Green, blue) and the HIS (Hue, 
Intensity, Saturation) were analyzed, and the color variation was calculated by measuring 
standard deviation, while the lesion average color was computed from both RGB and HIS. 
In [27] the RGB (Red, Green, blue) and HSV (hue-saturation-value) were analyzed. 
Therefore, the minimum, maximum, average and standard deviations of the RGB and HIS 
measured.  
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 Diameter 
Melanoma tends to grow larger than common moles, especially those with 6mm diameter. 
Because of the irregular forms of the lesion, the minimum bounding circle is used to find 
the greatest diameter, and the minimum bounding rectangular is used to find the width and 
height of the lesion region ROI, where all images are assumed to be scaled to 1:1. Scaling 
task is not easy, since many of the dataset images used in this thesis were selected from the 
Internet without information about the image scale. Besides, the captured images from the 
camera depend entirely on camera zoom and distance, which are unknown values and 
difficult to estimate. On the other hand, it is important to use the size property in the 
classification task. Therefore, the size property has been used in both feature extraction and 
classification process, and has been included in the classification model. 
3.5. Classification 
These sections discuss the classification concepts and methods. Classification is a shared 
concept used in many fields, such as data mining, machine learning and expert system. 
Before starting the review of the used classification methods, we will discuss some general 
concepts related to the classification, such as data mining and machine learning. 
Machine learning investigates how computers can learn (or improve their performance) 
based on data [28].  Machine Learning field is a branch of Artificial Intelligence, in which 
machines are prepared to imitate intelligent skills of humans. Machine learning is 
programming computers to optimize a performance criterion using example data or past 
experience [29]. Machine learning can be used when we do not know an exact algorithm 
to solve a task, but we can provide enough data to learn from (e.g. hand-written text 
recognition).  
A main research area is for computer programs to automatically learn to recognize complex 
patterns and make intelligent decisions based on data. For example, a typical machine 
learning problem is to program a computer so that it can automatically recognize 
handwritten postal codes on mail after learning from a set of examples.  
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There are many similarities between data mining and machine learning. For classification 
and clustering tasks, machine learning research often focuses on the accuracy of the model. 
In addition to accuracy, data mining research places strong emphasis on the efficiency and 
scalability of mining methods on large data sets, as well as on ways to handle complex 
types of data and explore new and alternative methods. 
Data mining is a process to extract the implicit information and knowledge which is 
potentially useful and people do not know in advance, and this extraction is from the mass, 
incomplete, noisy, fuzzy and random data [30] 
Data mining use automated data analysis techniques to uncover previously undetected 
relationships among data items by analysis of data stored in a data warehouse. Three of the 
major data mining techniques are regression, classification and clustering. Data Mining, 
also popularly known as Knowledge Discovery in Databases (KDD), refers to the 
nontrivial extraction of implicit, previously unknown and potentially useful information 
from data in databases. While data mining and knowledge discovery in databases (or KDD) 
are frequently treated as synonyms, data mining is actually part of the knowledge discovery 
process.  
So we can look at our system as a Machine learning system, where a melanoma dataset 
available and we need to build a classification system based on this data to classify the new 
cases. 
Another concept we are discussing is Supervised Learning. Basically, the supervision in 
the learning comes from the labeled examples in the training data set, for example, in 
melanoma case, the melanoma training examples are labeled as benign or cancer, which 
supervise the learning of the classification model. 
Methods of feature extraction and selection described in the previous sections. In order to 
classify each image based on those extracted features, a classification method is required 
to distinguish between melanomas and benign lesions. Classification “is a form of data 
analysis that extracts models describing important data classes. Such models, called 
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classifiers, predict categorical (discrete, unordered) class labels” [28]. Four different 
classifiers will be discussed in the next section: k-Nearest Neighbors (KNN), Support 
Vector Machine (SVM), Artificial Neural Network ANN and the Decision Tree classifier. 
The goal is to find the best classifier from previous methods and implement it into our 
system, selection was based on related work that we discussed in chapter 2. 
 KNN classification algorithm  
KNN is one of the simplest and rather trivial classifiers, which memorizes the entire 
training data and finds a group of k training set that are closest to the test object, and bases 
the assignment of a label on the predominance of a particular class in this neighborhood 
[31]. There are three key elements of this approach: a) a set of labeled objects, e.g., a set 
of stored records; b) a distance or similarity metric to compute distance between objects; 
and c) the value of k, the number of nearest neighbors. To classify an unlabeled object, the 
distance of this object to the labeled objects is computed, its k nearest neighbors are 
identified, and the class labels of these nearest neighbors are then used to determine the 
class label of the object (see Figure 3-4) 
 
Figure 3-4: The principle of the nearest neighbor (NN) classifier. 
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Similarity or Closeness between objects is defined in terms of a distance metric, such as 
Euclidean distance. The Euclidean distance between two points or tuples [28], says 
          𝑥1 = (𝑥11, 𝑥12, 𝑥13, … . , 𝑥1𝑛)  
And   𝑥2 = (𝑥21, 𝑥22, 𝑥23, … . , 𝑥2𝑛) 
Then the distance between x1 and x2 is 
𝑑𝑖𝑠𝑡(𝑥1, 𝑥2) = √∑(𝑥1𝑖 − 𝑥2𝑖)2
𝑛
1
 
Few years ago, this method could not be applied on mobile applications due to the 
limitations of mobile memory and processing units, but as a result of the great development 
on the processing and storage components in mobile devices nowadays, good results in 
terms of speed and accuracy are expected to prove the possibility of using KNN method.  
 SVM classifier 
The second classification technique is Support Vector Machines (SVM), one of the most 
robust and accurate methods among all well-known algorithms [31]. It has a theoretical 
foundation, requires only a dozen examples for training, and is insensitive to the number 
of dimensions.  
In a two-class learning task, the aim of SVM is to find the best classification function 𝑓(𝑥) 
to distinguish between members of the two classes in the training data. The metric for the 
concept of the “best” classification function can be realized geometrically. 𝑓(𝑥) that 
passes through the middle of the two classes, separating the two. Once this function is 
determined, new data instance 𝑥𝑛  can be classified by simply testing the sign of the 
function𝒇 (𝒙); 𝒙 belongs to the positive class if 𝑓 (𝑥)  >  0 as shown in Figure 3-5. 
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Figure 3-5: SVM Linearly separable data 
SVM additionally guarantee is that the best function is found by maximizing the margin 
between the two classes. Intuitively, the margin is defined as the amount of space or 
separation between the two classes. This is why (during the learning or training phase) the 
SVM searches for the largest margin, that is, the maximum marginal hyperplane (MMH). 
 
Figure 3-6: SVM with many possible separating hyperplanes. 
 Neural networks classifiers 
An Artificial Neural Network (ANN) is an information processing paradigm inspired by 
the way biological nervous systems, such as the brain and process information. The key 
element of this paradigm is the novel structure of the information processing system that  
composed a large number of highly interconnected processing elements (neurons) working 
  
 29 
in unison to solve specific problems. ANNs, like people, learn by example. ANN is 
configured for a specific application, such as pattern recognition or data classification, 
through a learning process. Learning in biological systems involves adjustments to the 
synaptic connections that exist between the neurons, which is true for ANNs as well.  
Neural networks, with their remarkable ability to derive meaning from complicated or 
imprecise data, can be used to extract patterns and detect trends that are too complex to be 
noticed by either humans or other computer techniques. A trained neural network can be 
considered as an "expert" in the category of information that has been given to analyze. 
This expert can then be used to provide projections given new situations of interest and 
answer "what if" questions. 
The model used is multilayer perceptron; it is a feed-forward [32] artificial neural network 
model that maps sets of input data onto a set of appropriate output. It is a modification of 
the standard linear perceptron as it uses three or more layers of neurons (nodes) with 
nonlinear activation functions, and is more powerful than the perceptron as it can 
distinguish data that is not linearly separable, or separable by a hyper-plane.  
 Decision tree classifier 
The final classification model tested is J48 classifier, it’s a simple decision tree for 
classification, was chosen because it is easy to implement and apply to mobile platform. 
J48 creates a binary tree, and with this technique, a tree is constructed to model the 
classification process. Once the tree is built, it is applied to each tuple in the database and 
results in classification for that tuple. While building a tree, J48 ignores the missing values; 
for example, the value for that item can be predicted based on what is known about the 
attribute values for the other records. The basic idea is to divide the data into ranges based 
on the attribute values for that item found in the training sample. J48 allows classification 
via either decision trees or rules generated from them. 
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4. Implementation  
This chapter presents the implementation of this research, it describes both the software 
tools and hardware equipment used to build and test both the internal modules and the end-
user system, then it shows the experiments and procedures for the proposed methodology. 
4.1. Software 
An appropriate android programing library is required for image processing and machine 
learning fields. OpenCV (Open Source Computer Vision Library) is one of the best library 
in android platform. It is an open source computer vision and machine learning software 
library [33] that was built to provide a common infrastructure for computer vision 
applications. The library has more than 2500 optimized algorithms, which includes a 
comprehensive set of both classic and state-of-the-art computer vision and machine 
learning algorithms. OpenCV is a free library that support windows and also has C++, C, 
Python, Java and MATLAB interfaces [34]. On the other hand, more than one option is 
available, such as ml4android [35] that attempts to use a wide range of algorithms. The 
Android version of Weka [36] is a collection of machine learning algorithms for data 
mining tasks [37] that is also used for machine learning. The algorithms can either be 
applied directly to a dataset or called from java code. Weka contains tools for data pre-
processing, classification, regression, clustering, association rules and visualization. It is 
well-suited for developing new machine learning schemes, and is also used in classification 
testing. 
Weka has been adopted in this research for the following reasons; first, it’s one of the most 
popular machine learning tools with implementation to most ML algorithms. Second, two 
versions of Weka are available; desktop and android library, which can be used for testing 
and in mobile systems, respectively. Finally, its java based and open source that make it 
easy to integrate with android platform. The implementation in this research goes through 
the following steps, first, testing the image processing algorithms using the windows 
version of the OpenCV before using the android version of the library, and second, using 
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the windows version of Weka to test the best classification algorithm to be used in mobile 
systems using Weka for android library. 
4.2. Hardware 
Android platform has been chosen in this research as mobile devices are promising and has 
a wide range of ideas in this field. Android is the fastest growing mobile platform; millions 
of devices (namely, mobile phones, tablets, etc.) run Android [38]. It has two main features; 
first, most of the applications are available at a single place, which is natively supported 
by the platform where anyone can make his application publicly visible while users know 
where they can find it. Second, it is a platform for which the development is supported very 
well; it uses one of the most common programming languages Java, and there are lots of 
tutorials and support especially for its SDK (Software Development Kit). 
The system will be tested using eclipse IDE with virtual simulator, and for more accurate 
results, the final version of the system will be tested on several android based device with 
different storage and CPU capabilities, such as galaxy tab 3, galaxy note and nexus tab. 
4.3. Dataset 
The date set used includes 164 images collected from the web site in [12], the same source 
used in related work. The dataset used is balanced, include 48.7% labeled as melanoma 
and the rest 51.3% benign lesion, this dataset used in feature extraction and classification. 
Another dataset captured with mobile camera to prove the success of the mobile image 
capture and ROI selection, firstly, the dataset features have been extracted and stored in a 
database using a java program in Eclipse environment, the used set stored in CVS Excel 
file then converted to REFF Weka file to test the classification. After the success in the 
image processing and the classification testing, depending on the results and the features 
database; implemented a mobile application to prove the proposed method, android 
OpenCV have been used in the image processing, and the Weka android version API in 
classification. 
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4.4. Experiments procedures 
As previously noted, first phase described the implementation of a program to extract the 
image features, we have 12 feature in the dataset, and then the extracted features stored in 
a database. To complete this, we need to programing a tool for image processing according 
to the procedures in the proposed method. Next the Weka can be used to test the different 
classification techniques and finding the best and most accurate one. 
Then to prove the success of the image processing and classification in the mobile 
environment, we need to implement the program of Mobile uses the best image processing 
methods as well as the best way found in the classification testing, eclipse environment 
with OpenCV and Weka APIs are used in this application. 
The next procedures summarize the experiments and implementation work 
1. Select the image data set 
2. Test and find the best image processing methods (noise removal – segmentation – 
automatic ROI selection – features extraction), as we discussed in the proposed 
method  
3. Implement application to extract the image features and store them in the database 
4. Using Weka to find the most accurate classification technique with database in 
step2 
5. Implement mobile application based on the results in step 2, 3, 4. The dataset from 
step 3 used as training dataset classification technique. 
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5. Results and Evaluation 
This section presents the experimentation of the proposed methodology, where both image 
processing operations and different classification techniques will be discussed. The data 
set used includes 164 images form the internet [12] where 14 images of them failed in 
image processing stage, so the actual number of images used in classification was 150. All 
images were captured by a normal camera with up to 5 megapixel; neither special 
equipment was used nor a high resolution camera customized for medical purposes. 
5.1. Image processing results 
Initially, the image is processed as mentioned earlier to remove the unwanted noise. We 
have two main sources of noise, the light reflection and the hair. The former source is the 
most annoying problem, due to uneven lighting in most of the captured images especially 
in hands and faces. Figure 5-1shows the noise removal filters results; “A” is the original 
image, “B” when using Median Blur the reflections are significantly reduced and the fine 
hair completely removed, "C" use Close Morphological Operation the hair removed but 
the reflections increased, “D” the Gaussian Blur with bad effects on the lesion boundary. 
Median filter shows the best results where both hair noise and light reflection are 
significantly reduced. 
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Sample 1    
    
    
Sample2    
    
    
A Original B Median C Morphological D Gaussian 
Figure 5-1: Results of using noise removal filters 
After the noise removal phase, the image is converted form RGB mode to HSI, then the 
intensity channel is extracted and converted to gray scale, and finally, segmentation 
algorithm is used to isolate the melanoma region from the skin. Otsu method tested on 
some images from the dataset, it fails to extract the lesion ROI in more than 30% of the 
image as shown in Figure 5-2. Otsu thresholding method is inappropriate due to the 
following: first, it is very sensitive to noise even after using noise removal algorithms like 
median blur filtering, and the texture of the skin increased this problem as shown in 
Figure 5-3. Second, the problem of skin shadows; Otsu algorithm assumes there are two 
clear and separated regions while this is not the case with hand and face images which have 
shadows in the corners. In an attempt to overcome these problems, Mean Shift 
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Segmentation algorithm is tested and the Otsu method used to binaries the resulting image. 
As shown in Figure 5-3, the output of the Mean Shift Segmentation algorithm is RGB 
image with reduced color. Using Otsu thresholding on the segmented image produce good 
results, because most of the shadow and skin texture problems are resolved by the 
segmentation step. 
Sample1   
   
   
Sample2   
   
   
A B C 
Figure 5-2: Otsu image segmentation method 
“A” Median Blur Filtering, “B” extract Hue channel from HSI image, “C” Otsu Segmentation  
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Sample1   
   
   
Sample2   
   
A B C 
Figure 5-3: Mean segmentation method 
“A” The image before any processing, “B” Image with Mean Shift Segmentation and Median Blur 
filtering, “C” Otsu Segmentation 
The next step after the segmentation process is to find the best lesion contour; there are two 
problems in the contours results, first, the presence of more than one lesion or noisy areas 
in the image as shown in A, B, C from Figure 5-4. Second, the large contours resulting 
from shadows and light reflection shown in D, E, F from Figure 5-4. 
The proposed solution for these problems is filtering the contours areas as discussed in 
section 3.1.5, the contours larger than two-thirds or smaller the 10 pixels are removed. In 
in Figure 5-4. A and D show the images before segmentation and contour extraction. B 
shows the image with three noisy contours while E shows lesion contour with large shadow 
area contour. C preset the image after applying the contour selection algorithm as discussed 
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in section 3.1.5, and select the largest contour area after removing the noise, and finally, F 
show the selection biggest contour after removing shadow and reflection area. 
 
Sample 1   
   
A B C 
   
Sample 2   
   
D E F 
Figure 5-4: Selecting the best lesion contour 
 
The noise filtering to contours with smaller than 10 pixels or greater than two-thirds of the 
image size depends on testing the dataset to determine the nature and size of the contours 
generated by the noise and light reflection problems, so that leads to the best possible 
results, and this value depends directly on the size of the images used in the system. 
Next, it is easy to determine both the centroid and the semi axis in the extracted contour in 
the previous step. Firstly, as discussed in section 3.1.7, calculate the moments to the 
contour and find the centroid and orientation from the moments, then use the centroid and 
orientation (namely, semi axes) to find the first and second symmetry axis, Figure 5-5 show 
the centroid and axis extraction. 
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A B  C D 
Figure 5-5: Lesion centroid and semi axis 
As shown in Figure 5-6, Flood fill algorithm is implemented starting from the lesion 
centroid to get the mask image, and the resulting image shown in C was used as a mask to 
the input image to get the isolated lesion in D. 
The border image “Contour image” B, will be used to find features related to the lesion 
borders shape and irregularity. On the other hand, the isolated lesion shown in D used to 
find a symmetry about the axes that found previously and analyze both the lesion colors 
and size. 
    
A B C D 
Figure 5-6: Using Flood fill algorithm to isolate the lesion 
A the input image, B the contour of the lesion, C flood-fill the contour, D the input image masked with 
the flood-fill image 
Up to this stage and before discussing the process of melanoma feature extraction based on 
the ABCD, the image processing operations were used to determine the edges of the lesion 
and isolated it from the rest of the skin. This part discusses the user interface to facilitate 
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images capturing, and also to overcome the various problems arising while an image is 
captured. 
Figure 5-7 shows the implementation and the user interface related to the algorithm 
discussed in section 3.1.8. The system automatically detects the lesion, highlights it and 
enables the capture button. In case of more than one lesions, the nearest one to the circle in 
the middle is selected, any lesion greater than the circle area or smaller than 10 pixel is 
removed. Finally the smallest rectangular around the lesion is selected and ROI is cropped. 
Several modifications are added to the interface to get the required accuracy, such as 
camera auto-focus, camera zoom and image capture frame rate 15 fps to work in real time. 
In addition, filtering of noise is improved by isolating areas outside the center of the image 
and remove areas of small or very large size. 
 
 
Figure 5-7: Melanoma lesion image capture interface 
The region we work 
within it to reduce 
heavy computation  
400 Pixel 
The camera screen 
Captured at 15 FPS 
The target region, the 
mobile camera 
focused to lesion, if 
the lesion center 
within the circle, it 
highlighted and 
enable the capture 
button 
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5.2. Feature Extraction 
Depends on the results of the previous section, the borders of the lesion and the required 
ROI are determined, then, the ABCD melanoma features are extracted. The first feature is 
Asymmetry, which can be extracted using the approach in section 4.2.1, the lesion firstly 
rotated to the X symmetry axis which passes through the lesion centroid, X asymmetry 
obtained by overlapping the two halves of the lesion, and dividing the non-overlapping 
area by the total lesion area. Finally, repeat the same process for the Y axis to find the Y 
asymmetry index. Results are shown in Figure 5-8. 
 
 
 
Image Rotated Image X axis symmetry Y axis symmetry Asymmetry index 
    
X-axis = .510 
Y-axis = .281 
    
X-axis = .397 
Y-axis = .609 
Figure 5-8: Lesion X,Y Asymmetry samples 
The second feature is the Border irregularity that has been previously discussed in section 
4.2.2, this feature, as shown in Figure 5-9, includes convex hull, HCR, roundness and 
irregularity. Note that some of these features may be ineffective in the classification 
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process, and some of them did not give good results, however, all related features are 
calculated and the process of determining their impact is left to the classification stage. 
 
 
 
 
 
 
 
 
Image Convex hull HCR Roundness Irregularity 
  
.920 .719 2.88 
  
.892 .620 2.81 
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.897 .529 2.63 
  
.791 .523 3.22 
Figure 5-9: Lesion Border property 
The third feature is the Color variance, the means and standard deviations of the lesion 
RGB values computed. Both the source image and the mask image were used, and the 
subset of pixels from the source image that correspond to pixels in the mask are also 
calculated. The color variance sample results are shown in Figure 5-10. 
Image 
   
Mean Color 
   
R Mean 86.6 116.5 51.8 
B Mean 57.9 81.8 46.5 
G Mean 43.7 56.2 49.7 
R Std. 25.1 24.5 25.9 
B Std. 21.7 21.0 23.3 
G Std. 19.2 16.7 22.9 
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Figure 5-10:  Color Mean and standard deviation analysis 
The final feature is the Diameter, all images are assumed to be scaled to 1:1 to simplify 
the computation. It is not easy to implement algorithms to resize the images to 1:1 scale 
due to the lack of information (namely, actual size) for images from the Internet, and even 
the images captured from the mobile camera depend on the focus and zoom. Therefore, 
only images dataset with known size is used, then the properties related to Diameter ,such 
as minimum bounding rectangle, smallest enclosing circle, area, diameter to the smallest 
circle, contour  perimeter and width and height to the minimum bounding rectangle are 
computed as shown in Figure 5-11. 
 
Image 
   
Boundaries 
   
Area 4599.5 3069.5 4378.0 
Diameter 98.3 102.4 105.9 
Perimeter 283.4 269.8 297.9 
Radius 49.2 51.2 52.9 
Width 78 82.0 101.0 
Height 94 81.0 68.0 
Figure 5-11: Lesion size properties 
  
 44 
5.3. Classification  
The following section presents the classification process of skin lesions using both the 
proposed system and the methods described in Chapter 3.3. The results of feature extraction 
process have been stored in a file; the features include 12 attributes for each record, 73 
instances are classified as melanoma, 77 instances as benign case and the rest 14 instances 
are not classified (namely, failed in previous image processing stage); a WEKA program 
is used for testing the classifiers. The used classifiers are k-Nearest Neighbors (KNN), 
support vector machines (SVM), Neural Networks (ANN) and Decision Tree (DT), where 
sensitivity, specificity and accuracy of results are calculated for each classifier. 
 
 
This section presents the implementation of the final results. The research work attempted 
to achieve the following: a) improving the process of image capturing, overcoming the 
problems related to noise and light reflection, and c) improving the results by using more 
than one way. However, there is a percentage of error in the image processing results, 
where the system failed to identify 14 out of 164 images in the dataset. The percentage of 
finding the lesion contour boundary is 91.5%. 
K-Nearest Neighbors (KNN) is the simplest classifier used throughout this thesis. Table 5-1 
presents the KNN classification results, where the dataset is spited to 66.0% for training 
and 34% for testing, the K value is tested for the values 3,4,5 and the best result achieved 
with k=3. 
 
Table 5-1 KNN classification results 
Correctly Classified Instances 45 88.2353 % 
Incorrectly Classified Instances          6 11.7647 % 
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The performance assessment of the classifiers used in this study is based on a comparison 
between the label assigned and the results achieved. Thus, the applied measures include a 
count of True Positives (TP), False Positives (FP), True Negatives (TN) and False 
Negatives (FN), where: 
a) TP: is number of images correctly classified as melanomas, 
b) FP: is number of images misclassified as melanomas, 
c) TN: is number of images correctly classified as nevi, and 
d) FN: is number of images misclassified as nevi. 
The explanation of these measures could be simplified by the concept of confusion matrix 
that can illustrate the number of correct predictions in relation to the expected label. Each 
column represents the label in a predicted class.  
 
Table 5-2 KNN Confusion Matrix, split the dataset to 66.0% training and the remainder testing 
 
Predicted Class 
 
Melanoma (1) Normal (2) 
Actual Class 
Melanoma (1) TP 20 FP 4 
Normal (2) FN 2 TN 25 
 Sensitivity = 0.909 Specificity =0.862 Accuracy = 0.88 
 
Table 5-2 presents a confusion matrix to the KNN algorithm, where the Sensitivity, 
Specificity and Accuracy results were calculated as follows: 
𝐒𝐞𝐧𝐬𝐢𝐭𝐢𝐯𝐢𝐭𝐲 =   
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
 =  20/(20+2) = 0.909 
𝐒𝐩𝐞𝐜𝐢𝐟𝐢𝐜𝐢𝐭𝐲 =   
𝑇𝑁
𝑇𝑁 + 𝐹𝑃
 =  25/(25+4) = 0.862 
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𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲 =   
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 =  (20+25)/(20+2+25+4) = 0.882 
Table 5-3 presents the results of the same previous experiment using cross-validation 
method instead of splitting the dataset into training and testing. 
 
 
Table 5-3 KNN Confusion Matrix with cross-validation method 
 
Predicted Class 
 
Melanoma (1) Normal (2) 
Actual Class 
Melanoma (1) TP 68 FP 5 
Normal (2) FN 6 TN 71 
 Sensitivity = 0.92 Specificity =0.93 Accuracy = 0.93 
 
The previous performance assessment has also been implemented for other classifiers 
discussed previously, namely, SVM, ANN and DT, where the results for these classifiers 
are shown in Table 5-4, Table 5-5 and Table 5-6, respectively, for more accuracy the cross-
validation is used 
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Table 5-4 SVM classifier Confusion Matrix 
 
Predicted Class 
 
Melanoma (1) Normal (2) 
Actual Class 
Melanoma (1) TP 23 FP 1 
Normal (2) FN 2 TN 25 
 Sensitivity = 0.92 Specificity =0.96 Accuracy = 0.94 
 
Table 5-5 Neural Networks classifiers Confusion Matrix 
 
Predicted Class 
 
Melanoma (1) Normal (2) 
Actual Class 
Melanoma (1) TP 23 FP 1 
Normal (2) FN 4 TN 23 
 Sensitivity = 0.85 Specificity =0.96 Accuracy = 0.90 
 
Table 5-6 Decision Tree classifier Confusion Matrix 
 
Predicted Class 
 
Melanoma (1) Normal (2) 
Actual Class 
Melanoma (1) TP 20 FP 4 
Normal (2) FN 2 TN 25 
 Sensitivity = 0.91 Specificity =0.86 Accuracy = 0.88 
 
As described in Figure 5-12, the visualization of the decision tree shows the greatest impact 
of certain features, such as the color (especially, the red standard deviation and the green 
mean) and the border irregularity. All the 12 extracted features are tested and used in the 
DT.  
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Figure 5-12: Decision Tree visualization 
Figure 1-1 presents a comparison between the four classifiers in an attempt to perform a 
final assessment of the best results achieved. 
 
 
 
0.78
0.8
0.82
0.84
0.86
0.88
0.9
0.92
0.94
0.96
0.98
KNN SVM ANN DT
Accuracy Sensitivity Specificity
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 Accuracy Sensitivity Specificity 
KNN 0.88 0.91 0.86 
SVM 0.94 0.92 0.96 
ANN 0.90 0.85 0.96 
DT 0.88 0.91 0.88 
 
Figure 5-13 Comparison between the four classifiers 
Based on the previous graphs, the best results achieved are with the SVM classifier, and 
the results look convergent in the various classifiers. The accuracy with KNN, DT, ANN 
and SVM classifiers are 88%, 88%, 90% and 94%, respectively. The implementation phase 
of the system depends on both SVM and KNN classifiers, despite SVM classifier shows 
the best accuracy. The KNN classifier is adopted for the final system, because SVM 
classifier gave only a certain percentage of the risk of the disease, while it is also necessary 
to show similar cases to be more convincing to the user. KNN classifier used in the system 
to identify the nearest cases fast and easily.  
Last but not least, the system is implemented using the OpenCV image processing library, 
and the Weka for android machine learning library as well as other methods and algorithms 
that were previously discussed in the research, the system was examined on a dataset of 
images to  verify the results reliability. 
Previous results are considered well compared to other related work in the same field, the 
success in image processing (ROI selection and features extraction) is 91%, and in the final 
classification 94% in the best case and 88% in the worst case, the proposed system have 
been implemented in different virtual and real mobile environments to test the accuracy, 
flexibility and usability. 
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6. Conclusion and Future Work 
This chapter presents the main conclusion and the future work of this research.  The future 
work is pointed out as opportunities for improving the system by handling obstacles faced 
in the current work. 
In this work, we developed an automatic system for preliminary diagnosis of melanoma 
based on the well-proven commonly used ABCDE medical procedure. The proposed 
system combines the ABCDE method with the image capture and processing capabilities 
of smart phones to achieve fast, affordable, easily available and highly accurate melanoma 
diagnosis.  The system includes multiple modules for handling various steps of the method 
such as: image capture, noise removal, lesion segmentation, features extraction and, finally, 
classification (diagnosis). 
In the presented method, after capturing the image using the smart device’s camera, the 
region of interest is automatically determined using automatic lesion detection and 
selection in real time. The next step is noise removal where the extracted region of interest 
is cleaned from hair and light reflection is removed.  Next, the lesion contour is selected 
using two segmentation algorithms Otsu’s and Mean shift segmentation. These two 
techniques were selected after experimenting with various segmentation alternatives in 
order to get the best and most accurate results.  In the final steps of the method, the ABCDE 
melanoma features were extracted and the KNN classification method applied to reach a 
diagnosis. The proposed solution used 12 different Melanoma features. 
The KNN classifier is selected after examining a number of other classifiers.  Using the 
Weka data mining application, the following classifiers are tested KNN, SVM, ANN, and 
Decision Trees (DT).  The test data set included 164 sample images. 14 images are not well 
captured and failed in image processing (lesion selection or features extraction), and, thus, 
could not be used in the classification step.  The remaining 150 cases are successfully 
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processed and their ABCDE feature sets input to the classifiers. SVM scored highest 
accuracy of 94%, while KNN scored minimum accuracy of 88%. 
The mobile application is built using the Eclipse environment with OpenCV and Weka 
APIs, and implemented the image processing methods and KNN classifier. The final 
application is tested on the same training dataset. 
Having described our work above, a number of conclusions and comments should be made 
here. First, taking into consideration that the system performs its analysis in real time, and 
that it plays a role for only initial diagnosis (not final), the achieved performance level is 
more than adequate.  The results are promising and successful, compared with the related 
work that used the same database. The results show that color features play a decisive role 
in the classification of skin lesions. 
Second, the implemented system has been published as an android application on the 
Google App Store. This provides a good opportunity to examine the application further 
and get feedback comments and observations from the different users. 
Third, during this research project we faced the following obstacles: 
 The differences in the mobile camera properties and specifications, for example 
some smart phones does not support the auto-focusing and flashlight, which led to 
some problems with shadows and reflections.  
 The large storage space required for OpenCV libraries in the application package 
when using Static initialization development approach. On the other hand, using of 
Async initialization development approach requires installing OpenCV libraries 
from the Google play store, which results in some problems in both the usability 
and permission of the application. 
 Most images used in the features extraction stage are from the Internet without 
information about the patients, such as age, lesion location, family medical history 
  
 52 
and the sex of the patient, which affects the classification accuracy. The future work 
will enhance the data to include all this information in the classification model. 
 Lack of information about image size from the Internet, namely, scale and zoom, 
which affect the accuracy of the final classification process. 
Based on the above obstacles we can suggest the following opportunities for future work: 
 Improve the classification process by adding more patient details (age - sex - lesion 
position - family medical history) beside the features that have been extracted from 
the images. 
 Tracking and evaluating the lesion size over time, for example, storing the lesion 
size during varying periods of time and compared the changes 
 Make the system suitable to various mobile devices. That needs to study more 
characteristics of various types of mobile phones 
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Appendices 
Appendix A: Data Analysis 
 
 
Figure 0-1 the 12 Features calculated from the Lesion ROIs 
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Table 0-1 the extracted features description 
 The feature Description 
1 RMean The Mean for the Red color in the RGB image mode 
2 GMean Mean Green for the color in the RGB image mode 
3 BMean Mean Blue for the color in the RGB image mode 
4 Rstd The stander deviation for the Red color in the RGB image mode 
5 Gstd The stander deviation for the Green color in the RGB image mode 
6 Bstd The stander deviation for the Blue color in the RGB image mode 
7 Xsymmetry The x-axis symmetry , the nonoverlapping area around X axis 
8 Ysymmetry The y-axis symmetry , the nonoverlapping area around Y axis 
9 HCR Hull convex ratio 
10 Roundness The lesion roundness 
11 minEnclosingCircle The lesion minimum enclosing circle 
12 Irregularity The lesion border Irregularity 
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Figure 0-2 Example of classification results using ANN classifier 
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Appendix B: Application screenshot 
The application is shown in Figure 0-3, and also available on the Google store [39] . 
  
Figure 0-3: The application screenshot 
 First image show the application main interface and the second show the classification results 
 
