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Abstract
Armed with a decade of social media data, I explore the impact of investor emotions
on earnings announcements. In particular, I test whether the emotional content of firm-
specific messages posted on social media just prior to a firm’s earnings announcement
predicts its earnings and announcement returns. I find that investors are typically
excited about firms that end up exceeding expectations, yet their enthusiasm results in
lower announcement returns. Specifically, a standard deviation increase in excitement
is associated with an 7.8 basis points lower announcement return, which translates into
an approximately -5.8% annualized loss. My findings confirm that emotions and mar-
ket dynamics are closely related and highlight the importance of considering investor
emotions when assessing a firm’s short-term value.
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1 Introduction
Conventional wisdom often posits that changes to asset prices are the result of investor
emotions. For instance, Galbraith (1994) describes stock market bubbles as “speculative eu-
phoria”, while headlines such as “‘Gut Feelings’ Are Driving the Markets” or “How Emotion
Hurts Stock Returns” are common (e.g., Shiller (2020) and Wolfers (2015)). Alan Greenspan,
as a chairman of the Federal Reserve, famously remarked that the U.S. stock market exhib-
ited an “irrational exuberance” when it experienced a rapid run-up in 1996. This observation
portrayed a belief on his part that the increase had an origin in traders’ positive emotions.
In contrast, fear is cited as a force leading to sell-offs, price declines, and price variability.
Market volatility indices, such as the CBOE’s VIX, are often referenced as “fear” indices.
In this paper I test whether firm-specific investor emotions predict a firm’s earnings
and announcement returns. Specifically, I explore the following research questions: (1)
Do investor emotions foreshadow earnings surprises? and (2) Do investor emotions predict
announcement returns? Only recently has academic literature begun exploring the role emo-
tions play in capital markets. Due to data difficulties regarding the measurement of investor
emotions, studies mainly relied on indirect proxies, or have been restricted to experimental
evidence. By pairing a large, novel dataset with recent advances in text processing, I am
able to overcome the data challenge inherent in studying investor emotions. I find that in-
vestors are typically excited about firms that end up exceeding analysts expectations, yet
their enthusiasm results in lower announcement returns.1
To get to my answer, I use data from StockTwits, a social networking platform for
investors to share stock opinions. A critical feature of this data is that it contains firm-
specific messages, so I am able to compute firm-specific emotions. I employ a broad sample
of over 4 million messages that span the decade starting in 2010. My analysis focuses on
earnings announcements because they are recurring, paramount corporate events that are
followed closely by capital market participants.
The primary challenge to studying my research questions is finding a way to quantify
investor emotions. I overcome this by using deep learning and a large, novel dataset of
investor messages.2 In particular, I construct emotion variables corresponding to seven
1Throughout the paper I use the word excited, enthusiastic and happy interchangeably.
2For other applications of deep learning in economics see Albanesi and Vamossy (2019) and Meursault
(2019). For reviews of machine learning applications in economics, see Mullainathan and Spiess (2017) and
Athey and Imbens (2019).
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emotional states: neutral, happy, sad, anger, disgust, surprise, fear. Emotion variables
are generated by first quantifying the content of each message using textual analysis, and
then averaging the textual analysis results across all messages by firm-quarter. My emotion
variables, developed using StockTwits posts, are probabilistic measures, and hence the seven
emotions sum up to 1. In addition to measuring the emotional content, I also distinguish
between different types of messages by employing two classification schemes.3 The first
one isolates messages conveying information related to earnings, firm fundamentals or stock
trading from general chat. The second separates messages conveying original information
from those disseminating existing information.
Once the emotion variables are constructed, I then use a fixed effects model, exploiting
within firm variation in investor emotions, to test whether emotions predict a firm’s earnings
and announcement returns. I use firm fixed effects to isolate within firm variation. For
instance, if a firm tends to have positive earnings surprises, this might make investors always
more excited before announcements, and by including fixed effects, I can rule out that my
results are driven by this. I also control for year, month, and day-of-the-week fixed effects, to
rule out that my results are only driven by factors which effect emotions and returns across
all firms simultaneously. I take a number of steps to mitigate additional concerns regarding
the estimation. To ensure that I am not picking up reactive emotions, I look at the impact
of pre-announcement emotions on earnings announcements, so there is a clear temporal
separation between my independent and dependent variables. I tackle misattribution - the
concern that my emotion measures are not capturing emotions correctly - by training an
additional emotion model and use emotion variables obtained by this model for robustness
checks and by investigating the impacts of contemporaneous emotions and asset prices, and
find that my algorithm classifies messages as happier when they are talking about assets
that have gone up in value.
I document two main findings. First, that inter-firm investor emotions can predict the
company’s quarterly earnings. In particular, variation in how happy investors are is linked
with marginally higher earnings surprises. Second, I find a negative relationship between the
immediate stock price reaction to the quarterly earnings announcement and both within- and
inter-firm variation in investor excitement. I show that this result is driven both by messages
3The emotions in this paper correspond to the seven emotional states specified in Breaban and Noussair
(2018). I provide a detailed description of my classification schemes in the Appendix C.
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conveying original information and by those disseminating existing ones. When considering
messages that convey information directly related to earnings, firm fundamentals, and/or
stock trading relative to those messages which consist of other information, I find that the
former has a slightly larger impact on announcement returns.
I also confirm a behavioral finance theory, investigate heterogeneous impacts across firm
and user types, and provide robustness checks. First, I provide support to theory from
Shu (2010), positing a negative relationship between investor mood and expected returns.
Second, I show that the predicted stock price reaction to earnings announcements by investor
emotions is stronger for more volatile firms. This finding is in line with theory on investor
sentiment, indicating that emotions and sentiment are closely related. Third, I find that it
is investor emotions extracted from posts by retail investors and not institutions that best
predict announcement returns. Last, to corroborate the negative relation between earnings
announcement returns and investor enthusiasm, I use alternative emotion variables based on
an emotion metadata compiled by other researchers. This finding remains significant with a
comparable point estimate, confirming that it is indeed investor enthusiasm that drives my
results.
This analysis contributes to the literature on behavioral finance in a variety of ways. First,
I contribute to literature studying the connection between market behavior and emotional
state. Existing research has shown that traders’ moods can lead to price movements at
the market level. Unlike my paper, a number of studies have leveraged indirect proxies
to infer emotions. For instance, Kamstra, Kramer, and Levi (2003) observe that returns
are relatively low in the darker seasons of fall and winter, an outcome they presume is
the result of the effect that weather has on mood.4 Studies relying on indirect proxies
have severe limitations. For instance, Jacobsen and Marquering (2008) suggest that the
findings reported in Kamstra, Kramer, and Levi (2003) may be explained by a number of
other factors related to the season (they illustrate with ice cream consumption and airline
travel), thus questioning their conclusion that changes in investors’ moods associated with
the Seasonal Affective Disorder (SAD) directly influence stock market returns. On the other
hand, research using direct emotion proxies has been limited to studying the relationship
between investor emotions and daily stock returns, and aside from Li, Zhou, and Liu (2016),
4Similarly, Hirshleifer and Shumway (2003) find that good weather is correlated with higher stock returns,
and appeal to a similar intuition to explain their results.
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has not used firm-specific emotions. Bollen, Mao, and Zeng (2011) find that Twitter mood
predicts subsequent stock market movements, while Gilbert and Karahalios (2010) find that
the level of anxiety of posts on the blog site Live Journal predicts price declines. I add to this
literature by showing that firm-specific investor emotions predict both firms’ announcement
returns and earnings surprises.
The relationship between market behavior and emotional state has also been studied in
controlled laboratory experiments. These papers explored the role of emotions in generating
bubbles in experimental asset markets. For instance, Breaban and Noussair (2018) measures
emotions using traders’ facial expressions and find that positive emotion is linked to higher
prices and larger bubbles, while traders’ fear before the market opens is associated with lower
prices. Similarly, Andrade, Odean, and Lin (2016) document larger bubbles when induced
investor enthusiasm is higher. I contribute to this literature by showing that emotions
captured by investor messages on a social media platform behave similarly to emotions in
the lab. Specifically, I find that stocks that enjoy high levels of investor enthusiasm leading
up to the earnings announcement will experience smaller announcement returns.
Another contribution of this paper is to literature studying the role social media plays in
capital markets.5,6 These studies have investigated whether social media content can predict
the overall movement of the stock market. For instance, Mao et al. (2012) find that the daily
number of tweets that mention S&P 500 stocks is significantly associated with the changes in
that same index. This literature has also analyzed how Twitter and/or StockTwits activity
influences investor response to earnings. Curtis, Richardson, and Schmardebeck (2014) find
that high levels of activity correlate with greater sensitivity to earnings announcement returns
5The importance of social media is voiced in studies exploring how companies exploit this channel as a
means for investor communication. For instance, Blankespoor, Miller, and White (2014) show that firms
can reduce information asymmetry among investors by broadly disseminating their news, including press
releases and other disclosures, to market participants using Twitter. Jung et al. (2018) find that roughly
half of S&P 1500 firms have created a corporate presence on either Facebook or Twitter.
6Adding to the literature on StockTwits and Twitter is research that has examined investors’ use of
Internet search engines, financial websites, forums, and other social media platforms. This research has
provided mixed evidence on whether this information helps predict future earnings and stock returns. Using
Google search volume as a proxy for investors’ demand for financial information, Da, Engelberg, and Gao
(2011) find that increased Google searches predict higher stock prices in the near-term followed by a price
reversal within a year. Drake, Roulstone, and Thornock (2012) show that the returns-earnings relation is
smaller when Google search volume before earnings announcements is high. Antweiler and Frank (2004)
and Das and Chen (2007) both find that the volume of posts on message boards, such as Yahoo! or Raging
Bull, is associated with stock return volatility, but not stock returns. Chen et al. (2014) demonstrate that
information in user-generated research reports on the Seeking Alpha investing portal helps predict earnings
and long-window stock returns following the report posting date.
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and earnings surprises, while low levels of social media activity are associated with significant
post-earnings-announcement drift. Cookson and Niessner (2020) show that even though it
is unlikely that investor trades from those on StockTwits move the market, disagreement
measured by these messages robustly forecast abnormal trading volume. I add to these papers
by showing that emotions extracted from social media can help predict a firm’s earnings and
announcement returns.
The closest connection to my paper is with Bartov, Faurel, and Mohanram (2018), who
find that aggregate opinion from Twitter can help predict a firm’s forthcoming quarterly
earnings and announcement returns. I examine a different feature of the environment, and
ask what features of opinion help predicting the company’s earnings and the market response
to earnings? To do so, I construct my emotion variables to leverage aspects of textual content
ignored by traditional sentiment models by incorporating emojis and emoticons and create
a multi-dimensional object. The low correlation between sentiment and emotions illustrates
that they contain different information.
My final contribution is to research on the value of diversity7 and the wisdom of crowds8
hypotheses. First, in line with the value of diversity hypothesis, I find that the predictive
power of emotions are diminished when considering only groups of (more) homogeneous users
by segmenting them by sharing similar investment horizons, trading experience, trading
approach, popularity and account types. Second, I add to wisdom of crowds literature
by showing that investor messages are better predictors when surrounded by higher user
7This hypothesis originates from Hong and Page (2004), who show that a diverse group of intelligent
decision-makers reaches reliably better decisions than a less diverse group of individuals with superior skills
and concludes that under certain conditions, “diversity trumps ability”. Interestingly, traditional information
intermediaries, such as financial analysts, tend to herd to the consensus viewpoint (Jegadeesh and Kim
(2010)) and produce inefficient earnings forecasts (Abarbanell (1991)), perhaps because they belong to a
rather small and homogeneous group (Welch (2000)). This is relevant to the research questions of this
paper, because StockTwits has a diverse set of investors with widely different investment philosophies.
8The wisdom of crowds refers to the phenomenon that aggregated information provided by many often
results in better predictions than those made by any single group member, even when that member is an
expert. Surowiecki (2004) presents numerous case studies and anecdotes to illustrate the principle. One
such example comes from the work of Sir Francis Galton: after observing a weight-judging competition at a
county fair in 1906, Galton found that the crowd accurately predicted the weight of an ox when their guesses
were averaged. The average guess was closer to the ox’s true weight than most the individual predictions,
including estimates coming from cattle experts, butchers, and farmers. A similar outcome was witnessed
in Berg et al. (2008), which revealed the remarkable ability of the Iowa Electronic Markets to predict high-
profile elections, outperforming polls conducted by experts. Recent research that builds on the wisdom of
crowds concept shows that the content of tweets can be used to predict: (1) earnings announcement returns
(Bartov, Faurel, and Mohanram (2018)), and (2) future returns around Federal Open Market Committee
(FOMC) meetings (Azar and Lo (2016)).
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engagement.
The question whether firm-specific emotions from social media help predict firms’ earn-
ings and announcement returns has been left unexplored thus far in the literature. This is
the very question that I subdivide into two main points of examination in my paper. My
first research question investigates whether stock specific investor emotions, obtained from
individual messages written prior to the earnings announcement, predict the company’s earn-
ings surprise. This is the case, for instance, if investors are excited about firms that end
up exceeding analysts expectations. If the opposite holds, i.e. investors are systematically
enthusiastic about firms disappointing expectations, it would add to the list of behaviors re-
tail investors exhibit that adversely affects their financial well-being (e.g., Barber and Odean
(2013)). My second research question examines the relation between stock specific investor
emotions, obtained from individual messages written prior to the earnings announcement,
and the market response to earnings. To address this question, I control for the earnings
surprise. This allows me to explore the nature of the StockTwits information that predicts
stock returns. If the information conveyed by emotions is above and beyond earnings real-
izations, then the coefficient on emotions will continue to be significant even after controlling
for the content of the report.
The two research questions outlined delineate different aspects on the role investor emo-
tions play. The first one examines if investor emotions are informative. If there is an earnings
surprise, not all information has been aggregated in earnings expectations. If the earnings
surprise can be predicted by emotions, then emotions carry this missing information. The
second one investigates whether investor emotions influence price dynamics. If investor en-
thusiasm contains information beyond earnings realizations, then the relationship between
announcement returns and enthusiasm should be nonzero. These two research questions
are important since they address whether and how investor emotions influence the way new
information is incorporated into asset prices. I find that the value relevance of emotions
for stock returns stems not only from predicting the earnings surprise, but also from other
information relevant to stock valuation not accounted for by unobservable time-invariant
stock characteristics, time patterns, or by control variables used in prior research. Results
of this paper suggest that investor emotions are important determinants of stock returns.
The remainder of the paper is organized as follows. Section 2 provides a theoretical
framework, Section 3 describes the data; Section 4 provides the empirical strategy; Section 5
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presents my primary results; Section 6 confirms the results of theoretical work by Shu (2010),
explores heterogeneous effects and conducts a sensitivity analysis. Section 7 concludes.
2 Theoretical Framework
The theoretical framework for this paper comes from Shu (2010).9 Shu (2010) modifies the
Lucas model (Lucas Jr (1978)), and shows how investor mood variations affect equilibrium
asset prices and expected returns. Specifically, equity prices correlate positively with in-
vestor mood, with higher asset prices associated with better mood. In contrast, expected
asset returns correlate negatively with investor mood. Given this, we expect to find posi-
tive contemporaneous relationships between investor enthusiasm and excess returns, while
a negative relationship between pre-announcement investor enthusiasm and announcement
returns. I provide a simple framework with a potential mechanism in Section A.
3 Data
3.1 Data Sources
3.1.1 StockTwits Data
My investor emotion dataset comes from StockTwits, which was founded in 2008 as a so-
cial networking platform for investors to share stock opinions. StockTwits looks similar to
Twitter, where users post messages of up to 140 characters (280 characters since late 2019),
and use “cashtags” with the stock ticker symbol (e.g., $AMZN) to link ideas to a particular
company. Although the app does not directly integrate with other social media platforms,
participants can share content to their personal Twitter, LinkedIn, and Facebook accounts.
My original dataset spans the decade of 2010; starting from 1 January, 2010 until 31
December, 2019. In total, there are 117,354,459 messages by 416,249 unique users mention-
ing 9,742 tickers. For each message, I observe sentiment indicators as tagged by the user
(bullish, bearish, or unclassified), sentiment score as computed by StockTwits, “cashtags”
9An alternative theory is provided by Duxbury et al. (2020), who present an emotion-based account of
buy and sell preferences in asset markets. Specifically, they leverage psychological research (e.g., Loewenstein
et al. (2001)) and propose that when the price of a single asset increases (decreases) above its purchase price,
anticipatory hope increase (decreases).
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that connect the message to particular stocks, like count, and a user identifier. The user
identifier allows me to explore characteristics of the user, such as follower count. For most
users, I also have information on self-reported investment philosophy that can vary along two
dimensions: (1) Approach - technical, fundamental, momentum, value, growth, and global
macro; or (2) Holding Period - day trader, swing trader, position trader, and long term
investor.10 Users of the platform also provide their experience level as either novice, inter-
mediate, or professional. Leveraging textual analysis, I also distinguish between institutional
and retail investor accounts. This user-specific information about the style, experience, type
and investment model employed is useful to explore heterogeneity in investor emotions.
I restrict my sample to cover stocks traded on NASDAQ/NYSE, and remove messages
that appear automated.11 I focus on messages that can be directly linked to particular
stocks, so I restrict attention to messages that only mention one ticker. Last, I require at
least two users posting per stock for the duration over which I compute averages to discard
noisy signals. I summarize my sample restrictions in Table 1.
Table 1: Itemized Sample Restrictions
Messages
StockTwits Data 2010-2019 117,354,459
Keep
NASDAQ/NYSE Ticker 101,484,559
Single Ticker 74,648,778
Not Automated 68,305,130
IBES/CRSP Ticker 60,963,143
Final Announcement Sample 4,467,461
I restrict my sample to firms with posts from at least 2 users for the period between
10 trading days before the earnings announcement until 2 trading days before the an-
nouncement.
I plot the average word count per messages over time in Figure 1, displaying a relatively
stable trend with a spike in late 2019. This spike is due the character limit extension from
10I group technical with momentum and value with fundamental for my heterogeneity explorations. For
investment horizon, I explore day traders and long term investors.
11I define automated messages as messages posted over 1,000 times by the same user over the period
2010-2019.
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140 characters to 280 characters. Given that the average post length peaks at 16, and since
I use the first 30 words to extract the emotion from messages, this likely does not effect the
estimation.
1/2010 1/2012 1/2014 1/2016 1/2018 12/2019
Data Month
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Figure 1: Time Series of Average Post Length
Notes: Similarly to Twitter, StockTwits introduced longer messages in late 2019 (280 characters).
Figure 2 portrays the number of messages over time in my data, indicating substantial
growth in the early years in the data, which plateaus around 2016. I control for the growing
nature of my sample and the changing nature of my posts by including time fixed effects in
my analysis.
I also explore when investors post the messages. In particular, I examine whether they
post messages concurrently with daily news so that it reflects hour by hour changes in beliefs,
or in the evening after work, when they have more free time and then it is more of a reflective
general analysis. In Panels (a) and (b) of Figure 3 I plot the distribution of messages by
the day of the week and by the hour of the day respectively. We can clearly see that most
posting activity on the platform happens when the markets are open (Monday-Friday and
between 9am and 4pm). This behavior is consistent with investors updating their beliefs in
real time as financial events unfold.
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Figure 2: StockTwits Messages Over Time
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Figure 3: Distribution of Messages
Panel (a) portrays the day-of-the-week, while Panel (b) depicts the hour-of-the-day distribution of
messages.
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Last, I plot the average message volume across firms surrounding earnings announcements
in Figure 4. It indicates that social media activity increases a week before the earnings
announcement and peaks on the earnings announcement day. Specifically, social media
activity increases by a factor of 3 on the announcement day compared to from the week prior.
This dramatic increase is in line with studies documenting abnormal attention surrounding
earnings announcements (e.g., Lawrence et al. (2016)). In total, I analyze 81,886 firm-
earnings announcement observations spanning 4,467,461 messages.
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Figure 4: Posts around Earnings Announcements
3.1.2 Pricing Data
Price and volume-related variables are obtained from CRSP, accounting information is ob-
tained from Standard and Poor’s COMPUSTAT, analyst and earnings announcement related
information is obtained from I/B/E/S, and institutional ownership data is from Thomson
Reuters Institutional Holdings (13F). I match this data with StockTwits, and compute days
till earnings announcements based on Gabrovsˇek et al. (2017). I illustrate this in Figure 5.
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(a)
(b)
Figure 5: Event Windows for Firms Announcing Before vs. After the Market Opens
Notes: Panel (a) displays the estimation for firms reporting before the market opens, while Panel (b)
portrays it for firms with announcements after the market closes.
3.2 Text Analysis
I now briefly describe the text analysis methodologies used in this paper. For an in depth
discussion, see Appendix B, C, and D.
3.2.1 Messages as Indicators for Emotion
In order for my emotion measure to be useful, it must reveal the true state of investors.
Thus, before using the data, I must rule out that users are trying to manipulate the stock
market by posting fake opinions. For instance, if a user believes the stock price will go down
and thus wants to sell the stock, she could post positive messages that might increase the
price temporarily and thus would allow her to sell at a higher price. This would invalidate
my measure, as I would capture her emotion as happy, even though her current emotional
12
state might not be. This does not, though, seem to be an important concern in my data for a
number of reasons. First, there is anecdotal evidence that users post on platforms to attract
followers, gain internet fame, or find employment. In all those cases, it is incentive compatible
for them to provide their honest opinion about the stock. Second, I also investigate the
pricing impacts concerning S&P 1500 firms, which have large market caps that make it
unlikely that individual investors could move prices.
3.2.2 Measuring Emotion
The primary challenge underlying my research design is the estimation of emotion. To
overcome this, I use textual analysis to quantify the emotion expressed in investor messages.
I leverage a large set of emojis and emoticons along with emotionally charged words to
generate a dataset of investor messages with corresponding emotions. I then use a standard
bi-directional GRU model with word embeddings (see Chung et al. (2014)) to obtain a
probabilistic assessment for each message in the data.
3.2.3 Measuring Information Content
To further explore the channels whereby emotions operate, I also compute the emotional
state of messages separately as they relate to fundamental information (“fundamental”) or
whether they look like general social media chat (“chat”). I provide examples of messages
and their predicted emotion probabilities for a set of “fundamental” and “chat” posts in
Table D.3.
I also distinguish between messages by whether they provide original information (“orig-
inal”) or they disseminate existing ones (“dissemination”). A message is considered original
if (1) it is not a retweet of another user’s message and (2) it does not include a hyperlink.
3.2.4 Measuring Sentiment
StockTwits uses an unclassified supervised learning model to generate a sentiment score for
messages, and reports this score and statistics of this on its platform. I found that a large
fraction of messages receive a score of 0, meaning that the message is either unclassified or
has no forward looking sentiment. To be consistent with prior research, I use a Naive Bayes
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model (Bartov, Faurel, and Mohanram (2018)).12
3.3 Differences between Emotion and Sentiment
Since early investor sentiment studies, such as De Long et al. (1990), research has revealed
that investor sentiment and emotion are closely related. Examples include optimism (pes-
simism) or hope about (fear of) the future. As Shiller (2003) suggested, excessive price
volatility in asset markets may indicate that investors’ decisions are influenced by such op-
timism or pessimism. Tetlock (2007) provides empirical support to De Long et al. (1990)
by documenting that high media pessimism exerts downward pressure on prices through
short-term spikes in trading volume. Still, there are three important distinctions between
my emotion measure and sentiment.
First, the main difference is definition. Unlike emotion, investor sentiment is defined as
“a belief about future cash flows and investment risks that is not justified by the facts at
hand” (Baker and Wurgler (2007)). Now, whether a model not trained specifically on social
media data can extract this component is not within the scope of this paper. Nonetheless,
to alleviate such concerns I also train a deep learning based sentiment model trained on
messages pre-tagged by the author of the post as “bullish” or “bearish”.
The second is dimensionality. While investor sentiment is a one dimensional object, my
investor emotion is a multi-dimensional construct. This allows me to pinpoint what features
of messages seem to matter more. For instance, both fear and anger are likely classified
as negative, yet an angry message is different from a fearful message (see Table D.3 for
examples), and it is conceivable that firms with angry messages perform differently than
firms with fearful messages.
Third, unlike my emotion model which incorporates emojis and emoticons, the sentiment
model built on the Naive Bayes classifier assigns a score of 0.5 (i.e., neutral) for each of the
emoticons and emojis included in my dictionaries, both in its original format (i.e., “:)”) and
its changed format (i.e., “happyface”). For instance, the message “I am :)” would be classi-
fied as happy with the emotion model, and neutral with the sentiment model. Therefore, the
sentiment model measures the content of only words, ignoring potentially important infor-
12I use the Naive Bayes classifier developed by https://textblob.readthedocs.io/en/dev/_modules/
nltk/classify/naivebayes.html, and classify messages with a predicted probability just under 0.49 as
negative, and just over 0.51 as positive, and hence, my neutral class contains messages with a sentiment
between 0.49 and 0.51.
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mation. This issue, however could be fixed by training a sentiment model that incorporates
emojis and emoticons. If that would be the case, then the emotion model could be thought
of as a higher dimensional sentiment measure.
3.4 Descriptive Statistics
I first define the variables used in my analyses in Table 2.
Table 2: Variable Definitions
Variable Definition Source
Analysts Natural logarithm of 1 plus the number of analysts in the lat-
est I/B/E/S consensus analyst quarterly earnings per share
forecast prior to the quarter-end date.
I/B/E/S
Emotion Each message is classified by a many-to-one deep learning
model into one of the seven categories (i.e., neutral, happy,
sad, anger, disgust, surprise, fear), so that the corresponding
probabilities sum up to 1. For each emotions separately, we
then take the weighted average of these probabilities during
the nine trading-day window [−10,−2], where day 0 is the
quarterly earnings announcement date and the weights cor-
respond to the number of followers of the user 1+log(1 + #
of Followers).
StockTwits
Exret (%) Buy-and-hold abnormal returns measured using Carhart
(1997)’s four-factor model for the window specified multiplied
by 100. Unless stated otherwise, we compute buy-and-hold
abnormal returns for firm i for event window [t, t+ n] as fol-
lows:
Exreti;t,t+n =
t+n∏
k=t
(1 +Rik)−
t+n∏
k=t
(1 + ERik)
WRDS (U.S. Daily
Event Study)
Inst Number of shares held by institutional investors scaled by
total shares outstanding as of the quarter-end date
Thomson Reuters
Institutional Hold-
ings (13F)
Loss Indicator variable equal to 1 if earnings before extraordinary
items (IBQ) is strictly negative in the prior quarter, and 0
otherwise
Compustat (Quar-
terly)
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Table 2 – continued from previous page
Variable Definition Source
MB Ratio of market value to book value of equity
(CSHOQ∗PRCCQ/CEQQ)
Compustat (Quar-
terly)
Sentiment Twits classified as positive minus twits classified as negative
during the nine trading-day window [−10,−2], where day 0
is the quarterly earnings announcement date, using an en-
hanced naive Bayes classifier. Each positive or negative mes-
sage is first weighted by the corresponding probability and by
the number of followers of the user 1+log(1 + # of Followers).
The measure is scaled by 1 plus the sum of the probability
levels.
StockTwits
Size Natural logarithm of market value of equity
(log(CSHOQ∗PRCCQ)).
Compustat (Quar-
terly)
SUE Standardized unexpected earnings (suescore from I/B/E/S). I/B/E/S
Volatility Standard deviation of daily returns during the half-year until
10 trading days before the announcement.
CRSP
For the excess return calculation, see the event and estimation windows in Figure F.1. CSHOQ left in
millions.
Table 3 presents the descriptive statistics for the analysis variables. I find a high fraction
of neutral messages, with a mean of 72.7% and a median of 74.9%, mainly driven by firms
with few posts (weighting firm-quarter observations by number of posts yields a mean of
51.86% for neutral). Looking at my Naive Bayes based sentiment variable, I observe a
positive skewness, with a mean of 1.867, and a median of 1.773. This might suggest a
“good-news” bias in twits, following from investors being more likely to share their optimism
on social media than pessimism. My earnings surprise variable: standardized unexpected
earnings (SUE) have a mean and median of 1.052 and 0.707 respectively. This suggests that
firms in my sample exceeded analysts expectations more than disappointed. My measure of
abnormal returns around earnings announcements, has a slightly negative mean, −0.09%,
and a median of −0.05%.
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Table 3: Descriptive Statistics
Observations Mean σ σwithin Median 10% 90%
Panel A: CRSP/IBES/Compustat/Thomson Reuters (13F)
EXRET−1,1 81886 -0.088 8.447 8.128 -0.048 -9.783 9.493
EXRET2,4 81886 -0.04 3.982 3.811 -0.098 -4.37 4.311
EXRET−10,−2 81886 -0.152 6.252 5.996 -0.182 -7.042 6.66
SUE 81886 1.052 3.861 3.417 0.707 -2.315 4.95
Loss 80808 0.293 0.455 0.306 0 0 1
Analysts 81886 2.052 0.644 0.234 2.033 1.186 2.931
Institutional 81886 0.585 0.361 0.231 0.714 0 0.982
Size 80765 7.668 1.801 0.475 7.637 5.358 10.035
MB 80499 4.044 6.084 4.271 2.315 0.8 7.979
Volatility 81861 0.025 0.013 0.008 0.021 0.012 0.042
Panel B: StockTwits
# of Messages−10,−2 81886 54.557 413.773 300.613 9 3 62
# of Distinct Users−10,−2 81886 16.812 62.141 41.544 6 2 29
Sentiment−10,−2 81886 1.867 2.525 2.119 1.773 -1.26 5.209
Sentiment−1,1 81077 2.03 2.416 1.795 2.005 -0.979 5.183
Anger−1,1 81077 0.005 0.013 0.012 0 0 0.016
Anger−10,−2 81886 0.005 0.014 0.013 0 0 0.014
Disgust−1,1 81077 0.006 0.016 0.014 0 0 0.019
Disgust−10,−2 81886 0.006 0.019 0.017 0 0 0.018
Fear−1,1 81077 0.04 0.059 0.052 0.008 0 0.114
Fear−10,−2 81886 0.044 0.077 0.071 0.002 0 0.131
Happy−1,1 81077 0.135 0.127 0.105 0.117 0 0.29
Happy−10,−2 81886 0.155 0.162 0.142 0.12 0 0.366
Neutral−1,1 81077 0.749 0.19 0.14 0.771 0.489 0.997
Neutral−10,−2 81886 0.727 0.223 0.184 0.749 0.431 1
Sad−1,1 81077 0.031 0.046 0.039 0.009 0 0.087
Sad−10,−2 81886 0.029 0.051 0.046 0.004 0 0.084
Surprise−1,1 81077 0.029 0.047 0.042 0.007 0 0.084
Surprise−10,−2 81886 0.026 0.047 0.043 0.002 0 0.081
Note: σwithin denotes the within-firm (demeaned) standard deviations. Continuous variables winsorized
at the 1% and 99% level. Emotion classifications based on StockTwits model.
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Table 4 presents pairwise correlation coefficients among my analysis variables. The vari-
ables include my StockTwits based emotion measure, earnings surprise (SUE), abnormal
stock returns around earnings announcements (EXRET), and my control variables. My
emotion measures in Table 4 show low pairwise correlations with investor sentiment (be-
low 0.1 for each, using Spearman and Pearson, respectively), suggesting that they may be
capturing different aspects of investor opinion. The small pairwise correlation coefficients
among my control variables indicate that there is little evidence of a multi-collinearity.
4 Empirical Strategy
4.1 Emotions and Earnings Surprises
I start with addressing my first research question: do investor emotions predict the company’s
earnings? This would be the case when investor emotions contain information relevant to
company’s future earnings. In particular, it is conceivable that positive investor emotions
indicate performance exceeding prior expectations. To test this question I estimate the
following model:
Yift = αi +
j=6∑
j=1
βjEMOTIONiftj + γXift + δt + δf + ift (1)
Here, the dependent variable is the earnings surprise, measured using standardized unex-
pected earnings (SUE) for firm f during announcement t. My test variables, EMOTIONiftj,
is the average firm-specific emotion extracted from individual messages written 10 trad-
ing days before until 2 trading days before the announcement. Specifically, EMOTIONiftj
for j ∈ {happy, sad, fear, disgust, angry, surprise} is a probabilistic measure of the average
emotion from StockTwits, where the benchmark group is the neutral. In Equation (1), the
hypothesis that the average emotion from individual messages is predictive of the upcoming
earnings surprise implies |βj| > 0 for some j.
The control variables (Xift) include: the lagged earnings surprise from the previous quar-
ter to control for the positive autocorrelation in earnings surprises (SUEi,t−1); Carhart (1997)
four-factor buy-and-hold abnormal stock returns for the firm over the window [−10,−2] to
control for information outside of the realm of StockTwits that may have reached the capital
market prior to the earnings release (EXRET−10,−2); firm size (Size); market-to-book ratio
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(MB); number of analysts in the consensus I/B/E/S/ quarterly earnings forecast (ANL); in-
stitutional investor holding (INST); where applicable, indicator variable for the fourth fiscal
quarter (Q4); an indicator variable for past quarterly loss (Loss). These last seven variables
control for effects shown by prior research to explain the cross-sectional variation in earnings
surprises. I include firm (δf ) and time (δt) fixed effects (year, month, day of the week) to
account for firm-specific and time patterns in earnings surprises that my controls might not
account for. Along the lines of prior research (e.g., Petersen (2009)), I cluster standard errors
by firm, because the errors may be correlated over time at the firm level.
4.2 Emotions and Announcement Returns
I now address my second research question: Can the emotions extracted from StockTwits
messages predict quarterly earnings announcement stock returns? Certainly, if emotions
are irrelevant, then the answer is no. Given Shu (2010), I expect a negative association
between pre-existing enthusiasm and announcement returns. To test this question empiri-
cally, I examine the relationship between abnormal stock returns (EXRET) in the three days
around earnings announcements, [−1, 1], where day 0 is the earnings announcement date,
and investor emotions in a nine-trading-day period leading to the earnings announcement,
[−10,−2]. To this end, I estimate Equation (1) with the dependent variable being Carhart
(1997)’s buy-and-hold abnormal stock returns for firm f during announcement t over the
three-day window [−1, 1], EXRETift.
The prediction that pre-announcement emotional states are informative of earnings an-
nouncement returns imply that |βj| > 0 for some j ∈ {happy, sad, fear, disgust, angry, surprise}.
This would be the case if, as discussed in Bartov, Faurel, and Mohanram (2018), the market
uses stock recommendations and analyst earnings forecasts in forming its earnings expecta-
tions and stock prices, but does not extract information as they are released from other, less
prominent sources, such as StockTwits. Based on Shu (2010), I expect to find βhappy < 0.
Here, the control variables (Xift) leverage the findings of prior research: For instance,
I include excess returns from ten days before the announcement until two days before the
announcement to control for momentum in stock returns. This ensures that the effects I
attribute to emotional states are not driven by momentum of pre-announcement returns. I
include institutional ownership as a control variable, to acknowledge that the marginal in-
vestor who sets stock prices is a sophisticated investor whose equity valuations and earnings
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expectations may not only rely on analyst forecasts and recommendations. The other four
variables are used to control for effects shown by prior research to explain the cross-sectional
variation in stock returns around earnings announcements. I also include my realized earn-
ings surprise variable of the current quarter (SUE) to explore the nature of the StockTwits
information that predicts stock returns. If the information conveyed by emotions is above
and beyond earnings realizations, then the coefficient on emotions will continue to be sig-
nificant even after controlling for SUE. Once again, I include firm (δf ) and time (δt) fixed
effects to account for firm-specific and time patterns in earnings surprises that my controls
might not account for. I cluster standard errors by industry-quarter, using Fama-French
48-industry groupings, because the errors may be correlated in the same calendar period
across firms in the same industry.
4.3 Estimation Concerns
It is conceivable that firms that tend to have positive earnings surprises make investors
always more excited before announcements. To rule out that my results are driven by this,
I use firm fixed effects. I also control for year, month, and day-of-the-week fixed effects, to
ensure that my results are not driven by factors which effect emotions and returns across
all firms simultaneously. I take a number of steps to mitigate additional concerns regarding
the estimation. First, to guarantee that I am not picking up reactive emotions, I look at
the impact of pre-announcement emotions on earnings announcements, so there is a clear
temporal separation between my independent and dependent variables. Second, I tackle
misattribution - the concern that my emotion measures are not capturing emotions correctly
- by training an additional emotion model and use emotion variables obtained by this model
for robustness checks and by investigating the impacts of contemporaneous emotions and
asset prices, and find that my algorithm classifies messages as happier when they are talking
about assets that have gone up in value. One caveat of my analysis is that I do not control
for traditional media coverage, and hence, I cannot exclude the possibility that it is the
emotions invoked from traditional media coverage that drive my results.
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5 Primary Findings
5.1 Emotions and Earnings Surprises
I start with addressing my first research question: do investor emotions predict the com-
pany’s earnings? Before I exploit within-firm variation, Columns (1-2) of Table 5 documents
relationship between investor emotions and earnings surprises without firm fixed effects. As
the results show, emotions alone can only explain some of the variation in earnings surprises
(0.8%). I find that a standard deviation increase in happiness results in a 1.8% standard
deviation increase in earnings surprises (0.4359 ∗ 0.162/3.8609). Still, I find that investors
on the platform are more enthusiastic about firms that end up beating expectations. Upon
including control variables, only happy remains significant, and its effect size is reduced by
approximately 30%.
Table 5: Emotions, Earnings Surprises and Announcement Returns
(1) (2) (3) (4)
SUE SUE EXRET−1,1 EXRET−1,1
Happy−10,−2 0.4359∗∗∗ 0.3101∗∗∗ -0.3902∗∗ -0.4423∗∗
(0.0993) (0.0935) (0.1833) (0.1804)
Sad−10,−2 -0.4343 -0.0468 -0.9214 -0.0858
(0.3087) (0.2725) (0.6212) (0.6067)
Disgust−10,−2 -2.6191∗∗∗ -0.1508 -0.8860 1.9378
(0.7429) (0.6628) (1.6837) (1.6766)
Anger−10,−2 -3.1294∗∗∗ -1.1747 -5.3028∗∗ -1.4846
(1.0204) (0.9393) (2.3774) (2.3273)
Fear−10,−2 -0.0272 0.0816 -0.3175 -0.0400
(0.1935) (0.1796) (0.3821) (0.3685)
Surprise−10,−2 -0.6937∗∗ 0.3012 -0.2477 0.8543
(0.3078) (0.2952) (0.6945) (0.6769)
Constant 1.0474∗∗∗ 0.1720∗ 0.0499 0.0472
(0.0349) (0.1004) (0.0491) (0.1211)
Year, Month, Day of Week FE X X X X
Control Variables X X
Mean of DV 1.0518 1.0732 -0.0877 -0.0801
Std. of DV 3.8609 3.8215 8.4472 8.4445
Observations 81886 77563 81886 80808
adj. R2 0.0080 0.0896 0.0015 0.0730
Notes: Robust standard errors clustered at the firm (SUE) and industry-quarter (EXRET)
level are in parentheses. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. Continuous variables
winsorized at the 1% and 99% level to mitigate the impact of outliers.
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I next account for unobservables by including firm, year, month, and day of the week
fixed effects. Table 6 presents the results. When I estimate the entire sample, I find that
within-firm variation in anger can be useful in predicting earnings surprises (Column (1)).
The significance disappears when I restrict the sample to S&P 1500 firms (Column (2)),
or when I only include messages that do not contain information about earnings or firm
fundamentals (Column (3)). Looking at messages pertaining to stock fundamentals, I find
a negative relationship between sad and earnings surprises, i.e., a within-firm standard de-
viation increase in sad is associated with a 0.9% within-firm standard deviation decrease
in earnings surprise (Column (4)). Next, the predictive power is only present for messages
containing original information (Column (5)), and not for those disseminating existing ones
(Column (6)). Taken together, my results provide support that investor emotions extracted
from social media marginally help predicting earnings surprises.
5.2 Emotions and Announcement Returns
I now address my second research question: Can emotions extracted from StockTwits mes-
sages predict quarterly earnings announcement stock returns? I first present the results from
estimating Equation (1) without firm fixed effects in Columns (3-4) of Table 5. Column (3)
suggests a negative relationship between emotions and abnormal returns around earnings an-
nouncements, as the coefficients on fear, anger, and happy are significantly negative. When
controls from prior research explaining the cross-sectional variation in stock returns around
earnings announcement are included (Column (4)), only the effect of happy remains statis-
tically significant. Considering the results in Column (4), these impacts are not negligible;
a standard deviation increase in excitement decreases announcement returns by 7.2 basis
points per three trading days (−0.4423 ∗ 0.162), an approximately -5.8% annualized loss.
I illustrate this finding graphically in Figure 6. To do so, I split my sample into firms
with below versus above median pre-announcement enthusiasm, and into firms with positive
versus negative earnings surprise. Figure 6 shows substantially different paths of cumulative
abnormal returns for firms enjoying high levels of investor excitement. Specifically, when
comparing firms that exceed expectations (red line versus green line), I find smaller price
adjustments for firms having over the median share of happy posts. In contrast, when looking
at firms that disappoint expectations (yellow line versus blue line), I document larger price
adjustments. Interestingly, firms that exceed expectations but have below the median share
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of happy messages trend similarly to firms that disappoint expectations while having above
the median share of happy messages until the announcement is released.
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Figure 6: Emotion and Announcement Returns.
Notes: Relationship between pre-announcement happiness (i.e., [−10,−2]) and cumulative abnormal
returns. Abnormal returns are winsorized at the 1% and 99% level.
Table 7 shows that this relationship holds even with firm fixed effects (Column (1-6)),
for larger firms (Column (2)), and the impacts are larger when user engagement is higher
(Column 3)). Columns (4-5) repeat the analysis using measures of emotions disaggregated
between messages that convey earnings or trade-related information (fundamental) and mes-
sages that provide other information (chat). I find that emotions extracted from messages
specifically mentioning firm fundamentals and earnings have larger point estimates. Next,
contrasting Column (6) and Column (7), I find that both messages containing original in-
formation and those disseminating existing information drive my results. Since I control for
realized earnings surprise, my findings suggest that the value relevance of emotions provided
by StockTwits for stock returns stems not only from predicting the earnings surprise, but
also from other information relevant to stock valuation not accounted for by unobservable
time-invariant stock characteristics or by time patterns.
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A comparison of the results in Tables 5-7 presents an interesting contrast. Investor
enthusiasm extracted from messages matters both for predicting earnings surprises and the
market reaction to earnings news. In particular, it seems that investors are excited about
firms that exceed expectations (i.e., positive relationship between happy and SUE), but
their enthusiasm may lead to short-term overpricing, and hence, when I compare firms
announcing similar earnings surprises, ones that experienced higher investor enthusiasm
tend to experience lower announcement returns. While the emotion-earnings relationship
only holds without firm fixed effects, both within-firm and inter-firm variation in emotions
are indicative of the market reaction to earnings news.
6 Additional Findings
6.1 Testing the Theoretical Framework
To help corroborate the theoretical work of Shu (2010), I further analyze the link between
investor emotions and excess returns. I first estimate the relationship using contempora-
neous emotions and excess returns during windows [−10,−2] and [−1, 1]. Then to confirm
the negative relationship between investor excitement and expected returns, I examine the
impacts of earnings announcement emotions ([−1, 1]) on post-announcement returns ([2, 4]).
If the theory holds, I expect to see similar impacts between earnings announcement emotions
and post-announcement returns as I saw for pre-announcement emotions and announcement
returns. That is, when comparing companies with similar earnings surprises, ones that
experienced higher enthusiasm should experience lower post-announcement returns.
I now examine the effects of pre-announcement investor emotions on contemporaneous
excess returns by estimating Equation (1) with EXRET−10,−2 being my dependent variable,
while excluding controls for earnings surprise. Table 8 presents the results. As expected, I
find a large positive (negative) association between positive (negative) emotional states and
excess returns. This relationship is smaller for larger firms (Column (2)), larger when user
engagement is higher (Column (3)), and holds for messages of all types (Columns (4-7)).
To provide further support that my emotion measures are capturing investor emotions
accurately, I also estimate Equation (1) with contemporaneous (i.e., same window) emotion
variables. Even after controlling for the content of the report, I find a large positive (negative)
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association between positive (negative) emotional states and announcement returns (Table
9). Given Table 8 and Table 9, my measure of happy must be picking up happiness, because
when excess returns are high people should be happy, which is what my measure shows. I
abstain from analyzing the contemporaneous effects further, since these could be reactive
and not predictive (i.e., I do not know whether emotion leads or lags price movements).
I next relate announcement emotions (window: [−1, 1]) to post-announcement returns
(window: [2, 4]). The results in Table 10 show a negative relationship between happy and
post-announcement returns; effects that are smaller for larger firms (Column (2)), and larger
when user engagement is higher (Column (3)); only messages related to earnings or firm
fundamentals are driving the results (Column (4-5)). Taken together, these results confirm
Shu (2010): negative relationship between investor enthusiasm and expected returns, while
positive association between investor enthusiasm and contemporaneous returns.
6.2 Heterogeneous Effects
6.2.1 Emotions, Expectations and Volatility
Theory on investor sentiment posits that younger, smaller, more volatile, unprofitable, non-
dividend paying, distressed stocks are most sensitive to investor sentiment. Conversely,
“bond-like” stocks are less driven by sentiment (see, Baker and Wurgler (2007)). To exam-
ine whether emotions behave similarly to sentiment, I interact my happy variable with a
dummy variable intended to capture high volatility stocks. In line with this, I find larger
point estimates for more volatile firms (Column (2) of Table 11).
I also explore the effect of emotions for firms exceeding versus disappointing expectations,
and find larger impacts for firms disappointing expectations (Column (3) vs. Column (4) of
Table 11).
6.2.2 User Characteristics
Hong and Page (2004) show that a diverse group of intelligent decision makers reach reliably
better decisions than a less diverse group of individuals with superior skills. I investigate this
by segmenting my messages coming from traders with similar investment horizons (long-term,
short-term), trading approaches (value, technical), trading experiences (amateur, intermedi-
ate, professional), popularity levels (users with followers in the 95th percent versus the rest),
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Table 11: Pre-Announcement Emotions, Announcement Returns and Earnings
(1) (2) (3) (4)
Earnings Surprise
Negative Positive
Dependent Variable: EXRET−1,1
Happy−10,−2 -0.6243∗∗∗ -0.5346∗∗∗ -1.1025∗∗∗ -0.6622∗∗∗
(0.1975) (0.1917) (0.3604) (0.2434)
Sad−10,−2 0.3823 0.2940 0.4018 0.5493
(0.6652) (0.6641) (1.2452) (0.8062)
Disgust−10,−2 2.5680 2.2372 2.6393 2.1848
(1.7652) (1.7677) (3.0227) (2.1069)
Anger−10,−2 0.0334 -0.3450 2.5157 -2.1957
(2.4488) (2.4459) (4.4799) (3.0352)
Fear−10,−2 0.4902 0.4003 0.5965 0.5223
(0.3891) (0.3887) (0.7157) (0.4832)
Surprise−10,−2 1.0479 0.9065 2.3052∗ 0.6077
(0.7149) (0.7127) (1.2193) (0.8413)
Volatility 1.4387∗∗∗
(0.2785)
Volatility × Happy−10,−2 -1.8081∗
(1.0352)
Constant 0.5219 0.3269 -1.2743∗∗ 1.6897∗∗∗
(0.3322) (0.3308) (0.5399) (0.4328)
Firm FE X X X X
Year, Month, Day of Week FE X X X X
Control Variables X X X X
σy,within 8.1392 8.1387 8.1245 7.8016
Observations 80492 80469 27448 51504
adj. R2 0.0854 0.0863 0.0898 0.0519
Notes: Robust standard errors clustered at the industry and quarter level are in parentheses. ∗ p < 0.10, ∗∗
p < 0.05, ∗∗∗ p < 0.01. Continuous variables winsorized at the 1% and 99% level to mitigate the impact of
outliers. I report the within-firm (demeaned) standard deviation of the dependent variable. Indicator variable
for experiencing volatility in the top 10% leading up to the announcement (Volatility).
and account type (institutional vs. human).
I report heterogeneity across user types in Table 12 and document a few interesting
observations. First, in line with the value of diversity hypothesis, I find that the emotions
of homogeneous groups are less informative in predicting announcement returns. Second,
the relationship between happiness and returns are negative in most specifications, and is
statistically significant in over half of them. Last, it is the variation in excitement expressed
by traders, and not by institutions that predicts returns (Columns (10-11)).
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6.3 Sensitivity Analysis
I report the results of the sensitivity analysis in Table 13.
Four-year sample
I compare my point estimate on sentiment in Column (1) with Bartov, Faurel, and Mohanram
(2018) using their empirical specification. One difference between my four year sample and
their is that it starts a year later. Yet, I find similar coefficients (0.0638 versus 0.0599).
Controlling for the sentiment variable only marginally affects the coefficients on emotions,
and does not impact the statistical significance on happy.
Alternative Dependent Variable
My main specification for excess returns is defined in Table 2, but as I show in Columns
(2-3), my results are robust to alternative specifications.
Extending the Window Length
My primary analyses concerns the window just leading up to earnings announcements
([−10,−2]). I now expand the window to [−20,−2]. I find slightly larger coefficients Column
(4), suggesting that investor emotions measured over longer-term horizons are also relevant.
Alternative Classification
Arguably the most important part of my robustness checks, I now explore my Twitter based
model in Column (5). The point estimate on happy is comparable to the one obtained by
the StockTwits based model. This finding provides strong support that it is indeed investor
enthusiasm that helps predicting the market response to earnings reports.
Alternative Weighting
As a validity check, I consider two alternative weighting schemes. First, I investigate aban-
doning the weighting scheme entirely, and hence, messages are weighted equally (Column
(6)), and second, I weight each message by the number of likes it received, 1+log(1+# of
likes to be specific (Column (7)). The results, are largely unaltered under these alternative
specifications. That is, I continue to find that average investor excitement from messages is
associated with lower announcement returns.
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7 Conclusion
In this paper, I study the impact of firm-specific emotions on quarterly earnings announce-
ments. I demonstrate that investor emotions can help predict the company’s quarterly
earnings. I find that both within- and inter-firm variation in investor enthusiasm is linked
with lower announcement returns. In particular, I find that both messages that convey
original information, and those disseminating existing information drive my results. When
considering messages that carry information directly related to earnings, firm fundamentals,
and/or stock trading and those covering other information, I find that the former has a larger
impact on announcement returns.
The link between emotions and market behavior has interesting policy implications. It
demonstrates that there is a concrete foundation for the idea that central banks, govern-
ments, firms, and the media should consider the effects of announcements and data release
on the emotional state of market participants and how this might, in turn, affect market
prices. Such impacts would arise alongside the influence of new information on economic
fundamentals that might affect asset prices accordingly. While the effects of information on
fundamentals can be identified with well-established techniques in finance and economics,
studying the emotional component requires new tools. In my view, the methods described
herein constitute a step forward in this direction.
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Appendix
A A Simple Model of Investor Emotion
The theoretical framework of this paper is motivated by Epstein and Schneider (2008). I
include this simple model to illustrate how emotion can affect asset prices. There are three
dates, labeled 0, 1, and 2. I focus on news about one particular asset (asset A). There are 1
n
shares of this asset outstanding, where each share is a claim to a dividend:
d = m+ a + i (2)
where m denotes the mean dividend, a isan aggregate shock, and i is an idiosyncratic shock
that affects only asset A.
Assumption 1. Shocks are mutually independent and normally distributed with mean zero.
i ∼ N (0, σ2i )
a ∼ N (0, σ2a)
I summarize the payoff on all other assets by a dividend:
d˜ = m˜+ a + ˜i (3)
There are n−1
n
shares of other assets outstanding and each pays d˜. The market portfolio
is then a claim to 1
n
d + n−1
n
d˜.When n = 1, asset A is the market. Aside from this special
case, asset A can be interpreted as a stock in a single company (for n large). In this scenario,
d˜ can be interpreted as the sum of stock payoffs for other companies. For what follows, I
assume a symmetric case of n stocks that each promise a dividend of the form Equation (2),
with the aggregate shock being identical, while the idiosyncratic shocks being independent
across companies. I use this symmetric case for simplicity and tractability, however, the
precise nature of d˜ is irrelevant for most of my results.
Dividends are revealed at date 2. At date 1, the representative agent receives two noisy
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signals (s1, s2), informing her about the aggregate and the idiosyncratic shock. This captures
the idea that the investor is able to access news updates (sector and company specific).
s1 = 
i + 1 (4)
s2 = 
a + 2 (5)
Assumption 2. Signals are imprecise; 1 and 2 are mutually independent and normally
distributed with mean zero.
1 ∼ N (0, σ21)
2 ∼ N (0, σ22)
The investor tries to infer i + a from the two signals (s1, s2). The set of one-step-ahead
beliefs about s1 and s2 at date 0 consists of normals with mean zero and variance σ
2
i + σ
2
1
and σ2a + σ
2
2 respectively. The set of posteriors about 
i + a is calculated using standard
rules for updating normal random variables. For fixed σi(i=1,2) , let γi denote the regression
coefficient13:
γ1(σ1) =
cov(s1, 
i)
var(s1)
=
σ2i
σ2i + σ
2
1
(6)
γ2(σ2) =
cov(s2, 
a)
var(s2)
=
σ2a
σ2a + σ
2
2
(7)
For fixed σi, the coefficient γi(σi) determines the fraction of prior variance in 
a and in
i that is resolved by the signal. Given (s1, s2), the posterior density 
a + i is also normal.
In particular
i + a ∼ N (γ1s1 + γ2s2, (1− γ1)σ2i + (1− γ2)σ2a)
Assumption 3. There is a representative agent who does not discount the future and cares
only about consumption at date 2. Her utility function is represented by:
u(c) = −e−ρc (8)
13It is common to measure the information content of a signal relative to the volatility of the parameter
(Epstein and Schneider (2008)).
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A.1 Bayesian Benchmark
The price of asset A equals the expected present value minus a risk premium that depends
on risk aversion and covariance with the market. It is straightforward then to calculate the
price of asset A at dates 0 and 1:
qBayesian0 = m− ρcov
(
d,
1
n
d+
n− 1
n
d˜
)
= m− ρ
( 1
n
σ2i + σ
2
a
)
(9)
qBayesian1 = m+ γ1s1 + γ2s2 − ρ
[ 1
n
(1− γ1)σ2i + (1− γ2)σ2a
]
(10)
At date 0, the expected present value is simply the prior mean dividend m. At date 1,
it is the posterior mean dividend m + γ1s1 + γ2s2, as it now depends on the value of the
signals (given that the signal is informative: γi > 0). The risk premium depends only on
time (and is independent of s1 and s2): it is smaller at date 1, since the signal resolves some
uncertainty. At either date, it is composed of two parts, one is driven by the variance of
the aggregate shock (a), and the other one equals the variance of the idiosyncratic shock
(i) multiplied by the market share of the asset: 1
n
. As n becomes large, idiosyncratic risk is
diversified away and does not matter for prices.
A.2 Investor Emotion
In absence of signals, the investor is guided by her emotions at date 0. As it has been shown
in the literature, the investor overprices the asset when in a good mood (Breaban and Nous-
sair (2018)).
I use η to represent the investors emotional state at date 0, such that η ∈ (−1, 1).
For simplicity, I assume that her emotional state only affects the valuation of asset A. In
particular, the investor overweights the mean dividend when pricing asset A by 1 + η.14. In
this environment, the price of asset A in period 0:
qEM0 = m(1 + η)− ρcov
(
d,
1
n
d+
n− 1
n
d˜
)
= m(1 + η)− ρ
( 1
n
σ2i + σ
2
a
)
(11)
As there is information to process at date 1, the investor loses her emotional attachment
14This can be easily extended. Say ηa is the emotion parameter for asset A, while ηm is the emotion
parameter for all other assets in the market.
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and relies on the signals. The date 0 price, however exhibits a premium (discount) due to
emotion, when the investor is in a good (bad) mood. This premium (discount) is directly
related to the extent of emotion. Since the emotion parameter enters the asset price linearly,
for η = 0, I obtain the same price as in the Bayesian Benchmark.
A.3 Comparative Statics
I are interested in the price adjustment dynamics from period 0 to period 1:
∆qBayesian −∆qEM = −ηm (12)
Thus, compared with the Bayesian benchmark, which also corresponds to neutral val-
uation, the price of asset A responds more to the signals when investors draw a negative
emotion shock with respect to asset A. This is a testable implication of the model, which
I investigate in Section 5.2 empirically. In particular, I examine asset price movements
surrounding quarterly earnings announcements (this stands for the idiosyncratic shock).
B Text Processing
I first remove images, hyperlinks, and tags from the text. I discard tweeted at (e.g., @dva-
mossy), cashtags (e.g., $FORD), and the retweet indicator (i.e., “RT”) where applicable. I
set text to lower case, translate emojis and emoticons (e.g., “:)” substituted with “happy-
face”), fix contractions (e.g., “i’ve” changed to “i have”), and correct common misspellings15.
I replace numberspreceded by a $ sign with “isdollarvalue”, other numbers with “isnumber-
value”, and the % sign with “ispercentage”. This feature is important for distinguishing
between general chat versus stock trading related messages. I then remove any non-word
tokens, such as punctuation marks. I include the 60,000 most frequent words in the model
dictionary, changing all other tokens to “NONE”. The messages are then tokenized (i.e.,
words are changed to numbers) and split into sentences using keras.
15I provide a description of my misspell correction in the Online Appendix.
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C Measuring Emotions with Deep Learning
My deep learning model operates by sequentially learning a latent representation. These
reflect features such asword order, word usage, and local context. Minimization of prediction
error16 drives feature extraction. I use a Bidirectional-GRU model, which can be defined as
the composition of several functions (layers):
f(Xj,T ;w) = S ◦D ◦O ◦ BiGRU ◦ Emb(Xj,T ) (13)
where Xj,t is the jth message of length T, Emb is the embedding, BiGRU is the Bidirec-
tional Gated Recurrent Unit, O is a linear layer, D is a two-layered NN with ReLu activation,
and S is the final softmax layer, which ensures that the output is between 0 and 1. I next
define each component of the model.
C.1 Message
I define a message as a vector X = [x1 . . . xT ], where xk is the index of the kth word in the
model dictionary, and T is the maximum document length (30 in my case). For documents
shorter than the maximum document length, I fill the extra space with special padding
words.
C.2 Embedding
Embedding (Emb) assigns vectors to individual words. I obtain the starting value for my
word embeddings from Pennington, Socher, and Manning (2014), leveraging 2 billion tweets,
27 billion tokens, and a vocabulary of 1.2 million words. These embedding vectors are then
updated during estimation via backpropagation. I denote the embedding of the word xi as
e(xi) = ei ∈ Rd(E), where d(E) is the embedding size (200 in my case). Thus, the document
can be represented as:
16I use a categorical-cross entropy loss function.
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Emb(Xj,T ) =

e1
e2
...
eT
 =

e1,1 e1,2 . . . e1,d(E)
e2,1 e2,2 . . . e1,d(E)
...
...
...
...
eT,1 eT,2 . . . eT,d(E)
 (14)
Words frequently used interchangeably are prone to cluster in the embedding space.17
C.3 Gated Recurrent Unit (GRU)
Introduced by Chung et al. (2014), the Gated Recurrent Unit (GRU) is a slight variation
on the LSTM (see Hochreiter and Schmidhuber (1997)). It addresses the high memory
requirements imposed by the LSTM by combining the forget and input gates into a single
“update gate”, and by merging the cell state with the hidden state. The resulting model
requires less computation, and has enjoyed growing popularity. I illustrate the GRU cell in
Figure C.1.
xt­1
 ht­1 ht+1
ot­1 ot ot+1
xt+1
... ...
ht­1 
GRU unit
1­
ht
ht
tanh
xt
σ σ
Rt Zt
Figure C.1: The architecture of the GRU unit
The update gate decides which parts of the previous hidden state are updated (or dis-
carded). By selecting valuable parts from the previous hidden state, the reset gate determines
which parts are used to compute new content. This is then used along with current input
to compute the hidden state update. Notice that the update gate controls both what is
kept from the previous hidden state, and what is taken from the hidden state update. The
17This property allows me to capture word similarities without imposing any additional structure.
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sigmoid function ensures that the output is between zero and one. To illustrate this as a
sequence of operations, consider time-step t (t-th word) and input Xt ∈ Rn×d (n is sample
size, d denotes input). The computations (forward-propagation) for the GRU unit can be
summarized as:
Zt = σg(WxzXt + WhzHt−1 + bz) (15)
Rt = σg(WxrXt + WhrHt−1 + br) (16)
Ht = Zt Ht−1 + (1− Zt) σh(WxhXt + Whh(Rt Ht−1) + bh) (17)
where  denotes elementwise multiplication, Xt denotes the input, Ht ∈ Rn×h the out-
put, Zt ∈ Rn×h the update gate, Rt ∈ Rn×h the reset gate, and h the number of hidden
states. Here, Wxr, Wxz ∈ Rd×h and Whr, Whz ∈ Rh×h are weight matrices, while br,
bz ∈ R1×h are bias parameters. Typically σg is a sigmoid function to transform input values
to the interval (0,1), while σh is tanh.
C.4 Bidirectional GRU
Bidirectional RNNs were developed by Schuster and Paliwal (1997). The key feature of the
bidirectional architecture is that dependencies and training can go forwards and backwards
in time.18 Before I move forward, let me denote my previous operations defined in Equations
(15)-(17) as Zt =
−→
Zt, Rt =
−→
Rt, Ht =
−→
Ht. The key addition of the bidirectional architecture
is that for a given timestep t, I also compute hidden state updates as follows:
←−
Zt = σg(W
f
xzXt + W
f
hz
←−−−
Ht+1 + b
f
z) (18)
←−
Rt = σgW
f
xrXt + W
f
hr
←−−−
Ht+1 + b
f
r) (19)
←−
Ht =
←−
Zt ←−−−Ht+1 + (1−←−Zt) σh(WfxhXt + Wfhh(
←−
Rt 
←−−−
Ht+1) + b
f
h) (20)
I then concatenate the forward and backward hidden states
←−
Ht and
−→
Ht to obtain the
hidden state Ht ∈ Rn×2h.
18For instance, if I were to ingest “oil and gas” with a forward architecture, “oil” would receive signal
from “gas” during backpropagation but not the reverse. The bidirectional architecture allows for both
relationships. For an in-depth discussion of different bidirectional architectures see Graves and Schmidhuber
(2005).
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C.5 Linear Layer, Neural Network and Softmax Activation
My next step is to apply another set of weights and bias terms and pass it to two-layered
Neural Network:
Ot = HtWh,q + bq (21)
D = σd(OtWo + bo) (22)
D′ = σd(DWd + bd) (23)
the output of the GRU is Ot ∈ Rn×q, the output of the first dense layer is D ∈ Rn×q′ ,
while the output of the second dense layer is D′ ∈ Rn×q′′where q, q’, q” denote the number
of hidden units for each of the layers, and σd is the RELU activation function in my case,
defined as:
RELU(x) =
 x if x ≥ 00 otherwise (24)
This is then passed to another hidden layer, followed by a softmax layer to obtain the
final output:
yˆ = softmax(D′Wy + by) (25)
where yˆ denotes the final output with yˆ ∈ Rn×y, and y denotes the number of outputs,
7 in my case for the emotion classification, and 3 for the chat type classification.
C.6 Training Data Sources
Since performing textual analysis using any word classification scheme is inherently im-
precise (see, e.g., Loughran and McDonald (2011)), I train two different models based
on different data sources. My first, and preferred model is similar to Li, Zhou, and Liu
(2016). It relies on building the training data from dictionaries. In particular, I define dic-
tionaries for each emotional states. My dictionaries include both emojis and emoticons,
and consists of 2,250 words. To map emojis and emoticons to emotions I use https:
//unicode.org/Public/emoji/13.0/emoji-test.txt. I translate emoticons into cate-
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gories such as “happyface”, while I retain emojis in their original format, such as “face-
withopenmouth”. I do this to keep the diversity of my emotional labels, which has been
shown to improve predictive power (e.g, Felbo et al. (2017)). It is important to note that
the Naive Bayes based sentiment methodology assigns a score of 0.5 (i.e., neutral) for each
of the emoticons and emojis included in my dictionaries, both in its original format (i.e., :))
and its changed format (i.e., “happyface”). I then prepare a training data with messages
containing such words, and augment this with messages not containing any of these words
while having zero sentiment as neutral ones.19 I then use these dictionaries and Ratner et al.
(2020) to generate my training data. The second classification scheme builds a model from
pre-compiled emotion datasets based on Twitter messages. I construct this training data
from https://github.com/sarnthil/unify-emotion-datasets/tree/master/datasets.
I compare the performance of these two models in Appendix D, and discuss further limita-
tions of using the Twitter based model in the Online Appendix.
For my information-based classification, my “fundamental” data comes from StockTwits
data with messages containing earnings or fundamental information, while my “chat” data
comes from my Twitter training data, excluding messages containing such information. This
allows me to isolate general chat-like messages from those containing financial information.
I rely on these models instead of using a dictionary-based method since it gives me a prob-
abilistic assessment whether a message belongs to a certain class. Additionally, trained
word-embeddings learn words often co-occurring with entries from my dictionaries, so that
words not included in the dictionary but containing financial information could be picked
up by my model.
C.7 Implementation
I include 30 words for each message and train roughly 47 million messages for my emotion
classification20. I use a batch-size of 4,096, a learning rate of 0.01 (0.001 for Twitter), an
early-stopping parameter of 1 (20 for Twitter), an embedding dropout of 0.25, 256 hidden
units for my GRU, and 256-128 hidden units respectively for my dense layers.
19I further require positive (negative) emotions to have positive (negative) sentiment, classified by https:
//textblob.readthedocs.io/en/dev/. I do not impose this for surprise. This reduced the coverage of my
labeling model, but increased the accuracy.
20Training data messages by class: 19M neutral, 13.9M happy, 5M fear, 4.2M surprise, 2.6M sad, 1.5M
disgust, 1.2M anger.
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My deep learning models are made up of millions of free parameters. Since the estimation
procedure relies on computing gradients via backpropagation, which tends to be time and
memory intensive, using conventional computing resources (e.g., desktop) would be impracti-
cal (if not infeasible). Acknowledging the impact of GPUs in deep learning (see Schmidhuber
(2015)), I train my models on a GPU cluster GPU cluster (1-2 NVIDIA GeForceGTX1080
GPUs proved to be sufficient). I conduct my analysis using Python 3.6.3 (Python Software
Foundation), building on the packages numpy (Walt, Colbert, and Varoquaux (2011)), pan-
das (McKinney et al. (2010)) and matplotlib (Hunter (2007)). I develop my bidirectional gru
model with keras (Chollet et al. (2015)) running on top of Google TensorFlow, a powerful
library for large-scale machine learning on heterogenous systems (Abadi et al. (2016)).
D Model Comparison & Output
I contrast my model trained on Twitter with the one trained on StockTwits data. Each
methodology presents strengths and weaknesses. Given that the training data for the first
model was built using dictionaries, it may miss words that my emotional in nature but were
not included in the dictionary. To alleviate this concern, I report the accuracy and coverage
of my dictionary based training data preparation on a sample of 5,000 hand-tagged messages
from StockTwits in Table D.1.
Table D.1: Generating Training Data: Dictonary Based Labeling Accuracy
Class Correct Incorrect Empirical
Accuracy
Neutral 1251 36 97.2%
Happy 837 110 88.4%
Sad 163 51 76.2%
Anger 84 12 87.5%
Disgust 99 36 73.3%
Surprise 310 44 87.6%
Fear 330 73 81.9%
Labeling accuracy evaluated on the hand-tagged 5,000 messages. Note: my labeling model
would cover 68.7% of these messages, so it would not classify 1,564 messages (i.e., would not
label the message with any of our classes).
This shows that approximately 2/3 of my messages can be tagged with this approach
with an accuracy of 89.5%, suggesting that this issue might not be severe. The second model,
however, was developed using Twitter messages, and it is unclear whether this model would
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be directly applicable to messages about stocks and companies (we provide mixed evidence
in the Online Appendix). In addition, a large number of words are not accounted for using
this technique: while in terms of word frequencies my Twitter words cover 96.2% of my
StockTwits words, they only cover 5.02% of the vocabulary. Thus, trained on this data, my
model discards potentially important words for classification.
D.1 Classifier Performance
To directly compare these two models, I test the accuracy of both classifiers on a sample
of 5,000 hand-tagged messages from StockTwits. I report the results in Table D.2. This
shows that the StockTwits trained model performs significantly better in terms of accuracy
(roughly 31% better), but lower in terms of loss. The worse performance in terms of loss is
due to the StockTwits based model’s tendency to classify non-neutral messages as neutral
with almost certainty.
Table D.2: Five Fold Cross Validation with Hand-Tagged Test Sample
StockTwits Twitter
In-Sample Test Sample In-Sample Test Sample
Fold Loss Accuracy Loss Accuracy Loss Accuracy Loss Accuracy
#1 0.0218 99.13% 1.9602 80.38% 0.8669 69.60% 1.6034 47.96%
#2 0.0216 99.14% 1.9071 79.86% 0.8679 69.97% 1.6562 45.88%
#3 0.0216 99.11% 2.0113 79.82% 0.8569 70.49% 1.5904 47.68%
#4 0.0212 99.16% 2.1130 78.14% 0.8517 70.51% 1.5862 47.74%
#5 0.0216 99.14% 1.9954 80.94% 0.8518 70.31% 1.6575 46.74%
Test sample refers to the hand-tagged 5,000 messages; these messages are never fed into the model
during training. Model that gets selected based on in-sample loss in bold.
I confirm this with first plotting the classification errors for each emotions in the data for
each of my models. Panel (a) of Figure D.1 plots it for my StockTwits based model, while
Panel (b) does so for the Twitter based model. The diagonal entries represent the precision
of the classifier. For instance, the 83.6% in the upper right corner of Panel (a) implies
that my StockTwits classifier accurately classified 83.6% of all neutral messages as neutral,
while the 12.3% in the second row first column represents that my classifier mistakenly
tagged 12.3% happy messages as neutral. As we can see, majority of my mistakes with the
StockTwits based model is classifying non-neutral messages as neutral. Since I take neutral
as my benchmark group, these types of mistakes likely bias my coefficients towards zero,
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but retain the true ordinal ranking. Particularly important for my results is the lack of
misclassification between positive and negative valence emotions. This is not the case for my
Twitter based model. Though the most mistakes are towards neutral, there is a large degree
of misclassification from sad, angry, and disgust to both happy, and fear, I mainly use this
model for a robustness check, and use my StockTwits model for most of my analyses.
I also plot the distributions of each emotions in the data in Figure D.2. Combining
Figure D.2 and Figure D.1: the mistakes the StockTwits based model makes is to classify
non-neutral messages as neutral with almost certainty.21
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Figure D.1: Confusion Matrices for Emotion Classification Models.
Notes: (a) StockTwits based model, (b) Twitter based model. Results reported are based on performance
on the hand-tagged sample for the best performing model on the validation set during five-fold CV.
21I find few errors in my chat type classification, but it was not evaluated on a hand-tagged sample, and
hence the results are not surprising.
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Figure D.2: Kernel Density Distributions of Emotional States.
Notes: Panel (a) plots the Kernel Density Distribution for the StockTwits model, while Panel (b) displays
it for the Twitter model.
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D.2 Examples of Messages & Outputs
I provide examples of my model’s predictions in Table D.3.
Table D.3: Examples of Model Outputs
Text Emotion Emotion
(%)
Type
angryfacesymbolshead angryfacesymbolshead angryfacesymbol-
shead angryfacesymbolshead
anger 100.0% chat
i hate google chrome so buggy even with windows isnumbervalue anger 100.0% chat
fu shorts f*** right the f*** off anger 100.0% finance
d*mn it i do not have funds in yob it how long does it usually take anger 100.0% finance
this guy is f*g made accounts to shill his own account lm*ao disgust 99.7% chat
those shorter are silent now say something losers disgust 100.0% chat
new high the master mind price gouging and manipulator martin
ceo will push up
disgust 68.7% finance
now we know which a**holes are shorting crooks isnumbervalue disgust 97.4% finance
dump it fear 100.0% chat
big boys dumping ah fear 100.0% chat
these fools bashing instead of loading all they can while still under
dont want to make a lot of lol isnumbervalue
fear 90.4% chat
er is nov what s the problem isnumbervalue fear 100.0% finance
what would you do price may drop as it breaks higher dillinger
band view odds of downtrend
fear 99.4% finance
a gift happy 100.0% chat
love the fear they try to spread it s literally a discord channel for
them they try unbelievably hard i ll give them that isnumbervalue
happy 98.0% chat
trend reversed in complete bull momentum and will continue to
rally hard going up thumbsup
happy 100.0% finance
way way undervalued here rocket moneywithwings rocket money-
withwings rocket moneywithwings rocket moneywithwings
happy 100.0% finance
same patterns neutral 100.0% chat
brussels is the center of european union neutral 100.0% chat
bank of marin bangor ceo russell colombo sells in isdollarvalue is-
numbervalue
neutral 100.0% finance
just filed a earnings release and a financial exhibit neutral 100.0% finance
ding dong the witch is dead for now sad 100.0% chat
tough to watch having doubts will even hold might have to not
watch and check back in a few months brutal isnumbervalue
sad 100.0% chat
this stock is brutal sad 100.0% finance
stop bleeding they are reducing staff and working on getting a
billion dollars tax credit isnumbervalue
sad 100.0% finance
this makes no sense lmao surprise 100.0% chat
this thing might even push holy crap isdollarvalue surprise 100.0% chat
i seriously doubt that if you are still holding or god forbid buying
at these levels right before an earnings miss
surprise 100.0% finance
gifted some shares at the opening bell lol isdollarvalue surprise 86.3% finance
54
E Model Explanations
I next uncover associations between the explanatory variables (words) and my model’s pre-
dictions. I implement SHapley Additive exPlanations (SHAP), a unified framework for
interpreting predictions, to explain the output of my GRU model22. SHAP leverages a game
theoretical concept to give each feature (word) a local importance value for a given predic-
tion. Shapley values are local by design, yet they can be combined into global explanations
by averaging the absolute Shapley values word-wise. Then, I can compare words based on
their absolute average Shapley values, with higher values implying higher word importance.
To do the SHAP analysis, I a draw a random sample of 100,000 StockTwits messages.
Table E.1 reports average absolute SHAP for my StockTwits model, while Figure E.1 plots
the distribution of the ten most important words for each emotions. For instance, the first
entry in Panel (b) of Figure E.1 is “insane”, and this word is strongly associated with an
increased model output for the surprise class. As another example, the ninth entry of Panel
(d) is “problem”, which has a dispersed distribution, illustrating that in certain cases the
word “problem” nudges the model’s prediction towards fear by relatively insignificantly23. A
quick inspection of Figure E.1 and Table E.1 confirm that my StockTwits model relates words
to emotions correctly. When looking at the SHAP values of the Twitter model, however,
we can see some of the roots of my misclassifications. For instance, “marketing” is a strong
predictor for the happy class, while “natural” is a strong predictor for surprise.
The interpretability results for my “chat type” model are as expected (see Figure E.3
and Table E.3). For instance, words such as transaction, bankruptcy are associated with a
lower (higher) predicted probability for my “chat” (“fundamental”) class.
22For a detailed description of the approach see Lundberg and Lee (2017).
23These are typically sentences where “problem” is surrounded by other words that are associated with
fear.
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Figure E.1: Selected Distribution of Word Importances for StockTwits Emotion Model.
Notes: SHAP values evaluated on a random sample of 100,000 StockTwits messages. (a) happy, (b)
surprise, (c) sad, (d) fear, (e) anger, (f) disgust. Not shown here: neutral.
56
1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
SHAP value (impact on model output)
sounds
rebound
marketing
mining
david
cloud
science
mess
picking
natural
(a)
1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
SHAP value (impact on model output)
fighting
surprise
signals
weird
beyond
q
expecting
st
natural
revenue
(b)
1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
SHAP value (impact on model output)
dead
hi
su**
natural
favor
revenue
eth
lies
jury
picking
(c)
1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
SHAP value (impact on model output)
mining
cat
cheers
seriously
eth
favor
redheart
natural
revenue
picking
(d)
1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
SHAP value (impact on model output)
f***
private
mad
slap
idiots
waste
shake
surprise
natural
snap
(e)
1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
SHAP value (impact on model output)
signal
hate
f***
mistake
b*tch
scared
stuck
pileofpoo
unusual
natural
(f)
Figure E.2: Distribution of Word Importances for Twitter Emotion Model.
Notes: SHAP values evaluated on a random sample of 100,000 StockTwits messages. (a) happy, (b)
surprise, (c) sad, (d) fear, (e) anger, (f) disgust. Not shown here: neutral.
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Figure E.3: Distribution of Word Importances & Confusion Matrix for Information Content Model.
Notes: Confusion Matrix results reported on the test set are based on the best performing model on the
validation set. SHAP values plotted for the “fundamental” class. Given that the ranking is based on
absolute average SHAP values, the “chat” class values are the negative of the “fundamental” class values.
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Table E.3: Shap Values: Chat Type
Most Important Words
transaction 0.366
break 0.340
bears 0.328
shorts 0.325
missed 0.319
performance 0.318
played 0.317
bear 0.313
broke 0.312
board 0.311
downgraded 0.310
climb 0.308
longs 0.308
bulls 0.304
news 0.304
bought 0.300
bull 0.298
reversal 0.297
buying 0.295
halt 0.294
oversold 0.291
move 0.291
pumpers 0.291
stop 0.290
close 0.289
economy 0.287
highs 0.286
charts 0.286
rally 0.285
miss 0.285
profits 0.284
sells 0.284
support 0.284
spike 0.283
breaks 0.283
long 0.282
ceo 0.282
stops 0.282
moving 0.281
bankruptcy 0.281
bullish 0.281
sold 0.280
upgraded 0.279
production 0.278
premarket 0.277
fed 0.277
watchlist 0.277
plays 0.276
vix 0.276
bearish 0.275
Average absolute SHAP values evaluated on a random sample of 100,000 StockTwits messages. Words
reported, followed by their corresponding average absolute SHAP values, are the 50 most important
words that appear at least 50 times in the SHAP sample.
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F Computing Excess Returns: Windows
Figure F.1 illustrates the event and estimation windows for the event study calculations.
(a)
(b)
Figure F.1: Excess Return Calculation Windows
Notes: Panel (a) reports estimation windows for my preferred specification, while Panel (b) presents the
alternative estimation window for robustness checks.
G StockTwits Activity & Sample Distributions
Table G.1 presents the descriptive statistics on StockTwits activity for my sample. In par-
ticular, it reports the frequency distributions by calendar quarter. We can see a dramatic
rise in StockTwits activity over my sample period: starting from 8,961 messages in 2010Q1
to 186,742 messages in 2019Q4. This pattern demonstrates the increased popularity of social
media during the decade of 2010. Similarly, my coverage also expands to more firms, from
587 in 2010Q1 to 2,663 in the 2019Q4.
I also compare the sample distributions of messages and firm-quarters by the Fama-French
48-industry groupings with the CRSP universe during my sample period. The results are
reported in Table G.2. My sample spans all 48 industries, and my firm-quarter distribution
is fairly similar CRSP’s. Therefore, I find little evidence of industry clustering in my sample.
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Table G.1: Distribution of Twits by Calendar Quarter
(1) (2)
Firm-Quarter Observations Twits
2010Q1 518 8780
2010Q2 717 12717
2010Q3 630 12390
2010Q4 850 14126
2011Q1 1231 20488
2011Q2 1297 22567
2011Q3 1332 23730
2011Q4 1354 27495
2012Q1 1495 35889
2012Q2 1220 47628
2012Q3 1257 50147
2012Q4 1206 58129
2013Q1 1739 85368
2013Q2 1610 58828
2013Q3 1813 52671
2013Q4 1803 85817
2014Q1 2229 105835
2014Q2 2075 64998
2014Q3 2307 88872
2014Q4 2523 81936
2015Q1 2592 104294
2015Q2 2626 111147
2015Q3 2437 116640
2015Q4 2380 129342
2016Q1 2627 113920
2016Q2 2653 125894
2016Q3 2611 137382
2016Q4 2493 167053
2017Q1 2835 198029
2017Q2 2736 197646
2017Q3 2791 202406
2017Q4 2608 203824
2018Q1 2606 222239
2018Q2 2879 270343
2018Q3 2587 207093
2018Q4 2394 216816
2019Q1 2705 208230
2019Q2 2777 210109
2019Q3 2711 179989
2019Q4 2632 186654
Total 81886 4467461
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Table G.2: Distribution of Twits Based on Fama-French 48-Industry Classification
(1) (2) (3)
Fama-French industry code (48 industries) CRSP (%) Twits (%) Firm-Quarters (%)
Agriculture 0.26 0.03 0.14
Food Products 1.12 0.46 1.21
Candy & Soda 0.35 0.17 0.34
Beer & Liquor 0.28 0.09 0.27
Tobacco Products 0.13 0.10 0.16
Recreation 0.48 0.13 0.41
Entertainment 0.89 2.14 0.97
Printing and Publishing 0.62 0.10 0.44
Consumer Goods 0.97 0.35 0.98
Apparel 0.70 0.60 0.81
Healthcare 1.28 0.63 1.25
Medical Equipment 2.43 1.08 2.23
Pharmaceutical Products 4.75 10.87 4.89
Chemicals 1.70 0.67 1.95
Rubber and Plastic Products 0.34 0.08 0.36
Textiles 0.22 0.01 0.13
Construction Materials 0.97 0.15 0.91
Construction 1.04 0.25 1.21
Steel Works Etc 0.97 0.77 1.02
Fabricated Products 0.22 0.07 0.16
Machinery 2.23 1.13 2.35
Electrical Equipment 1.23 1.79 1.04
Automobiles and Trucks 1.23 0.61 1.40
Aircraft 0.40 0.48 0.54
Shipbuilding, Railroad Equipment 0.16 0.04 0.17
Defense 0.18 0.14 0.19
Precious Metals 0.36 0.25 0.45
Non-Metallic and Industrial Metal Mining 0.50 0.87 0.63
Coal 0.29 0.20 0.35
Petroleum and Natural Gas 4.18 3.62 5.21
Utilities 3.00 1.04 3.12
Communication 2.73 1.60 2.23
Personal Services 1.07 0.36 0.97
Business Services 10.41 14.22 10.86
Computers 2.16 8.68 2.22
Electronic Equipment 5.02 10.49 5.10
Measuring and Control Equipment 1.42 0.71 1.41
Business Supplies 0.74 0.09 0.65
Shipping Containers 0.18 0.04 0.24
Transportation 3.14 1.37 3.45
Wholesale 2.64 0.95 2.64
Retail 3.82 4.22 4.71
Restaraunts, Hotels, Motels 1.57 1.34 1.81
Banking 8.61 1.86 5.85
Insurance 2.98 0.70 2.89
Real Estate 0.75 0.19 0.46
Trading 7.65 1.98 6.73
Almost Nothing 11.62 22.32 12.53
Observations 11471550 4467461 81886
CRSP sample corresponds to 2010-2019 NASDAQ/NYSE subsample.
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