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Abstract. Functional languages are based on the notion of application: programs may be applied 
to data or programs. By application one may define algebraic functions; and a programming 
language is functionally complete when any algebraic function .f( xl , . . . , x,,) is representable (i.e. 
there is a constant a such that f( x, , _ i xi ) = (a - x, - . . . - x,, j. Combinatory logic is the simplest 
type-free language which is functionally complete. II-. a sound category-theoretic framework the 
r--r*,.-. ” _*... h#. ,..WW...:~~,~rl ,.C *1)- l*nL.-tr”#+ ~;;.-a,1 ,..,h,,” f-r... E . ..I.%.-.- C”,J.xl L,,.G”s..- S.L_ 
L”IIJ,caIII u Iclay “\. L”1131UL,b” ua U‘I UVJLIULI u”“bI-‘I”1II”L, I”, Jr W‘1b11 UGucr-iiiiiiiuLl rrrp Q,L 
generalized tc, “principal morphisms”, in suitable categories. By this, models of combinatory logic 
are categorically characterized and their relation is given to lambda-calculus models within 
Cartesian closed categories. Finally, the partial recursive functionals in any finite higher type are 
shown to yield models of combinatory logic. 
The Theory of Combinators or Combinatory Logic (CL) can be viewed as a 
prototype functional language (see [4]) or as a formal theory of functions. Category 
theory provide, a fruitful way for looking at the foundat:ons of mathematics and, 
nowadays, of computer science, since any “theory of ~r~arns” is surely better r--6 
understood in terms of a “theory of functions”, such as category theory, than by a 
“theory of sets”. Objects in a category may be understood as the data types and 
morphisms as functions, or more genera!ly, as transformations on types of data. 
Connections between h-calculus and Cartesian closed categDriz (CCCs, see 
Section 3) have been widely explored by Lambek [27], Scott [47], Polgne [43] ar‘d 
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ST2J-0374-C’ (EDB). A preliminary version of this paper appeared in Lecture Notes in Computer Science 
176 (Springer, Berlin). 
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many others (see [28,3] for surveys and references; [ 1, 19, 11,373 for further -work). 
In particular, any CCC is a model of the typed A-calculus. 
In some CCCs objects may be related in several “interesting” ways. The models 
of untyped A-calculus as “reflexive” objects are described in [47,9,41,36] (see [6] 
or Section 3.9). Our main result characterizes those types, in a CCC, which are 
models of type-free combinatory logic (Theorem 3.5). 
Besides the results on CCCs and A-calculus in the references above, there is at 
least one more reason for looking at CCCs when studying models of computations. 
If C is a CCC, then there exists an isomorphism 
A:C(Xx y,Z)~C(X,ZY), (1) 
where X, Y, 2 are objects in C and the exponent 2’ represents C( Y, Z), the 
morphisms from Y to 2 (see Section 3 for details). By (l), for fc C( X x Y, Z), the 
function 
Nf):x+AY*f(x,Y) (2) 
is in C(X, Z “), i.e. it is a morphism in the category or, also, “it exists” in the 
intended universe. A partly informal connection to a simple fact in computability 
theory may help to understand our motivations and basic notions. 
Let R be the recursive funcliuns and PR = (Cpi}iez the partial recursive functions, 
where cp : o + PR is a given Godel-numbering. Take any bijective and efiective 
pairing (, ) : w x o + w and define, as usual, 
f : 0’ + o is partial recursive iff, for f ‘((x, y)) = f (x, y j, one has f’ E PR. 
Note that a function f: o2 + CO, which is recursive in each argument, does not 
need to be recursive in the sense above: take, say, g total nonrecursive and set 
f(x, Y) = g(minb, YH- 
Fact. f: 02+ w is partial recursive i# 3s E R, Vx, y, q,,,,(y) = f(x, y). 
Proof. By the s-m-n or iteration theorem. q 
In other words, similarly as in (2), ifj’: U’ + w is partial recursive, then the function 
x t- AY l f(x, 4’) (=%,x)) (2’) 
has to be recursive, i.e. the index of Aye f (x, y) depends “uniformly effectively” on 
x or, also, s exists as a recursive function. I A familiar CCCs for denotational 
semantics, say, where morphisms are continuous functions (see [46,48,42]), (1) 
requires that a function is continuous if and only if it is so in each argument in the 
“‘uniform” sense of (2). 
Note also that the Fact above gives a characterization of acceptable G6del- 
numberings of PR, as 51. Consider first a function g J cr) + and set 
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/l-‘(g)(x, ~1) = g(x)(y). Observe that, by the Fact, A-‘(g) partial recursive if and 
only if 3s E R, g = <p 0 s. 
Corollary. f+h : w + PR is an acceptable G6deLnumbering if A-‘( $) is partial recursive 
and Vg : cr) + PR one has 
K’(g) is partial recursive e 3s E R, g = + 0 s. 
By this, there is a natural category-theoretic generalization of the notion of 
(acceptable) Godel-numbering. 
Definition 1.1. Let X, Y be objects in a category C. A morphism f~ C(X, Y) is 
principal if Vg E C/X, Y), 3 h E C( X, X), g = f 0 h. 
As a matter of fact, consider the category EN of numbered sets whose objects 
are pairs X = (X, ex ), with ex : o + X (onto) and morphisms defined by f~ 
Ey(X, Y) if and only if 3f ‘E R, f 0 ex = e,, 0 f ‘. Then, for eW = id and any G&M- 
numbering q of PR, i.e. for (w, id) and (PR, cp) in EN, the corollary abc-le becomes: 
+ E EN@, PR) is an acceptable Giidel-numbering if and only if # is principal. 
Principal morphisms have been introduced in [32] (implicitly) and explicitly in 
[33] for the purposes of higher type computability. The significance of this notion 
is confirmed in this paper by the fact that in CCCs, principal morphisms, plus two 
simple conditions, characterize combinatory algebras, i.e. models of combinatory 
logic. 
Section 2 gives a categorical characterization of combinatory algebras in the 
general setting of Cartesian categories, based on the notion of Kleene-universal 
morphism. 
Section 3 deals with that characterization within Cartesian closed categories. ‘This 
relates our characterization to the understanding of models of the untyped A-calculus 
within the framework of those for the typed one. Combinatory algebras and A-models 
turn out to be tidily related in CCCs. 
Section 4 kiefly presents examples of type-free models in the recursion theoretic 
hierarchy of partial functionals in higher types. 
2. Combinatory algebras and Cartesian categories 
In this section we discuss applicative structures (i.e. a set X with a binary operation 
l : X x X + X) and their relation to Cartesian categories. In particular we first show 
how to construct a Cartesian category out of an applicative structure and, then, 
under which circumstances one obtains a combinatory algebra within a Cartesian 
category. 
nition .R. Let A = (X, l ) be an applicative structure. 
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(0) The set of monomials Over A is inductively defined by: 
x, y.. . . x1, x2.. _ (variables) . . . are monomials 
a,b.. ..a,,a2 . . . . (constants from X) . . . are monomials 
MN is a monomial if iti and N are monomials. 
SuEstitution of constants for variables, i.e. M[a/x], in monomials is defined by 
induction in the usual way. M, M2.. . M,, stands for ( . . . (MI M2). . . hi,). 
(i) f :X” + X is algebraic if f(g) = M[a/x] for some monomial M an 
@=(a,,..., a,) E X” and z of length n. (That is, the set 
algebraic functions of n-arguments is defined by the monomials over X, with at 
most n variables, modulo extensional equality.) 
(ii) f : X” + X is representdde if 3a E X, Q_b E X”, f (_b) = a l b, l l l l l b, , That is, 
the set RF”(A) of representable functions of n-arguments is defined by 
RF”(A)=(f:X”+X13a~X,V_b~X”,f(_b)=a- b,- . . . l b,J 
(If there is no ambiguity write P”, RF” for P”(A), RF”(A) and P, RF for P’, RF’). 
(iii) A is functionally (or combinatorialfy) complete if every algebraic function is 
representable, i.e. Vn P” = RF”. 
Theorem 2.2 (Curry-Schoenfinkef). A = (X, l ) is functionally complete iJ” K = Axy.x 
and S = hxyz.xz(yz) are representable. 
4 combirnatory algebra is a functionally complete applicative structure. It is 4 s 
nnrltrizk! wher? it contains at least two members. As is well known, zo,mbinatory 
logic, the theory of combinatory algebras. is powerful enough to be a functional 
programming language for computing all partial recursive functions. 
By using algebraic functions one may define a simple category over an arbitrary 
applicative structure. 
nition 2.3. Let A = (X, l ) be an applicative structure. The category PA of pdy- 
is the ith projection. 
f: X” + X” and Vi < m, prj” cf E P”, where pry 
(If there is no ambiguity write P(X”, X”) for 
For example, f (x, y) = (xb(xax), yxa) for a, b E X, is in 
ow that mo,.phisms are closed under composition; moreover, 
n and, thus, PA is a category. If A is a combinatory algebra, then 
A may be considered as the category of representable morphism, by Theorem 2.2. 
Recall now that a category r13 is Cartesian i,‘ it iras a11 finite prudu,;ts; i.e. if there 
is a terminal object T such that VX, 3 !f E C(X, T) and, for all objects X, Y, there 
pr2, and for all Z,2n isomorph- 
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This terminology derives from the idea that the arrows in (T, a), when T is 
terminal, may be understood as the points of a. Note that most categories used in 
denotational semantics are categories of functions and, thus, ha-/e enough points. 
Let A = (X, l ) be an applicative structure. It is easy to sho 
is cartesian’by using the projections pris above; indeed X” x X” 
is the terminal object. Moreover, A has enough points. 
Let 63 be a Cartesian category. Then u E (Xx Y,Z) is 
universal (K-universal) if VJE (XXY,Z),3s~C(X,X),~=uo(s~id),i.e. 
X 
t 
XXY -z 
I I \ I I \xid I D 
I 
I 
/ 
Ii 
I 
; XiY 
2.6. K-universality is a weak (co-)universality property, as no unicity of s 
is required. It has an obvious recursion theoretic meaning: K-universality generalizes 
the s-m-n (iteration) theorem, as pointed out in the Introduction. 
nition 2.7. Let C be Cartesian and u E (X x XT X). Then u(“‘E CO’ x X”, X) 
IS inductively defined by: u’ ” = u, u(“+” - “‘+xidn), that is 
uxid” u(“) 
u 
(n+l) 
:XxX-xX” -XxX”-X forX”+‘=XXX”. 
It is easy to observe that ii(“) coriespcndO c er.act,ly to the ar3plication of n + It * - 
arguments, from left to right, e.g. ut2)o (a, b, c> = u 0 (u x id) 0 {w, b, C> = 
u 0 (u 0 (a l b), c>. 
Recall now that a retraction X < Y between objects X, Y in a category c, is a 
pair (i,j) such That i E C(X, Y),~E <I’( Y, _X! and jo i = idx. We then say that X is 
a retract of Y :Ga (i, j). 
Let C be Cartesian. Assume that, for some U in , u x U < U cd d-w-e 
is a K-universal u E C( U X U, U). Then Vn, utn)E ( U x U”, I/) is K-llanivef-sal. 
roof. By assumption, this is true for n = 1. Let [/‘x &r<r U via (i, j) and f~ 
C( U x un+‘, U). Then, by the inductive hypothesis, for some ~(“k c( u, u) t 
following diagram coma 
jxid” 
U>P\i._P- UxUxU”I u 
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By assumption, for some s E C( U, U) one also has 
UXUA 
c(“) 
U-U 
.sxid! /c uxu 
Then compute 
f =f o(jxid”)o(ixid”) 
= u(n) 0 (s’n’ xid”‘)o(ixid”) by (1) 
= u(n) o(uxid”)o(sxid”+‘) by (2) 
=u 
(n+l) o(sxid”“) Cl 
We are now in the position to prove the _nain theorem of this section. Let us first 
express in suitable category-theoretic terms the notion of applicative structure. 
efinition 2.9. Let be a Cartesian category, T its terminal object and U an object 
in C, with T < U and u E C( U x U, U). The applicative structure associated to u, d(u), 
is given by d( 11) = (C( T, U), * ), where a l b = u 0 (a, b). 
Note that, in a category C with a terminal object T, T c U simply generalizes the 
set-theoretic notion that U is “not empty”. 
2.10. We say that g E C( U, U) induces-f: 14(u) a A(z) iffjh) = g 0 h for all 
h G C( T, U j. Then, it is straightforward to prove that all algebra? fulsctions defined 
polynomial in n variables with constants in 14(u), are induced by morphisms 
( U “, U ). One only has to “interpret” variables as projections, constants as the 
maps from U” to U factoring through the terminal object and argue by induction 
on the structure of the “algebraic term” defining the function. For example, for 
.C(x, , x3) = ( A3 l x,) l a write 
uo(pr3,pr,): U”+ Ux U+ U, 
which is x3 l x1, and then 
f=uo(uo(pr3,pr,),a+U3+UxU+U, where!:U+T. 
ewe be a Cartesian category. Assume that for some object U, one has 
T < r_/, U x i < U and there exists a K-universal u E C( U x U, U). -Then &CM) is a 
combina tory alge 
e et < U via (i,j). E 
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the following diagram commutes, with [f] = s 0 i: 
rxid” 
TX U” 
pr, .f 
-Uxh/“~~“---+~ 
Thus i?P 0 [f] x id” =fe pr2 0 i h id” =J Since u(“) is the application, fro left to 
right, of its n + 1 arguments, [; f represents, in the sense of Definition 2.1 (ii), the 
function from A )” to A(u) induced by J By Theorem 2.2, we only needed 
to consider f~ (U’, U) and gEC(U”, U) such that f(x,,x,)=xl and 
g(x,, x2, x3) = x1 l x3 = (x2 l x3), as then [f] and [g] would represent K and S, 
respectively. For this purpose, just take f = prf E 
g = u 0 (1.4 0(pr: f pr:f>, u 0 (prg , prz)) F (U”, U). Cl 
For the reader’s convenience, suppose, say, that C is a category of sets and let 
us compute explicitly [pri], i.e. the element K in U. By the diagram, 
u~o(s+-xid’)=prf. 
As lorphisms are just ordinary functions and we may identify the set U with 
the set of points C( T, U), for T = {OJ, the diagram gives 
Va, , a2 E U, u*(s 0 iT(0), a,, a,) = prf(a, , a?) = a,. 
Thus, by the definition of application, for K = s 0 i7(0), one has 
K l a, l a, = u2 0 (s 0 iT(OJs a!, a,! = a,. 
It is very simple t? prove a converse of Theorem 2.11 in the sense of Theorem 
2.12: it just formally says the well-known fact that the (v expansion of) the identity 
is the universal function in combinatory logic (h-calculus). Indeed, the next theorem 
proves this an, 3, moreover, it shows that, by applying the construction in Definition 
2.9 to a combinatory algebra, one gets back to the given combinatory algebra. In 
the sequel, we will often use an informal lambda-notation for algebraic functions, 
e.g. Axy.x for prt . 
2. Let A = (X3 l ) be a combinatory algebra and A be rhe cate!?ory Of 
polynomials over A. Then T < X, X x X < X in and, -for u(x,y)=x-y,uE 
P( X2, X) is K-universal in the category 
‘$ < X trivially ho?ds, for X f 0. 
Axyzzxy, Axy.x, Axy.y, respectively, in the sense of 
the element which codes airs in A-cakulus, 
rejections. Thus, for [x, y] = cxv and 
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P(X, X) and X x X < X via (r 9, l 1, (pl, p2)). Note that X x X exists by Remark 2.4. 
Finally, assume that f~ P(X*, X) and that a E X represents J Then f = 
M 0 ((hx.ax) x id) and, hence, 1~ is K-universal. 
It is easy to check from the definition that A(u) = A, up to isomorphisms. Cl 
Corollary 2.13. Let A = (X, 9 ) be an applicative structure. Then A is a combinatory 
algebra ifl, in As one has T < X, X X X < X and, for u(x, y) = x 8 y, u is K-miversal. 
roof. (+ by Theorem 2.12; (+) by Theorem 2.11. Cl 
has enough points and u : Li x U + U is K-universal, then the 
u), over A(u), is a full sub-Cartesian category of . The proof easily 
follows from the previous observations, Theorem 2.11 and the assumption that C 
has enough points. 
3. From universal to rinc5prl morphisms 
In this section we look at K-universal morphisms in the context of CCCs. This 
framework will motivate the informal connections we hinted between classical 
uotions in recursion theory and our categorical generalizations, as K-universal will 
relate to principal morphisms similarly as universal functions relate to Giidel- 
numberings. Moreover, these categories provide a widely used frame for typed 
calculi. 
A Cartesian closed categories (CCC) C is a Cartesian category such that for all 
objects Y, Z there is an object Z’, which “represents” C( Y, 2). More precisely, 
for all X, there exists an isomorphism A: C(X x K, 2) s C( X, 2’) such that 
h 
XxY-z 
.\lh)xid 
I/ 
eval 
Z'XY 
The advantage of dealing with CCCs is that for any object X one may consider 
its “function space” Xx, as an object. As a matter of fact, functional completeness, 
in its various forms of increasing strength (cc slbinatory algebras, X-algebras, A- 
models (see later)), expresses some sort of privileged relation between an object 5rr 
a category and its “function space”. 
s fir:,? recall the deiinition of a category which 
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and is now widely used in the semantics of intuitionistic logic and higher order 
calculi ([24,25,35] and many others). 
X, l ) be an applicative structure. Define then: 
of partial equivalence relations given by: 
is an equivalence reiation on a subset XR of X, i.e. 
XR = dom R = range R. 
rnb.f-phisms: for 
(X, x)f" 
let 7tR{n} = {m 1 nRm); then f~ (I?,§) iff 3gE 
i.e. the following diagram commutes: 
& / R ---y-+ xs / s 
(ii) The category E A of (total) equivalence relations given as above by using 
equivalence relations on X (i.e. XR = X in (i)). 
A are indeed categories. As for 
S), when unambiguous. 
we write ( (R, S) for 
Proposition 3.2. Let A = (X, l ) be an applicative structure. Thekz one has: 
(i) If T<X and XxX<X in A ark? cc’s with enough 
points. Morcj’wr, 
(ii) If A is a comlinatory algebra, then 
roof. (i) Let X x X < X via ([ l , l 1, (p, , p2>). Then R x S may be defined com- 
ponentwise, bj 
a(R x s)b iff (p,(a))R(p,(bj) and (p*(a))S(p,(b)). 
This turns A into a (cc. 
rve now that Vn, X” < X in = T < X and by itera 
A may be faithfully embedded in 
relation, id,,, restricted to the image of i? in 311’. 
for the sake of simplicity) Let g E 
isomorphism, whose inverse is given as follows: i 
G. kongo. E. Moggi 
ories have enough points (the reader may prove 
X) contains the constant functions). 
(W, S), is defined as follows: 
aSRb iff Vx,yy~X (xRy+(ax)S(by)). 
Recall now that, by assumption, each function in P(X, X) is representable. The 
rest ic easy. Cl 
3. Note that all what is needed in P osition 3.2(ii) in ord prove 
is a CCC, is that each function in X, X) and, hence, in (R, S) 
for each R, S, has representatives in X (see Section 4 for an application of’ this). 
In CCCs K-universal morphisms and pri ccipal morphisms, which were defined 
in Definition 1.1, are tidily related. 
3.4. Let C be a CCC and A the isomorphism C(X x Y, 2) = C( X, Z ‘). 
Then I.4 E C( X X Y, Z) is K-universal ifl A (24) E C( X, 2 y, is principal. 
roof. The isomorphism A implies, by definition, the equivalence 
diagrams: 
of the following 
XxY.I--z 
I(./‘) 
x-z Y 
This concludes the proof. Cl 
By Propositions 3.2 and 3.4 one may then easily restate Theorems 2.11 and 2.12 
in terms of CCCs and principal morphisms. 
o&ion 3.5. (i) Let C be a CCC. Assume that,for some U in C, T c U, U x U < FJ 
and there exists a principal p E ( U, U”). Then A( A -l(p)), dejned as in Definition 
2.9, is a combinatory algebra. 
(ii) Let A = (X, l ) be a combinatory algebra. Then, in the CCC A, one has 
T<X3XxX<Xand, for ~(x,y)=xy~A(u)~ ER( X, Xx ) is principal. Moreover* 
/I(u) = A. 
As summarized in [5,6], models of the purely equational theory of la-calculus, h- 
algebras, are characterized 
A-algebras, origi 
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combinatory logic with P-equality (see [21] or [23]). reover, one exact 
“first order” models of A-calculus, A-models (see D ition 3.6 below) 
enough point [6]. e conclude this section by a very simple proof of the latter 
characterization, based o the work done on principal morphisms. 
3.6 (MeJTer 1381). (X, l , k, s, E) is a A-model if it satisfies 
axioms: 
(k) W .I’ I&y=x 
(s) Vx, y, z sxyz = xz( yz) 
(El) WY, y EXY = xy 
(EZ) Vx,y (Vz,xz=yz)=+&x=&y 
(Q) EE = E. 
the following 
In [21] and [47] equivalent characterizations to Definition 3.6 are given. 
Note that thprp mgv be several choices of k, s and E in an applicative structure mSWil v LllY , _ 
(X, l ) Evhich yields a A-model (see [29]j. Given E as in (E,), (E?) and (Q), though, 
(X9 l 9 E) uniquely determine the interpretation L-3 of the A-terms. Thus [Ax-v l x]tJ 
and [ Axy~ l xz(yz)]& for any environment & provide the “intended” k and s in X, 
even though there may be other _k and s with the same behaviour (see [38,6] for a 
discussion; in [29] interesting A-models with several ES are discussed as well as 
A-models with a unique E; in particular the classical (&_I, l j turns out to have just 
one E [lO]). 
The obvious syntactic definition of A-model is easily related to Definition 3.6 (see 
C2L 3% 61). 
Lemma 3.7. Ler . be a category. Then 
(i) If X T Y 0Lz (i,j), then j is principal; 
(ii) If X < Y 6 I$ i I C( Y, X) is principal, then there exists g E (X, Y) such that 
X< Y via (g,f). 
roof. (i) Just rotice that the following diagram commutes, for ail h E C( Y, Xl, 
where X < Y via (i, j): 
Thus h =jo(io h). 
(ii) Since f is principal, Li =.fo s. rg =soi, 0 sfog= 
204 
j 0 i = idx. As a diagram: 
YA 4 X-Y 
\ 
s 
R \I/ .f 
X cl 
Let A4 be a lambda-term in which x and y may occur. Following [6], we write 
[[Ml],,, for the intended map from LJ x U to U. 
heorem 3.8. Let C be a CCC. Assume that, for some U in C, U u < U via ($, 9). 
Then T < U, U x U < U and <p is principal. 
roof. Clearly, cp is principal by Lemma 3.7(i) and T < U, for T < U Cl < U. We 
only need to show that U x U < U. Following the interpretation of A-terms in [6], 
set 
[ *, l ] = [[Az.zxy]],, : U x U + U, 
pi = [[X(AX,X~.Xi)]].y : u+ u. 
By using the /1 and eval, one may easily show that these are all morphisms in C. 
Conversely, let pr, , prz E C( U x U, I/) be the projections in C, which is a CCC. 
Note that from U v < U one may deduce ( U u)” < U “, via (t,b’, q’), say. Now, 
(U, U”! and A(A(pr;))=A2(pri)~C(T,(U”)“)~(U”)”. Define then 
pi = Ax.x(+($‘(A’(pr,))) E C( U, U). 
Thus ?io[*, l ]=[[(hZ.ZX,X,)(hX,X,.Xi;:]x,xz=TrXi]]w,x,=pri: UX U+ U and 
([ *,*I, (p, , p2)) gives the required retraction. Cl 
ote that in Theorem 3.8, from U” < U, we directly derived the pairing and 
projection functions which are given in combinatory algebras (see Theoren 2.12). 
Objects U such that U u < U, are usually called reflexive. 
In the next corollary, for the sake of simplicity, we identify points a : T+ X of 
X in A and elements of X, and write, say, a)EXinsteadof+oa:T+XX+X 
or even $o~E%~ instead of A(@cp):T-+ 
CC with enough psi rts. Assume that C hus G rtjkxive 
i.e. U” < IJ via some (+, cp). Then, for E = +($o cp), (,4(A-‘(cp)), E) is a 
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. (i) By Theorem 3.8, q E ( h/, U”) is principal, T < U and U x U < U. Thus, 
for a*b=evaIocpxido(a,@(=cp(a)(b), for short) and for some K and 
S, ( U, ., K, s) is a combinatnry algebra, i.e. (k) and (s) in Definition 3.6 hold. Set 
(4 
(ii) 
= +b($ ~3 q). Then 0 
EXY = rcI($ O cp)XY = 
wz,xz=yz * cp(x has enough points 
* EX = @($ O so)x = 4JJ(cp(x)) = %Nrp(y)) = Ey, 
EE = tW 0 d(W 0 cp)) = @bMM 0 di) = E. 
LetfE ) and a E X be a representative for jI Define the +(f) = Ea. 
By (Q), $ is well defined. Recall also that Xx corresponds to the collection of 
representable functions, hence $ E (XX, X). 
As for 4p, define q(a) = Ax.ax for any a E X. Clearly 50 E (X, Xx). Compute 
then 
dw-)) = A x.&ax if a represents f 
=f 
Thus Xx < X, via (+, cp). 
Finally, (X, l ) = &A-l(q)), since q(a)(b) = a6. Moreover @(q(a)) = &a and, 
hence, E represents $0 cp. Thus 
+(+ 0 q) = EE by definition of I,!J 
= E by (4. q 
orollary 3.60. Let be a CCC with enough points. Assume that, for some U in 
@, U” < U via (i, j). If u E C( U x U, U) is K-universal, then also /J.(u) can be turned 
into a A-moder. 
IP~oof. By Lemma 3.7(ii) and Corollary 3.9(i). Cl 
WI: conclude this section by summarizing the connections between models of the 
type-free A-cslculus and categories obtained so far. This provides a unified 
framewcrk for the topic. 
be Q CCC with enough points and 
is a model of Aj3q 
(ii) A” <A + A is a model of A/3 
[A: AA1 principal, T < A and a 1 is a mQde1 of C 
Conversely, 
(9 is a model of APT --*\ AA = A in 
(ii) 
(iii) an 
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In [47,26,5,6], the Karoubi-Scott envelope CA is used for characteriz- 
s and A-models. h-algebras are given as in Theorclm 3.11(ii), except, 
that it is not required that the frame category has p?nc~-“-l r-luUg i points; conversely, if 
gebra, C, does n ot need to have enough ts. (If (A, l ) is a A-model, 
nough points and is a full subCCC of 4, see PW. 
The construction of CA, though, does not work on combinatory algebras, the case 
treated in this paper, as may be easily checked by in+:cting the proofs of 4.12- 13 
in [5] or 5.5.11-13 in [6]. Note also that by interpreting types ;ds objects in 
the ordinary interpretation of A-terms in a A-model A is tidily related 
completeness result, to formal type assignment (see [20]). This is not so when using 
A- 
Finally, there is a further motivation for the interest of the A construction 
on (possibly partial, see Section 4) combinatory algebras: A is equivalent to 
the category P+&, of the modest sets, a subcategory of Hyland’s effective topos, 
relativized to A. These “realizability” toposes provide interesting models of intuition- 
istic ZF, By this and by relevant properties of 
“small completeness”, A also yields models for higher order calculi (see 
[25,35,3] for results an& more references). 
er type objects as models for ty 
The aim of this informal section is to provide some examples of categories and 
objects with the properties mentioned so far and discuss connections to higher type 
recursion theory, a topic which actually originated this work. In particular, it will 
be hinted how to construct lots of A-models in recursion theoretic hierarchies of 
functions and functionals. The observation is that at any finite higher type (higher 
than 1) one has model of the type-free A-calculus. 
.l. Let be a CCC’ and T its terminal object. Then for all X, YE Obc, if 
r< Y, then X<X’: 
The retraction (i, j) is given by i = (X,X’) andj=evalo(id, t)E 
X) for some fixed t E (X’, Y). Indeed, 
joi=evalo(id, t)oA(pr,)=evalo(A(pr,)xid)o(id, t)=pr,o(id,t)=id. q 
Let TP, the Curry types over an atomic type 1, be the least set such 
r E Tp. Then, for X in a CCC C, set X’ = X, and for 
A 
. 
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3. kef U be reflexive in a CCC . Then, for { U’r},,c Tp as in 
4.2, one has Wq 7 E Tp, U” < U’ in 
Assume, by induction on the structure of types, that U < U” and U c U’. 
Then UL’ < L/“‘Y Similarly, Um*T < U” < U, by an inductive argument and 
reflexivity of U. Clearly, U < U ‘I, as T < U. Thus, V y,p E Tp, U ’ < U < UP in 
As already mentioned, ihe notion of “principal morphism’* and its pro 
were suggested by some work in higher type recursion theory in [32]. In that paper, 
the authors investigated the higher type partial recursive functionals, nam 
type structure {PIP”},,, ri, over the set PR of the partial recursive functions. 
1 PR”L rp one can reconstruct the Kleene-Kreisel countable and continuous fun 
tionals of higher type recursion theory (see [ 143 or [32]). { PR”},,, r,, may be defin 
as in Definition 4.2, in the category CCY below. We need first to recall a few 
detinitions. 
A subset D of a poset (X, 6) is pairwise comistertt if any pair of elements in D 
has an upper bound in X. (X, s) is pair-coherent if any pairwise consistent subset 
has a lub. It is an easy consequence of Plotkin [42, Theorem 1 l], that P, the partial 
number theoretic functions, is reflexive in the category of o-algebraic pair-coherent 
cpos. Indeed, the work in [42] can be “effectivized”. Denote by X0 the collection 
of the compact elements of a w-algebraic pair-coherent cpo (X, s). 
Let X = 4X, X0, eo, 5) be an w-algebraic pair-coherent cpo and 
eO :w + X0 (bijective) a Set e,( n ) fi e,( m) for “eO( n ) and e,( nz) have an upper bound”. 
Then X is eflectiaely given if 
(i) eO( n)? n+.l::~) is a decidable predicate; 
(ii) 3g E: R, ‘6, Ae,(~ )fie,,(m)*&(n, m)) =supMn), e&N;). 7 
It is easy to show that, if X to _Y are effectively given, then the space of continuous 
functions from 1: to _Y is also effectively given. Indeed, the corresponding category, 
with continuous functions as morphism, is Cartesian ciosed. 
Recall now that ideals are downward closed directed subset of a poset (X, s). 
The idea now is to take, within an effectively given (X, X0, e,, s)), only the lub of 
those ideals of Xc!, which are indexed over 2 recursively enumerable set. Th:s is 
done in analogy with the partial recursive functions (or the re sets), as they are 
exactly the patiial functions approximate y re collections of functions with finite 
domain (or by re collections of finite sets). this, one may call computable ele 
the lub of the re indexed ideals. 
Xc,, e,,, S) is an effective1 
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Note that this definition makps sense, since Xc is dense in X, with respect to the 
Scott topology, and, by the ideal completion of Xc, one recovers exactly X (to 
within isomorphism). 
It is easy to show that the category CGD whose objects are ccds and morphisms 
the continuous and computable functions (computable as elements of the function 
spaces) is Cartesian closed. By an easy constructive variant of Plotkin’s theorem 
(use computable retractions) one has that PR is reflexive in 
Consider now the type structure (PR”),,Tp constructed over PR in 
are the higher type partial recursive functionals. By Proposition 4.3, 
VW CTE TI, yie!d a (type-free) A-model in any finite type, as PRa+* < PRY 
tidily relates by Theorem 4.6 below, to categories previously defined, provided 
inor generalization is made. 
So far we have only been dealing with total applicative structures, i.e. where “ m” 
15 ,?verywher e defined, as combinatory algebras are total structures. There exist, 
though, interesting partial applicative structures: for example Kleene’s K = (w, l ), 
where FI . m = tp,,(m) for some acceptable Gijdel-numbering cp : o + PR of the partial 
recursive functions. 
Given a partial applicative structure B = (X, l ), one may define the categories 
B as in Definitions 2.3 and 3.1, with a minor caution. Since we 
hisms, we consider only total polynomial in 
X), when defining ER( R, S) in Definition 
, S) iBust be “computed”, in the sense of 
(X, X) which must be total on dom R, 
though. (Partial morphisms are a different, long story, see [33,2,44,13,39] for 
categories with partia s.) If XX ,X CX in P B, then Proposition 3.2(i) 
applies similarly and B are full sub-CC of the CC B. Moreover, if 
B is a partial combinatory algebra, then B is a CCC by Proposition 3.2(ii) and 
Remark 3.3. The remaining results carry on similarly. 
Consider now Kleene’s K = (0, . ). Clearly, K is a partial combinatory algebra, 
as it contains (indices for) partial k and s. 
4.6. (generalized Myh -Shepherdson Theorem). CCD is eqeriuwient, as 
category, to Q full subCCC of E 
(For a proof see [ 14,17, S], where the theorem is given for a slightly bigger 
category than ). 
It should be clear why Kleene L tial combinatory algebra and not 
a total one. If wW represents W, w), then there is no principal 
or effective enumeration of R. 
in a natural way by a 
utati:-er% (see [33] or 
54); (o’, wL), 
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then, coincides with PR plus OX cderywhere constant functions 09 05 From any 
acceptable GijdeI-numbering of PI? it is easy to construct a principal PE 
W, PR); however, O_I~ x &<o’- in fails, by a simple continuity argu- 
. Thus also (ml, .) s r&Jt yield a combinatory algebra. By PRcr4* < PR” in 
and Corollary 3.9, ough A-models may be found at any finite higher type. 
Note that p above or GSdel-numberings are principai morphisms which cannot 
be turned into retractions, by the latter observation plus Theorem 3.8(i) or by 
observing that, given a function, there is not uniform effective choice of one of its 
indices. More examples could be given by taking combinatory algebras which cannot 
be turned into A-models. In [7], an example is given by using the term model of 
combinatory logic, i.e. by a “model” constructed by purely syntactic tools. (It is 
surprising that no ore has constructed so far a “proper” combinatory algebra, 
independently of the syntax, while we have plenty of A-models). 
Since the theory of combinators appears to be the “minimal” functional language, 
the categorical characterization we have given, entirely independent of‘ the syntax, 
should give an insight into the actual mathematical semantics of functional abstrac- 
tion and application. 
A few discussions, in Pisa, with Dana Scott made us understand the category- 
theoretic significance of a notion we had. Roger Hindley suggested several improve- 
ments and changes in the manuscript. 
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