Abstract. The primary objective of this paper is to develop and propose a model using the concepts from Rough Set Theory to cluster the patients in the diabetic dataset. The model to be developed incorporates Rough Clustering of the dataset, and from the clusters formed, compute the accuracy on the testing data. Rough Clustering will help splitting the data into clusters of patients that suffer from Diabetes Mellitus and the ones which do not. As a result, the patients suffering from Diabetes Mellitus will be clustered together and will provide us with the average values of the features used in the model for data clustering. The results obtained will provide more depth in the field of rough clustering for diabetes as the number of studies done on diabetes using rough set theory are few to none.
Introduction
Type 1 diabetes is a disorder in which the pancreas can no longer produce insulin. It is also called juvenile diabetes primarily because of it's presence in both children and adults. However, statistics show that only 5% of all the type 1 cases are diagnosed in adulthood. It is sometimes referred to as insulin-dependent diabetes mellitus and has no cure. If one has it, they must take insulin to survive. According to the WHO (World Health Organization) the number of children having type 1 diabetes is very high as mentioned in the motivation. Hence it can be said that Diabetes is a serious chronic disease. Doctors usually take patients' blood samples and check the sugar concentration in their blood in order to diagnose them with diabetes which takes long time Presently, there is no tool to detect if a person has type 1 diabetes and how severe the diabetes will affect him/her. Hence the need arises for some sort of efficient application to predict the onset of type 1 diabetes in patients for a quicker diagnosis for better safety. In the real world, data isn't crisp. But there exists some gray areas, some roughness among the objects in the data-set. As a result, in the real world applications, there are hardly any crisp data available. Thus, it becomes impossible to create crisp clusters from from real world data. Hence, in order to tackle this issue of lack of crispness, or involvement of roughness, in the data-set, implementing the concepts of Rough Set theory plays a significant part in developing models that take the rough nature of the data-set into account and accordingly form clusters of the data.
Literature Survey/Related Work
Asma Shaheen Khan, Waqas Ahmed [1] proposed an Intelligent decision support system in diabetic e health care from the perspective of elders. Tawfik Saeed Zeki et.al., [2] proposed an expert system for diabetes diagnosis. After data acquisition and designing a rule-based expert system. Narasinga Rao, M. et.al., [3] proposed classification which used Decision tree algorithm to predict class whether patient is diabetic or not. Clara Madonna L.et,al., [4] proposed a design for a Diabetic Diagnosis System using Rough Sets where the authors created a knowledge base from the existing data-set using upper and lower approximations and when a new incoming data is collected and evaluated to compute the equivalence classes. These equivalence are then compared against the knowledge, the system helped the user discern the type of diabetes. Many more works have been carried out in this direction by several authors.
The motivation behind pursuing a working model in the field of T1DM is to guide the doctors and the guardians of the affected children to catch the disease in its nascent stage and based on the severity of diabetes; accordingly provide apt treatment to the affected children. RStudio is used here. The data set considered for the development analysis of the model is the Pima Indians Diabetes data set which is available online on University of California, Irvine, Machine Learning Repository. The data set has been provided by the National Institute of Diabetes and Digestive and Kidney Diseases. The data set consists of relevant information of patients of Pima Indian Heritage. There are 768 instances, with 500 testing negative for diabetes and the remaining 268 instances testing positive for diabetes.
Methodology
The proposed system follows the following steps as shown in the Figure 1 , which is the system design for the model.
Once the data set is loaded on the platform, we must discern the features that needed to be selected for the entire clustering process. First, we run the correlation matrix to eliminate the possibility of attributes having similar trends Pearson's correlation coefficient methodology has been adopted for the computation of the correlation matrix. In order to interpret the values better, cut off values for the absolute coefficient have been established for better understanding. From the above table1, it is evident that no two attributes are strongly correlated. Hence, no attribute is dropped after the table. We continue to compute the reducts from the data-set for feature extraction to reduce the complexity during computing the clusters, at the same time, maintaining the integrity of the data-set. Unfortunately, computing a minimal is a NP-Hard problem. But there are good heuristic algorithms based on modified genetic algorithm to provide us with multiple reducts for the information system. To find the reducts, we first compute the discernibility matrix. Discernibility matrix is a n x n matrix, where n is the number of attributes in the data set. With the clusters formed, we split the data-set into 70% for training the model and 30% to validated and verify the results from the trained model. The testing set is validated on the basis of distance from the centroids of the clusters.
Simulation and Results
On the basis of correlation matrix and the feature selection process, the following attributes take precedence over the other features-Plasma Glucose Concentration, Body Mass Index and Age
Fig. 2. Decision reduct 17
On selecting the reducts from the data-set and dropping the non-significant features, we proceed with rough clustering to cluster the data-set. The data set is split into 70% for training and 30% for testing and validating the data-set. For comparison purposes, we have even computed the centres implementing the classic Hard K-means clustering algorithm. The centroids for the Hard K-means algorithm were computed after 11 iterations over the data-set.
The instances are split into "Diabetic" and "Non-Diabetic" clusters. The values of the centroids for the individual attributes in the reducts is listed in the figure below.
Fig. 3. Cluster Means for the attributes using Hard K-Means algorithm
Meanwhile, the rough clustering algorithm as proposed by P. Lingras is implemented on the 70% of the data to compute the centres for the attributes. 
Conclusion
The Rough Clustering of the data-set was successfully trained, tested and implemented on the data set. The results obtained were above satisfactory and can be further improved by increasing the size of the data set.
