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研究成果の概要（和文）：情報技術の開発や運用で現れる問題の多くは，混合整数計画問題とし
て数理モデル化できる．ところが，離散変数の数は一般に膨大なため，問題の大域的な解決が
図られることはまれで，凸計画問題への近似や精度保証のないヒューリスティクスが広く用い
られている．本研究では，情報技術への様々な応用が期待できる混合整数計画を等価な連続最
適化問題として再定式化し，その最適解を効率よく生成する大域的最適化アルゴリズムの開発
を行った． 
 
研究成果の概要（英文）：Many of problems caused in developing and operating information 
technology are formulated into mixed integer programming problems.  Those problems are 
rarely solved to optimality, but processed heuristically or approximated into convex 
programming problems, because the number of discrete variables is enormous in general.  
In this research, we dealt with mixed integer programming problems which can be applied 
to information technology, and reformulated them into equivalent continuous optimization 
problems.  We also developed some efficient global optimization algorithms for solving 
the resulting problems. 
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１．研究開始当初の背景 
工学や経済，経営に係わるシステムの多く
が最適化問題としてモデル化でき，その解に
基づいて効率的な設計・運用のできることは
古くから知られている．しかし，例えば経営
管理における諸問題の定式化が浸透したの
は，POS システムなどの情報技術の発達によ
って顧客データの収集が容易になった 80 年
代以降のことに過ぎずない．それが，2000年
以降の Web-2.0の展開で膨大なデータ収集が
可能になるや，サプライチェーンを始めとす
る大規模システムの精密な定式化まで行わ
れるようになった．このモデル化で得られた
最適化問題が首尾よく解決できれば理想的
だが，問題はしばしば数十万変数を越え，し
かも厄介な離散変数を含む混合整数計画問
機関番号：１２１０２ 
研究種目：基盤研究（B） 
研究期間：2008～2010 
課題番号：20310082 
研究課題名（和文）連続最適化による混合整数計画問題の大域的解決と情報技術への応用 
研究課題名（英文）Global Optimization of Mixed Integer Programming Problems via 
           Continuous Programming and Its Applications to Information  
Technology 
研究代表者 
 久野 誉人（KUNO TAKAHITO） 
筑波大学・大学院システム情報工学研究科・教授 
 研究者番号：00205113 
 
 
  
題に帰着する．厳密な解決は強力な商用ソル
バーにさえ難しく，精度保証のない局所最適
化やメタ戦略などのヒューリスティクスに
頼らざるをえないのが現状である．これは経
営管理に限ったことでなく，データ収集や
Web-2.0 を下支えする情報技術そのものにお
いても大同小異で，解決すべき様々な問題が
最適化問題にモデル化できるにもかかわら
ず，問題規模と離散性が障壁となって発見的
にしか処理されていない． 
混合整数計画問題は 0-1 変数を含む線形不
等式系の解を求めることに相当し，0-1 変数
を間接的に列挙する離散分枝限定法や分枝
カット法が商用ソルバーにはアルゴリズム
として採用されている．この不等式系はまた，
0-1 変数条件 𝑥 ∈ *0, 1+を等価な有界条件
0 ≤ 𝑥 ≤ 1と非線形条件𝑥(1 − 𝑥) ≤ 1に置き換
えることで非線形不等式系にも還元でき，凸
多面体上で凹関数を最小化する連続最適化
問題としての処理も可能である．そのための
大域的最適化アルゴリズムに凹性カット法
や外部近似法，連続分枝限定法などがあるが，
基本設計から半世紀近くを経ても未だ商用
ソルバーへの実装は例がない．その主たる理
由は，当時の貧弱な計算環境でのパフォーマ
ンスの悪さから「非凸最適化問題は手に負え
ない」という誤ったパラダイムが定着したか
らに他ならない．実際には，特殊構造をもつ
問題の研究から Konno と Kuno によって始め
られた綿密な計算実験が，90 年の Horst と
Tuyによる名著の発行，91年の専門誌Journal 
of Global Optimizationの創刊を機に一般の
非凸最適化問題に対しても実施されるよう
になり，最新の計算環境のもとで上記のアル
ゴリズムはいずれも高い実用性をもつこと
が立証されている． 
 
２．研究の目的 
先端の情報技術の開発や運用に現れる諸
問題の多くは，離散条件を含む混合整数計画
問題として数理モデル化できる．ところが，
離散変数は一般に膨大な数にのぼるため，問
題の大域的な解決が図られることは稀で，凸
計画問題への近似や精度保証のないヒュー
リスティクスが広く用いられている．本研究
の目的は，画像処理や自然言語処理などの情
報技術で解決の望まれる大規模な混合整数
計画問題を連続最適化問題として再定式化
し，その最適解を所与の精度で効率よく生成
する大域的最適化アルゴリズムを開発する
ことにある．商用ソルバーの普及とともに離
散最適化アルゴリズムの性能向上も著しい
が，開発するアルゴリズムとの問題構造によ
るパフォーマンスの相違を詳細に検証し，離
散最適化アルゴリズムとは別の定番となる
アルゴリズムを構築することが目標である． 
 
３．研究の方法 
本研究では，非線形大域的最適化アルゴリ
ズムに関する理論的研究と，その情報技術へ
の応用を前提とする研究を２つの柱として
いるが，それぞれの代表的なものについて以
下に記述する． 
(1) 第１節にも述べた通り，混合整数計画問
題は，変数の整数条件を等価な有界条件と非
線形条件に置き換えることができる．この非
線形条件は，それが満たされないことへの罰
金を乗じて目的関数に加えることにより，混
合整数計画問題は結局，凹最小化問題に帰着
する： 
(P) 
最小化 𝑓(𝒙) 
条 件 𝒙 ∈ 𝐷. 
ここで𝑓は凹関数，𝐷は適当な大きさの行列𝑨
とベクトル𝒃 によって 
𝐷 = *𝒙 ∈ ℝ𝑛|𝑨𝒙 ≤ 𝒃+ 
と与えられる𝑛次元凸多面体である．この問
題(P)を解いたのち，その大域的最適解を元の
混合整数計画問題の解に変換すればよい．し
たがって，凹最小化問題(P)の大域的最適解を
効率よく求めるアルゴリズムを構築するこ
とが本研究課題で行う作業の中心である． 
問題(P)に対する大域的最適化アルゴリズ
ムとして実用性が高いとされるものの筆頭
は分枝限定法であるが，このアルゴリズムは
さらに錐分枝限定法，単体分枝限定法，矩形
分枝限定法の３つに分類される．それぞれ(P)
の実行可能領域𝐷を複数の錐，単体，矩形を
使って分割し，分割集合上で𝑓の上下界値を
計算，これを繰り返すことで大域的最適解の
含まれる領域を絞り込んでいく．ここで効率
の鍵となるのは，錐，単体，矩形の分割の仕
方であるが，アルゴリズムの収束が保証され
るのは，研究の開始当時，２分割と𝜔分割の
２種類しか知られていない．例えば単体分枝
限定法では，２分割が単体Δの最長辺を半分
に切って２つの子単体を生成するのに対し，
𝜔分割は子問題の線形緩和問題： 
(Q) 
最小化 𝑔(𝒙) 
条 件 𝒙 ∈ 𝐷 ∩ Δ 
の最適解𝝎を利用する．問題(Q)は下界値計算
を目的とし，𝑔はΔにおける𝑓の凸包絡関数，
つまり下界を与える最小の凸関数で，𝑓が凹
関数のときにはアフィン関数となる．したが
って(Q)は，単なる線形計画問題である．当然，
𝝎はΔの点なので，𝝎からΔの端点への辺を定
義することで高々𝑛 + 1個の子単体にΔを分割
することができる．こうした分割規則を用い
た場合のアルゴリズムの収束性は，矩形分枝
限定法を除いて 30 年以上も未解決問題とな
っていたが，2000 年前後に錐分枝限定法，
単体分枝限定法に対しても相次いで証明が
  
発表された．ところが，学術誌に掲載された
単体分枝限定法に対する証明は，肝心な部分
で未発表のテクニカルペーパーの結果を引
用するなど信憑性に疑問の残るものである．
そこで，本研究の中で𝜔分割規則を用いた場
合の単体分枝限定法の収束性の別証明を与
え，それを元により効率がよく，さらに収束
性も保証される新たな単体分割規則を提案
することとした． 
(2) 情報技術の一つであるコンピュータビジ
ョンの重要な分野に多視点幾何がある．そこ
では，2000年前後から様々な問題を以下の分
数関数和の最小化問題としてモデル化し，既
存の大域的最適化アルゴリズムを応用する
試みが行われている： 
(R) 
最小化 ∑ |(𝒅𝑖𝒙 + 𝛿𝑖)/(𝒄𝑖𝒙 + 𝛾𝑖)|𝑝𝑞𝑖=1  
条 件 𝒙 ∈ 𝐷 ∩ 𝐶. 
ここで，𝐶は𝑛次元四角形*𝒙 ∈ ℝ𝑛|𝟎 ≤ 𝒙 ≤ 𝒖+
を表す．この問題(R)は𝑝が１でも，𝑞が２以
上であれば多極値最適化問題となり，また
NP 困難であることも知られている．また，
分数は費用対効果を表すことが多いため，(R)
には経済や経営の分野で古くから応用があ
るが，コンピュータビジョンへの応用では，
分数の数𝑞は多いものの，問題の次元𝑛が経済
や経営で考えられているよりもずっと小さ
いという特徴がある．ところが，既存のアル
ゴリズムは経済・経営分野への応用を前提に，
次元𝑛 が大きくとも，分数関数の数𝑞 が比較
的小さな問題を効率よく解くように設計さ
れている．つまり，実用性に定評のあるアル
ゴリズムは分枝限定法をベースとしており，
下界値計算こそ𝑛 次元空間で緩和問題を解い
て行うが，メインルーチンである分枝操作は
分数の数に対応する𝑞 次元空間で行う．その
ため，コンピュータビジョンに現れるような
𝑞 の大きな問題には全く歯が立たない． 
そこで，この研究課題では従来のアルゴリ
ズムの設計方針とは 180 度異なる発想で，分
枝操作を𝑛次元空間で行い，下界値も簡単な
線形計画問題を用いて求める方法を探求す
ることにした．コンピュータビジョンに想定
される問題の次元 𝑛は３から 10 程度であり，
既存のアルゴリズムが非線形最適化問題を
解いて下界値を計算することを考えれば，こ
の方針で設計したアルゴリズムは，尐なくと
もコンピュータビジョンの分野では高い実
用性を示すものと期待された． 
 
４．研究成果 
前節に紹介した２つの主要テーマに対し
て，それぞれ以下のような研究成果を得るこ
とができた．また，これに関連して多目的最
適化問題の有効解集合上での最適化の研究
や，錐最適化問題，変分不等式などの研究も
行い，有望な成果を導くことができた． 
(1) 単体分枝限定法は，有限回で終了しなけ
れば，Δ1 ⊃  Δ2 ⊃ ⋯ ⊃ Δ𝑘 ⊃ ⋯を満たす単体の
列を生成する．それぞれの単体Δ𝑘上で定義さ
れる凸包絡関数𝑔𝑘がベクトル𝒄𝑘とスカラー
𝑐0
𝑘とによって次のように与えられるものと
する: 
𝑔𝑘(𝒙) = 𝒄𝑘𝒙 + 𝑐0
𝑘 . 
この𝒄𝑘に対して， 
∥ 𝒄𝑘𝑡 ∥≤ 𝐿,   𝑡 = 1, 2, …  
を満たす𝑘の部分列𝑘𝑡と定数𝐿が存在すると
き，単体列Δ𝑘は非退化であるといい， 
lim
𝑘→+∞
inf | 𝑔𝑘(𝝎𝑘) − 𝑓(𝝎𝑘)| = 0 
が成り立つ．つまり，このことは定数𝐿の存
在さえ示すことができれば，𝜔分割を用いた
場合の単体分枝限定法の収束を保証できる
ことを意味する．これは，大域的最適化の教
科書にも書かれている周知の事実であるが，
これまで誰も定数𝐿の存在を証明することが
できないでいた． 
定数𝐿の存在を示すため，問題の実行可能
領域𝐷を 
𝐷(𝜏) = *𝒙 ∈ ℝ𝑛|𝑨𝒙 ≤ (1 + 𝜏)𝒃+ 
に緩和し，線形緩和問題を次のように修正し
た： 
(Q’) 
最小化 𝑔(𝑥) + 𝑀𝜏 
条 件 𝒙 ∈ 𝐷(𝜏) ∩ Δ, τ ≥ 0. 
ここで𝑀は，所与の許容誤差𝜎 > 0と𝑓のΔ1に
おける下界値𝐹 < 0に対して 
𝑀 > −𝐹/𝜎 
を満たすように与えられた定数である．この
修正の結果，(Q’)の双対問題の最適解を使っ
て凸包絡関数 𝑔を表すことが可能となり，線
形計画法における相補スラック性などから
定数𝐿の存在を明らかにすることができた．
問題(Q’)の最適解𝝎′から単体Δを放射状に分
割することでアルゴリズムが(P)の大域的最
適解へ収束することを示せただけでなく，𝝎′
が含まれるΔの最小フェース上にある任意の
点からΔの分割を行ってもアルゴリズムは収
束することまで証明できた． 
さて，𝜔分割は一度に最大で𝑛 + 1個もの子
問題を生成する．このことは，アルゴリズム
を強制終了させてヒューリスティクに利用
する場合の大きな弱点である．しかし，上述
したように，𝝎′が含まれるΔの最小フェース
の辺上の点で分割してもアルゴリズムが収
束することから，最大で２つの子問題しか生
成させないことも可能となった．アルゴリズ
ムを(P)の最適解に収束させるには，最小フェ
ースのどの辺のどの点で分割すればよいか
を明らかにし，その結果，２分割，𝜔分割に
続く第３の収束分割規則となる𝜔２分割を提
案することができた．また，３つの分割規則
  
に基づくアルゴリズムをワークステーショ
ン上に実装して比較実験を行ったところ，𝜔
２分割による単体分枝限定法は２分割を用
いた場合よりも遥かに効率がよく，尐なくと
も𝜔分割程度の性能を保持することも明らか
になった． 
(2) 問題(R)に対して補助変数 
𝒚𝑖 = 𝜂𝑖𝒙, 𝜂𝑖 =
1
𝒄𝑖𝒙 + 𝛾𝑖
, 𝑖 = 1, … , 𝑞, 
を導入し，線形分数計画問題における古典的
な Charnes-Cooper 変換と同様な変換を施す
と，(R)に等価な次の問題が得られる： 
最小化   ∑ |𝒅𝑖𝒚𝑖 + 𝛿
𝑖𝜂𝑖|
𝑝𝑞
𝑖=1  
条 件  𝑨𝒚𝑖 − 𝒃𝜂𝑖 ≤ 𝟎   
  𝒄𝑖𝒚𝑖 + 𝛾
𝑖𝜂𝑖 = 1  
  𝒚𝑖 = 𝜂𝑖𝒙  
  𝒚𝑖 ≥ 𝟎,  𝜂𝑖 ≥ 0  𝑖 = 1, … , 𝑞 
  𝟎 ≤ 𝒙 ≤ 𝒖.  
そこで，𝟎 ≤ 𝒔 ≤ 𝒕 ≤ 𝒖を満たすべクトル
𝒔, 𝒕 に対して子問題を考えよう： 
最小化   ∑ |𝒅𝑖𝒚𝑖 + 𝛿
𝑖𝜂𝑖|
𝑝𝑞
𝑖=1  
条 件  𝑨𝒚𝑖 − 𝒃𝜂𝑖 ≤ 𝟎   
  𝒄𝑖𝒚𝑖 + 𝛾
𝑖𝜂𝑖 = 1  
  𝒚𝑖 = 𝜂𝑖𝒙  
  𝒚𝑖 ≥ 𝟎,  𝜂𝑖 ≥ 0  𝑖 = 1, … , 𝑞 
  𝒔 ≤ 𝒙 ≤ 𝒕.  
この問題の制約条件には変数𝜂𝑖と𝒙との積が
含まれ，したがって実行可能領域は凸集合に
ならない．しかし，以下のように変数𝒙を消
去して制約条件を書き換えれば，実行可能領
域を凸集合にできる： 
最小化   ∑ |𝒅𝑖𝒚𝑖 + 𝛿
𝑖𝜂𝑖|
𝑝𝑞
𝑖=1  
条 件  𝑨𝒚𝑖 − 𝒃𝜂𝑖 ≤ 𝟎   
  𝒄𝑖𝒚𝑖 + 𝛾
𝑖𝜂𝑖 = 1  
  𝒔𝜂𝑖 ≤ 𝒚𝑖 ≤ 𝒕𝜂𝑖  
  𝒚𝑖 ≥ 𝟎,  𝜂𝑖 ≥ 0  𝑖 = 1, … , 𝑞. 
この問題は，もちろん元の子問題に等価とは
ならないが，子問題の最適値の下界を与える
ことが証明できる．言い換えれば，分枝限定
法の中で下界値計算に用いる緩和問題とし
て利用することができる．しかも，𝑞題の次
の形の最適化問題に分解して解くことも可
能である： 
最小化   |𝒅𝑖𝒚𝑖 + 𝛿
𝑖𝜂𝑖|
𝑝 
条 件  𝑨𝒚𝑖 − 𝒃𝜂𝑖 ≤ 𝟎 
  𝒄𝑖𝒚𝑖 + 𝛾
𝑖 𝜂𝑖 = 1 
  𝒔𝜂𝑖 ≤ 𝒚𝑖 ≤ 𝒕𝜂𝑖 
  𝒚𝑖 ≥ 𝟎,  𝜂𝑖 ≥ 0. 
この問題は，𝑝の値によって凸最小化となる
ことも凹最小化となることもある．しかし，
補助変数として𝜁𝑖 = |𝒅
𝑖𝒚𝑖 + 𝛿
𝑖𝜂𝑖|を導入すれ
ば，いずれの場合も次の線形計画問題に等価
なことがわかる： 
最小化  𝜁𝑖 
条 件  −𝜁𝑖 ≤ 𝒅
𝑖𝒚𝑖 + 𝛿
𝑖𝜂𝑖 ≤ 𝜁𝑖 
  𝑨𝒚𝑖 − 𝒃𝜂𝑖 ≤ 𝟎 
  𝒄𝑖𝒚𝑖 + 𝛾
𝑖𝜂𝑖 = 1 
  𝒔𝜂𝑖 ≤ 𝒚𝑖 ≤ 𝒕𝜂𝑖 
  𝒚𝑖 ≥ 𝟎,  𝜂𝑖 ≥ 0, 𝜁𝑖 ≥ 0. 
つまり，子問題の下界値は𝑞個の線形計画問
題を解くことで計算できるのである． 
最後に，以上の観察をもとに限定操作を行
う分枝限定法を構築して 3.0GHz のワークス
テーション上に実装し，画像数𝑞/2の三角測
量を想定した次のベンチマーク問題を解い
た結果を報告しよう： 
最小化   ∑ |(𝒅𝑖𝒙 + 𝛿𝑖)/(𝒄𝑖𝒙 + 𝛾𝑖)|2𝑞𝑖=1  
条 件  𝒄𝑖𝒚𝑖 + 𝛾
𝑖𝜂𝑖 ≥ 0, 𝑖 = 1, … , 𝑞 
  0 ≤ 𝑥𝑗 ≤ 𝑢, 𝑗 = 1, 2, 3. 
データはすべて区間,−0.5, 0.5-で一様に生成
し，各𝑞に対して 10題を解いた平均が次の表
である： 
𝑞  600  800  1,000 
計算時間(秒)  134.2  212.3  299.3 
反復回数  132.2  137.8  137.4 
画像数 500 の三角測量は一般に考えられず，
このアルゴリズムは三角測量に対して過剰
性能ではあるが，1,000 個もの分数関数和の
最小化が厳密に行われたことは過去に例が
なく，この成果が最適化やコンピュータビジ
ョンの分野に与えるインパクトは極めて大
きいはずである． 
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