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A∞-graph B(r, s) is a graph consisting of two cycles Cr+1 and Cs+1
with just a vertex in common. Fan and Luo in Theorem4.4 [8] alleged
that a∞-graph isdeterminedby its adjacencyspectrumif it contains
no cycle C4. However, according to Theorem 6.3 [16] we find that the
result in Theorem 4.4 [8] is not completely correct. In this paper, we
prove that B(r, s) (s ≥ r > 7) is DAS if and only if s = r + 2, and
B(r, s) (s ≥ r > 7) has a unique cospectral mate if s = r + 2.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The graphs considered in this paper are simple and undirected. Let G = (V, E) be a graph with
vertex set V(G) = {v1, . . . , vn} and edge set E(G) = {e1, . . . , em}. Let A(G) be the (0, 1)-adjacency
matrix of G, the polynomial PG(λ) = det(λI − A(G)) is the characteristic polynomial of G. Since A(G) is
real and symmetric, its eigenvalues are all real numbers,whichwill be ordered asλ1  λ2  · · ·  λn
andbe called as the (adjacency) eigenvalues ofG. The eigenvalues ofG togetherwith theirmultiplicities
is called the adjacency spectrum ofG. Two graphsG andH are said to be cospectral if they share the same
spectrum (i.e., equal characteristic polynomial). A graph G is said to be determined by its adjacency
spectrum (DAS for short) if for any graph H, PG(λ) = PH(λ) implies that H is isomorphic to G. Up to
now, numerous examples of cospectral but non-isomorphic graphs are reported. But, only few graphs
with very special structures have been proved to be determined by their adjacency spectrum (see
[5,7,9,11,13–15,17,18] for references), such as the path Pn and its complement, the complete graph
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Fig. 1. Graphs B(r, s), H(a, b, c, d, e) and D(f , g, h, i).
Fig. 2. Graphs Gr,r+1 and Hr,r+15 .
Kn, the cycle Cn, graph Zn, some T-shape trees, lollipop graphs, some dumbbell and θ graphs etc. van
Dam and Haemers proposed the question [5]: which graphs are determined by their spectrum? For a
recent survey of the subject, one can consult [6].
Bicyclic graphs are connected graphs in which the number of edges equals the number of vertices
plus one. The ∞-graph B(r, s) (see Fig. 1(a), also the equivalent symbol Gr+1,s+1 in [16]) is a bicyclic
graphs obtained by joining two cycles Cr+1 and Cs+1 to a common vertex, with out loss of generality,
we always assume that r ≤ s, clearly, |V(B(r, s))| = r + s + 1 = n. We denote the graph shown in
Fig. 1(b) by H(a, b, c, d, e). Note that in H(a, b, c, d, e) removing the three vertices of degree 3 leaves
five disjoint paths Pa, Pb, Pc, Pd and Pe, |V(H(a, b, c, d, e))| = a+ b+ c + d + e+ 3 = n. We always
assume, with out loss of generality, that a ≤ b and c ≤ d. The graph depicted in Fig. 1(c) is denoted
by D(f , g, h, i), without of loss of generality, we assume g ≤ h. Let xk be the number of vertices of
degree k of a graphG, thenwewrite the degree sequence ofG asπ(G) = (0x0 , 1x1 , . . . , kxk , . . . , x),
clearly, x0 + x1 + · · · + x = n.
Throughout this paper G − v and G − uv denote the graph obtained from G by deleting a vertex
v (together with the edges incident to it) and an edge uv, respectively. The notion and symbols not
defined here are standard, one can also find in [2] for references.
Recently, Cvetkovic´ et al. [3,4] intend to build a spectral theory for the signless Laplacian matrix
(which is also calledQ-theory) of graphs. Recall that the signless Laplacianmatrix is defined asQ(G) =
D(G) + A(G). Wang et al. [16] studied the signless Laplacian spectral characterization of ∞-graphs
and obtained the following results:
Proposition 1.1 (see Theorem 3.1(i) [16]). Graphs G and H are signless Laplacian cospectral graphs iff
their subdivision S(G) and S(H) are adjacency cospectral graphs.
Proposition 1.2 (Theorem 6.3 and Remark 6.4 [16]). All ∞–graphs but Gr,r+1(r  3) are determined
by their signless Laplacian spectra. In addition, the unique signless Laplacian cospectral non-isomorphic
graph of Gr,r+1(r  3) is Hr,r+15 (see Fig. 2).
Fan and Luo [8] investigated the adjacency spectral characterization of∞-graphs, and they alleged
that a ∞-graph without the cycle C4 is determined by its adjacency spectrum (see Theorem 4.4 in
their paper). However, fromPropositions 1.1 and 1.2we know that the subdivision graphs ofGr,r+1 and
H
r,r+1
5 (r  3) are adjacency cospectral. This fact indicates that Fan and Luo’s result is not completely
right. By the way, it is deserved to point that their another result that the dumbbell graphs without
the cycle C4 are determined by the adjacency spectrum (see Theorem 3.4 [8]) is also wrong. See the
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papers [17,18] for the correct result and details. In this paper we will re-study the adjacency spectral
characterization of ∞-graphs.
The paper is organized as follows. In section 2, some useful lemmas will be summarized. In Section
3, the rough structure of graphs which are cospectral with∞-graphs will be determined. In section 4,
the precise structure of a cospectral graph of∞-graph B(r, s) (s ≥ r > 7)will be obtained. In Section
5, it will be proved that B(r, s) (s ≥ r > 7) is determined by its adjacency spectrum if and only if
s = r + 2.
2. Preliminaries
First, we give some lemmas that will be used in the next section.
Lemma 2.1 ([2], Interlacing). Suppose that A is a symmetric n × n matrix with eigenvalues λ1 ≥ λ2 ≥· · · ≥ λn. Then the eigenvalues μ1 ≥ μ2 ≥ · · · ≥ μm of a principal submatrix of A of size m satisfy
λi ≥ μi ≥ λn−m+i for i = 1, . . . ,m.
Lemma 2.2 [5]. For the adjacency matrix of a graph G, the following can be deduced from the spectrum:
(i) The number of vertices.
(ii) The number of edges.
(iii) The number of closed walks of any fixed length.
Let NG(H) be the number of subgraphs of a graph Gwhich are isomorphic to H and let NG(i) be the
number of closed walks of length i in G. Let N′H(i) be the number of closed walks of H of length iwhich
contain all the edges of H and let Si(G) be the set consisting of all the connected subgraph H of G such
that N′H(i) = 0. It is easy to see that NG(i) can be expressed by
NG(i) =
∑
H∈Si(G)
NG(H)N
′
H(i). (1)
Omidi [12] uses (1) to obtain some formulae for calculating the number of closed walks of length
2, 3, 4, 5, 7 for any graph. However, we find that an item is missed in the expression of NG(7). So we
correct it and proceed giving formulae to compute the number of closed walks of length 6, 8 for any
graph.
Lemma 2.3 [12]. The number of closed walks of length 2, 3, 4, 5 of a graph G are given in the following,
where m is number of edges of G and the graphs used are shown in Fig. 3.
(i) NG(2) = 2m, NG(3) = 6NG(K3).
(ii) NG(4) = 2m + 4NG(P3) + 8NG(C4), NG(5) = 30NG(K3) + 10NG(C5) + 10NG(Ga).
Lemma 2.4. The number of closed walks of length of 6, 7, 8 of a graph G are respectively determined as
follows, where m is number of edges of G and the graphs used are shown in Fig. 3.
(i) NG(6) = 2m+ 12NG(P3) + 6NG(P4) + 48NG(C4) + 12NG(C6) + 24NG(K3) + 12NG(K1,3) +
36NG(Gh) + 12NG(Gj) + 24NG(Go).
(ii) NG(7) = 126NG(C3) + 70NG(C5) + 14NG(C7) + 84NG(Ga) + 14NG(Gb) + 14NG(Gc) +
14NG(Gd) + 28NG(Ge) + 42NG(Gf ) + 28NG(Gg) + 112NG(Gh) + 84NG(Hb).
(iii) NG(8) = 2m+ 28NG(P3)+ 32NG(P4)+ 8NG(P5)+ 168NG(C3)+ 264NG(C4)+ 96NG(C6)+
16NG(C8)+528NG(K4)+72NG(K1,3)+48NG(K1,4)+192NG(K2,3)+96NG(K2,4)+64NG(Ga)+
64NG(Gf ) + 464NG(Gh) + 16NG(Gi) + 112NG(Gj) + 32NG(Gk) + 16NG(Gl) + 16NG(Gm) +
16NG(Gn) + 320NG(Go) + 96NG(Gp) + 48NG(Gq) + 16NG(Gr) + 48NG(Gs) + 48NG(Gt) +
128NG(Gu) + 64NG(Gv) + 32NG(Gw) + 32NG(Gx) + 32NG(Gy) + 32NG(Gz) + 96NG(Ha).
F. Liu et al. / Linear Algebra and its Applications 437 (2012) 1482–1502 1485
Fig. 3. Graphs related to NG(5),NG(6),NG(7) and NG(8).
To verify the above results we give examples in Appendix A which provide the exact datum for
complete graph of order 7, 8, 9.
The following corollary immediately follows from Lemma 2.4 and it will be frequently used in the
next section.
Corollary 2.5. Let  be a connected graph without cycles Ci (i = 3, 4, 5, 7). Then
(i) N(6) = 2m + 12NG(P3) + 6NG(P4) + 12NG(K1,3) + 12NG(C6).
(ii) NG(8) = 2m+ 28NG(P3)+ 32NG(P4)+ 72NG(K1,3)+ 8NG(P5)+ 16NG(Gi)+ 48NG(K1,4)+
96NG(C6) + 16NG(Gr) + 16NG(C8).
Lemma 2.6 [2]. Let uv be an edge of a graph G, C (u) and C (uv) be the sets of all cycles Z containing u or
uv, respectively. Then
(i) PG(λ) = λPG−u(λ) −∑uv∈E(G) PG−u−v(λ) − 2∑Z∈C(u) PG−V(Z)(λ).
(ii) PG(λ) = PG−uv(λ) − PG−u−v(λ) − 2∑Z∈C(uv) PG−V(Z)(λ).
For the sakeof simplicity,wedenotePPr (λ)byPr . By convention, letP0 = 1,P−1 = 0andP−2 = −1.
Lemma 2.7 [13]. Pr = x2r+2−1xr+2−xr and Pr(2) = r + 1, where x satisfies x2 − λx + 1 = 0.
Lemma 2.8 [13]. Let θ(a, b, c) be the graph obtained from Pa+2, Pb+2 and Pc+2 by identifying their initial
and terminal vertices, where a, b, c ≥ 0 and at most one of them is zero. Then
Pθ(a,b,c)(λ) = λ2PaPbPc − 2λ(Pa−1PbPc − PaPb−1Pc + PaPbPc−1)
+ 2(Pa−1Pb−1Pc + Pa−1PbPc−1 + PaPb−1Pc−1) + Pa−2PbPc
+ PaPb−2Pc + PaPbPc−2 − 2(Pa + Pb + Pc).
(2)
Lemma 2.9 [8]. No two non-isomorphic ∞-graphs B(r, s) are cospectral.
Lemma 2.10 [8]. Let G = B(r, s) and H be a graph cospectral with G. Then H has no induced subgraph
isomorphic to the disjoint union of two cycles.
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Let Wn be a graph obtained from the path Pn+2 (indexed in natural order 1, 2, . . . , n + 2) by
adding one pendent edge at vertices 2 and n + 1, respectively. An internal path of a graph G is a
sequence of vertices x1, . . . , xk such that all xi are distinct (except possibly x1 = xk), the vertex degree
d(xi) satisfy d(x1) ≥ 3, d(x2) = · · · = d(xk−1) = 2 (unless k = 2), d(xk) ≥ 3, xi is adjacent to xi+1,
i = 1, . . . , k−1. The following lemma relates the behavior of spectral radius of a graph by subdividing
an edge.
Lemma 2.11 [10]. Let G be a connected graph that is not isomorphic to Wn and let Guv be the graph
obtained from G by subdividing the edge uv of G. If uv lies on an internal path of G, then λ1(Guv) < λ1(G).
3. Structure of graphs cospectral with∞-graphs
In this sectionwe determine the rough structure of graphswhich are cospectralwith∞-graphs. Let
H be a graph cospectral with the∞-graph G = B(r, s), by Lemma 2.2, G and H have the same number
of vertices, edges and closed walks of any given length. Denote by xi and yi the number of vertices of
degree i in G andH, respectively. By counting the number of vertices, edges and closed walks of length
4 in G and H, we have the following three equations:
4∑
i=0
xi = n =
′∑
i=0
yi, (3)
4∑
i=0
ixi = 2(n + 1) =
′∑
i=0
iyi, (4)
4∑
i=0
ixi + 4
4∑
i=0
(
i
2
)
xi + 8n4 = 6n + 22 + 8n4 =
′∑
i=0
iyi + 4
′∑
i=0
(
i
2
)
yi + 8n′4, (5)
where n4 = NG(C4) and n′4 = NH(C4). By adding up these three equations with coefficients 2, −5/2
and 1/2, respectively, we have
6 + 4n4 =
′∑
i=0
(i2 − 3i + 2)yi + 4n′4. (6)
Clearly, n4  2. For n4 = 2 (i.e., r = s = 3), B(3, 3) has only seven vertices, it is not difficult to show
that B(3, 3) is DAS. For the case of n4 = 0 or n4 = 1, we will determine the degree sequence of H in
the following lemma.
Lemma 3.1. Let G = B(r, s) be the∞-graph, H be a graph cospectral with G. Let n4 and n′4 be the number
of C4 in G and H respectively. If n4 = 0 then n′4 = 0 and the degree sequence π(H) is either= (2n−1, 41)
or (11, 2n−4, 33); If n4 = 1 then n′4 = 1 or n′4 = 0, and the degree sequence π(H) is either (2n−1, 41) or
(11, 2n−4, 33) if n′4 = 1; the degree sequenceπ(H) is (12, 2n−5, 32, 41), (01, 2n−5, 34) or (13, 2n−8, 35)
if n′4 = 0.
Proof. First suppose that n4 = 0. The Eq. (6) yields∑′i=0(i2 − 3i + 2)yi + 4n′4 = 6, this implies that
2y0 + 2y3 + 6y4 + 4n′4 = 6 and yi = 0 for i ≥ 5. We claim that n′4 = 0, since otherwise, n′4 = 1, thus
y0+y3+3y4 = 1, and hence y4 = 0. By (3), (4) we have (y0, y1, y2) = (1−y3, 3y3−4, n+3−3y3),
which is impossible since all yi are nonnegative. Now n
′
4 = 0, we obtain y0 + y3 + 3y4 = 3. Thus
y4 = 1 or 0. If y4 = 1, then y0 = y3 = 0, and by (3),(4) we get (y0, y1, y2, y3, y4) = (0, 0, n−1, 0, 1)
which gives π(H) = (2n−1, 41); if y4 = 0, then y0 + y3 = 3, again by (3) and (4) we obtain
(y0, y1, y2, y3) = (3− y3, 3y3 − 8, n + 5− 3y3, y3). Easy to find the unique nonnegative solution is
(y0, y1, y2, y3, y4) = (0, 1, n − 4, 3, 0) which leads to π(H) = (11, 2n−4, 33).
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Next suppose that n4 = 1. From equation (6) we have ∑′i=0(i2 − 3i + 2)yi + 4n′4 = 10, this
implies that 2y0 + 2y3 + 6y4 + 4n′4 = 10 and yi = 0 for i ≥ 5. In this case n′4 = 2, 1 or 0. If
n′4 = 2, then y0 + y3 + 3y4 = 1, thus y4 = 0 and y0 + y3 = 1. By (3),(4) we have (y0, y1, y2) =
(1 − y3, 3y3 − 4, n + 3 − 3y3). It is obvious that y1 is negative, a contradiction. If n′4 = 1, then
y0 + y3 + 3y4 = 3, hence y4 = 1 or 0. Combining (3), (4) we get (y0, y1, y2, y3, y4) = (3 − y3 −
3y4, 3y3+8y4−8, n+5−3y3−6y4, y3, y4). It is easy toverify that thereare twononnegative solutions:
(0, 0, n−1, 0, 1) and (0, 1, n−4, 3, 0)which leads toπ(H) = (2n−1, 41) andπ(H) = (11, 2n−4, 33),
respectively. If n′4 = 0, then y0 + y3 + 3y4 = 5, thus y4 = 1 or 0. Again by (3) and (4) we get
(y0, y1, y2, y3, y4) = (5−y3−3y4, 3y3+8y4−12, n+7−3y3−6y4, y3, y4). It is notdifficulty toobtain
all the nonnegative solutions: (0, 2, n− 5, 2, 1), (1, 0, n− 5, 4, 0) and (0, 3, n− 8, 5, 0)which leads
to π(H) = (12, 2n−5, 32, 41), π(H) = (01, 2n−5, 34) and π(H) = (13, 2n−8, 35), respectively. 
Lemma 3.2. Let G = B(r, s) be a∞-graph where r and s are not equal to three. If a graph H is cospectral
with G, then H ∈ {B(r, s),H(a, b, c, d, e),D(f , g, h, i)} (see Fig. 1(b) and (c)). Moreover, the graphs in
the set contain no cycle C4.
Proof. Since r and s are not equal to three, G has no cycle C4. Thus from Lemma 3.1, we know that H
also has no cycle C4 and the degree sequence of H is (2
n−1, 41) or (11, 2n−4, 33). Moreover, Lemma
2.10 implies H has no induced subgraph containing two disjoint cycles. If π(H) = (2n−1, 41) then
H ∼= B(r′, s′) for some n = r′ + s′ + 1. Furthermore, H ∼= G by Lemma 2.9. If π(H) = (11, 2n−4, 33)
thenH has no component isomorphic to a tree since H has a unique vertex of degree one. ThusHmust
be connected and so H ∼= H(a, b, c, d, e) or D(f , g, h, i). 
Remark 1. Let H be a graph cospectral with the ∞-graph B(3, s) (s > 3). From Lemma 3.1 we see
that there are five possible degree sequences for H, and for each possible π(H) we can easily find the
corresponding graph. Thus to determine the DAS∞-graph B(3, s) is more difficulty than to determine
that has no C4. In this paper we have no plan to find which ∞-graph B(3, s) (s > 3) is DAS. A similar
problem that lollipop graphs with C4 have been investigated in a very long paper [1]. Furthermore we
will count the number of closed walks of length six and eight of the ∞-graph B(r, s) in the following
passage. In view of Lemma 2.4, we know that if a graph G has C6 and C8, thenNG(6) andNG(8) become
more complicated. In order tomake the paper readable, we restrict ourselves to studywhich∞-graph
B(r, s) with s ≥ r > 7 is DAS in the following text.
Denote by C1 the cycle formed by v1, v3, Pa and Pb of H(a, b, c, d, e), C2 the cycle formed by
v1, v2, v3, Pa, Pc and Pd of H(a, b, c, d, e) and C3 the cycle formed by v1, v2, v3, Pb, Pc and Pd of
H(a, b, c, d, e) (see Fig. 1(b)), respectively. Denote by C4 the cycle formed byw1 and Pf of D(f , g, h, i),
C5 the cycle formed by w2,w3, Pg and Ph of D(f , g, h, i), (see Fig. 1(c)) respectively. For the sake
of simplicity, we misuse the notations Ci i = 1, . . . , 5 and Pa, Pb, Pc, Pd, Pe, Pf , Pg, Ph, Pi to denote
the number of vertices in them, respectively. Recall that we always assume Pa ≤ Pb and Pc ≤ Pd,
thus C2 ≤ C3. Denote by B(r, s) = {B(r, s)|r + s + 1 = n, s ≥ r > 7}, H(a, b, c, d, e) =
{H(a, b, c, d, e)|a + b + c + d + e + 3 = n and H(a, b, c, d, e) has no C3, C4, C5, C7},D(f , g, h, i) ={D(f , g, h, i)|f + g + h + i + 3 = n and D(f , g, h, i) has no C3, C4, C5, C7}, respectively.
Let G ∈ B(r, s) and G′ be cospectral with G. Since G has no C3, C5, C7 and its cospectral graph has
the same length of the shortest odd cycle, so does G′. In addition, by Lemma 3.2 G′ ∈ H(a, b, c, d, e) or
D(f , g, h, i). In order to obtain the precise structure of G′, we need to count the closed walks of length
six and eight of graphs in B(r, s), H(a, b, c, d, e) and D(f , g, h, i), respectively. For any triangle free
graph , let us define
d(uv) = (d(u) − 1)(d(v) − 1), where uv ∈ E().
It is easy toverifyN(P3) = ∑v∈V() (d(v)2
)
,N(P4) = ∑uv∈E() d(uv)andN(K1,3) = ∑v∈V() (d(v)3
)
.
Set  = G ∈ B(r, s), we have |E(G)| = n + 1, NG(P3) =
(
4
2
)
+ (r + s)
(
2
2
)
= n + 5, NG(P4) =
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4 × 3 + r − 1 + s − 1 = n + 9 and NG(K1,3) =
(
4
3
)
= 4. Then by Corollary 2.5 (i), we have
NG(6) = 2|E(G)| + 12NG(P3) + 6NG(P4) + 12NG(K1,3) = 20n + 164. (7)
Set = G′ ∈ H(a, b, c, d, e) orD(f , g, h, i), we obtain |E(G′)| = n+1,NG′(P3) =
(
3
2
)
×3+
(
2
2
)
(n−
4) = n + 5, NG′(K1,3) =
(
3
3
)
× 3 = 3. NG′(P4), related to the structure of H, is more complicated.
First suppose that G′ = H ∈ H(a, b, c, d, e), it is easy to see that for an edge uv ∈ E(H), d(uv) ∈
{0, 1, 2, 4}. uv is said to be the edge of i-type if d(uv) = i, where i = 0, 1, 2, 4. It is clear that uv is
0-type if and only if uv is a pendent edge; uv is 1-type if and only if d(u) = d(v) = 2; uv is 2-type if
and only if {d(u), d(v)} = {2, 3}; uv is 4-type if and only if d(u) = d(v) = 3. Denote by mi(H) the
number of i-type edges in H. we have
m0(H) + m1(H) + m2(H) + m4(H) = |E(H)| = n + 1, (8)
and, since H has only one pendent edge,m0(H) = 1. We have
NH(P4) =
∑
uv∈E()
d(uv) = m1(H) + 2m2(H) + 4m4(H) = n + m2(H) + 3m4(H). (9)
Since H has three vertices of degree three and has no C3, 0 ≤ m4(H) ≤ 2. Nowwe have to distinguish
the value ofm4(H) to count NH(P4).
Case 1.m4(H) = 0;
From the structure of H in Fig. 1(b), we know thatm2(H) = 8 if Pe = 1, andm2(H) = 9 if Pe > 1.
Thus according to (9)
NH(P4) =
⎧⎨
⎩ n + 8 if Pe = 1;n + 9 if Pe > 1.
Case 2.m4(H) = 1;
From the structure of H in Fig. 1(b), we know thatm2(H) = 6 if Pe = 1, andm2(H) = 7 if Pe > 1.
Thus according to (9)
NH(P4) =
⎧⎨
⎩ n + 9 if Pe = 1;n + 10 if Pe > 1.
Case 3.m4(H) = 2;
From the structure of H in Fig. 1(b), we know thatm2(H) = 4 if Pe = 1, andm2(H) = 5 if Pe > 1.
Thus according to (9)
NH(P4) =
⎧⎨
⎩ n + 10 if Pe = 1;n + 11 if Pe > 1.
Then by Corollary 2.5 (i), we have
NH(6) = 2|E(H)| + 12NH(P3) + 6NH(P4) + 12NH(K1,3) + 12NH(C6)
= 14n + 98 + 6NH(P4) + 12NH(C6)
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
20n + 146 + 12NH(C6) if NH(P4) = n + 8;
20n + 152 + 12NH(C6) if NH(P4) = n + 9;
20n + 158 + 12NH(C6) if NH(P4) = n + 10;
20n + 164 + 12NH(C6) if NH(P4) = n + 11.
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Table 1
Graph H with NH(6) = 20n + 164.
Graph H(0, 4, c, d, 1) H(1, 3, c, d, e) H(1, 3, 0, d, 1) H(2, 2, c, d, e) H(2, 2, 0, d, 1)
s.t. c > 0 c + d > 2 d > 2 c > 0, e > 1 d > 2
c + d > 3 c > 0, e > 1
Graph H(0, b, 1, 2, 1) H(1, b, 0, 2, 1) H(1, b, 1, 1, e) H(2, b, 0, 1, 1)
s.t. b > 4 b > 3 b > 3, e > 1 b > 2
Graph H(0, b, 0, d, e) H(a, b, 0, 0, e)
s.t. b > 4, d > 3 a > 3, e > 1
e > 1
Since0 ≤ NH(C6) ≤ 3, fromtheaboveweknowthatNH(6) = 20n+164 if andonly if (NH(P4),NH(C6))= (n + 9, 1) or (NH(P4),NH(C6)) = (n + 11, 0). It is easy to see that (NH(P4),NH(C6)) = (n + 9, 1)
corresponds to the following cases (1) or (2), and (NH(P4),NH(C6)) = (n + 11, 0) corresponds to the
following case (3)
(1) C1 = 6, C2 > 6, C3 > 6 and NH(P4) = n + 9;
(2) C1 > 6, C2 = 6, C3 > 6 and NH(P4) = n + 9;
(3) C1 > 6, C2 > 6, C3 > 6 and NH(P4) = n + 11.
Recall that C1 = a + b + 2, C2 = a + c + d + 3, C3 = b + c + d + 3 and C2 ≤ C3. We list the above
three possible graphs H with NH(6) = 20n + 164 in Table 1, where its i-row corresponds the case (i),
i = 1, 2, 3, respectively.
Next suppose that G′ = D ∈ D(f , g, h, i), it is also easy to see that d(uv) ∈ {0, 1, 2, 4} for
uv ∈ E(D). Denote bymi(D) i = 0, 1, 2, 4 the number of i-type edges in D. Similarly as (8) and (9), we
have
m0(D) + m1(D) + m2(D) + m4(D) = |E(D)| = n + 1, (10)
ND(P4) =
∑
uv∈E(D)
d(uv) = m1(D) + 2m2(D) + 4m4(D) = n + m2(D) + 3m4(D). (11)
Since w1w2 ∈ E(D) and Pg may be zero, it is easy to see that 4 ≤ m2(D) ≤ 7, 1 ≤ m4(D) ≤ 2. Now
we have to distinguish the value ofm4(D) to count ND(P4).
Case 1.m4(D) = 1;
From the structure of D in Fig. 1(c), we know that m2(D) = 6 if Pi = 1, and m2(D) = 7 if Pi > 1.
Thus according to (11)
NH(P4) =
⎧⎨
⎩ n + 9 if Pi = 1;n + 10 if Pi > 1;
Case 2.m4(D) = 2;
From the structure of D in Fig. 1(c), we know that m2(D) = 4 if Pi = 1, and m2(D) = 5 if Pi > 1.
Thus according to (11)
NH(P4) =
⎧⎨
⎩ n + 10 if Pi = 1;n + 11 if Pi > 1;
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Table 2
Graph Dwith ND(6) = 20n + 164.
Graph D(5, g, h, 1) D(f , 1, 3, 1) D(f , 2, 2, 1) D(f , 0, h, i)
s.t. g + h > 4, g > 0 f > 5 f > 5 f > 5, h > 4, i > 1
(C4, C5) (C4 = 6, C5 > 6) (C4 > 6, C5 = 6) (C4 > 6, C5 = 6) (C4 > 6, C5 > 6)
Then by Corollary 2.5 (i), we have
ND(6) = 2|E(D)| + 12ND(P3) + 6ND(P4) + 12ND(K1,3) + 12ND(C6)
=
⎧⎪⎨
⎪⎩
20n + 152 + 12ND(C6) if NH(P4) = n + 9;
20n + 158 + 12ND(C6) if NH(P4) = n + 10;
20n + 164 + 12ND(C6) if NH(P4) = n + 11;
since0 ≤ ND(C6) ≤ 2, fromtheaboveweknowthatND(6) = 20n+164 if andonly if (ND(P4),ND(C6))= (n + 9, 1) or (ND(P4),ND(C6)) = (n + 11, 0). Analogous to H, (ND(P4),ND(C6)) = (n + 9, 1)
corresponds to the following cases (1) or (2), and (ND(P4),ND(C6)) = (n + 11, 0) corresponds to the
following case (3)
(1) C4 = 6, C5 > 6 and NH(P4) = n + 9;
(2) C4 > 6, C5 = 6 and NH(P4) = n + 9;
(3) C4 > 6, C4 > 6 and NH(P4) = n + 11.
Recall that C4 = f + 1, C5 = g + h + 2. According the above cases we list the above three possible
graphs Dwith ND(6) = 20n + 164 in Table 2.
From Tables 1 and 2 we know that, given G ∈ B(r, s) where s ≥ r > 7, there are exactly fifteen
graphs in H(a, b, c, d, e) and D(f , g, h, i) such that they have the same number of closed walks of
length 4 and 6, respectively. To distinguish whether they are cospectral we have to enumerate the
number closed walks of length 8 for these graphs.
For any graph  without C3 and C4, it is easy to verify
N(P5) =
∑
u∈V()
d(u)>1
∑
vi,vj∈N(u)
(d(vi) − 1)(d(vj) − 1). (12)
By (12)we haveNG(P5) = 4×3+6×1+ r+ s+1−5 = n+13. LetG ∈ B(r, s), we have known that
|E(G)| = n+1,NG(P3) = n+5,NG(P4) = n+9, andNG(K1,3) = 4.Moreover,NG(Gi) =
(
4
2
)
×2 = 12.
Thus according to Corollary 2.5, we have
NG(8) = 2|E(G)| + 28NG(P3) + 32NG(P4) + 72NG(K1,3) + 8NG(P5) + 16NG(Gi)
+ 48NG(K1,4)
= 2(n + 1) + 28(n + 5) + 32(n + 9) + 72 × 4 + 8(n + 13) + 16 × 12 + 48
= 70n + 1062.
Let G′1 = H(a, b, 0, 0, e) ∈ H(a, b, c, d, e) (a > 3, e > 1), we have known that |E(G′1)| = n + 1,
NG′1(P3) = n + 5, NG′1(K1,3) = 3, NG′1(P4) = n + 11. By (12)
NG′1(P5) =
{
8 + 5 × 2 + 2 × 5 + a − 2 + b − 2 + e − 3 = n + 18 if e > 2;
8 + 5 × 2 + 2 × 4 + a − 2 + b − 2 = n + 17 if e = 2.
F. Liu et al. / Linear Algebra and its Applications 437 (2012) 1482–1502 1491
Furthermore, NG′1(Gi) = 5 + 4 + 4 = 13, by Corollary 2.5, we have
NG′1(8) = 2|E(G′1)| + 28NG′1(P3) + 32NG′1(P4) + 72NG′1(K1,3) + 8NG′1(P5)
+ 16NG′1(Gi) + 16NG′1(C8)
= 2(n + 1) + 28(n + 5) + 32(n + 11) + 72 × 3 + 8NG′1(P5) + 16NG′1(Gi)
+ 16NG′1(C8)
=
{
62n + 710 + 8(n + 18) + 16 × 13 + 16NG′1(C8)
62n + 710 + 8(n + 17) + 16 × 13 + 16NG′1(C8)
=
{
70n + 1062 + 16NG′1(C8) if e > 2;
70n + 1054 + 16NG′1(C8) if e = 2.
Thus we obtain NG′1(8) = 70n + 1062 if and only if e > 2 and NG′1(C8) = 0.
Let G′2 = H(1, b, 1, 1, e) ∈ H(a, b, c, d, e) (b > 3, e > 1), we have known |E(G′2)| = n + 1,
NG′2(P3) = n + 5, NG′2(K1,3) = 3, NG′2(P4) = n + 9,
NG′2(P5) =
{
3 × 3 + 4 × 3 + 2 × 3 + b − 2 + e − 3 = n + 16 if b > 3, e > 2;
3 × 3 + 4 × 3 + 2 × 2 + b − 2 = n + 15 if b > 3, e = 2.
NG′2(Gi) = 3 × 3 = 9, NG′2(C6) = 1, NG′2(Gr) = 3, by Corollary 2.5, we have
NG′2(8) = 2|E(G′2)| + 28NG′2(P3) + 32NG′2(P4) + 72NG′2(K1,3) + 8NG′2(P5)
+ 16NG′2(Gi) + 96NG′2(C6) + 16NG′2(Gr) + 16NG′2(C8)
= 2(n + 1) + 28(n + 5) + 32(n + 9) + 72 × 3 + 8NG′2(P5) + 16NG′2(Gi)
+ 96NG′2(C6) + 16NG′2(Gr) + 16NG′2(C8)
=
{
62n + 646 + 8(n + 16) + 16 × 9 + 96 + 3 × 16 + 16NG′2(C8)
62n + 646 + 8(n + 15) + 16 × 9 + 96 + 3 × 16 + 16NG′2(C8)
=
{
70n + 1062 + 16NG′2(C8) if b > 3, e > 2;
70n + 1054 + 16NG′2(C8) if b > 3, e = 2.
So we have NG′2(8) = 70n + 1062 if and only if b > 3, e > 2 and NG′2(C8) = 0.
By the same argument one can obtain NG′(8) of the other 13 graphs in Tables 1 and 2. Since it is
long and trivial, we just put the details to the Appendix A at the end of this paper, fromwhichwe know
that six of them have the same number of closed walks of length 8 with that of G ∈ B(r, s) and we
list them in Table 3.
From Tables 1–3, we have the following lemma.
Table 3
Graph with the same NG(6) and NG(8) as G = B(r, s)(s ≥ r > 7).
Graph H(0, b, 0, d, e) H(a, b, 0, 0, e) H(0, b, 1, 2, 1) H(1, b, 1, 1, e)
s.t. b > 6, d > 5 a > 5, e > 2 b > 6 b > 5, e > 2
e > 2
(C1, C2, C3) (> 8,> 8,> 8) (> 8,> 8,> 8) (> 8, 6,> 8) (> 8, 6,> 8)
Graph H(2, 2, 1, 2, e) D(f , 0, h, i)
s.t. e > 2 f > 7, h > 6
i > 2
(C1, C2, C3, C4, C5) (6, 8, 8,−,−) (−,−,−,> 8,> 8)
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Lemma 3.3. Let G = B(r, s) ∈ B(r, s) be a ∞-graph. Let G′ be a graph cospectral with G, then G′ may
be one of the graphs shown in Table 3.
4. Spectral characterization of B(r, s)
In this sectionwe focus on the spectral characterization of∞-graphsB(r, s) = {B(r, s)|r+s+1 =
n, s ≥ r > 7}.
It has been shown that the largest signless Laplacian eigenvalue κ(Gr,s) of ∞-graph Gr,s satisfies
κ(Gr,s) >
16
3
(see Lemma 6.8(i) [16]). According to the relation ρ(Gr,s) =
√
κ(Gr,s) (see Lemma 3.1
[16]) we obtain the following lemma:
Lemma 4.1. For s  r  3, ρ(Gr,s) >
√
16
3
≈ 2.3094.
Lemma 4.2. Let G = B(r, s) ∈ B(r, s) be a∞-graph. Then G is not cospectral with H(0, b, 1, 2, 1)(b >
10).
Proof. It is easy to verify that we can subdivide some edges in the internal path of H(0, 9, 1, 2, 1) to
get H(0, b, 1, 2, 1) for b > 10. From Lemma 2.11 and Lemma 4.1, ρ(G) > 2.3094 > 2.3086 · · · =
ρ(H(0, 9, 1, 2, 1)) > ρ(H(0, b, 1, 2, 1)). Thus G is not cospectral with H(0, b, 1, 2, 1)(b > 10) and
the lemma holds. 
Next we use Lemma 2.6 and Lemma 2.7 to calculate the character polynomials of graph B(r, s) and
the graphs mentioned in Lemma 3.3.
Lemma 4.3. Let PB(r,s)(λ) be the characteristic polynomial of the ∞-graph B(r, s), denote by PB(x) =
(x2 − 1)2PB(r,s)(λ), then PB(x) = C(n; x)+ PB(r, s; x)where n = r + s+ 1, x satisfies x2 −λx+ 1 = 0
and
C(n; x) = x−n − 3x2−n − 3x2+n + x4+n (13)
PB(r, s; x) = −2x−r + 2x2−r + xs+1−r + xs+3−r + 2xr+2 − 2xr+4
+xr+1−s + xr+3−s − 2x−s + 2x2−s + 2xs+2 − 2xs+4. (14)
Proof. Let B(r, s) be shown in Fig. 1(a) and u be the unique vertex of degree four. Using Lemma 2.6,
we have
PB(r,s)(λ) = λPrPs − 2(Pr−1Ps + PrPs−1 + Pr + Ps). (15)
Then we substitute Pr = x2r+2−1xr+2−xr to the above equation and by using Maple, we obtain PB(x) =
C(n; x) + PB(r, s; x). 
Lemma4.4. LetH1 = H(1, b, 1, 1, e)andPH1(λ) the characteristic polynomial ofH1, denote by PH1(x) =
(x2 − 1)2PH1(λ) where x satisfies x2 − λx + 1 = 0, then PH1(x) = C(n; x) + PH1(b, e; x) where
n = b + e + 6, C(n; x) is shown in (13) and
PH1(b, e; x) = − 2x−3−e + 2x1−e + 2x3+e − 2x7+e + 2x2+b−e − x4+b−e + x6+b−e
+ x−2−b+e − x−b+e + 2x2−b+e. (16)
Proof. Let H = H(a, b, c, d, e) be shown in Fig. 1(b) and v2 the vertex which joins the path Pe. Denote
by H− = H − (v2 ∪ V(Pe)), and T(a, b, d) the T-shape tree induced by vertex set {v3} ∪ V(Pa) ∪
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V(Pb) ∪ V(Pd) in H. Using Lemma 2.6 (i) at v3 in T(a, b, d), we have
PT(a,b,d)(λ) = λPaPbPd − Pa−1PbPd − PaPb−1Pd − PaPbPd−1. (17)
Again using Lemma 2.6 (i) at v1 in H
−, we have
PH−(λ) = λPcPT(a,b,d)(λ) − (PcPT(a−1,b,d)(λ) + PcPT(a,b−1,d)(λ)
+ Pc−1PT(a,b,d)(λ)) − 2PcPd. (18)
Let v21 be the edge in H which connects v2 and Pe. Applying Lemma 2.6 (ii) forH at v21 ( see Fig. 1(b)),
we have
PH(λ) = Pθ(a,b,c+d+1)(λ)Pe − PH−(λ)Pe−1. (19)
By putting (2), (17) and (18) into (19) we obtain the characteristic polynomial of H = H(a, b, c, d, e)
i.e., PH(λ). If we substitute (a, b, c, d, e) = (1, b, 1, 1, e) and Pr = x2r+2−1xr+2−xr in (x2 −1)2PH(λ), thenwe
obtain PH1(x) = C(n; x) + PH1(b, e; x). We have used Maple to perform the above calculations. Since
the computation is long, here we omit the process and only give the concrete expression of PH1(x). 
If we substitute (a, b, c, d, e) = (0, b, 0, d, e), (2, 2, 1, 2, e) and Pr = x2r+2−1xr+2−xr in (x2 − 1)2PH(λ),
then, from (19), we get the following two corollaries by using Maple.
Corollary 4.5. Let H2 = H(0, b, 0, d, e) and PH2(λ) the characteristic polynomial of H2 and set PH2(x) =
(x2 − 1)2PH2(λ) where x satisfies x2 − λx + 1 = 0, then PH2(x) = C(n; x) + PH2(b, e; x) where
n = b + d + e + 3, C(n; x) is shown in (13) and
PH2(b, d, e; x) = − 2x−e + 2x−e+2 − 2x−b−e + x−b−d+e+1 + 2x−b+e+2
+ x−b+d+e+3 + 2xb−e+2 − 2xb+e+4 − 2x−d−e−1 + 2x−d−e+1
+ xb−d−e+1 + xb+d−e+3 + 2xe+2 − 2xe+4 + 2xd+e+3 − 2xd+e+5.
(20)
Corollary 4.6. Let H3 = H(2, 2, 1, 2, e) and PH3(λ) be its characteristic polynomial and set PH3(x) =
(x2−1)2PH3(λ)where x satisfies x2−λx+1 = 0, then PH3(x) = C(n; x)+PH3(e; x)where n = e+10,
C(n; x) is shown in (13) and
PH3(e; x) = x−e + 2x−e+4 − x−e+6 − x−e+8 + x−e+10 + xe−6
− xe−4 − xe−2 + 2xe + xe+4. (21)
As similar as Lemma 4.4, one can also obtain the following Lemma.
Lemma 4.7. Let D = D(f , 0, h, i) and PD(λ) be its characteristic polynomial and set PD(x) = (x2 −
1)2PD(λ)where x satisfies x
2−λx+1 = 0, then PD(x) = C(n; x)+PD(f , h, i; x)where n = f +h+i+3,
C(n; x) is shown in (13) and
PD(f , h, i; x) = 4x−i − 4x2−i − 4xi+2 + 4x4+i + 2x3+i+f − 2xi+5+f + 4x4+i+h − 2x6+i+h
−2x−i+1+f + 2x−i+3+f − 2x−i−1−f + 2x−i+1−f + 2xi+1−f − 2x3+i−f
−2x−2−i−h + 4x−i−h − 2xi+2−h − 2x2−i+h + x−i+h+1−f + x−i−h−1+f
−x−i−h+1+f+xi−h+1−f+x−i+3+h+f + xi+3−h+f − xi+h+3−f+xi+h+5−f . (22)
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Proof. Denote by Cf+1(λ) the characteristic polynomial of the cycle Cf+1. Let uv be any one edge of
Cf+1, applying Lemma 2.6 (ii) to Cf+1 at uv, we have
PCf+1(λ) = Pf+1 − Pf−1. (23)
Let D = D(f , 0, h, i) be shown in Fig. 1(c) (g = 0). Applying Lemma 2.6 (i) to D at w2, we have
PD(λ) =λPCf+1(λ)Ph+i+1 − (Pf Ph+i+1 + PCf+1(λ)Ph+i + PCf+1(λ)PhPi)
− 2PCf+1(λ)Pi. (24)
By putting (23) into (24) we obtain the characteristic polynomial of D = D(f , 0, h, i) i.e., PD(λ). If we
substitute Pr = x2r+2−1xr+2−xr in (x2 − 1)2PD(λ), then we obtain PD(x) = C(n; x) + PD(f , h, i; x). 
In the following part, we determinewhich graphsH andDmentioned in Table 3 are cospectral with
the ∞-graph B(r, s)(s ≥ r > 7) by comparing the exponents and coefficients of the corresponding
terms of PB(r, s; x) and PH1(b, e; x), PH2(b, d, e; x), PH3(e; x), PD(f , h, i; x), respectively.
Theorem 4.8. Let G = B(r, s) ∈ B(r, s) be a ∞-graph of order n. Then G is cospectral with H1 =
H(1, b, 1, 1, e)(b > 5, e > 2) if and only if r = e + 1, s = e + 3, b = e − 1.
Proof. We first show the necessity. Since G and H1 are cospectral, they have the same number of
vertices and the same characteristic polynomial, i.e., r + s + 1 = b + e + 6 = n, PB(λ) = PH1(λ).
Thus PB(x) − PH1(x) = PB(r, s; x) − PH1(b, e; x) = 0 by Lemma 4.3 and Lemma 4.4. Now we divide
two cases to consider.
Suppose that s > r. By Lemma4.3,weknowthat the leading termofPB(r, s; x) is−2xs+4. By Lemma
4.4, the leading term of PH1(b, e; x)may be one of−2xe+7 and xb−e+6 (or their summation). Since the
difference of the two leading termsmust be zero,we have−2xs+4 = −2xe+7, so s+4 = e+7, i.e., s =
e + 3. Furthermore the second leading term of PB(r, s; x) may be one among {2xs+2,−2xr+4, 2xr+2}
(or their summation), the second leading term of PH1(b, e; x) may be one of {2xe+3, xb−e+6} (or their
summation). Thus we claim that 2xe+3 must be the second leading term of PH1(b, e; x) since the
coefficient of the second leading term of PB(r, s; x) is two. It implies that 2xs+2 − 2xr+4 = 0, and so
2xr+2 = 2xe+3, i.e., r = e + 1. Moreover, since r + s + 1 = b + e + 6 = n it follows that b = e − 1.
Next suppose that s = r. In this situation, the leading term of PB(r, s; x) is −4xs+4 while that of
PH1(b, e; x) is some summation of {−2xe+7, xb−e+6}. Obviously, their difference can not be zero. So
this case disappears.
For the sufficiency, if we substitute r = e + 1, s = e + 3 and b = e − 1 in PB(x) and PH1(x),
respectively, thenbyusingmaple it is easy to verify thatPB(x)−PH1(x) = 0.HencePB(r,s)(λ) = PH1(λ),
i.e., B(e + 1, e + 3) and H(1, e − 1, 1, 1, e) are cospectral. 
Remark 2. From Remark 1 we know that in order to avoid some trivial trouble, we restrict ourselves
with the condition s ≥ r > 7, and this condition is inherited to Theorem 4.8. In fact we can easily
verify that for 7 ≥ r ≥ 2 (6 ≥ e ≥ 1) B(e + 1, e + 3) and H(1, e − 1, 1, 1, e) are cospectral too.
Lemma 4.9. Let G = B(r, s) ∈ B(r, s) be a ∞-graph of order n, H2 = H(0, b, 0, d, e) (b > 6, d >
5, e > 2) be also of order n. Then G is not cospectral with H2.
Proof. By theway of contradiction, assume G andH2 are cospectral, then they share the same number
of vertices and the same characteristic polynomials, i.e.,
n = r + s + 1 = b + d + e + 3, (25)
and PB(λ) = PH2(λ). Then from Lemma 4.3 and Corollary 4.5 we have PB(r, s; x) = PH2(b, e; x).
Denote by P′′B (x) = d
2PB(r,s;x)
dx2
and P′′H2(x) =
d2PH2 (b,d,e;x)
dx2
, respectively. Then we have P′′B (x) = P′′H2(x),
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in particular, P′′B (1) = P′′H2(1). By simple calculation we have
P′′B (1) = r2 + s2 − 2rs − 4r − 4s − 5
= b2 + d2 + e2 − 6be − 4b − ed − 12e − 13 = P′′H2(1).
(26)
Subtract (26) from (25)’s square we have
2rs = bd + 4be + de + eb + d + 6e + 2. (27)
Next, by carefully checking the terms of PH2(b, e; x) we find that the first several leading terms must
come from the following:
−2xb+e+4, −2xd+e+5, 2xd+e+3, −2xe+4, xb+d−e+3, xd+e−b+3. (28)
From (14) we see that the first several leading terms of PB(r, s; x) must come from the following:
−2xs+4, 2xs+2, −2xr+4, 2xr+2. (29)
First we claim that s > r (recall that s ≥ r), since otherwise s = r, the leading term of PB(r, s; x) is−4xs+4 and the second leading term is 4xs+2. Consequently, the leading term of PH2(b, e; x)
must be −2xb+e+4 − 2xd+e+5 = −4xs+4 and the second leading term is some summation of
{2xd+e+3, xb+d−e+3}. Clearly, the coefficient of the second leading term of PH2(b, e; x) is not equal
to four, so PB(r, s; x) = PH2(b, e; x), a contradiction. Now we study the first three leading terms of
PB(r, s; x) and PH2(b, e; x) according to the following three cases.
Suppose that b + e + 4 < d + e + 5. Then from (28) we have the leading term of PH2(b, d, e; x) is
−2xd+e+5 while that of PB(r, s; x) is−2xs+4. So s+ 4 = d+ e+ 5, i.e., s = d+ e+ 1, then from (25)
we have r = b + 1. Put these two equations into (27) we have e = 2b+d+4
d(b+1) . Since b > 6, d > 5 it is
easy to see that 1 > 2b+d+4
d(b+1) > 0, contradicting e > 2.
Next suppose that b + e + 4 = d + e + 5. From (28) we have the leading term of PH2(b, d, e; x)
is −4xd+e+5 while that of PB(r, s; x) is −2xs+4, obviously, they are not equal. Thus PB(r, s; x) =
PH2(b, d, e; x), a contradiction.
At last, suppose that b + e + 4 > d + e + 5. If s > r + 2, then from (29) we have the first
and the second leading terms of PB(r, s; x) are −2xs+4, 2xs+2, respectively. From (28) we claim that
in PH2(b, d, e; x), the leading term is −2xb+e+4 and the second leading term is some summation of
{−2xd+e+5, xb+d−e+3}. Clearly, the coefficient of the second leading termof PH2(b, e; x)may be one of−2,−1, 1 and it is not equal to 2. Thus PB(r, s; x) = PH2(b, d, e; x), a contradiction. If s = r + 2, then
from (29) we have the first and the second leading terms of PB(r, s; x) are −2xs+4, 2xr+2 = 2xs, re-
spectively, andweget a contradiction as the same as the case of s > r+2. If s = r+1, by examining the
termsofPB(r, s; x)wefind thefirst three leading termsare−2xs+4,−2xr+4 = −2xs+3, 2xs+2, respec-
tively. In this case the first three leading terms of PH2(b, d, e; x) are −2xb+e+4,−2xd+e+5, 2xd+e+3,
respectively. Thus −2xs+3 = −2xd+e+5 and 2xs+2 = 2xd+e+3, which lead to s = d + e + 2 and
s = d + e + 1, a contradiction. 
Lemma 4.10. Let G = B(r, s) ∈ B(r, s) be a ∞-graph of order n, H3 = H(2, 2, 1, 2, e) (e > 2) be also
of order n. Then G is not cospectral with H3.
Proof. Suppose thatG andH3 are cospectral, then they share the samenumberof vertices and the same
characteristic polynomials, i.e., n = r + s+ 1 = e+ 10, PB(λ) = PH3(λ). Then PB(r, s; x) = PH3(e; x).
Note that the leading term in PB(x) is some summation of {−2xs+4,−2xr+4}, however, the leading
term in PH3(e; x) is xe+4. Clearly, their difference cannot be zero, so PB(r, s; x) − PH3(e; x) = 0, a
contradiction. 
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Lemma4.11. Let G = B(r, s) ∈ B(r, s) be a∞-graph of order n, D = D(f , 0, h, i)(f > 7, h > 6, i > 2)
be also of order n. Then G is not cospectral with D.
Proof. Suppose that G and D are cospectral, then PB(λ) = PD(λ) and
n = r + s + 1 = f + h + i + 3. (30)
By Lemma 4.3 and Lemma 4.7 we have PB(r, s; x) = PD(f , h, i; x). Denote by P′′B (x) = d
2PB(r,s;x)
dx2
and
P′′D(x) = d
2PD(f ,h,i;x)
dx2
, respectively. Then we have P′′B (x) = P′′D(x), in particular, P′′B (1) = P′′D(1). By
simple calculation we have
P′′B (1) = r2 + s2 − 2rs − 4r − 4s − 5
= f 2 + h2 + i2 + 2hi + 2h + 2i − 1 = P′′D(1).
(31)
Subtract (31) from (30)’s square we have
2rs = fh + fi − h − i − 4. (32)
Next by carefully checking the terms of PD(f , h, i; x)we find the first several leading termsmust come
from the following:
−2xf+i+5, −2xh+i+6, 2xf+i+3, 4xh+i+4, xf+h+3−i, xf+i+3−h. (33)
First we claim that s > r (recall that s ≥ r), otherwise suppose that s = r, then by (29), the leading
term of PB(r, s; x)must be−4xs+4. In this case, the leading term of PD(f , h, i; x)must be−2xf+i+5 −
2xh+i+6 = −4xs+4, which gives s = f + i + 1 = h + i + 2, and so f = h + 1. Moreover from (30)
we have r + s + 1 = 2s + 1 = 2(h + i + 2) + 1 = f + h + i + 3, this implies f = h + i + 2 and
thus s = f , this contradicts s = f + i+ 1. Nowwe study the first three leading terms of PB(r, s; x) and
PD(f , h, i; x) according to the following three cases.
Suppose that f + i + 5 < h + i + 6. Then from (33) we have the leading term of PD(f , h, i; x) is−2xh+i+6 while that of PB(r, s; x) is −2xs+4. So s + 4 = h + i + 6, that is, s = h + i + 2, then from
(30) we have r = f . Put these two equations into (32) we have i = −(h + 4), a contradiction.
Next suppose that f + i + 5 = h + i + 6. From (33) we have the leading term of PD(f , h, i; x)
is −4xf+i+5 while that of PB(r, s; x) is −2xs+4, obviously, they are not equal. Thus PB(r, s; x) =
PD(f , h, i; x), a contradiction.
At last, suppose that f + i+ 5 > h+ i+ 6. Since s > r, we see that the leading term of PB(r, s; x) is−2xs+4, the leading term of PD(f , h, i; x) is −2xf+i+5. Thus we have s = f + i + 1. Put this equation
into (30) we have r = h + 1. Then by substituting the above two equations into (32) we obtain
f = 2hi+3h+3i+6
i−h−2 . Since f > 0 we have i > h + 2 and thus f − h + i + 3 > f + h − i + 3. Again by
putting the above two equations into (14) we obtain PB(f , h, i; x) in the following:
PB(f , h, i; x) = − 2x−f−i−1 − 2x−1−h + 2x−f−i+1 + x−f−i+1+h + x−f−i+3+h + 2x1−h
+ xf+i−h+1 + 2x3+h − 2x5+h + xf+i−h+3 + 2xf+i+3 − 2xf+i+5, (34)
then from (34) and (22) we obtain the leading term of PB(f , h, i; x) − PD(f , h, i; x) is some
summation of {xf−h+i+1, 2xi+h+6}, and it cannot be zero. Thus we have PB(r, s; x) = PD(f , h, i; x), a
contradiction. 
Now, our main result follows from Lemmas 3.3, 4.2, 4.9, 4.10, 4.11 and Theorem 4.8.
Theorem 4.12. Let G = B(r, s) ∈ B(r, s) be a∞-graph of order n. Then G is determined by its adjacency
spectrum if and only if s = r + 2. If s = r + 2, then G = B(r, r + 2) has a unique cospectral mate
H(1, r − 2, 1, 1, r − 1).
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A. Appendix
A.1. The number of closed walks of complete graphs
By compiling a program inMatlab, we list the number of some subgraphs (not necessarily induced)
of complete graph K7, K8, K9 in Table 4.
Let A(Ki) (i = 7, 8, 9) be the adjacency matrices of complete graphs Ki (i = 7, 8, 9), respectively.
Using Matlab, it is easy to obtain the trace of Aj(Ki) (i = 7, 8, 9; j = 4, . . . , 8) in Table 5.
Table 4
The number of subgraphs.
G NG(P2) NG(P3) NG(P4) NG(P5) NG(C3)
K7 21 105 420 1260 35
K8 28 168 840 3360 56
K9 36 252 1512 7560 84
NG(C4) NG(C5) NG(C6) NG(C7) NG(C8)
K7 105 252 420 360 0
K8 210 672 1680 2880 2520
K9 378 1512 5040 12960 22680
NG(K3) NG(K4) NG(K1,2) NG(K1,3) NG(K1,4)
K7 35 35 105 140 105
K8 56 70 168 280 280
K9 84 126 252 504 630
NG(K2,3) NG(K2,4) NG(Ga) NG(Gb) NG(Gc)
K7 210 105 420 1260 1260
K8 560 420 840 3360 3360
K9 1260 1260 1512 7560 7560
NG(Gd) NG(Ge) NG(Gf ) NG(Gg) NG(Gh)
K7 2520 630 1260 1260 210
K8 10080 1680 3360 5040 420
K9 30240 3780 7560 15120 756
NG(Gi) NG(Gj) NG(Gk) NG(Gl) NG(Gm)
K7 1260 1260 1260 2520 1260
K8 3360 3360 5040 10080 5040
K9 7560 7560 15120 30240 15120
NG(Gn) NG(Go) NG(Gp) NG(Gq) NG(Gr)
K7 2520 315 1260 1260 2520
K8 10080 840 3360 3360 20160
K9 30240 1890 7560 7560 90720
NG(Gs) NG(Gt) NG(Gu) NG(Gv) NG(Gw)
K7 2520 1260 1260 630 1260
K8 10080 5040 3360 2520 10080
K9 30240 15120 7560 7560 45360
NG(Gx) NG(Gy) NG(Gz) NG(Ha) NG(Hb)
K7 630 2520 630 1260 210
K8 5040 10080 2520 5040 560
K9 22680 30240 7560 15120 1260
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Table 5
The number of trace .
G tr(A4(G)) tr(A5(G)) tr(A6(G)) tr(A7(G)) tr(A8(G))
K71302 7770 46662 279930 1679622
K82408 16800 117656 823536 5764808
K94104 32760 262152 2097144 16777224
By Lemma 2.3, Lemma 2.4 and Table 4, we calculate the number of closed walks of length 4, . . . , 8
of complete graph K8 in the following example.
Example 1.
NK8(4) =2 × 28 + 4 × 168 + 8 × 210 = 2408.
NK8(5) =30 × 56 + 10 × 672 + 10 × 840 = 16800.
NK8(6) =2 × 28 + 12 × 168 + 6 × 840 + 24 × 56 + 48 × 210 + 12 × 1680 + 12 × 280
+ 36 × 420 + 12 × 3360 + 24 × 840 = 117656.
NK8(7) =126 × 56 + 70 × 672 + 14 × 2880 + 84 × 840 + 14 × 3360 + 14 × 3360
+ 14 × 10080 + 28 × 1680 + 42 × 3360 + 28 × 5040 + 112 × 420
+ 84 × 560 = 823536.
NK8(8) =2 × 28 + 28 × 168 + 32 × 840 + 8 × 3360 + 168 × 56 + 264 × 210
+ 96 × 1680 + 16 × 2520 + 528 × 70 + 72 × 280 + 48 × 280 + 192 × 560
+ 96 × 420 + 64 × 840 + 64 × 3360 + 464 × 420 + 16 × 3360 + 112 × 3360
+ 32 × 5040 + 16 × 10080 + 16 × 5040 + 16 × 10080 + 320 × 840
+ 96 × 3360 + 48 × 3360 + 16 × 20160 + 48 × 10080 + 48 × 5040
+ 128 × 3360 + 64 × 2520 + 32 × 10080 + 32 × 5040 + 32 × 10080
+ 32 × 2520 + 96 × 5040 = 5764808.
From Example 1 and Table 5 we see that NK8(i) is coincident with tr(A
i(K8)) (i = 4, . . . , 8).
A.2. Counting closed walks of length eight
Let G′ = H(0, b, 0, d, e) ∈ H(a, b, c, d, e) (b > 4, d > 3, e > 1), we have |E(G′)| = n + 1,
NG′(P3) =
(
3
2
)
× 3 +
(
2
2
)
(n − 4) = n + 5, NG′(K1,3) =
(
3
3
)
× 3 = 3, NG′(P4) = n + 11,
NG′(P5) =
{
8 + 5 × 2 + 2 × 5 + b − 2 + d − 2 + e − 3 = n + 18 if e > 2;
8 + 5 × 2 + 2 × 4 + b − 2 + d − 2 = n + 17 if e = 2.
NG′(Gi) = 5 + 4 + 4 = 13, by Corollary 2.5, we have
NG′(8) =
{
70n + 1062 + 16NG′(C8) if e > 2;
70n + 1054 + 16NG′(C8) if e = 2.
So we have NG′(8) = 70n + 1062 if and only if b > 4, d > 3, e > 2 and NG′(C8) = 0.
Let G′ = H(0, 4, c, d, 1) ∈ H(a, b, c, d, e) (c > 0, c + d > 3), we have |E(G′)| = n + 1,
NG′(P3) =
(
3
2
)
× 3 +
(
2
2
)
(n − 4) = n + 5, NG′(K1,3) =
(
3
3
)
× 3 = 3, NG′(P4) = n + 9,
NG′(P5) =
{
1 + 5 × 2 + 2 × 6 + c − 2 + d − 2 + 2 = n + 13 if c > 1;
1 + 5 × 2 + 2 × 4 + 4 + 2 + d − 2 = n + 14 if c = 1.
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NG′(Gi) = 2 + 4 + 4 = 10, NG′(C6) = 1, NG′(Gr) = 2, by Corollary 2.5, we have
NG′(8) =
{
70n + 1038 + 16NG′(C8) if c > 1;
70n + 1046 + 16NG′(C8) if c = 1.
So we have NG′(8) = 70n + 1062 if and only if c = 1, d = 4 and NG′(C8) = 1, but in this case|V(G′)| = 13 < 17 ≤ |V(B(r, s))| (s ≥ r > 7) and they are not cospectral.
Let G′ = H(1, 3, c, d, e) ∈ H(a, b, c, d, e) (c + d > 2, c > 0, e > 1), we have |E(G′)| = n + 1,
NG′(P3) =
(
3
2
)
× 3 +
(
2
2
)
(n − 4) = n + 5, NG′(K1,3) =
(
3
3
)
× 3 = 3, NG′(P4) = n + 9,
NG′(P5) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
3 × 3 + 4 + 2 × 7 + 1 + c − 2 + d − 2 + e − 3 = n + 14 if c > 1, e > 2;
3 × 3 + 4 × 2 + 2 × 7 + 1 + d − 2 + e − 3 = n + 15 if d > c = 1, e > 2;
3 × 3 + 4 + 2 × 6 + 1 + c − 2 + d − 2 = n + 13 if c > 1, e = 2;
3 × 3 + 4 × 2 + 2 × 4 + 1 + d − 2 = n + 14 if d > c = 1, e = 2.
NG′(Gi) = 3 × 3 = 9, NG′(C6) = 1, NG′(Gr) = 2, by Corollary 2.5, we have
NG′(8) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
70n + 1030 + 16NG′(C8) if c > 1, e > 2;
70n + 1038 + 16NG′(C8) if d > c = 1, e > 2;
70n + 1022 + 16NG′(C8) if c > 1, e = 2;
70n + 1030 + 16NG′(C8) if d > c = 1, e = 2.
So we have NG′(8) = 70n + 1062.
Let G′ = H(1, 3, 0, d, 1) ∈ H(a, b, c, d, e) (d > 2), we have |E(G′)| = n + 1, NG′(P3) =
(
3
2
)
×
3 +
(
2
2
)
(n − 4) = n + 5, NG′(K1,3) =
(
3
3
)
× 3 = 3, NG′(P4) = n + 9, NG′(P5) = 2 + 5 + 3 + 4 +
2× 4+ 1+ d − 2 = n + 13, NG′(Gi) = 3+ 3+ 4 = 10, NG′(C6) = 1, NG′(Gr) = 2, by Corollary 2.5,
we have
NG′(8) = 70n + 1038 + 16NG′(C8).
So we have NG′(8) = 70n + 1062.
Let G′ = H(2, 2, c, d, e) ∈ H(a, b, c, d, e) (c > 0, e > 1), we have |E(G′)| = n + 1, NG′(P3) =(
3
2
)
× 3 +
(
2
2
)
(n − 4) = n + 5, NG′(K1,3) =
(
3
3
)
× 3 = 3, NG′(P4) = n + 9,
NG′(P5) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
3 × 3 + 2 × 9 + c − 2 + d − 2 + e − 3 = n + 13 if c > 1, e > 2;
3 × 3 + 2 × 7 + 4 + d − 2 + e − 3 = n + 14 if d > c = 1, e > 2;
3 × 3 + 2 × 8 + c − 2 + d − 2 = n + 12 if c > 1, e = 2;
3 × 3 + 2 × 6 + 4 + d − 2 = n + 13 if d > c = 1, e = 2.
NG′(Gi) = 3 × 3 = 9, NG′(C6) = 1, NG′(Gr) = 2, by Corollary 2.5, we have
NG′(8) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
70n + 1022 + 16NG′(C8) if c > 1, e > 2;
70n + 1030 + 16NG′(C8) if d > c = 1, e > 2;
70n + 1014 + 16NG′(C8) if c > 1, e = 2;
70n + 1022 + 16NG′(C8) if d > c = 1, e = 2.
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So we have NG′(8) = 70n + 1062 if and only if c = 1, d = 2, e > 2 and NG′(C8) = 2.
Let G′ = H(2, 2, 0, d, 1) ∈ H(a, b, c, d, e) (d > 2), we have |E(G′)| = n+1,NG′(P3) =
(
3
2
)
×3+(
2
2
)
(n−4) = n+5,NG′(K1,3) =
(
3
3
)
×3 = 3,NG′(P4) = n+9,NG′(P5) = 2+3+5+2×6+d−2 =
n + 12, NG′(Gi) = 3 + 3 + 4 = 10, NG′(C6) = 1, NG′(Gr) = 2, by Corollary 2.5, we have
NG′(8) = 70n + 1030 + 16NG′(C8).
So we have NG′(8) = 70n + 1062 if and only if d = 3 and NG′(C8) = 2, but in this case |V(G′)| =
13 < 17 ≤ |V(B(r, s))| (s ≥ r > 7) and they are not cospectral.
Let G′ = H(0, b, 1, 2, 1) ∈ H(a, b, c, d, e) (b > 4), we have |E(G′)| = n+1,NG′(P3) =
(
3
2
)
×3+(
2
2
)
(n−4) = n+5,NG′(K1,3) =
(
3
3
)
×3 = 3,NG′(P4) = n+9,NG′(P5) = 5+5+1+4+2×4+b−2 =
n + 14, NG′(Gi) = 2 + 4 + 4 = 10, NG′(C6) = 1, NG′(Gr) = 3, by Corollary 2.5, we have
NG′(8) = 70n + 1062 + 16NG′(C8).
So we have NG′(8) = 70n + 1062 if and only if b > 6 and NG′(C8) = 0.
Let G′ = H(1, b, 0, 2, 1) ∈ H(a, b, c, d, e) (b > 3), we have |E(G′)| = n+1, NG′(P3) =
(
3
2
)
×3+(
2
2
)
(n−4) = n+5,NG′(K1,3) =
(
3
3
)
×3 = 3,NG′(P4) = n+9,NG′(P5) = 2+5+3+4+2×4+b−2 =
n + 13, NG′(Gi) = 2 + 4 + 4 = 10, NG′(C6) = 1, NG′(Gr) = 3, by Corollary 2.5, we have
NG′(8) = 70n + 1054 + 16NG′(C8).
So we have NG′(8) = 70n + 1062.
Let G′ = H(2, b, 0, 0, 1) ∈ H(a, b, c, d, e) (b > 2), we have |E(G′)| = n+1, NG′(P3) =
(
3
2
)
×3+(
2
2
)
(n−4) = n+5,NG′(K1,3) =
(
3
3
)
×3 = 3,NG′(P4) = n+9,NG′(P5) = 2+5+3+4+2×4+b−2 =
n + 13, NG′(Gi) = 2 + 4 + 4 = 10, NG′(C6) = 1, NG′(Gr) = 3, by Corollary 2.5, we have
NG′(8) = 70n + 1054 + 16NG′(C8).
So we have NG′(8) = 70n + 1062.
Let G′ = D(5, g, h, 1) ∈ D(f , g, h, i) (g + h > 4), we have |E(G′)| = n + 1, NG′(P3) =
(
3
2
)
× 3 +(
2
2
)
(n − 4) = n + 5, NG′(K1,3) =
(
3
3
)
× 3 = 3, NG′(P4) = n + 9,
NG′(P5) =
{
5 × 2 + 1 + 2 × 6 + 3 + g − 2 + h − 2 = n + 13 if h ≥ g > 1;
5 × 2 + 1 + 4 + 2 × 4 + 3 + h − 2 = n + 14 if h > 2, g = 1.
NG′(Gi) = 4 × 2 + 2 = 10, NG′(C6) = 1, NG′(Gr) = 1 by Corollary 2.5, we have
NG′(8) =
{
70n + 1022 + 16NG′(C8) if h ≥ g > 1;
70n + 1030 + 16NG′(C8) if h > 2, g = 1.
Since NG′(C8) = 2, we have NG′(8) = 70n + 1062.
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LetG′ = D(f , 1, 3, 1) ∈ D(f , g, h, i) (f > 5),wehave |E(G′)| = n+1,NG′(P3) =
(
3
2
)
×3+
(
2
2
)
(n−
4) = n+5,NG′(K1,3) =
(
3
3
)
×3 = 3,NG′(P4) = n+9,NG′(P5) = 5×2+1+4+2×4+1+ f −2 =
n + 14, NG′(Gi) = 4 × 2 + 2 = 10, NG′(C6) = 1, NG′(Gr) = 2, by Corollary 2.5, we have
NG′(8) = 70n + 1046 + 16NG′(C8).
So we have NG′(8) = 70n + 1062 if and only if f = 7 and NG′(C8) = 1, but in this case |V(G′)| =
15 < 17 ≤ |V(B(r, s))| (s ≥ r > 7) and they are not cospectral.
LetG′ = D(f , 2, 2, 1) ∈ D(f , g, h, i) (f > 5),wehave |E(G′)| = n+1,NG′(P3) =
(
3
2
)
×3+
(
2
2
)
(n−
4) = n+5,NG′(K1,3) =
(
3
3
)
×3 = 3,NG′(P4) = n+9,NG′(P5) = 5×2+1+2×6+ f −2 = n+13,
NG′(Gi) = 4 × 2 + 2 = 10, NG′(C6) = 1, NG′(Gr) = 2, by Corollary 2.5, we have
NG′(8) = 70n + 1038 + 16NG′(C8).
So we have NG′(8) = 70n + 1062.
Let G′ = D(f , 0, h, i) ∈ D(f , g, h, i) (f > 5, h > 4), we have |E(G′)| = n + 1, NG′(P3) =(
3
2
)
× 3 +
(
2
2
)
(n − 4) = n + 5, NG′(K1,3) =
(
3
3
)
× 3 = 3, NG′(P4) = n + 11,
NG′(P5) =
{
5 × 2 + 2 × 5 + 8 + f − 2 + h − 2 + i − 3 = n + 18 if i > 2;
5 × 2 + 2 × 4 + 8 + f − 2 + h − 2 = n + 17 if i = 2.
NG′(Gi) = 4 × 2 + 5 = 13, NG′(C6) = 0, NG′(Gr) = 0, by Corollary 2.5, we have
NG′(8) =
{
70n + 1062 + 16NG′(C8) if i > 2;
70n + 1054 + 16NG′(C8) if i = 2.
So we have NG′(8) = 70n + 1062 if and only if f > 7, h > 4, i > 2 and NG′(C8) = 0.
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