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Abstract: The problem of how the boundary encodes the bulk in AdS/CFT is still a
subject of study today. One of the major issues that needs more elucidation is the problem
of subregion duality; what information of the bulk a given boundary subregion encodes.
Although the proof given by Dong, Harlow, and Wall[14] states that the entanglement
wedge of the bulk should be encoded in boundary subregions, no explicit procedure for re-
constructing the entanglement wedge was given so far. In this paper, mode sum approach
to obtaining smearing functions for a single bulk scalar is generalised to include bulk re-
construction in the entanglement wedge of boundary subregions. It is generally expectated
that solutions to the wave equation on a complicated coordinate patch are needed, but this
hard problem has been transferred to a less hard but tractable problem of matrix inversion.
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1 Introduction
The AdS/CFT correspondence, first conjectured by Maldacena[1], states that the gravi-
tational theory on a asymptotically anti-de Sitter spacetime is dual to the conformal field
– 1 –
theory defined on its boundary. However, the exact nature of this duality is still not well
understood.
One of the facets of this duality that remains elusive is emergence of a (quasi-)local
point in the bulk when the dual boundary CFT is given. There is a vast amount of
literature on the subject, some of which probe the bulk by examining the entanglement
entropy and related quantities of the boundary.1 For example, there are approaches utilising
differential entropies[29, 30], inverting the Ryu-Takayanagi formula to obtain bulk local
data[31, 34, 36], and using entanglement entropy to derive linearised Einstein equations
in the bulk[32–35]. A more complete list of references in related directions can be found
in the thesis by Lin[36]. Another line of research focuses on the causal structure of the
bulk, using null geodesics[7] or light-cones[39] that extend into the bulk. Other approaches
utilise constraints imposed by CFT to probe bulk data[37, 38]. These approaches attempt
to study reconstruction of the bulk metric[29, 30, 39], the bulk matter fields[7, 38], or bulk
dynamics[32–35, 37].
In this paper, an answer is sought for the question ‘How is the bulk local (scalar)
operator φP at bulk point P represented by operators of the boundary?’. The more re-
cent approaches outlined above are rather unwieldy for this purpose, so a different ap-
proach is pursued here. The approach of this paper is based on the construction of the
dual bulk operator using smearing functions proposed by Hamilton, Kabat, Lifschytz, and
Lowe(HKLL)[2, 3]. Smearing functions are integral kernels integrated against the dual
boundary operator, which depend on the patch used to reconstruct the bulk operator.
For example, in global patch reconstruction the integration domain is taken to be bound-
ary points that are spacelike separated from the bulk point being constructed, while in
AdS-Rindler reconstruction the integration domain is the whole boundary covered by the
coordinate patch.
On the other hand, there are attempts to understand the gravity dual of the CFT
restricted to a subregion of the boundary[6–9], meaning that the integration domain of
the smearing function is restricted to the boundary domain of dependence2 of the given
subregion[11]. Construction of bulk operators from a boundary subregion has an interesting
property that while the bulk point X can be constructed from subregion A or subregion
B, it may not be possible to construct the same bulk point from the intersection A ∩
B. This observation had led to the conjecture that the AdS/CFT correspondence has a
quantum error correcting code-like structure, which was proposed by Almheiri, Dong, and
Harlow(ADH)[11]. These discussions were mostly based on AdS/CFT correspondence for
a connected subregion of the boundary.
The most straightforward way of constructing the bulk from disconnected boundary
subregions is to decompose the disconnected set into connected parts and construct the bulk
1Although emergence of the dual bulk theory is in principle independent of entanglement in the boundary
theory, the insight gained by Van Raamsdonk[40] has tempted many researchers to equate the two.
2Given a subregion A of the boundary time slice Σb, the boundary domain of dependence D[A] is the set
of boundary points which any fully extended causal curve on the boundary that passes through the point
must intersect A.
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from each connected parts. This can be called the causal wedge reconstruction as all bulk
points lie in the causal wedge3 of the boundary subregion[6, 7, 9, 24, 39]. Nevertheless, a
recent conjecture in the literature states that the bulk dual larger than the causal wedge can
be constructed from the boundary subregion[13–15], and this conjecture has been claimed
prooved by Dong, Harlow, and Wall(DHW)[14]. How this construction can be explicitly
done in a way similar to the HKLL procedure, unfortunately, is not properly understood
yet[14, 16]. This is the problem that this paper attempts to solve for the case of a scalar
field of the bulk.
The goal of this paper is to suggest a procedure that explicitly constructs bulk operators
from operators defined on boundary subregions, provided the global patch dictionary of
the duality is already given in terms of mode operators and mode functions. The key
tactic is just a small variant of mode sum approach, a widely used method to construct
the bulk from the boundary[2–5, 7]. The key feature that distinguishes this approach from
others found in the literature is that it is based on appropriate rearrangement of mode
functions, rather than obtaining a new mode function in a new coordinate patch and using
it to construct smearing functions[3, 7, 11, 24]. While new mode functions obtained by
solving the wave equation on a new coordinate patch are orthogonal to each other, this is
not the case for the mode functions obtained from the procedure outlined in this paper.
The problem simplifies to the problem of obtaining coefficients in a non-orthogonal basis,
where basis vectors are simply the mode functions at the boundary.
Based on the observation that a free scalar field in pure AdS can be identified as a
generalised free field(GFF) of the boundary, the dictionary between mode operators and
mode functions of the bulk and boundary is constructed for use as a working example.
Using the dictionary and Hilbert space decomposition, smearing functions that reconstruct
the bulk from given boundary subregions is obtained. This means that the proposed
construction for the example only concerns linearised perturbations around pure AdS.
Although this may sound uninteresting as a plethora of literature dealing with linearised
perturbations in diverse directions exists[31–35, 38], this construction is a generalisation of
the starting point for other interesting extensions found in the literature. Examples include
incorporation of 1/N corrections and interactions[20–22], and construction on a black hole
background geometry[18, 23–25]. Thus, though the proposed construction is based on the
mode sum approach which is rather old compared to more recent approaches, this is an
approach that is still worthy of pursuit in that well-known interesting extensions exist.
All fields in this paper will be considered as operator distributions, i.e. fields will
acquire meaning as operators only when integrated against a suitable test function. For
example, the local bulk operator φP mentioned earlier in this introduction is defined as
φP =
∫
ηP (x)φ(x)dx, where ηP (x) is a C∞ function having compact support on a neigh-
bourhood of bulk point P . This allows manipulations not allowed in functions and circum-
vention of miscellaneous complications. For those who are not familiar with distribution
theory, [47] is a good introduction to the subject. [44] also has a short introduction to the
3The causal wedge WC [A] of the given subregion A is the set of bulk points that can receive and transmit
light signals to its boundary domain of dependence D[A][11].
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theory of distributions.
This paper is organised as follows. Section 2 attempts to establish a concrete founda-
tion for the bulk-boundary dictionary for perturbations of pure AdS, which is used as a
working example for the arguments of this manuscript. Section 3 reviews the bulk recon-
struction algorithm of HKLL[3] and generalises the procedure to cases which HKLL fails
to give a reconstruction. Section 4 provides an explicit decomposition of the bulk Hilbert
space into bulk subregion Hilbert spaces in the non-interacting limit, which is needed in the
bulk reconstruction of the entanglement wedge. Section 5 reviews the claim of DHW[14]
that bulk reconstruction of entanglement wedge is possible and describes how the main goal
of this paper can be achieved. The paper ends with section 6 which mulls over subtleties
and future prospects of the construction.
2 Non-interacting bulk limit
This section is intended to provide a concrete working example for the construction pro-
posed in this paper. In the non-interacting limit, also known as infinite N limit, bulk
fields behave as free fields on AdS, while boundary fields behave as special limits of CFT
operators called generalised free fields. It will be argued that an one-to-one correspondence
between these fields can be constructed for perturbations of the vacuum, giving the dic-
tionary for constructing the bulk from arbitrary boundary subregions. This section can be
skipped for readers willing to accept the dictionary (2.31), (2.32), and (2.33).
2.1 Free fields on AdS
Much of this subsection resembles the materials of chapter 4 and 5 of [41]. Consider a free
scalar field in AdSd+1 of AdS radius 1.
ds2 =
1
cos2(ρ)
(−dt2 + dρ2 + sin2(ρ)dΩ2d−1) (2.1)
S =
∫ √
|g|dd+1x
(
−1
2
gµν∇µφ∇νφ− 1
2
m2φ2
)
(2.2)
The classical equation of motion for this action is the Klein-Gordon equation. The following
mode decompositions provide an orthogonal set of solutions that correspond to normalisable
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modes45 which do not diverge at ρ = 0 [3, 7, 41, 42].6
φ(t, ρ,Ω) =
∑
n,l,m
anlm e
−i(∆+2n+l)tYlm(Ω) sinl ρ cos∆ ρ 2F1(−n, n+ ∆ + l; l + d
2
; sin2 ρ)
(2.3)
=
∑
n,l,m
a˜nlm e
−i(∆+2n+l)tYlm(Ω) sinl ρ cos∆ ρ P (l+d/2−1,∆−d/2)n (cos (2ρ)) (2.4)
n ∈ N = {0, 1, 2, · · · }. l is the total angular momentum of the corresponding mode and
m collectively refers to quantum numbers that are needed to specify a mode. ∆ is the
conformal dimension of the dual CFTd operator and is given by ∆ = d/2 +
√
m2 + d2/4,
the greater solution to m2 = ∆(∆− d). Quantisation leads to the following mode decom-
position.
φ(t, ρ,Ω) =
∑
n,l,m
anlmfnlm(t, ρ,Ω) + a
†
nlmf
∗
nlm(t, ρ,Ω) (2.5)
[anlm, a
†
n′l′m′ ] = δnn′δll′δmm′ (2.6)
[anlm, an′l′m′ ] = [a
†
nlm, a
†
n′l′m′ ] = 0 (2.7)
Each a†nlm raises the energy of the state by ∆ + 2n + l. Note that the number of distinct
states with energy ∆ + k, k ∈ N, is given by (k + n− 1)!/[(n− 1)!k!].
The inner product between mode functions[41] is defined as follows, and is used to
determine the normalisation of the mode functions.
(f |g)Σ ≡ i
∫
Σ
ddy
√
|h|nµ (f∗∇µg − g∇µf∗) (2.8)
(fnlm|fn′l′m′)Σ = −(f∗nlm|f∗n′l′m′)Σ = δnn′δll′δmm′ (2.9)
(fnlm|f∗n′l′m′)Σ = 0 (2.10)
This is a slightly unconventional notation employed to exploit the full power of Dirac’s
bra-ket notation. Σ denotes the spacelike surface on which the inner product is evaluated,
ya is the coordinate system that covers the submanifold Σ, nµ is the unit future-directed
normal(nµnµ = −1) to Σ, and h is the determinant of the induced metric hab = ∂xµ∂ya ∂x
ν
∂yb
gµν .
Note that the inner product satisfies the following relations.
[(f |g)Σ]∗ = (g|f)Σ = −(f∗|g∗)Σ (2.11)
4Normalisable modes correspond to Dirichlet boundary conditions for the spatial coordinate ρ. Since
normalisable modes relate the bulk operator to the boundary operator and non-normalisable modes act as
sources, normalisable modes are needed.
5For tachyonic fields above the Breitenlohner-Freedman bound, non-normalisable modes could be needed.
Such cases are not considered in this paper.
6Hypergeometric functions are better for examining the wave equation, while Jacobi polynomials are
more suited for calculations because of their orthogonality. Their orthogonality relations can be found in
[45] or [46].
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For reference, an explicit expression for fnlm(t, ρ, θ) is given.
fnlm(t, ρ,Ω) =
1
Nnlm
e−i(∆+2n+l)tYlm(Ω) sinl ρ cos∆ ρ P (l+d/2−1,∆−d/2)n (cos (2ρ)) (2.12)
Nnlm =
√
Γ(n+ l + d/2)Γ(n+ ∆− d/2 + 1)
n!Γ(n+ l + ∆)
(2.13)
2.2 Generalised free theory
Generalised free fields(GFF) are defined as operators whose correlators factorise into a sum
of products of two-point functions.
〈O(x1)O(x2)〉 ∝ 1
(x1 − x2)2∆ (2.14)
〈O(x1)O(x2)O(x3) · · · O(x2n)〉 = 〈O(x1)O(x2)〉 · · · 〈O(x2n−1)O(x2n)〉+ permutations
(2.15)
This is a sort of an infinite N limit of a CFT[17]. Generalised free theory(GFT) is a
theory purely consisting of GFFs. The reason it is called generalised free is because its
Hilbert space has a Fock space like structure, which is the Hilbert space of a free theory.
A GFT is not a CFT because it does not have a stress tensor in its spectrum7, but shares
many properties that a CFT has[17, 41]. In a Euclidean theory with radial quantisation,
for example, an operator can be inserted at the origin to produce a state with the same
conformal dimension; operator-state correspondence exists just as in a CFT.
O(0) |0〉 → |O〉 (2.16)
(P 2)n(Pµ)
lO(0) |0〉 →
∣∣∣(P 2)n(Pµ)lO〉 (2.17)
The expression (Pµ)
l denotes a traceless symmetric combination of l Pµ operators that
corresponds to some generalised spherical harmonic of angular momentum l. The state
|O〉 has conformal dimension ∆, while the state ∣∣(P 2)n(Pµ)lO〉 has conformal dimension
∆+2n+l and spin l. Note that this spectrum matches exactly with the spectrum formed by
a single mode excitation in AdS free scalar theory. Imposing bootstrap constraints requires
product operators such as : OO :, which are devoid of anomalous dimensions and can be
matched to multiple mode excitations in AdS free scalar theory, to exist in a GFT[17].
To compare a GFF of a GFT to a free field of a free theory on AdS, it is useful to
have a mode expansion of a GFF. The operator-state correspondence relations (2.16) and
(2.17) can be used to expand a GFF in terms of mode operators.
O(x) =
∑
O†i1,··· ,id
1
Mi1,··· ,id
[(
x1
)i1 × · · · × (xd)id]+ h.c. (2.18)
7This is because existence of Tµν spoils the factorisation of correlators. Nevertheless, a GFT can be
considered as an effective description of operators with small scaling dimensions in a CFT in the infinite c
limit[17].
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The mode operatorO†i1,··· ,id acts on the vacuum to create a state corresponding to
∣∣(P1)i1 · · · (Pd)idO〉,
while Hermitian conjugate part annihilates the vacuum. The state created by the product
of operators : O1O2 :, where Ois represent primary and descendent states collectively, can
be obtained from the vacuum by acting mode operators successively.
|O1〉 = O†1 |0〉 , |O2〉 = O†2 |0〉 =⇒ |: O1O2 :〉 = O†1O†2 |0〉 (2.19)
It can be shown that the only algebra that can be satisfied by mode operators is the
following algebra up to normalisation, which is absorbed by normalisation factors Mi1,··· ,id
8.
[Oi1,··· ,id ,O†i′1,··· ,i′d ] = δi1i′1 · · · δidi′d (2.20)
[Oi1,··· ,id ,Oi′1,··· ,i′d ] = [O
†
i1,··· ,id ,O
†
i′1,··· ,i′d ] = 0 (2.21)
Using polar coordinates and rearranging the modes, this mode expansion can be tidied up
into a form involving spherical harmonics9.
O(r,Ω) =
∑
O†nlm
r2n+l Y ∗lm(Ω)
Mnlm
+ h.c. (2.22)
The algebra of mode operators is not very different from (2.20) and (2.21). Up to now, the
GFT being considered is defined on the manifold Rd. To set up a GFT on the manifold
R × Sd−1, the exponential map r = eτ and Weyl rescaling g → g′ = e−2τg is introduced.
This means the GFF O undergoes a conformal rescaling O → O′ = (eτ )∆O as well10. In
sum, the mode expansion of O in coordinates (t,Ω) takes the following form.
O(τ,Ω) =
∑
O†nlm
e(∆+2n+l)τ Y ∗lm(Ω)
Mnlm
+ h.c. (2.23)
Wick rotating to Lorentzian manifold by the substitution τ = i(1 − i)t[18], the mode
expansion of O on Lorentzian R× Sd−1 that will be used in later sections is obtained.
O(t,Ω) =
∑
n,l,m
Onlmgnlm(t,Ω) +O†nlmg∗nlm(t,Ω) (2.24)
gnlm(t,Ω) =
1
Mnlm
e−i(∆+2n+l)t Ylm(Ω) (2.25)
Two-point functions in Lorentzian signature can be obtained by the same procedure11.
〈TO(x)O(x′)〉 ∝ 1
(cos(t− t′)− Ω · Ω′ + i)∆ (2.26)
8The first line is established by examining orthogonality of states. The second line follows from com-
mutativity of scalars. Because radial ordering is implicitly assumed in radial quantisation, scalars always
commute.
9The reason for taking the complex conjugate of spherical harmonics will become clear soon.
10Introduction of conformal rescaling induced by Weyl rescaling guarantees that the vacuum state on
the original manifold is mapped to the vacuum state of the new manifold. In other words, the two-point
correlation function remains in a form expected for a CFT only when conformal rescaling is done.
11The correlation function for the Euclidean signature implicitly contains radial ordering operator, so
time ordering operator appears when Wick rotated to Lorentzian signature. The precise procedure is not
very different from the procedure outlined in [18].
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2.3 One-to-one correspondence between free bulk theory and GFT
It is tempting to conjecture the equivalence of free scalar theory in AdS and GFT defined on
its boundary based on the spectrum of energy (conformal dimension for GFT) eigenstates.
To claim equivalence, however, requires more nontrivial checks. One of the checks that
can be used is to see how correlators of one theory can be related to the correlators of the
other. The time-ordered two-point functions iG(x, x′) = 〈Tφ(x)φ(x′)〉 of AdS free scalar
turns out to be [42]
iG(x, x′) =
C
(cosh2 s)
∆
2
2F1
(
∆
2
,
∆ + 1
2
; ∆− d
2
+ 1;
1
cosh2 s
− i
)
(2.27)
where C is an appropriate normalisation constant and s is the geodesic distance, which
satisfies the following relation.
cosh s =
cos(t− t′)− sin ρ sin ρ′Ω · Ω′
cos ρ cos ρ′
(2.28)
Taking both points to the boundary by the extrapolate map
O(t,Ω) = lim
ρ→pi/2
φ(t, ρ,Ω)
cos∆ ρ
(2.29)
the boundary two-point functions become
〈TO(x)O(x′)〉 ∝ 1[
(cos(t− t′)− Ω · Ω′)2 + i
]∆
2
(2.30)
which is equal to (2.26). Comparing mode expansions (2.5) and (2.24), the natural identi-
fication seems to be the following.
Onlm ↔ anlm (2.31)
O†nlm ↔ a†nlm (2.32)
gnlm(t,Ω)↔ lim
ρ→pi/2
(
fnlm(t, ρ,Ω)
cos∆ ρ
)
(2.33)
The above dictionary reproduces the algebra of mode operators and all correlators of the
boundary theory. The normalisation factor Mnlm is given by
Mnlm =
Nnlm
P
(l+d/2−1,∆−d/2)
n (−1)
(2.34)
3 Reconstruction of the bulk
Examination of the bulk reconstruction of HKLL[3] reveals that bulk reconstruction is a
problem of distilling mode operators at the boundary. When boundary mode functions
form an orthogonal set with respect to an appropriate inner product defined on the bound-
ary spacetime this problem is readily solved as in the original paper[3]. Some subtleties
regarding this process is discussed.
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3.1 Review of HKLL reconstruction
The papers by HKLL attempt to reconstruct the operators of the bulk gravitational theory
from the operators of the boundary for the vacuum state dual to pure AdS in the semi-
classical limit(corresponding to infinite N , infinite ’t Hooft coupling λ limit), which is the
limit where quasi-local bulk spacetime emerges[2, 3]. The main idea behind HKLL bulk
reconstruction[3] is quite simple; find an integration kernel that reads out mode operators
of the CFT12 operator when integrated against the operator O over some boundary in-
tegration domain, use the dictionary (2.31) and (2.32) to substitute the mode operators
of the bulk mode expansion (2.5) into integrals over the boundary, and change the order
of summation and integration to write a smearing function. Some of the constructions
elaborated in [3] will be briefly reviewed to demonstrate the procedure and its subtleties.
The global reconstruction of the bulk in [3] attempted to reconstruct the bulk operator
at the origin. After the smearing function that reconstructs the origin has been constructed,
the smearing function for an arbitrary bulk point can be found by using AdS isometries to
bring the point to the origin. Restricting the reconstruction to the origin has one notable
advantage; since only s-wave components contribute to the bulk operator at the origin,
the summation simplifies drastically. The construction starts by dividing the bulk and
boundary operators into positive and negative frequency parts.
φ(t, ρ,Ω) = φ+(t, ρ,Ω) + φ−(t, ρ,Ω) (3.1)
φ+(t, ρ,Ω) =
∑
n,l,m
anlmfnlm(t, ρ,Ω) = [φ−(t, ρ,Ω)]† (3.2)
O(t,Ω) = O+(t,Ω) +O−(t,Ω) (3.3)
O+(t,Ω) =
∑
n,l,m
Onlmgnlm(t,Ω) = [O−(t,Ω)]† (3.4)
The mode functions fnlm for nonzero l vanish at the origin, so the bulk mode sum simplifies.
φ(0) =
∑
n
an00fn00(0) + h.c. (3.5)
=
∑
n
an00
Y00 P
(d/2−1,∆−d/2)
n (1)
Nn00
+ h.c. (3.6)
On the other hand, the mode expansion for the positive frequency part of the boundary
operator can be rewritten as follows.
O+(t,Ω) =
∑
n
On00Y00 e
−i(∆+2n)t
Mn00
+
∑
n,l 6=0,m
Onlmgnlm(t,Ω) (3.7)
Using the dictionary (2.31), the mode operators an00 can be read out from the positive
12To be more precise, GFT.
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frequency part of the boundary operator by the following integral.
an00 = On00 = Mn00
pi
∫ pi/2
−pi/2
dt ei(∆+2n)t
∫ √
gΩdΩ Y
∗
00(Ω)O+(t,Ω) (3.8)
=
∫ pi/2
−pi/2
dt
∫ √
gΩdΩ P
+
n00(t,Ω)O+(t,Ω) (3.9)
P+n00(t,Ω) =
Mn00
pi
ei(∆+2n)t Y ∗00(Ω) (3.10)
Note that the projection operator P+n00 can be always changed to P
′+
n00 = P
+
n00 +δP , where
δP integrated against O(t,Ω) always yields zero13. This residual freedom in choosing P+n00
simplified the summation in [3]. Substitution of the above formula into (3.6) and changing
the order of summation and integration gives the smearing function K.
φ(0) =
∑
n
Y00 P
(d/2−1,∆−d/2)
n (1)
Nn00
∫ pi/2
−pi/2
dt
∫ √
gΩdΩ P
+
n00(t,Ω)O+(t,Ω) + h.c. (3.11)
=
[∫ pi/2
−pi/2
dt
∫ √
gΩdΩ K+(0|t,Ω)O+(t,Ω)
]
+ h.c. (3.12)
In [3], the freedom to change the projection operator P+n00 → P+n00 + δP is used to make
K+ real, thereby making the smearing function for the negative part K− equal to K+. The
integration kernel for the positive frequency part and the negative frequency part becomes
the same, so the final outcome simplifies to an integration kernel for O(t,Ω). As the domain
of integration at the boundary is the set of points space-like separated from the origin, the
global reconstruction uses the boundary data on the points space-like separated from the
bulk point of interest. The results of [3] are given for future reference.
K =

Γ(∆− d2 + 1)Γ(1− d/2)
pivol(Sd−1)Γ(∆− d+ 1) limρ→pi/2(2σ cos ρ)
∆−d even AdSd+1
2(−1)(d/2−1)Γ(∆− d/2 + 1)
pivol(Sd−1)Γ(∆− d+ 1)Γ(d/2) limρ→pi/2(2σ cos ρ)
∆−d log(σ cos ρ) odd AdSd+1
(3.13)
The invariant distance σ is given by the formula (2.28), where σ = cosh s. As already
explained, the smearing function K has support on boundary spacetime regions spacelike
separated from the bulk point of interest14. When the bulk point of interest is the origin,
the limit limσ cos ρ reduces to cos t.
The construction is not very different for AdS-Rindler reconstruction of the bulk in [3].
The only caveat is that the summation diverges when order of integration and summation
is changed. The divergent sum is made convergent by analytic continuation of coordinates
in [3], but as commented by [10] this does not seem to be an appropriate way of working
13The meaning of this residual freedom is explained in footnote 15
14There is a small caveat to this statement. The domain of the smearing function K is different from its
support for a specific bulk point.
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with the divergent sum. Rather, it seems more appropriate to give an interpretation of the
divergent sum in the context of distribution theory[10]. This point of view will be explained
in more detail in the following subsection. Another property that is frequently neglected
is that the smearing function for the Rindler wedge of boundary domain of dependence
D[A] vanishes completely on the boundary domain of dependence of the complementary
boundary subregion D[Ac], which is obvious from the fact that the domain of smearing
function for AdS-Rindler reconstruction is D[A].
3.2 Meaning of bulk reconstruction
Bulk reconstruction aims to obtain bulk data from available boundary data. What is the
exact meaning of this statement? Bulk data is encoded in the bulk field φ, but this field
itself is not used as an observable; observables are constructed from the bulk field φ through
smearing by integration against a suitable test function η[44].
φ[η] =
∫
dd+1x
√
|g|η(x)φ(x) (3.14)
The same applies to observables of the boundary theory[10].
O[ζ] =
∫
ddY
√
|γ|ζ(Y )O(Y ) (3.15)
In both theories, finite sums of finite products of the above smeared fields define the algebra
of local observables. When smearing function K is introduced to interpolate the formulas,
the following relation is obtained.
φ[η] =
∫
dd+1x
√
|g|η(x)φ(x) (3.16)
=
∫
dd+1x
√
|g|η(x)
∫
ddY
√
|γ|K(x|Y )O(Y ) (3.17)
=
∫
ddY
√
|γ|
[∫
dd+1x
√
|g|η(x)K(x|Y )
]
O(Y ) (3.18)
= O[η∂ ] (3.19)
The test function for the boundary η∂ is defined as follows.
η∂(Y ) =
∫
dd+1x
√
|g|η(x)K(x|Y ) (3.20)
This is how [10] argued that the problematic divergent behaviour of mode summation
in AdS-Rindler reconstruction is actually not a problem. This relation suggests that the
smearing function K should rather be considered as a rule to assign bulk test functions to
their boundary counterparts, not as a rule that relates bulk field values to their boundary
counterparts.
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3.3 Distilling mode operators and constructing the smearing function
The gist of bulk reconstruction lies in obtaining the mode operators at the boundary.
The role of the smearing function K is to automatise the procedure of obtaining a mode
operator through a simple integral from the boundary, attaching the corresponding mode
function to the mode operator, and summing the result over all mode operators. The
problem is that in some cases, it is hard to distill the wanted mode operators by a simple
integral. When mode functions of the boundary field are orthogonal, the wanted mode
operator can be regained by exploiting this orthogonality. Unfortunately, such a miracle
will not happen generally; this is why [3] needed to separate positive frequency modes and
negative frequency modes in the beginning. This subsection is devoted to working around
this nonorthogonality problem.
Suppose that a region Ξ of boundary spacetime is given as the domain for the wanted
smearing function K. In the case of HKLL reconstruction[3], the domain of K is taken
to be the whole boundary spacetime for the global reconstruction and boundary of the
AdS-Rindler wedge for the AdS-Rindler reconstruction. The mode functions gnlm and
g∗nlm constitute a complete set of basis
15, while it is hard to find an inner product on the
boundary that makes them orthonormal. Nevertheless, it is formally possible to discern
contributions from different mode functions. Define the following inner product on the
boundary spacetime region Ξ.
(f, g)Ξ ≡
∫
Ξ
f∗g dV (3.21)
dV =
√
gΩdtdΩ is the standard spacetime volume measure of the boundary. The mode
functions form a countably infinite basis, which is schematically refered to as gm. Construct
the Gram matrix g = gmn by the given inner product.
gmn ≡ (gm, gn)Ξ (3.22)
The Gram matrix is Hermitian, i.e. g† = g. Suppose that the inverse of g, g−1 = gmn,
exists. The inverse is defined by the relation gmngnl = glng
nm = δml . The inverse can be
used to define projection operator Pm.
Pm(f) ≡
∫
Ξ
gmng∗nf dV (3.23)
Pm(gn) = g
ml
∫
Ξ
g∗l gn dV = g
mlgln = δ
m
n (3.24)
15A complete set of basis for functions satisfying the boundary equation of motion defined by boundary
Hamiltonian, which is the dilatation operator. The space of such functions only covers a subspace V1 of
the full boundary function space V of L2 norm. The residual freedom of shifting the projection operator
P+ → P+ +δP is equivalent to adding a projection operator for a vector in V ⊥1 , the orthogonal complement
of V1. This freedom is interpreted as a kind of gauge freedom in [12] and [19].
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The mode operators Onlm can be extracted from the given boundary data on Σ by this
projection operator Pnlm. For convenience, schematic mode index m is used below.
Onlm = NnlmPnlm(O˜(t,Ω)) = Nnlmgnlm,m′
∫
Ξ
g∗m′O˜(t,Ω) dV (3.25)
O†nlm = NnlmPnlm∗(O˜(t,Ω)) = Nnlmgnlm∗,m
′
∫
Ξ
g∗m′O˜(t,Ω) dV (3.26)
The asterisk on Pnlm∗ is intended as a reminder that this operator projects onto g∗nlm.
Although this is an unfortunate notation that may cause confusion, the integration kernel
for extracting the mode operator will be simplified to P±nlm, P
+
nlm for Onlm and P−nlm for
O†nlm. Given projection operators, obtaining the smearing function is a trivial task.
φ˜(t, ρ,Ω) =
∑
anlmfnlm(t, ρ,Ω) + a
†
nlmf
∗
nlm(t, ρ,Ω) (3.27)
=
∑
fnlm(t, ρ,Ω)
∫
Ξ
P+nlm(t
′,Ω′)O˜(t′,Ω′) dV ′
+
∑
f∗nlm(t, ρ,Ω)
∫
Ξ
P−nlm(t
′,Ω′)O˜(t′,Ω′) dV ′
=
∑
fnlm(t, ρ,Ω)Nnlmg
nlm,m′
∫
Ξ
g∗m′O˜(t′,Ω′) dV ′
+
∑
f∗nlm(t, ρ,Ω)Nnlmg
nlm∗,m′
∫
Ξ
g∗m′O˜(t′,Ω′) dV ′
=
∫
Ξ
K(t, ρ,Ω|t′,Ω′)O˜(t′,Ω′)dV ′ (3.28)
The explicit expression for the smearing function K(t, ρ,Ω|t′,Ω′) is as follows. Note that
this smearing function has support on the whole domain, where domain is taken to be the
region Ξ of the boundary spacetime.
K(t, ρ,Ω|t′,Ω′) =
∑
n,l,m
fnlm(t, ρ,Ω)P
+
nlm(t
′,Ω′) + f∗nlm(t, ρ,Ω)P
−
nlm(t
′,Ω′) (3.29)
=
∑
n,l,m,m′
Nnlm
(
fnlm(t, ρ,Ω)g
nlm,m′ + f∗nlm(t, ρ,Ω)g
nlm∗,m′
)
g∗m′(t
′,Ω′)
(3.30)
3.4 Covariance under mode function choices
A natural question is to ask whether the smearing function constructed above depends on
the choice of mode functions, which form a basis of the solution space of the wave equation.
Some algebra shows that it does not depend on any specific choice: An example is given
in [3], where it is shown that smearing functions constructed from global patch mode
functions and Poincare´ patch mode functions are equivalent up to some irrelevant factor.
Having a schematic form of the smearing function is helpful for showing this independence.
Schematically, the smearing function constructed can be written as follows.
K(x|Y ) =
∑
fk(x)g
klg∗l (Y ) (3.31)
gij =
∫
Ξ
dY g∗i (Y )gj(Y ), g
kigij = δ
k
j (3.32)
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The labels refer to schematic mode indices, i.e. the indices run over mode functions and
their complex conjugates collectively. Suppose that another set of mode functions, f ′k(x),
is given. The smearing function constructed from this set is written in the following way.
K ′(x|Y ) =
∑
f ′k(x)g
′klg′∗l (Y ) (3.33)
g′ij =
∫
Ξ
dY g′∗i (Y )g
′
j(Y ), g
′kig′ij = δ
k
j (3.34)
The mode functions form a basis, so there exists a matrix that relates the different bases.
fk(x) =
∑
l
α(k|l)f ′l (3.35)
f ′k(x) =
∑
l
β(k|l)fl (3.36)
The matrices α and β are inverses of each other;
∑
α(i|j)β(j|k) = ∑β(i|j)α(j|k) = δik.
The sets of boundary mode functions gk and g
′
k follow the same relations, since boundary
mode functions are obtained as some limit of the bulk mode functions. A bit of algebra
can show that the relation K(x|Y ) = K ′(x|Y ) holds.
K ′(x|Y ) =
∑
f ′k(x)g
′klg′∗l (Y ) (3.37)
=
∑
f ′k(x)[β
∗(i|l)gijβ(j|k)]−1β∗(l|m)g∗m(Y )
=
∑
f ′k(x)α(j|k)gjiα∗(i|l)β∗(l|m)g∗m(Y )
=
∑
α(j|k)f ′k(x)gjlg∗l (Y )
=
∑
fk(x)g
klg∗l (Y ) = K(x|Y ) (3.38)
This relation implies that the construction of the smearing function is independent of the
choice of mode functions.
3.5 Feasibility of distillation
Since the Gram matrix g is an infinite dimensional matrix, it is not clear whether it is
possible to calculate the inverse matrix elements or not. However, it is possible to write an
formal expression that corresponds to g−1. Decompose g into its diagonal and off-diagonal
parts D and h. D−1 is easily calculated since none of the diagonal components of g are
zero. Then g−1 has the following formal expression.
g = D− h (3.39)
g−1 = D−1(1 + h¯ + h¯2 + h¯3 + · · · ) (3.40)
h¯ = hD−1 (3.41)
If the spectrum λm of h¯ satisfies the criteria ∀m{|λm| < 1} then this formal expression is
exact. Unfortunately, there is no good criteria for determining the upper bound for the
spectrum of h¯, so invertibility of g is not guaranteed.
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On the other hand, noninvertibility of g seems natural for reasons given in section 5.3.
A possible resolution is to consider the theory on both sides of the correspondence to be
an effective description. Introducing a cut-off to n and l restricts the dimension of the
vector space generated by mode functions to be finite and g becomes a finite dimensional
matrix, which is always invertible. Considering that GFT is only an effective description
of a CFT[17], this seems to be a natural resolution to the noninvertibility problem.
4 Restriction to subregions of the bulk
The full Hilbert space H of the bulk can be decomposed into a product of subregion Hilbert
spaces Hα. These Hilbert spaces can be constructed as Fock spaces of respective mode
operators, and it is possible to explicitly construct the relations between mode operators
of subregions and mode operators of the full space which are a generalised version of
Bogoliubov transformations. Since it is quite cumbersome to work with subregion mode
operators, operator truncation and mode function resummation will be introduced to work
with full Hilbert space mode operators instead.
4.1 Separation of Hilbert space into subregion Hilbert spaces
Conventionally, the Hilbert space of a QFT is constructed as the Fock space obtained from
creation and annihilation operators. Creation and annihilation operators are obtained from
a mode function decomposition of the corresponding operator, and the inner product (2.8)
defined between functions can be used to explicitly decompose the operator.
φ(t, x) =
∑
k
akfk(t, x) + a
†
kf
∗
k (t, x) (4.1)
ak = (fk|φ)Σ (4.2)
a†k = −(f∗k |φ)Σ (4.3)
k denotes the set of indices, discrete or continuous, that characterises each distict mode of
a complete set. The mode functions are assumed to satisfy the conventional normalisation
(fk|fk′)Σ = −(f∗k |f∗k′)Σ = δkk′ .
A similar construction can be used to build the Hilbert spaces for subregions. A state
in the Hilbert spaceH of a QFT is determined by the field configuration on a time slice Σ. If
the time slice Σ is decomposed into a discrete set of subregions Σα, the field configuration
on the subregion Σα determines a state in the subregion Hilbert space Hα. The tensor
product of subregion Hilbert spaces becomes the total Hilbert space, i.e. H = ∏Hα. The
complete set of basis for a subregion Hilbert space Hα can be constructed in an analogous
way to the full Hilbert spaceH; find the normalised subregion mode functions fα|k and f∗α|k,
use the inner product modified for subregions (f |g)Σα to find the creation and annihilation
operators for subregion Σα, and use the mode operators to construct the Fock states for
subregion Σα.
Having a new coordinate patch simplifies finding the normalised subregion mode func-
tions, at least conceptually. Given a subregion Σα of the time slice Σ, it is possible to find
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a coordinate patch Uα that only covers the bulk domain of dependence DB[Σα]16. The
subregion mode functions are solutions to the wave equation that only has support on the
coordinate patch Uα and regions of the full spacetime causally connected to Σα; in other
words, subregion mode functions for the subregion Σα are solutions to the wave equation
that does not have any support on coordinate patch(es) Uβ, β 6= α. Solving the wave equa-
tion on Uα and finding a complete set of solutions with Dirichlet boundary conditions
17
give the subregion mode functions fα|k and f∗α|k.
The inner product between subregion mode functions can be defined in an analogous
way.
(f |g)Σα ≡ i
∫
Σα
√
hdy nµ (f∗∇µg − g∇µf∗) (4.4)
Σα denotes the subregion of the time slice, the spacelike surface on which the inner product
is evaluated. Other symbols are defined in the same way as in (2.8). The field φ has an
expansion in subregion mode functions and subregion mode operators, and subregion mode
operators admit an expression in terms of subregion inner products.
φ(t, x) =
∑
α,k
aα|kfα|k(tα, xα) + a
†
α|kf
∗
α|k(tα, xα) (4.5)
aα|k = (fα|k|φ)Σα (4.6)
a†α|k = −(f∗α|k|φ)Σα (4.7)
The coordinates (tα, xα) refers to the coordinate labels of the coordinate patch Uα; the
coordinate patch that covers DB[Σα].
The Fock states or the single particle states that are used as the basis for constructing
the subregion Hilbert space can be constructed in the same way as how Fock states for the
full Hilbert space in conventional QFT is constructed, so it will not be elaborated here.
Having constructed the Fock states for each subregion Hilbert space Hα, the bases for the
full Hilbert space H can be constructed as tensor products of subregion Fock states.
4.2 Relationships between mode operators
It turns out that the mode operators ak and a
†
k of the full Hilbert space can be expressed
as a linear combination of subregion mode operators aα|k and a
†
α|k, and vice versa. The
relation can be obtained from two distinct but equivalent mode decomposition of the field
16DB [Σα] is a set of bulk points which any fully extended causal curve passing through the point must
intersect Σα.
17Treating the fields as operator valued distributions play a subtle role here as Dirichlet boundary con-
ditions to subregion mode functions implies that φ(x) at x ∈ ∂Σα for some α is always zero, where ∂Σα
denotes the boundary of Σα. In the context of distribution theory, however, this does not matter since the
set ∂Σα constitutes a measure zero set and operators are obtained by integrating the field φ with respect
to the corresponding test functions.
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φ(x, t).
φ(t, x) =
∑
k
akfk(t, x) + a
†
kf
∗
k (t, x) (4.8)
=
∑
α,k
aα|kfα|k(tα, xα) + a
†
α|kf
∗
α|k(tα, xα) (4.9)
It is more instructive to write the mode expansion in the following form, which is motivated
by the fact that mode functions can be considered as vectors of a vector space.
φ(t, x) =
∑
k
ak|fk) + a†k|f∗k ) (4.10)
=
∑
α,k
aα|k|fα|k) + a†α|k|f∗α|k) (4.11)
Dual vectors (f | are defined as functionals that map functions that satisfy the wave equation
|g) to numbers (f |g). Generalised Bogoliubov relations relating ak and a†k to aα|k and a†α|k
can be read out from the above expression using the inner product between mode functions.
ak = (fk|φ)Σ =
∑
α,q
(fk|fα|q)Σαaα|q + (fk|f∗α|q)Σαa†α|q (4.12)
a†k = −(f∗k |φ)Σ =
∑
α,q
−(f∗k |fα|q)Σαaα|q − (f∗k |f∗α|q)Σαa†α|q (4.13)
aα|k = (fα|k|φ)Σα =
∑
q
(fα|k|fq)Σαaq + (fα|k|f∗q )Σαa†q (4.14)
a†α|k = −(f∗α|k|φ)Σα =
∑
q
−(f∗α|k|fq)Σαaq − (f∗α|k|f∗q )Σαa†q (4.15)
Using inner product relations, the above expression can be recast in a more familiar form.
ak =
∑
α,q
(fk|fα|q)Σαaα|q + (fk|f∗α|q)Σαa†α|q (4.16)
a†k =
∑
α,q
[
(fk|fα|q)Σα
]∗
a†α|q +
[
(fk|f∗α|q)Σα
]∗
aα|q (4.17)
aα|k =
∑
q
[
(fq|fα|k)Σα
]∗
aq − (fq|f∗α|k)Σαa†q (4.18)
a†α|k =
∑
q
(fq|fα|k)Σαa†q −
[
(fq|f∗α|k)Σα
]∗
aq (4.19)
In terms of the usual generalised Bogoliubov coefficients α and β, the coefficient (fq|fα|k)Σα
corresponds to the coefficient α(α, k|q) and the coefficient (fq|f∗α|k)Σα corresponds to the
coefficient β∗(α, k|q). The analogues of the unitarity condition |α|2 − |β|2 = 1 are the
following two relations.
δkk′ =
∑
α,q
α(α, q|k)α∗(α, q|k′)− β∗(α, q|k)β(α, q|k′) (4.20)
δαα′δkk′ =
∑
q
α∗(α, k|q)α(α′, k′|q)− β∗(α, k|q)β(α′, k′|q) (4.21)
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The analogues of the unitarity condition αβ − βα = 0 are the following two relations.
0 =
∑
α,q
α(α, q|k)β∗(α, q|k′)− β∗(α, q|k)α(α, q|k′) (4.22)
0 =
∑
q
α(α, k|q)β(α′, k′|q)− β(α, k|q)α(α′, k′|q) (4.23)
After a bit of algebra, the bra-ket notation for mode functions yields equivalent but more
intuitive expressions.
δkk′ = −(f∗k |
[∑
α,q
|fα|q)(fα|q| − |f∗α|q)(f∗α|q|
]
|f∗k′) (4.24)
δαα′δkk′ = −(f∗α|k|
[∑
q
|fq)(fq| − |f∗q )(f∗q |
]
|f∗α′|k′) (4.25)
0 = −(fk|
[∑
α,q
|fα|q)(fα|q| − |f∗α|q)(f∗α|q|
]
|f∗k′) (4.26)
0 = −(f∗α|k|
[∑
q
|fq)(fq| − |f∗q )(f∗q |
]
|fα′|k′) (4.27)
The meaning is clear; the sum
∑ |fk)(fk| − |f∗k )(f∗k | over an index of a complete set k is
nothing but the identity.
4.3 Operator truncation and mode function resummation
Suppose that subregion Σβ is not available. The state is now better described by the
reduced density matrix ρ = TrHβ |ψ〉 〈ψ| and only the operators that do not act on Hβ are
considered. In applications to QFT, however, obtaining the coefficients for reduced density
matrices is a daunting task if not impossible. Therefore it is more desirable to work with
the state |ψ〉 rather than the reduced density matrix. This is the motivation for developing
operator truncation.
For simplicity, assume that the total Hilbert space H is a tensor product of two sub-
system Hilbert spaces H1 and H2. Also, assume that all operators of interest admit the
following decomposition,
O = O1 ⊗ 1 2 + 1 1 ⊗O2 (4.28)
where 1 1 and 1 2 are identity operators of H1 and H2, O1 : H1 → H1 is an operator of
H1, and O2 : H2 → H2 is an operator of H2, respectively. The class of operators having a
decomposition of the form (4.28) consists of linear combination of local operators.18
Suppose subsystem 2 is inaccessible. The information that can be withdrawn is encoded
in the reduced density matrix ρ1 = TrH2 |ψ〉 〈ψ|. In this case, the natural modification to
18In quantum information language, the class of operators having the form O1⊗ 112 or 111⊗O2 are called
local operations [43].
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an operator O : H → H would be to trace it over H2 and divide by N2 = dim H2.
|ψ〉 → ρ1 = TrH2 |ψ〉 〈ψ| (4.29)
O → Ored = 1
N2
TrH2O (4.30)
If the operator O is of the form (4.28) and TrHO = 019 holds, something more interesting
can be said. Define O˜, the truncation of O, as follows.
O = O1 ⊗ 1 2 + 1 1 ⊗O2 → O˜ = O1 ⊗ 1 2 (4.31)
O˜ = Ored ⊗ 1 2 up to a multiple of identity because TrHO = 0. If any of TrH1O1 = 0
or TrH2O2 = 0 holds together with TrHO = 0, then the equality is exact. Ignoring the
multiple of identity, the following relation holds as well.
TrH1 [Oredρ1] = TrH1 [O1ρ1] = 〈ψ| O˜ |ψ〉 (4.32)
The formula (4.32) suggests that through appropriate truncation of operators, it is possible
to work with the ground state instead of the reduced density matrix.
Truncation defined above can be readily generalised to free scalar theory in AdS, since
the full operator is already in a form similar to (4.28).
φ(t, x) =
∑
α,k
aα|k|fα|k) + a†α|k|f∗α|k) (4.33)
=
∑
α∈A,k
[
aα|k|fα|k) + a†α|k|f∗α|k)
]
+
∑
α/∈A,k
[
aα|k|fα|k) + a†α|k|f∗α|k)
]
(4.34)
Considering A as the set of accessible subregions, the truncated operator φ˜ has the following
mode expansion.
φ˜(t, x) =
∑
α∈A,k
aα|k |fα|k) + a†α|k |f∗α|k) (4.35)
A little algebra using generalised Bogoliubov transforms reveals that φ˜ can be expanded
by full Hilbert space mode operators ak and a
†
k.
φ˜(t, x) =
∑
α∈A,k
ak [1α|fk)] + a†k [1α|f∗k )] (4.36)
=
∑
k
ak |f˜k) + a†k |f˜∗k ) (4.37)
1α ≡
∑
k
|fα|k)(fα|k| − |f∗α|k)(f∗α|k| (4.38)
|f˜k) ≡
∑
α∈A
1α|fk) =
∑
α∈A,k′
|fk′)(fk′ |fk)Σα − |f∗k′)(f∗k′ |fk)Σα (4.39)
19This condition can be always met by substracting an appropriate multiple of identity from O.
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It is worthy of note that 1α acts as an projection operator, since the mode functions fα|k
and f∗α|k are assumed to constitute a complete basis for the solution space of the wave
equation in domain of dependence of subregion α. When this operator is sandwiched in
between the inner product, it restricts the region of integration to Σα.
(f |g)Σ = i
∫
Σ
√
hdy nµ (f∗∇µg − g∇µf∗) (4.40)
(f |1α|g)Σ = i
∫
Σα
√
hdy nµ (f∗∇µg − g∇µf∗) (4.41)
This means resummed mode functions f˜k and f˜
∗
k can be evaluated without directly working
out the solutions to the equation of motion for subregion coordinate patches. Note that in
DB[∪α∈AΣα] the resummed mode function f˜k and the original mode function fk have the
same value. This property will play a critical role in the following section.
5 Bulk reconstruction on the entanglement wedge
The algorithm for constructing the bulk from boundary subregions will be described. Af-
ter briefly reviewing the recent proof[14] that the dual bulk region is the entanglement
wedge, operator truncation for the boundary will be discussed. The bulk reconstruction
algorithm will follow from combining the results of all previous sections. Some comments
on covariance of the construction are made as a final remark.
5.1 Review on reconstructibility of the entanglement wedge
To understand the proof of entanglement wedge reconstruction given by DHW[14]20, un-
derstanding of the viewpoint put forward by ADH is essential; viewing AdS/CFT corre-
spondence as having quantum error correcting code-like structure[11]. In ADH viewpoint,
the bulk Hilbert space Hbulk is viewed as a code subspace Hcode of the full boundary Hilbert
space HCFT . A bulk operator Ob : Hbulk → Hbulk can be realised by a boundary operator
O : HCFT → HCFT such that the following relation holds for any state |ψ〉 ∈ Hbulk = Hcode.
Ob |ψ〉 = O |ψ〉 (5.1)
O†b |ψ〉 = O† |ψ〉 (5.2)
The error correcting code-like structure appears when operators that acts only on a
subspace of the full Hilbert space are considered. Suppose that the bulk and boundary
Hilbert space factorises into Hbulk = Ha ⊗ Ha¯ and HCFT = HA ⊗ HA¯. Consider a bulk
operator that acts on the factorised part of the bulk Hilbert space Ob : Ha → Ha that can
be realised by a boundary operator O : HA → HA, meaning that the analogues of equations
(5.1) and (5.2) hold for Ob and O. This is equivalent to the statement that for any operator
XA¯ : HA¯ → HA¯ and any states |ψ〉 , |φ〉 ∈ Hbulk the following relation holds[11].
〈ψ| [Ob, XA¯] |φ〉 = 0 (5.3)
20[15] gives another approach to the subject, albeit restricted to pure AdS space.
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There is some arbitrariness in the choice of the boundary factorisation HCFT = HA ⊗
HA¯, which depends on the choice of the bulk factorisation Hbulk = Ha ⊗ Ha¯21. This
arbitrariness can be exploited to realise the operator Ob by O which does not act on the
inaccessible part HA¯ of the full Hilbert space, so that any error that occurred on HA¯ does
not affect the action of the operator Ob. When a different error occurred so that a different
part HA¯′ of the full Hilbert space HCFT = HA′ ⊗HA¯′ is inaccessible, a different realisation
O′ : HA′ → HA′ can be used to realise the same operator Ob. This resiliency in arbitrary
erasure of the boundary is at the heart of the ADH proposal[11].
The DHW argument[14] relies on the observation of JLMS that relative entropies
computed in the bulk and the boundary coincide[16]. Decompose the boundary Hilbert
space by HCFT = HA ⊗HA¯, and decompose the bulk Hilbert space by Hbulk = Ha ⊗Ha¯
where Ha denotes the Hilbert space of bulk excitations in the entanglement wedge E [A]22
of boundary region A. Likewise, Ha¯ denotes the Hilbert space of bulk excitations in E [A¯].
The JLMS result[16] can be formulated as follows, which is the form required by the DHW
argument.
S(ρA¯|σA¯) = S(ρa¯|σa¯) (5.4)
The left hand side gives the relative entropy of the boundary subregion theory, while the
right hand side gives the relative entropy of the bulk theory inside the entanglement wedge
of the given boundary subregion. Since relative entropy S(ρ|σ) = 0 if and only if ρ = σ,
the following conclusion can be derived from the JLMS result.
ρa¯ = σa¯ =⇒ ρA¯ = σA¯ (5.5)
What has been shown by DHW[14] is that (5.5) implies (5.3) for density matrices formed
by partial trace over pure states. To be specific, the density matrices ρA¯, σA¯, ρa¯, and σa¯
are assumed to be obtained by the following partial traces.
ρA¯ ≡ TrA |φ〉 〈φ| , σA¯ ≡ TrA |ψ〉 〈ψ|
ρa¯ ≡ Tra |φ〉 〈φ| , σa¯ ≡ Tra |ψ〉 〈ψ|
(5.6)
This in turn implies that equivalents of (5.1) and (5.2) hold for Ob : Ha → Ha and
O : HA → HA. The interpretation is clear; an operator Ob that acts on E [A] can be realised
by an operator O that acts on the boundary subregion A. In other words, the bulk dual
of boundary subregion is its entanglement wedge. Note that this constructive proof does
not give an explicit procedure for reconstructing the entanglement wedge[14], which is the
problem this paper attempts to solve.
21This arbitrariness is greatest when the factor Hilbert space of the bulk Ha is taken to be the Hilbert
space generated by states obtained from the vacuum by acting operators localised near the centre of the
AdS. This is why [11] claims that this choice is the most robust code subspace against arbitrary boundary
erasures.
22Entanglement wedge of A is defined as bulk domain of dependence of any bulk spacelike surface having
A and its HRT surface χA as its boundary. The HRT surface χA is defined as a codimension 2 bulk surface
of extremal area (having the least area if multiple of such surfaces exist) homologous to A which shares its
boundary, ∂χA = ∂A[14].
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5.2 Restriction to subregions of the boundary
The Hilbert space of the whole boundary theory was given as span of states created from
the vacuum by applying mode operators. Na¨ıve expectation for the boundary subregion
Hilbert space is that it is given as the span of states created from the vacuum by applying
boundary subregion mode operators; this is what happened for the bulk.
Unfortunately, it is in general not easy to find a procedure that can construct mode
operators for the subregions at the boundary. Suppose that a boundary subregion A of
a time slice Σ is given. The subregion Hilbert space HA should describe physics on the
boundary domain of dependence D[A] of A. To construct the mode operators following
the procedures of section 2.2, construct a coordinate patch that covers D[A] and Wick
rotate the time coordinate to Euclidean signature. Then use a conformal transformation
including Weyl rescaling that maps the “past infinity” of D[A], defined as the most causally
past point of D[A], to the origin. The states in HA is then given by states generated by
inserting operators at the origin via operator-state correspondence. In theory everything
should work. In practice it is almost impossible to find such a map for a general subregion
A.
On the other hand, it is possible to impose the following conditions on the truncated
operators.
O˜(x) = 0 for x ∈ D[Ac] (5.7)
〈O˜(x1)O˜(x2) · · · O˜(xn)〉 = 〈O(x1)O(x2) · · · O(xn)〉 for x1, x2, · · · , xn ∈ D[A] (5.8)
The first condition requires the truncated operators to be identically zero in the domain
of dependence D[Ac] of the complementary subregion Ac = Σ − A. The second condition
requires the truncated operators to be indistinguishable from the original operators in
the domain of dependence D[A] of the given subregion A. One possible way to satisfy
both criteria is to write the truncated field O˜(t,Ω) of the boundary as the following mode
expansion.
O˜(t,Ω) =
∑
Onlmg˜nlm(t,Ω) + h.c (5.9)
g˜nlm(t,Ω) =
{
gnlm(t,Ω) (t,Ω) ∈ D[A]
0 (t,Ω) ∈ D[Ac] (5.10)
Onlm and gnlm refers to the original boundary mode operators and mode functions. Note
the similarity of this expansion to bulk mode expansion (4.37). In view of this similarity, the
mode function g˜nlm will be called the resummed mode function for the boundary, although
which resummation it originates from is totally vague. Since any analogue of wave equation
does not exist at the boundary, there is no good criteria for determining the resummed
boundary mode functions at boundary spacetime outside D[A] and D[Ac].
While the mode expansion (5.9) obscures the structure of the Hilbert space HA cor-
responding to the given boundary subregion A, it does capture the relevant physics in
the given subregion. Therefore, the mode expansion (5.9) will be treated as a valid mode
decomposition of the truncated operator O˜.
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5.3 Building smearing functions for the entanglement wedge
To construct the bulk, it remains to find resummed bulk mode functions f˜nlm that reduce
to resummed boundary mode functions g˜nlm at the boundary by a slight variant of the last
dictionary (2.33).
g˜nlm(t,Ω)↔ lim
ρ→pi/2
(
f˜nlm(t, ρ,Ω)
cos∆ ρ
)
(5.11)
As resummed boundary mode functions are well-defined only inside D[A] and D[Ac] of
the boundary spacetime, it remains to find the bulk subregion ΣA which gives the right
boundary behaviour of the resummed bulk mode functions evaluated as |f˜nlm) = 1A|fnlm).
Define Σ as the time slice which includes causal surfaces23 ξA and ξAc . Also define Σcw[A]
as the intersection of Σ and the causal wedgeWC [A] of A, i.e. Σcw[A] =WC [A]∩Σ. Then,
any subregion Σcw[A] ⊆ ΣA ⊆ Σ−Σcw[Ac] satisfies the resummed mode function condition
(5.11) at D[A] and D[Ac]. This ambiguity in choice of ΣA is resolved by the fact that the
bulk reconstructible from the given boundary subregions corresponds to the entanglement
wedge E [A] of boundary subregion A [14]. This means the following requirement is imposed
on the resummed bulk mode function f˜nlm.
f˜nlm(t, ρ,Ω) =
{
fnlm(t, ρ,Ω) (t, r,Ω) ∈ E [A]
0 (t, ρ,Ω) ∈ E [Ac] (5.12)
Having determined the appropriate mode functions of the bulk, determining the smear-
ing function can be proceeded in the manner described in section 3. Picking the region
of boundary spacetime Ξ to be equal to D[A] in 3.3, the smearing function KA which
reconstructs the bulk based on the boundary data in D[A] can be written schematically as
follows.
KA(x|Y ) =
∑
k
|f˜k(x))P+k,D[A](Y ) + |f˜∗k (x))P−k,D[A](Y ) (5.13)
The vectors |f˜k) and |f˜∗k ) denote resummed mode functions of the bulk, and P+/−k,D[A] denotes
the integral kernel corresponding to the mode projection operator that projects out the
positive/negative frequency mode operator that corresponds to the (set of) quantum num-
ber(s) k. Since details of this reconstruction are only a mere repetition of the procedure
outlined in section 3, it will be omitted. Note that this process only requires existence of the
dictionary between mode operators and resummed mode functions; if the dictionary can be
built for other background spacetime, then it is possible to apply the same reconstruction
method to that spacetime.
This construction sheds a new light onto the noninvertibility problem of the gram
matrix g considered in section 3.5. If g is indeed invertible in general, it means that any
state can be built solely from arbitrary subregions without any cost of arbitrarily high
23Causal surface ξA of boundary subregion A is defined as the “rim” of the causal wedge WC [A], or the
intersection of the past and future bulk horizons of D[A][11].
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precision24, which seems to contradict the assumption that only the entanglement wedge is
reconstructed; existence of g−1 means contribution of higher (in the sense of quantum num-
bers n and l) modes to a lower mode projection operator diminishes sufficiently fast. This
is another supporting evidence of the conclusion given in section 3.5 that the construction
should be viewed as an effective description rather than an exact one.
An interesting feature of this reconstruction mechanism is that when accessible bound-
ary spacetime Ξ = D[A] becomes smaller, lower modes become harder to discern. Since
lower modes in the global patch of AdS are weighted to the centre of the AdS, this property
is consistent with the expectation that a larger portion of the boundary is needed to probe
deeper into the bulk. In [11] this expectation was cast as the statement that operators of
the deeper bulk are more robust against local erasures of the boundary. Another impli-
cation this observation poses is that in some cases disregarding the modes lower than a
certain cut-off is needed for an efficient bulk reconstruction.
5.4 Covariance under AdS isometries
A relativistic system must obey covariance, but there is some subtlety regarding the con-
struction proposed in this paper. It has been argued in section 3.5 that non-invertibility of
infinite dimensional matrices implies the need to introduce a cut-off. This cut-off is a UV
cut-off at the boundary, which corresponds to an IR cut-off in the bulk. This fact raises
doubts on covariance of the construction with respect to AdS isometries; the IR cut-off,
the confining box of the system, will move around with the flow generated by the Killing
vectors of AdS. Nevertheless, there are reasons to believe that covariance must remain.
First of all, IR cut-off should not affect the local, microscopic details of the system and
local causal structure is one of those details. Since relativity is about consistent descrip-
tion of causal structures, the subsystem corresponding to the entanglement wedge must be
relativistic because the full system is relativistic. How is covariance under AdS isometries
realised in this construction?
The smearing function obtained in [3], reproduced in (3.13), has an explicit dependence
on the radial coordinate ρ which is a frame-dependent quantity. This means the smearing
function does not change as a scalar under AdS isometries.
K(x|Y )→ K ′(x′|Y ′) = K (x(x′)|Y (Y ′)) lim
ρ→pi/2
(
cos ρ′
cos ρ
)∆−d
(5.14)
= K
(
x(x′)|Y (Y ′)) ∣∣∣∣∂Y ′∂Y
∣∣∣∣(∆/d)−1 (5.15)
The last line follows from the following identity which relates limiting values of cosines to
Jacobian factors of boundary coordinates, which is proved in appendix A.
lim
ρ→pi/2
(
cos ρ′
cos ρ
)d
=
∣∣∣∣∂Y ′∂Y
∣∣∣∣ (5.16)
24It is known that in QFT any state can be approximated by acting on the vacuum with local observables
confined to a subregion of the total spacetime(Reeh-Schlieder property), which indicates presence of an
enormous amount of entanglement[10].
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The covariant transformation rule (5.15) fits nicely with the fact that primary fields on
the CFT(or GFT) side needs to be rescaled under coordinate transformations if two-point
correlation function structure is required to be preserved in the new coordinates.
OY (Y )→ OY ′(Y ′) =
∣∣∣∣ ∂Y∂Y ′
∣∣∣∣∆/dOY (Y (Y ′)) (5.17)
The subscript under GFF O is there to serve as a reminder that this field has the correct
correlation function structure for the subscript coordinate system; OY has the correct
correlators when coordinate system Y is used, andOY ′ when Y ′ is used. The transformation
rule for the bulk scalar φ(x) is given by
φ(x)→ φ′(x′) = φ (x(x′)) (5.18)
and representation of the bulk scalar by boundary GFF is subject to the following trans-
formation rule.
φ′(x′) =
∫
K ′(x′|Y ′)OY ′dY ′ (5.19)
= φ
(
x(x′)
)
=
∫
K
(
x(x′)|Y )OY dY
=
∫
K
(
x(x′)|Y (Y ′)) ∣∣∣∣∂Y ′∂Y
∣∣∣∣∆/dOY ′∣∣∣∣ ∂Y∂Y ′
∣∣∣∣dY ′
=
∫
K
(
x(x′)|Y (Y ′)) ∣∣∣∣∂Y ′∂Y
∣∣∣∣(∆/d)−1OY ′dY ′ (5.20)
Therefore imposing the transformation rule (5.15) to the smearing function constructed by
the procedure proposed in this paper will guarantee covariance under AdS isometries, since
integration over the new coordinates will be naturally recast into an integration over the
coordinates that the smearing function was defined by. Note that in general the smearing
function constructed in one reference frame would be different from the one constructed in
another, as boundary mode functions gk and the gram matrix gij constructed from them
will be different in general. This is an explicit realisation of the ambiguities in projection
operator Pm mentioned in footnote 15.
6 Discussion
A procedure has been proposed in this paper which explicitly reconstructs a bulk scalar
φ from its boundary dual operator O when only a portion of the boundary data is given.
The key idea is the observation that smearing function K is an automation of reading
mode operators at the boundary and assigning the corresponding bulk mode functions,
so that it is possible to reconstruct the bulk whenever such a dictionary is given. The
dictionary between mode operators and mode functions of the bulk and boundary for pure
AdS perturbations was built to establish a working example for the construction. The
bulk dual to subregions of the boundary was chosen to be the entanglement wedge, based
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on the recent proof[14] of bulk reconstruction. Resummed mode functions were used to
obtain the mode functions for the entanglement wedge without explicitly solving the wave
equation on a complicated coordinate patch that covers the entanglement wedge. Non-
orthogonality of resummed mode functions was resolved by introducing a Gram matrix
and its inverse, although an UV cut-off had to be introduced to resolve complications
induced by infinite dimensionality of the Gram matrix. Because of the introduction of
an UV cut-off, the smearing function constructed by this process is at best an effective
reconstruction. In effect, the hard problem of solving the wave equation on a complicated
coordinate patch was transferred to the problem of inverting a very large matrix, which is
still hard but relatively tractable. Covariance under choice of mode functions guarantees
that the construction is unique for a chosen reference frame.
There exist some subtleties that has not been adressed in the main article, one of
which is the ambiguity of mode projection operators. As explained in footnote 15, there is
some ambiguity in defining mode projection operators, which was essential for equivalence
of smearing functions constructed in different reference frames. A criterion that seems
to work that can kill this ambiguity is to require the L2 norm of the mode projection
operator,
∫
Ξ |Pm|2dV , to be minimised. On the other hand, it is rather obscure how this
criterion can be imposed in practice; while it is possible to project out the orthogonal
complement V ⊥1 of vector space V1 spanned by mode functions when some arbitrary cut-off
is imposed, obtaining basis vectors of V ⊥1 without introducing any cut-off is not readily
available. Another subtlety that remains unresolved is consistent implementation of UV
cut-off in the boundary and the bulk. The cut-off was introduced to regulate infinite
dimensionality of the Gram matrix, so it is imposed in an ad hoc fashion. Had the cut-off
been introduced in the beginning, there should be a consistent way of imposing the cut-off
to the subregions so that dimensionality of the full Hilbert space factorise consistently.
Although these subtleties do not seem to invalidate the procedure outlined in the main
article, they do seem to provide some food for thought.
As the proposal to understand AdS/CFT as an error-correcting structure[11] was one
of the main motivations to study the problem of entanglement wedge reconstruction, it
would be interesting to see how the structure manifests itself in the proposal of this paper.
Reviewing the procedure of reconstruction, the only place that error-correcting structure
can reside in seems to be the mode operator retrieval process. Note that there is nothing
quantum inherent in this process; this is a classical signal retrieval process from data given
by a non-orthogonal basis in absence of noise. A similar structure exists in the bulk theory;
the mode expansion (4.37) shows that an arbitrary subregion of the bulk spacetime can
encode mode operators of the global Fock states. This seems to suggest that such an error-
correcting structure could be a generic feature of quantum field thoeries, which has its roots
in Reeh-Schlieder property. In view of holographic code models[26, 27], this observation
could be an indication that error correcting codes can also be built from non-hyperbolic
tensor networks as well, a possibility already conjectured in [27].
Just like the original reconstructions of HKLL[2, 3], the bulk reconstruction suggested
in this paper does not include 1/N corrections. Adding 1/N corrections implies interactions
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kick in, meaning that signal retrieval process described in section 3.3 must include tolerance
from errors induced by interactions. Whether such incorporation of errors can be used to
understand the “phase transition” behaviour of the entanglement wedge[11] would be an
intersting problem to ponder on. Another facet of 1/N corrections is that non-perturbative
objects such as solitons or instantons may appear at finite N . In presence of instantons,
the total Hilbert space splits into a sum of different sectors. In such a case, it may not be
possible to write the total Hilbert space as a product of subregion Hilbert spaces. While
it was implicitly assumed that the total Hilbert space of the bulk and boundary can be
decomposed into product of subregion Hilbert spaces, whether it is possible at all is a
potential problem that this paper has avoided to answer. An indication of this problem
already existed in [11] when considering tripartitioning of the boundary to show that the
bulk centre cannot be reconstructed in any of the subregions alone. This problem has also
been raised in a somewhat different context in [28].
As a final remark, the causal structure of the entanglement wedge resembles the causal
structure of long Einstein-Rosen bridges. It would be an interesting exercise to probe the
implications of the reconstruction algorithm elaborated here to the problem of reconstruct-
ing the interior of long Einstein-Rosen bridges from boundary data. This problem will be
left for future work.
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A Computation of boundary Jacobian factor
The goal of this appendix is to prove the identity (5.16).
lim
ρ→pi/2
(
cos ρ′
cos ρ
)d
=
∣∣∣∣∂Y ′∂Y
∣∣∣∣ (A.1)
This relation is based on the fact that bulk measure remains invariant under isometries of
AdSd+1.
dx = secd+1 ρ dρdY → dx′ = secd+1 ρ′ dρ′dY ′ = dx (A.2)
dY refers to the spacetime measure of the boundary; dY =
√∣∣gR×Sd−1∣∣ dtdΩ. Using Dirac
delta and integrating over the radial coordinate ρ gives the following relation.∫
δ [sec ρ(ρ− pi/2 + )] secd+1 ρ dρdY = secd ρ
∣∣∣
ρ=pi/2−
dY (A.3)
The factor of sec ρ is included inside the argument of Dirac delta, since the proper length
element along the radial direction should be written as sec ρ dρ. The wanted identity is
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proved by combining the above relation with invariance of bulk measure and taking the
limit → 0.
lim
ρ→pi/2
secd ρ′ dY ′ = lim
ρ→pi/2
secd ρ dY (A.4)
dY ′ = lim
ρ→pi/2
(
cos ρ′
cos ρ
)d
dY =
∣∣∣∣∂Y ′∂Y
∣∣∣∣dY (A.5)
As an example, consider AdS3. Using the embedding space coordinates u
µ, AdS3 of
radius 1 can be given by the following equation.
−1 = − (u−1)2 − (u0)2 + (u1)2 + (u2)2 (A.6)
The following parametrisation of the hypersurface gives the global patch of AdS3.
u−1 = sec ρ cos t
u0 = sec ρ sin t
u1 = tan ρ cos θ
u2 = tan ρ sin θ
(A.7)
The global patch of AdS3 has the following metric.
ds2 = sec2 ρ(−dt2 + dρ2 + sin2 ρ dθ2) (A.8)
Consider the following u−1− u1 plane rotation, which is an isometry of AdS3. The primed
coordinates are parametrised in the same way as in (A.7).
u′−1 = coshλ u−1 + sinhλ u1
u′1 = sinhλ u−1 + coshλ u1
(A.9)
After some manipulation, the following relation between primed and unprimed coordinates
of AdS3 can be obtained.
sec2 ρ′ = sec2 ρ+ 2 coshλ sinhλ sec ρ tan ρ cos θ cos t
+ sinh2 λ(sec2 ρ cos2 t+ tan2 ρ cos2 θ)
tan t′ =
sin t
coshλ cos t+ sinhλ sin ρ cos θ
tan θ′ =
sin θ
coshλ cos θ + sinhλ csc ρ cos t
(A.10)
The limit of the ratio of cosines can be directly evaluated by the first relation.
lim
ρ→pi/2
(
cos ρ
cos ρ′
)2
= 1 + 2 coshλ sinhλ cos θ cos t+ sinh2 λ(cos2 t+ cos2 θ) (A.11)
The boundary is parametrised by t, θ or t′, θ′. The volume measure of the boundary is
given by dY = dtdθ and dY ′ = dt′dθ′. The relation between boundary coordinates can be
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deduced from the other two relations by taking the limit ρ→ pi/2.
tan t′ =
sin t
coshλ cos t+ sinhλ cos θ
tan θ′ =
sin θ
coshλ cos θ + sinhλ cos t
(A.12)
Direct evaluation of the Jacobian gives∣∣∣∣∂(t′, θ′)∂(t, θ)
∣∣∣∣ = 11 + 2 coshλ sinhλ cos θ cos t+ sinh2 λ(cos2 t+ cos2 θ) (A.13)
or
lim
ρ→pi/2
(
cos ρ′
cos ρ
)2
=
∣∣∣∣∂(t′, θ′)∂(t, θ)
∣∣∣∣ (A.14)
which is consistent with (5.16).
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