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We present results of a search for anomalous production of two photons together with an electron,
muon, τ lepton, missing transverse energy, or jets using pp¯ collision data from 1.1-2.0 fb−1 of
integrated luminosity collected by the Collider Detector at Fermilab (CDF). The event yields and
kinematic distributions are examined for signs of new physics without favoring a specific model of
new physics. The results are consistent with the standard model expectations. The search employs
several new analysis techniques that significantly reduce instrumental backgrounds in channels with
an electron and missing transverse energy.
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∗Deceased
†With visitors from aUniversity of Massachusetts Amherst,
Amherst, Massachusetts 01003, bUniversiteit Antwerpen, B-2610
Antwerp, Belgium, cUniversity of Bristol, Bristol BS8 1TL,
United Kingdom, dChinese Academy of Sciences, Beijing 100864,
China, eIstituto Nazionale di Fisica Nucleare, Sezione di Cagliari,
09042 Monserrato (Cagliari), Italy, fUniversity of California
Irvine, Irvine, CA 92697, gUniversity of California Santa Cruz,
Santa Cruz, CA 95064, hCornell University, Ithaca, NY 14853,
iUniversity of Cyprus, Nicosia CY-1678, Cyprus, jUniversity Col-
lege Dublin, Dublin 4, Ireland, kUniversity of Edinburgh, Edin-
burgh EH9 3JZ, United Kingdom, lUniversity of Fukui, Fukui
4I. INTRODUCTION
Over the last twenty years, the rapid pace of develop-
ments in phenomenology and model-building has left ex-
perimentalists at the collider energy frontier with a wide
array of new physics scenarios to investigate [1]. We are
also assured that the number of models which have not
yet been described is large. Since each search requires
substantial resources, only a few new physics scenarios
can be the focus of dedicated efforts. We address this
problem by performing broad searches in available data
samples for any discrepancy with the standard model
(SM) [2] in event yields or kinematic distributions. While
this approach is not optimized for any particular scenario,
it could possibly increase the chance of an unpredicted
discovery.
In this article we investigate a sample of data col-
lected by the CDF II detector in pp¯ collisions at
√
s =
1.96 TeV at the Fermilab Tevatron. We restrict our-
selves to a “baseline” sample with two isolated, cen-
tral (0.05<|η|<1.05) photons (γ) with ET>13 GeV [8].
We then select subsamples which also contain at least
one more energetic, isolated and well-identified object
or where two photons are accompanied by large miss-
ing transverse energy (E/T ). The additional object may
be an electron (e), muon (µ), or τ lepton (τ). The E/T
is calculated from the imbalance in the energy of visible
particles projected to the plane transverse to the beams.
The integrated luminosity for each subsample varies from
1.1 to 2.0 fb−1.
The γγ+X (X=e/µ, τ , and E/T ) signatures are present
in many new physics scenarios beyond the SM. Examples
include models with the gauge-mediated supersymmetry
breaking (GMSB) [3], extended Higgs sector [4], techni-
color models [5], 4th generation fermions [6], and theories
with large extra dimensions [7].
The CDF collaboration has previously performed a
search for anomalous production of two photons and an
additional energetic object (E/T , e, µ, τ , γ, jets, and b-
quarks) in 85 pb−1 of the Tevatron Run I data [9]. Apart
from the observation of a single eeγγE/T candidate event,
the results were consistent with the SM predictions. The
City, Fukui Prefecture, Japan 910-0017 mKinki University, Higashi-
Osaka City, Japan 577-8502 nUniversidad Iberoamericana, Mexico
D.F., Mexico, oUniversity of Iowa, Iowa City, IA 52242, pKansas
State University, Manhattan, KS 66506 qQueen Mary, Univer-
sity of London, London, E1 4NS, England, rUniversity of Manch-
ester, Manchester M13 9PL, England, sMuons, Inc., Batavia, IL
60510, tNagasaki Institute of Applied Science, Nagasaki, Japan,
uUniversity of Notre Dame, Notre Dame, IN 46556, vUniversity de
Oviedo, E-33007 Oviedo, Spain, wTexas Tech University, Lubbock,
TX 79609, xIFIC(CSIC-Universitat de Valencia), 56071 Valen-
cia, Spain, yUniversidad Tecnica Federico Santa Maria, 110v Val-
paraiso, Chile, zUniversity of Virginia, Charlottesville, VA 22906
aaBergische Universita¨t Wuppertal, 42097 Wuppertal, Germany,
bbYarmouk University, Irbid 211-63, Jordan jjOn leave from J. Ste-
fan Institute, Ljubljana, Slovenia,
eeγγE/T event sparked considerable theoretical interest,
because this signature is very rare in the SM and the
event’s topology is consistent with that of a decay of a
pair of new heavy particles. In Run II, both the CDF [10]
and D0 [11] collaborations searched for production of
γγ+E/T events in the context of GMSB models using data
corresponding to 0.20 fb−1 and 1.1 fb−1 of integrated lu-
minosity, respectively. A search for anomalous produc-
tion of γγ+e/µ events with energetic central photons and
leptons (Eγ,eT >25 GeV and p
µ
T>25 GeV/c) in 0.93 fb
−1 of
data was performed by the CDF collaboration as a part
of a broader signature-based search for new physics in
l + γ +X (l = e, µ and X = γ, l, E/T ) events [12]. Other
signatures involving two photons were studied in CDF
searches reported in Ref. [13–15]. The current model-
independent analysis is improved upon previous diphoton
searches both in terms of refined experimental techniques
and of amount of data analyzed. It also probes a wider
kinematic range compared to the CDF analyses reported
in Ref. [12] and Ref. [15].
This paper is organized as follows. It begins with a de-
scription of the CDF II detector and the baseline dipho-
ton sample. Then, each γγ+X (X=e/µ, τ , and E/T )
subsample is discussed in separate sections where we de-
scribe the definition of the subsamples, the calculation
of the SM predictions, and the comparison of the data
and the predictions. The details of several techniques
are postponed to appendices.
II. DETECTOR OVERVIEW
The CDF II detector is a cylindrically symmetric ap-
paratus designed to study pp¯ collisions at the Fermilab
Tevatron. The detector has been described in detail else-
where [16]; only the detector components that are rel-
evant to this analysis are briefly discussed below. The
magnetic spectrometer consists of tracking devices inside
a 3-m diameter, 5-m long superconducting solenoid mag-
net which provides an axial magnetic field of 1.4 T. A set
of silicon microstrip detectors (L00, SVX, and ISL) [17–
19] and a 3.1-m long drift chamber (COT) [20] with 96
layers of sense wires measure momenta and trajectories
(tracks) of charged particles in the pseudorapidity re-
gions of |η|<2 and |η|<1 [8], respectively. Surrounding
the magnet coil is the projective-tower-geometry sam-
pling calorimeter, which is used to identify and measure
the energy and position of photons, electrons, jets, and
E/T . The calorimeter consists of lead-scintillator electro-
magnetic and iron-scintillator hadron compartments and
it is divided into a central barrel (|η|<1.1) and a pair
of “end plugs” that cover the region 1.1<|η|<3.6. The
central calorimeter is composed of towers with a segmen-
tation of ∆η × ∆φ ≃ 0.1 × 15o. The energy resolution
of the central electromagnetic calorimeter for electrons
is σ(ET )/ET = 13.5%/
√
ET (GeV) ⊕ 1.5% [21], while
the energy resolution of the central hadron calorimeter
for charged pions that do not interact in the electromag-
5netic section is σ(ET )/ET = 50%/
√
ET (GeV)⊕3% [22].
In the plug calorimeter, the segmentation varies from
∆η × ∆φ ≃ 0.1 × 7.5o for 1.1<|η|<1.8 to ∆η × ∆φ ≃
0.6 × 15o for |η|=3.6. The corresponding plug elec-
tromagnetic and hadron calorimeter energy resolutions
are σ(E)/E = 14.4%/
√
E(GeV) ⊕ 0.7% and σ(E)/E =
74%/
√
E(GeV) ⊕ 4%, respectively [23]. The additional
system in the central region is used for identification
and precise position measurement of photons and elec-
trons. Multiwire proportional chambers with cathode-
strip readout (the CES system) are located at the depth
of six radiation lengths (near shower maximum) in the
central electromagnetic calorimeter. Cathode strips and
anode wires, with a channel spacing between 1.5 cm and
2 cm, running along the azimuthal (strips) and the beam
line (wires) direction give location and two-dimensional
profiles of the electromagnetic showers. The position res-
olution of the CES is 2 mm for a 50 GeV photon. The
electromagnetic compartments of the calorimeter are also
used to measure the arrival time of particles deposit-
ing energy in each tower [24]. Muons from collisions as
well as cosmic rays are identified using systems which
are located outside the calorimeters: the central muon
detector (CMU) and the central muon upgrade detec-
tor (CMP) in the pseudorapidity region of |η|<0.6, and
the central muon extension (CMX) for the pseudorapid-
ity region of 0.6<|η|<1.0 [25]. The CMU system uses
four layers of planar drift chambers and detects muons
with pT>1.4 GeV/c. The CMP system, located behind
a 0.6 m thick steel absorber outside the magnetic re-
turn yoke, consists of an additional four layers of planar
drift chambers and detects muons with pT>2.2 GeV/c.
The CMX detects muons with pT>1.4 GeV/c using four
to eight layers of drift chambers, depending on the po-
lar angle. A system of Cherenkov luminosity counters
(CLC) [26], located around the beam pipe and inside the
plug calorimeters, is used to measure a number of in-
elastic pp¯ collisions per bunch crossing, and thereby the
luminosity.
The online event selection at CDF is done by a three-
level trigger [27] system with each level providing a rate
reduction sufficient to allow for processing at the next
level with minimal deadtime. The Level-1 uses custom
designed hardware to find physics objects based on a sub-
set of the detector information. The Level-2 trigger con-
sists of custom hardware to do a limited event reconstruc-
tion which can be processed in programmable processors.
The Level-3 trigger uses the full detector information and
consists of a farm of computers that reconstruct the data
and apply selection criteria similar to the offline require-
ments.
III. DATA SELECTION AND EVENT
RECONSTRUCTION
The search for anomalous production of γγ + E/T and
γγ + τ events is performed with data corresponding to
2.0±0.1 fb−1 of luminosity integrated from the beginning
of Run II. The search for anomalous γγ + e/µ events
utilizes a smaller dataset of 1.1±0.1 fb−1 of integrated
luminosity. The online (trigger) requirements and of-
fline selection criteria that are common to all three final
states are discussed below. Additional requirements of
each analysis are explained separately.
The inclusive γγ events are selected online by a three-
level trigger that requires two isolated electromagnetic
(EM) clusters with EγT>12 GeV (diphoton-12 trigger)
or two electromagnetic clusters with EγT>18 GeV and
no isolation requirement (diphoton-18 trigger). A de-
tailed description of diphoton triggers can be found in
Appendix A1. The triggered γγ candidate events are
then subjected to the offline selection. Each event is re-
quired to have two central EM clusters (photon candi-
dates) inside a well-instrumented region of the calorime-
ter (approximately 0.05<|η|<1.05) with ET>13 GeV.
For each photon candidate, the transverse shower pro-
file in the CES and the amount of energy leaked into the
hadron calorimeter must be consistent with those of a
single electromagnetic shower. We distinguish photons
from electrons by making sure that no high-pT charged
track points to the EM cluster. Both photon candidates
are also required to be isolated energy clusters in the
calorimeter in order to suppress background due to jets.
More details of the standard photon identification criteria
can be found in Appendix A2. To reduce contamination
due to cosmic-ray, beam-related, and other non-collision
backgrounds, the event must contain a well-reconstructed
vertex, formed by tracks, with |z|<60 cm. If multiple ver-
tices are reconstructed, the vertex with the largest
∑
pT
of the associated tracks is selected. Unless noted other-
wise, the transverse energy of all calorimeter objects is
calculated with respect to this primary vertex. Finally,
the arrival time of both photon candidates, corrected for
average path length, has to be consistent with the pp¯
collision time. It should be pointed out that due to the
photon timing requirements, we are only sensitive to new
physics processes where photons are produced in decays
of new particles with small lifetime (<1 ns).
Inclusive γγ events satisfying the above criteria form
the baseline γγ signal sample used in all three analyses.
This sample consists of real γγ events (approximately
30%), jet-γ (45%) and jet-jet (25%) [28] events where
one or both jets are misidentified as a photon. (An ob-
ject misidentified as a photon is referred to as a “fake”
photon.) The γγ + e/µ, γγ + τ , and γγ + E/T candidate
events are then selected from the base signal sample by
requiring additional objects of interest or significant E/T .
We also select a control sample of γγ events by applying
less stringent photon identification requirements as dis-
cussed in Appendix A2. To avoid an overlap with the
signal sample, at least one photon candidate from the
control sample must fail the standard photon cuts. The
control sample is ideal for testing our analysis techniques
because it has a similar event topology, but is dominated
by background events (the fraction of real γγ events in
6it is approximately 5%).
Our baseline signal and control γγ samples consist
of 31,116 and 42,708 events, respectively, in data cor-
responding to 2.0 fb−1 of integrated luminosity.
IV. SEARCHES FOR ANOMALOUS
PRODUCTION OF γγ +X EVENTS
In this Section, we describe in detail three separate
searches for anomalous production of γγ + e/µ, γγ + τ ,
and γγ + E/T events. All analyses use the same baseline
γγ samples and utilize the same definitions of the addi-
tional objects and kinematic variables: electrons, muons,
τ leptons, jets, soft unclustered energy, E/T , and HT . The
HT is defined as a scalar sum of E/T and ET of all identi-
fied photons, leptons, and jets. The detailed descriptions
of these objects can be found in Appendices A 3-A 8.
A. The γγ + e/µ Final State
We search for anomalous production of events contain-
ing two photons and at least one additional electron or
muon in data corresponding to 1.1±0.1 fb−1 of integrated
luminosity. The events of interest are derived from the
γγ baseline sample described in Section III. The electron
identification criteria are similar to those for the photon
except that an electron candidate must have an energetic
track pointing to the EM cluster. The momentum, p, of
this track has to be consistent with the energy deposited
in the EM calorimeter. The electron identification re-
quirements are described in detail in Appendix A3.
A well-reconstructed COT track is identified as a muon
candidate if it is matched to hit segments (stubs) in the
central muon detectors, and its energy deposition pat-
tern in the EM and HAD calorimeters is consistent with
that left by a minimum ionizing particle. Details on the
muon identification requirements can be found in Ap-
pendix A4.
The selected γγe and γγµ events must have at least
one electron or muon candidate with EeT>20 GeV and
pµT>20 GeV/c, respectively. We compare the observed
number of events and kinematic distributions in the data
with those from our SM background predictions. Back-
grounds for the γγe and γγµ signatures of new physics
include:
1. The SM production of Z→l+l− and W→lν in as-
sociation with two photons (Zγγ, Wγγ), where
photons are radiated from either the initial state
quarks, charged electroweak boson (W ), or the
final–state leptons.
2. Backgrounds due to misidentified particles (fake
photons or leptons)
(a) electrons misidentified as photons (e.g., Zγ
events),
(b) jets misidentified as photons (e.g, Wγ+ jet or
Zγ + jet events),
(c) jets misidentified as leptons (mostly γγ candi-
date events with an additional jet).
We describe below how these background contributions
are estimated.
The SM Zγγ and Wγγ contributions are estimated
fromMonte Carlo (MC) simulation. The MC samples are
generated using the leading-order (LO) matrix-element
generator madgraph [29]. The output of madgraph
is fed into pythia [30] to carry out parton fragmenta-
tion, simulation of the underlying event and additional
pp¯ interactions in the same bunch crossing, as well as
initial- and final-state radiation. The output of pythia
is then processed through the geant-based detector sim-
ulation [31] followed by the same reconstruction pro-
gram as that for the data. To account for an imper-
fect modeling of the CDF-II detector, the MC predic-
tions are corrected for small differences (1-10%) in photon
and lepton identification and trigger efficiences between
data and MC. In addition, the LO cross sections pre-
dicted by madgraph are scaled to the next-to-leading-
order (NLO) cross sections according to the K-factors in
Ref. [32]. These K-factors are functions of the dilepton
mass and ET of the highest-ET photon, and their values
range from 1.36 to 1.62 with an average of ∼1.4 for the
kinematic range of Zγγ and Wγγ production. The un-
certainty for this background prediction includes statisti-
cal uncertainty due to the finite size of MC samples, 6%
systematic uncertainty on the measured integrated lumi-
nosity, and 7% systematic uncertainty on the Zγγ and
Wγγ cross sections due to uncertainties in the factoriza-
tion and renormalization scales and parton distribution
functions (PDF) [33].
The rest of the background contains at least one
misidentified object. Fake photons can arise from the
hard bremsstrahlung of electrons in the detector mate-
rial, inefficient electron-track reconstruction, or decays of
π0, η0, or K0s in jets. Although these background sources
yield real photons in the final state, they are referred to
as ”fake” in this analysis, to be distinguished from the
photons possibly produced by new exotic particles. The
number of γγ + l (l = e, µ) events where at least one
of the photons is faked by an electron is estimated from
the lγ + e data (collected with the diphoton triggers).
We obtain the prediction by applying a e→γ misidenti-
fication probability as a function of the ET of electron
(about 2.7% and 1.5% for electrons with ET =20 GeV
and 40 GeV, respectively) to the selected lγ + e events.
More details about this misidentification probability and
its uncertainty are included in Appendix B1. To esti-
mate the number of γγ + l events where at least one of
the photons is a misidentified jet, we select the lγ + jet
data collected with inclusive lepton triggers and multi-
ply them by a jet→γ misidentification probability as a
function of the jet’s ET (about 0.2% and 0.04% for jets
with ET =13 GeV and >50 GeV, respectively). The de-
7scription of the jet→γ misidentification probability and
its associated uncertainty can be found in Appendix B 2.
Also note that both lγ + e and lγ + jet samples may
contain events with fake leptons.
The last source of background is events with two real
photons and a fake lepton from the direct diphoton pro-
duction with additional jets. The number of “dipho-
ton + fake lepton” events is obtained by applying ET -
dependent misidentification probabilities from Ref. [34]
to the events with two photon candidates and an ob-
ject which may fake a lepton. These objects are jets for
electrons and isolated tracks for muons. The probabil-
ity for a jet (isolated track) with ET (pT )=50 GeV to
fake a central electron (muon) is ∼0.01% (∼1%). Details
of the misidentification probabilities and their uncertain-
ties are discussed in Appendix B3. According to earlier
studies [28], only 29%±4% of observed diphotons are real
diphoton events. In order to avoid duplication with the
fake photon contribution estimated above, the number of
“diphoton + fake lepton” events is multiplied by the real
diphoton fraction (29%±4%), which gives the number of
“real γγ + fake lepton” events.
The fake photon signature can also be produced as a
result of the bremsstrahlung of cosmic muons as they
pass through the calorimeters. However, the probability
for a real photon event to overlap with such a cosmic
event is found to be very small: 1.5×10−8 (see Ref. [28]).
Therefore, the cosmic backgrounds are negligible in the
γγe and γγµ searches.
Table I lists the expected and observed numbers of
γγe and γγµ events for EγT > 13 GeV. At this stage
of event selection, we observe three γγe events and zero
γγµ events. The leading background in the γγe chan-
nel is due to events where at least one of the photons
is a misidentified electron. The leading background in
the γγµ channel is the electroweak production of Zγγ
events. Figures 1–2 show several important kinematic
distributions, including invariant mass, electron and pho-
ton ET , E/T , jet multiplicity, and HT from data and the
predicted backgrounds before applying the final selection,
the silicon-track rejection (described next).
TABLE I: Summary of the predicted and observed numbers
of γγe and γγµ events before applying silicon-track rejection.
The systematic uncertainty includes uncertainty due to MC
statistics, uncertainties in the data luminosity, predicted cross
sections, and the misidentification probabilities.
Source electron muon
Zγγ 0.90 ± 0.09 0.55 ± 0.05
Wγγ 0.17 ± 0.02 0.09 ± 0.01
lγ + e→γ 5.14 ± 0.68 0.02 ± 0.02
lγ + jet→γ 0.48 ± 0.31 0.13 ± 0.09
Fake l+γγ 0.13 ± 0.05 0.004 ± 0.004
Total 6.82 ± 0.75 0.79 ± 0.11
Data 3 0
TABLE II: Summary of the predicted and observed numbers
of γγe and γγµ events after applying silicon-track rejection.
The systematic uncertainty includes uncertainty due to MC
statistics, uncertainties in the data luminosity, predicted cross
sections, and the misidentification probabilities.
Source electron muon
Zγγ 0.82 ± 0.08 0.50 ± 0.05
Wγγ 0.15 ± 0.02 0.08 ± 0.01
lγ + e→γ 2.26 ± 0.46 0.004 ± 0.004
lγ + jet→γ 0.44 ± 0.26 0.12 ± 0.08
Fake l+γγ 0.12 ± 0.05 0.004 ± 0.004
Total 3.79 ± 0.54 0.71 ± 0.10
Data 1 0
The dominant source of background in the γγe search
are γ + ee events where one of the electrons is misre-
constructed as a photon. An electron may lose its track
and be reconstructed as a photon because of catastrophic
bremsstrahlung in the detector material in front of the
COT. However, such an electron often leaves a few hits
in the silicon detector and can be partially recovered
by a special tracking algorithm (see Appendix A2 and
Ref. [35] for more details). We further compare the data
and background prediction after removing events where
at least one of the photons is matched to this type of
electron track (silicon-track rejection). The silicon-track
rejection suppresses ∼80% of fake photons from the elec-
tron bremsstrahlung for EγT>45 GeV (see Fig. 12 from
Appendix B3) while it has only ∼1% inefficiency for real
photons. Once this procedure is applied, the observed
number of γγe events is reduced to one. The final back-
ground predictions after the silicon-track rejection can be
found in Table II.
The robustness of our background estimation tech-
nique is validated in the following three ways. First, we
use an independent method to measure the misidenti-
fication probabilities. Instead of counting electrons that
satisfy standard central-electron criteria, we use the num-
ber of electrons that satisfy photon-like electron criteria
in the e→γ fake rate denominator (see Appendix B1).
The difference in the prediction of fake photons from eeγ
events is ∼4-11%. Second, we cross-check if the eeγ data
(to which the e→γ fake rate is applied) contain signifi-
cant number of fake electrons. We fit data with a com-
bined likelihood of multiple electron identification vari-
ables, where the signal shapes are obtained from electrons
in Z decays and the background shapes are obtained from
the sample enriched with fake electrons. The purity of
electrons is estimated to be 97±2%. In addition, we com-
pare the yields of eeγ and µµγ events in data and those
predicted by Zγ madgraph MC. We divide the ratio of
data to MC yields in the muon channel by the same ratio
in the electron channel. If the eeγ events contain signif-
icant amount of fake electrons, the double ratio will be
inconsistent with unity. The double ratio is found to be
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FIG. 1: Kinematic distributions of the γγe events from the SM (dashed line) and total (solid line) background predictions as
well as the three events observed in the data (marker). The total backgound includes SM and fake contributions. The gray
boxes indicate the uncertainty in background determination. Each photon is required to have an ET>13 GeV. Distributions
from the top left to the bottom right are: a) three-body invariant mass; b) invariant mass of two photons; c) invariant mass
of each electron-photon pair; d) ET of each photon; e) ET of the electron; f) HT , scalar sum of E/T and ET of all identified
photons, electrons, and jets; g) E/T ; and h) number of jets with ET>15 GeV.
1.10±0.15. Third, we examine the background estimate
in larger samples, where either one photon and one elec-
tron (eγ) or one photon, one electron, and one jet (eγj)
events are required. The numbers of eγ and eγj events
in data are consistent with those from the background
predictions within one standard deviation.
To summarize, we do not observe any evidence for
anomalous production of γγe and γγµ events.
B. The γγ + τ Final State
We search for events with two photons and a
hadronically-decaying τ lepton in data corresponding to
2.0 fb−1 of integrated luminosity. These events are a
subset of the baseline diphoton sample (see Section III)
with at least one τ lepton candidate identified using the
tight requirements and passing ET >15 GeV (see Ap-
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FIG. 2: Kinematic distributions of the γγe events from the SM (dashed line) and total (solid line) background predictions. The
total backgound includes SM and fake contributions. The gray boxes indicate the uncertainty in background determination.
We observe zero events in the data. Each photon is required to have an ET>13 GeV. Distributions from the top left to the
bottom right are: a) three-body invariant mass; b) invariant mass of two photons; c) invariant mass of each muon-photon pair;
d) ET of each photon; e) pT of the muon; f) HT , scalar sum of E/T and ET of all identified photons, muons, and jets; g) E/T ;
and h) number of jets with ET>15 GeV.
pendix A5). We select 34 γγ + τ candidate events.
We consider two sources of backgrounds: the SM pro-
duction of W→τν or Z→ττ with photons and γγ events
with jets misidentified as τ leptons. Other backgrounds
are negligible.
The electroweak backgrounds are estimated from Wγ
and Zγ madgraph [29] MC simulation. The LO order
predictions are multiplied by the appropriate next–to–
leading–order K-factors described in Section IVA and
Ref. [32]. We find that these electroweak events with
real leptons are dominated by events with at least one
real photon, so we do not consider the case where both
photons are misidentified jets. The simulation predicts
the background from the cases of two real photons or one
real with one fake photon to be 2.2±0.8 events, where the
uncertainty comes from MC statistics.
The dominant background in this search is from events
with two reconstructed photons (which may be real or
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FIG. 3: The mass of the two photons in γγ + τ candidate
events (marker) and the SM backgrounds (histogram). The
gray boxes indicate the uncertainty in background determi-
nation.
fake), and jets, where one of the jets is misidentified as a
τ lepton. To estimate this background, we select events
with two photons and a jet identified as “loose” τ lep-
ton candidate (see Appendix A5) and apply the jet→τ
misidentification probability (see Appendix B 4). Since
the misidentification probability is different for jets orig-
inated by quarks or by gluons, and the ratio of quark jets
to gluon jets here may be different from the one in the
sample used to derive the jet→τ misidentification prob-
ability, we investigate a correction for the different types
of jets in our sample. The probability for a quark jet to
fake a τ lepton is three times larger than the probabil-
ity for a gluon jet. The process becomes more complex
because a photon candidate may also be a misidentified
jet, and the probability for a quark jet to fake a photon
is ten times larger than for a gluon jet. We use pythia
MC samples of diphotons, inclusive single photons and
dijets to investigate the quark and gluon content of our
data sample. Previous studies [28] have determined that
the baseline diphoton sample has approximately 30% real
diphoton events, 45% events with a real photon and a jet
misidentifed as a photon, and 25% events with two jets
misidentified as photons. The simulations indicate that
the quark–to–gluon ratio is significantly higher in the
case of one real photon and one fake photon (80% quarks)
than either of the other cases (approximately 30% in di-
jet events and 40% in events with two real photons) and
needs to be corrected for. We account for this effect by
using two methods. In the first method, we simply apply
the jet→τ misidentification rate and then make a cor-
rection for the difference in the average quark–to–gluon
ratio in the sample. In the second method, we allow for
the possibility that quark jets will preferentially become
misidentified photons, leaving the remaining jets to be-
come misidentified taus. This method yields our reported
central result, and the variation between the methods in-
dicates a 13% systematic uncertainty which is added to
the 20% systematic uncertainty in the misidentification
probability.
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FIG. 4: The kinematic distributions in γγ+τ candidate events
(marker) and the SM backgrounds (histogram): a) ET of τ
lepton candidate; b) E/T ; c) number of jets with ET>15 GeV;
d) HT , scalar sum of the transverse energies of photons, τ
lepton candidate, jets, and E/T . The gray boxes indicate the
uncertainty in background determination.
The misidentified τ background is 44±10 events and
the total background estimate is 46±10 events, consis-
tent with the 34 observed γγ + τ candidate events. We
perform three checks of the methodology by predicting
the size of γγ + τ sample where the two photons are se-
lected with the relaxed criteria (γγ control sample de-
scribed in Section III) or with one of the photons in
the forward region (1.1<|η|<2.0). The predictions for
all control samples are consistent with the observations.
Figures 3-4 show several important kinematic distribu-
tions for the selected γγ + τ candidate events and the
predicted SM background. These distributions include
the diphoton invariant mass, ET of a τ lepton candidate,
E/T , jet multiplicity, and HT . No excess is found above
the SM background.
In summary, we do not observe any evidence for the
anomalous production of γγ + τ events.
C. The γγ + E/T Final State
We search for the anomalous production of two pho-
tons and large missing transverse energy (E/T ) in data
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the QCD, electroweak (dashed line), and non-collision (dash-
dotted line) backgrounds.
corresponding to 2.0 fb−1 of integrated luminosity. The
subsample of γγ + E/T events is derived from the base-
line diphoton sample described previously in Section III
and in Appendix A2. The missing transverse energy is
defined as an energy imbalance in the calorimeter (see
detailed description of E/T in Appendix A7) and it is
an experimental signature of neutrinos or new particles
that do not interact electromagnetically or strongly with
the detector material. The E/T , however, can be mim-
icked by a simple energy misreconstruction in SM events.
Fluctuations in jet energy measurements are the most
common source of such fake E/T . Figure 5 shows the E/T
distribution in the γγ baseline sample. This figure illus-
trates that events with fake E/T are not only the domi-
nant background in the region up to E/T∼40 GeV, but
they also have a significant contribution even to the tail
of E/T distribution. A better separation between events
with real and fake E/T can be achieved if a significance
of the measured E/T is considered rather than its abso-
lute value. The E/T -significance is a dimensionless quan-
tity based on the energy resolution of jets and soft un-
clustered particles. It also takes into account the event
topology as shown in Appendix C. As it is demonstrated
in Fig. 6, the E/T -significance distributions have very dif-
ferent shapes in events with fake and real E/T : exponen-
tially falling (solid line) and almost flat shapes, respec-
tively. Thus, the E/T -significance is an efficient tool in
separating such events. We study γγ + E/T events which
pass three a priori E/T -significance requirements: E/T -
significance>3, 4, and 5. This choice of cut values has
a straightforward motivation. If the γγ sample were only
composed of events with fake E/T due to energy misrecon-
struction in the calorimeter, then we would select 0.1%,
0.01%, and 0.001% of the total number of events by re-
quiring E/T -significance>3, 4, and 5, respectively. On the
other hand, studies with MC Wγ→eν + γ sample indi-
cate that the E/T -significance>3 (E/T -significance>5) cut
is ∼100% (∼90%) efficient for events with real E/T>35
GeV (see Fig. 7).
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events from the baseline sample. The data (marker) is com-
pared with the total background prediction (solid line with
the gray band representing the total uncertainty). The to-
tal background prediction is a sum (shown by the stacked
histograms) of the QCD, electroweak (dashed line), and non-
collision (dash-dotted line) backgrounds. The straight solid
line represents the expected E/T -significance distribution if all
γγ candidate events were to have fake E/T due to the mea-
surement fluctuations in the calorimeter (see Appendix C for
more details).
We consider three major sources of background for
the γγ + E/T signature: QCD (γγ, jγ, and jj where
j=jet→γfake) events with large fake E/T due to energy
loss or mismeasurement in the calorimeter, electroweak
(EWK) processes with real E/T from neutrinos, and non-
collision events with fake photons and E/T . Each of these
sources is discussed below in the order of their impor-
tance. All of the background estimation techniques are
tested on a control sample of “loose” diphoton events
described in Section III and in Appendix A2.
Significant losses or fluctuations in energy measure-
ments in the inclusive γγ sample, which can lead to
considerable values of fake E/T , happen only in a small
fraction of events. However, the large production cross
sections of QCD processes make them one of the largest
backgrounds. We distinguish three types of QCD back-
grounds: events with energy mismeasurement due to
calorimeter energy resolution effects (QCD type-1); γγ
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FIG. 7: Figure a) demonstrates the E/T distributions in MCWγ→eν+γ events before and after the E/T -significance cuts. Figure
b) illustrates the efficiency of the three E/T -significance cuts for these events.
candidate events with a wrong choice of the primary in-
teraction vertex (QCD type-2); and γγγ events where
one of the photon candidates is lost in the calorimeter
cracks (QCD type-3).
The QCD type-1 background estimate is based on
a E/T -resolution model (metmodel) described in Ap-
pendix C. For each γγ data event, we generate ten
pseudoexperiments to simulate fake E/T and calculate its
significance given the event kinematics. In each pseudo-
experiment, we smear the energies of jets and soft un-
clustered particles using appropriate resolutions. The
difference between the smeared and measured energy
of the object is taken as its individual contribution to
the total fake E/T . We predict the QCD background
due to energy mismeasurements by counting the num-
ber of pseudoexperiments that pass our E/T -significance
requirements divided by the number of pseudoexperi-
ments per event. Kinematic distributions from these
pseudoexperiments are then used as QCD background
templates for data. The systematic uncertainty (23%
for E/T -significance>3, 47% for E/T -significance>4, and
130% for E/T -significance>5) is evaluated by comparing
the metmodel expectations obtained with the default
parameters to predictions obtained by varying each pa-
rameter by one standard deviation (±1 σ). These param-
eters and associated sources of systematic uncertainties
are discussed in Appendix C. The statistical and sys-
tematic uncertainties are added in quadrature to obtain
the total uncertainty. The predictions for the QCD type-
1 background and their associated uncertainties can be
found in Table III.
The background contribution due to γγ candidate
events with mis-assigned primary vertex (QCD type-2)
cannot be directly estimated by the metmodel because
the energy resolution parameterization does not include
this effect. The vertex misassignment occurs when a γγ
pair [36] is produced by a hard scattering interaction that
overlaps with another interaction producing a vertex with
the highest
∑
pT of tracks. As a consequence of the
wrong vertex choice, the ET of both photon candidates
are incorrectly calculated, thus leading to fake E/T . Al-
though the effect is small, it can occasionally result in
a large fake E/T , for example, when two vertices are far
apart and the photons are sufficiently energetic. We cor-
rect for these mismeasurements by recalculating the ET
of photons with respect to the vertex which gives the
smallest value of E/T . This procedure is verified to be
valid for events with no intrinsic E/T . It is also tested in
simulated Wγ→eνγ events [38] and data eγ events with
E/T>20 GeV. The selection of eγ events is discussed in
Appendix A 9. The effect is found to be small: after the
procedure is applied, the number of simulated and data
events with E/T > 20 GeV is reduced by 1% and 2%, re-
spectively. In some fraction of events, however, the hard
interaction completely fails to produce a reconstructed
vertex and the vertex re-assignment cannot fix fake E/T .
Since the metmodel cannot account for this contribu-
tion, we employ a method based on a combination of
data and Monte Carlo simulation to obtain the predic-
tions. For this purpose, we use pythia γγ events [30]
passed through the detector simulation [31]. These MC
events also include additional interactions in the same
bunch crossing that are modeled according to the lumi-
nosity profile in data. We select only events where the
hard scattering interaction resulting in a γγ pair does not
produce a reconstructed vertex, and the primary vertex
is created by tracks from an overlapping additional in-
teraction. We will refer to such events as “no vertex” γγ
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events. The MC sample of “no vertex” events is normal-
ized to the number of such events in real data (4.8±0.4%
of the baseline γγ events). We then apply the standard
analysis procedure to the sample and obtain the fraction
of “no vertex” events in MC passing our E/T -significance
cuts. The systematic uncertainties on the QCD type-2
background contribution include the MC statistical un-
certainty (12%-24%), the uncertainty on the normaliza-
tion factor (10%), the uncertainty due to the jet energy
scale (7-8%), and the MC-data differences in the met-
model parameterization (40%). The predictions for the
QCD type-2 background and their associated uncertain-
ties can be found in Table III.
The γγγ events are produced at a very low rate com-
pared to that of γγ events. However a probability of
losing a photon in calorimeter cracks is ∼10%, so that
the probability of losing one of the candidate photons
in a tri-photon event is as large as ∼30%. These events
(QCD type-3) could reconstruct as γγ + E/T events. To
reduce this background, we reject events if the E/T vector
points along the direction (within |∆φ|<0.3) of a nar-
row jet [39] located close to the calorimeter cracks at
η∼0 and |η|∼1.1. The remaining contribution of the
QCD type-3 events is estimated using a large inclusive
pythia γγ MC sample. We select reconstructed tri-
photon events (Eγ1,2T >13 GeV and E
γ3
T >7 GeV) in MC
and data. The numbers of reconstructed γγγ candidates
give us the MC-to-data normalization factor. To obtain
an estimate of the remaining QCD type-3 background,
we select pythia tri-photon events at the generator level
(before detector simulation), apply the standard analysis
procedure to these events, and multiply the result by the
normalization factor described above. The systematic
uncertainties for this background prediction is due to the
following sources: 1) MC statistical uncertainty (24%-
33%); 2) uncertainty on the normalization factor (19%);
3) uncertainty due to MC-data differences in the met-
model parameterization (10%-44%); 4) jet energy scale
uncertainty (10%-11%). The predictions for all sources
of QCD backgrounds and their associated uncertainties
can be found in Table III.
Electroweak processes involving W→lν¯ and
Z→νν¯/τ+τ− are the most common source of large
real E/T in pp¯ collisions. There are three ways these
processes can produce a γγ + E/T signature (listed in
the order of importance): 1) Wγ and Zγ events with
one real and one fake photon; 2) Wγγ and Zγγ events
where both photons are real; 3) W + jet, Z→τ+τ−, and
Z + jet events where both photon candidates are fake
photons. We estimate the EWK backgrounds by using
W/Z + γ [38] (for 1) and 2)) and inclusive W/Z [40] (for
3)) Monte Carlo events passed through the detector sim-
ulation. We consider all three leptonic decay modes of
W and Z bosons. To avoid an overlap between W/Z + γ
andW/Z samples, we remove pythia W/Z events where
reconstructed photons are matched to generated photons
originating from initial/final state radiation (ISR/FSR)
of quarks or leptons. The MC-based predictions for
the EWK backgrounds are then multiplied by a scale
factor that diminishes possible data-MC differences
and cancels out many of the systematic uncertainties
(e.g., trigger efficiencies, acceptance and photon ID
efficiencies, K-factors, modeling of ISR/FSR in MC,
uncertainties in parton distribution functions, jet energy
scale uncertainty, and luminosity uncertainty). This
scale factor is obtained by comparing eγ + E/T events
(see Appendix A9) in data and MC. It is defined as the
ratio of numbers of data and MC eγ events satisfying all
analysis requirements. The resulting EWK background
predictions and the corresponding uncertainties can be
found in Table III. The total uncertainties includes the
MC statistical uncertainties (3.5-4.4%) and the MC-
to-data normalization factor uncertainties (5.4-6.1%).
The last uncertainty includes statistical uncertainties
from data and MC eγ + E/T samples and systematic
uncertainties associated with the purity of the e+γ data
sample and difference between the E/p-cut efficiency
(see Appendix A9) in data and MC. From Table III,
one can see that the EWK processes are the dominant
source of background when E/T -significance>4. We find
that 59-63% (30-40%) of the total EWK background
for the γγ + E/T signature comes from the electron
(τ lepton) decay channels of W and Z bosons. Note
that the E/T -significance cuts are rather efficient for
events with large real E/T : for example, 84% and 68%
of W+γ→eν+γ events pass the E/T -significance>3 and
E/T -significance>5 requirements, respectively.
The last remaining source of background is non-
collision events where both photons and E/T are fake.
These events may either be caused by cosmic rays (CR)
or beam halo (BH) muons depositing energy in the
calorimeter. CR events are suppressed by requiring the
EM timing of both photon candidates (T1 and T2) to
be consistent with the collision time: |T1,2|<6.7 ns and
|T1−T2|<4.1 ns (more details are given in Appendix A2).
BH events are removed by the topological cuts based on
the distinct energy deposition pattern of BH muons trav-
eling along the beam pipe. More details about CR and
BH rejection cuts can be found in Appendix A2. The
number of remaining BH events is estimated from the
number of identified BH candidates and known rejection
power of the BH cuts. The background contribution due
to CR events is estimated based on the number of these
events in the 30 ns< T1,2 <120 ns EM timing window
and known efficiency of the cosmic rejection cuts (see
Appendix A2 and Ref. [41]). The total prediction for
non-collision backgrounds can be found in Table III. The
uncertainty for this estimate is dominated by the statis-
tics in the samples of identified BH and CR events.
The results of the search are presented in Ta-
ble III. The total expected SM background for three
E/T -significance cuts (E/T -significance>3, 4, and 5) is
71.7±7.5, 39.0±3.1, and 30.4±2.4 events, respectively.
These predictions agree well with the observed numbers
of data events: 82, 31, and 23. We also examine vari-
ous kinematic distributions in data and SM backgrounds
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TABLE III: The results of the search for anomalous production of γγ + E/T events. The data is compared to the background
predictions for three values of the E/T -significance cut. The quoted uncertainties include the effect of limited MC statistics as
well as systematic uncertainties.
E/T -significance>3.0 E/T -significance>4.0 E/T -significance>5.0
EWK 35.4±2.2 29.9±2.0 25.9±1.9
QCD type-1 28.1±6.8 3.6±1.8 0.6±0.8
QCD type-2 4.4±2.0 2.5±1.0 1.5±0.7
QCD type-3 2.9±1.0 2.2±1.0 1.6±1.0
Non-Collision 0.9±0.3 0.8±0.3 0.8±0.3
Total 71.7±7.5 39.0±3.1 30.4±2.4
Data 82 31 23
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FIG. 8: The kinematic distributions for γγ+E/T candidate events with E/T -significance>3: a) E/T , the missing transverse energy;
b) ET of leading photon candidate; c) HT , the scalar sum of the transverse energies of photons, jets, and E/T ; and d) invariant
mass, Mγγ , of two photons . In all figures, the data (marker) is compared with the total background predictions (solid line with
the gray band representing the total uncertainty). The total background prediction is a sum (shown by the stacked histograms)
of the QCD and electroweak (dashed line) backgrounds. The non-collision background is too small to be visible on a plot with
linear scale.
for E/T -significance>3 and E/T -significance>5. Figures 8
and 9 show the E/T , leading photon ET , HT , and Mγγ
distributions for the selected γγ + E/T candidate events
and the SM background predictions. Finally, Fig. 10 il-
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FIG. 9: The kinematic distributions for γγ+E/T candidate events with E/T -significance>5: a) E/T , the missing transverse energy;
b) ET of leading photon candidate; c) HT , the scalar sum of the transverse energies of photons, jets, and E/T ; and d) invariant
mass, Mγγ , of two photons. In all figures, the data (marker) is compared with the total background predictions (solid line with
the gray band representing the total uncertainty). The total background prediction is a sum (shown by the stacked histograms)
of the QCD and electroweak (dashed line) backgrounds. The non-collision background is too small to be visible on a plot with
linear scale.
lustrates multiplicities and ET distributions of extra jets
and electrons in selected events. We observe good agree-
ment between data and predicted background shapes for
all studied kinematic distributions that are expected to
be sensitive to production of new particles.
In summary, we have searched for anomalous produc-
tion of γγ +E/T events in data corresponding to 2.0 fb
−1
of integrated luminosity. No significant deviations from
the SM background predictions are observed.
V. CONCLUSIONS
We performed a model-independent search for anoma-
lous production of two photons with an electron, muon,
τ lepton, or large missing transverse energy. The anal-
ysis of a γγ+e/µ signature was performed using data
corresponding to 1.1 fb−1 of integrated luminosity. Af-
ter final selection, we observed one γγ+e candidate event
and zero γγ+µ events, in agreement with the expected
background of 3.79±0.54 and 0.71±0.10 events, respec-
tively. The kinematic properties of the γγ+e event were
consistent with the SM predictions. The silicon-track re-
jection technique applied in this search allows for more
than 60% reduction in the bremsstrahlung background
(the dominant background in the electron channel) and
has a promising potential for future searches with the
γ+e+X signature.
The search for new physics in γγ+τ was based on data
corresponding to 2.0 fb−1 of integrated luminosity. We
observed 34 data events, in good agreement with the ex-
pected background of 46±10 events. The kinematic dis-
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FIG. 10: Properties of additional objects in γγ + E/T candidate events: a) the multiplicity of jets with ET>15 GeV for events
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background prediction is a sum (shown by the stacked histograms) of the QCD, electroweak (dashed line), and non-collision
(dash-dotted line on figures a) and b) only) backgrounds.
tributions of the selected events did not reveal any devi-
ations from the SM predictions.
The study of the γγ+E/T signature was performed
using data from 2.0 fb−1 of integrated luminosity.
The events of interest were selected based on the E/T -
significance, rather than a fixed E/T -cut. This method
proved to be very effective in rejecting events with fake
E/T , while remaining sensitive to new physics processes
even with moderate values of E/T (E/T∼20-40 GeV).
We selected 82, 31, and 23 data events with the E/T -
significance greater than 3, 4, and 5, respectively. These
results are consistent with the expected SM background
of 71.7±7.5, 39.0±3.1, and 30.4±2.4 events, respectively.
The examined kinematic distributions for the observed
events with E/T -significance greater than three and five
are in a good agreement with the predicted background
shapes. The metmodel developed as part of the γγ+E/T
search was also successfully applied to suppress multijet
background with fake E/T in the first observation of vec-
tor boson pairs in a final state with two jets and E/T at
the Tevatron [42]. Finally, the reported in this paper
model-independent analysis was later used as a basis for
a search for supersymmetry with gauge-mediated break-
ing in γγ+E/T events [43]. The data samples used in these
two analyses have a 60% overlap.
In summary, no significant deviations from the stan-
dard model were observed in the numbers of recorded
events and their kinematic properties in signatures with
two photons and an additional electron, muon, τ lepton,
or large E/T . We also did not observe any new eeγγ+E/T
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candidate events, similar to the one reported in Ref. [9].
With improved analysis techniques and up to 20 times
more data compared to the previous searches [9]-[11], this
model-independent search is substantially more sensitive
to new physics.
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Appendix A: Definitions
1. Diphoton Triggers
There are two diphoton paths in the CDF three-level
trigger: the first path requires two isolated electromag-
netic (EM) clusters with ET>12 GeV (diphoton-12),
and the second path requires two electromagnetic clus-
ters with ET>18 GeV and has no isolation requirement
(diphoton-18). The transverse energy of clusters is calcu-
lated with respect to the nominal center of the detector
at z=0 cm. The trigger requirements at each level are
briefly described below.
At Level-1, events with two towers with EM
ET>8 GeV each are required. For each trigger tower,
the amount of energy in the hadronic compartment of the
calorimeter (EHAD) has to be consistent with that of an
electromagnetic object. A trigger tower consists of two
adjacent towers in the same calorimeter wedge, so that
the granularity is approximately ∆η ×∆φ ≃ 0.2× 15o.
The Level-2 requirements are different for the two trig-
gers. The diphoton-12 trigger selects events if there are
two isolated clusters (seeds) with EM ET>10 GeV each.
The isolation (ISO) energy is calculated as a sum of the
transverse energy in nine towers surrounding the seed
tower according to five preset patterns. The ISO energy
in each of the patterns has to be less than 3 GeV or 15%
of the seed energy, whichever is larger. The diphoton-18
trigger requires two towers with EM ET>16 GeV each
at Level-2.
The events are fully reconstructed at Level-3. At this
level, for both triggers, the energy profile at the shower
maximum (χ2CES) of each photon candidate has to be
consistent with that of a single photon. The diphoton-12
trigger selects events with two isolated photon candidates
with ET>12 GeV. The isolation energy at the level-3 is
calculated as the sum of ET in all towers (except for pho-
ton towers) within the cone of ∆R =
√
∆η2 +∆φ2 < 0.4
centered around the photon candidate. This ISO energy
has to be less than 2 GeV or 10% of the photon energy,
whichever is larger. The diphoton-18 trigger has no iso-
lation requirement and accepts events with two photon
candidates with ET>18 GeV. Table IV gives a summary
of all trigger requirements for events with EM objects in
the central calorimeter.
2. Photon Identification
Photon candidates have to satisfy strict (also re-
ferred to as “tight”) photon identification requirements.
The EM cluster has to be located inside the well–
instrumented region of the CES chamber, away from the
φ-boundary of a calorimeter tower [44]. The energy de-
position pattern in both transverse profiles at CES has
to be consistent with that of an electromagnetic object.
The ratio of the energy measured in the hadron (HAD)
calorimeter to the EM energy, EHAD/EEM, has to sat-
isfy EHAD/EEM<0.055+0.00045×Eγ requirement. To
distinguish photons from electrons, no high-pT charged
track should point into the cluster (Ntrack≤1 with track
pT<1.0+0.005×ET). The main sources of ”fake” photons
are π0 and η0 produced in jets. These mesons are usu-
ally produced in association with other particles. To re-
duce this contamination from jets, the photon candidate
must be isolated in the calorimeter and tracking cham-
ber. To calculate the calorimeter isolation (cal-ISO), the
ET deposited in the calorimeter towers within the cone of
∆R < 0.4 around the EM cluster is summed, and the ET
due to the EM cluster is subtracted. The cal-ISO is then
corrected for the photon’s energy leakage into towers in
the neighboring wedge and for the contribution from mul-
tiple interactions in the same bunch crossing. The track
isolation (track-ISO) is calculated as
∑
pT of tracks in-
side a cone ∆R<0.4 and satisfying |zvertex-ztrack|<5 cm.
Both cal-ISO and track-ISO must be consistent with the
amount of energy expected from the underlying event.
In addition to calorimeter and tracking isolation, there
should be no other significant energy (ET of 2
nd CES
cluster) deposited in the CES chamber containing the
photon candidate. Table V provides a summary of the
photon identification requirements described above.
We obtain the γγ control sample by selecting events
where two photon candidates pass relaxed (“loose”) pho-
ton identification requirements, but at least one of them
fails the “tight” cuts. The main difference between
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TABLE IV: Summary of the diphoton trigger requirements.
Trigger Level Diphoton-12 Diphoton-18
EM ET > 8 GeV same
Level-1 EHAD/EEM < 0.125 same
Ncluster = 2 same
EM ET > 10 GeV EM ET > 16 GeV
Level-2 EHAD/EEM < 0.125 same
EISOT < 3 GeV or E
ISO
T /ET < 0.15 N/A
Ncluster = 2 same
EM ET > 12 GeV EM ET > 18 GeV
Level-3 EHAD/EEM < 0.055 + 0.00045×E/GeV if E < 200 GeV same
EISOT < 2 GeV or E
ISO
T /ET < 0.1 N/A
shower profile: χ2CES < 20 N/A
Ncluster = 2 same
TABLE V: Summary of the standard (“tight”) and relaxed (“loose”) photon identification requirements for the signal and
control γγ samples, respectively.
Cuts “Tight” photon ID “Loose” photon ID
EγT ≥ 13 GeV same
Shower profile in CES: χ2 ≤20 same
EHAD/EEM ≤0.055+0.00045×E/GeV ≤0.125
cal-ISO ≤0.1×ET if ET<20 GeV or ≤0.15×ET if ET<20 GeV or
≤2.0 GeV+0.02×(ET − 20 GeV) ≤3.0 GeV+0.02×(ET − 20 GeV)
track-ISO ≤ 2.0 GeV+0.005 ×ET ≤ 5 GeV
Ntracks in cluster ≤ 1 same
track pT if Ntracks = 1 ≤1.0 GeV+0.005×ET ≤0.25×ET
ET of 2
nd CES ≤0.14×ET if ET<18 GeV no cut
cluster ≤2.4 GeV+0.01×ET if ET≥18 GeV
“loose” and “tight” photon requirements is in the amount
of allowed isolation energy (see Table V). The resulting
γγ control sample is dominated by jet− γ and jet− jet
events where one or both photon candidates are faked by
jets. The fraction of real γγ events in the control sample
is only 5%.
In addition to the photon identification requirements
described above, we also apply cuts to remove contam-
ination from non-collision sources. Muons produced in
the beam halo are known to fake a photon signature [41].
These energetic muons travel parallel to the beam pipe
and deposit energy in many towers of one wedge, consis-
tent with a minimum ionizing particle. When the muon
undergoes energetic bremsstrahlung, it may also create
one or two fake photon candidates. Probability for a sin-
gle photon BH event to overlap with a collision event with
a photon candidate is very low. Therefore, events with
both fake photons from one muon are a dominant source
of the BH background. We use this fact to suppress
such BH events. We reject events if ∆φγγ<0.524 rad
and if there are more than two hadronic and four cen-
tral electromagnetic towers above 0.1 GeV threshold [45].
The efficiency of these requirements for collision events
is estimated with data Z→e+e− events and found to be
∼100%. The rejection power of the cuts for beam halo
events is found to be 90.4%±0.2%, as estimated using a
very pure sample of beam halo events with two photon
candidates located in the same calorimeter wedge. The
criteria used to select this sample are discussed in detail
in Ref. [41].
Muons from cosmic rays may also bremsstrahlung in
the calorimeter and create fake photon candidates. To
suppress these events, we use different approaches for
data collected before and after the timing system in the
EM calorimeter [24] was installed. In the first 0.44 fb−1
of integrated luminosity for which the EM timing is not
available, we reject events if there is a segment of hits
(“stub”) in the muon drift chambers within a cone of
30o around the direction of any of the photon candidates
that is not linked to a track in the COT (trackless muon
stub). This requirement rejects approximately 85% of
cosmic rays and is approximately 98% efficient for γγ
events. In data from the later 1.6 fb−1 of integrated lu-
minosity for which the EM timing is available, we reject
events if one of the photon candidates has arrival time
|T1,2|>4σT or two photons have |∆T | = |T1−T2|>4σ∆T ,
where σT=1.67 ns and σ∆T=1.02 ns are the timing reso-
lutions obtained by studying the EM timing of electrons
from Z→e+e− events [46]. These EM timing require-
ments reject 99.4% of cosmic rays, while they are 99.9%
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efficient for prompt γγ events.
Another source of fake photons is electrons from elec-
troweak processes which are misreconstructed as prompt
photons. This occurs when either an electron undergoes
a catastrophic bremsstrahlung in the detector material
in front of the COT or when its track does not get re-
constructed. In both cases, electrons usually leave a few
hits in the silicon detectors and their tracks can be par-
tially recovered by a special tracking algorithm [35]. This
algorithm looks for silicon hits along two helix curves
connecting vertex and EM cluster positions. The helix
curvature is uniquely defined by the EM cluster ET , and
two curves correspond to a positive and negative charge
hypotheses. If any of the photon candidates is matched
to such a track, we reject the event. This technique is
used in the γγ + e/µ and γγ + E/T searches and it is re-
ferred to as the “silicon track rejection” in the main text.
3. Electron Identification
We select electrons using the CDF standard criteria.
An electron is characterized by a narrow shower in the
electromagnetic calorimeter and a matching track (either
in the COT or silicon detector) originating from the pri-
mary vertex. The transverse EM energy, EEMT , must be
greater than 20 GeV. The EHAD/EEM ratio has to be less
than 0.055. The lateral energy distribution of the shower
must be consistent with that for an electron. Candi-
dates are required to be isolated in the calorimeter and
to contain at least 90% of the total transverse energy
within a cone of ∆R=0.4. For an electron detected in
the central region (|η|<1.05), the matching track is re-
quired to be well reconstructed by the COT and have
pT>10 GeV/c. The ratio of the electron energy to track
momentum, E/p, must be less than 2.0. Electrons from
photon conversions are suppressed by rejecting the can-
didates which have an oppositely-charged track with a
small separation in the xy-plane and a minimal differ-
ence in the polar angle. For an electron detected in the
forward region (1.2<|η|<2.0), the matching track is re-
quired to have a minimum of three hits measured in the
silicon detector. We do not apply further requirements on
the forward matching tracks because fewer measurements
per track are available and the momentum measured in
the forward region is not as reliable as that measured in
the central region. More details of electron identification
can be found in Ref. [47].
4. Muon Identification
We select muons using the CDF standard criteria. A
muon is characterized by a well-reconstructed COT track
which is matched to track segments (stubs) in the cen-
tral muon detectors, and an energy deposition in the EM
and HAD calorimeters consistent with a minimum ion-
izing particle. The pT , measured either with the COT
only, or with the COT and the silicon detector if the sil-
icon hits are available, must be greater than 20 GeV/c.
Two types of muons are selected: CMUP (|η|<0.6) and
CMX (0.6<|η|<1.0). The CMUP muon candidate re-
quires a match between the track and the stubs in the
CMU and CMP detectors. The CMX muon candidate
requires a match to a muon stub in the CMX detector.
In order to reduce the background from cosmic rays or
hadrons which decay in flight, we require the track to be
consistent with originating along the beamline. Cosmic
muons are further suppressed via their back-to-back track
topology and asynchronous timing measured in the COT.
More details on the muon identification can be found in
Ref. [47].
5. Tau-Lepton Identification
The τ lepton has a ∼18% branching fraction for decays
into an electron or muon, with neutrinos. When this
occurs, the event would be categorized in the e/µ final
state and addressed in that study. In the τ lepton search
we address only the hadronic decay modes.
To identify the hadronic decays of τ leptons [48], we re-
quire a narrow cluster of one or three tracks and calorime-
ter energy. This cluster must be consistent with a τ lep-
ton in several ways, inconsistent with an electron, and
isolated from other nearby calorimeter energy.
The clustering begins with a single tower with
ET>6 GeV. Up to five more towers may be added to the
cluster if they are adjacent and have ET>1 GeV. At least
one high-quality track with pT>6 GeV/c must be associ-
ated with the cluster. This track defines the origin point
of the τ lepton. The cone subtending an angle of θsig
from the track direction defines the signal region where
the τ lepton decay products are expected. This angle
is fixed to be 0.17 at low τ lepton ET and is smaller for
ET>30 GeV, shrinking to 0.05 at ET=100 GeV, allowing
for greater rejection as the τ lepton decay products be-
come highly collimated. A second cone given by θ<0.52
defines an isolation annulus. The calorimeter and the
shower maximum detector are used to define π0 candi-
dates in the τ lepton signal cone and the isolation annu-
lus. To reject electrons some hadronic energy, consistent
with the observed signal-cone tracks, is required.
The τ lepton four-vector is defined by the total four-
vector of the tracks and π0 candidates in the signal cone.
If the calorimeter cluster energy is significantly greater
than this sum, the calorimeter cluster energy is used in-
stead. The “visible” mass of the τ lepton is found as the
magnitude of this total four-vector.
We define two levels of τ lepton identification: a
“loose” identification (used in studies and background
techniques) and the standard or “tight” identification,
used for the signal region search.
Apart from the selection included in the reconstruction
as described above, the loose identification requires only
ET>15 GeV. The tight selection also requires visible τ
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lepton mass less than 1.8 GeV, total track pT in the iso-
lation cone less than 1.0 GeV, π0 ET in the isolation cone
less than 0.6 GeV, and one or three tracks in the signal
cone, with total charge of ±1.
6. Jets
We reconstruct jets by using the cone clustering algo-
rithm [49] with a cone radius R =
√
∆φ2 +∆η2 =0.4.
Identified photons and electrons are removed from a list
of jets. The jet energy is corrected for a non-linearity of
the detector response and for contributions due to under-
lying event and multiple interactions in the same bunch
crossing [50]. Unless otherwise stated, we only consider
jets with ET>15 GeV and |η|<3.0.
7. Missing Transverse Energy and HT
The missing transverse energy, E/T , is defined as an en-
ergy imbalance in the calorimeter and it is a signature of
neutrinos or new particles that do not interact with the
detector material. The E/T is calculated from all calorime-
ter towers with ET>0.1 GeV in the region |η|<3.6 accord-
ing to ~E/T = −
∑
i E
i
T~ni where ~ni is a unit vector that
points from the interaction vertex to the ith calorimeter
tower in the transverse plane. To improve resolution and
reduce the number of events with large fake E/T , we ap-
ply corrections to the E/T to account for a non-linearity of
the detector response for jets with ET>15 GeV and for
presence of reconstructed muons, which do not deposit
their total energy in the calorimeter.
One of the global kinematic characteristics of any hard
scattering process is the total transverse energy of final
products, HT . We define HT for each event as a sum of
the transverse energies of all identified objects: photons,
electrons, muons, visible energy of τ leptons, jets, and
E/T . According to many theoretical models, new physics
is expected to appear at large energy scales and may
reveal itself in an anomalous rate of events with large
values of HT .
8. Unclustered Energy
The activity due to the underlying event and additional
interactions in the same bunch crossing is characterized
by the soft unclustered energy,
soft∑
ET . We calculate
soft∑
ET for each event by taking the difference between
the total transverse energy in the event and transverse
energies of all reconstructed photons, electrons, and jets:
soft∑
ET =
all∑
ET −
∑
EjetT −
∑
EγT −
∑
EeleT .
9. The eγ Events in γγ + E/T Analysis
We use inclusive eγ events to obtain a data/MC nor-
malization factor for the MC-based estimate of the EWK
backgrounds in the search for anomalous production of
γγ+E/T events. To minimize differences between eγ and
γγ samples, we obtain the eγ events in data and MC by
using the same diphoton triggers (for data) and analy-
sis selection procedures as used to derive our γγ baseline
sample. In this selection, we treat an electron as a pho-
ton (i.e., we apply the same cuts as in Table V) with only
one exception that we also require the presence of a track
pointing to an EM cluster. This track must satisfy the
0.8<E/p<1.2 requirement where E is the energy of the
EM cluster and p is the track momentum. All additional
tracks must pass the cuts listed in Table V.
Appendix B: Fake Rates
1. The e→ γ Fake Rate
Electrons may be misidentified as signal photons due
to hard bremsstrahlung in the detector material, inef-
ficiency of track reconstruction, or collinear final state
radiation (FSR). We measure the misidentification prob-
ability, P(e→γ), using Drell-Yan Z/γ∗ events. The
P(e→γ) is defined as the ratio of the number of recon-
structed Z/γ∗→eγ events to the number of reconstructed
Z/γ∗→ee events. The ET dependence of P(e→γ) is ob-
tained from the simulation. The overall normalization
is scaled by the ratio of data–to–MC probabilities mea-
sured at ET=40-50 GeV, around the Z peak. The elec-
trons have been selected using two types of identifica-
tion: 1) standard central-electron criteria in Section A 3,
2) photon-like electron criteria in Section A9. The result
from identification-1 has been used in the γγe and γγµ
searches, while the result from identification-2 has been
used in the cross-checks of γγe, γγµ, and γγE/T searches.
The P(e→γ) for identification-1, before (P(e→γ)B) and
after (P(e→γ)A) applying silicon-track rejection, is mea-
sured with the data and MC Drell-Yan samples and pa-
rameterized as a function of the electron ET (in GeV):
P(e→ γ)B = SB · (e−2.991−0.045·ET + 0.007), (B1)
P(e→ γ)A = SA · P(e→ γ)B · (1 − ǫ(ET )), (B2)
where SB and SA are the data to MC scaling factors:
SB = 1.08± 0.09,
SA = 1.32± 0.20,
and the ǫ(ET ) is the efficiency of silicon-track rejection
measured with the Drell-Yan MC:
ǫ(ET ) = 0.405 · 2√
π
∫ ∞
z
e−t
2
dt (B3)
z = 0.086 · (24.711− ET )
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(a) Before silicon-track rejection
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FIG. 11: Probability for a CDF standard central electron to be misidentified as a standard central photon as measured in the
Drell-Yan MC, before (a) and after (b) applying the silicon-track rejection. The misidentification probabilities (points) are
parameterized as a function of electron ET at the parton level. The gray boxes indicate the systematic uncertainties in each
ET bin due to the uncertainties on fit parameters.
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FIG. 12: Efficiency for an electron reconstructed as a CDF
standard central photon to be matched to the silicon-electron
track, as a function of electron ET at the parton level, mea-
sured in the Drell-Yan MC. The gray boxes indicate the sys-
tematic uncertainties in each ET bin due to the uncertainties
on fit parameters.
The electron ET at the parton level is further trans-
lated to the photon ET at the reconstruction level us-
ing a simulation study. Figure 11 shows the P(e→γ)B
and P(e→γ)A measured in the Drell-Yan MC, without
data–to–MC scaling factors applied. Figure 12 shows the
ǫ(ET ). The average P(e→γ)B is about 1.5% with an 11%
fractional uncertainty, and the averageP(e→γ)A is about
0.4% with a 17% fractional uncertainty. The uncertain-
ties come from the limited size of Z data sample which
determines the data–to–MC scaling factor, the variation
of fitting methods which determines the number of Z
candidates, and the difference between results measured
in the diphoton and inclusive electron triggers.
2. The jet→ γ Fake Rate
Hadrons in jets, such as π0, η0, and K0s , may decay
into multiple photons. The segmentation of the CDF
EM calorimeter is not sufficiently small to separate these
photons and the standard reconstruction algorithm will
reconstruct these hadron daughters as a single photon
candidate. The probability to misidentify a jet as a signal
photon, P(jet→γ), has been measured in Ref. [32], using
data collected with inclusive jet triggers. The P(jet→γ)
is defined as the number of identified photon candidates
times the fake-photon fraction (FQCD) and divided by the
number of jets. The fraction FQCD is required because
the identified photon candidates in the jet data will con-
tain real photons not relevant to the fake rate. Ref. [32]
has determined FQCD statistically by combining the fol-
lowing information: (a) the lateral shower shape mea-
sured in the wire and strip chamber (CES), (b) the extra
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energy in a cone of ∆R=0.4 around the photon candidate
(cal-ISO) measured in the calorimeters, and (c) the con-
version rate measured in the central preshower detector.
The P(jet→γ) is parameterized as a function of the ET
of jet (in GeV) and found to be:
P(jet→ γ) = 10−3 · (e2.397−0.153·ET (jet) + 0.404). (B4)
The fake photon ET is smaller than the original jet ET
because the fake photon is often accompanied by other
particles from that jet. The translation of the jet ET to
the photon ET has been studied using simulations and
is represented by a Gaussian distribution with a mean
of 0.937 and a width of 0.048. The P(jet→γ) is about
0.2% at EγT =13 GeV and 0.04% for E
γ
T>50 GeV, with a
systematic uncertainty ranging from 50% to 200%. The
sources of systematic uncertainties include: the differ-
ences between the methods for determining FQCD, the
differences of results when using a loose photon candi-
date as the fake denominator, variation of the mixture
of quark jets and gluon jets, and variation of fragmenta-
tion model in the simulation which changes the Gaussian
function of ET translation.
3. The jet→ e/µ Fake Rate
Hadrons in jets may be misidentified as electrons due
to inelastic charge exchange or the production of an ener-
getic conversion electron. The inelastic charge exchange
in the EM calorimeter, π−p→π0n or π+n→π0p, results
in a track in the COT due to the π± and an EM shower
in the calorimeter due to the photons from π0 decay.
The combination of a charged track and an EM shower
gives a fake electron candidate. Hadrons can also de-
cay into muons before interacting with calorimeter (e.g.,
K+→µ+νµ) or pass through the calorimeter into the
muon chamber (punch-through) with minimal interac-
tion and give fake muon candidates. The probability to
misidentify a jet as an electron or a muon, P(jet→e, µ),
has been measured in Ref. [34], using data collected
with inclusive jet triggers. P(jet→e, µ) is defined as
the ratio of the number of identified electron/muon can-
didates to the number of “fakeable” objects (denomi-
nator). The fakeable object is a jet with uncorrected
ET>4 GeV for central electrons, a jet with uncorrected
ET>15 GeV for forward electrons, and an isolated track
with pT>4 GeV/c and minimal extra energy in the cone
of ∆R=0.4 for muons. A track is considered to be iso-
lated if the total ET of calorimeter towers within the cone
of ∆R<0.4 around the track is less than 4 GeV or less
than 10% of track’s momentum. The misidentification
probabilities, parameterized as a function of the jet ET
(in GeV), for the electrons are:
P(jet→ ecentral) = 0.00013 + e−7.940−0.194·ET (jet),(B5)
P(jet→ eforward) = 0.00032+ 0.000012 · ET (jet).(B6)
The translation of the jet ET to the electron ET has
been studied using simulations. The ratio of electron ET
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FIG. 13: The solid line represents the probability for objects
passing loose τ lepton ID cuts to also pass tight τ lepton
ID cuts (jet → τ fake rate) as a function of τ lepton ET ,
with the overlapping regions removed. The dashed lines are
the systematic uncertainties on the jet → τ fake rate (±1
standard deviation).
to jet ET is represented by a Gaussian distribution with
a mean of 0.89 and a width of 0.06. The misidentification
probabilities, parameterized as a function of the track pT
(in GeV/c), for the muons are:
P(track → µCMUP) = 0.00086 + 0.00017 · pT (µ), (B7)
P(track → µCMX) = 0.00082 + 0.00020 · pT (µ). (B8)
Since the misidentification probabilities were measured
up to ET=50 GeV and pT=50 GeV/c and the misidenti-
fication probabilities are expected to reach a plateau, we
assign a constant value to all misidentification probabili-
ties for ET≥50 GeV and pT≥50 GeV/c. The P(jet→e, µ)
averages ≈0.01% for central electrons, ≈0.04% for for-
ward electrons, and ≈1.0% for central muons, with a 50%
systematic uncertainty estimate provided by the varia-
tion of results measured in different jet triggers.
4. The jet→ τ Fake Rate
The probability of a quark or gluon jet to be misrecon-
structed as an hadronically–decaying τ lepton is mea-
sured and then applied to a sample of jets to estimate
the number of fake τ leptons we expect in that sample.
We measure this misidentification rate in a sample of
inclusive jet triggers [51], using only the energy clusters
for which the trigger is fully efficient. This jet sample
has a negligible fraction of real τ leptons because the
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rates for W/Z→τ+X and c/b→τ+X processes are very
small compared to the jet production rates. Therefore,
the measurement of the misidentification rate is straight-
forward. We identify all loose and tight τ leptons (See
Section A5) and measure the rate by dividing the num-
ber of tight τ leptons by the number of loose τ leptons
as a function of the τ -candidate ET .
We check the misidentification rate by using it to pre-
dict various distributions in the jet samples. We compare
the number of τ leptons observed and predicted as a func-
tion of the first, second and third jet ET , the event total
energy, the underlying event energy, the number of jets,
the number of interactions in the event, and the distance
the nearest jet. The only notable discrepancy is the case
where the τ lepton is close to a second jet, where the jet’s
energy tends to spoil the τ lepton’s isolation and reduce
the fake rate. We include this effect in the application
of the misidentification rate. The assigned systematic
uncertainty of 20% accounts for any other discrepancies.
The resulting function is shown in Fig. 13.
Finally, we identify the primary source of each jet in
inclusive pythia MC jet samples by searching for the
highest-ET parton consistent with the jet direction. We
then measure the misidentification rate in quark and
gluon jets separately. We find the rate for gluon jets
is approximately three times smaller than the rate for
quark jets, which have a higher probability to fragment
to a few energetic particles.
Appendix C: The E/T Resolution Model
A major sources of background in the γγ + E/T final
state is diphoton candidate events with significant fake
E/T due to energy mismeasurement in the calorimeter.
Given the large production rates for QCD processes (γγ,
γ-jet, and jet-jet), fluctuations in energy measurements
can result in a considerable fraction of such events. We
predict the shape of this fake E/T and calculate its signif-
icance on an event–by–event basis by means of the E/T
resolution model denoted as metmodel.
The metmodel is based on a simple assumption that
fluctuations in energy measurements of jets, soft unclus-
tered particles from the underlying event, and multiple
interactions are the dominant sources of fake E/T . There-
fore, the individual contributions of each of these compo-
nents to fake E/T can be modeled, on average, by smearing
their energies according to the corresponding energy reso-
lution functions. Jets are the dominant source of fake E/T
because they are collimated sprays of energetic particles
in a certain direction and may have large measurement
fluctuations in that direction. The unclustered energy,
on the other hand, tends to be uniformly spread in the
calorimeter. Therefore, the portion of E/T due to this
source is usually small and mostly results in a smear-
ing of the jet component of fake E/T . Taking into account
the above considerations and for reasons of simplicity, we
model only the fake E/T due to mismeasurements of jets
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FIG. 14: Example of the fake E/T parameterization due to
unclustered energy. Figure a) shows a two-Gaussian fit of the
E/T
y distribution for pythia γγ events from one of the bins
in
√∑
ET . Figure b) demonstrates how a width, σ, of the
leading Gaussian depends on the
√∑
ET . On both plots,
points are pythia data and curves are the fit functions.
and all soft unclustered energy (rather than individual
unclustered particles).
The E/T resolution due to the soft unclustered energy is
studied in the γγ control sample (see Appendix A2) and
Z/γ∗→e+e− events with 85 GeV/c2<Mee<97.5 GeV/c2.
We fit distributions of x and y components of the E/T for
events without jets, Njet(ET>15 GeV)=0, in small bins
of
√∑
ET , with a sum of two Gaussian distributions.
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We assume that both Gaussian distributions have the
same mean, but different widths (σ and scale×σ, respec-
tively). From the individual fits of E/T
x and E/T
y distribu-
tions, we obtain the mean, σ, scale, and relative normal-
ization, Norm, of two Gaussians for each bin of
√∑
ET
(bin size is 2 GeV
1
2 ). The parameters are then fitted by
simple polynomial functions of z=
√∑
ET : p0 + p1z for
σ and the scale, p0+p1z
2 for the mean, and Norm = p0.
These functions provide a parameterization of the unclus-
tered energy contribution into the x and y components
of the fake E/T in the event. The default set of param-
eters is obtained from the γγ control sample. We also
use the results of fits in the data Z→e+e− sample as
an alternative set of parameters to study the associated
systematic uncertainties. Figure 14 demonstrates an ex-
ample of the E/T
y
resolution parameterization due to the
unclustered energy in pythia γγ events. Distributions
for both x and y components of E/T look essentially iden-
tical to those shown in Fig. 14. We also do not observe
any large difference in the parameterization of the E/T res-
olution due to unclustered energy between Z/γ∗→e+e−
and “loose” γγ events in data as well as between data
and MC.
To account for contributions from jets into the fake E/T ,
we obtain the jet energy resolution, JER, as a function of
jet energy and pseudorapidity, E and η. For this purpose,
we use pythia samples of dijet and Z−jet events passed
through the geant-based detector simulation. In these
events, we reconstruct jets before (hadron jet) and after
(detector jet) the detector simulation by using the same
cone clustering algorithm at both levels. The jet energy
resolution is then defined as a ratio of the detector (Edet)
and hadron level (Ehad) jet energies, JER=Edet/Ehad-1,
for hadron and detector jets with pT>3 GeV/c that are
matched within a cone of R(φ, η)<0.1. Unlike the energy
balance in dijet and Z-jet events, this definition of JER
is mostly sensitive to detector effects and allows us to sig-
nificantly minimize the dependence of resolution on the
effects of initial and final state radiation. However, we
still compare the dijet and Z-jet balance in data and MC
to make sure that the simulation adequately describes the
resolution. We fill JER histograms for jets in 5 GeV bins
in jet energy and ∆η=0.2 bins in pseudorapidity. We fit
these histograms by a linear combination of Gaussian and
Landau functions of x, where x=−JER/(1 + JER) en-
sures stable fits in the entire range of jet energies. Exam-
ples of fits for one particular η-bin can be found in Fig. 15.
These plots illustrate that our fit function successfully
describes the jet energy resolution in a wide range of jet
energies. It is also important to mention that the same
fit function is used for all η-bins. From the individual fits
for each (Ejet,η)-bin, we obtain a relative normalization,
C, and parameters of a Gaussian (mean and σ) and Lan-
dau (mean and σ) fits. These parameters are plotted as
a function of Ejet for each η-bin, and fit with the follow-
ing functions: σ=
√
p0/E + p1; mean=p0+ p1E + p2/E;
and C=(p0 + p1
√
E)/E + p2. This provides a smooth
parameterization of JER for all reconstructed jets with
Ejet>3 GeV and |η|<3.6.
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FIG. 15: Examples of jet energy resolution (JER) fits using
a linear combination of Gaussian and Landau functions of
x=−JER/(1 + JER) where JER = Edet/Ehad − 1 for two
different jet energy bins: a) 20 GeV<Edet<25 GeV and b)
400 GeV<Edet<405 GeV.
We predict the shape of fake E/T based on the energy
resolution functions described above. For each event, we
produce a probability distribution function, P(E/T ), of all
possible values of the fake E/T by smearing the energies
of jets and unclustered energy according to these objects
individual resolution functions in a large number of pseu-
doexperiments. Then, we sum up these individual P(E/T )
distributions for all events to obtain a shape of the pre-
dicted fake E/T due energy mismeasurements in our data
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sample. Technical details of how we generate P(E/T ) are
given below. An example of this P(E/T ) distribution for
one of the γγ baseline sample events can be found in
Fig. 16. The method is validated in MC samples with
and without intrinsic E/T . Figure 17 demonstrates that
the metmodel successfully predicts the shape of E/T -
distributions in pythia γγ and pythia Z→e+e− events
with fake E/T . The technique is also cross-checked by
performing the entire analysis with the data γγ control
sample and data Z→e+e− sample.
The P(E/T ) distribution for a given event can be ob-
tained using a large number of pseudoexperiments. For
each pseudo-experiment, we start by forming a list of all
jets with ET>3 GeV and |η|<3.0 in this event and then
smear their energies according to JER(Ejet, η) described
above. If the smeared jet energy, EsmearT , is above the
15 GeV threshold, we calculate the contribution of that
jet into the fake E/T : ~E/T
jet,i
= ~ET − ~EsmearT . Therefore,
the metmodel should account for a correlation between
the directions of E/T and jets. Then, we re-calculate the
unclustered energy based on EsmearT of all jets to avoid
double-counting when one of the jets with ET<15 GeV
has EsmearT >15 GeV. For the next step, we randomly
generate the expected x and y components of the E/T con-
tribution due to the unclustered energy deposited in the
calorimeter. This procedure also accounts, on average,
for effects of energy resolution of photons and electrons
as well as residual effects of the wrong vertex choice. Fi-
nally, we take a vector sum of all individual E/T compo-
nents due to the soft unclustered energy and each of the
jets with EsmearT >15 GeV to obtain the final prediction
of the fake E/T .
The metmodel is not designed to predict the exact
value of the fake E/T in each event. Instead, it provides
a two-dimensional probability density function, P( ~E/T ),
for values of the fake E/T which could arise from energy
mismeasurements in the calorimeter. This P( ~E/T ) can be
used to determine a significance of the observed E/T in a
given event according to the following formula:
E/T -significance = − log10
(
1−
∫ ~w
0
P(~z)d~z
)
, (C1)
where ~z is the generated fake ~E/T and ~w is the observed
~E/T . The E/T -significance defined by Eq. C1 correctly
takes into account all of the correlations between jets and
the observed E/T . However, the method has one signifi-
cant drawback since it requires generating a large number
of pseudoexperiments (e.g., >106 pseudoexperiments for
E/T -significance=6). To overcome this problem, we take
a simplified path of calculating an upper limit on the
E/T -significance (“raw” E/T -significance) according to the
formula:
E/T -significance = − log10(P˜jetsP˜uncl), (C2)
P˜uncl =
∏
i=x,y
(
1−
∫ ui
−ui
P iuncl(u)du
)
,
ui = E/T
x, E/T
y,
P˜jets =
jets∏
i,vi>0
∫ vi
−1
Pi(v)dv ×
jets∏
i,vi<0
(
1−
∫ vi
−1
Pi(v)dv
)
vi = E/T /(E
i
T cos∆φi),
where Px,yuncl(u) is the probability density function for
unclustered energy contribution to E/T resolution (illus-
trated in Fig.14a), Pi(v) is the probability density func-
tion for jet energy resolution (shown in Fig.15), EiT
is the transverse energy of the i-th jet, and cos∆φi
is the azimuthal angle between that jet and measured
E/T . The “raw” E/T -significance obtained from Eq. C2 is
then calibrated to have a simple shape defined a pri-
ori: dN/dx=Nevnt·ln(10.0)·10−x, where x is the E/T -
significance and Nevnt is the number of events in a sam-
ple. The shape of the E/T -significance has one important
property: if all events in a data sample were to have
only fake E/T , then Nevnt · 10−cut events would pass a
requirement E/T -significance>cut. This property makes
it very easy to calibrate the E/T -significance by means
of pseudoexperiments. In each pseudo-experiment, we
obtain a randomly generated value of E/T . Then we
calculate the significance of this generated E/T as if it
were measured E/T . We repeat this procedure for all
events in the data sample and obtain the significance
distribution for pseudoexperiments. Finally, an adjust-
ment factor is derived for each bin of the distribu-
tion so that the corrected E/T -significance satisfies the
N(E/T -significance>cut)=Nevnt · 10−cut requirement.
The systematic uncertainties associated with the met-
model predictions are evaluated by comparing the re-
sults obtained with the default set of parameters to
predictions obtained with the metmodel parameters
changed by one standard deviation (±σ). In total, ten
sources of the systematic uncertainties are considered: 1)
difference in the unclustered energy parameterization of
the E/T resolution for γγ control and Z→e+e− events;
2) uncertainties on four parameters of the unclustered
energy parameterization; 3) uncertainties on five param-
eters of the JER parameterization. The correlations be-
tween these parameters are also taken into account. The
statistical uncertainty that depends on the number of
pseudoexperiments per event and the systematic uncer-
tainty are added in quadrature to obtain the total uncer-
tainty.
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