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RE SUMEN
Un nuevo algoritmo de procesado de imagen ha sido desarrollado para la medición de tres
características morfológicas en especímenes de Frankliniella occidentalis, es decir, longitud prin-
cipal, ancho del tórax y ancho del abdomen. Estas medidas se han demostrado efectivas para la
caracterización morfométrica en esta especie, permitiendo un procesado automático de la ima-
gen sin medición manual. Esta caracterización juega un papel fundamental en las ventanas de
los invernaderos, en las mallas anti-insectos y en la protección de los cultivos. En este sentido,
distintos métodos basados en procesamiento digital de imagen, comprendiendo segmentación
de imagen, caracterización geométrica y operaciones morfológicas, han sido aplicados en imá-
genes RGB de microscopio. La implementación de estos algoritmos fue programada en C++.
Como punto de partida de esta investigación, una muestra de 35 imágenes fue analizada
con el sistema propuesto. El método de Otsu de segmentación ha sido aplicado a la banda de
color azul para la clasificación de píxeles en clases de primer plano y fondo. La región más
grande de los píxeles del primer plano (el cuerpo del insecto) fue seleccionada y preprocesada.
Propiedades geométricas fueron consecuentemente definidas en esta región, tales como área,
perímetro, centroide, momentos de inercia, factor de forma elíptico, etc. En segundo lugar, se
aplicaron operaciones de erosión de forma iterativa para eliminar algunas partes indeseadas de
la imagen (patas, antenas, alas y vellosidades) hasta que el factor de forma elíptico excediera
un umbral definido. Finalmente, el sistema calcula la longitud deseada basado en la región
procesada. Además, las medidas reales de la muestra fueron obtenidas mediante una medición
manual con fines de comparación.
Diversos experimentos se llevaron a cabo en la muestra citada para la validación estadística
del rendimiento de nuestro sistema. Los resultados de la longitud principal y del ancho del
abdomen muestran similitud estadística entre las medidas reales y aquellas obtenidas por una
medición manual con un RMSE reducido. De este modo, pruebas ANOVA, de Kolmogorov-
Smirnov o de Shapiro-Wilk, entre otros test, fueron aplicadas en este ámbito. Sin embargo, los
resultados derivados de la medición del tórax muestran una discrepancia significativa ante los
test estadísticos usados hasta ahora. Un notable incremento de la desviación estándar de la
muestra, debido a algunos errores remanentes en la imagen que no fueron realmente elimina-
dos por la erosión, refleja una actuación distinta entre ambos métodos de actuación.
En conclusión, este nuevo algoritmo de procesado de imagen puede ser recomendado para
la medición automática de la longitud principal y del abdomen en Frankliniella occidentalis con
alta precisión. Futuras investigaciones se centrarán en la mejora de la cuantificación del tórax.
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A novel image processing algorithm has been developed for the measure of three morpho-
logical features from specimens of Frankliniella occidentalis, that is, main length, thorax and
abdomen width. These measures have been demonstrated to be effective for a morphomet-
rical characterisation in this species, allowing an automatic processing of the image without
manual intervention. This characterisation has a prime role to play in greenhouse vents, insect-
proof screens and crop protection. In this sense, several digital image processing (DIP)-based
methods comprising, image segmentation, geometric characterisation and morphological oper-
ations, have been succesfully applied to microscope RGB images. The implementation of these
algorithms were programmed on C++ language.
As a start point of this research, a sample of 35 images were analysed by the proposed
system. Otsu’s segmentation method has been applied to the blue colour band for classify-
ing pixels into foreground and background classes. The largest region of foreground pixels
(insect body) was selected and preprocessed. Geometric properties were accordingly defined
on this region, such as area, perimeter, centroid, moments of inertia, elliptical shape factor,
etc. Secondly, erosion operations were iteratively applied in order to remove some undesired
parts of the image (legs, antennae, wings and setae) until the elliptical shape factor exceeds a
user-defined threshold. Finally, the DIP-based system computes the desired length based on
the processed region. Moreover, real measures of the sample were obtained by manual labeling
of each defined length for comparison purposes.
Several experiments were carried out on the aforementioned dataset in order to statistically
validate the performance of our DIP-based system. The results for main length and abdomen
width show statistical similarity between our automatic measures and the ones obtained by
manual labeling with a reduced RMSE. In this way, one-way ANOVA, Kolmogorov-Smirnov’s
or Shapiro-Wilk’s, among other tests, were applied in this framework. However, the results
derived from the thorax width measurements show a significant discrepancy under statistical
tests used so far. An noticeable increase of the standard deviation of the sample, due to some
remaining artifacts in the image that were not actually removed by erosion, reflects a different
performace of the baseline methods.
In a nutshell, this novel image processing algorithm may be recommended for the automatic
measurement of the main length and the abdomen width for Frankliniella occidentalis with a
high accuracy. Ongoing research will be focused on the improvement in thorax quantification.
Keywords: Digital image processing and analysis, Otsu’s method, morphological operations, geometric
characterisation, automatic measurement, ANOVA.
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1 I N TRODUCC IÓN
1.1 Motivación
Almería y su desarrollo socioeconómico y demográfico se encuentran ínti-
mamente ligados desde hace decenas de años a la actividad agrícola bajo plás-
ticos (figura 1.1). Tanto es así que se ha terminado convirtiendo en la provincia
que mayor aporte realiza a la cuota del comercio internacional agroalimenta-
rio de toda Andalucía (Valera y col., 2014). Como una parte de este objetivo
común, la Universidad de Almería ha desarrollado líneas de investigación pa-
rejas a las necesidades de los agricultores almerienses en la búsqueda de la
mejora de rendimiento productivo en el invernadero.
Figura 1.1: Fotografía aérea de la extensión de invernaderos en el Campo de Dalías.
Fuente: yannarthusbertrand2.org
A partir de la década de los ochenta, se comenzaron a utilizar mallas de
materiales plásticos en las aperturas de ventilación de los invernaderos con
el fin de proteger los cultivos de agentes externos como el viento, pájaros, in-
sectos, etc (Pérez y col., 2003). Vista su efectividad, la densidad de hilos de
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éstas fue aumentando en busca de evitar el paso a mayor variedad de insectos
produciéndose una confrontación de intereses entre la cantidad de especies
detenidas por la barrera y la tasa efectiva de renovación del aire dentro del
invernadero y la temperatura alcanzada al nivel de los cultivos. Sin mencio-
nar, por supuesto, otros insectos beneficiosos para la producción que veían
obstaculizada su entrada y/o su salida del invernaderos. Caso, por ejemplo,
de ciertos abejorros utilizados para la polinización.
Dentro de esta dicotomía, la investigación de Álvarez y col. (2012) desarro-
lla el software Euclides v1.4 para la obtención de las densidades medias reales
de las mallas anti-insectos utilizadas por los agricultores más allá de las medi-
das ideales proporcionadas por los fabricantes (figura 1.2). El siguiente paso
en esta línea de investigación se prevé como la obtención de una herramienta
capaz de analizar de forma automática imágenes de insectos, que localice al
espécimen en ella y que obtenga una serie de medidas válidas para la carac-
terización de la población en referencia a su tasa de traspaso de las mallas
anti-insectos. De esta forma, se conseguiría un ahorro de tiempo y, por tanto,
de costes en la adquisición manual de medidas principales del insecto.
Figura 1.2: Localización de vértices en los agujeros de una malla anti-insectos median-




Teniendo en cuenta la motivación del proyecto (sección 1.1), los objetivos a
cumplir se exponen a continuación:
• Como propósito principal de este trabajo de investigación fin de máster,
se busca el desarrollo de un software que, de una forma automatizada y
ágil, permita la caracterización morfométrica a través de tres longitudes
principales obtenidas en fotos de vista ventral en especies de insectos
que supongan importantes plagas en los campos de cultivo. Estas me-
didas principales son: la longitud del insecto, el ancho del tórax y al
ancho del abdomen. Los tamaños obtenidos mejorarán la determinación
teórica de la eficacia de las mallas anti-insectos y, a su vez, contribui-
rán a mejorar el diseño de estos textiles propios de la ventilación de los
invernaderos. La especie escogida para el estudio fue Frankliniella occi-
dentalis, comúnmente conocida como Trips, una de las principales plagas
de los cultivos almerienses. En la figura 1.3 se muestran las longitudes




Figura 1.3: Frankliniella occidentalis en vista ventral y definición de las longitudes prin-
cipales del estudio.
6 Introducción
• En segundo lugar y aun siendo un objetivo personal del autor, también
se quiere destacar como una parte importante del trabajo final el apren-
dizaje de un lenguaje de programación nuevo como C++. Aunque no se
va a hacer mayor mención durante el escrito, se utilizaron en esta inves-
tigación las siguientes fuentes como introducción al lenguaje: Ceballos
(1995), Souilé (2007) y Chili (2017).
2 REV I S I ÓN B I B L IOGRÁF I CA Y
FUNDAMENTOS TEÓR I CO S
Se enfoca este capítulo con el propósito de hacer una introducción a con-
ceptos teóricos básicos, que serán utilizados en los apartados siguientes del
trabajo y que han sido plasmados y desarrollados previamente en artículos
científicos de múltiples áreas del conocimiento. Vistos los objetivos propuestos
(sección 1.2), se mostrarán aspectos relacionados con fundamentos del proce-
samiento digital de imágenes como la segmentación de imagen, la caracteriza-
ción geométrica o el análisis morfológico.
El procesamiento digital de imagen para la obtención de información es una
técnica ampliamente utilizada desde hace años para la resolución de proble-
mas en diversos cometidos. Se pueden encontrar en gran cantidad de estudios
médicos como:
• Miura y col. (2002) donde se muestra la manipulación de datos en Imágenes
por Resonancia Magnética (IRM) de tejido cerebral. El procedimiento au-
tomatizado consta de umbralización de la imagen en escala de grises y
de operaciones morfológicas combinadas de erosión y dilatación. Los re-
sultados del artículo evidencian una precisión del 97% en la extracción
de las zonas cerebrales de interés para el estudio.
• Luengo-Oroz y col. (2010) que realiza una segmentación del iris en ros-
tros humanos para fotografías en RGB. Analizando las imágenes utiliza
conceptos como el centroide, segmentación polar o, nuevamente, opera-
ciones morfológicas de erosión y dilatación.
También en el ámbito de la ingeniería civil se encuentra utilidad en el pro-
cesamiento digital de imagen con artículos como:
• Su y col. (2011) en el que se utiliza para el diagnóstico y la rehabilitación
de las tuberías del alcantarillado buscando prescindir de la subjetividad
en el análisis y de otros errores derivados del factor humano. A través de
tres algoritmos de detección de bordes (Sobel, Prewitt y Roberts), segmen-
tación de Otsu y operaciones morfológicas se conforma un procedimien-
to para obtener defectos en imágenes de videocámaras en condiciones
de baja iluminación.
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Por otro lado, se quiere destacar la carestía de literatura entomológica sus-
tentada en el análisis digital de imagen. Aparte de Álvarez y col. (2012), pocas
han sido las experiencias halladas; se rescatan las siguientes:
• En Kokko y col. (1996) se propone un método para medir la asimetría de
las alas de Haematobia irritans. Expone el autor, procedente de estudios
previos, cómo el estrés y ciertos contaminantes industriales son capaces
de afectar al crecimiento de esta especie. Haciendo uso de imágenes
binarias, con operaciones booleanas AND y OR y cierta edición manual,
el método es capaz de extraer formas de interés de las alas en imágenes
digitales y realizar mediciones de ellas. El autor la enfoca como una
metodología más precisa que cualquier otra puramente manual (dadas
las pequeñas dimensiones de estas alas) y fácilmente reproducible para
otras especies similares.
• En el artículo de Patten y col. (2011) se utiliza análisis de imagen para
evaluar la efectividad de ciertas biotoxinas con distintos niveles de con-
centración en cultivos de Helicoverpa zea. El autor busca una evaluación
automática de la bondad del producto químico sobre la plaga prescin-
diendo de todo el trabajo manual de operarios. Se segmentan los cultivos
de insectos del fondo de la imagen a través de modelos probabilisticos
gaussianos y los resultados son clasificados mediante una red neuronal
entrenada con resultados positivos.
Por último y antes de avanzar en los contenidos teóricos de este capítulo,
se exponen las siguientes referencias bibliográficas que han sido utilizadas
activamente en el aprendizaje y en la obtención de la metodología utilizada
para este trabajo fin de máster: Agresti y Finlay (2009), Burger y Burge (2009a),
Burger y Burge (2009b), Burger y Burge (2013), González y Woods (2001) y
Kaehler y Bradski (2014).
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2.1 Segmentación de imágenes
A lo largo de este trabajo fin de máster se aplicaron métodos de segmenta-
ción de imágenes. Estos procedimientos, en líneas generales, buscan identifi-
car y aislar partes de la imagen según las distintas estructuras que en ellas se
encuentran. Problemas habituales que tratan de solventar estos métodos son
la separación del fondo de la imagen de los elementos mostrados en primer
plano o la distinción de los patrones en la textura de un tejido (véase la ima-
gen 2.1).
El tipo de segmentación de imagen más habitual por su sencillez de uso
es la umbralización (image thresholding). Consiste en separar tramos del histo-
grama de las imágenes (segmentos) según el valor del Nivel Digital (ND) de
los píxeles. Aquellos incluidos por encima de cierto umbral (un ND determi-
nado) corresponden a un segmento y, por debajo, a otro. En la búsqueda de
la separación de estructuras distintas de la imagen, es habitual colocar dichos
umbrales en mínimos y máximos de ésta. Un ejemplo sencillo de umbraliza-
ción se puede ver en la figura 2.2 con la fotografía de Lena.
Existen, también, otros procedimientos matemáticos para la colocación del
umbral mediante procesos no supervisados, es decir, que no requieren de nin-
guna información externa más allá de la propia imagen para hacer la segmen-
tación. Uno de los más importantes y que fue utilizado en esta investigación
es el Método de Otsu.
2.1.1 Método de Otsu
El método recibe el nombre de su creador, Nobuyuki Otsu, como consecuen-
cia de su investigación en Otsu (1979). Como idea general, propone buscar un
umbral concreto que haga minimizar la varianza propia de cada segmento y
que, a su vez, maximice la varianza respecto del contrario.
Establece que para una imagen con L niveles de gris, [1, 2, ...,L], el número de
píxeles en cada nivel es ni y que el total de píxeles será N = n1+n2+ ...+nL.





; pi > 0 ;
L∑
i=1
pi = 1 (2.1)
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Segmento 1 Segmento 2
Figura 2.2: Segmentación por umbral de la fotografía de Lena. Los segmentos forma-
dos por el umbral son C0 : [0, ..., 114] y C1 : [115, ..., 255].
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Establece un umbral, k, que divide los píxeles en dos clases: C0 con niveles
digitales en [1, ...,k] y C1 con niveles digitales en [k+ 1, ...,L]. A partir de aquí,
la probabilidad de ocurrencia de cada clase será:
Pr(C0) = ω0 =
∑k
i=1 pi = ω(k)
Pr(C1) = ω1 =
∑L
i=k+1 pi = 1−ω(k)
(2.2)
Y la media de ocurrencia de cada clase:
µ0 =
∑k

























, la probabilidad de cada elemento condi-
cionado a su clase; µT =
∑L
i=1 i ·pi, el valor medio de los píxeles de la imagen,
y, µ(k) =
∑k
i=1 i · pi, el valor medio de los píxeles de la clase C0.
Se pueden comprobar, a su vez, relaciones básicas como:
ω0 · µ0 +ω1 · µ1 = µT ; ω0 +ω1 = 1 (2.4)




















El autor introduce, entonces, ciertos discriminantes de publicaciones previas











siendo σ2B la varianza entre las clases, σ
2
W la varianza de las clases y σ
2
T la va-
rianza total de los niveles de la imagen. Estos tres elementos se definen como
sigue:
σ2B = ω0 · (µ0 − µT )2 +ω1 · (µ1 − µT )2
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Por último, desarrollando la expresión de σ2B con la relación de µT de la
ecuación 2.4, resulta:
σ2B = ω0 ·ω1 · (µ1 − µ0)2 (2.9)
Será η el discriminante que utilice finalmente el autor al ser el más simple
ya que trabaja con estadísticos de primer orden (σ2B usa las medias de las cla-
ses) y con σ2T , que es independiente del umbral escogido (sólo depende de la
imagen). Desarrollando la expresión σ2B en la ecuación 2.9 mediante la sustitu-
ción de µ1 =
µT−ω0·µ0
1−ω0
(ecuación 2.5) y ω1 = 1−ω(k) (ecuación 2.2), queda
una igualdad en función de µT , µ(k) = µ0 ·ω(k) y ω(k) = ω0:
σ2B =
[µT ·ω(k) − µ(k)]2
ω(k) · [1−ω(k)] (2.10)
La ecuación 2.10 será la expresión de la varianza entre clases, σ2B que se pro-
pone maximizar en Otsu (1979) para la segmentación de la imagen escogiendo
el umbral óptimo k∗. Se vuelve a insistir que, al maximizar σ2B, se minimiza la
varianza entre las clases, σ2W , por sus propias definiciones (se puede verificar
fácilmente con la ecuación 2.8).
2.2 Vecindad de los píxeles
Una definición fundamental y que va a ser usada en este trabajo fin de
máster es la vecindad o adyacencia de los píxeles (figura 2.3). Los píxeles, co-
mo elemento más pequeño en la formación de la imagen, suelen considerarse
conectados con su entorno bajo las siguientes formas:
• Vecindad de 4 píxeles (V4): Las celdas se conectan con los píxeles inme-
diatamente unidos horizontal y verticalmente.
• Vecindad de 8 píxeles (V8): Las celdas se conectan con los píxeles de V4
y además con los píxeles de sus diagonales.
En futuros capítulos se asumirá que las imágenes y las operaciones realiza-
das sobre ellas actúan bajo una vecindad V8.








Figura 2.3: Vecindad de un píxel para V4 y V8.
2.3 Generación de objetos en imágenes binarias
A través de la segmentación de Otsu (apartado 2.1.1) o de cualquier otro tipo
de segmentación que divida los píxeles en dos categorías se puede obtener
una imagen binaria. Estas imágenes diferencian dos elementos reseñables de
la misma. Una aplicación típica es separar el objeto en primer plano y el fondo:
I(x,y) =
{
0 , píxel del fondo
1 , píxel en primer plano
(2.11)
siendo I la imagen binaria y (x,y) ∈ Z2 las coordenadas enteras de un píxel
cualquiera de ésta.
A partir de una imagen con estas características y teniendo en cuenta la
vecindad establecida para la imagen (sección 2.2) se pueden definir tres tipos
de algoritmos para la formación de regiones interconectadas o diferenciación
de objetos que formen parte de I(x,y) = 1:
2.3.1 Algoritmos de recursión
Se analizan por orden los píxeles de la imagen y, al encontrarse uno que
cumpla I(x,y) = 1, se buscan en su entorno (V8) otros conectados y que no
sean parte del fondo. En el caso de encontrar nuevos píxeles que cumplan las
condiciones, la función recursiva se llama a sí misma en este segundo píxel y
ejecuta las operaciones de búsqueda en su entorno. Para objetos e imágenes
pequeñas esta forma de localizar píxeles conectados entre sí es una posibili-
dad, aunque costosa en recursos de memoria stack. No es recomendable en
cualquier otro caso ya que se pueden derivar situaciones de stack overflow.
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2.3.2 Algoritmos depth-rst
Sustituyen el uso de la propia memoria stack por una estructura creada
dentro de la memoria dinámica del ordenador (heap) y conocida, valga la re-
dundancia, como estructura tipo stack. Dichas estructuras stack actúan como
vectores de tamaño variable que, al alcanzar un píxel deseado de la imagen
y comprobar su entorno, son capaces de almacenar las coordenadas de estos
nuevos píxeles de interés. El algoritmo se encarga de ir operando con las coor-
denadas que se van introduciendo en el stack y, finalizadas las operaciones y
la recolección de coordenadas útiles del entorno, sacar el elemento analizado
de la estructura para dar paso a la siguiente posición. El algoritmo se ejecutará
hasta que el stack se vacíe. Estas estructuras, además, operan con un compor-
tamiento Last In First Out (LIFO), es decir, que el último elemento en añadirse
es el primero que ejecuta las funciones del algortimo y, por ende, el primero
en salir.
2.3.3 Algoritmos breadth-rst
Con la misma idea que los algoritmos anteriores, usan en este caso estruc-
turas conocidas como queue que utilizan un comportamiento First In First
Out (FIFO), es decir, el primer elemento que es introducido en ella es el pri-
mero en ser operado y en salir.
Para más detalle, en la figura 2.4 se explica visualmente la secuencia seguida
por los algoritmos depth-first y breadth-first.







1. Búsqueda del 1  píxel objeto









Píxel introducido al stack/queue
Píxel objeto,
Píxel fondo,





















Figura 2.4: Metodología para la aplicación de algoritmos depth-first y breadth-first.
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2.4 Características geométricas de los objetos
Extraídos y diferenciados los objetos de la imagen binaria, las caracterís-
ticas geométricas más asequibles que se pueden identificar de ellos son las
siguientes.
2.4.1 Área
Un simple recuento del número de píxeles que forman el objeto dan cuenta





siendo R, una región diferenciada de la imagen, y n, el número total de píxeles
de la región R.
2.4.2 Perímetro
El perímetro de un objeto se puede definir como la cantidad de píxeles de
éste que están en contacto con el fondo en su contorno externo (ya que cabe
la posibilidad que este objeto albergue huecos dentro de sí). Este contorno
externo, con una vecindad de píxeles de V8, se comportaría como la línea de
píxeles interconectados de fondo que delimitan el objeto en su zona externa
(figura 2.5). De esta forma, contando la cantidad de lados de los píxeles del
contorno externo que están en contacto con la región estudiada se puede defi-





con R, la región (objeto) diferenciada de la imagen; N, el número de píxeles
del contorno externo que contiene la región R, y li, la cantidad de lados del
píxel del contorno externo i que limitan con el objeto R.
Algunos autores realizan una corrección del perímetro, Pcorr(R), exponien-
do una sobreestimación del mismo al ser calculado por métodos tradicionales
(Burger y Burge, 2009b) mediante la siguiente formulación:
Pcorr(R) = 0.95 · P(R) (2.14)

























































Figura 2.5: Medida del área y del perímetro de una región para una vecindad de los
píxeles V8.
2.4.3 Circularidad
Una manera de analizar las regiones u objetos extraídos en una imagen es
mediante el establecimiento de factores de forma que indiquen la disposición
de éstos en la imagen comparándolos con formas ideales. Un factor de forma
muy habitual es la circularidad:
Circularidad(R) = k · A(R)
P2(R)
(2.15)
siendo k una constante que condiciona Circularidad(R) = 1 para una círculo
perfecto. Sustituyendo en la ecuación 2.15 los valores ideales de A(R) y de
P2(R) para el caso circular se obtiene k:
Circularidad(R) = 1 = k · pi · r
2
(2 · pi · r)2 → k = 4pi (2.16)
Finalmente, la ecuación 2.15 quedaría de la siguiente forma:
Circularidad(R) = 4pi · A(R)
P2(R)
(2.17)
Esta ecuación 2.17 dará resultados entre [0, 1] según la semejanza de la for-
ma a la relación área-perímetro ideal de un circulo perfecto (véase la figura
2.6). Regiones con exceso de perímetro, según la relación propia de un círcu-
lo con área equivalente, harán que la Circularidad(R) se aproxime a valores
cercanos al cero.
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1.001 0.720 0.113
Figura 2.6: Cálculo de la Circularidad(R) para distintas formas.
2.5 Momentos de área
Los momentos de área, también conocidos como primer y segundo momen-
to de área o momento estático y momento de inercia, son igualmente propie-
dades geométricas muy utilizadas en la ingeniería civil por sus implicaciones
físicas en la teoría de estructuras. Son conceptos que, también, pueden ser
utilizados en el tratamiento digital de imágenes con el fin de encontrar pro-
piedades de las áreas de estudio como el centroide o los ejes principales de
inercia.
2.5.1 Centro de gravedad, primer momento de área y centroide
El concepto de centro de gravedad aparece como resultado de considerar la
atracción gravitatoria de la Tierra sobre los cuerpos. El efecto de la gravedad
sobre las partículas de una región plana horizontal consiste en una serie de
pequeñas fuerzas distribuidas sobre cada una de éstas, con la misma dirección
y el mismo sentido. Este sistema con multitud de fuerzas Fi puede ser simpli-
ficado y sustituido por una única fuerza equivalente aplicada en el centro de
gravedad (xg,yg).
Para asegurar esa equivalencia, la resultante de las fuerzas y de momentos
en ambos sistemas han de iguales (véase la figura 2.7). Establecido un sistema
de coordenadas cartesianas (X, Y,Z), la fuerza equivalente, F, corresponderá a
la suma de todos los vectores Fi en el eje Z:
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para Rz, la resultante de las fuerzas en el eje Z; Fi, cada una de las fuerzas
aplicadas en las partículas del objeto, y n, el número total de partículas.
Por último, el punto de aplicación de esta fuerza deberá mantener invariable
la sumatoria de momentos del sistema en los ejes X e Y:









siendo Mx y My, la resultante de los momentos en los ejes X e Y respectiva-

















≡ xg GO O
Figura 2.7: Sistemas de fuerzas equivalentes: fuerzas Fi aplicadas a las partículas de
un cuerpo plano y fuerza resultante F aplicada en el centro de gravedad
(xg,yg).
La fuerza F para el objeto puede ser interpretada como F = γhA con γ,
el peso específico del material; h, el espesor de la región, y A, el área de la
misma. Dentro del tratamiento digital de imagen, se puede considerar a todos
los efectos que γ y h se mantienen constantes en todo el objeto y, además, que
el Ai de cada píxel tiene un valor unitario. Por lo que, sustituyendo este valor
en la ecuación 2.19 y dividiendo entre γh, se obtiene:









20 Revisión bibl iográfica y fundamentos teóricos
En el instante en el que la resultante de los momentos de las ecuaciones
2.20 dejan de depender del pesoo fuerzas aplicadas sobre las partículas del
objeto, ese centro de gravedad, (xg,yg), pasa a convertirse en una propiedad
puramente geométrica dependiente del área y de su distribución. Entonces,
es cuando se define este punto como (xc,yc), coordenadas del centroide de la




















Figura 2.8: Sistemas equivalentes para la obtención del centroide, C.
Por otro lado, de las ecuaciones 2.20 se obtienen Mx y My, conocidos como
el primer momento de área para un objeto plano en un análisis discreto según
los ejes X e Y, respectivamente. Este proyecto fin de máster va a tratar con
imágenes y píxeles, ergo se prevé más interesante exponer esta formulación
con sumatorios que un análisis continuo de las formas con integrales.
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2.5.2 Momento de inercia y producto de inercia
Sin llegar a entrar en profundidad sobre conceptos de resistencia de mate-
riales o de una flexión pura en la sección de una viga, el momento de inercia
o segundo momento de área respecto de un eje se puede interpretar como la
resistencia que ejerce un forma a ser girada alrededor de él. Esta resistencia
será mayor cuanto más grande sea la distancia de cada elemento de área del



















siendo Ix e Iy los momentos de inercia respecto de los ejes X e Y, respectiva-
mente.
El producto de inercia, Ixy, se obtiene del producto de la distancia a ambos
ejes de cada elemento del área. Se define como:





Hasta ahora se han expuesto los cálculos de los momentos de área en re-
ferencia a unos ejes X e Y cualesquiera. Sin embargo, para el cálculo de pro-
piedades, que serán útiles para el proyecto, conviene desplazar este origen al
centroide de la propia figura. De esta manera se obtendrán características de
la figura independientes de la posición de ésta en la imagen. Estos momen-
tos centrales cobran interés en el caso de las ecuaciones 2.21 y 2.22 que se














(xi − xc)(yi − yc)
(2.23)
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2.5.4 Ejes principales de inercia y orientación de la gura
Los momentos de inercia centrales respecto de unos ejes (X, Y) se modifican
al rotar éstos y transformarse en (X ′, Y ′). En dicha rotación los ejes encuentran
dos posiciones singulares donde Ixy = 0 y los momentos de inercia toman va-
lor mínimo y máximo, (Imín, Imáx), y se conocen como ejes principales de inercia
(Beer y col., 2007).
Volviendo a la definición dada en el apartado 2.5.2, el eje correspondiente
al menor momento de inercia sería aquel respecto del cual los píxeles se en-
cuentran más próximos y, por tanto, una hipotética rotación alrededor suyo
requeriría un menor par de momentos. Al tratarse del eje que mejor agrupa
los píxeles alrededor de él, resulta útil como indicador de la orientación de
una región dentro de la imagen. A través del círculo de Mohr o mediante la
formulación integral de los momentos centrales de inercia se puede obtener el














Otra metodología aplicada al cálculo de la orientación de una región dentro
en una imagen es el Análisis de Componentes Principales o Principal Component
Analysis (PCA). La idea en ella es realizar un giro de los ejes suficiente hasta
que la variación de la muestra para el primer eje sea máxima, en este caso la
dispersión de los puntos de la forma. El siguiente eje ha de ser ortogonal y,
por lo tanto, para una imagen bidimensional, se encontraría ya plenamente
definido a falta del criterio de signos que se quiera utilizar para el sistema de
coordenadas.
2.5.5 Excentricidad y elipse equivalente
La excentricidad de un objeto hace referencia a una proporción entre el
largo y el ancho de éste. Rotar la figura hasta que se maximice la relación
de aspecto de un marco delimitador de la forma es un modo (costoso en
recursos) de evaluar la excentricidad. Además de esto, se pierde la noción de
la distribución de los píxeles del objeto dentro de dicho marco (Burger y Burge,





Ix + Iy +
√
(Ix − Iy)2 + 4 · I2xy
Ix + Iy −
√
(Ix − Iy)2 + 4 · I2xy
(2.25)
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Figura 2.9: Ejes principales de una sección y círculo de Mohr asociado.
siendo Exc(R), la excentricidad de la región R, y a1 = 2λ1 y a2 = 2λ2 múlti-







La excentricidad Exc(R) se encuentra en un rango de [1,+∞) donde valores
cercanos a la unidad reflejan formas compactas y formas elongadas conforme
ésta aumenta. Estos valores propios λ1 y λ2 se encuentran relacionados con la
elipse equivalente o elipse de mejor ajuste cuyos momentos principales de inercia
coinciden con los del objeto analizado (Jain, 1989). Se obtiene el eje mayor, ra,
y el eje menor, rb, de esta elipse con la siguiente formulación:

















Se puede dibujar el contorno de la elipse, finalmente, mediante sus ecuacio-
nes paramétricas:
x(t) = xc + cos θ · ra · cos t− sin θ · rb · sin t
y(t) = yc + sin θ · ra · cos t+ cos θ · rb · sin t
(2.28)
con 0 6 t < 2pi.








Figura 2.10: Elipse equivalente para un región.
2.6 Análisis morfológico en imágenes digitales
El análisis morfológico en el procesamiento de imágenes digitales nace co-
mo una rama de la teoría de conjuntos. Es utilizado, principalmente, como
una forma de simplificar la información de partida sin producir alteraciones
importantes en la forma de los objetos. Las aplicaciones de esta técnica abar-
can desde el filtrado, la segmentación y hasta la medición sobre imágenes,
entre otras.
El origen de la morfología matemática se inicia en Francia en los años 60 a
partir de las investigaciones sobre medios porosos mediante imagen binaria
con los científicos G. Matheron y J. Serra (Soille, 2003). Esta técnica que, por
la naturaleza de la información, se basaba en un inicio en transformaciones
de la imagen mediante comparadores lógicos AND y OR fue posteriormente
generalizada para imágenes en escala de grises en Goetcherian (1980) inter-
cambiando dichos comparadores por conceptos de mínimo y máximo propios
de la teoría del orden.
El elemento estructural, Structuring Element (SE), es la base de las operacio-
nes ejecutadas en las imágenes. Se trata de una matriz bidimensional (general-
mente y que se conoce entonces como un SE plano), SE(i, j), y que responde
a una cierta geometría de ceros y unos a evaluar sobre la imagen de estudio
en el caso binario. Otros nombres que recibe también el SE en la literatura
científica son kernel o matriz de convolución. Otro aspecto de sus aspectos
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fundamentales es su origen o anchor point que es el encargado de solaparse
con el píxel analizado de la imagen, aquel que es modificado con la operación
morfológica.
SE(i, j) ∈ {0, 1} (2.29)
Las transformaciones básicas del análisis morfológico en procesamiento de
imagen, y en cuya combinación dan lugar a resultados y procedimientos bas-
tante más complejos, son la dilatación y la erosión.
2.6.1 Nomenclatura
Considerando una imagen bidimensional binaria I(x,y) ∈ {0, 1} se define el
conjunto de puntos del primer plano PI a través de sus pares de coordenadas
p = (x,y) de la siguiente manera:
PI = { p | I(p) = 1 } (2.30)
Se consideran, pues, I(x,y) y PI como representaciones alternativas de la
misma imagen. También se puede expresar el conjunto de puntos inverso de
PI, es decir, los puntos del fondo de la imagen, como:
P¯I =
{
p ∈ Z2 | p /∈ PI
}
(2.31)
Del mismo modo, los puntos del SE se pueden definir como el conjunto de
puntos PSE y su inverso, por tanto, como P¯SE.
Por último, se define el desplazamiento de una imagen I(x,y) mediante un
vector d según:
Id ≡ { (p+ d) | p ∈ I } (2.32)
Este desplazamiento, gracias al vector d, creará un nuevo conjunto de pun-
tos para la imagen PI ≡ I(p) = Id(p+ d).
2.6.2 Dilatación
La dilatación para elementos binarios se puede ver como la composición
de una imagen I(x,y) con un kernel SE(i, j), es decir, se aplicaría un desplaza-
miento o expansión de cada elemento I(x,y) = 1 según la disposición de los
elementos SE(i, j) = 1. Matemáticamente se expresa:
I⊕ SE ≡ { (p+ q) | ∀ p ∈ I , q ∈ SE } (2.33)
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Otra forma de interpretar la dilatación es visualizando que cada elemento
I(x,y) = 1 se expande en semejanza al patrón representado por SE. En la figura
2.11 se muestra un ejemplo del resultado de una dilatación para una imagen
binaria.
En el caso de una imagen en escala de grises esta operación, que como se
dijo al inicio de la sección 2.6 actúa como operador lógico OR, es intercambia-
da por una matriz de convolución en la que se escoge el valor máximo que se
solape de la imagen para cada elemento analizado:
(I⊕ SE)(x,y) = ma´x
(i,j)∈SE







Solape del SE con píxel objeto
Zona dilatada del fondo
n elementos
Figura 2.11: Ejemplo de dilatación para una imagen binaria con un elemento estructu-
ral con forma de cruz.
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2.6.3 Erosión
La erosión, sin embargo, busca encajar SE(i, j) para cada elemento I(x,y) =
1. Aquellos elementos de I(x,y) que produzcan en la comparación lógica una
salida positiva mantendrán su valor y el resto son erosionados de la figura
inicial. Se definiría de la siguiente manera:
I	 SE ≡ { p ∈ Z2 | (p+ q) ∈ I , ∀q ∈ SE } (2.35)
En la figura 2.12 se muestra un ejemplo del resultado de una dilatación para
una imagen binaria.
De la misma manera que en el apartado 2.6.2, la erosión vista para una
imagen en escala de grises adoptaría una selección del mínimo valor para
cada elemento de la imagen analizada:
(I	 SE)(x,y) = mı´n
(i,j)∈SE




Píxel erosionado de la ﬁgura
Solape del SE con píxel fondo
er
1 elemento
Resultado ﬁnal n elementos
Solape del SE con píxel objeto
Figura 2.12: Ejemplo de erosión para una imagen binaria con un elemento estructural
con forma de cruz.

