This paper shows the potential of neural networks based on the Adaptive Resonance Theory as tools that generate warning signals when bankruptcy of a company is expected (bankruptcy prediction problem). Using that class of neural networks is still unexplored to date. We examined four of the most popular networks of the class -fuzzy, distributed, instance counting, and default ARTMAP. In order to illustrate their performance and to compare with other techniques, we used data, financial ratios, and experimental conditions identical to those published in previous studies. Our experiments show that two financial ratios provide highest discriminatory power of the model and ensure best prediction accuracy. We examined performance and validated results by exhaustive search of input variables, cross-validation, receiver operating characteristic analysis, and area under curve metric. We also did application-specific cost analysis. Our results show that distributed ARTMAP outperforms the other three models in general, but the fuzzy model is best performer for certain vigilance values and in the application-specific context. We also found that ARTMAP outperform the most popular neural networks -multi-layer perceptrons and other statistical techniques applied to the same data.
Introduction
One of the most significant threats for many businesses today, despite their size and the nature of their operation is insolvency. The economic cost of business failures is significant. The suppliers of capital, investors and creditors, as well as management and employees, are severely affected by business failure. The need for reliable empirical models that predict corporate failure promptly and accurately is imperative to enable decision makers to take either preventive or corrective action.
Estimating potential for insolvency, decision makers usually apply scoring systems, which takes into account factors, such as leverage, earnings, reputation, etc.
Due to lack of metrics and subjectiveness in estimates, sometimes decisions can be unrealistic and not consistent. 38 Generally, a prediction of corporate insolvency can be viewed as a pattern recognition problem, and as such, it can be solved using one of two approaches: structural, and empirical. The former derives the probability of a company for default, based on its characteristics and dynamics, while the later approach relies on previous knowledge and relationships in that area, learns from existing data or experience, and deploys statistical or other methods to predict failure.
Kumar & Ravi 25 provide a comprehensive survey on empirical techniques used to predict insolvency, all grouped into two categories: statistical and intelligent. Most popular statistical techniques are linear discriminant analysis, multivariate discriminate analysis, quadratic discriminant analysis, logistic regression and factor analysis. Among the intelligence techniques most common are neural networks, decision trees, case-based reasoning, evolutionary approaches, etc. 25, 21 Traditional statistical techniques have often been criticized because of their assumptions about linear separability of training data, multivariate normality, and independence of the predictive variables. 26, 38 Such constraints are incompatible with the complex nature, boundaries, and interrelationships of most of financial ratios used for learning and prediction. The intelligent techniques have shown themselves more appropriate for the task. For instance, neural networks do not rely on a-priori assumptions about the distribution of data and work well in unstructured and noisy environment. 38, 41 Multi-layer perceptron is most common, well known, and widely used model of supervised neural networks. Sharda, Wilson, and Odom 29, 30, 36, 40 used five financial ratios introduced by Altman 1 and multi-layer perceptron to predict bankruptcy. They reported significantly better prediction accuracy than statistical techniques applied to the same data. Rahimian et al. 31 compared the performance of multi-layer perceptron, Athena (an entropy-based neural network), and single-layer perceptron on the bankruptcy prediction problem using the same Altman's ratios. Serrano-Cinca 35 also used Altman's ratios and compared his multi-layer perceptron with others' and some statistical techniques. Bell et al. 2 , Hart 19 , Yoon et al. 42 , and Curram & Mingers 15 also compared the classifying power of different statistical tools and multi-layer perceptron.
Despite their good performance, multi-layer perceptrons have a well known drawback -unclear structure. Choice of optimal network architecture, in particular number of layers and hidden nodes, is a challenge that has no theoretical answer. A good architecture for an application can be found only by empirical means and experiments.
Many other techniques have been used to predict bankruptcy. Salcedo-Sanz et al. 33 propose genetic programming applied to data from insurance companies. Their results were compared with rough sets approaches. Shin, Lee & Kim 37 used support vector machines for modelling business failure prediction. Cielen, Peeters, and Vanhoof 13 suggested the combined use of linear programming and inductive machine learning.
Our research was motivated by the fact that a class of neural networks -those based on the Adaptive Resonance Theory -is still unexplored as a tool for bankruptcy prediction. Here we explore four of them -fuzzy ARTMAP, distributed ARTMAP, instance counting ARTMAP, and default ARTMAP. We selected a dataset that have already been used with other neural network models, in particular multi-layer perceptrons and self-organizing feature maps, which allows us to compare results.
The paper is organised as follows: section 2 provides an overview of the neural network architectures used in this study; section 3 discusses the research design, dataset, data preprocessing, and techniques of analysis; section 4 presents and discuses experimental results; and section 5 gives conclusions.
Neural Networks
There is a variety of neural network models for clustering and classification, ranging from very general architectures, which are applicable to most of the learning problems, to highly specialized networks that address specific problems. Each model has a particular topology that determines the neurons (nodes) layout and a specific algorithm to train the network or to recall stored information. Among the models, the most common is the multi-layer perceptron (MLP), which has a feed-forward topology and error-backpropagation learning algorithm 32 . Authors often call MLP just neural networks, but this is not quite correct as there are other members of the big family of neural networks, such as those with recurrent topology -self-organizing feature maps 24 , Hopfield networks 23, 20 , and Adaptive Resonance Theory networks 18 discussed here.
Neural Networks Based on the Adaptive Resonance Theory
The Adaptive Resonance Theory (ART), introduced by Grossberg in 1970-th, began with analysis of human cognitive information processing. 5, 18 It led to creation of a family of self-organizing neural networks for fast learning, pattern recognition, and prediction. Some popular members of the family are both unsupervised models:
ART1, ART2, ART2-A, ART3, fuzzy ART, distributed ART; and supervised models:
ARTMAP, instance counting ARTMAP, fuzzy ARTMAP, distributed ARTMAP, and default ARTMAP. 12 Fundamental computational design goals were providing memory stability, fast or slow learning mechanism in an open and evolving input environment, and implementation by a system of ordinary differential equations approximated by appropriate techniques. 18 A remarkable feature of the ART neural networks is their on-line, one-pass fast learning algorithm. In contrast, MLP offer off-line slow learning procedure that requires availability of all training patterns at once in order to avoid catastrophic
forgetting in an open input environment. The adaptiveness makes ART networks suitable for classification problems in dynamic and evolving domains, whereas MLP are mostly suited for problems related to static environments.
Many applications of the ART networks are classification problems, where the trained system tries to predict a correct category of an input sample. 27, 28, 34 In fact, these tasks are pattern recognition problems, as classification may be viewed as a many-to-one mapping task that entails clustering of the input space and then association of the produced clusters with a limited number of class labels.
ARTMAP Architecture
ARTMAP is a supervised neural network which consists of two unsupervised ART modules, ARTa and ARTb and an inter-ART module, called a map-field (see Figure 1 ). 6 An ART module has three layers of nodes: the input layer F0, the Fuzzy ARTMAP was developed as a natural extension to the ARTMAP architecture. 8 This is accomplished by using fuzzy ART modules instead of ART1, which in fact replaces the crisp (binary) logic embedded in the ART1 module with a fuzzy one. In fact, the intersection operator (∩) that describes the ART1 dynamics is replaced by the fuzzy AND operator (∧) from the fuzzy set theory
. 7 This allows the fuzzy ARTMAP to learn stable categories in response to either analog or binary patterns, in contrast to the basic ARTMAP, which operates with binary patterns only.
An ART1 module maps categories into F2 nodes according to the rule winnertakes-all, as discussed above, but this way of functioning can cause category proliferation in a noisy input environment. The explanation of this fact is that the system adds more and more F2 category nodes in order to meet the demands of predictive accuracy believing that the noisy patterns are samples of new categories.
To address this drawback, Carpenter et al. 9 introduced a new distributed ART module, which features a number of innovations, such as new distributed instar and outstar learning laws. If the ART1 module of the basic ARTMAP is replaced by a distributed ART module, the resulting network is called distributed ARTMAP. 9, 10 Some experiments show that a distributed ARTMAP retains the fuzzy ARTMAP accuracy while significantly reducing the network size. 
Research Design
Our motivation to conduct this research was to fill a gap in the bankruptcy prediction field by using four models of neural networks, still unexplored in that domain. The main research objective was to investigate how ARTMAP models find common characteristics amongst failing firms and distinguish them from the viable firms in order to predict bankruptcy. Another objective was to investigate how different variants of the ARTMAP networks perform and which one is most appropriate. We also wanted to compare ARTMAP performance with that of other classification techniques by using the same datasets and experimental conditions. Part of our study aimed to investigate if the ARTMAP models are sensitive to outliers, i.e.
observations in the datasets that are numerically distant from the rest of the data. Such data values can often be misleading to classifiers and have a significant effect on the correct classification.
On order to estimate neural network performance we used different metrics and analysis techniques, such as accuracy, true and false positive rates, receiver operating characteristics analysis, area under the curve, unit cost, and cost analysis.
In order to validate results, we used the k-fold cross-validation method, where k=5. According to Carpenter et al. 6 , the value 5 is sufficient to validate the majority ARTMAP applications and 5 is recommended as a default parameter value.
Finally, we wanted to estimate the ARTMAP neural networks efficiency in terms of training and testing time, and memory consumption.
The Data
The dataset, we used has been used in other studies in the domain. 30 
(1) 
Reduction of Dimensionality
The principle motivation for reduction of dimensionality is that a network with fewer inputs has fewer adaptive parameters to be determined, and these are more likely to be properly constrained by a data set of limited size (as the dataset we used), leading to a network with better generalization properties. In addition, a neural network with fewer weights may be faster to train. If too much information is lost after reduction of dimensionality, then the resulting reduction in performance cannot compensate any improvement arising from avoidance of overfitting (or overtraining). 22 In cases where learning is performed too long or where training examples contain too much information, the neural network may adjust to very specific random features of the training data that have no causal relation to the target function. In this case, the performance on the training examples still increases while the performance on unseen data becomes worse because the neural network loses its ability to generalize. Using univariate F-ratio analysis, Serrano 35 ranked the Altman's ratios and suggested that the second and third variables have a greater discriminatory power in contrast to the fifth one. The univariate analysis, however, does not estimate combinations of variables. Furthermore, the optimal variable selection is different for different classification models, i.e. there is no guarantee that an optimal set for an MLP would perform well with an ARTMAP neural network. Ideally, the optimal subset for a model can be selected by the exhaustive (brutal-force) search approach, which checks whether each variable subset satisfies the requirements of the bankruptcy predictions problem. For n possible variables we have a total of 2 n possible subset, since each variable can be present or absent. We took advantage of the small number of variables (five) to apply exhaustive search using 31 subsets of train and test datasets.
Performance Metrics
Binary classifiers, such as the ARTMAP neural nets, map test dataset instances 
Receiver Operating Characteristic Analysis
Despite accuracy is common figure of merit for classifiers, it can be misleading if an important class is underrepresented, e.g. a dataset may contain only few instances of bankrupt companies. In that case sensitivity and specificity can be more relevant performance estimators.34 Secondly, the accuracy depends on the classifier's operating threshold, such as the vigilance parameter of ARTMAP, and choosing the optimal threshold can be challenging. 
Empirical Results and Discussion
In machine learning applications, classification performance is often measured by accuracy as a figure of merit. For a given operating point of a classifier, the accuracy is the total number of correctly classified instances divided by the total number of all available instances.
A series of experiments sought to estimate bankruptcy prediction accuracy of the fuzzy, IC, distributed, and default ARTMAP neural networks. Using 5-fold crossvalidation and in accordance with the exhaustive search strategy discussed above, 31 datasets were composed and indexed from 1 to 31 where indexes represent data relevant to subsets of financial ratios, namely: indexes 1 to 5 represent {R1} to {R5}; 6 to 15 for pairs of ratios {R1,R2}, {R1,R3} to {R4,R5}; 16 to 25 for triples -{R1,R2,R3}, {R1,R2,R4} to {R3,R4,R5}; 26 to 30 for quarters; and 31 for the full set {R1,R2,R3,R4,R5}. In order to investigate how vigilance parameter is related to the prediction accuracy, each subset was presented to the four models and iterated 41 times using vigilance parameter values from 0 to 1 with increment of 0.025. Figure 3 shows the results for each ARTMAP model. Axis x of each model represents one subset of financial ratios (from 1 to 31); axis y counts prediction accuracy in % achieved by that model. Each stem (subset) contains a number of circles, where a single circle corresponds to a fixed vigilance parameter value. In that way the figure represents prediction accuracy obtained by varying two components: subsets (collection of financial ratios), and the ARTMAP vigilance. The figure shows that if an individual financial ratio is used (stems 1 to 5), second (R2) and fourth (R4) obtain highest accuracy regardless of the model, namely: 80% (R4) for the fuzzy; 78.2% (R2 or R4) for the distributed; 80% (R2) for the IC; and 80% (R4) for the default model. We can summarize that using single financial ratio fuzzy, IC, and default perform better than distributed ARTMAP; secondly, when ARTMAP work with individual Altman's ratios, two of them have highest discriminatory power -R2 and R4; and finally, all ARTMAP models used with a single Altman's ratio can outperform the statistical technique linear discriminant analysis (74.5% accuracy) used with all ratios. 30 From the results above we could expected that when R2 and R4 are used together, their combined discriminatory power can lead to even better results. Indeed, Figure 2 shows that subset 11 {R2, R4} yields the highest score for all ARTMAP models. The subset 24 {R2, R4, R5} is second best. After well tuned vigilance parameter and using financial ratios R2 and R4, ARTMAP neural networks achieve the following prediction accuracy: 85.5% for the fuzzy and default model; 83% for the IC and distributed. It can be notices that fuzzy and default ARTMAP (85.5%) outperform the best accuracy reported from MPL 35 (83%). At the same time IC and distributed models score 83.6%, which is equal to the MLP's one. Figure 4 represents the ROC space for the fuzzy, IC, distributed, and default models respectively. Each point in the figure represents a classifier obtained by certain value(s) of the vigilance parameter (text below Figure 4 shows those values).
ROC Analysis Results
A point in the space is better than another if it is to the northwest (TPR is higher, FPR is lower, or both) of the first. Classifiers appearing on the left hand-side near the x axis, may be thought of as more 'conservative' as they make positive classifications only with strong evidence so they make few false positive errors.
Classifiers close to the upper right-hand side of an ROC graph may be thought of as more 'liberal' as they make positive classifications with weak evidence so they classify nearly all positives correctly, but they often have high false positive rates. Given the points in the ROC space of the four ARTMAP models, we can construct ROC convex hull curves connecting the most northwest points (FPR,TPR)
as well as the two trivial classifiers (0,0) and (1, 1) . This is possible, because given two classifiers we can construct any intermediate classifier just randomly weighting both classifiers (giving more or less weight to one or the other). This creates a continuum of classifiers between any two classifiers, which allows linking of the two points by a line. The convex hull has a number of useful implications. The classifiers below the convex hull curve can be discarded because there is no combination of class distribution / cost matrix for which they could be optimal. Since only the classifiers on the convex hull are potentially optimal, no others need be retained. This allows to determine the candidates for optimal classifiers: for the fuzzy model -points B and E;
IC -A and C; distributed -E and K; and the default model has a single candidate -B.
Selection of the best (optimal) classifier from among candidates depends on the context of application, determined by the class distribution and the error cost (will be discussed in the following section). Table 2 shows the AUC values of the fuzzy, IC, distributed, and default ARTMAP models. The values show that the distributed ARTMAP is best performer, followed by fuzzy, default, and IC models. It should be pointed out, that for crisp classifiers the AUC metric provides an overall estimation of the model performance and does not find optimal classifiers of the ROC convex hull. 
AUC Results

Cost Analysis
The classifier with lowest error rate is frequently not the best classifier. In many applications not all the errors produced by a predictor have the same consequences.
The important thing is not to obtain the classifier with fewer errors but the one with lowest cost. ROC graphs have been criticized because of their inability to handle example-specific costs as they are based on the assumption that the costs of all true positives and false positives are equivalent. Cost analysis requires transformation of the confusion matrix into cost-benefit matrix as shown in Table 3 . It encounters cost of misclassifications, both false positive and false negative. In the table X is the lost investment caused by insolvency of a company; αX, the lost profit of investment in a solvent company, where α can be an investor's annual profit rate.
Using the cost matrix, we evaluated all points belonging to the convex hull curves, as they are candidates for optimal classifiers. To calculate unit cost for a classifier we first calculated the slope of that point (5), (6) .
cost_per_unit= FNR+slope×FPR (6) Outcomes from calculation are presented in Table 2 . As an optimal classifier minimizes the cost per unit, the best classifiers for the models are as follows: Fuzzy -B; IC -A; Distributed -K; Default -B. That means that the ARTMAP models have best performance with vigilance parameter values associated with those points. The analysis also helps to rank the four ARTMAP models. 
Further Experiments
A series of experiments sought to investigate if the four ARTMAP models are sensitive to outliers, i.e. data points that could be excluded because of inconsistency with the statistical nature of the bulk of the data. We marked data points as outliers if their values are more than 3 times the standard deviation value away from the mean of the relevant variable. The four models were trained and tested without outliers and results showed no difference from those obtained by the experiments discussed before. The four ARTMAP models showed no sensitivity to the outliers in the context of the domain and datasets discussed here.
Other experiments also led to the conclusion that best values for certain network parameters are those proposed by Carpenter 6 , namely: baseline vigilance ρ test =0; signal rule α=0.01; and learning fraction β=1.0.
We also examined efficiency of the four in terms of train time, test time and RAM used for the long-term memory of the networks. Results show that for all trainings and testings, a session time is less than 0.02 sec. Consumed computer memory was less than 2.9 KB. An explanation for the instance responsiveness is that the ARTMAP models feature one-pass learning. In contrast, the widely used MLP require multiple presentations (epochs) of the training set to learn. Some studies report that MLPs with similar size datasets achieve convergence after 1400 training iterations 14 , 100,000 iterations 40 , and 191400 iterations over 24 hours 29 . These figures illustrate once again some of the advantages of the ARTMAP models.
Conclusions
Today, financial institutions are paying heavy price for their indiscriminate practices. Corporate bankruptcies have put many institutions on the brink of insolvency and many others have been merged with or acquired by other financial institutions. Decision making problems in the area require efficient analytic tools and techniques, most of which involve machine learning in order to predict future financial status of firms. We also did application-specific cost analysis to find optimal network parameters. The unit cost metric shows that by proper tuning of the network vigilance, fuzzy ARTMAP appears to be best application-specific classifier followed by instant counting, distributed, and default ARTMAP. Our experiments also showed that the ARTMAP classifiers are not sensitive to outliers in the dataset. The classifiers' efficiency in terms of train and test time was also confirmed experimentally.
In conclusion, we find that ARTMAP neural networks is a promising technique for bankruptcy prediction that outperform the most popular MLP networks not only in terms of prediction accuracy, but also as training time and adaptiveness in a changing environment.
