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Abstract
The finite symplectic group Sp(2g) over the field of two elements has a natural representation on
the vector space of Siegel modular forms of given weight for the principal congruence subgroup of
level two. In this paper we decompose this representation, for various (small) values of the genus and
the level, into irreducible representations. As a consequence we obtain uniqueness results for certain
modular forms related to the superstring measure, a better understanding of certain modular forms
in genus three studied by D’Hoker and Phong as well as a new construction of Miyawaki’s cusp form
of weight twelve in genus three.
Introduction
The vector spaces of Siegel modular forms for the principal congruence subgroup Γg(n) of level n are
of great interest in various areas in mathematics. For example in geometry, where they correspond
to holomorphic tensors on moduli spaces of abelian varieties, in arithmetic, by way of the L-series
of Hecke eigenforms and their relation to Galois representations, and in mathematical physics, where
they come up in the bosonic and superstring measures. As the dimension of these spaces grows fast
with both genus g and level n it is convenient to use the natural representation of the finite symplectic
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group Γg/Γg(n) on these spaces. This allows one to pick out, in a canonical fashion, subspaces, i.e.
subrepresentations, which can then be analyzed more thoroughly.
In this paper we will be concerned only with the subgroup Γg(2) and its quotient Sp(2g), the finite
symplectic group over the field of two elements. For genus g ≤ 3 the spaces of modular forms on Γg(2)
of even weight have an explicit description in terms of theta series and this allows us to determine
corresponding representations explicitly for small k, usually with the help of a computer. In general,
the theta series generate only a subspace of the space of all modular forms, but as this subspace is an
Sp(2g)-subrepresentation, it is still interesting to find its decomposition.
As an application of our results we prove in section 7 some uniqueness results on the modular forms
Ξ8[0
(g)] for small g. These modular forms are of considerable interest in superstring theory (see [Mo]).
We also investigate the space spanned by the 336 modular forms of weight 6 and genus three studied
extensively by D’Hoker and Phong in [DP3]. We show that this space has dimension 105, that the
Sp(6)-representation on it is irreducible and we identify the representation in the character table of
Frame [F1]. Moreover, any function in this space turns out to be a cusp form and the sum of the
squares of the 336 functions is the cusp form F12 found by Miyawaki whose Spinor L-function was
recently determined by B. Heim.
In appendix B (section B) we recall the basics on the transformation theory of the theta functions
which we used in order to determine the representations of Sp(2g) on modular forms.
1 Siegel modular forms of level two
1.1
In this section we recall the action of a finite symplectic group on the modular forms of a given weight
k for the congruence subgroup of Γg(n) of Sp(2g,Z) in the case n = 2 (for other positive integers one
has a similar action).
1.2 The groups Γg, Γg(n) and Sp(2g).
We will write Γg := Sp(2g,Z) and
Γg(n) := {M ∈ Sp(2g,Z) : M ≡ I modn },
is a normal subgroup. In case n = 2, we have
Γg(2) = ker(Sp(2g,Z) −→ Sp(2g) := Sp(2g,F2))
where we write F2 := Z/2Z for the field with two elements. The reduction mod two map is surjective
([I1], V.6 Lemma 25) and thus we have an isomorphism
Sp(2g) ∼= Γg/Γg(2).
The order of this group is (cf. [J], Thm 6.18):
|Sp(2g)| = 22g−1(22g − 1)|Sp(2g − 2)| = 22g−1(22g − 1)22g−3(22g−2 − 1) · · · 2(22 − 1).
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In particular, |Sp(2g)| = 6, 6! = 720, 36 · (8!) for g = 1, 2, 3.
The group Sp(2g) acts (linearly) on the 22g points of F2g2 (sometimes called period characteristics)
and it acts non-linearly on the (theta) characteristics [
a1...ag
b1...bg
] with ai, bi ∈ {0, 1}, see Appendix A. It
has two orbits on the characteristics, of length 2g−1(2g + 1) and 2g−1(2g − 1) respectively, the first
orbit consists of the even characteristics which are those with
∑
aibi ≡ 0 mod 2, the other orbit are
the odd characteristics.
One has the following description of Sp(2g) for small g: the action of Sp(2) on the three non-zero
points in F22 − {0} induces an isomorphism Sp(2) = SL(2,F2)
∼= S3, the action of Γ4 on the six
odd characteristics (for g = 2) induces an isomorphism Sp(4) ∼= S6, and Sp(6) is isomorphic to the
subgroup of elements with determinant 1 of the Weyl group W (E7) in its standard 7-dimensional
representation (A.4, [Atlas] where Sp(6) = S6(2)).
1.3 The subgroups O+(2g) and O−(2g) of Sp(2g)
The group Γg acts on V = F
2g
2 , and thus on the characteristics, through its quotient Sp(2g) =
Γg/Γg(2). The stabiliser subgroup of the even characteristic [0] := [
0...0
0...0] is the subgroup Γg(1, 2),
where we define more generally subgroups (cf. [I1], V.2, p.178):
Γg(n, 2n) := {M ∈ Γg(n) : diagA
tB ≡ diagC tD ≡ 0mod 2n }.
In case n is even, Γg(n, 2n) is a normal subgroup of Γg(1).
The image of Γg(1, 2) in Sp(2g) is denoted by O
+(2g):
O+(2g) := Γg(1, 2)/Γg(2) (⊂ Sp(2g)).
As Sp(2g) acts transitively on the even theta characteristics, there is a natural bijection
Sp(2g)/O+(2g) −→ {∆ : ∆ even }, hO+(2g) 7−→ h · [0].
In particular, [Sp(2g) : O+(2g)] = 2g−1(2g + 1). One has O+(2) ∼= Z/2Z and O+(4) is isomorphic to
the subgroup of the symmetric group S6 ∼= Sp(4) of permutations σ such that σ({1, 2, 3}) ⊂ {1, 2, 3} or
σ({1, 2, 3}) = {4, 5, 6}, thus S3×S3 is a subgroup of index two in O
+(4) and |O+(4)| = (3!)·(3!)·2 = 72.
One has O+(6) ∼= S8, the symmetric group of order 8! and O
+(8) is the quotient of the subgroup of
elements of W (E8) with determinant +1 in the standard 8-dimensional representation, by the center,
generated by −I.
Similarly, we define a subgroup O−(2g) ⊂ Sp(2g) as the stabilizer of the odd characteristic [10...010...0]
and we have [Sp(2g) : O+(2g)] = 2g−1(2g−1). One has O−(2) ∼= Sp(2) ∼= S3, O
−(4) ∼= S5, a symmetric
group, and O−(6) ∼=W (E6), the Weyl group of the root system E6.
1.4 Modular forms of level 2
A Siegel modular form of genus g, weight k and level 2 is a holomorphic function on the Siegel upper
half space of genus g
f : Hg −→ C, f(M · τ) = det(Cτ +D)
kf(τ) ∀M ∈ Γg(2)
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(and in case g = 1 one should also impose a growth condition on f). Here, as usual, the action of Γg
on the Siegel upper half space is given by
M · τ := (Aτ +B)(Cτ +D)−1 M :=
(
A B
C D
)
∈ Sp(2g,Z), τ ∈ Hg.
The Siegel modular forms of genus g, weight k and level 2 form a finite dimensional complex vector
space denoted by Mk(Γg(2)). The finite group Sp(2g) has a representation
ρ = ρk : Sp(2g) −→ GL(Mk(Γg(2)))
on this vector space defined by
(ρ(g−1)f)(τ) := det(Cτ +D)−kf(M · τ),
whereM ∈ Γg is a representative of g ∈ Sp(2g) and f ∈Mk(Γg(2)) (note that det(Cτ+D)
−kf(M ·τ) =
f(τ) for M ∈ Γg(2), thus the action of M ∈ Γg factors over Γg/Γg(2) = Sp(2g)). The equality ρ(gh) =
ρ(g)ρ(h) for g, h ∈ Sp(2g) follows from (MN) · τ = M · (N · τ) and γ(MN, τ) = γ(M,N · τ)γ(N, τ)
where γ(M, τ) := det(Cτ +D).
1.5 The theta constants Θ[σ]
To determine the modular forms of even weight on Γg(2) it is convenient to define the 2
g theta
constants (see Appendix A, A.2):
Θ[σ](τ) := θ[σ0 ](2τ, 0), [σ] = [σ1 σ2 . . . σg], σi ∈ {0, 1}, τ ∈ Hg.
These theta constants are ”modular forms of weight 1/2” on the normal subgroup Γg(2, 4) ⊂ Γg(2),
defined in 1.3.
Basically, the invariants of degree 4k of the quotient group Γg(2)/Γg(2, 4) ∼= F
2g
2 in the ring of
polynomials in the Θ[σ]’s are modular forms of weight 2k on Γg(2). Due to the half integral weight, the
quotient group Γg(2)/Γg(2, 4) doesn’t actually act on the Θ[σ], but a central extension, the Heisenberg
group Hg does (see Appendix B) and we have to take the invariants for this Heisenberg group. The
subspace of M2k(Γg(2)) of these Heisenberg invariants is denoted by:
Mθ2k(Γg(2)) ⊂ M2k(Γg(2)), M
θ
2k(Γg(2)) := C[. . . ,Θ[σ], . . .]
Hg
2k
where C[. . . ,Θ[σ], . . .]2k is the subspace of homogeneous polynomials of degree 2k in the Θ[σ]’s.
1.6 The Heisenberg group Hg
We define a finite (Heisenberg) group by:
Hg = µ4 × F
g
2 × F
g
2, (s, x, u)(t, y, v) = (st(−1)
uy, x+ y, u+ v)
where µ4 = {z ∈ C : z
4 = 1} is the multiplicative group of fourth roots of unity, and uy =
∑
uiyi for
u = (u1, . . . , ug), y = (y1, . . . , yg) ∈ F
g
2. The center of Hg is µ4 and the quotient Hg/µ4 is isomorphic
to F2g2 .
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Next we define the (Schro¨dinger) representation of Hg on polynomials in the 2
g variables Xσ, where
[σ] = [σ1 σ2 . . . σg], σi ∈ {0, 1}:
(s, x, u)Xσ := s(−1)
(x+σ)uXx+σ,
where we now consider σi ∈ F2 = {0, 1}, so x + σ = [x1 + σ1, . . .]. This action is extended in the
obvious way to polynomials in the Xσ’s. The action of Hg on C[. . . ,Xσ, . . .] induces the one on
C[. . . ,Θ[σ], . . .] under the map Xσ 7→ Θ[σ], (c.f. Appendix B).
1.7 Heisenberg invariants
Note that a homogeneous polynomial in the Xσ is invariant under the subgroup µ4 of Hg iff its degree
is a multiple of 4, so Hg-invariant polynomials are modular forms of even weight.
The subring of Heisenberg invariant polynomials in C[. . . ,Xσ, . . .] will be denoted by
C[. . . ,Xσ, . . .]
Hg . In section 1.8 we give a formula for the dimension of the vector space of Heisenberg
invariant polynomials of degree 4n.
It is not hard to construct a basis of this vector space. Each monomial in a Heisenberg invariant
polynomial P is a product
∏4n
i=1Xσi which must be invariant under the action of the (1, 0, u) ∈ Hg,
hence
∑
σi = 0. As P is also invariant under the (1, x, 0), all monomials of the type
∏4n
i=1Xσi+x, for
any x ∈ Fg2, have the same coefficient in P . Thus a basis is obtained by the
∑
x
∏4n
i=1Xσi+x, where∑
σi = 0.
1.8 A dimension formula
We give a formula for the dimension of the Heisenberg invariants in the vector space C[. . . ,Xσ , . . .]n
of homogeneous polynomials of degree n in the Xσ’s. Let, for fixed g,
ρn : Hg −→ GL(C[. . . ,Xσ, . . .]n)
be the representation of Hg on this vector space. Then the space of Heisenberg invariants is the trivial
subrepresentation of ρn, so its dimension is
dim C[. . . ,Xσ , . . .]
Hg
n = 〈ρn, 1Hg 〉Hg ,
the multiplicity of the trivial representation 1Hg of Hg in ρn. This scalar product of characters is given
by
〈ρn, 1Hg 〉Hg =
1
|Hg|
∑
h∈Hg
tr(ρn(h))
where tr is the trace.
Note that if xu = 0, but (x, u) 6= (0, 0), (1, x, u) has order two in Hg and the eigenvalues of
(t, x, u) ∈ Hg on C[. . . ,Xσ , . . .]1 are t and −t, each with multiplicity 2
g−1 for all t ∈ µ4. In case
xu = 1, (1, x, u) has order four and (t, x, u) has eigenvalues it and −it (with i2 = −1), each with
multiplicity 2g−1. So if (x, u) 6= (0, 0) the eigenvalues of ρ1(t, x, u), with t ∈ µ4, are i
a,−ia with a = 1
or a = 2, each with multiplicity 2g−1.
6 SIEGEL MODULAR FORMS AND FINITE SYMPLECTIC GROUPS
If α1, . . . , αN , N = 2
g are the eigenvalues of (t, x, u) on C[. . . ,Xσ , . . .]1, the eigenvalues on
C[. . . ,Xσ, . . .]n are the α
m1
1 α
m2
2 . . . α
mN
N with
∑
mi = n. As the trace is the sum of the eigenval-
ues, we get (with a variable X)
∑
n
tr(ρn(t, x, u))X
n =
N∏
i=1
(1− αiX)
−1.
So if (x, u) 6= (0, 0) we have
∑
n
tr(ρn(t, x, u))X
n = (1− i2aX2)−2
g−1
=
∑
m
(−1)am
(
2g−1 +m− 1
m
)
X2m,
and in case (x, u) = (0, 0) the trace is just
∑
n
tr(ρn(t, 0, 0))X
n =
∑
n
tn(dimC[ . . . ,Xσ , . . .]n)X
n =
∑
n
tn
(
2g + n− 1
n
)
Xn.
This leads to the formula (note that there are non-trivial invariants only if n is a multiple of 4):
dim(C[ . . . ,Xσ , . . .]4n)
Hg = 2−2g
((
2g + 4n− 1
4n
)
+ (22g − 1)
(
2g−1 + 2n− 1
2n
))
.
For small g we list some of these dimensions in the table below.
g \degree 4 8 12 16
1 2 3 4 5
2 5 15 35 69
3 15 135 870 3993
4 51 2244 69615 1180395
In case n = 1, the dimension formula gives:
dim(C[ . . . ,Xσ , . . .]4)
Hg = (2g + 1)(2g−1 + 1)/3.
1.9 The ring of modular forms
The vector spacesMθ2k(Γg(2)) are images of the spaces ofHg invariants of degree 4k under the surjective
maps
C[. . . ,Xσ , . . .]
Hg
4k −→ M
θ
2k(Γg(2)) := C[. . . ,Θ[σ], . . .]
Hg
4k , Xσ 7−→ Θ[σ].
These maps define a surjective C-algebra homomorphism
C[. . . ,Xσ , . . .]
Hg −→ Mθ(Γg(2)) := ⊕kM
θ
2k(Γg(2))
whose kernel is the ideal of algebraic relations between the Θ[σ]’s. So a polynomial F (. . . ,Xσ, . . .) maps
to zero iff F (. . . ,Θ[σ](τ), . . .) = 0 for all τ ∈ Hg. In geometrical terms, a homogeneous polynomial F
lies in the kernel iff the image of Hg under the map
Hg −→ P
2g−1, τ 7−→ (. . . : Θ[σ](τ) : . . .)
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lies in the zero locus Z(F ) ⊂ P2
g−1. We will describe this map for g = 1, 2, 3, in particular the
image of the map contains an open subset for g = 1, 2, thus there are no polynomials vanishing on the
image. In case g = 3 the image is a (Zariski) open subset of a hypersurface Z(F16) ⊂ P
7, for a certain
homogeneous polynomial F16 in eight variables, hence M
θ(Γg(2)) ∼= C[. . . ,Xσ, . . .]
Hg/(F16).
For any g, g ≥ 4, there must be (many) algebraic relations between the Θ[σ]’s because dimHg =
g(g + 1)/2 < 2g − 1, but a complete description of these relations is not known.
The graded ring of modular forms of even weight on Γg(2) is the normalization of the ring of the
Θ[σ]’s (cf. [SM] Thm 2, [R1], [R2]):
⊕∞k=0M2k(Γg(2)) = (C[. . . ,Θ[σ], . . .]
Hg)Nor.
In case g = 1, 2 there are no relations and the ring of invariants is already normal. In case g = 3,
there is one relation F16(. . . ,Θ[σ], . . .) = 0 homogeneous of degree 16, and Runge ([R1], [R2]) showed
that the quotient of the ring of invariants by the ideal generated by this relation is again normal. This
implies that any modular form of weight 2k can be written as a homogeneous polynomial of degree
4k in the Θ[σ]’s if g ≤ 3, thus
Mθ2k(Γg(2)) = M2k(Γg(2)) for g = 1, 2, 3.
This polynomial is unique for g ≤ 2. For g = 3 it is unique if its degree is less then 15 and else
it is unique up to the addition of F16G4k−16 where G4k−16 is any homogeneous polynomial of degree
4k − 16 in the Θ[σ]’s.
For g > 3 there will always be non-trivial relations and if g > 4 the ring C[. . . ,Θ[σ], . . .]Hg ’s is not
normal, (cf. [OSM], Theorem 6, but note that our Hg is different from theirs). In case the ring is
not normal, there are also quotients G4k+d/Hd of homogeneous polynomials in the Θ[σ]’s, of degree
4k + d and d respectively, which are modular forms of weight 4k (but which cannot be written as a
polynomial in the Θ[σ]’s).
2 Classical theta constants and representations
2.1
To describe the spaces of modular forms Mθ2k(Γg(2)) it is convenient to use also the classical theta
functions with (‘half integral’) characteristics θ[∆]. In particular, we are interested in decomposing
these spaces into irreducible representations for the group Sp(2g) and we want to describe the subspace
of O+-invariants as well as O+-anti-invariants (cf. 2.4), these will have applications to the superstring
measures.
2.2 The quadratic relations between the θ[∆]’s and the Θ[σ]’s
A classical formula for theta functions shows that any product of two Θ[σ]’s is a linear combination
of the θ[∆]2. Note that there are 2g functions Θ[σ] and thus there are (2g + 1)2g/2 = 2g−1(2g + 1)
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products Θ[σ]Θ[σ′]. This is also the number of even characteristics, and the products Θ[σ]Θ[σ′] span
the same space (of modular forms of weight 1) as the θ[∆]2’s, which has dimension 2g−1(2g + 1).
As the degree of an Hg-invariant homogeneous polynomial in the Θ[σ] is a multiple of four, say
4k, it can be written as a homogeneous polynomial of degree 2k in the θ[∆]2’s. Thus for g ≤ 3, any
element in M2k(Γg(2)) is a homogeneous polynomial of degree 2k in the θ[∆]
2’s.
The θ[∆]2 are the better known functions and their transformation under Γg(1) is easy to under-
stand, but the Θ[σ] have the advantage that they are algebraically independent for g ≤ 2 and there is
a unique relation of degree 16 for g = 3. In contrast, there are many quadratic relations between the
θ[∆]2’s, for example Jacobi’s relation in g = 1.
2.3 A classical formula
The classical formula used here is (cf. [I1] IV.1):
θ[ab ]
2 =
∑
σ
(−1)σbΘ[σ]Θ[σ + a]
where we sum over the 2g vectors σ ∈ Fg2 and [
a
b ] is an even characteristic, so a
tb = 0 (∈ F2). These
formulae are easily inverted to give:
Θ[σ]Θ[σ + a] = 12g
∑
b
(−1)σbθ[ab ]
2.
It is easy to see that the θ[∆]2 span one-dimensional subrepresentations of Hg. In fact, using the
classical formula one finds:
(s, x, u)θ[ab ]
2 = s2(−1)ua+xbθ[ab ]
2.
This implies that the θ[ab ]
4 are Heisenberg invariants and thus are in M2(Γg(2)). More generally, we
have:
2k∏
i
θ[aibi ]
2 ∈ M2k(Γg(2)) iff
∑
ai =
∑
bi = 0 (∈ F2).
For example in case g = 1 one has
θ[00]
2 = Θ[0]2 +Θ[1]2, θ[01]
2 = Θ[0]2 −Θ[1]2, θ[10]
2 = 2Θ[0]Θ[1],
or, equivalently,
Θ[0]2 = (θ[00]
2 + θ[01]
2)/2, Θ[1]2 = (θ[00]
2 − θ[01]
2)/2, Θ[0]Θ[1] = θ[10]
2/2.
Note that upon substituting the first three relations in Jacobi’s relation θ[00]
4 = θ[01]
4+θ[10]
4 one obtains
a trivial identity in the Θ[σ]’s.
2.4 The O+-invariants and O+-anti-invariants.
The function θ[0]4 = (
∑
σ Θ[σ]
2)2 is Heisenberg invariant and thus defines a modular form of weight
2 on Γg(2). For g ∈ O
+(2g) we have g · [0] = [0] and the explicit transformation formula for theta
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constants shows that θ[0]4 transforms by a non-trivial character which we denote by ǫ:
ρ(g)θ[0]4 = ǫ(g)θ[0]4, ǫ : O+(2g) −→ {±1}.
For g ≥ 3, this homomorphism is the only non-trivial one dimensional representation of O+(2g) and
its kernel is a simple group. In case g = 2, Thomae’s formula for θ[0]4 implies that ǫ is the product
of the sign character on the subgroup S3 × S3 of O
+(4) and ǫ(g) = 1 if g = (14)(25)(36) where we
identify O+(4) with a subgroup of S6 as in 1.3.
For applications to superstring measures, we will be particularly interested in the subspace of
O+(2g)-anti-invariants in weight 6:
M6(Γg(2))
ǫ := {f ∈M6(Γg(2)) : ρ(g)f = ǫ(g)f ∀g ∈ O
+(2g) }
and the space of O+-invariants in weight 8:
M8(Γg(2))
O+ := {f ∈M8(Γg(2)) : ρ(g)f = f ∀g ∈ O
+(2g) }.
It should be noted that Sp(2g) permutes the θ[∆]4k ∈ M2k(Γg(2)), up to sign if k is odd. Thus it
is not hard to write down some invariants or anti-invariants, but the problem is to find all of them.
2.5 The dimensions of the O+-(anti)-invariants
Once the decomposition of an Sp(2g)-representation into irreducibles is known, it is easy to find the
dimension of the O+-(anti)-invariants (although this is a case of overkill, since finding these O+-
representations is much easier to do using the action of some generators of these groups). Recently
M. Oura [O] used the methods from [R1],[R2] to determine the dimension of the O+-invariants in
M2k(Γg(2)) for small k and g.
The dimension of the O+-invariants in V is the multiplicity of the trivial representation 1 of O+ in
the O+-representation ResSp
O+
(V ) (the restriction of the representation from Sp(2g) to O+(2g)):
dimV O
+
= 〈ResSp
O+
(V ), 1 〉O+ = 〈V, Ind
Sp
O+
(1) 〉Sp
where the second equality is Frobenius reciprocity. According to Frame [F2] one has:
IndSp
O+
(1) = 1 + σθ, dimσθ = 2
g−1(2g + 1)− 1 = (2g − 1)(2g + 2)/2,
where 1 is the trivial representation and σθ is an irreducible representation of Sp(2g), note that
dim IndSp
O+
(1) = [Sp(2g) : O+(2g)] = 2g−1(2g + 1). Thus if the multiplicity of 1, σθ in V is n1, nθ
respectively, then dimV O
+
= n1 + nθ.
Similarly, the dimension of the O+-anti-invariants in V is the multiplicity of the representation ǫ of
O+ in the O+-representation ResSp
O+
(V ) :
dimV ǫ = 〈ResSp
O+
(V ), ǫ 〉O+ = 〈V, Ind
Sp
O+
(ǫ) 〉Sp.
According to Frame [F2], the induced representation has two irreducible components:
IndSp
O+
(ǫ) = ρθ ⊕ ρr,
{
dim ρθ = (2
g + 1)(2g−1 + 1)/3,
dim ρr = (2
g + 1)(2g − 1)/3.
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Thus if the multiplicity of ρθ, ρr in V is nθ, nr respectively, then dimV
ǫ = nθ + nr.
2.6 The Sp(2g)-representation on Mθ2 (Γg(2))
The representation ρ2 of Sp(2g) on the subspace M
θ
2 (Γg(2)) ⊂M2(Γg(2)) was shown to be irreducible
and isomorphic to ρθ in [vG].
We briefly recall the proof. As θ[0]4 ∈ Mθ2 (Γg(2)) and θ[0]
4 is an O+(2g)-anti-invariant, the repre-
sentation ǫ of O+ is a summand of the restriction of ρ2 to O
+:
1 ≥ 〈ResSp
O+
(ρ2), ǫ〉O+ = 〈ρ2, Ind
Sp
O+
(ǫ)〉Sp.
As IndSpO+(ǫ) = ρθ ⊕ ρr, either ρθ or ρr must be a summand of ρ2. For g ≥ 3, and using
dimC[. . . ,Xσ, . . .]
Hg
4 = (2
g + 1)(2g−1 + 1)/3 (cf. 1.8) we have:
dim ρr > dim ρθ = dimC[. . . ,Xσ , . . .]
Hg
4 ≥ dimM
θ
2 (Γg(2)).
Therefore we have the irreducible representation ρ2 = ρθ on M
θ
2 (Γg(2)) and C[. . . ,Xσ , . . .]
Hg
4 =
Mθ2 (Γg(2)) (so there are no Hg-invariant algebraic relations of degree 4), moreover dimM
θ
2 (Γg(2)) =
(2g + 1)(2g−1 + 1)/3.
The induced representation IndSp
O+
(ǫ) is realized on a vector space of dimension [Sp(2g) : O+(2g)] =
2g−1(2g + 1) which has a basis e∆ parametrized by the even theta characteristics (or equivalently, by
the cosets Sp(2g)/O+(2g)). There is an Sp(2g)-equivariant map
Φ : IndSp
O+
(ǫ) −→ Mθ2 (Γg(2)), e∆ = g · e[0] 7−→ ρ2(g)θ[0]
4 = ǫ∆θ[∆]
4,
for some ǫ∆ ∈ {±1}. The subrepresentation ρ
θ is mapped onto Mθ2 (Γg(2)) and the kernel of Φ is the
subrepresentation ρr.
2.7 The Sp(2g)-representation on Sym2(Mθ2 (Γg(2)))
Frame has shown that the Sp(2g)-representation Sym2(Mθ2 (Γg(2))) decomposes into irreducible rep-
resentations as follows:
Sym2(ρθ) = 1 + σθ + σc, dimσc = 2
g−2(2g + 1)(2g − 1)(2g + 2),
and σθ as in 2.5. The functions θ[∆]
8 are in Mθ4 (Γg(2)). They are permuted (without signs) by
Sp(2g) and span the subrepresentation 1 + σθ. The trivial subrepresentation in Sym
2(Mθ2 (Γg(2)))
is then spanned by the invariant
∑
∆ θ[∆]
8. It is easy to verify that the dimension of the image of
Sym2(Mθ2 (Γg(2))) is larger than 2
g−1(2g + 1) = dim(1 + σθ) for g ≥ 2. As the multiplication map
is Sp(2g)-equivariant it follows that Sym2(Mθ2 (Γg(2))) ⊂ M
θ
4 (Γg(2)) (so if f1, . . . , fN is a basis of
Mθ2 (Γg(2)) then the fifj are linearly independent).
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2.8 Decomposing representations of Sp(2g)
Given a representation of a finite group on a complex vector space, one could determine the value
of the character of the representation on each conjugacy class and then use the table of irreducible
characters of the group to find the decomposition of the representation. However, it is very time
consuming to compute these character values in our examples. Thus we take another approach, which
has the additional advantage of finding explicitly certain subrepresentations.
There is one conjugacy class of Sp(2g) which has only 22g−1 elements, the class of the transvections
tv with v ∈ F
2g
2 − {0}, see A.4. If ρ : Sp(2g) → GL(V ) is a complex representation of Sp(2g), the
operator
C = Cρ :=
∑
v 6=0
ρ(tv) (∈ GL(V ))
obviously satisfies ρ(g)Cρ(g)−1 = C for all g ∈ Sp(2g). If V = ⊕V nii is the decomposition of V into
irreducible representations Vi, Vi 6∼= Vj if i 6= j, then, by Schur’s lemma, C must be scalar multiplication
by a λi ∈ C on Vi. In particular, the eigenvalues of C are the λi with multiplicity ni(dimVi) (but it
can happen that λi = λj for i 6= j).
To find λi we consider the trace of C on Vi: as the tv, v 6= 0, are the elements of one conjugacy
class,
Tr(C|Vi) = (2
2g − 1)Tr(ρi(tv)) = (2
2g − 1)χi(tv)
where v is now one specific (but arbitrary) transvection and χi is the character of the irreducible
representation ρi. On the other hand,
Tr(C|Vi) = (dimVi)λi, hence λi =
(22g − 1)χi(tv)
dimVi
.
Note that ker(C−λI) will be the direct sum of the V nii with λi = λ, so we do not only get information
on the multiplicities of the irreducible constituents of ρ but also on the corresponding subspaces of V .
3 The case g = 1
3.1 The geometry
In case g = 1, the holomorphic map
H1 −→ P
1, τ 7−→ (Θ[0](τ) : Θ[1](τ))
is non-constant and thus its image contains an open set of P1. This implies that there are no algebraic
relations between the Θ[σ]. In fact, the image is P1−{6 points} (these points correspond to the zeroes
of η12, see below) and it is isomorphic to the modular curve H1/Γ1(2, 4) ∼= H1/Γ1(4).
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3.2 The modular forms of even weight
The dimension formula from section 1.8 and the fact that Mθ2k(Γ1(2)) = M2k(Γ1(2)) shows that
dimM2k(Γ1(2)) = k+1. A basis of M2(Γ1(2)) is given by the Heisenberg invariants Θ[0]
4+Θ[1]4 and
(Θ[0]Θ[1])2. More generally, a basis of M2k(Γ1(2)) is given by the homogeneous polynomials of degree
k in these generators:
(Θ[0]4 +Θ[1]4)k, (Θ[0]Θ[1])2(Θ[0]4 +Θ[1]4)k−1, . . . , (Θ[0]Θ[1])2k .
3.3 The Sp(2) representation on M2k(Γ1(2))
The functions θ[∆]4 are in M2(Γ1(2)). The classical transformation theory of theta functions gives:
ρ2(S) :


θ[00]
4 7−→ −θ[00]
4
θ[01]
4 7−→ −θ[10]
4
θ[10]
4 7−→ −θ[01]
4
, ρ2(T ) :


θ[00]
4 7−→ θ[01]
4
θ[01]
4 7−→ θ[00]
4
θ[10]
4 7−→ −θ[10]
4
,
where S, T are the standard generators of SL(2,Z). Recall the Jacobi relation θ[00]
4 = θ[01]
4 + θ[10]
4
when computing the matrix of the ρ2(g)’s w.r.t. to the basis of M2(Γ1(2)) given by θ[
0
0]
4, θ[01]
4 for
example.
In particular, M2(Γ1(2)) is the unique irreducible two dimensional representation ρ[21] of S3, hence
M2k(Γ1(2)) ∼= Sym
k(ρ[21]).
The group O+(2) is the group of order two generated by the image of S ∈ SL(2,Z) in Sp(2).
3.4 The decomposition of M6(Γ1(2))
We briefly discuss the decomposition ofM6(Γ1(2)) because it was (implicitly) used in our earlier papers.
As M6(Γ1(2)) = Sym
3(M2(Γ1(2))), it is the direct sum of the three irreducible representations of S3:
M6(Γ1(2)) ∼= ρ[3] ⊕ ρ[2,1] ⊕ ρ[13],
where ρ[13] is the sign representation of S3 and ρ[3] is the trivial representation.
One verifies that:
ρ[3] = 〈Θ[0]
12 − 33Θ[0]8Θ[1]4 − 33Θ[0]4Θ[1]8 +Θ[1]12〉,
ρ[13] = 〈 η
12 〉,
ρ[2,1] = {(a+ b)θ[
0
0]
12 + aθ[01]
12 + bθ[10]
12 : a, b ∈ C},
were we used a classical formula for the Dedekind η function: η3 = θ[00]θ[
0
1]θ[
1
0], so
η12 = θ[00]
4θ[01]
4θ[10]
4
= (Θ[0]2 +Θ[1]2)2(Θ[0]2 −Θ[1]2)2(2Θ[0]Θ[1])2.
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The function η12 is a modular form of weight 6 on Γ1(2); viewed as homogeneous polynomial of degree
6, it vanishes in the six points (1 : 0), (0 : 1), (1 : ik), with k = 0, 1, 2, 3 and i2 = −1, in P1.
The subspace of O+(2)-anti-invariants is:
M6(Γg(2))
ǫ = 〈η12, f21 := 2θ[
0
0]
12 + θ[01]
12 + θ[10]
12 〉,
the function f21 lies in the two-dimensional irreducible subrepresentation.
4 The case g = 2
4.1 The geometry
In case g = 2, the four Θ[σ]’s define a holomorphic map
H2 −→ P
3, τ 7−→ (Θ[00](τ) : Θ[01](τ) : Θ[10](τ) : Θ[11](τ))
which factors over H2/Γ2(2, 4). Its image contains an open subset of P
3, hence there are no algebraic
relations between the Θ[σ]’s. Results of Igusa imply that this map induces an isomorphism between
the Satake compactification of H2/Γ2(2, 4) and P
3. In particular, the image of the map is H2/Γ2(2, 4)
and it is P3 minus the union of 15 pairs of lines. The pairs of lines are the pairs of eigenspaces of
the 15 elements (1, x, u), with (x, u) ∈ F42 − {0}, in the Heisenberg group acting on P
3. For example
(1, (0, 0), (1, 0)) maps Θ[ab] to (−1)aΘ[ab] and thus has two eigenlines parametrized by (s : t : 0 : 0)
and (0 : 0 : s : t) where (s : t) ∈ P1.
The quotient of P3 by the Heisenberg group is the Satake compactification of H2/Γ2(2). The ring
of Heisenberg invariants can be shown to be generated by 5 polynomials p0, . . . , p4, homogeneous of
degree 4, in the Θ[σ]’s:
C[. . . ,Θ[σ], . . .]H2 = C[p0, . . . , p4]
where the pi are defined as:
p0 = Θ[00]
4 +Θ[01]4 +Θ[10]4 +Θ[11]4, p1 = 2(Θ[00]
2Θ[01]2 +Θ[10]2Θ[11]2),
p2 = 2(Θ[00]
2Θ[10]2 +Θ[01]2Θ[11]2), p3 = 2(Θ[00]
2Θ[11]2 +Θ[01]2Θ[10]2),
p4 = 4Θ[00]Θ[01]Θ[10]Θ[11].
Thus the quotient map is given by these quartics P3 → P4. Equivalently, H2/Γ2(2) is the image of
the holomorphic map given by the quartics in the Θ[σ](τ)’s above. The 15 pairs of eigenlines map to
15 lines in P4, for example both (s : t : 0 : 0) and (0 : 0 : s : t) map to (s4 + t4 : 2s2t2 : 0 : 0 : 0) which
is the general point on the line parametrized by (u : v : 0 : 0 : 0) with (u : v) ∈ P1. The image of P3 is
defined by a quartic polynomial f4 in 5 variables, the Igusa quartic (cf. [CD]), that is f4(p0, . . . , p4)
is identically zero. It follows that, as a graded ring,
⊕∞k=0M2k(Γ2(2))
∼= C[y0, . . . , y4]/(f4(y0, . . . , y4)).
In particular, dimM2 = 5, dimM4 = 15, dimM6 = 35, dimM8 = 70 − 1 = 69.
The singular locus of the image of P3, i.e. of the threefold in P4 defined by f4 = 0, is the union
of the 15 ‘boundary’ lines. In [CD] it was shown that the five partial derivatives ∂f4/∂yi(p0, . . . , p4),
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span a 5 dimensional space of modular forms of weight 6 on Γ2(2) which is precisely the space spanned
by the Ξ6[δ]’s, the modular forms introduced by D’Hoker and Phong in [DP1]. Hence the Ξ6[δ] are
zero on the boundary, that is, they are cusp forms.
4.2 The Sp(4)-representations on the M2k(Γ2(2))
Using the isomorphism Sp(4) ∼= S6, the irreducible representations of Sp(4) are labelled by partitions
of 6. One has the identifications (cf. [CD], one finds ρθ from the representation on Vθ := M2(Γ2(2)),
ρθ+ρr is the representation on the θ[δ]
12, which is IndSp
O+
(ǫ) and 1+σθ is the permutation representation
on the 10 even θ[δ]8, hence its trace must be ≥ 0 on each conjugacy class):
ρθ = ρ[23], ρr = ρ[214], σθ = ρ[42].
Using the representation theory of S6 one finds:
M2(Γ2(2)) ∼= ρ[23],
M4(Γ2(2)) ∼= Sym
2(ρ[23]) = 1+ ρ[42] + ρ[23],
M6(Γ2(2)) ∼= Sym
3(ρ[23]) = 1+ 2ρ[23] + ρ[214] + ρ[42] + ρ[313],
M8(Γ2(2)) ∼= Sym
4(ρ[23]) − 1 = 1+ 3ρ[23] + 3ρ[42] + ρ[313] + ρ[321].
Explicit functions in the various subrepresentations of M6(Γ2(2)) are given in [CD].
5 The case g = 3
5.1 The geometry
In case g = 3, the 8 Θ[σ]’s define a holomorphic map
H3 −→ P
7, τ 7−→ (Θ[000](τ) : . . . : Θ[111](τ))
which factors over H3/Γ3(2, 4). The image of this map is a 6-dimensional quasi-projective variety Z
0
whose closure Z is defined by a homogeneous (Heisenberg invariant) polynomial F16 of degree 16, see
section 5.10. In particular, the holomorphic function τ 7→ F16(. . . ,Θ[σ](τ), . . .) is identically zero on
H3. The complement of Z
0 in Z is the union of 63 pairs of P3’s, which are the eigenspaces of elements
in the Heisenberg group.
5.2 Modular forms
As there is only one relation of degree 16 and the quotient ring is normal we get ([R1], [R2]):
M2k(Γ3(2)) = M
θ
2k(Γ3(2)) = (C[. . . ,Θ[σ], . . .]4k)
H3
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with
(C[. . . ,Θ[σ], . . .]4k)
H3 =


(C[. . . ,Xσ , . . .]4k)
H3 k ≤ 3,
(C[. . . ,Xσ , . . .]4k)
H3/F16(C[. . . ,Xσ, . . .]4k−16)
H3 , k ≥ 4.
5.3 Weight 2
From section 2.6 we know that M2((Γ3(2)), a fifteen dimensional vector space, is an irreducible Sp(6)-
representation, denoted by ρθ. As Sp(6) has a unique irreducible representation of dimension 15,
denoted by 15a in [F1], it follows that ρθ ∼= 15a.
5.4 Weight 4
From section 2.7 we know that Sym2(M2(Γ3(2))) ⊂ M4(Γ3(2)) and as an Sp(6)-representation we
have:
Sym2(M2(Γ3(2))) := Sym
2(15a) = 1 + 35b + 84a.
The invariant subspace is spanned by
∑
∆ θ[∆]
8 and the subrepresentation 1 + 35b is spanned by the
36 θ[∆]8’s which are permuted by Sp(6).
We recall the following relation, which holds for all τ ∈ H3:
r1 − r2 = r3, with r1 =
∏
a,b∈F2
θ[0000ab](τ), r2 =
∏
a,b∈F2
θ[0001ab ](τ), r3 =
∏
a,b∈F2
θ[1000ab](τ).
From this we deduce that 2r1r2 = r
2
1 + r
2
2 − r
2
3. Thus r1r2, a product of 8 distinct θ[∆]’s, is a linear
combination of three products of four theta squares. The sum of the four characteristics in each
product is zero, hence
r1r2 =
∏
a,b,c∈F2
θ[000abc ] ∈M4(Γ3(2)).
We verified that under the action of Sp(6) on r1r2 one obtains 135 functions which are a basis of
M4(Γ3(2)) and which are permuted (without signs) by Sp(6).
Let P ⊂ Sp(6) be the stabilizer of r1r2, it consists of the matrices with blocks A, . . . ,D with C = 0.
There are no non-trivial homomorphisms P → GL1(C) = C
∗, because these factor over SL(3,F2)
(with P as before, one maps the matrix first to A) and this is a simple group (of order 168). Thus any
g ∈ P acts as the identity on r1r2. By Frobenius reciprocity one can then identify the representation
of Sp(6) on M4(Γ3(2)) with Ind
Sp
P (1P ), this representation is (cf. [F1], p. 113)
M4(Γ3(2)) ∼= Ind
Sp
P (1P )
∼= 1 + 35b + 84a + 15a ∼= Sym
2(M2(Γ3(2))) + 15a.
In particular, there is a unique complementary 15-dimensional subspace which is Sp(6)-invariant;
the representation on this subspace must be 15a ∼= ρθ. An isomorphism of representations, which uses
some geometry of quadrics, can be obtained as follows.
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Let L ⊂ F62 be a Lagrangian subspace (so L
∼= F32 and E(v,w) = 0 for all v,w ∈ L). Then there are
eight even quadrics Q such that L ⊂ Q (cf. [CDG1] Appendix A) In case L = L0 = {(v
′, v′′) : v′′ = 0},
the 8 even quadrics containing L0 have the same characteristics as the eight theta constants in r1r2.
Each of the 135 functions in the Sp(6)-orbit of r1r2 can thus be written as
PL = ±
∏
Q⊃L
θ[∆Q],
for a unique Lagrangian subspace L, where the product is over the 8 quadrics containing L and the
sign is determined by the condition that it is +1 if L = L0 and that PL = ρ(g)PL0 for some g ∈ Sp(6).
Using this description of the basis of M4(Γ3(2)) it is not hard to write down the (unique) O
+-anti-
invariant. Recall that O+ is the stabilizer of the even characteristic [0] and let Q0 be the corresponding
even quadric. An even (=split) quadric Q in F62 (cf. A.1) contains 30 Lagrangian subspaces, 15 in
each ruling (L,L′ ⊂ Q are in the same ruling if L ∩ L′ is 1-dimensional). Let P [0] be the sum of
the 15 PL’s from one ruling minus the sum of the 15 PL’s from the other ruling of Q0. Then P [0]
transforms with the representation ǫ of O+. Thus the subrepresentation of M4(Γ3(2)) generated by
P [0] is contained in IndSp
O+
(ǫ) and thus it must be ρθ = 15a, ρr = 21b or their direct sum. As only 15a
is a component of the representation on M4(Γ3(2)), we conclude that the subrepresentation generated
by P [0] is isomorphic to 15a and thus is complementary to Sym
2(M2(Γ3(2))).
5.5 The Sp(6)-representation on M6(Γ3(2))
We verified that the 680 products PiPjPk (0 ≤ i ≤ j ≤ k ≤ 14) are linearly independent in the
870-dimensional vector space (C[. . . ,Θ[σ], . . .]8)
Hg . We denote the subspace which they span by
Sym3(M2(Γ3(2))) := 〈PiPjPk : Pi, Pj , Pk ∈M2(Γ3(2)) 〉.
As Sp(6,F2)-representation we have M2(Γ3(2)) ∼= 15a, and this implies:
Sym3(M2(Γ3(2))) ∼= 2 · 15a + 21b + 35b + 84a + 105c + 189c + 216a.
To decompose all of V = M6(Γ3(2)) we use operator C = CV as in 2.8. A computer computation
showed that the eigenvalues λ with multiplicities mλ of C on V are:
(λ,mλ) : (63, 1), (27, 35), (3, 378), (−7, 216), (−13, 189), (−21, 30), (−33, 21).
Obviously (63, 1) corresponds to the one-dimensional trivial representation. Using the character table
of Sp(6) in [F1], p.114–115 (where tv is in the 16
th conjugacy class labelled 1−526), one finds unique
irreducible representations ρ of dimension dλ such that Cρ has eigenvalue λ in the cases (λ, dλ) =
(−7, 216), (−13, 189), (−33, 21). It follows that the irreducible representations 216a, 189c and 21b
occur in M6(Γ3(2)), all three with multiplicity one. The irreducible representations ρ for which Cρ
has eigenvalue λ = 27 are 21a and 35b. As C has a 35-dimensional eigenspace with λ = 27, the
representation 35b occurs with multiplicity one in M6(Γ3(2)). The irreducible representations ρ for
which Cρ has eigenvalue λ = 3 are: 105c, 84a, 420a, 210b. This gives two possibilities for the
decomposition of the 378-dimensional eigenspace with λ = 3: 2 · 105c + 2 · 84a or 210b + 2 · 84a.
As we saw above, 105c is an irreducible component of Sym
3(15a) ⊂ M6(Γ3(2)), hence we conclude
that 2 · 105c + 2 · 84a is a summand of M6(Γ3(2)). The irreducible representations ρ for which Cρ
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has eigenvalue λ = −21 are: 105a and 15a. As C has a 30-dimensional eigenspace with λ = −21 it
follows that 2 · 15a is the representation on this eigenspace.
Combining these results with the decomposition of Sym3(15a) above, we get
M6(Γ3(2)) = Sym
3(15a) + 1 + 84a + 105c.
5.6 The invariant in M6(Γ3(2))
The trivial subrepresentation corresponds to an Sp(6)-invariant modular form, that is, to a modular
form of weight 6 for Γ3 whose existence follows already from the dimension formula for Mk(Γ3) found
by Tsuyumine [T], c.f. [R2], p.188.
Our results on the decomposition of M2k(Γ3(2)) for k = 1, 2 suggest a way to write down this
invariant G which may be of some interest. Both M2(Γ3(2)) and M4(Γ3(2)) have a unique copy of the
the Sp(6)-representation ρθ = 15a. The representationM2(Γ3(2)) ∼= ρθ contains the 36 functions θ[∆]
4
and in 5.4 we identified a function P [0] in 15a ⊂ M4(Γ3(2)) on which O
+(6) acts via the character
ǫ, as it does on θ[0]4. Since the subspace of O+-anti-invariants in ρθ is one dimensional, we get an
isomorphism of Sp(6)-representations Φ by defining
Φ :M2(Γ3(2))
∼=
−→ 15a (⊂M4(Γ3(2))) Φ(ρ2(g)θ[0]
4) := ρ4(g)P [0].
Now let P [∆] := Φ(θ[∆]4). Then the function G :=
∑
∆ θ[∆]
4P [∆] ∈ M6(Γ3(2)) corresponds to the
function
∑
∆ θ[∆]
8 ∈ Sym2(15a), which is an Sp(6)-invariant. Thus G is an Sp(6)-invariant and an
explicit verification showed that G 6= 0.
5.7 Asyzygous sextets
The subrepresentation space 105c in the complement of Sym
3(15a) is quite interesting and, as we
will show, has in fact been studied by D’Hoker and Phong in [DP3]. Following [DP3] we consider
sets S = {∆1, . . . ,∆6} of six totally asyzygous (even) characteristics, that is, ∆i+∆j +∆k is odd for
distinct i, j, k. An example of such a sextet of even characteristics is
S0 := { [
110
110], [
110
111], [
111
110], [
101
101], [
101
111], [
111
101] }.
Note that the six characteristics in the sextet S0 are of the form [
1ab
1cd] where [
ab
cd] runs over the six odd
theta characteristics in genus 2. It is well known that the sum of any three odd characteristics in genus
two is even, so the sum of any three of these six characteristics for g = 3 is indeed odd. There are
336 asyzygous sextets and Sp(6) acts transitively on the 336 totally asyzygous sextets. The sum of
the six characteristics in such a sextet is zero (in F2), hence to a sextet S we can associate a modular
form FS of weight 6 on Γ3(2):
FS :=
∏
∆∈S
θ[∆]2 (∈M6(Γ3(2))).
Using the classical theta formula 2.3, each FS corresponds to a Heisenberg invariant homogeneous
polynomial of degree 12 in the Θ[σ]’s. A computer computation shows that the 336 functions FS span
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a 105-dimensional vector space, which we denote by
Was := 〈 FS : S totally asyzygous sextet 〉 (⊂M6(Γ3(2))).
We verified that Sym3(M2(Γ3(2))) ∩ Was = {0} and that C is multiplication by 3 on Was, hence
Was ∼= 105c. Therefore Was is the 105-dimensional irreducible representation in the complement of
Sym3(15a).
One of the results in [DP3] is that there are no functions in Was which transform as θ[0]
4 under
O+(6). This is now clear, since such a function would generate a subrepresentation of IndSp
O+
(ǫ) =
15a ⊕ 21b, which contradicts the fact that Was ∼= 105c.
5.8 Cusp forms in Was
A modular form f ∈ M2k(Γg(2)) is called a cusp form if, for all M ∈ Γg(1), and all τg−1 ∈ Hg−1 one
has, with τ1 ∈ H1:
lim
τ1→i∞
f(M · τg−1,1) = 0, with τg−1,1 =
(
τg−1 0
0 τ1
)
.
We now show that the FS are cusp forms. The group Sp(2) acts transitively on these functions, so it
suffices to show that FS0 is a cusp form. But FS0(M ·τg−1,1) = ±FT (τg−1,1) where T is sextetM
−1 ·∆i,
where the ∆i, 1 ≤ i ≤ 6 are the characteristics in S0. So we must show that limτ1→i∞ FS(τg−1,1) = 0
for all 336 asyzygous sextets S. As the limit θ[abcdef ](τg−1,1) = 0 for all τg−1 iff c = 1, we must verify
that each sextet has at least one characteristic with c = 1. This can be done by computer, and we did
that (there is a more elegant method, using that the asyzygous sextets correspond to decompositions
F62 = V1 ⊕ V2 with Vi symplectic subspaces of dimension Vi, the condition that θ[∆]→ 0 is just that
v = (001000) ∈ F
6
2 does not lie in Q∆ etc.).
5.9 Miyawaki’s F12
The cusp forms FS are permuted, up to signs, by the elements of Sp(6), thus the sum (over the 336
asyzygous sextets) of their squares
F12 =
∑
S
F 2S
is an Sp(6)-invariant cusp form of weight 12, if it isn’t identically zero on H3. To exclude that
possibility we computed the degree 24 polynomial in the Xσ corresponding to F12 and verified that
the result is not a multiple of the polynomial F16 (we actually put Xσ = 1 except for X111 in this
computation). Thus F12 is a cusp form of weight 12 on Γ3(1) and was first discovered by I. Miyawaki
([Mi]). Recently B. Heim [H] determined the spinor L-function of this cusp form which is of interest
for arithmetical applications.
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5.10 The Sp(6)-representation on M8(Γ3(2))
The modular forms of weight 8 on Γ3(2) can be described as follows:
C[. . . ,Xσ , . . .]
Hg
16
∼= M8(Γ3(2))⊕ 〈F16〉,
where F16 is a homogeneous polynomial of degree 16 in the Xσ such that F16(. . . ,Θ[σ](τ), . . .) = 0 for
all τ ∈ H3, see [vGvdG], [CDG1], § 4.1. This polynomial may be written as
F16 = 8
∑
∆
θ[∆]16 −
(∑
∆
θ[∆]8
)2
, θ[ǫǫ′ ]
2 =
∑
σ
(−1)σǫ
′
XσXσ+ǫ
so one substitutes Xσ rather than Θ[σ] in the classical theta formula. In particular,
dimM8(Γ3(2)) = 3993 − 1 = 3992.
We computed the dimension of the image, denoted by Sym4(M2(Γ3(2)))0, of Sym
4(M2(Γ3(2))) in
this 3992-dimensional vector space (that is, of the space spanned by the products PiPjPkPl, for a basis
Pi ∈ C[. . . ,Xσ, . . .]
Hg
4 , 1 ≤ i ≤ 15, the image includes F16). There are 27 independent relations, thus
dimSym4(M2(Γ3(2)))0 = (3060 − 1)− 27 = 3032.
As M2(Γ3(2)) = 15a, a computation with Sp(6)-representations shows that
Sym4(M2(Γ3(2))) ∼= 2 · 1+ 2 · 15a + 27a + 35a + 4 · 35b + 4 · 84a + 105c+
+168a + 189c + 2 · 216+ 3 · 280b + 336a + 420a.
The 1+27-dimensional kernel of the map Sym4(M2(Γ3(2)))→ Sym
4(M2(Γ3(2)))0 must be an Sp(6)-
representation, thus it must be 1 + 27a. We have an explicit description of this kernel and we will
show it is useful in the study of modular forms of higher genus in another paper.
It remains to identify the complementary Sp(6)-representation, which we will denote by W :
M8(Γ3(2)) ∼= Sym
4(M2(Γ3(2)))0 ⊕ W, dimW = 960.
We computed the operator C from section 2.8 on C[. . . ,Xσ, . . .]
Hg
16 . The resulting pairs of the
eigenvalues λ with multiplicity mλ of C are:
(λ,mλ) : (3, 1050), (9, 840), (15, 168), (27, 140), (63, 2),
(−3, 672), (−7, 648), (−9, 35), (−13, 378), (−21, 60).
Note that this result also implies that 27a cannot be a subrepresentation of C[. . . ,Xσ , . . .]
Hg
16 because
the eigenvalue λ of C on 27a would have been 35, but this is not an eigenvalue of C.
The eigenvalue 63 corresponds to the subspace of invariants. The eigenvalues λ = 9, −3, −7, −13
occur only on the irreducible representations 280b, 336a, 216a, 189c respectively, hence 3 · 280b+2 ·
336a+3 · 216a +2 · 189c is a summand of M8(Γ3(2)). Thus W has a summand 189c+ 216a+ 336a.
The eigenvalue 3 occurs only on 84a, 105c, 210b and 420a. As 4 ·84a+105c+420a is a summand
of Sym4(M2(Γ3(2)))0, there remains a subrepresentation of dimension 1050 − 861 = 189 in W with
this eigenvalue. That implies that 84a + 105c is a summand of W .
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The eigenvalue 15 occurs only on 105b, 168a and 210a, as the eigenspace of C for this eigenvalue
has dimension 168 we conclude that 168a is a summand of M8(Γ3(2)) (which lies in Sym
4(15a)).
The eigenvalue 27 occurs only on 21a and 35b. As 4 · 35b is a summand of Sym
4(M2(Γ3(2)))0 and
the dimension of this eigenspace of C is 140, none of these two representations occurs in W .
The eigenvalue −9 occurs on four irreducible representations, the one with lowest dimension is 35a.
As the eigenspace for λ = −9 has dimension 35, we conclude that 35a is a summand of M8(Γ3(2))
(which lies in Sym4(15a)).
The eigenvalue −21 occurs only on 15a and 105a, as the eigenspace of C for this eigenvalue has
dimension 60 we conclude that 4 ·15a is a summand of M8(Γ3(2)) and that W has a summand 2 ·15a.
From this we find the following decomposition of W :
W = 2 · 15a + 84a + 105c + 189c + 216a + 336a.
6 The case g = 4
6.1 The Sp(8)-representation on Mθ4 (Γ4(2))
In case g = 4 we are no longer sure if Mθ2k(Γ4(2)), the space of modular forms of weight of 2k which
are (Heisenberg-invariant) polynomials in the Θ[σ]’s, is equal to all of M2k(Γ4(2)) (cf. [OSM]).
The Sp(8)-representation on Mθ2 (Γ4(2)), which we denoted by ρθ in section 2.6, is the unique 51-
dimensional irreducible representation of Sp(8) (a table of the 81 irreducible representations of Sp(8)
can be easily generated with the computer algebra program ‘Magma’ [BCP]).
The complement of Sym2(Mθ2 (Γ4(2)) inM
θ
4 (Γ4(2)) (of Sp(8)-representations) now has codimension
918:
dimMθ4 (Γ4(2)) − dimSym
2(Mθ2 (Γ4(2))) = 2244 −
(
51 + 1
2
)
= 2244 − 1326 = 918.
We computed the operator C from section 2.8 on Mθ4 (Γ4(2)). The resulting pairs of its eigenvalues
λ with multiplicity mλ are:
(λ,mλ) : (−25, 918), (39, 1190), (119, 135), (255, 1).
The last three eigenspaces of C correspond to the irreducible representations σc, σθ and 1 respectively
and their direct sum is Sym2(ρθ), cf. 2.7. The character table shows that there are only 10 irreducible
representations of Sp(8) with dimension less then 918 and there is a unique irreducible representation
with dimension 918. However, of these eleven irreducible representations, the map C has eigenvalue
λ = −25 only on the one of dimension 918. Thus we conclude that Mθ4 (Γ4(2)) is the sum of just four
irreducible representations (like Mθ4 (Γ3(2)), cf. section 5.4).
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6.2 Frame’s observations on Sp(2g)-representations
Frame ([F3]) observed that the irreducible representations of Sp(2g) seem to come in series,
parametrized by g and an irreducible representation of O+(2l) or O−(2l) for some l < g, he called the
integer l the level of the representation.
The dimension of an irreducible representation of level l, as function of g, should be a polynomial
in 2g of degree 2l. For example, the representations ρθ (of dimension (2
g + 1)(2g−1 + 1)/3 = (2g +
1)(2g + 2)/(3!)) is of level one and should correspond to a representation of O−(2) ∼= S3.
Note that we have:
dimMθ4 (Γg(2)) − dimSym
2(Mθ2 (Γg(2))) =
1
8!
(2g + 1)(2g − 1)(2g + 2)(2g − 2)(2g − 22)(2g + 25)
which suggests, in this frame work, that Mθ4 (Γg(2)) is the direct sum of Sym
2(Mθ2 (Γg(2))) (itself a
direct sum of three irreducible representations with multiplicity one) and an irreducible representation
of level 3 corresponding to a representation of O+(6) ∼= S8, generalizing the results in 5.4, 6.1.
7 Applications to superstring measures
7.1
In this section we consider applications of our results to modular forms Ξ6[0
(g)] and Ξ8[0
(g)] on Γg(2),
of weight 6 and 8 respectively, which appear to play an important role in the theory of superstrings (cf.
[DP1], [DP2], [DP3], [CDG1], [Mo]). One has Ξ6[0
(1)] = η12 and Ξ8[0
(1)] = θ[00]
4η12. In case g = 2
D’Hoker and Phong determined, using superstring theory, a modular form Ξ6[0
(2)] ∈M6(Γ2(2))
ǫ.
As it is (still) difficult to extend their methods to higher genera, they stated certain constraints
which should be satisfied by the Ξ6[0
(g)]. However, in genus three they could not find a modular form
satisfying their constraints and we show in 7.3 that indeed such a modular form does not exist. In
[CDG1] the constraints were modified and now one has to find O+-invariant modular forms Ξ8[0
(g)] of
weight 8 on Γg(2) which moreover restrict to Ξ8[0
(k)]Ξ8[0
(g−k)] on the subvarieties Hk ×Hg−k ⊂ Hg.
Actually, superstring theory only requires the Ξ8’s to be defined on the Jacobi locus Jg of period
matrices of Riemann surfaces.
In [CDG1], [CDG2] modular forms Ξ8[0
(3)] and Ξ8[0
(4)] satisfying the modified constraints were
found. Grushevsky [Gr] gives a more general approach for all genera but it is not clear that his
proposal leads to single valued functions for g ≥ 6, for g = 5 see [SM2]. Here we give uniqueness
results for these functions. For example in genus two the function Ξ6[0
(2)], found with hard work by
D’Hoker and Phong, is easily recovered as the only modular form satisfying their constraints (but the
validity in superstring theory of the (modified) constraints is not clear yet).
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7.2 The uniqueness of Ξ8[0
(2)]
In [CDG1], section §3.4, we announced that a certain modular form Ξ8[0
(2)] ∈M8(Γ2(2))
O+ , that is,
a modular form on Γg(1, 2), is the unique modular form satisfying certain constraints. To verify this,
we recall from 2.5 that dimM8(Γ2(2))
O+ = n1 + nθ, with n1, nθ the multiplicity of 1 and σθ = ρ[42]
in M8(Γ2(2)) respectively, see section 4.2. From the decomposition given there we find that
dimM8(Γ2(2))
O+ = 1 + 3 = 4.
The subspaceM8(Γ2(2))
O+ contains the Sp(4)-invariant
∑
δ θ[δ]
16 ∈M8(Γ2(2)) as well as the three
dimensional subspace spanned by
f1 = θ[
00
00]
16, f2 = θ[
00
00]
4
∑
δ
θ[δ]12, f3 = θ[
00
00]
8
∑
δ
θ[δ]8.
We checked, using the classical theta formulas, that these four functions are linearly independent and
thus are a basis of M8(Γ2(2))
O+ .
The function Ξ8[0
(2)] should restrict to Ξ8[0
(1)](τ1)Ξ8[0
(1)](τ2) with Ξ8[0
(1)](τ1) = (θ[
0
0]
4η12)(τ1) on
H1 ×H1 ⊂ H2. This function is a multiple of θ[
0
0]
4(τ1). The restrictions of the fi are also multiples
of θ[00]
4(τ1), but the restriction of
∑
θ[δ]16 is not. Hence Ξ8[0
(2)] should be linear combination of
the three fi, and in [CDG1] we showed that there is a unique such linear combination satisfying
all the constraints. Hence Ξ8[0
(2)] is unique. Moreover, the formula given in [CDG1] shows that
Ξ8[0
(2)] = θ[0(2)]4Ξ6[0
(2)] where Ξ6[0
(2)] is the modular form found by D’Hoker and Phong.
7.3 The non-existence of Ξ6[0
(3)]
In [DP3] the existence of a modular form Ξ6[0
(3)] ∈M6(Γg(2))
ǫ with certain properties is investigated.
The only Sp(6)-representations with O+-anti-invariants are ρθ = 15a and ρr = 21b and these have a
unique such anti-invariant (cf. 2.5). Thus from the decomposition of M6(Γ3(2)) given in 5.5 it follows
that dimM6(Γ3(2))
ǫ = 3. We verified that the following functions are a basis:
M6(Γg(2))
ǫ = 〈 θ[000000]
12,
∑
∆
θ[∆]12, θ[000000]
4
∑
∆
θ[∆]8 〉.
The function Ξ6[0
(3)] should restrict to Ξ6[0
(1)](τ1)Ξ6[0
(2)](τ2) for (τ1, τ2) ∈ H1 × H2 ⊂ H3, with
Ξ6[0
(1)](τ1) = η
12(τ1). The restriction map on the theta constants is given by
θ[abcdef ](τ) 7−→ θ[
a
d](τ1)θ[
bc
ef ](τ2),
in particular θ[abcdef ] 7→ 0 if ad = 1. Thus 6 of the 36 even theta constants map to zero, the other
30 = 3 · 10 are uniquely decomposed in the product of two even theta constants for g = 1 and g = 2
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respectively. Hence, using the results from 3.4 and [CDG1], we get
θ[000000]
12(τ1,2) = θ[
0
0]
12(τ1)θ[
00
00]
12(τ2)
= (13f21 + η
12)θ[0000]
12,
(
∑
∆ θ[∆]
12)(τ1,2) = (θ[
0
0]
12 + θ[01]
12 + θ[10]
12)(τ1)(
∑
δ θ[δ]
12)(τ2)
= (23f21 − η
12)
∑
δ θ[δ]
12,
(θ[000000]
4Ψ4)(τ1,2) = θ[
000
000]
4(τ1,2)(
∑
∆ θ[∆]
8)(τ1,2)
= θ[00]
4(τ1)(θ[
0
0]
8 + θ[01]
8 + θ[10]
8)(τ1)θ[
00
00]
4(τ2)(
∑
δ θ[δ]
8)(τ2)
= 23f21θ[
00
00]
4(
∑
δ θ[δ]
8).
Thus aθ[000000]
12 + b
∑
∆ θ[∆]
12 + cθ[000000]
4(
∑
∆ θ[∆]
8) restricts to a function of the form η12(τ1)g(τ2) iff
aθ[0000]
12 + 2b
∑
δ
θ[δ]12 + 2cθ[0000]
4
∑
δ
θ[δ]8 = 0
on H2. However, it follows from the results in Table 6 of [CD] that the ten even θ[δ]
12’s span a ten
dimensional space and that θ[0000]
4
∑
δ θ[δ]
8 does not lie in that 10 dimensional space. Hence we must
have a = b = c = 0, which proves that there is no function Ξ6[0
(3)] satisfying the three constraints
imposed in [DP3].
7.4 The uniqueness of Ξ8[0
(3)]
In [CDG1] we found a modular form Ξ8[
000
000] which satisfied constraints similar to those of [DP3] and
which are expected to be related to the superstring measure.
The constraints imply that Ξ8[0
(3)] is a modular form on Γ3(2) of weight 8 and should be O
+-
invariant (equivalently, it is a modular form on Γ3(1, 2)), so it must lie inM8(Γ3(2))
O+ . The only Sp(6)-
representations that have O+(6)-invariants are 1 and σθ = 35b. Hence (cf. 2.5), the decomposition of
M8(Γ3(2)) obtained in section 5.10 implies that
dimM8(Γ3(2))
O+ = 1 + 4 = 5.
The subspace M8(Γ3(2))
O+ contains the Sp(6)-invariant
∑
∆ θ[∆]
16 ∈ M8(Γ3(2)) as well as the
three dimensional subspace
θ[000000]
4M6(Γ3(2))
ǫ := {θ[000000]
4f : f ∈M6(Γ3(2))
ǫ },
since both θ[000000]
4 and such f are O+-anti-invariant.
For a Lagrangian subspace L ⊂ F62 we defined modular forms ±PL ∈ M4(Γ3(2)) (cf. 5.4). For an
even characteristic ∆, the sum of the 30 P 2L’s such that L ⊂ Q∆, where Q∆ is the quadric in F
6
2
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defined by ∆ is a modular form of weight 8 on Γg(2):
G[∆] :=
∑
L⊂Q∆
P 2L =
∑
L⊂Q∆
∏
Q′⊃L
θ[∆Q′]
2 (∈M8(Γ3(2))).
Note that θ[∆]2 is one of the factors in each of the 30 products. In [CDG1] we verified that G[0] ∈
M8(Γ3(2))
O+ .
It is not hard to verify (using the classical theta formulas for example) that we now have functions
which span the O+-invariants:
M8(Γ8(2))
O+ = θ[000000]
4M6(Γ8(2))
ǫ ⊕ 〈
∑
∆
θ[∆]16, G[0] 〉.
The modular form Ξ8[0
(0)] should moreover restrict to (θ[00]
4η12)(τ1)(θ[
00
00]
4Ξ6[
00
00])(τ2) on H1×H2 ⊂
H3, note this restriction is a multiple of θ[
0
0](τ1).
The restriction of
∑
θ[∆]16 to the diagonal is not a multiple of θ[00](τ1), whereas the other four func-
tions do have a restriction which is a multiple of θ[00](τ1). Thus Ξ8[0
(3)] should be linear combination
Ξa,b,c,d := θ[
000
000]
4(aθ[000000]
12 + b
∑
∆
θ[∆]12 + cθ[000000]
4Ψ4) + dG[
000
000].
An explicit computation (cf. [CDG1]) shows that only Ξ8[0
(3)] := Ξ4,4,−3,−12/12 restricts to
(θ[00]
4η12)(τ1)(θ[
00
00]
4Ξ6[
00
00])(τ2). This verifies the uniqueness of Ξ8[0
(3)].
7.5 The uniqueness of Ξ8[0
(4)]
In [CDG2], [Gr] a modular form Ξ8[0
(4)] ∈ M8(Γ4(2))
O+ was defined which restricts to
Ξ8[0
(a)](τa)Ξ8[0
(b)](τb) for (τa, τb) ∈ Ha × Hb ⊂ H4 for (a, b) = (1, 3), (2, 2). We will assume from
now on that Ξ8[0
(4)] actually is in Mθ8 (Γ4(2))
O+ (this is currently under investigation).
Using the same methods as in 7.2, 7.4, one can show that these properties characterize Ξ8[0
(4)], up
to adding a term λJ , where J = 0 defines the Jacobi locus J4 (the locus of period matrices of Riemann
surfaces in H4) and λ ∈ C. In fact, J is a modular form of weight 8 on Γ4, so it can be added to
Ξ8[0
(4)] without changing its Γg(1, 2)-invariance, moreover H1×H3 and H2×H2 are contained in the
closure of the Jacobi locus, so J is zero on these loci.
The key point is the determination of the dimension of Mθ8 (Γ4(2))
O+ , which could be done by
computer. Recently M. Oura [O] determined this dimension using the methods from [R1], [R2]:
dimMθ8 (Γ4(2))
O+ = 7. As we already know 7 independent functions in Mθ8 (Γ4(2))
O+ , it follows (using
the notation form [CDG2]):
Mθ8 (Γ4(2))
O+ = 〈
∑
∆
θ[∆]16, (
∑
∆
θ[∆]8)2, θ[0(4)]F˜1, θ[0
(4)]F˜2, θ[0
(4)]F˜3, G1[0
(4)], G2[0
(4)] 〉.
The modular form J vanishing on the Jacobi locus is
J = 16
∑
θ[∆]16 − (
∑
θ[∆]8)2
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(cf. [I2]). Now the proof of the unicity of Ξ8[0
(4)] in Mθ8 (Γg(2)) can be obtained with arguments
similar to those in sections 7.2, 7.4.
7.6 The cosmological constant in g = 3, g = 4
In [CDG1] § 4.5 we showed that the cosmological constant, which is the sum over the 36 even
characteristics of Ξ8[∆
(3)], is zero. We used that there is a unique, up to scalar multiple, Sp(6)-
invariant in M8(Γ3(2)). This follows directly from the fact that in the decomposition of M8(Γ3(2))
the representation 1 has multiplicity one.
In case g = 4, Grushevsky [Gr] already proved that the cosmological constant vanishes using
results on the slope of divisors on the moduli space of genus four curves. Another proof was given by
R. Salvati Manni in [SM2]. We sketch an alternative approach to this result, similar to the g = 3 case
in [CDG1]. A computer computation showed that the space of Sp(8)-invariants in C[. . . ,Xσ , . . .]
Hg is
two dimensional (one starts with finding invariants for the transvections which act ‘diagonally’ on the
Xσ’s to reduce the computation to a manageable size). These invariants correspond to the modular
forms Ψ8,Ψ
2
4 with Ψ4k(τ) :=
∑
θ[∆(4)]8k, note that J = 16Ψ8 −Ψ
2
4 is zero on the Jacobi locus.
As
∑
∆ Ξ8[∆
(4)] is an Sp(8)-invariant of weight 8, there are constants λ, µ such that∑
∆
Ξ8[∆
(4)] = λΨ8 + µΨ
2
4
and it suffices to show that λ + 16µ = 0. For this one can specialize τ to a diagonal matrix τ =
diag(τ1, . . . , τ4) and then let τj 7→ ∞ for j = 1, . . . , 4, similar to the computation in [CDG1], §4.5.
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Appendix A A: The action of Sp(2g,F2) on the Heisenberg invariants
A.1 Characteristics and quadrics
The group Sp(2g) fixes a non-degenerate alternating form E (i.e. E(v, v) = 0 for all v) on the F2-vector
space V = F2g2 . We choose a symplectic basis of V so that
E : V × V −→ F2, E(v,w) := v1wg+1 + . . . + vgw2g + vg+1w1 + . . . + v2gwg,
or, more compactly, E((v′, v′′), (w′, w′′)) = tv′w′′ + tv′′w′ and we occasionally write v = (v
′
v′′), where
v′, v′′ are then considered as row vectors.
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We consider the quadratic forms q on V whose associated bilinear form is E (see also [CDG1]
Appendix A, [I1], V.6), that is the maps
q : V −→ F2, q(v + w) = q(v) + q(w) + E(v,w).
One verifies easily that for all ai, bi ∈ F2 the function
q(v) = v1vg+1 + v2vg+2 + . . .+ vgv2g + a1v1 + . . .+ agvg + b1vg+1 + . . .+ bgv2g
satisfies q(v+w) = q(v)+ q(w)+E(v,w) and that any quadratic form associated to E is of this form.
Note that q(v) = tv′v′′ + av′ + bv′′, with row vectors a = (a1, . . . , ag), b = (b1, . . . , bg). The (theta)
characteristic ∆q associated to q is defined as
∆q :=
[
a1 a2 ... ag
b1 b2 ... bg
]
= [ab ], let e(∆q) := (−1)
Pg
i=1 aibi (∈ {1,−1}).
We say that ∆q is even if e(∆q) = +1 and odd else. One can verify that q(v) has 2
g−1(2g + 1) zeroes
in V if ∆q is even and has 2
g−1(2g − 1) zeroes if ∆q is odd. Moreover, there are 2
g−1(2g + 1) even
characteristics and 2g−1(2g − 1) odd characteristics, thus there are 3, 10, 36, 136 even characteristics
and 1, 6, 28, 120 odd characteristics for g = 1, 2, 3, 4 respectively.
The group Sp(2g) acts naturally on the characteristics by
(g · q)(v) := q(g−1v) (g ∈ Sp(2g), v ∈ V ).
This action is transitive (actually doubly transitive [I1] V.6 Corollary) on both the set of even char-
acteristic and on the set of odd characteristics.
A.2 Theta constants with characteristics
For an even characteristic ∆ = [ab ] one defines a function, a theta constant, on the Siegel space Hg by
θ[ab ](τ) :=
∑
m∈Zg
eπi((m+a/2)τ
t(m+a/2)+(m+a/2) tb)
so m is a row vector and
∑
aibi ≡ 0 mod 2. Then one has ([I1], V.1, Corollary), with κ(M)e
2πiφ∆(M)
an eight-root of unity, that
θ[M ·∆](M · τ) = κ(M)e2πiφ∆(M) det(Cτ +D)1/2θ[∆](τ),
for all M ∈ Sp(2g,Z), here the action of M on the characteristic ∆ is given by(
A B
C D
)
· [ab ] := [
c
d],
(
tc
td
)
=
(
D −C
−B A
)(
ta
tb
)
+
(
t(C tD)0
t(A tB)0
)
mod 2
where N0 = (N11, . . . , Ngg) is the row vector of diagonal entries of the matrix N .
To get representations of (quotients of) Γg, we defined the action of Γg on modular forms of weight
k by (M · f)(τ) := (det(Cτ +D)kf(M−1 · τ) (cf. 1.4). Note that
θ[∆](M−1 · τ) = θ[M−1M ·∆](M−1 · τ) = cM−1,∆,τθ[M ·∆](τ)
where cM−1,∆,τ collects the non-relevant part. Thus the action of M basically maps θ[∆] to θ[M ·∆].
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A.3 The action of Sp(2g) on the characteristics
We show explicitly that
(M · q∆)(v) = qM ·∆(v),
which verifies that the natural action of Γg on the theta characteristics corresponds to its action on
the quadratic forms on V .
As (M · q∆)(v) = q∆(M
−1v), we must verify q∆(M
−1v) = qM ·∆(v). For M ∈ Γg = Sp(2g,Z) we
have ME tM = E where E has blocks A = D = 0, B = −C = I:
ME tM = E iff
(
−B tA+A tB −B tC +A tD
−D tA+ C tB −D tC +C tD
)
=
(
0 I
−I 0
)
.
As E−1 = −E we find that
M−1 = −E tME, so M−1v =
(
tD − tB
− tC tA
)(
v′
v′′
)
=
(
tDv′ − tBv′′
− tCv′ + tAv′′
)
.
Therefore, with q∆(v) = q[a
b
]((
v′
v′′)) =
tv′v′′ + av′ + bv′′, we get:
q∆(M
−1v) = t( tDv′ − tBv′′)(− tCv′ + tAv′′) + a( tDv′ − tBv′′) + b(− tCv′ + tAv′′)
The non-linear part is
tv′(−D tC)v′ + tv′(D tA)v′′ + tv′′(B tC)v′ − tv′′(B tA)v′′.
AsM is symplectic, D tC is symmetric, hence only the terms (D tC)ii(v
′
i)
2 remain mod 2, but (v′i)
2 ≡ v′i
mod 2 and thus tv′(−D tC)v′ ≡ (D tC)0v
′ mod 2, similarly v′′(B tA)v′′ ≡ (B tA)0v
′′ mod 2. Next
B tC ≡ I +A tD mod 2 and thus tv′(D tA)v′′ + tv′′(B tC)v′ ≡ tv′v′′ mod 2. Thus we found that
q∆(M
−1v) = tv′v′′ + (a tD − b tC + (D tC)0)v
′ + (−a tB + b tA+ (B tA)0)v
′′
so q∆(M
−1v) = qM ·∆(v), as desired.
A.4 Transvections
The group Sp(2g,F2) is generated by transvections tv, for v ∈ V , which are analogous to reflections
in orthogonal groups ([J], § 6.9). They are defined as:
tv : V −→ V, tv(w) := w + E(w, v)v.
It is straightforward to verify that tv ∈ Sp(2g,F2), in fact the same formula works also for Z instead
of F2 and then defines elements in Sp(2g,Z). As gtvg
−1 = tg(v) for g ∈ Sp(2g,F2) and v ∈ V , the
non-trivial transvections form a conjugacy class.
For v ∈ V one verifies easily t2v = 1, the identity on V , so tv is an involution, and
tvtw = twtv if E(v,w) = 0, tvtwtv = tv+w if E(v,w) = 1
for v,w ∈ V . In particular (tvtw)
2 = 1 if E(v,w) = 0 and (tvtw)
3 = 1 if E(v,w) = 1.
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Using these Coxeter relations it is easy to establish a relation between Sp(6,F2) and W (E7).
❝ . . . ❝ ❝ ❝ ❝ ❝ ❝
❝
(100111) (
101
100) (
111
111) (
101
001) (
001
111) (
101
011) (
010
111)
(011000)
β
One verifies that E(v,w) = 0 for points v,w in the diagram except when they are connected by an
edge (or the dotted edge), in which case E(v,w) = 1. Thus there is a surjective homomorphism
from W (E7) to Sp(6,F2). Note that β indicates the longest root of E7 and from the diagram one
can see that β⊥ contains a root system of type D6. This root system can be realized as the set of
vectors ±(ei± ej) in R
6, in particular, there are 6 mutually perpendicular vectors in D6 (for example
e1 + e2, e1 − e2, e3 + e4, . . . , e5 − e6). Therefore there are 7 perpendicular roots β = β1, . . . , β7 in E7.
The product of the reflections in W (E7) defined by these 7 roots is obviously −1 on R
7, thus it lies
in the center of W (E7). The group W (E7)/ < −1 > is simple and is isomorphic to Sp(6,F2), one
actually has
W (E7) ∼= Sp(6,F2) × {±1}.
That the image of −1 is trivial can also be checked as follows: the seven perpendicular roots map to the
7 non-zero points in a Lagrangian subspace. In suitable coordinates we may assume that this subspace
is L := {(abc000) : a, b, c ∈ F2} and then one verifies easily that the product of the 7 transvections tv,
where v runs over the non-zero elements of L, is the identity on V .
A.5 The action of the transvections on the characteristics
Let v ∈ V and let q be a quadratic form with associated bilinear form E and characteristic ∆q. As tv
is an involution, q(v + w) = q(v) + q(w) + E(v,w) for all v,w ∈ V and q(av) = aq(v) for a ∈ F2 we
have
(tv · q)(w) = q(tv(w)) = q(w + E(v,w)v) = q(w) + E(v,w)q(v) + E(v,w)
2.
Hence we get the simple rule:
(tv · q)(−) =
{
q(−) if q(v) = 1,
q(−) + E(v,−) if q(v) = 0,
so t(v′
v′′
) · q[ab ] = q[a+v
′′
b+v′
]
in case q[a
b
]((
v′
v′′)) = 0.
Note that the 7 points in the top row of the Dynkin diagram in A.4 are a diagram of type A7 and
that W (A7) = S8, so we do get a copy of S8 ⊂ W (E7), which maps, isomorphically, to a subgroup of
Sp(6,F2). For each of these seven points v = (
abc
def ) ∈ V one verifies that q(v) := ad+be+cf = 1 where
q is the quadric with characteristic ∆q = [
000
000]. Hence we get seven transvections in the orthogonal
group O+ of q which generate a subgroup isomorphic to S8. As O
+ has index 36 in Sp(6,F2) it follows
that O+ ∼= S8.
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Appendix B B: The Heisenberg group and the theta constants
B.1 The projective representation of Γg on Tg
Recall that we defined Θ[σ](τ) := θ[σ0 ](2τ). Let Tg be the 2
g-dimensional vector space spanned by the
holomorphic functions Θ[σ], with σ ∈ Fg2:
Tg := 〈. . . ,Θ[σ], . . .〉σ∈Fg2 .
There is a (projective, linear) action of Γg on Tg given by
(M ·Θ[σ])(τ) := (det(Cτ +D))−1/2Θ[σ](M−1 · τ),
the sign ambiguity leads to a projective, rather then a linear, representation which factors over the
finite group Γg/Γg(2, 4). This action obviously induces usual action on the θ[∆]
4 ∈ Sym4(Tg) as well
as the Sp(2g)-representations ρk on the Heisenberg invariants of degree 2k in C[. . . ,Θ[σ], . . .].
To compute the action of M ∈ Γg on Tg one first considers the case that M has blocks A, . . . ,D
with C = 0, in which case it is straightforward to findM ·Θ[σ]. Next one considers the matrix S ∈ Γg
given by A = D = 0, B = −C = I on the Θ[σ].
Θ[σ](S−1 · τ) = Θ[σ](−τ−1) = θ[σ0 ](−2τ
−1) = cτθ[
0
σ](τ/2),
where in the last equality we use the classical transformation formula (cf. [I1], II.5, Corollary), in
particular cτ does not depend on σ. To express θ[
0
σ](τ/2) in terms of the Θ[σ]’s we write each m ∈ Z
g
uniquely as m := 2n+ ρ with ρ = (ρ1, . . . , ρg), ρj ∈ {0, 1}. Then the sum over m ∈ Z
g is the sum over
n ∈ Zg and over these 2g elements ρ:
θ[0σ](τ/2) =
∑
ρ
∑
n∈Zg
eπi((2n+ρ)(τ/2)
t(2n+ρ)+(2n+ρ) tσ) =
∑
ρ
∑
n∈Zg
eπi(n+ρ/2)2τ
t(n+ρ/2)+2πin tσ+πiρ tσ,
as n tσ ∈ Z we get:
Θ[σ](S−1 · τ) = cτ
∑
ρ
(−1)ρσΘ[ρ](τ).
This transformation on the Θ[σ]’s is also known as the (finite) Fourier transform.
As Γg is generated by the matrices with C = 0 and S (cf. [I1], I.10, Lemma 15) this allows one in
principle to compute the action of any M ∈ Γg on Tg.
B.2 The actions of Hg and Γg(2)/Γg(2, 4)
We show that the Heisenberg group Hg (cf. section 1.6) and the subgroup Γg(2)/Γg(2, 4) of Γg/Γg(2, 4)
act in the same way on the vector space Tg spanned by the Θ[σ]’s. In particular, the Heisenberg
invariants in C[. . . ,Θ[σ], . . .] are the Γg(2)/Γg(2, 4)-invariants and these are thus modular forms on
Γg(2).
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First of all we consider the exact sequence:
0 −→ Γg(2)/Γg(2, 4) −→ Γg/Γg(2, 4) −→ Γg/Γg(2) −→ 0
∼=↓ φ ∼=↓
Hg/µ4 Sp(2g,F2)
where, for M = I + 2S ∈ Γg(2) and S with blocks A
′, B′, C ′,D′, the isomorphism φ is induced by
φ˜ : Γg(2) −→ F
g
2 × F
g
2, M = I + 2S 7−→ (diagC
′,diagB′) mod 2.
It is easy to verify that φ˜ is a homomorphism, its kernel consists of the M with diagB′ ≡ diagC ′ ≡
0 mod2, or equivalently, diag(I +2A′)2 tB′ ≡ diag2C ′ t(1+ 2D′) ≡ 0 mod4, so ker φ˜ = Γg(2, 4). Using
M = I + 2S with A′ = D′ = 0 and with either B′ diagonal and C ′ = 0 or B′ = 0 and C ′ diagonal
(such matrices are symplectic) one verifies the surjectivity of φ˜.
Let M ∈ Γg(2) be the matrix with blocks A = D = I, B = diag(2u1, . . . , 2ug) with ui ∈ {0, 1} and
C = 0. Then one easily verifies:
(M ·Θ[σ])(τ) = Θ[σ](M−1 · τ) = Θ[σ](τ −B) = (−1)σuΘ[σ](τ), u := (u1, . . . , ug).
In particular, M acts as (1, 0, u) ∈ Hg on Tg. Using the identity(
I 0
C I
)
=
(
0 I
−I 0
)(
I −C
0 I
)(
0 −I
I 0
)
,
one checks that if N ∈ Γg(2) is the matrix with blocks A = D = I, B = 0, C = 2diag(x1, . . . , xg),
then N · Θ[σ] is Θ[σ + x], up to a multiplicative factor independent of σ. In particular, N acts as
(1, x, 0) ∈ Hg on Tg.
Summarizing, if M ∈ Γg(2) and φ(M) = (x, u) ∈ F
2g
2 , then the action of M and (t, x, u) ∈ Hg (for
any t ∈ µ4) on PTg coincide. Thus the Heisenberg group action on Tg is a lifting of the action of
Γg(2)/Γg(2, 4) on PTg.
B.3 The action of a transvection on the Θ[σ]’s
For v ∈ F2g2 = Z
2g/2Z2g, v 6= 0, we defined the transvection tv ∈ Sp(2g) in A.4. Let v˜ ∈ Z
2g a vector
such that v˜ maps to v ∈ Z2g/2Z2g and let tv˜ ∈ Γg be the associated transvection:
tv˜ : Z
2g −→ Z2g, x 7−→ x+ E(x, v˜)v˜,
where now E is the standard symplectic form on Z2g as in A.3. Then the image of tv˜ in Sp(2g) =
Γg/Γg(2) is tv. In particular, the linear maps ρk(tv) on the modular forms of weight 2k on Γg(2) are
induced by the action of tv˜ on Tg as in B.1:
tv˜ · f = ρk(tv)f f ∈ C[. . . ,Θ[σ], . . .]
Hg
4k =M
θ
2k(Γg(2)).
We give a simple description of the action of tv˜.
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Let v = (x, u) and let, as in section 1.6, xu = x1u1 + . . . + xgug ∈ F2. Define Uv : Tg → Tg to be
the action of (1, v) ∈ Hg in case xu = 1 and let it denote the action of (i, v) (with i
2 = −1) in case
xu = 0. In particular, we have U2v = −I for all v ∈ V . Next we define a linear map on Tg by:
t˜v : Tg −→ Tg, t˜v :=
1− i
2
(Uv + I).
We will now verify that t˜v = tv˜ on PTg and that t˜v induces ρ(tv) on the Heisenberg invariants.
B.3.1 Conjugation by t˜v.
An important property of t˜v is that for all w ∈ V there is a non-zero constant cv,w ∈ C such that:
t˜vUw t˜
−1
v = cv,wUtv(w).
For example, if xu = 0, then U−1v = −Uv and so t˜
−1
v =
1+i
2 (−Uv + I), hence
t˜vUw t˜
−1
v =
1
2(UvUwU
−1
v + UvUw − UwUv + Uw),
in case E(v,w) = 0 one has UvUw = UwUv hence t˜vUw t˜
−1
v = Uw and if E(v,w) = 1 one has UvUw =
−UwUv which is also equal to Uv+w up to a constant, hence t˜vUw t˜
−1
v = (UvUw − UwUv)/2 = cUv+w.
Similarly one handles the case xu = 1.
B.3.2 The action of the lifts on Tg.
As Γg(2)/Γg(2, 4) is a normal subgroup of Γg(1)/Γg(2, 4), the group Γg(1)/Γg(2, 4) acts by conjugation
on Γg(2)/Γg(2, 4). In particular one verifies easily that for v˜, w˜ ∈ Z
2g we have
tv˜ t2w˜ t
−1
v˜ = t2w˜′ , with w˜
′ = tv˜(w˜).
In B.2 we verified that t2w˜ ∈ Γg(2)/Γg(2, 4) acts as Uw on PTg. Thus tv˜ ∈ Sp(2g,Z) must act on
P(Tg) by a linear map Sv˜ which satisfies Sv˜UwS
−1
v˜ = Utv(w).
On the other hand, we verified in B.3.1 that t˜v has this property. Thus S := t˜
−1
v Sv˜ satisfies
SUv = UvS for all v ∈ V . But the group generated by the Uv acts irreducibly on Tg (this is easy to
check). Therefore, by Schur’s Lemma, S is a scalar multiple of the identity and thus
t˜v(Θ[σ]) = tv˜ ·Θ[σ], (∀σ)
up to a scalar independent of σ.
B.3.3 The action of Sp(2g) on the Heisenberg invariants.
Now we show that the action of tv on the Heisenberg invariants in C[. . . ,Θ[σ], . . .] is given by t˜v.
We already know that the action of t˜v is the action of tv up to a scalar multiple. As the degree of a
Heisenberg invariant polynomial is a multiple of four, the action of t˜v and i
at˜v, for integer a, are the
same on the Heisenberg invariants.
First of all we note that t˜2v = iUx and thus t˜
2
v acts as the identity on the Heisenberg invariants.
Also tv has order two, so if λv t˜v gives the action of tv then λ
8
v = 1. To exclude the case that λ
4
v = −1,
we consider the action of t˜v on the θ[∆]
4. This action should coincide with the one of tv˜ ∈ Γg.
Choose an even characteristic ∆ such that tv˜ ·∆ = ∆. As the tv generate the orthogonal group of the
corresponding quadratic form q∆, we have ρ2(tv˜)θ[∆]
4 = −θ[∆]4.
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Now an easy computation shows that, with the definition of t˜v above and the classical formula for
θ[∆]2 given in 2.3, one has:
t˜v(θ[∆]
2) = ±iθ[∆]2 if tv˜ ·∆ = ∆.
Hence also t˜v(θ[∆]
4) = −θ[∆]4. Therefore t˜v gives the action of tv on the Heisenberg invariants.
B.3.4 Example.
Let g = 1 and let v = (01) ∈ F
2
2. Then w.r.t. to the basis Θ[0],Θ[1] of T1 we have
Uv = i
(
1 0
0 −1
)
, t˜v =
1− i
2
(Uv + I) =
(
1 0
0 −i
)
(∈ GL(T1)).
From this we find the action for example on θ[00]:
t˜v(θ[
0
0]
4) = t˜v(Θ[0]
2 +Θ[1]2)2 = (Θ[0]2 −Θ[1]2)2 = θ[01]
4.
Let v˜ = (01) ∈ Z
2, then
tv˜ = t(01) =
(
1 1
0 1
)
= T (∈ Γ1)
and thus we recover the action of T on θ[00]
4.
Note that if v = (0, u) ∈ Fg2×F
g
2 then Uv is diagonal, and so is t˜v (which corresponds to an element
with C = 0, A = D = I in Sp(2g,Z)), so we can compute the action in a particularly simple (and
fast!) manner.
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