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THE RAAGS ON THE COMPLEMENT GRAPHS OF PATH
GRAPHS IN MAPPING CLASS GROUPS
TAKUYA KATAYAMA AND ERIKA KUNO
Abstract. In this article, we determine the function `(Sg,p) such that the
right-angled Artin group G(Pm) is embedded in the mapping class group
Mod(Sg,p) if and only if m is not more than `(Sg,p). Using this function
and Birman–Hilden theory, we prove that Mod(S0,p) is virtually embedded in
Mod(Sg,0) if and only if p ≤ 2g + 2.
1. Introduction
Let Γ be a finite graph without loops and multi-edges. We denote by V (Γ) and
E(Γ) the vertex set and the edge set of Γ, respectively. The right-angled Artin
group on Γ is defined by the following group presentation:
G(Γ) = 〈V (Γ) | [vi, vj ] = 1 if and only if {vi, vj} 6∈ E(Γ)〉 .
For two groups G1 and G2, we write G1 ≤ G2 if there is an embedding of G1 into
G2, that is, an injective homomorphism G1 ↪→ G2. A subgraph Λ of a graph Γ
is called induced if any vertices u and v of Λ with {u, v} ∈ E(Γ) span an edge in
Λ. We write Γ1 ≤ Γ2 for two graphs Γ1 and Γ2 if Γ1 is isomorphic to an induced
subgraph of Γ2. Let S = S
b
g,p be the connected orientable surface of genus g with
p punctures and b boundary components, and we put Sg,p = S
0
g,p and S
b
g = S
b
g,0.
We denote by Mod(Sbg,p) the mapping class group of S
b
g,p, the group of orientation-
preserving homeomorphisms of Sbg,p, fixing the punctures setwise and boundary
components pointwise, up to isotopy relative to the boundary. The curve graph
of S is the graph whose vertices are isotopy classes of curves on S and whose
edges are given by pairs of isotopy classes of curves that can be realized disjointly.
The complement graph Γ¯ of Γ is the graph with the vertex set V (Γ) and the edge
set E(Γ¯) = {{u, v} | u, v ∈ V (Λ), {u, v} /∈ E(Λ)}. In this paper, we use the
complement graph of the curve graph, which is denoted by C¯(S), rather than the
original curve graph. Koberda’s embedding theorem [17, Theorem 1.1] asserts that
if the Euler characteristic of an orientable surface S is negative, then Γ ≤ C¯(S)
implies G(Γ) ≤ Mod(S). We write Bp for the braid group on p strands, which is
identified with Mod(S10,p), the group of orientation preserving homeomorphisms of
S10,p, fixing the punctures setwise and the boundary pointwise, up to isotopy relative
to the boundary. Besides, PBp denotes the pure braid group on p strands, which
is the subgroup of Bp consisting of the elements fixing the punctures point-wise.
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2 T. KATAYAMA AND E. KUNO
In 2015 Kim-Koberda [16, Corollary 1.2 (1)] proved that for any graph Γ there is
p ≥ 1 such that G(Γ) ≤ PBp. Then the following problem naturally arises.
Problem 1.1. For a graph Γ and a non-negative integer p, decide whether G(Γ) ≤
PBp or not.
The following problem [15, Question 1.1] in the case where g = 0 is closely related
to the above problem.
Problem 1.2. Let Γ be a finite graph and (g, p) a pair of non-negative integers.
Decide whether G(Γ) ≤ Mod(Sg,p) or not.
Let Pm denotes the path graph on m vertices, that is, the graph whose ver-
tices is listed in the order v1, v2, . . . , vm such that the edges are {vi, vi+1} where
i = 1, 2, . . . ,m − 1. Some of previous studies concerning embeddings of right-
angled Artin groups into mapping class groups are as follows. Birman–Lubotzky–
McCarthy [5, Theorem A] proved that if G is an abelian subgroup of Mod(Sg,p),
then G is finitely generated and the rank of G is at most ξ(Sg,p) := 3g − 3 + p.
We call ξ(Sg,p) the topological complexity of the surface Sg,p. Besides, using the
chromatic numbers of graphs, Kim–Koberda [15, Theorem 1.2] proved that, for any
orientable surface S with negative Euler characteristic and for any positive integer
M , there is a finite graph ΓM , there is a finite graph ΓS,M with combinatorial
girth M such that G(Γ¯S,M ) 6≤ Mod(S). Furthermore, Bering IV–Conant–Gaster
[4] introduced a graph invariant called the nested complexity length NCL(Γ), and
proved that G(Γ¯) ≤ Mod(Sg,p) implies NCL(Γ) ≤ 6g − 6 + 2p (see [4, Corol-
lary 10]). Let F2 be the free group of rank 2, and we regard the direct product
F2 × F2 × · · · × F2 as G(P2 unionsq P2 unionsq · · · unionsq P2). Then [12, Lemma 5.4] proved that
F2 × F2 × · · · × F2 ≤ Mod(Sg,p) if and only if the number of the direct factors is
not more than g − 1 + b g+p2 c.
In this paper, we prove the following theorem, which gives the answer for the
path graphs to Problem 1.2.
Theorem 1.3. G(Pm) ≤ Mod(Sg,p) if and only if m satisfies the following inequal-
ity.
m ≤

0 ((g, p) ∈ {(0, 0), (0, 1), (0, 2), (0, 3)})
2 ((g, p) ∈ {(0, 4), (1, 0), (1, 1)})
p− 1 (g = 0, p ≥ 5)
p+ 2 (g = 1, p ≥ 2)
2g + p+ 1 (g ≥ 2).
Let Cm be the cyclic graph on m ≥ 3 vertices, that is, the graph that consists of
m vertices and the underlying space is homeomorphic to a circle. We also give the
following partial answer to Problem 1.1.
Theorem 1.4. Suppose that p ≥ 2. Then the following hold:
(1) G(Pm) is embedded into Bp and PBp if and only if m satisfies
m ≤
{
p− 1 (p = 2, 3)
p (p ≥ 4).
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(2) G(Cm) is embedded into Bp and PBp if and only if m satisfies
m ≤
 0 (p = 2)3 (p = 3)
p+ 1 (p ≥ 4).
We next describe some corollaries of Theorems 1.3 and 1.4 on embeddings of finite
index subgroups of mapping class groups. Homomorphisms B2g+1 → Mod(S1g,0)
and B2g+2 → Mod(S2g,0), which map the standard generators as an Artin group
to the Dehn twists along a chain of interlocking simple closed curves, are injec-
tive by a theorem due to Birman–Hilden (see [8, Chapter 9]). In addition to this
construction, the inclusions S1g,0 → Sg+1,0 and S2g,0 → Sg+1,0 induce embeddings
B2g+1 ≤ Mod(Sg+1,0) and B2g+2 ≤ Mod(Sg+1,0) (see [18, Theorem 4.1] and Proof
of Theorem 1.6 in Section 5). On the other hand, Theorems 1.3 and 1.4 imply the
following.
Theorem 1.5. Suppose that g ≥ 0. Then the following hold.
(1) If B2g+1 is virtually embedded into Mod(Sg′,0), then g ≤ g′.
(2) If B2g+1 is virtually embedded into Mod(S
1
g′,0), then g ≤ g′.
(3) If B2g+2 is virtually embedded into Mod(Sg′,0), then g + 1 ≤ g′.
(4) If B2g+2 is virtually embedded into Mod(S
2
g′,0), then g ≤ g′.
In the above theorem, we say that a group G is virtually embedded into a group
H if there is a finite index subgroup K of G such that K ≤ H. Note that the
braid groups are residually finite, and hence there are infinitely many finite index
subgroups in each braid group on ≥ 2 strands. We also note that theorems due to
Castel [6, Theorems 2 and 3] with a bit argument imply the following:
• B2g+1 ≤ Mod(Sg′,0) implies g + 1 ≤ g′.
• B2g+1 ≤ Mod(S1g′,0) implies g ≤ g′.
• B2g+2 ≤ Mod(Sg′,0) implies g + 1 ≤ g′.
• B2g+2 ≤ Mod(S2g′,0) implies g ≤ g′.
Therefore, a part of Theorem 1.5 follows from Castel’s results. The inequalities
in Theorem 1.5 (2), (3) and (4) are optimum by the construction of embeddings
described above. However, Theorem 1.5 (1) seems to be not optimum (see Remark
5.1). To refine Theorem 1.5 (1), we need another argument. In general, we are
interested in relation between surface topology and the virtual embeddability be-
tween mapping class groups. In this paper, using Theorem 1.3 and Birman–Hilden
theory, we obtain the following virtual embeddability result between mapping class
groups.
Theorem 1.6. Let g be an integer ≥ 2. Then Mod(S0,p) is virtually embedded in
Mod(Sg,0) if and only if p ≤ 2g + 2.
We note that residual finiteness of mapping class groups ([8, Theorem 6.11] and
[9]) guarantees that a large supply of finite index subgroups of the mapping class
groups.
In this paper, we obtain the following corollary of Theorem 1.3.
Corollary 1.7. Let g and g′ be integers ≥ 2. Suppose that Mod(Sg,p) is virtually
embedded into Mod(Sg′,p′). Then the following inequalities (1) and (2) hold:
(1) 3g + p ≤ 3g′ + p′,
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(2) 2g + p ≤ 2g′ + p′.
For a more precise statement of Corollary 1.7, see Theorems 5.2 and 2.2. The
inequality (1) follows from Birman–Lubotzky–McCarthy’s result, and so the new
part of the above corollary is the inequality (2).
Remark 1.8. We can see that if (3g + p, 2g + p) = (3g′ + p′, 2g′ + p′), then
(g, p) = (g′, p′). Hence, if the following conditions are satisfied, then we have
(g, p) = (g′, p′) by Corollary 1.7:
• the genera g and g′ are not less than 2,
• Mod(Sg,p) is virtually embedded in Mod(Sg′,p′), and
• Mod(Sg′,p′) is virtually embedded in Mod(Sg,p).
We now discuss some previous embeddability results and Corollary 1.7. The-
orems due to Ivanov–McCarthy [10, Theorems 3 and 4] assert that, embeddings
between mapping class groups of connected orientable surfaces are isomorphisms
induced by surface homeomorphisms, if the topological complexities of the sur-
faces differ by at most one and the surfaces satisfy some general conditions. More
recently, Aramayona–Souto [1, Corollary 1.3] proved that every non-trivial homo-
morphism from PMod(Sg,p) to PMod(Sg′,p′) is induced by a surface embedding
when g ≥ 6 and g′ ≤ 2g− 1 (in case g′ = 2g− 1, further assume p′ = 0). Note that
Corollary 1.7 is not an immediate corollary of theorems due to Ivanov–McCarthy
and Aramayona–Souto described above. For all m ≥ 0, there are infinitely many
pairs of surfaces, Sg,p and Sg′,p′ , such that no finite index subgroup of Mod(Sg,p) is
embedded into Mod(Sg′,p′), and the inequalities ξ(Sg′,p′)− ξ(Sg,p) ≥ m and g < 6
hold. In fact, by setting Sg,p = S2,2m+3+n and Sg′,p′ = Sm+3,n, where n is any non-
negative integer, we obtain infinite pairs satisfying the desired properties. To see
that no finite index subgroup of Mod(S2,2m+3+n) is embedded into Mod(Sm+3,n),
use the inequality (2) in Corollary 1.7.
This paper is organized as follows. Section 2 is devoted to discuss realizability
of certain curve systems on surfaces in order to deduce Theorems 1.3 and 1.4. In
Section 3, we discuss embeddings of right-angled Artin groups into surface mapping
class groups from combinatorial view-point for the sake of introducing an obstruc-
tion to the existence of embeddings. We prove Theorems 1.3 and 1.4 in Section 4.
Virtual embeddability between mapping class groups are discussed in Section 5; in
particular, Theorems 1.5 and 1.6, and Corollary 1.7 are proved.
Acknowledgements. The authors express their gratitude to Matthew Clay, Sang-
hyun Kim, Thomas Koberda and Dan Margalit for helpful discussions. The first
author thanks Makoto Sakuma and Naoki Sakata for checking proofs and suggesting
a number of improvements regarding this paper. The second author is extremely
grateful to Hisaaki Endo for his warm encouragement and helpful advice.
2. Linear chains on surfaces
In this section we only discuss the surfaces with boundary and without puncture
in order to consider “properly embedded arcs”. Theorem 2.2, the main result
in this section, is easily translated into an equivalent result on the surface without
boundary and with punctures. Therefore we will denote by Spg a compact connected
orientable surface of genus g with p boundary components and without puncture.
An arc δ on a surface S is called properly embedded if δ ∩ ∂S = ∂δ. A properly
RAAGS IN MAPPING CLASS GROUPS 5
embedded arc δ on S is called essential if it is not isotopic rel ∂δ into ∂S. A simple
closed curve α on S is called essential if it does not bound a disk and it is not isotopic
to a boundary component of S. We denote by N(α) a regular neighbourhood of an
arc or a curve α, and by IntN(α) the interior of N(α). From now on, we consider
only properly embedded essential simple arcs and essential simple closed curves.
Definition 2.1. For two closed curves α and β, we denote the geometric inter-
section number by i(α, β). A sequence {α1, α2, . . . , αm} of closed curves on Spg is
called a linear chain if this sequence satisfies the following.
• Any two distinct curves αi and αj are non-isotopic.
• Any two consecutive curves αi and αi+1 are in minimal position and satisfy
i(αi, αi+1) > 0.
• Any two non-consecutive curves are disjoint.
If {α1, α2, . . . , αm} is a linear chain, we call m its length. By `(Spg ), we denote the
maximum length of the linear chains on Spg . Note that if χ(S
p
g ) < 0 and S
p
g is not
homeomorphic to neither S40 nor S
1
1 , then there is a linear chain of length m on S
p
g
if and only if Pm ≤ C¯(Spg ). Hence, the quantity `(Spg ) is the maximum number m
such that Pm ≤ C¯(Spg ) for such surfaces Spg . The pair of a linear chain {α1, . . . αm}
and an arc δ on a surface is said to be chained if δ and the last curve αm are in
minimal position and not disjoint, but δ is disjoint from the other closed curves.
The main theorem in this section is the following.
Theorem 2.2. For the maximum length `(Spg ) of the linear chains on S
p
g , we have
the following.
`(Spg ) =

0 (g = 0, p ≤ 3),
2 ((g, p) ∈ {(0, 4), (1, 0), (1, 1)}),
p− 1 (g = 0, p ≥ 5),
p+ 2 (g = 1, p ≥ 2),
2g + p+ 1 (g ≥ 2).
By induction on the ordered pair (g, p) and a surface cutting argument, we prove
this theorem. To proceed the induction, we need the following two lemmas.
Lemma 2.3. The following (1) and (2) hold.
(1) If α is a closed curve on Spg , then
Spg \ IntN(α) ∼=
{
Sp+2g−1 (α : non-separating),
Sp1g1 unionsq Sp2g2 (α : separating),
where g1, p1, g2 and p2 are natural numbers satisfying
• g1 + g2 = g, g1 ≥ 0, g2 ≥ 0,
• p1 + p2 = p+ 2, p1 ≥ 1, p2 ≥ 1,
• if gi = 0, then pi ≥ 3 (i = 1, 2).
(2) If δ is an arc on Spg , then
Spg \ IntN(δ) ∼=
{
Sp+1g−1 (δ : non-separating),
Sp1g1 unionsq Sp2g2 (δ : separating),
where g1, p1, g2 and p2 are natural numbers satisfying
• g1 + g2 = g, g1 ≥ 0, g2 ≥ 0,
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(a) (b)
Figure 1.
• p1 + p2 = p+ 1, p1 ≥ 1, p2 ≥ 1,
• if gi = 0, then pi ≥ 2 (i = 1, 2).
Lemma 2.4. Let S = Spg be a compact connected orientable surface. Then the
following (1) and (2) hold.
(1) Let {α1, . . . , αm} be a linear chain on S. Then {α1, . . . , αm−2} is a lin-
ear chain on the connected component S′ of S \ IntN(αm). Moreover,
({α1, . . . , αm−2}, δ) is a chained pair on S′, where δ is any connected com-
ponent of αm−1 ∩ S′ intersecting with αm−2.
(2) Let ({α1, . . . , αm}, δ) be a chained pair on S.
(i) If some αi is isotopic into ∂S ∪ δ, then i = 1 and m = 2.
(ii) If m ≥ 3, then ({α1, . . . , αm−1}, δ′) is a chained pair on a connected
component S′ of S \ IntN(δ), where δ′ is any connected componen of
αm ∩ S′ intersecting with αm−1.
We can prove Lemma 2.3 by computing Euler characteristic, and so we only
prove Lemma 2.4.
Proof of Lemma 2.4. (1) The first assertion follows from the fact that none of es-
sential closed curves α1, . . . , αm−2 is isotopic to αm, and hence α1, . . . , αm−2 are
essential in S\IntN(αm). The second assertion follows from the fact that αm−1 and
αm are in minimal position and hence any component δ of αm−1 ∩ S′ is essential.
(2-i) Suppose that a curve αi is isotopic into ∂S ∪ δ. Then according to whether
∂δ lies in a single boundary component C or ∂δ joins two boundary components
C1 with C2, we have the following.
(a) If δ joins a boundary component C to itself, then there is an annulus A in
S such that ∂A ⊂ αi unionsq (δ ∪ ∂S) (see Figure 1 (a)).
(b) If δ joins two boundary components C1 and C2, then there is a twice-holed
disk D such that ∂D = αi unionsq C1 unionsq C2 (see Figure 1 (b)).
In each case any closed curve in S which intersects with αi non-trivially and mini-
mally must intersect with δ. Hence, we have i = 1 and m = 2.
(2-ii) Suppose m ≥ 3. Then by (2-i), α1, . . . , αm−1 are essential in S′, and
so {α1, . . . , αm−1} is a linear chain on S′. Moreover, since αm−1 and αm are in
minimal position, δ′ is essential in S′. Thus, ({α1, . . . , αm−1}, δ′) is a chained pair
on S′. 
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Figure 2. Linear chains on S40 (left-hand side) and S
p
0 (right-
hand side), where the small circles in the both left and right-hand
sides are three and p − 1 boundary components of S40 and Sp0 ,
respectively.
Since S30 does not contain an essential simple closed curve and since any two
mutually non-isotopic curve must intersect in S40 (see Figure 2), we obtain the
following lemma.
Lemma 2.5. We have `(S30) = 0 and `(S
4
0) = 2.
For p ≥ 5, we will prove the following lemma.
Lemma 2.6. Suppose p ≥ 5. Then the following (1) and (2) hold.
(1) `(Sp0 ) = p− 1.
(2) If the pair of a linear chain {α1, . . . , αm} and an arc δ is chained on Sp0 ,
then m ≤ p− 2.
Proof of Lemma 2.6. The picture on the right hand side of Figure 2 shows `(Sp0 ) ≥
p− 1.
Case p = 5.
(1) Suppose that {α1, . . . , αm} is a linear chain on S50 . Then we obtain a
connected component Sp
′
g′ of S
5
0 \ IntN(αm), which contains the linear chain
{α1, . . . , αm−2} by Lemma 2.4 (1). By Lemma 2.3 (1), g′ = 0 and p′ ≤ 4. Hence,
Lemma 2.5 implies m− 2 ≤ 2, namely, m ≤ 4. Consequently, we have `(S50) = 4.
(2) Suppose that the pair of a linear chain {α1, . . . , αm} and an arc δ is chained
on S50 . We assume m ≥ 3 and prove m = 3. By Lemma 2.4 (2), a connected
component Sp
′
g′ of S
5
0 \ IntN(δ), contains a linear chain of length m− 1. By Lemma
2.3 (2), g′ = 0 and p′ ≤ 4. Therefore Lemma 2.5 implies that m − 1 ≤ 2, namely,
m ≤ 3, as required.
Case p ≥ 6.
(1) Suppose that {α1, . . . , αm} is a linear chain on Sp0 . Then a connected compo-
nent Sp
′
g′ of S
p
0 \ IntN(αm) contains the chained pair ({α1, . . . , αm−2}, δ) by Lemma
2.4 (1). Since g′ = 0 and p′ ≤ p − 1 by Lemma 2.3 (1), the induction hypothesis
implies an inequality m− 2 ≤ (p− 1)− 2 which means m ≤ p− 1.
(2) We may assume m ≥ 3. A connected component Sp′g′ of Sp0 \ IntN(δ) contains
a chained pair ({α1, . . . , αm−1}, δ′) by Lemma 2.4 (2), where δ′ is an arc derived
from αm. Since g
′ = 0 and p′ ≤ p − 1, by the induction hypothesis we have an
inequality m− 1 ≤ (p− 1)− 2 which means m ≤ p− 2. 
In order to compute `(Sp1 ), we first deal with the following two exceptions.
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Figure 3. Linear chains on S11 (left-hand side) and S
p
1 (right-
hand side), where the small circles in the both of S11 and S
p
1 are
the boundary components of them.
Lemma 2.7. We have `(S01) = `(S
1
1) = 2.
Proof. We prove the assertion only in the case where p = 1, because the case
where p = 0 can be treated similarly. In Figure 3, we can see the inequality
`(S11) ≥ 2. To see `(S11) ≤ 2, suppose that S11 contains a linear chain of length
m, {α1, . . . , αm}. Note that αm must be a non-separating closed curve. Then
the surface S = S11 \ IntN(αm) contains an essential simple closed curve αm−2 by
Lemma 2.4 (1). However, since S is homeomorphic to S30 , Lemma 2.5 implies that
αm−2 does not exist. Thus we have m ≤ 2, and so `(S11) = 2. 
Lemma 2.8. Suppose p ≥ 2. Then the following (1) and (2) hold.
(1) We have `(Sp1 ) = p+ 2.
(2) If the pair of a linear chain {α1, . . . , αp} and an arc δ is chained on Sp1 ,
then m ≤ p+ 1.
Proof. Figure 3 shows `(Sp1 ) ≥ p + 2 for any p ≥ 2. We shall prove the remainder
of the assertion of Lemma 2.8 by induction on p.
Case p = 2.
(1) Notice that any linear chain of length 5 on S21 induces a linear chain of length
3 on a surface isomorphic to one of S30 , S
4
0 and S
1
1 by Lemmas 2.3 (1) and 2.4 (1).
However, by Lemmas 2.5 and 2.7, these surfaces does not contain a linear chain of
length 3. Hence, we have `(S21) = 4.
(2) Suppose that ({α1, . . . , αm}, δ) (m ≥ 3) is the chained pair of a linear chain
{α1, . . . , αm} and an arc δ on S21 . Then a connected component S of S21 \ IntN(δ)
contains the chained pair of a linear chain of length m− 1 and an arc derived from
αm by Lemma 2.4 (2). The surface S is homeomorphic to either S
3
0 or S
1
1 by Lemma
2.3 (2). By Lemmas 2.5 and 2.7, in either case, we have m− 1 ≤ 2. Hence, m ≤ 3.
Case p ≥ 3.
(1) Suppose that {α1, . . . , αm} is a linear chain on Sp1 . Then a connected com-
ponent Sp
′
g′ of S
p
1 \ IntN(αm) contains the chained pair of a linear chain of length
m − 2 and an arc derived from αm−1 by Lemma 2.4 (1). By Lemma 2.3 (1), we
have either g′ = 0, p′ ≤ p+ 2 or g′ = 1, p′ ≤ p− 1. In any case, Lemmas 2.5 and
2.6 (2) and the induction hypothesis imply that m− 2 ≤ p, namely, m ≤ p+ 2.
(2) Suppose that ({α1, . . . , αm}, δ) (m ≥ 3) is a chained pair on Sp1 . Let
Sp
′
g′ be a connected component of S
p
1 \ IntN(δ), which contains a chained pair
({α1, . . . , αm−1}, δ′), where δ′ is an arc derived from αm by Lemma 2.4 (2). Then,
by Lemma 2.3 (2), we have either g′ = 0, p′ ≤ p+ 1 or g′ = 1, p′ ≤ p− 1. Hence,
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Figure 4. Linear chains on S02 (left-hand side) and S
1
2 (right-hand
side), where the small circle in the right-hand side is the boundary
component of S12 .
Lemmas 2.5, 2.6 (2) and 2.7 and the induction hypothesis imply that m − 1 ≤ p.
Thus m ≤ p+ 1, as desired. 
Lemma 2.9. Suppose that g ≥ 2 and p ≥ 0. Then following (1) and (2) hold:
(1) `(Spg ) = 2g + p+ 1.
(2) If the pair of a linear chain {α1, . . . , αm} and an arc δ is chained on Spg ,
then m ≤ 2g + p− 1.
Proof. We first prove the assertion in the case where g = 2.
Case g = 2, p = 0.
(1) Figure 4 shows `(S02) ≥ 5. To see the converse inequality, suppose that
{α1, . . . , αm} is a linear chain on S02 . Then a connected component S of S02 \
IntN(αm) contains a chained pair ({α1, . . . , αm−2}, δ) by Lemma 2.4 (1). Since S
is homeomorphic to either S11 or S
2
1 , we have m− 2 ≤ 3 by Lemma 2.8 (2). Hence,
m ≤ 5.
Since S02 is a closed surface, there is no properly embedded arc on this surface,
and therefore the assertion (2) makes no sense in this case.
Case g = 2, p = 1.
(1) Figure 4 shows `(S12) ≥ 6. To prove `(S12) ≤ 6, suppose that {α1, . . . , αm}
is a linear chain on S12 . Then a connected component S of S
1
2 \ IntN(αm) contains
the chained pair of a linear chain ({α1, . . . , αm−2}, δ) by Lemma 2.4 (1). Since
S is homeomorphic to the surface of genus 1 with p′(≤ 3) boundary components,
Lemmas 2.7 and 2.8 (2) imply m− 2 ≤ 4, and therefore m ≤ 6.
(2) We may assume that m ≥ 3. Let Sp′g′ be a connected component of S12 \
IntN(δ), which contains the chained pair {α1, . . . , αm−1}, δ′) by Lemma 2.4 (2).
Then, by Lemma 2.3 (2), we have g′ = 1, p′ ≤ 2. Hence, Lemmas 2.7 and 2.8 (2)
imply m− 1 ≤ 3, and therefore m ≤ 4.
Case g = 2, p ≥ 2.
(1) Figure 5 shows `(Sp2 ) ≥ 5+p = 2g+p+1. We now suppose that {α1, . . . , αm}
is a linear chain on Sp2 . Let S
p′
g′ be a connected component of S
p
2 \ IntN(αm), which
contains the chained pair ({α1, . . . , αm−2}, δ) in the assertion of Lemma 2.4 (1).
By Lemma 2.3 (1), we have one of the following:
• g′ = 0, p′ ≤ p+ 1,
• g′ = 1, p′ ≤ p+ 2, or
• g′ = 2, p′ ≤ p− 1.
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Figure 5. Linear chains on Sp2 and S
p
g (g ≥ 3), where the small
circles are the boundary components.
Now, Lemmas 2.5, 2.6 (2), 2.7, 2.8 (2) and the induction hypothesis imply that
m− 2 ≤ p+ 3 in any case, namely, m ≤ p+ 5.
(2) Let Sp
′
g′ be a connected component of S
p
2 \ IntN(δ) contains the chained pair
({α1, . . . , αm−1}, δ′) in the assertion of Lemma 2.4 (2). Then, by Lemma 2.3 (2),
one of the following holds:
• g′ ≤ 0, p′ ≤ p,
• g′ = 1, p′ ≤ p+ 1, or
• g′ = 2, p′ ≤ p− 1.
Lemmas 2.5, 2.6 (2), 2.7, 2.8 (2) and the induction hypothesis show that m− 1 ≤
p+ 2, which means m ≤ p+ 3.
Case g ≥ 3.
(1) Figure 5 shows `(Spg ) ≥ 2g + p + 1. To see the converse inequality, suppose
that {α1, . . . , αm} is a linear chain on Spg . Let Sp
′
g′ be the connected component of
the surface obtained from Spg by cutting along the essential simple closed curve αm,
which contains a chained pair ({α1, . . . , αm−2}, δ), in the assertion of Lemma 2.4
(1). Then, by Lemma 2.3 (1), one of the following holds:
• g′ ≤ g − 2, p′ ≤ p+ 1,
• g′ = g − 1, p′ ≤ p+ 2, or
• g′ = g, p′ ≤ p− 1.
For the pairs (g′, p′) of the genera g′ and the numbers p′ of the punctures, we
consider the function
f(g′, p′) =
 p
′ − 2 (g′ = 0),
p′ + 1 (g′ = 1),
2g′ + p′ − 1 (g′ ≥ 2).
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Note that this function represents the maximum length of the linear chains in the
chained pairs on the surfaces Sg′,p′ . If (g
′, p′) runs all possible pairs of non-negative
integers, the maxima of f for g′ = 0, 1, 2, . . . , g (g ≥ 3) are
• f(0, p+ 1) = p− 1,
• f(1, p+ 1) = p+ 2,
• f(g′, p′) ≤ 2g + p− 4 (when g′ ≤ g − 2, p′ ≤ p+ 1),
• f(g − 1, p+ 2) = 2(g − 1) + (p+ 2)− 1 = 2g + p− 1 and
• f(g, p− 1) = 2g + p− 2,
respectively. Since g ≥ 3, the value f(g − 1, p + 2) = 2g + p − 1 (≥ p + 5) is the
largest number among all such values. Thus, we have m− 2 ≤ 2g + p− 1, namely,
m ≤ 2g + p+ 1, as desired.
(2) Let Sp
′
g′ be a connected component of S
p
g \ IntN(δ), which contains a chained
pair ({α1, . . . , αm−1}, δ′), in the assertion of Lemma 2.4 (1). Then, by Lemma 2.3
(2), one of the following holds:
• g′ ≤ g − 2, p′ ≤ p,
• g′ = g − 1, p′ ≤ p+ 1 and
• g′ = g, p′ ≤ p− 1.
If (g′, p′) runs all possible pairs of numbers, the maxima of the function f defined
above for g′ = 0, 1, 2, . . . , g are
• f(0, p) = p− 2,
• f(1, p) = p+ 1,
• f(g′, p′) ≤ 2g + p− 5 (when g′ ≤ g − 2, p′ ≤ p),
• f(g − 1, p+ 1) = 2(g − 1) + p+ 1− 1 = 2g + p− 2 and
• f(g, p− 1) = 2g + p− 2,
respectively. Since g ≥ 3, the value f(g − 1, p + 2) = 2g + p − 2 (≥ p + 4) is the
largest number among all such values. Thus we have m− 1 ≤ 2g + p− 2, namely,
m ≤ 2g + p− 1, as desired. 
By combining Lemmas 2.5, 2.6, 2.7, 2.8 and 2.9, we obtain Theorem 2.2.
3. Path lifting
From Section 3, we will mainly consider the orientable surfaces of genus g with
p punctures and denote it by Sg,p. In this section we discuss embeddings of right-
angled Artin groups from combinatorial view-point. Main purpose of this section
is to introduce path lifting obstruction (Lemma 3.9) on embeddings of right-angled
Artin groups into surface mapping class groups.
We first note a basic fact on right-angled Artin groups without a proof.
Lemma 3.1. Let Γ be a finite graph. Then the following hold.
(1) For any non-zero integer m, the power endomorphism f : G(Γ) → G(Γ);
v 7→ vm is injective.
(2) If a group K contains the right-angled Artin group G(Γ), then any finite
index subgroup of K contains G(Γ).
We now restate an important result due to Kim–Koberda [15, Lemma 2.3] on
embeddings of right-angled Artin groups into surface mapping class groups.
Theorem 3.2. Suppose that G(Λ) ↪→ Mod(Sg,p) with χ(Sg,p) < 0. Then there is
an embedding ψ : G(Λ) ↪→ Mod(Sg,p) satisfying the following property:
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• for each vertex v ∈ V (Λ), there are Dehn twists Tv,1, . . . , Tv,mv and non-
zero numbers e(v, 1), . . . , e(v,mv) such that
ψ(v) = [Tv,1]
e(v,1) · · · [Tv,mv ]e(v,mv),
where [Tv,i] and [Tv,j ] are commutative for all 1 ≤ i ≤ j ≤ mv.
Proof. By [15, Proof of Lemma 2.3], we have an embedding ψ0 : G(Λ) ↪→ Mod(Sg,p)
satisfying the following properties.
• For any vertex v ∈ V (Λ), there are self-homeomorphisms fv,1, . . . , fv,mv of
Sg,p and and non-zero numbers e
′(v, 1), . . . , e′(v,mv) such that
ψ0(v) = [fv,1]
e′(v,1) · · · [fv,mv ]e
′(v,mv),
and that mapping classes [fv,i] and [fv,j ] are commutative for all 1 ≤ i ≤
j ≤ mv.
• The set of mapping classes X := {[fv,i] | v ∈ V (Λ), 1 ≤ i ≤ mv} induces
a set of mutually non-isotopic closed curves Y := {αv,i | v ∈ V (Λ), 1 ≤
i ≤ mv} in the sense that the map defined by [fv,i] 7→ αv,i from X to Y
induces an embedding of the anti-commutation graph of X into C¯(Sg,p) as
an induced subgraph. Here, the anti-commutation graph X of given ele-
ments g1, . . . , gn in a group G is the graph such that V (X ) = {g1, . . . , gn},
and two vertices gi and gj span an edge if and only if gi and gj are not
commutative in G. By Y we denote the subgraph of C¯(Sg,p) induced by Y .
• The natural homomorphism
η : G(Y)→ Mod(Sg,p); αv,i 7→ [fv,i]
is an embedding.
Consider the set of the Dehn twists {[Tv,i] | 1 ≤ i ≤ mv, v ∈ V (Λ)}, where
Tv,i is the Dehn twist along αv,i. Note that the anti-commutation graph XT of
{[Tv,i] | 1 ≤ i ≤ mv, v ∈ V (Λ)} coincides with Y by identifying [Tv,i] with αv,i.
Now Koberda’s embedding Theorem asserts that there are non-zero numbers s(v, i)
such that the map defined by [Tv,i] 7→ [Tv,i]s(v,i) induces an embedding of G(XT )
into Mod(Sg,p). Then we have an isomorphism ι0 : G(XT ) ∼= G(Y) by identifying
[Tv,i]
s(v,i) with αv,i. Note that the power endomorphism
φ : G(Λ) ↪→ G(Λ): v 7→ vs(v)
is an embedding by Lemma 3.1 (1). Here, s(v) := s(v, 1) · · · s(v,mv). By setting
e(v, i) := e′(v,mv)s(v)s(v, i)
and
ψ(v) := [Tv,1]
e(v,1) · · · [Tv,mv ]e(v,mv),
we obtain a homomorphism ψ : G(Λ) → G(Y) ≤ Mod(Sg,p). The homomorphism
ψ is injective, because φ, ψ0, η
−1 and ι0 are injective, and ψ = ι−10 ◦ η−1 ◦ ψ0 ◦ φ.
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Figure 6. A multi-valued homomorphism between two copies of
P3, which is not a map. In fact, the uppermost vertex of upper P3
is mapped to the two endpoints of lower P3.
The identity ψ = ι−10 ◦ η−1 ◦ ψ0 ◦ φ follows from
φ(v) = vs(v)
ψ07→ ([fv,1]e′(v,1) · · · [fv,mv ]e
′(v,mv))s(v)
= [fv,1]
e′(v,1)s(v) · · · [fv,mv ]e
′(v,mv)s(v)
η−17→ αe′(v,1)s(v)v,1 · · ·αe
′(v,mv)s(v)
v,mv
ι−107→ [Tv,1]e(v,1) · · · [Tv,mv ]e(v,mv).

We say that a homomorphism ψ : G(Λ) → Mod(Sg,p) satisfies condition (KK)
or Kim–Koberda’s condition if ψ(v) is a product of mutually commutative Dehn
twists on Sg,p for all v ∈ V (Γ). In order to understand homomorphisms with (KK)
condition graph theoretically, we introduce the following correspondence between
graphs.
Definition 3.3. Let Λ and Γ be graphs. A multi-valued homomorphism φ : Γ# Λ
is a correspondence from V (Γ) to V (Λ) satisfying the following.
(0) The vertex-image φ(v) is a non-empty set of vertices for any v ∈ V (Γ).
(1) If v1, v2 ∈ V (Γ) are adjacent, then any pair of vertices u1 and u2, where
u1 ∈ φ(v1) and u2 ∈ φ(v2), are adjacent.
A simple example of multi-valued homomorphisms is illustrated in Figure 6.
Note that the axiom (1) generalizes the axiom of graph homomorphism. Here,
a map φ : V (Γ) → V (Λ) between the vertex sets of two graphs is called a graph
homomorphism if φ maps any pair of adjacent vertices to a pair of adjacent vertices.
A graph homomorphism satisfies the above axioms (0) and (1), and hence it is a
multi-valued homomorphism.
Homomorphisms with condition (KK) can be translated into multi-valued ho-
momorphisms.
Proposition 3.4. Suppose that a homomorphism ψ : G(Λ) → Mod(Sg,p) satisfies
condition (KK). Namely, for each vertex u ∈ V (Λ), there are mutually commutative
Dehn twists Tu,1, . . . , Tu,mv and non-zero numbers e(u, 1), . . . , e(u,mu) such that
ψ(u) = [Tu,1]
e(u,1) · · · [Tu,mu ]e(u,mu).
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Then ψ induces a multi-valued homomorphism φ : Γ # Λ by setting [Tu,i] 7→ u.
Here, Γ is the subgraph of C¯(Sg,p) induced by the set of closed curves corresponding
to the Dehn twists appearing in the presentation of some ψ(u).
Proof. We prove that φ satisfies the axiom (1). Pick adjacent vertices x and y in Γ
and let [Tu,i] and [Tv,j ] be corresponding Dehn twists, where u and v are vertices
of Λ such that φ(x) = u and φ(y) = v.
Claim 3.5. There is an integer M such that the mapping classes ψ(u)M and ψ(v)M
generate free group of rank 2 in Mod(Sg,p).
Proof. Since x intersects with y non-trivially and minimally as closed curves, the
Dehn twists [Tu,i] and [Tv,j ] are non-commutative in Mod(Sg,p). Hence, by the
assumption that ψ satisfies condition (KK), the Dehn twist [Tv,j ] do not appear in
the presentation of ψ(u);
ψ(u) = [Tu,1]
e(u,1) · · · [Tu,mu ]e(u,mu).
As in the proof of Theorem 3.2, we have a right-angled Artin group G(XT ) ≤
Mod(Sg,p) which is generated by high powers of the Dehn twists appearing in the
presentations of the vertex images {ψ(w) | w ∈ V (Λ)}, where XT is the anti-
commutation graph of those Dehn twists. Pick an integer M so that ψ(u)M and
ψ(v)M are contained in the right-angled Artin group G(XT ). Then, by Baudisch’s
theorem [2, Theorem 1.2], 〈ψ(u)M , ψ(v)M 〉 is isomorphic to an abelian group or
free group of rank 2. Since the Dehn twist [Tv,j ] do not appear in the presentation
of ψ(u), and since [Tv,j ]
Me(v,j) is not commutative with ψ(u)M , it follows that
ψ(u)M and ψ(v)M are not commutative in G(XT ) (see [13, Lemma 2.2]). Therefore
〈ψ(u)M , ψ(v)M 〉 must be a free group of rank 2. 
This claim together with the assumption that ψ is a group homomorphism im-
plies that the vertices u and v must be non-commutative in G(Λ). Namely, u and
v are adjacent in Λ. Thus, φ satisfies the axiom (1). 
In addition, multi-valued homomorphisms induces homomorphisms with condi-
tion (KK).
Proposition 3.6. Let Γ be a finite induced subgraph of C¯(Sg,p) and φ : Γ # Λ
a multi-valued homomorphism. Then, we have a homomorphism ψ : G(Λ) →
Mod(Sg,p) with condition (KK) by setting
u 7→
∏
x∈φ−1(u)
[Tx]
e(u,x),
where Tx is the Dehn twist along a closed curve x and e(u, x) is a non-zero integer.
Proof. We check that the above ψ is indeed a group homomorphism. Pick vertices
u1 and u2 with {v1, v2} 6∈ E(Λ). Then u and v are commutative in G(Λ). By the
axiom (1), for any vertex x of φ−1(u) and any vertex y of φ−1(v), x and y do not
span an edge in Γ, and so closed curves representing x and y have mutually disjoint
representations. Hence, the vertices x and y do not span an edge in C¯(Sg,p), and
[Tx] and [Ty] are commutative. It follows that the products
∏
x∈φ−1(u)[Tx]
e(u,x) and∏
y∈φ−1(v)[Ty]
e(v,y) are commutative in Mod(Sg,p). Thus, ψ is a homomorphism.
In addition, since φ does not project an edge onto a vertex, ψ satisfies condition
(KK). 
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This proposition also shows that, for any multi-valued homomorphism, φ : Γ #
Λ, between two finite graphs, the map ψ : G(Λ)→ G(Γ) defined by
u 7→
∏
x∈φ−1(u)
x,
is a homomorphism between corresponding right-angled Artin groups.
Corollary 3.7. Let p : Γ→ Λ be a covering map between finite graphs. Then there
is an embedding G(Λ) ↪→ G(Γ).
Proof. We have a homomorphism F : G(Λ) ↪→ G(Λ): u 7→ u#p−1(u) which is the
composition of the following two maps. The first one is a homomorphism
ψ : G(Λ)→ G(Γ) : u 7→
∏
x∈p−1(u)
x
induced by the covering map p (Proposition 3.6). The second one is a homomor-
phism pip : G(Γ)→ G(Λ): x 7→ p(x). We will prove that F = pip◦ψ is an embedding;
then so is ψ. We first check that pip is indeed a (surjective) homomorphism. Let x
and y be non-adjacent vertices of Γ. Since p is a covering map, {p(x), p(y)} ∈ E(Λ)
implies {x, y} ∈ E(Γ). Hence, p(x) and p(y) must be non-adjacent. Thus, pip is a
homomorphism, and so F is also a homomorphism. In addition, the surjectivity of
the covering map p implies that #p−1(u) > 0 for all u ∈ V (Λ). By Lemma 3.1 (1),
it follows that F is an embedding, and therefore ψ is an embedding. 
Lemma 3.8. ([14, Theorem 5.4]) Let Λ be a finite graph with P2unionsqP2 6≤ Λ and with
the centerless right-angled Artin group G(Λ), and let Γ = Γ1 unionsq Γ2 be the disjoint
union of two finite graphs. Suppose that ψ : G(Λ) ↪→ G(Γ) is an embedding. Then
either at least one homomorphism pi1 ◦ψ : G(Λ)→ G(Γ1) or pi2 ◦ψ : G(Λ)→ G(Γ2)
is an embedding. Here, pii is a natural projection G(Γ) = G(Γ1)×G(Γ2)→ G(Γi)
onto the direct factor (i = 1, 2).
An injective graph homomorphism ι : Λ→ Γ is said to be a full embedding if ι(Λ)
is an induced subgraph of Γ.
Proposition 3.9. Let φ : Γ # Λ be the multi-valued homomorphism induced by
an embedding ψ : G(Λ) ↪→ Mod(Sg,p) with condition (KK), where Γ is a finite
induced subgraph of C¯(Sg,p). Then, for any full embedding ι : Pn → Λ, there is a
full embedding ι˜ : Pn → Γ such that ι = φ ◦ ι˜. In particular, we have Pn ≤ C¯(Sg,p).
Proof. Case n = 1. We have only to show that ψ(u) 6= 1 for all u ∈ V (Λ), because
ψ(u) 6= 1⇔ φ−1(u) is not empty
⇔ ∃v ∈ V (Γ); φ(v) = u.
However, since ψ is injective, ψ(u) 6= 1 for all u ∈ V (Λ).
Case n = 2. Let w1 and w2 be the endpoints of P2. Set ui := ι(wi) (i = 1, 2).
Then the commutator u1u2u
−1
1 u
−1
2 is not the identity element in G(Λ). Since ψ is
injective, ψ(u1) an ψ(u2) are not commutative. Hence, there are Dehn twists [Ti]
(i = 1, 2) such that [Ti] appears in the representation of ψ(ui), and that [T1] and
[T2] are not commutative. We now pick the vertices v1 and v2 of Γ corresponding to
[T1] and [T2], respectively. Then v1 and v2 span an edge in Γ, and that φ(vi) = ui
(i = 1, 2). Thus, by setting wi 7→ vi, we have a full embedding ι˜ : P2 → Γ such that
ι = ι˜ ◦ φ.
16 T. KATAYAMA AND E. KUNO
Case n = 3. Using Koberda’s embedding theorem, we have G(Γ) ≤ Mod(Sg,p).
Moreover, the composition of sufficiently large power endomorphism of G(Λ) and
ψ together with Lemma 3.1 allows us to have an embedding ψ : G(Λ) ↪→ G(Γ) with
condition (KK). We label the vertices of ι(P3) so that u1 and u2 are adjacent, and
that u2 and u3 are adjacent. Let supp(ψ(ui)) (i = 1, 2, 3) denotes the subset of V (Γ)
representing a shortest word of ψ(ui) with respect to the group presentation G(Γ).
Restricting ψ to the subgroup G(ι(P3)), we have an embedding ψ : (G(ι(P3))) →
G(Γ) satisfying condition (KK). Moreover, since G(ι(P3)) ∼= Z∗Z2 is centerless and
since P3 does not contain P2unionsqP2 as a subgraph, by applying Lemma 3.8 repeatedly,
we have a connected component Γ′ of Γ with an embedding ψ : (G(ι(P3))) ↪→ G(Γ′)
with condition (KK). By supp(ψ(ui)) (i = 1, 2, 3), we denote the subset of V (Γ
′)
representing a shortest word of ψ(ui) with respect to the group presentation G(Γ
′)
defined in Section 1. Note that the subgroup 〈u1, u3〉 of G(ι(P3)) is isomorphic
to Z2. Therefore #(supp(ψ(u1)) ∪ supp(ψ(u3))) ≥ 2. Pick a pair of vertices v1 ∈
supp(ψ(u1)) and v3 ∈ supp(ψ(u3)) with v1 6= v3. Since Γ′ is connected, there is
an edge-path P in Γ′ connecting v1 with v3. The fact that ψ(u1) and ψ(u3) are
commutative, together with (KK) condition of ψ, implies that any pair of vertices
in supp(ψ(u1)) ∪ supp(ψ(u3)) do not span an edge in Γ′. Hence, the edge-path P
must contains at least three vertices. Then we have a sub-path (v′1, v
′
2, v
′
3) such
that v′i ∈ supp(ψ(ui)) with {v′1, v′2}, {v′2, v′3} ∈ E(Γ′). Note that the vertices v′1
and v′3 are commutative in G(Γ
′), because the vertices u1 and u3 are commutative
in G(ι(P3)) (see [13, Lemma 2.2]). Hence, the endpoints v
′
1 and v
′
3 of P do not
span an edge in Γ′, and therefore (v′1, v
′
2, v
′
3) induces P3 in Γ
′. Thus, by setting
ι˜ : P3 → Γ′;ui 7→ v′i we have a desired lift of ι.
Case n > 3. As in the proof of case n = 3, by taking a sufficiently high power
of ψ, we have an embedding ψ : G(Λ) ↪→ G(Γ) with condition (KK). By applying
[13, Lemma 4.2], we have that there is a full embedding ι˜ : Pn → Γ such that
ι = φ ◦ ι˜. 
Cases n = 1 and n = 2 in the above lemma say that the multi-valued homomor-
phism induced by an embedding of a right-angled Artin group is surjective with
respect to the vertex set and the edge set.
Corollary 3.10. Suppose that χ(Sg,p) < 0. If G(Pn) ↪→ Mod(Sg,p), then Pn ≤
C¯(Sg,p).
Proof. Suppose that G(Pn) ↪→ Mod(Sg,p). Then, by Theorem 3.2, we have an
embedding ψ : G(Pn) ↪→ Mod(Sg,p) with condition (KK). Proposition 3.4 implies
that ψ induces a multi-valued homomorphism from a finite induced subgraph Γ of
C¯(Sg,p) to Pn. Proposition 3.9 now completes this proof. 
4. Proofs of theorems 1.3 and 1.4
We note that even if we use punctures instead of boundary components, the
results in Section 2 also hold. Hence we will apply the results in Section 2 for the
orientable surfaces of genus g with p punctures.
We first prove Theorem 1.3.
Proof of Theorem 1.3. Suppose that Sg,p is a sphere with ≤ 3 punctures. Then
the mapping class group is finite, and therefore embedded right-angled Artin group
must be trivial.
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Figure 7. Cp ≤ C¯(Sp0 ) = C¯(S0,p) and C2g+2 ≤ C¯(Sg,0).
Case (g, p) ∈ {(0, 4), (1, 0), (1, 1)}. Note that G(P2) ∼= F2 (the free group of rank
2). We have an embedding F2 ≤ Z/2Z ∗ Z/3Z ∼= B3/Z ≤ Mod(S0,4). Moreover,
SL(2,Z) = Mod(S1,0) ∼= Mod(S1,1) contains a subgroup isomorphic to F2. Thus in
any case we have F2 ≤ Mod(Sg,p). We next prove that G(Pm) ≤ Mod(Sg,p) only
if m ≤ 2. Note that Mod(Sg,p) do not have a subgroup isomorphic to Z2. This
shows that G(Pm) ≤ Mod(Sg,p) implies m ≤ 2, because G(Pm) contains a subgroup
isomorphic to Z2 when m ≥ 3.
The other cases: combine Proposition 3.9 and Theorem 2.2. 
Proposition 4.1. G(Cm) ≤ Mod(Sg,p) if and only if m satisfies:
m ≤
{
p (g = 0, p ≥ 5)
2g + 2 (g ≥ 2, p = 0)
Proof. Koberda’s embedding theorem [17, Theorem 1.1] together with Figure 7
shows that “if part” of the assertion. Let us prove “only if part”. Suppose that
G(Cm) ≤ Mod(Sg,p). Since Pm−1 ≤ Cm, we have G(Pm−1) ≤ G(Cm). Hence,
G(Pm−1) ≤ Mod(Sg,p). By Theorem 2.2, we have either m − 1 ≤ p − 1 (if g =
0, p ≥ 5) or m− 1 ≤ 2g+ 1 (if g ≥ 2, p = 0). In either case, we obtain the required
result. 
By PMod(Sg,p), we denote the pure mapping class group of Sg,p, which is the
kernel of the natural homomorphism Mod(Sg,p)→ Sp. Here, Sp is the permutation
group on the set of p punctures P = {∞1,∞2, . . . ,∞p} and the natural homomor-
phism is induced by the action of Mod(Sg,p) to P , Mod(Sg,p) × P 3 ([f ],∞i) 7→
f(∞i) ∈ P . By the definition, the pure mapping class group is a finite index sub-
group of the mapping class group. We now turn to consider embeddings of G(Pm)
and G(Cm) into braid groups.
Lemma 4.2. Let G be a centerless right-angled Artin group. Then G ≤ Bp if and
only if G ≤ Mod(S0,p+1).
Proof. By a result due to Clay–Leininger–Margalit [7, Theorem 10], we have
PBp ∼= PMod(S0,p+1) × Z. Suppose that G ≤ Bp. Then, since PBp is a finite
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index subgroup of Bp, we have G ≤ PBp by Lemma 3.1 (2). Moreover, since
G is centerless, the natural homomorphism G → PBp/Z ∼= PMod(S0,p+1) is an
embedding. Hence, G ≤ Mod(S0,p+1).
Suppose that G ≤ Mod(S0,p+1). Then, since PMod(S0,p+1) is a finite index
subgroup of Mod(S0,p+1), we have G ≤ PMod(S0,p+1) ≤ PBp ≤ Bp by Lemma 3.1
(2). 
We now turn to prove Theorem 1.4.
Proof of Theorem 1.4. (1) Case p = 1. Since B1 = 1, embedded right-angled Artin
group must be G(∅) = 1.
Case p = 2. Since B2 ∼= Z, embedded right-angled Artin group must be infinite
cyclic.
Case p ≥ 3. Since the defining graph of any right-angled Artin group with
non-trivial center contains an isolated vertex (a vertex non-adjacent to the other
vertices) [3, Lemma 5.1], the right-angled Artin group G(Pm) (m ≥ 2) is centerless.
By Theorem 1.3 and Lemma 4.2, we obtain the desired result.
(2) Case p ≤ 2. Bp does not contain a free group of rank ≥ 2. On the other
hand, G(Cm) (m ≥ 3) contains a free group of rank ≥ 2.
Case p = 3. B3 is isomorphic to the trefoil knot group. [11, Theorem 1.4
(2)] gives a classification of right-angled Artin groups embedded in the torus knot
groups. According to this result, G(C3) ∼= 〈v1, v2, v3 | −〉 ∼= A(V3) is embedded in
the trefoil knot group, though G(Cm) (m ≥ 4) is not embedded in B3.
Case p ≥ 4. Note that G(Cm) (m ≥ 3) is centerless. An argument similar as in
the proof of (1) together with Proposition 4.1 shows the assertion.

5. Virtual embeddability between mapping class groups
In this last section, we introduce some applications of Theorem 1.3 and 1.4 to
embeddings between finite index subgroups of mapping class groups. Recall that
ξ(Sg,p) is the topological complexity of Sg,p, which is the maximum rank of the free
abelian subgroups in Mod(Sg,p) and the quantity `(Sg,p) = `(S
p
g ) is the maximum
length of the linear chains on Sg,p, which is computed in Section 2.
Proof of Theorem 1.5. (1) Suppose that the braid group B2g+1 is virtually embed-
ded into Mod(Sg′,0).
Case g = 0 and g = 1. If g = 0, then g′ always satisfies the desired inequality
g′ ≥ g. Hence, we assume that g = 1. Then B3 contains the infinite cyclic subgroup,
and hence no finite index subgroup of B3 is embedded in Mod(S0,0). Thus g
′ ≥ 1.
Case g ≥ 2. Let H be a finite index subgroup of B2g+1 which is contained in
Mod(Sg′,0). By Theorem 1.4 (1) and Lemma 3.1, B2g+1 contains G(P2g+1) and
therefore H also contains G(P2g+1). Hence, G(P2g+1) ≤ Mod(Sg′,0). By Theorem
1.3, the maximum m such that G(Pm) ≤ Mod(Sg′,0) is equal to one of the following:
0 (if g′ = 0), 2 (if g′ = 1) and 2g′+ 1 (if g′ ≥ 2). Hence, g ≥ 2 implies g′ ≥ 2. Thus
we have g′ ≥ g, as desired.
(2) Suppose that B2g+1 is virtually embedded into Mod(S
1
g′,0).
Case g = 0. The inequality 0 ≤ g′ always holds.
Case g = 1. By Lemma 3.1, any finite index subgroup H of B3 contains a free
group of rank 2, and hence H is not embedded into Mod(S10,0)
∼= Z. Hence, 1 ≤ g′.
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Case g ≥ 2. Suppose that B2g+1 is virtually embedded in Mod(S1g′,0). By
Theorem 1.4 (1), we see G(P2g+1) ≤ B2g+1. Hence, G(P2g+1) ≤ Mod(S1g′,0) by
Lemma 3.1. Since the kernel of the capping homomorphism
Mod(S1g′,0)→ Mod(Sg′,1)
is the center generated by the Dehn twist along a closed curve which is isotopic into
the boundary [8, Proposition 3.19], and since G(P2g+1) is centerless, we have that
G(P2g+1) ≤ Mod(Sg′,1). By Theorem 1.3, the maximum m such that G(P2g+1) ≤
Mod(Sg′,1) is one of the following: 0 (if g
′ = 0), 2 (if g′ = 1) and 2g′+ 2 (if g′ ≥ 2).
Hence, our assumption g ≥ 2 implies g′ ≥ 2, and so we have 2g+ 1 ≤ 2g′+ 2. Thus
we obtain g ≤ g′, as desired.
(3) and (4) can be treated similarly. 
Remark 5.1. Note that B2g+1 contains Z2g as a subgroup. On the other hand,
the maximum rank of the free abelian subgroup of Mod(S1,0) (resp. Mod(S2,0)) is
1 (resp. 3). Therefore no finite index subgroup of B3 (resp. B5) is embedded in
Mod(S1,0) (resp. Mod(S2,0)). Thus the inequality g
′ ≥ g + 1 holds in the assertion
of Theorem 1.5 (1) when g = 1 or 2. The authors anticipate that no finite index
subgroup of B2g+1 is embedded in Mod(Sg′,0) for all g and g
′ with 1 ≤ g′ ≤ g.
Now, Corollary 1.7 can be deduced from the following theorem.
Theorem 5.2. Suppose that χ(Sg,p) < 0. If a finite index subgroup of Mod(Sg,p)
is embedded in Mod(Sg′,p′), then the following inequalities hold:
(1) ξ(Sg,p) ≤ ξ(Sg′,p′),
(2) `(Sg,p) ≤ `(Sg′,p′).
Proof. Suppose that a finite index subgroup H of Mod(Sg,p) is embedded in
Mod(Sg′,p′). By Theorem 1.3 (resp. Birman–Lubotzky–McCarty’s result), we can
see that G(P`(Sg,p)) ≤ Mod(Sg,p) (resp. Zξ(Sg,p) ≤ Mod(Sg,p)). Since H is of finite
index, we have that G(P`(Sg,p)) ≤ H (resp. Zξ(Sg,p) ≤ H) by Lemma 3.1. Hence,
G(P`(Sg,p)) ≤ H ′ ≤ Mod(Sg′,p′) (resp. Zξ(Sg,p) ≤ H ′ ≤ Mod(Sg′,p′)). Thus, by
Theorem 1.3 (resp. Birman–Lubotzky–McCarty’s theorem), the desired inequality
(2) (resp. (1)) holds. 
We finish this paper by proving Theorem 1.6.
Proof of Theorem 1.6. Suppose that p ≤ 2g + 2. We will prove that Mod(S0,p) is
virtually embedded in Mod(Sg,0).
Case p ≤ 2g + 1. We first observe that B2g is embedded in Mod(Sg,0). By a
theorem due to Birman–Hilden, we can show that B2g is embedded in Mod(S
2
g−1,0)
as the symmetric subgroup SMod(S2g−1,0) with respect to a hyper-elliptic involution
(see [8, Chapter 9.4]). Moreover, the natural surface embedding j : S2g−1,0 → Sg,0,
which is obtained by gluing a cylinder to S2g−1,0 along the boundary, induces a
homomorphism j∗ : Mod(S2g−1,0) → Mod(Sg,0). A result due to Paris–Rolfsen [18,
Theorem 4.1] implies that the kernel of j∗ is generated by [Tβ1 ][Tβ2 ]
−1, where β1
and β2 are the non-isotopic closed curves parallel to the boundary components of
S2g−1,0 that co-bound a cylinder in Sg,0. Since 〈[Tβ1 ][Tβ2 ]−1〉 ∩ SMod(S2g−1,0) = 1,
we have an embedding SMod(S2g−1,0) ↪→ Mod(Sg,0) by restricting j∗. Hence, B2g ∼=
SMod(S2g−1,0) ↪→ Mod(Sg,0). Since B2g contains PMod(S0,p), the mapping class
group Mod(S0,p) is virtually embedded in Mod(Sg,0).
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Case p = 2g+ 2. In this case, the symmetric subgroup SMod(Sg,0) of Mod(Sg,0)
with respect to a hyper-elliptic involution ι has a projection onto Mod(S0,2g+2)
with the kernel 〈ι〉 (see [8, Chapter 9.4]). Consider a finite index subgroup H
of Mod(Sg,0) which does not contain ι. Residual finiteness of Mod(Sg,0) guaran-
tees the existence of such H. Then H ∩ SMod(Sg,0) is a finite index subgroup
of SMod(Sg,0) avoiding ι. Hence, H ∩ SMod(Sg,0) is embedded in Mod(S0,2g+2)
as a finite index subgroup. Consequently, we have that Mod(S0,2g+2) is virtually
embedded in Mod(Sg,0).
We next suppose that Mod(S0,p) is virtually embedded in Mod(Sg,0). Then,
since Mod(S0,p) contains the right-angled Artin group G(Pp−1) by Theorem 1.3,
the mapping class group Mod(Sg,0) also contains G(Pp−1). This fact together with
Theorem 1.3 implies that p−1 ≤ 2g+1, and therefore we have the desired inequality
p ≤ 2g + 2. 
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