Many long-span bridges that are slender and susceptible to wind-induced vibrations are currently under construction all over the world. As nonlinear structural behavior and nonlinear displacementdependent wind loads become of higher importance, time-domain methods are commonly applied instead of frequency-domain approaches. This paper discusses how rational functions, fitted to aerodynamic derivatives, can be converted to a state-space model to transform the frequencydependent aerodynamic forces into the time domain. A user element has been implemented in ABAQUS to include the self-excited forces in the dynamic analysis. The flutter stability limit and buffeting response of the Hardanger Bridge have been calculated in a comprehensive case study to illustrate the performance of the presented methodology. The Average Conditional Exceedance Rate method is used to estimate long-term extreme load effects. A simplified full long-term method that ignores wind velocities which contribute little to the long-term extreme values is introduced to reduce the required computational effort. The long-term predictions are also compared with results obtained using a short-term approach and it is concluded that the long-term extreme load effects are approximately 20% higher than the short-term extreme values.
Introduction
Flutter and dynamic behavior in strong winds are always two of the main concerns when designing long-span bridges. The self-excited forces cause flutter, while both the self-excited and the buffeting forces are important for the dynamic response of bridges in strong winds. The multi-mode frequencydomain method has been widely used to study flutter stability and dynamic response to strong winds [1] [2] [3] . The method will provide results of high accuracy if there are no strong nonlinear characteristics in the system. Modern bridge designs, however, are characterized by high flexibility and sensitivity to wind actions due to the increased span lengths. As a consequence, time-domain modelling of the selfexcited forces has received much attention in recent years [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . One possibility is to use quasi-steady theory by modelling the self-excited forces using coefficients from static wind tunnel tests. The coefficients in the model are frequency-independent, making the model convenient to implement in the time domain. Diana et al. [8] developed a corrected quasi-steady theory by including aerodynamic nonlinearities. The predicted quasi-steady aerodynamic forces were reasonable but not perfectly correct. The low reduced velocity range is particularly hard to capture accurately. The fluid memory effect can be taken into account not only by transfer functions in the frequency domain but also by convolution integrals in the time domain. Scanlan et al. [16, 17] generalized the Wagner function that was originally developed for airplane wings and applied it for bridge decks to represent the selfexcited forces. The Wagner function is also addressed as an indicial function and has been widely used by many research studies in time-domain simulation of unsteady self-excited aerodynamic forces [5, 6, 13, 18] . The challenge is to fit the various models to the experimental data of the aerodynamic derivatives. The most common approach thus far is to approximate the aerodynamic derivatives using rational functions, which is also known as Roger's approximation [19] .
Most of the studies mentioned above were limited to simple systems, such as a two-degrees-offreedom section model. In bridge design, it is necessary to include self-excited forces in a finite element analysis of the entire bridge. Borri et al. [18] and Salvatori and Spinelli [13] expressed the self-excited forces in the time domain by indicial functions. Borri et al. [18] checked the time domain load model with a three-dimensional full-bridge model in the finite element code FEMAS. Salvatori and Spinelli [13] developed a finite element program capable of handling simplified bridge models and found that the structural nonlinearities could limit the oscillation amplitudes in super-critical velocity range and deemphasize the presence of the critical wind velocity. Chen et al. [5, 6] and Arena et al. [20] replaced the convolution integrals with a state-space model, making the numerical simulation more efficient. Chen et al. [5, 6] conducted the flutter and buffeting analysis in the time domain, but in terms of generalized modal coordinates. Their studies showed that the response increased slightly when the nonlinear unsteady aerodynamic forces are considered. Arena et al. [20] analyzed the flutter and the dynamic response of long-span suspension bridge considering nonuniform span-wise wind profile and time-and space-dependent gust loading conditions, respectively. The dynamic behavior was found significantly different from that under uniform gust loading conditions. Øiseth et al. [12] also used a state-space model and introduced the state variables as additional degrees of freedom in each node of a beam element to simulate the fluid memory effect. The critical velocity and the buffeting response predicted by the model corresponded well to the frequency-domain results.
It is, however, a significant drawback that it is rather complicated to introduce additional degrees of freedom into existing finite element programs.
It is the extreme deflections and load effects that are relevant for design. Long-term analysis is the most accurate approach to obtain the N-year load effects for ultimate limit state (ULS) design checks.
Nevertheless, short-term analyses are still widely used because the long-term approach normally requires massive computational effort, especially when it is necessary to consider the variability of, for instance, the mean wind velocity, wind direction, turbulence intensities and integral length scales by means of a joint probability distribution. In short-term analysis, the N-year load effects are approximated by the extreme values for a short-term environmental condition with a selected return period and duration, for instance, 100 years and 10 minutes. The design load effect obtained from the short-term analysis needs to be multiplied by a factor to take into account the fact that less severe conditions that occur more frequently and more severe conditions that occur less frequently will also contribute to the long-term extreme value distribution. This approach generally needs to be verified by a full long-term analysis. Many studies of short-and long-term extreme load effects for marine structures have been conducted over the years [21] [22] [23] [24] .
The Gumbel method [25, 26] and the Weibull tail method [21, 27] are widely used for short-term extreme value analysis. In the Gumbel method, the single largest maximum value is extracted from each simulation, and the sample of the independent maxima from an ensemble of simulations is assumed to follow the Gumbel distribution. In the Weibull tail method, all peaks above a selected threshold are extracted, and the tail regime is fitted to a Weibull distribution. The empirically selected threshold is very important for the predicted results, which can be a disadvantage. Naess and Gaidai [28] developed an Average Conditional Exceedance Rate (ACER) method to estimate the extreme values from sampled short-term time series, which can account for the dependence of the neighboring up-crossings. This method has been widely used for many applications [23, 24, 29] . Saha compared the predicted short-term extreme response of an offshore wind turbine subjected to wind and wave loading with applications of the up-crossing rate method, Gumbel method and Weibull tail method.
The up-crossing rate method performed better in his case.
For estimation of long-term extreme value distributions, the full long-term method, which is the convolution of short-term distributions for all environmental conditions, is the most accurate but requires massive computational effort. More efficient approximate methods have been introduced over the years. For areas governed by occurrences of some extreme storms, the "peaks over threshold" approach is recommended [30, 31] . It is more effective than the classical approach because it only considers the exceedance probabilities from a limited number of environment events, e.g., severe storms or hurricanes. The environmental contour method is discussed in [32, 33] , in which only one single short-term environmental condition with the desired return period is required to obtain the extreme value distribution. This method is widely used in offshore engineering. Li introduced a modified environmental contour method in bottom-fixed offshore wind turbines to take into account the non-monotonic behavior of the response under wind loads. He also applied a simplified full longterm method, which considers only the environmental conditions that give significant contributions to the long-term extreme values.
Although many studies of long-term extreme value analysis have been carried out for marine structures, very few studies of wind-induced load effects for civil engineering structures seem to exist. Some studies have been conducted for high-rise buildings [34, 35] , but the authors have not found any contributions related to long-term analysis of cable-supported bridges. Both time-and frequencydomain methods can be applied to carry out the long-term extreme value analysis. The analysis will be carried out in the time domain in this paper because it is convenient to include non-liner behavior in the analysis. A full long-term method is very computationally demanding, making efficient simulations essential. The self-excited forces are therefore modelled by applying a state-space model.
The state variables are solved directly at the element level and considered in the analysis by developing a finite element, making it unnecessary to include them in the global system matrices. A full long-term analysis of important load effects has been studied in detail, and a possible approximation considering only mean wind velocities that contribute significantly to the long-term extreme value distributions has been investigated. A short-term analysis has also been carried out to investigate how short-term extremes can be used to approximate the long-term extreme values.
Wind-induced dynamic response
The equation of motion for a cable-supported bridge subjected to wind loading is
Here, M, C and K symbolize the still-air mass, damping and stiffness matrix, respectively; u represents the degrees of freedom of the finite element model. F wind represents the wind actions that consist of a time invariant part due to the mean wind velocity, and a dynamic part due to turbulence in the wind field, vortex shedding and self-excited forces generated by the motion of the structure. Since vortex shedding induced vibrations typically occur at very low mean wind velocities and will usually not give a significant contribution to the long-term extreme value distribution of the load effects, this paper will focus on modelling of wind loading due to the mean wind velocity, turbulence and the motion of the structure. A special attention is put into how one can model the self-excited forces in an efficient manner to reduce the required computational effort.
Efficient modelling of self-excited forces

Simulation of self-excited wind force in the time domain
The self-excited forces acting on a bridge deck section are commonly represented by the aerodynamic derivatives developed by Scanlan and Tomo [16] . The self-excited forces q for a bridge deck in a single-frequency harmonic motion can be expressed as follows 
Here, V denotes the mean wind velocity, ρ represents the air density, and B symbolizes the width of the girder. Eq. (2) is only valid for a single-frequency harmonic motion. By introducing the principle of superposition, the model can be extended to any period or aperiodic motion through Fourier integral
Here, ( ) 
Here, f(t) and u(t) are the inverse Fourier transforms of ( )
The aerodynamic derivatives are commonly known only at discrete reduced frequencies, and hence a continuous expression needs to be curve-fitted to experimental data to perform the integration over the range of (-∞,∞). To develop a time-domain representation of self-excited forces, the selected expression must be suitable for inverse Fourier transformation. The following rational function expression has been frequently used in the literature [5, 6, 11, 12] 
The unknowns a 1 , a 2 , a l+3 and for the self-excited forces (see [12] for further details)
If we consider q(y,t) as a distributed load acting on a beam element, it has to be transformed to the self-excited nodal force F se (t). The displacement along the girder u(y,t) can be expressed as
Here, the matrix N(y) includes the shape functions and the vector v(t) contains the nodal displacement degrees of freedom. Based on the principle of virtual work,
Here l refers to the length of the beam element. Substituting Eqs. (6) and (7) to the equation above, the self-excited nodal force can be expressed as follows, see [12] for further details 1 2 (t) (t) (t) (t) (t) 
State-space modelling of the self-excited forces
Efficient modelling of the self-excited forces is of crucial importance because many time series need to be obtained to assess the long-term extremes distributions of the load effects. Several approaches have been presented in the literature. Chen [5, 6] , Salvatori [13] and Borri [18] expressed the selfexcited force in the time domain by indicial functions, and implemented the theory for threedimensional full-bridges. Salvatori and Spinelli [13] and Borri et al. [18] dealt with the time-historydependent part of the self-excited force via convolution integrals, which are calculated and updated at each time step. As noted by several authors [12, 36] , it is very time-consuming to solve the convolution integrals during a dynamic analysis. Chen et al. [5, 6] replaced the convolution integral with a state-space model in modal coordinates. To make it more convenient to simulate the selfexcited force in ABAQUS, this paper will model the time-history-dependent self-excited forces based on a state-space method in the Cartesian coordinate system. Because convolution is a linear operator, the integrals can be replaced by first-order differential equations
The following system of differential equations is obtained when all the state variables are considered
Here, I represents the identity matrix.
The equation of motion for the combined structure and flow system is obtained when Eqs. (9) and (11) are introduced into the equation of motion presented in Eq. (1) 2 1
The time-history-dependent part of the self-excited forces, Z(t), has been expressed in State-Space form. The velocity (t) v  and Z(t) are the input and output of the state-space model, respectively, and X(t) is the state variables. The state variables need to be included when solving for the dynamic equilibrium that governs the combined structure and flow system. Øiseth [12] 
The left-hand side of Eq. (13) 
The state variable X can be solved by integrating both sides of the equation from (X k ,t k ) to (X k+1 ,t k+1 )
The solution depends on how the input ( ) t v  varies over the time step. A zero-order hold assumption where the input is assumed constant in the interval is often used
In our case, it is essential to save as much computational effort as possible, and this makes a first-order hold assumption attractive, assuming that the input varies linearly over the time step. The dynamic response of the system can be obtained using Newmark's method [38] , and because the velocity of the structure is used as input in the state-space model, it is natural to use the same approximation for the velocity as introduced in the Newmark time integration scheme
γ is a parameter in Newmark's method. The first-order hold assumption makes the implementation of the model slightly more complicated, but it will be demonstrated later that the first-order hold assumption is far better than the zero-order hold assumption in the sense that much larger time steps can be used in the numerical integration of the equation of motion. Inserting Eq. (17) into Eq. (15), assuming a constant time step t ∆ and performing the integration results in the following equation for the state variable at time 1
Here, 
Compared to the normal equation of motion, Eq. (19) adds a new term, the output of the state-space model Z k . To check the performance of the framework, different time steps are used in the calculation of the self-excited force acting on per unit length of the girder in the vertical and torsional directions, as shown in Fig. 2 . The wind velocity in this case is 40 m/s. Under the first-order hold assumption, the self-excited force has already converged when the time step is 0.2 s; meanwhile, for the zero-order hold case, the force does not converge until the time step decreases to 0.02 s. Therefore, a much larger time step can be used if the first-order hold is assumed, which can reduce the massive numerical effort. 
Implementation in ABAQUS
As shown in Eq. (19), the self-excited force in the time domain includes three terms: 2 k A v  and 1 k A v , which are independent of the motion history, and the history-dependent term k Z , which is obtained from the state-space model replacing the convolution integrals. The history-dependent term is dependent on the state variables, structural velocity and acceleration in the previous time step and also the acceleration in the current time step if the first-order hold approximation is used. In ABAQUS, a user element is implemented to include the self-excited forces in the dynamic analysis. The element is developed as a one-node element, but it is also straightforward to implement it as a beam-type element. The elements are modelled on top of the nodes of ordinary beam elements such that it is not necessary to implement the mass, damping and stiffness terms related to the structure. The contribution to the residual force and its derivative or Jacobean matrix needs to be supplied in the user subroutine that defines the user element, as shown in Algorithm 1. (1 )
 can be added directly into the mass matrix of the system. Meanwhile, k X  can be easily calculated using the already known displacement, velocity, acceleration and state vector in the previous step ( 1
To sum up, the presented approach uses state-space models to replace the convolution integrals in the representation of the self-excited forces in time domain, making the numerical simulation more efficient. A first-order hold assumption is applied in the approximation of the velocity over each time step, which makes the implementation of the state-space method more complicated but allows much larger time steps in the numerical simulation. By defining a user element, the state-space models are convenient to be implemented in ABAQUS.
Algorithm 1. Implementation of the user element in ABAQUS
Step (1) Step (2): Load
from the last time step (the initial value of X  :
) and calculate the state vector
Step ( (1 )
β and γ are the two parameters in Newmark's method
Step ( 
Mean and buffeting forces
The mean and buffeting forces refer to the load due to the mean and fluctuating wind velocity, which can be calculated based on quasi-steady theory [39] . The effect of frequency-dependent aerodynamic admittance on the buffeting force is not considered in this paper. Moreover, only forces acting on the girder are considered.
Long-term extremes
It is possible to use short-term and long-term methods to calculate the characteristic values of extreme load effects due to wind for ULS design checks. In the short-term approach, the load effects are analyzed during a storm with an N-year-return period of a specified duration, e.g., 100 years and 10 min, while all storms during the long-term period are considered in the long-term approach. A shortterm approach is necessary in practice from a computational point of view, but the extreme values obtained using the short-term approach need to be multiplied by a factor to obtain the characteristic values for the long-term period because less severe environmental conditions that occur more frequently and rare but more severe environmental conditions will contribute to the long-term extreme value distribution. This implies that the short-term approach needs to be verified using a full long-term approach.
Short-term statistics of extreme values by the ACER method
For a short-term process, the definition of the cumulative distribution function (CDF) of extremes η can be expressed as [28] ˆ1 ( )
Here, P 1 , …, P N refer to the observed values in the stationary short-term process (10 min), and ( ) P T is defined as the maximum value during the time interval T. The CDF of the extreme values can be obtained using a number of methods (see, for instance, [30, 31, 40] ). The ACER method, developed by Naess and Gaidai, is applied in this paper because it is more flexible and less restrictive than methods based on asymptotic extreme value theory. The method introduces the concept of conditional exceedance probability, which is defined as
Here, ( ) kj α η is the exceedance probability conditional on k-1 previous non-exceedances of the threshold η , and N is the number of data observed in the process. Assuming that the conditional exceedances are a sequence of independently and identically distribution random variables following a
Poisson process, the CDF of the extremes in Eq. (20) can be approximated by [28] ˆ( )
Here,
is equal to the expected number of exceedances of the threshold η during the time interval T. In the numerical implementation it is convenient to introduce the concept of average conditional exceedance rates, defined as follows (see [28] for further details)
Combining Eqs. (23) and (22), the CDF for the extreme value for the short-term process can be written
Here, N is the average number of observed values per unit of time. Naess and Gaidai [28] assumed that the mean exceedance rate ( ) 
Long-term statistics of extreme values
The long-term process is not stationary, making the average conditional exceedance rates time-variant.
Generalizing Eq. (24) to the non-stationary case, the corresponding expression of the CDF of extremes in the long-term case [41] is
Here, T L represents the long-term period. A long-term non-stationary stochastic process can be considered as a sequence of short-term stationary processes. Assuming that the stochastic process is ergodic, the integral in Eq. (25) can be expressed as
Here, w represents parameters used to characterize the environmental loading, for instance, the mean wind velocity, while f w (w) is the joint probability density distribution for the parameters. ( | ) k ε η w is the conditional ACER for the specific short-term period characterized by the environmental parameters w. See [41] for further details. Combining Eqs. (26) and (25), the CDF of the long-term extremes can be written as
Case study: The Hardanger Bridge
The Hardanger Bridge shown in the surrounding topography such that the mean wind direction is usually along the fjord and, hence, perpendicular to the bridge (see Fig. 4 for more details). The wind conditions were monitored at the site for five years before the bridge was designed. These records confirm that it is reasonable to assume that the strong winds are approaching the bridge perpendicular to the bridge deck. The probability distribution for the 10-minute mean wind velocity forms the basis of the long-term assessment of the extreme value distribution of the load effects. The Weibull distribution applied is shown in Fig. 5 . A comprehensive finite element model of the bridge, displayed Fig. 6 , is used in the dynamic analysis. To simulate the self-excited forces of the long and slender bridge in the dynamic analysis, an aerodynamic element is defined and implemented in ABAQUS. The element is developed as a one-node element that is included on the nodes along the bridge deck, as shown by the red markers in the figure. 
Curve fitting rational functions to the aerodynamic derivatives
Curve-fitting the expressions presented in Eq. (5) to the experimental data of the aerodynamic derivatives is the first step in time-domain wind-induced response analysis. The quality of the curve fit is of great importance for the accuracy of the numerical simulations because the self-excited forces need to be captured accurately in the entire reduced frequency ranges, especially the range corresponding to the natural frequencies of the system. Experimental results for the aerodynamic derivatives are commonly not available at high reduced velocities due to the restrictions of experimental conditions. Aerodynamic derivatives represented by rational function can commonly not converge to the value based on quasi-steady theory as the reduced velocity goes to infinity, as shown in the second and third column in Tab. 1. This is especially evident for * 1 P , which approaches a large positive value that will result in large negative damping at high reduced velocities. This limitation can, in some cases, cause numerical problems because it is the entire reduced frequency range that is considered in the inverse Fourier transform. In this paper, the quasi-steady theory for the self-excited forces is used to overcome this difficulty by assuming that the aerodynamic derivatives approach quasi-steady theory when the reduced frequency K goes to zero. This approach has also been used by Salvatori and Borri [3] and Øiseth et al. [11] . As K goes to zero, the transfer function presented in Eq.
(5) becomes
The transfer function using quasi-steady theory reads [39] L 2
Here 
By substituting Eq. (29) In the second step, the coefficients from step one are used as assumed initial values in a fully nonlinear curve-fitting problem where all the coefficients are considered. An optimal curve fit should not only match the data from the wind tunnel experiments but also approach the quasi-steady results as the reduced velocity goes to infinity. However, for several aerodynamic derivatives, it is challenging to satisfy both criteria. Take 1 * and 2 * as examples. As shown in Fig. 7 , the curve fit for 1 * satisfies both requirements, while that for 2 * does not. The curve fit enforcing the quasi-steady asymptote is inaccurate in the range of the experimental data. Because the dynamic response is very sensitive to inaccuracies in the reduced frequency range corresponding to the natural frequencies of the system, it
is not recommended to enforce the quasi-steady asymptotes if it significantly reduces the accuracy of the fit.
The curve fits with and without quasi-steady asymptotes are shown in Fig. 8 P . However, the corresponding aerodynamic stiffness is very small compared to the structural stiffness. The discrepancy will thus not influence the response of the system significantly. The quasi-steady asymptotes for all the curve fits with quasi-steady limit are presented in the fourth column in Tab. 1. As the reduced velocity goes to infinity, all the aerodynamic derivatives, except * 2 KA and
* 3
K P which are not suggested to be enforced with quasi-steady limit, coincide with the quasi-steady results. The curve fits of aerodynamic derivatives both with and without quasi-steady asymptotes will be used in the flutter analysis to verify whether it is necessary to introduce the quasi-steady theory for curve fitting or not.
Tab.1 Comparison of quasi-steady asymptotes
Quasisteady Theory
Curve fit without Quasi-steady asymptotes 
Flutter analysis
It is recommended that a flutter analysis be conducted before performing time-domain simulations of the wind-induced dynamic response because it will be possible to verify that the system is stable and that the system has a reasonable amount of damping for the modes not covered by the experimental data of the aerodynamic derivatives. It can also be of interest to verify that the time-domain simulations capture the flutter vibrations at the correct mean wind speed because this confirms that the numerical framework introduced in this paper has converged with respect to the size of the time steps and the number of elements used in the simulations. The multi-mode frequency-domain method is commonly used to calculate the critical velocity and frequency of a combined structure and flow system [1] [2] [3] . The critical velocity is defined as the mean wind velocity at which the damping ratio of one of the natural modes decreases to zero. Here, the first 20 still-air vibration modes are used as generalized coordinates to characterize the aero-elastic system. Fig. 9 shows the variation of the modal damping ratio for the 1 st horizontal, vertical and torsional modes for increasing mean wind velocities. When using the curve fits without quasi-steady asymptotes, the damping ratio for the still-air horizontal mode decreases to zero rapidly due to the inappropriate curve fit of 1 * , and the critical velocity is only 26.21 m/s. This corresponds to a reduced velocity of 4.55, which is clearly not within the range of the experimental data for the aerodynamic derivatives. The damping ratios when using the quasi-steady theory as asymptotes are displayed in Fig. 9(b) . The damping ratios of the three modes increase with increasing mean wind velocity when V is less than 60 m/s. This means that the wind-structure interaction generates positive modal damping for these modes. As the mean wind velocity continues to increase, the damping ratio for the 1 st torsional mode starts to decrease, and it reaches zero when V is 78.16 m/s, which is recognized as the critical velocity.
Multi-mode frequency-domain method
Free vibration response
The critical velocity and corresponding frequency can also be obtained from the free vibration response of the combined structure and flow system. At low wind velocities, a decaying response will be observed, while an oscillation with constant or diverging amplitude will be observed when the system is unstable.
At the start of the time-domain simulation, an impulsive loading is imposed at the mid-span of the bridge. The free vibration response at the mid-span of the Hardanger Bridge under 40-, 78.3-and 80-m/s wind fields is displayed in Fig. 10 . At 40 m/s, the system is clearly stable, while the response appears as undamped at 78.3 m/s, indicating that the system has zero damping. At 80 m/s, the response is clearly diverging. This corresponds very well to the results predicted using the multimode approach, which implies that both methods have converged and are able to accurately capture the self-excited forces in the system. 
Buffeting analysis
Time series of the wind-induced dynamic response are needed to obtain the long-term extreme value distributions of the load effects used in the design. The first step is to obtain the correlated time series of the fluctuating wind components, and the next step is to calculate the wind-induced dynamic response before the time series are processed to obtain the conditional mean exceedance rates needed in the long-term analysis.
Simulation of the wind field
The density of the air is assumed to be 40.58
Here, u and w represent the horizontal along-wind and vertical components of the wind velocity; κ is the roughness coefficient at the site, assumed to be 0.0031; z is the height above the ground, and x ∆ is the distance between the two points considered. The fluctuating wind velocities have been simulated at 67 points along the girder through the use of Monte Carlo simulations, with a cut-off frequency of
rad/s and ω ∆ =0.001 rad/s. See [12] for further details.
Time series of the two turbulence components at a mean velocity of 40 m/s are shown in Fig. 11 . The average auto-and cross-spectral density of 20 realizations of the u and w components are compared with the target spectral densities in Fig. 12 . As shown in the figure, the simulations seem to represent the target values very well. The discrepancy is large for several cases, for instance, cases 1 and 7 for the horizontal response and case 4 for the torsional response. However, the mean value corresponds very well for the horizontal and torsional responses (0.8% and 0.5% differences), and the difference is also small for the vertical response (3.79%). It is concluded that the time-domain simulations capture the dynamic behavior in an accurate manner.
Buffeting response considering nonlinearities
The bending moment about the horizontal axis along the girder and the axial force along the cable considering three mean wind velocities are presented in terms of the mean value and the mean value 
Extreme value analysis
The maximum axial force in the cable occurs at the towers, while the maximum bending moment in the girder is at 0.1 x L = . These load effects are therefore considered in the long-term extreme value analysis. The drawback of the long-term approach is that it is not an economic choice from a computational point of view because the conditional average exceedance rates for all possible mean wind velocities are, in principle, required. It is, however, clear that it is only the mean wind velocities within a certain range that contribute to the long-term extreme value distribution. A simplified full long-term method and short-term method are used to estimate long-term extreme values and compare with the full long-term method.
Short-term extremes
The ACER method can be used to obtain the short-term distribution of the extreme value. The ACER functions of the bending moment considering different k values (2,100 and 200) are plotted in Fig. 18 at 42 m/s. This mean velocity corresponds to a return period of 100 years. Because the sampling rate is 12.5 Hz, k=200 corresponds to 16 seconds, which is larger than the natural period of all the modes.
The ACER decreases as expected with increasing k values for low values of the bending moment because the upcrossings are not independent at this level. However, the data merges at large threshold values, which implies that the upcrossings for high levels are independent. The expression
is fitted to the data for k=2 in Fig. 19 . The p-percentile extreme value can be obtained from 
Simplified full long-term extreme value analysis
To accurately calculate the long-term extremes of the load effects, the ACER functions for all possible mean wind velocities need to be obtained. It is therefore necessary to assess which mean wind velocities will yield significant contributions to the extreme value distribution of the load effects. The long-term extreme value distribution considering only the mean wind velocity can be written as
How much each mean wind velocity contributes to the extreme value distribution of the load effects is
∆ , which is the product of the conditional exceedance rates and the probability density of the corresponding mean wind velocity. By determining an appropriate range of wind velocities, tremendous unnecessary computational time can be avoided. The product of the upcrossing rate and the probability density function is plotted for a range of mean wind velocities in Fig.   20 . The z-axis is
. When it gets closer to 1, the corresponding wind velocity is contributing more. If it approaches 0, the contribution to long-term extremes from this wind velocity can be ignored. As shown in the figure, it is only the mean wind velocities between 37 and 59 m/s that seem to yield significant contributions to the sum. The long-term extreme value distribution for the axial force in the cable and the bending moment in the girder are displayed in 
Comparison of short-and long-term extremes
It is very convenient to use short-term analysis of the dynamic response in the design of cablesupported bridges. However, the short-term approach cannot take into account the fact that the mean wind speeds that are slightly lower but occur more frequently and high mean wind speeds that occur rarely will contribute to the long-term extreme value distribution. Two approaches accounting for this effect in short-term analysis are applied in this case study and the results are presented in in Tab. 3 and 4.
In the first approach, one may select a higher percentile as the short-term characteristic instead of selecting the median extreme response. This approach has been popular for the wave load effects in offshore engineering. Regarding estimation of the 10 -2 -annual probability value under wave actions, the 90% value is found to be a good estimate when the long-term variability is demonstrated by the significant wave height and peak period [42] . However, only one varying characteristic (wind velocity) is involved in this paper. The best percentile selected to account for the short-term variability may be different from 90%. In short-term analysis, as shown in Tab. 3, if the median extreme is selected, the value is much smaller than the response value corresponding to 10 -2 -annual exceedance probability in long-term analysis, which means that the corresponding 100-year response from the short-term method will be non-conservative. Through the comparison with long-term results, the 90%-percentile short-term extreme value of the section moment in the girder is very close to the long term response and recommended as the characteristic value for ULS design checks. Meanwhile, for the axial force on the cable, 92.5% percentile seems reasonable.
Another approach is to introduce a correction factor and multiply the median short-term extreme value by it. The short-term and long-term extreme values minus the axial force and bending moment due to gravity are shown in Tab. 4. The correction factor is approximately 1.133 and 1.145 for the bending moment on the girder and the axial force on the cable, respectively. The first approach has the advantage that it is not necessary to remove the mean value. However, the second approach is more applicable to this case since the variability of the correction factor in difference structural element is much smaller than the variability of the percentile.
Tab. 3 Extreme values of long-and short-term analysis
Section moment on the girder (MNm) 
Conclusion
The time-domain prediction of long-term extreme value distributions of load effects for cablesupported bridges has been discussed in this paper.
The self-excited forces have been modeled using rational functions. Curve fitting the rational functions to the experimental data of the aerodynamic derivatives can be challenging, particularly if the experimental data are only available in a limited frequency range. It has been shown that these difficulties can be avoided if one assumes that the aerodynamic derivatives tend towards quasi-steady theory as the reduced velocity approaches infinity. If the quasi-steady limit is not enforced, the instability occurs in horizontal mode and the critical velocity is only 26.21 m/s, which is not physical for a reduced velocity not covered by experimental data. Meanwhile, the instability happens in torsional natural mode and the critical velocity increases to 78.16 m/s when quasi-steady limits are enforced in the curve fit of the rational function.
Efficient modelling of the self-excited forces is of crucial importance when using time-domain methods. It has been shown that one can model the history-dependent part of the self-excited forces using a discrete state-space model and that the state variables can be solved directly at the element level using either a first-or zero-order hold assumption. It has also been proved that significantly larger time steps can be used if the first-order hold assumption is used.
The critical velocity and buffeting response predicted considering a linearized finite element model has been calculated using the presented time-domain methodology and the traditional multimode approach. The results have been used to verify the time-domain methodology because the results in the time and frequency domains should be the same when the model is linear. The predicted critical velocities and the response spectra correspond very well.
Short-term and long-term predictions of characteristic load effects have been discussed. It has been found that the long-term extreme value distribution of the load effects can be obtained by applying the ACER method. It is concluded that the short-term extremes considering only wind loading should be multiplied by 1.2 to obtain the corresponding long-term extreme value for the quantile considered.
