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Abstract
We prove that every finitely generated group G discriminated by a locally
quasi-convex torsion-free hyperbolic group Γ is effectively coherent: that is,
presentations for finitely generated subgroups can be computed from the
subgroup generators. We study G via its embedding into an iterated cen-
tralizer extension of Γ, and prove that this embedding can be computed. We
also give algorithms to enumerate all finitely generated groups discriminated
by Γ and to decide whether a given group, with decidable word problem, is
discriminated by Γ. If Γ may have torsion, we prove that groups obtained
from Γ by iterated amalgamated products with virtually abelian groups, over
elementary subgroups, are effectively coherent.
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1 Introduction
A group G is called coherent if every finitely generated subgroup is isomorphic to
a finitely presented group. When G is known to be coherent, an algorithmic ques-
tion immediately arises: can such a presentation be computed from the subgroup
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generators? We say that G is effectively coherent if we can describe an algorithm
that, given a finite set X ⊂ G, produces a presentation for the subgroup 〈X〉.
Effective coherence enhances the algorithmic study of subgroups: once a subgroup
presentation is known one may apply other algorithms that deduce group-theoretic
properties from the presentation, or solve problems involving several presentations
(isomorphism, for example).
Several classes of groups are known to be effectively coherent, including free
groups, limit groups, and locally quasi-convex hyperbolic groups. One may drop
the assumption that G is coherent and ask whether a subgroup presentation for
〈X〉 can be computed given the guarantee that a finite presentation exists. Though
this problem was shown in [4] to be unsolvable in several major classes of groups,
some non-coherent examples in which it is solvable, for example the direct product
of free groups, are known (see [4] for a summary).
Our main interest is in groups discriminated by another group Γ. A group G
is discriminated by Γ (or is fully residually Γ) if for every finite set {g1, . . . , gn} of
non-trivial elements of G there exists a homomorphism φ : G→ Γ such that φ(gi)
is non-trivial for i = 1, . . . , n. When Γ is a free group and G is finitely generated,
G is called a limit group. Limit groups figured prominently in the work of Khar-
lampovich and Miasnikov [17] and Sela [32] on the solution to Tarski’s problems on
the elementary theory of free groups. Many equivalent characterizations of limit
groups are known, and these characterizations extend beyond the case when Γ is
free (see [18] for a summary).
In particular, when Γ is torsion-free hyperbolic these characterizations hold.
But not all hyperbolic groups are coherent (this follows from the well-known con-
struction in [31]), and if Γ is not coherent then there are non-coherent groups
discriminated by Γ (indeed, Γ itself is an example). We will consider the case
when Γ is hyperbolic, locally quasi-convex, and torsion-free. Such groups are
known to be effectively coherent (see [12] Prop. 6.1). We prove that every finitely
generated group G which is discriminated by Γ is also effectively coherent.
Every such group G is known to embed into a group obtained from Γ by iter-
ated centralizer extensions [20], and a partial result regarding the computation of
this embedding, for the more general case when Γ is hyperbolic and torsion-free,
was given in [19]. We complete this result, giving an algorithm to compute the
embedding provided Γ is also locally quasi-convex. We also give an algorithm that
enumerates all (finitely generated) groups discriminated by Γ, and an algorithm
that recognizes whether a given group, with decidable word problem, is discrimi-
nated by Γ.
For the case when Γ has torsion, we are not aware of a similar embedding theo-
rem for groups discriminated by Γ. However, we replace centralizer extensions by
amalgamated products with virtually abelian groups, amalgamated over elemen-
tary subgroups, and prove that groups obtained from Γ in this way are effectively
coherent.
Our principal results are summarized below. In the case when Γ is a free group,
these results were obtained in [16] (embedding theorem), [17] (effective coherence,
see Thm. 30), and [10] (effective coherence, enumeration, recognition).
Theorem. Let Γ be a hyperbolic group which is torsion-free and locally quasi-
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convex. There are algorithms to solve each of the following problems.
(i) Given a finitely presented group G known to be discriminated by Γ, compute
a sequence of centralizer extensions of Γ,
Γ = G0 < G1 < . . . < Gn,
and an embedding of G into Gn (Theorem 21).
(ii) Given a finitely presented group G known to be discriminated by Γ and a
finite subset X ⊂ G, compute a presentation for the subgroup generated by
X (Theorem 22).
(iii) Given a finitely presented group G and a solution to the word problem in G,
determine whether or not G is discriminated by Γ (Theorem 21).
(iv) Enumerate, by presentations, all finitely generated groups discriminated by
Γ, without repeating isomorphic groups (Theorem 24).
In addition, the following problem is algorithmically solvable without the assump-
tion that Γ is torsion-free.
(v) Given a sequence of groups
Γ = G0 < G1 < . . . < Gn
in which Gi+1 = Gi ∗E(gi) Vi with Vi virtually abelian and E(gi) the maximal
elementary subgroup containing the infinite-order hyperbolic element gi, and
a subset X ⊂ Gn, compute a presentation for the subgroup generated by X
(Theorem 20).
Effective coherence in G is the main result, and we prove this by first solving
problem (v), which gives effective coherence in centralizer extensions in the case
when Γ is torsion-free (Theorem 19). We view Gn as the fundamental group
of a graph of groups having two vertices, one with vertex group Gn−1 and the
other with a (virtually) abelian vertex group, and one edge with edge group being
(virtually) Z. A graph-folding algorithm, along with a structure called an A-
graph, was developed in [15] to find the induced decomposition of, and hence
a presentation for, any finitely presented subgroup of the fundamental group of
a graph of groups A. While certain algorithmic properties are required of A
(it should be ‘benign’, see Definition 3), when the only edge group is Z these
properties reduce to the decidability of the following problem in vertex groups.
Problem 1. The power coset membership problem for a group G asks to decide,
given two elements x, g ∈ G and a finitely generated subgroup H of G, whether or
not there exists a non-zero integer m such that gm ∈ xH.
Decidability of the power coset membership problem implies decidability of
several other important algorithmic problems. On input H = 1 and g = 1 the
answer is ‘Yes’ if and only if x = 1, so the word problem is decidable in G. On
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input g = 1, the answer is ‘Yes’ if and only if x ∈ H, so the membership problem
is decidable in G.
On input x = 1, the answer is ‘Yes’ if and only if H ∩〈g〉 is non-trivial, and we
call this the power membership problem. Note that m = 0 is specifically excluded
in the problem specification so that this (non-trivial) problem arises when x = 1. If
the intersection is non-trivial, a generator for H ∩ 〈g〉 may be produced by finding
the smallest m such that gm ∈ H. Finally, we can decide if the intersection
xH ∩ 〈g〉 is non-empty, since this occurs if and only if either the answer to the
power coset membership problem is ‘Yes’ or x ∈ H.
To solve the power coset membership problem in Gn−1, we view Gn−1 itself as
the fundamental group of a two-vertex graph of groups A. We construct a ‘folded
A-graph’ B(x) representing the coset xH: doing so requires that A be benign,
and we argue inductively. To decide if gm ∈ xH, we develop in §2 an algorithm
ReadPower that determines whether or not a power of g can be ‘read’ in B(x)
(Theorem 13).
While reading a fixed power of g in B(x) is straightforward, ensuring algorithm
termination while trying to read an arbitrary power is difficult. We provide some
general, though somewhat involved, conditions under which ReadPower termi-
nates (Property 12), giving a solution to the power coset membership problem for
certain graphs of groups (Theorem 14). As an example, the power coset member-
ship problem is decidable whenever all edge groups are finite and, necessarily, the
problem is decidable in vertex groups (Corollary 15). The proof that A satisfies
these conditions is given in §3, and we rely on the local quasi-convexity of Γ and
local relative quasi-conevxity of Gn−1.
2 Power coset membership in graphs of groups
When a group G is presented as the fundamental group of a graph of groups, every
subgroup H inherits from G a graph of groups decomposition, which yields a pre-
sentation of H. To compute this presentation, and to solve the problem of member-
ship in H, Kapovich, Weidmann, and Miasnikov developed in [15] a graph-folding
algorithm similar to the folding procedure used by Stallings to study subgroups
of free groups. We apply this technique to study the power coset membership
problem in fundamental groups of certain graphs of groups.
2.1 A-graphs and subgroup graphs
We recall from [15] the notion of an A-graph and some important properties of
A-graphs. All of the results of §2.1 are from [15], to which we refer the reader for
proofs.
A graph consists of a set V called vertices, a set E called edges, an involution
−1 : E → E that has no fixed points, and two functions o : E → V and t : E → V
that satisfy o(e) = t(e−1) for all e ∈ E.
A graph of groups A consists of a graph A together with, for each vertex v ∈ V
a group Av, for each edge e ∈ E a group Ae, and for each edge group Ae two
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monomorphisms αe : Ae → Ao(e) and ωe : Ae → At(e). For inverse edges e−1 we
insist that Ae−1 = Ae, αe−1 = ωe.
An A-path p =< p0, e1, p1, . . . , en, pn > from vertex v0 to vn consists of an
underlying edge-path (e1, . . . , en) from v0 to vn and a choice of vertex group ele-
ments pi ∈ At(ei) for i = 1, . . . , n and p0 ∈ Av0 . The length of p is the number n
of edges.
An elementary reduction replaces a subpath of the form
< a, e, ωe(c), e
−1, b >,
where c ∈ Ae, with the subpath < aαe(c)b >. Elementary reductions and their
inverses generate an equivalence relation on A-paths, with the equivalence class of
p denoted p. A path is reduced if no elementary reduction is applicable.
The set of equivalence classes of A-loops based at a given vertex v0 forms a
group under concatenation and is called the fundamental group of the graph of
groups A and is denoted pi1(A, v0).
A-graphs
Let A be a graph of groups with underlying graph A and base vertex v0. An
A-graph B consists of a graph B together with the following additional data:
(i) a graph morphism [·] : B → A;
(ii) for each vertex u of B a subgroup Bu ≤ A[u];
(iii) for each edge f of B two group elements fα ∈ A[o(f)] and fω ∈ A[t(f)] such
that (f−1)α = (fω)−1.
The A-vertex [u] is called the type of a vertex u ∈ B, the A-edge [f ] is the type
the edge f of B, and we say that f has the label (fα, [f ], fω).
The A-graph B defines a graph of groups B as follows. Vertex groups are the
groups Bu above, for each edge f the edge group Bf is the subgroup of A[f ] defined
by
Bf = α
−1
[f ] (f
−1
α Bo(f)fα) ∩ ω−1[f ] (fωBt(f)f−1ω ),
and the monomorphism αf : Bf → Bo(f) is defined by
αf (g) = fαα[f ](g)f
−1
α .
Since ωf = αf−1 , we have that ωf : Bf → Bt(f) is given by
ωf (g) = f
−1
ω ω[f ](g)fω.
Henceforth we will not distinguish between the A-graph B and its associated graph
of groups B, referring to both as B and saying that ‘B is an A-graph’.
To each B-path q =< q0, f1, q1, . . . , fm, qm > from u0 to u1 we associate an
A-path µ(q) from [u0] to [u1] defined by
µ(q) =< q0(f1)α, [f1], (f1)ωq1(f2)α, [f2], . . . , fm, (fm)ωqm > .
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Note that if path p ends at vertex u and path q begins at u, then for the concate-
nated path pq we have
µ(pq) = µ(p)µ(q).
For two equivalent B-paths q and q′, their corresponding A-paths µ(q) and µ(q′)
are equivalent. Let
L(B, u0, u1) = {µ(q) | q is a reduced B-path from u0 to u1},
where µ(q) denotes the A-equivalence class of µ(q). If u0 is a vertex of B such
that [u0] = v0, then µ induces a homomorphism ν : pi1(B, u0) → pi1(A, v0) whose
image is precisely L(B, u0, u0).
We are interested in the case when the homomorphism ν is injective, which
occurs when B is folded. An A-graph B is said to be not folded if at least one of
the following conditions holds.
(I) There exists a vertex u and two distinct edges f1 and f2 with u = t(f1) =
o(f2) and [f1] = [f
−1
2 ] = e, such that
(f1)ωb(f2)α = ωe(c)
for some b ∈ Bu and c ∈ Ae.
(II) There is an edge f such that
α−1e (f
−1
α Bo(f)fα) 6= ω−1e (fωBt(f)f−1ω ),
where e = [f ].
If neither holds, B is folded. Note in (I) that an edge f and its inverse f−1 are
distinct edges.
Lemma 2. Suppose B is folded. Then for every reduced B-path q the A-path µ(q)
is reduced, hence the homomorphism ν : pi1(B, u0)→ pi1(A, v0) is injective.
Starting with an A-graph B′ that is not folded, there are six folding moves F1-
F6 and three auxiliary moves A0-A2 that may be applied to eliminate instances
of (I) and (II) while preserving the image of pi1(B, u0) in pi1(A, v0).
The folding algorithm (Proposition 5.4 of [15]) consists of performing a se-
quence of folding moves (in any order) until a folded graph is obtained. To carry
out the folding moves effectively, and to ensure the existence of a terminating
sequence, the following conditions are sufficient.
Definition 3. A finite connected graph of finitely generated groups A is said to
be benign if all of the following conditions are satisfied.
(1) For each vertex v and edge e with o(e) = v there is an algorithm that, given a
finite set X ⊂ Av and an element a ∈ Av decides whether or not 〈X〉∩aαe(Ae)
is empty and if non-empty produces an element of this intersection.
(2) Every edge group is Noetherian (i.e. all subgroups are finitely generated).
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(3) Every edge group has decidable uniform membership problem. That is, there
is an algorithm that, given a finite set X ⊂ Ae and an element a ∈ Ae, decides
whether or not a ∈ 〈X〉.
(4) For each vertex v and edge e with o(e) = v there is an algorithm that, given
a finite set X ⊂ Av computes a generating set for 〈X〉 ∩ αe(Ae).
The main theorem of [15] produces, from a set of subgroup generators, a folded
A-graph representing the subgroup and a presentation for the subgroup.
Theorem 4. Let A be a benign graph of groups with base vertex v0.
(i) There is an algorithm that, given a finite subset X of pi1(A, v0), constructs
a folded A-graph B with base vertex u0 such that L(B, u0, u0) = 〈X〉. Each
vertex group in B is described by a generating set of elements of vertex groups
of A.
(ii) If each vertex group of A is effectively coherent then pi1(A, v0) is effectively
coherent.
2.2 Cosets of a subgroup
In order to solve the power coset membership problem in pi1(A, v0), we will con-
struct a folded graph B(x) similar to the graph B constructed in Theorem 4. While
in B elements of the subgroup H = 〈X〉 are represented by loops at a vertex u0,
elements of xH are represented by paths in B(x) from a distinguished vertex ux
to u0. The graph B
(x) is not strictly necessary to solve power coset membership:
to decide if pn ∈ xH, we may instead check if x−1pn is represented by a loop in
B. However, this requires that the path x−1pn be reduced, and since the reduced
path depends on n, this introduces complications. The use of B(x) provides a more
elegant solution.
Theorem 5. Let G = pi1(A, v0), where A is a benign graph of groups. There is
an algorithm that, given a finitely generated subgroup H ≤ G and x ∈ G, produces
either
(1) an element y ∈ G with path length 0 such that yH = xH, if such y exists, or
(2) a folded A-graph B(x) with distinguished vertices ux and u0 such that
L(B(x), ux, u0) = xH.
The analogous result for right cosets holds.
Proof. Let X be the given generating set of H. Construct an A-graph B
(x)
0 as
follows. Begin with a base vertex u0. We may assume that each generator h ∈ X
is given as reduced A-path
ph =< h0, e1, h1, . . . , ek, hk >
7
from v0 to v0 (Property (1) of the definition of benign implies that we may compute
a reduced representative for any non-reduced path). If k > 0, attach at u0 a loop
with k edges having labels
(h0, e1, 1), (h1, e2, 1), . . . , (hk−2, ek−1, 1), (hk−1, ek, hk).
These labels define the types of the vertices along this path, i.e. the first has type
o(e1) = v0, the second has type o(e2), and so on. Each vertex group along this
path, except for Bu0 , is set to be trivial. Set Bu0 to be
Bu0 = 〈h ∈ X | |ph| = 0〉 ≤ Av0 .
Denote this A-graph by B
(x)
0 and note that it is precisely the A-graph B0 defined
in Definition 5.1 of [15].
Now let x be represented by the reduced A-path
px =< x0, e
(x)
1 , x1, . . . , e
(x)
l , xl >
from v0 to v0. Construct a ‘line’ of edges f
(x)
1 , f
(x)
2 , . . . , f
(x)
l , with t(f
(x)
i ) = o(f
(x)
i+1)
for i = 1, . . . , l − 1, having labels
(x0, e
(x)
1 , 1), (x1, e
(x)
2 , 1), . . . , (xl−2, e
(x)
l−1, 1), (xl−1, e
(x)
l , xl),
with vertex types assigned according these labels as above. Attach this line to
B
(x)
0 by setting t(f
(x)
l ) = u0. Denote o(f
(x)
1 ) = ux, the initial vertex of the first
edge, and note that it is of type v0. Each vertex group along the path is set to
be trivial (except Bu0 , which has been assigned above). We have now constructed
B
(x)
0 .
Lemma 6. Let B
(x)
0 be as above. Then
L(B
(x)
0 , u0, u0) = H and L(B
(x)
0 , ux, u0) = xH.
Proof. Since the vertex groups along the line f
(x)
1 , . . . , f
(x)
l are all trivial, a reduced
path from u0 to u0 cannot contain any of these edges. Hence the first statement
is immediate (cf. Lemma 5.3 of [15]).
For the second statement, let p be any reduced path from ux to u0. Since all
the vertex groups along the f
(x)
1 , . . . , f
(x)
l branch are trivial, p can be written as a
concatenation of paths p = qp′ where
q =< 1, f
(x)
1 , 1, f
(x)
2 , . . . , 1, f
(x)
l , 1 > (1)
and p′ is a reduced path from u0 to u0. Clearly µ(q) = x, and µ(p′) = h ∈ H by the
first statement, so µ(p) = xh ∈ xH, hence L(B(x)0 , ux, u0) ⊂ xH. Conversely, each
xh can be represented by a path qp′ as above and hence xH ⊂ L(B(x)0 , ux, u0).
8
We now apply folding moves to B
(x)
0 , in any order, producing a sequence of
A-graphs
B
(x)
0 , B
(x)
1 , . . . (2)
We adopt the convention that the images in every B
(x)
i of edges f and vertices u
from B
(x)
0 continue to be denoted by the same letters f , u. As well, µ will denote
the map from B
(x)
i -paths to A-paths, for all values of i.
If at any point in the sequence the next move will identify ux with u0, we stop
and do not perform this move (the algorithm will output y in this case, as we will
see below). We assume then that ux and u0 are distinct in every B
(x)
i . We also
make two small changes to the folding moves, regarding the use of auxiliary move
A0. Recall from [15] that to apply A0 at a vertex Bu we take an element g ∈ A[u]
and replace
(i) Bu by gBug
−1,
(ii) fα by gfα for edges f with o(f) = u, and
(iii) fω by fωg
−1 for edges f with t(f) = u.
Move A0 is only used in folding moves F1 and F2.
In F1, two distinct non-loop edges f1 and f2 with o(f1) = o(f2) and t(f1) 6=
t(f2) are folded together. At the beginning of this move, A0 must be applied at
one of the two vertices t(f1) or t(f2) (we may choose which) in order to obtain
identical edge labels on f1 and f2. Since no folding move in the sequence (2)
identifies ux with u0, at least one of the vertices t(f1) or t(f2) is neither ux nor
u0. We choose to apply A0 at this vertex.
In F2, a non-loop edge f2 is folded onto a loop edge f1, where o(f1) = o(f2).
Auxiliary move A0 must be applied at t(f2), with an element g ∈ A[t(f1)], in order
to equalize the edge labels on f1 and f2. If t(f2) is equal to ux or u0, we will, at
the conclusion of the folding move, apply A0 with the element g−1 at the vertex
t(f2) (which now coincides with t(f1)). Note that in the description of F2 in [15],
this is done only when t(f2) = u0.
It follows from [15] Prop. 4.15 that L(B
(x)
i , u0, u0) = H for all i. We claim that
L(B
(x)
i , ux, u0) = xH
for every i. From the description of the folding moves, and the considerations
regarding A0 above, it follows that for every path p in B
(x)
0 from ux to u0 there
exists, in each B
(x)
i , a path p
′ from ux to u0 such that µ(p′) = µ(p). Hence
L(B
(x)
i , ux, u0) ⊇ xH. In particular, for the path q which represents x in B(x)0 ,
there exists a path q′ in B(x)i from ux to u0 such that µ(q′) = x. For the opposite
inclusion, let p be any path from ux to u0 in B
(x)
i . Since (q
′)−1p is a loop based
at u0, we have µ((q′)−1p) = h ∈ H and so
µ(p) = µ(q′(q′)−1p) = µ(q′) µ((q′)−1p) = xh,
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u0
(a2, e
−1, b2)
f
f
(x)
1
(a1, e, b1)
ux
u
u0 uxf
(x)
1
(a1, e, b1)
f
(a2, e
−1, b2)
Figure 2.1: Setup for an F1 fold (left) or an F2 fold (right) which would identify
ux with u0.
proving the claim.
Now if at no point in the folding sequence is there a move that would identify
ux with u0, the folding algorithm terminates producing the folded graph B
(x) as
required (see the proof of Theorem 5.8 of [15]). Assume then that for the graph
B
(x)
i there is an applicable folding move which would identify ux with u0.
This move must be of type F1 or F2, involving edges (f
(x)
1 )
−1 and an edge f
with o(f) = o((f
(x)
1 )
−1) and t(f) = u0. Two possibilities are shown in Figure 2.1
(the third possibility has f
(x)
1 as the loop edge). Let e = e
(x)
1 , u = o(f), and let
f
(x)
1 have label (a1, e, b1) and f have label (a2, e
−1, b2). Since B
(x)
i is not folded,
there exist b ∈ Bu and c ∈ Ae such that
b1ba2 = ωe(c).
Then
p =< 1, f
(x)
1 , b, f, 1 >
is a path in B
(x)
i from ux to u0 hence µ(p) = xh for some h ∈ H. But
µ(p) =< a1, e, b1ba2, e
−1, b2 >=< a1, e, ωe(c), e−1, b2 >
which is equivalent to the length 0 path y = a1αe(c)b2 ∈ Au0 . Hence xH = yH,
and the algorithm returns the element y.
2.3 Semi-canonical forms for paths in certain A-graphs
Let B be a folded A-graph and let
p =< p0, e1, p1, e1, . . . , pn−1, en, pn >
be an A-path. If there exists a B-path q such that µ(q) = p, then there will
(usually) be infinitely many equivalent such paths. We will define a semi-canonical
form for these paths, which will depend on the choice of representative p for
the class p. While semi-canonical forms are not required to solve the problem
of determining the existence of q, they are essential in solving the more difficult
10
problem of whether or not there exists q and m 6= 0 such that µ(q) = pm (discussed
in the next section).
We place the following restriction on B: assume that every edge group Bf of
B which is infinite has finite index in the corresponding edge group Ae of A. This
is satisfied, for example, when all edge groups of A are virtually cyclic. For each
infinite Bf , fix a (finite) set Rf of left coset representatives of Bf in Ae.
Our definition of semi-canonical forms corresponds to the following procedure
for searching for a path q =< q0, f, . . . > such that µ(q) = p. We start searching
at a vertex u′ such that [u′] = o(e1). We locate an edge f of type e1 incident on u′.
Since the map µ will multiply q0 on the right by fα, and the target element p0 may
be replaced by p0αe1(c) for any c ∈ Ae1 , the element p0αe1(c)f−1α must be in the
vertex group Bu′ for some c ∈ Ae1 for q to exist. Having selected q0 = p0αe1(c)f−1α ,
we proceed to the next vertex group, but with p1 replaced by ωe1(c
−1)p1. Though
there may be infinitely many choices for the ‘adjustment’ c, we will show that only
finitely many ‘canonical’ choices need to be considered. Along the next edge we
may have another adjustment c′, and so produce a sequence of adjustments, each
depending on the previous.
Canonical adjustments
Let f be an edge of B and denote [f ] = e and u = o(f). For an element c ∈ Bf ,
we define the left adjustment corresponding to c as
lc = αe(c)f
−1
α (3)
and the right adjustment corresponding to c as
rc = f
−1
ω ωe(c
−1). (4)
Note that while lc and rc depend on both c and f , we will assume that the edge
groups of A are pairwise disjoint, making f uniquely determined by c.
For an element a ∈ Ao(e) define a set C(f, a) ⊆ Ae called the canonical ad-
justment set as follows. If there is no element c0 ∈ Ae such that alc0 ∈ Bu, then
C(f, a) is empty. If such an element c0 does exist, then
(i) if Bf is finite,
C(f, a) = c0Bf ;
(ii) if Bf is infinite,
C(f, a) = {c ∈ Rf | alc ∈ Bu}.
In the case when Bf is finite, the set C(f, a) does not depend on the choice of c0.
Indeed, suppose we replace c0 by another element c
′
0 ∈ Ae such that alc′0 ∈ Bu.
Then (alc0)
−1alc′0 ∈ Bu, and
(alc0)
−1alc′0 =
(
fααe(c
−1
0 )a
−1) (aαe(c′0)f−1α ) = fααe(c−10 c′0)f−1α ,
hence αe(c
−1
0 c
′
0) ∈ Bfαu . Since B is folded, the edge group Bf is equal to α−1e (Bfαu ),
hence c−10 c
′
0 ∈ Bf because αe is injective and the cosets coincide.
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Lemma 7. Every element c ∈ C(f, a) satisfies alc ∈ Bu, and C(f, a) is non-empty
if and only if there exists c ∈ Ae such that alc ∈ Bu.
Proof. The first statement need only be verified in the case when Bf is finite. Let
c0b ∈ C(f, a) and recall that αf : Bf → Bu is defined by αf (z) = fααe(z)f−1α .
We have
alc0b = aαe(c0)αe(b)f
−1
α = aαe(c0)f
−1
α αf (b) = alc0αf (b) ∈ Bu,
as required.
For the second statement, we need only prove that if Bf is infinite and there
exists c ∈ Ae such that alc ∈ Bu then there exists c′ ∈ Rf such that alc′ ∈ Bu.
Write c = c′b, where c′ ∈ Rf and b ∈ Bf . Since αf (b−1) ∈ Bu, we have
alc′ = aαe(c
′)f−1α αf (b)αf (b
−1) =
(
aαe(c)f
−1
α
)
αf (b
−1) = alcαf (b−1) ∈ Bu
as required.
Adjustment sequences
Let
p =< p0, e1, p1, . . . , en, pn >
be a reduced A-path and let u′, u′′ be vertices of B with [u′] = o(e1) and [u′′] =
t(en). Let
F = (f1, f2, . . . , fn)
be an edge path in B with o(f1) = u
′, t(fn) = u′′, and [fi] = ei for i = 1, . . . , n.
An adjustment sequence associated with the pair (p,F) is a sequence
σ = (c1, c2, . . . , cn)
with ci ∈ Aei for i = 1, . . . , n that satisfies the following properties:
(i) c1 ∈ C(f1, p0),
(ii) ci ∈ C(fi, rci−1pi) for i = 2, . . . , n− 1, and
(iii) rcnpn ∈ Bt(fn).
Note that the possible values for ci depend on ci−1. To every adjustment sequence
σ we associate a B-path
Q(σ) =< p0lc1 , f1, rc1p1lc2 , f2, . . . , fn, rcnpn > .
If the path F has length 0, we associate with F an empty adjustment sequence
σ = ∅ and define Q(σ) = p0. The path Q(σ) is a B-path since the elements
p0lc1 , rc1p1lc2 , . . . , rcnpn lie in the appropriate B-vertex groups, by construction
(see Lemma 7).
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Lemma 8. For every adjustment sequence σ associated with (p,F), the path Q(σ)
is a B-path satisfying
µ(Q(σ)) = p.
Proof. We have
µ(Q(σ)) = < p0lc1(f1)α, e1, (f1)ωrc1p1lc2(f2)α, . . . , en, (fn)ωrcnpn >
= < p0αe1(c1), e1, ωe1(c
−1
1 )p1αe2(c2), . . . , en, ωen(c
−1
n )pn >
= p.
Semi-canonical paths
Now let Φ be the set of all edge paths F = (f1, . . . , fn) with o(f1) = u′, t(fn) =
u′′, and [fi] = ei for i = 1, . . . , n. We define the set of semi-canonical paths
SC(p, u′, u′′) as
SC(p, u′, u′′) =
⋃
F∈Φ
{Q(σ) | σ is an adjustment sequence for (p,F)}.
The key properties of semi-canonical paths (Theorem 9) are that every path map-
ping onto p is equivalent to a semi-canonical path and that the number of semi-
canonical paths is finite.
Theorem 9. Let A be a graph of groups and let B be a folded A-graph such that
every infinite edge group of B has finite index in the corresponding edge group of
A. Let
p =< p0, e1, p1, . . . , en, pn >
be an A-path and let u′, u′′ be vertices of B with [u′] = o(e1) and [u′′] = t(en).
Then every B-path q from u′ to u′′ that satisfies
µ(q) = p (5)
is equivalent to a path in the finite set SC(p, u′, u′′). Consequently, SC(p, u′, u′′) is
non-empty if and only if there exists a path q from u′ to u′′ satisfying (5).
Proof. The fact that SC(p, u′, u′′) is finite follows from the fact that every set
C(f, a) is finite and there are finitely many edge paths of length n in B, hence
there are finitely many adjustment sequences.
We now proceed by induction on the length n of p. Suppose that the path
q exists. We may assume that q is reduced. When n = 0, q must be precisely
the length 0 path q =< p0 >, and u
′ = u′′. This path is the unique element of
SC(p, u′, u′′).
Now assume the statement holds for paths of length less than n and suppose
that there exists a path q =< q0, f1, q1, . . . , fn, qn > from u
′ to u′′ such that
µ(q) = p. Denote
Tail(q) =< q1, f2, q3, . . . , fn, qn > .
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Then there exists c1 ∈ Ae1 such that q0(f1)α = p0αe1(c1) and Tail(q) satisfies
µ(Tail(q)) = rc1Tail(p).
Let f = f1. We will show that we may assume c1 ∈ C(f, p0).
If Bf is finite, then C(f, p0) = c0Bf = c1Bf (see the proof that C(f, a) does
not depend on c0, page 11), so c1 ∈ C(f, p0) already. If Bf is infinite, there exist
c′1 ∈ Rf and b ∈ Bf such that c1 = c′1b. Since b−1 ∈ Bf , we may replace q by the
equivalent path
q˜ =< q0αf (b
−1), f, ωf (b)Tail(q) > .
Since the first element q0αf (b
−1) of q˜ satisfies(
q0αf (b
−1)
)
fα = q0fααe1(b
−1) = p0αe1(c1b
−1) = p0αe1(c
′
1),
we may assume from the beginning that c1 ∈ C(f, p0).
Since Tail(q) has length n−1 it is equivalent, by induction, to a semi-canonical
path. That is, there exists an adjustment sequence σ′ = (c2, . . . , cn) associated
with the path rc1Tail(p) and the edge path (f2, . . . , fn) such that Tail(q) is equiv-
alent to Q(σ′). If n = 1 then rc1p1 ∈ Bu′′ and if n ≥ 2 then c2 ∈ C(f2, rc1p1),
hence the sequence σ = (c1, . . . , cn) is an adjustment sequence associated with p
and (f1, . . . , fn). Then
q = < q0, f1, Q(σ′) > = < p0lc1 , f1, rc1p1lc2 , f2, . . . , rcnpn > = Q(σ)
hence q is equivalent to the semi-canonical path Q(σ).
Remark 10. If p′ is anA-path with p′ = p, the set SC(p′, u′, u′′) need not coincide
with SC(p, u′, u′′), hence the adjective ‘semi-canonical’. This arises from the fact
that whenever Bfi is finite, the set C(fi, rci−1pi) depends on pi.
2.4 Reading powers in an A-graph
When A is a benign graph of groups and B is a folded A-graph, there is an
algorithm that, given an A-path p, decides whether or not there exists a B-path q
such that µ(q) = p (see Claim 5.14 of [15]). We require a stronger version of this
result (the algorithm ReadPower on page 17), which will decide whether or not
there exists q such that µ(q) = pm for some m > 0, under certain conditions on A
and B.
We use Theorem 9 to restrict the search for q to semi-canonical forms, but
consequently we must insist that infinite edge groups of B have finite index in the
corresponding A-edge groups. We assume that B is already folded, so rather than
insist that A be benign (the requirement for folding), we specify a set of properties
(Property 12) for the pair (A,B) that are sufficient for our algorithm to run and
terminate. To simplify the description of these properties, we begin by defining
the following property.
Property 11. Let G be a group, and let C and C ′ be subgroups of G.
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(i) We say that G satisfies Property 11 with respect to C if for every finitely
generated subgroup H ≤ G and for every x, g ∈ G with gx−1 6∈ C, if
H ∩ C and H ∩ Cx are both finite
then there exist finitely many pairs (c, c′) ∈ C × Cx such that
cgc′ ∈ H.
(ii) We say that G satisfies Property 11 with respect to (C,C ′) if for every finitely
generated subgroup H ≤ G and every g ∈ G, if
H ∩ C and H ∩ C ′ are both finite,
then there exist finitely many pairs (c, c′) ∈ C × C ′ such that
cgc′ ∈ H.
We now state the conditions we will need in order to use ReadPower. By
an edge cycle we mean a finite edge path (f1, f2, . . . , fm) with t(fm) = o(f1). Let
fm+1 denote f1.
Property 12. Let A be a graph of groups and let B be a folded A-graph. We say
that the pair (A,B) satisfies Property 12 if all of the following conditions hold.
(i) Every vertex group of A has decidable membership and power membership
problem.
(ii) There is an algorithm that, given a vertex v of A, an edge f of B with
[o(f)] = v, and an element x ∈ Av, decides whether or not the intersection
xBo(f) ∩ α[f ](A[f ])f
−1
α
is empty.
(iii) For every edge f of B, if Bf is infinite then it has finite index in A[f ]. It
must be known which Bf are infinite.
(iv) For every edge cycle f1, . . . , fm of B in which Bfi is finite for all i, there
exists i ∈ {1, . . . ,m} such that
(1) if ei+1 6= e−1i , then A[t(fi)] satisfies Property 11 with respect to the pair
of subgroups (
ωei(Aei)
(fi)ω , αei+1(Aei+1)
(fi+1)
−1
α
)
,
(2) if ei+1 = e
−1
i , then A[t(fi)] satisfies Property 11 with respect to
ωei(Aei)
(fi)ω ,
where ei = [fi] and ei+1 = [fi+1].
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Let p =< p0, e1, p1, . . . , en, pn > be a reduced A-path which is a loop (i.e.
o(e1) = t(en)). We say that p is cyclically reduced if p
2 is also reduced. For
i ∈ {0, . . . , n− 1}, define
pˆ0 = pnp0,
pˆi = pi, for i 6= 0.
Indices of pˆi are taken modulo n. Note that for any m > 0,
pm =< p0, e1, pˆ1, e2, pˆ2, . . . , en, pˆ0, e1, pˆ1, . . . , en, pn > . (6)
The following algorithm ReadPower is a modified breadth-first search on
the graph B. It uses a data structure T called the search tree which is a rooted,
directed, ordered tree. Each vertex τ of T is labelled by a pair (u, i) where u is
a vertex of B and i is the distance modulo n from the root to τ , and is marked
as either ‘explored’ or ‘unexplored’. Though i is determined by the depth of τ
in T , having i explicitly recorded will simplify our description and proof of the
algorithm. The root is labelled by (u′, 0). Each edge from a vertex labelled by
(u, i) to a vertex labelled by (u∗, i + 1) is labelled by a pair (f, c) where f is an
edge of B from u to u∗ and c ∈ A[f ]. The element c will be a canonical adjustment
which is ‘pushed forward’ to the next vertex group.
Theorem 13. There is an algorithm ReadPower that, given
• a graph of groups A and a folded A-graph B satisfying the conditions of
Property 12,
• a cyclically reduced A-loop p, and
• vertices u′, u′′ of B,
decides whether or not there exists a B-path q from u′ to u′′ and an integer m > 0
such that
µ(q) = pm
and if so, produces q and the minimum such m.
Proof. Algorithm effectiveness. First, we check that all steps of the algorithm may
in fact be carried out. The only non-obvious steps are those on lines 10, 11, 22,
23, and 24.
Line 10 is an instance of the power membership problem in A[u′], hence is
decidable. For line 11, we check, using decidability of the membership problem in
A[u′], if each of p, p
2, p3, . . . is in Bu′ and return the first success.
On line 22, deciding the existence of c is equivalent to deciding if the intersection(
fαa
−1)Bu ∩ αe(Ae)f−1α ,
in the vertex group A[u], is non-empty. This is decidable by Property 12(ii).
On line 23, we compute the set C(f, a). It is known which Bf are infinite. If
Bf is finite, we simply search for c ∈ Ae such that alc ∈ Bu, which is known to
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Algorithm 1: ReadPower
Input: Graph of groups A and a folded A-graph B satisfying Property 12,
a reduced A-loop p =< p0, e1, . . . , en, pn >, and vertices u
′, u′′ of B.
Output: A pair (q,m) where q is a B-path from u′ to u′′ and m is a
positive integer m such that µ(q) = pm, with m minimal over all
such pairs. If no pair exists, the word ‘No’.
1 T := single root vertex labelled by (u′, 0) and marked ‘unexplored’;
2 if [u′] 6= o(e1) or [u′′] 6= t(en) then
3 return ‘No’;
4 while T has unexplored vertices do
5 τ := unexplored vertex having minimum distance d from the root and,
of all unexplored vertices at distance d, is left-most;
6 (u, i) := label of τ ;
7 e := ei+1;
8 if τ is the root then
9 if Length(p) = 0 then
10 if Bu′ ∩ 〈p0〉 6= 1 then
11 return (pm0 ,m) with m > 0 minimal such that p
m
0 ∈ Bu′ ;
12 else
13 return ‘No’;
14 else
15 a := p0;
16 else
17 τ ′ := Parent(τ);
18 (f ′, c′) := label of edge τ ′ → τ ;
19 a := rc′ pˆi;
20 F := {f ∈ Edges(B) | [f ] = e, o(f) = u};
21 for each f ∈ F do
22 if ∃ c ∈ Ae such that alc ∈ Bu then
23 for each c ∈ C(f, a) do
24 if i = n− 1 and t(f) = u′′ and rcpn ∈ Bu′′ then
25 m := (d+ 1)/n;
26 Let (f1, c1), . . . , (fd, cd) be the edge labels of the path
from the root to τ ;
27 σ := (c1, . . . , cd, c);
28 return (Q(σ),m) ;
29 else
30 if no vertex (t(f), i+ 1) in T has incoming edge (f, c)
then
31 Insert a child τ ′′ of τ with label (t(f), i+ 1) ;
32 Label the edge τ → τ ′′ by (f, c);
33 Mark τ ′′ as unexplored;
34 Mark τ as explored;
35 return ‘No’;
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exist. If Bf is infinite, we first construct a set of coset representatives Rf of Bf in
A[f ] (we can construct the Schrier graph since membership is decidable). Then we
check the condition alc ∈ Bu for each c ∈ Rf . Line 24 also involves a membership
problem in a vertex group of A, and membership is decidable by Property 12(i).
Algorithm termination. Next, we ensure that the algorithm terminates. Every
iteration of the while loop on line 4 marks one vertex of T as explored, so it
suffices to show that the size of T is bounded. Since F and C(f, a) are always
finite sets, every vertex in T has finitely many children, so its suffices to show that
the depth of T is bounded.
Observe that an edge of T labelled by (f, c) having terminal vertex labelled
by (t(f), i) occurs at most once in T : once such an edge exists, the conditional
on line 30 prevents it from being created a second time. The number of possible
values for f and i is finite. If Bf is infinite, then the set C(f, a) is, regardless of
a, a subset of the fixed, finite set of coset representatives Rf . It follows that there
are finitely many edges in T labelled by (f, c) such that Bf is infinite. Note that
when Bf is finite the set C(f, a) is finite but depends on a.
Assume that the depth of T is unbounded. Then T contains an infinite path
τ0 → τ1 → τ2 → . . . . (7)
We denote by (fj , cj) the label of the edge from τj to τj+1. By the above obser-
vation, there exists M > 0 such that Bfj is finite for all j > M . Let N be the
number of edges in B. For all j > M , the sequence of edges
fj , fj+1, . . . , fj+N
must contain a subsequence which is a edge cycle in B, and so must contain a
sequential pair of edges f, f ′ satisfying the statements in Property 12(iv). Since the
path (7) is infinite, there exists such a pair that occurs infinitely often. Hence there
exists a sequential pair of edges f, f ′ satisfying the statements in Property 12(iv),
an integer i ∈ {0, . . . , n − 1}, and an infinite subset J ⊂ N>M such that for all
j ∈ J , fj−1 = f , fj = f ′, and τj is labelled by (u, i), where u = t(f).
Let e = [f ], e′ = [f ′], and denote C = ωe(Ae)fω and C ′ = αe′(Ae′)(f
′)−1α . Since
B is folded, the edge group Bf is defined by
Bf = ω
−1
e
(
B
f−1ω
u ∩ ωe(Ae)
)
.
Since Bf is finite, B
f−1ω
u ∩ ωe(Ae) is also finite hence Bu ∩ C is finite. Since Bf is
also defined by
Bf = α
−1
e′
(
B
f ′α
u ∩ αe′(Ae′)
)
,
it follows in the same manner that Bu ∩ C ′ is finite.
Consider first the case when e′ 6= e−1. We know that A[u] satisfies Property 11
with respect to (C,C ′). By construction, rcj−1 pˆilcj ∈ Bu for all j ∈ J , and we
may rewrite this element as(
f−1ω ωe(c
−1
j−1)
)
pˆi
(
αe′(cj)(f
′)−1α
)
= ωe(c
−1
j−1)
fω
(
f−1ω pˆi(f
′)−1α
)
αe′(cj)
(f ′)−1α .
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Set H = Bu and g = f
−1
ω pˆi(f
′)−1α ∈ A[u]. Since Bu ∩ C and Bu ∩ C ′ are both
finite, Property 11 states that there are finitely many pairs (cj−1, cj) for which
rcj−1 pˆilcj ∈ Bu. Hence there exists c such that cj−1 = c for infinitely many j ∈ J .
This contradicts the fact that T contains at most one edge labelled by (f, c) with
terminal vertex labelled by (t(f), i).
If e′ = e−1, we have αe′ = ωe and we may rewrite the element rcj−1 pˆilcj as
ωe(c
−1
j−1)
fω
(
f−1ω pˆi(f
′)−1α
) (
ωe(cj)
fω
)f−1ω (f ′)−1α .
Set H = Bu, g =
(
f−1ω pˆi(f
′)−1α
)
, and x = f−1ω (f
′)−1α . Since gx
−1 = pˆifω , if
gx−1 ∈ C then pˆi ∈ ωe(Ae) which contradicts the fact that p is cyclically reduced.
Hence gx−1 6∈ C, so Property 11 states that there are finitely many pairs (cj−1, cj)
such that rcj−1 pˆilcj ∈ Bu and we obtain a contradiction as above.
Algorithm correctness. Finally, we prove that the algorithm is correct. The
cases when p has length zero and when [u′] 6= o(e1) or [u′′] 6= t(en) are clearly
correct.
First, suppose the algorithm returns the pair (Q(σ),m) on line 28. It follows
immediately from lines 23 and 24 that (c1, . . . , cd, c) is an adjustment sequence for
pm, hence the desired path q = Q(σ) exists. We will argue the minimality of m
below.
Now suppose that the algorithm reaches line 35, returning ‘No’. Assume, for
contradiction, that there exists a B-path q from u′ to u′′ and an integer m > 0 such
that µ(q) = pm, and assume that m is minimal. Then the set SC(pm, u′, u′′) is
non-empty, so there exist an edge sequence F = (f1, . . . , fnm) and an adjustment
sequence σ = (c1, . . . , cnm) associated with (p
m,F). Since the algorithm searches
exhaustively for adjustment sequences, it will discover this sequence, recording it
in T during lines 31 and 32, and reaching the return statement on line 28, unless
the conditional on line 30 fails. Assume then that such a failure first occurs at
position j in the adjustment sequence: that is,
j = i (mod n),
and the edge τ ′ → τ has label (fj , cj), but the required child τ ′′ of τ is not created
because T already contains a vertex with label
(t(fj+1), j + 1)
having incoming edge with label
(fj+1, cj+1).
Let τk+1 be this pre-existing vertex, let τ0, τ1, . . . , τk+1 be the vertices along the
unique path from the root τ0 to τk+1, and let (f
′
0, c
′
0), . . . , (f
′
k, c
′
k) be the sequence
of edge labels along this path. Note that τk is at distance k from the root, the
current search vertex τ (line 5) is at distance j from the root, and that k = j
(mod n).
Since τk has a child (and is not equal to τ), it must be marked ‘explored’. Since
vertices of T are processed in order of distance from the root then left-to-right,
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either k < j or k = j and τk appears to the left of τ . Consider the sequence of
elements
σ′′ = (c′1, c
′
2, . . . , c
′
k, cj+1, cj+2, . . . , cmn)
and the edge path
F ′′ = (f ′1, f ′2, . . . , f ′k, fj+1, fj+2, . . . , fmn).
Since
(f ′k+1, c
′
k+1) = (fj+1, cj+1),
it follows that σ′′ is an adjustment sequence associated with either (pm,F ′′), in
the case k = j, or with (pm
′
,F ′′) where
m′ =
j − k
n
,
in the case k < j. In the latter case, the path Q(σ′′) is in SC(pm′ , u′, u′′), contra-
dicting the minimality of m. In the former case, we may replace the original edge
path F and adjustment sequence σ by F ′′ and σ′′ and repeat the argument. Since
τk was to the left of τ in T we may, after finitely many such replacements, reduce
to the case k < j and obtain the contradiction above.
The above argument also demonstrates the minimality of the value m returned
on line 28. If m is not minimal, there is a semi-canonical path q for pm
′
, with m′
minimal, that the algorithm does not find (it searches breadth-first, and returns
the first success). The failure cannot be due to the case k < j, since this implies
that m′ is not minimal. The failure must occur in the k = j case, but we may then
repeat the argument with a semi-canonical path q′ passing through the vertex τk
to the left of τ . After finitely many steps we again reduce to the case k < j and
obtain a contradiction.
By combining the ReadPower algorithm with A-graph folding, we may solve
the power coset membership problem in certain graphs of groups.
Theorem 14. Let G be the fundamental group of a benign graph of groups A in
which every vertex group has decidable power coset membership problem, and such
that for every folded A-graph B, the pair (A,B) satisfies Property 12. Then the
power coset membership problem is decidable in G.
Proof. Let v0 be the base vertex of A, so that G = pi1(A, v0). Assume we are given
as input to the power coset membership problem elements x, p, h1, . . . , hs ∈ G,
expressed as A-loops based at v0. The decidability of the membership problem in
vertex groups allows us to reduce paths, so we may assume that these paths are
reduced. Let H = 〈h1, . . . , hs〉 and p =< p0, e1, p1, e2, . . . , en, pn >.
Suppose that p is not cyclically reduced, that is, p2 is not a reduced path. Then
e1 = e
−1
n and pnp0 = ωen(c) for some c ∈ Aen . Consider the conjugate
pp0 =< 1, e1, p1, . . . , en, pnp0 >∼< 1, e1, p1, . . . , pn−1αen(c), en, 1 > .
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Since (pp0)m ∈ xp0Hp0 if and only if pm ∈ xH, we may assume from the beginning
that p0 = pn = 1.
Let v1 = t(e1). Under the natural isomorphism pi1(A, v0) ' pi1(A, v1), the
image of p is the reduced path p′ =< p1, e2, . . . , en−1, pn−1 > and we consider the
same problem with v1 as the base vertex instead of v0 (replacing x and H by their
images under this isomorphism). If p′ is not cyclically reduced, we may repeat this
procedure, reducing the length of p each time, until p is cyclically reduced. Hence
we may assume from the beginning that p is cyclically reduced. We continue to
denote the base vertex by v0.
Since A is benign, we may apply Theorem 5 with input H and x. Suppose the
algorithm reaches the second case, returning the coset graph B(x).
The power coset membership problem has a positive answer if and only if
there exists a path q in B(x) from ux to u0 such that µ(q) = pm or µ(q) = (p−1)m
for some m > 0. We can decide this using Theorem 13 (i.e. the ReadPower
algorithm), since the pair (A,B(x)) satisfies Property 12 by assumption.
Now suppose the algorithm of Theorem 5 returns a path y of length 0 such
that yH = xH. Construct the folded A-graph B described in Theorem 4 and let
u0 be the base vertex of B and Bu0 the associated vertex group.
Consider first the case when p has length 0. Since pm and y are both in the base
vertex group Av0 , p
m ∈ yH if and only if pm ∈ y(H ∩ Av0). But H ∩ Av0 = Bu0
(since µ preserves path length), hence the problem reduces to an instance of power
coset membership in the vertex group Av0 , which is decidable.
Now consider the case when p has non-zero length. We must determine whether
or not there exists a B-path q from u0 to u0 such that µ(q) = y−1pm or µ(q) =
y−1(p−1)m, for some m > 0. We make a slight modification to the ReadPower
algorithm, replacing the statement ‘a := p0’ on line 15 by ‘a := y
−1p0’ (and
similarly for p−1). The modified algorithm clearly solves the problem.
Note that the preconditions for Theorem 14, in particular Property 12(iv), may
be difficult to establish. In the next section, we will use quasi-convexity properties
to establish this for groups obtained by iterated centralizer extensions, but let us
mention here the simple case when edge groups of A are finite.
Corollary 15. Let G be the fundamental group of a graph of groups in which all
edge groups are finite and all vertex groups have decidable power coset membership
problem. Then the power coset membership problem is decidable in G.
Proof. Property 12(iv) is immediate. Since edge groups are finite, the various
algorithmic problems involving edge groups reduce to finitely many word problems.
Finite groups are Noetherian, so the graph of groups is benign.
3 Effective coherence, embedding, enumeration
Our main goal in this section is to prove that every finitely generated group G
that is discriminated by a locally quasi-convex torsion-free hyperbolic group Γ is
effectively coherent. We approach this via the fact that G embeds into a group Gn
obtained from Γ by iterated centralizer extensions. Viewing a centralizer extension
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as the fundamental group of a graph of groups, we apply the folding algorithm to
find the induced decomposition of, and hence a presentation for, a subgroup. As
applications, we compute the embedding of G into Gn, and provide enumeration
and recognition algorithms for groups discriminated by Γ.
An iterated centralizer extension corresponds to an iterated graph of groups
construction. Since we will need to prove that the graph of groups is benign, we
begin in §3.1 by giving some general situations in which we can prove that an
iterated graph of groups, with virtually cyclic edge groups, is benign.
3.1 Benign iterated graphs of groups
Consider a graph of groups A in which each vertex group is itself the fundamental
group of a graph of groups. There are many important hierarchies of this type,
with various restrictions on the graph of groups and with the hierarchy terminat-
ing in base groups of a specific type (e.g. iterated centralizer extensions, finite
hierarchies [9] [21], quasi-convex hierarchies [34]).
When can we prove that A is benign? If edge groups are cyclic, then conditions
(2) and (3) of the definition of benign hold and (1) and (4) reduce to instances of
the power coset membership problem in vertex groups. We will use Theorem 14
to show that decidability of the power coset membership problem propagates up
the hierarchy, but to do so we will need to prove, independently, that Property 11
holds at certain vertex groups.
For a vertex u, we say that Property 11 holds at u with respect to edge groups
if for every edge e with t(e) = u and every a ∈ Au, Au satisfies Property 11 with
respect to ωe(Ae)
a, and for every edge e′ 6= e−1 with u = o(e′) and every a′ ∈ Au,
Au satisfies Property 11 with respect to (ωe(Au)
a, αe′(Au)
a′). Note that e′ and e
may coincide if A has loops.
Theorem 16. Let G be the fundamental group of a graph of groups A in which
(i) every edge group is virtually cyclic,
(ii) every vertex group has decidable power coset membership problem, and
(iii) for every edge of A, at least one of its adjacent vertex groups satisfies Prop-
erty 11 with respect to edge groups.
Then A is benign and G has decidable power coset membership problem.
Proof. First, we check that A is benign. The membership problem is decidable in
virtually cyclic groups (it follows, for example, from Lemma 17 below since such
groups are locally quasi-convex hyperbolic), so (3) holds. For (2), let E be virtually
cyclic with finite-index cyclic subgroup 〈c〉. Note that every infinite subgroup of
E intersects 〈c〉 non-trivially, and that the torsion subgroup of E is finite. If E is
not Noetherian, there exists an infinite proper chain of subgroups H1  H2  . . .
of E. Intersecting with 〈c〉 produces an infinite chain H1 ∩ 〈c〉 ≤ H2 ∩ 〈c〉 . . . of
subgroups of 〈c〉 which is proper at infinitely many steps, a contradiction.
For conditions (1) and (4), let X be a finite subset of a vertex group Av, a
an element of Av, and E the image of an edge group in Av. Let c be an element
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of infinite order in E (such an element may be found since there is a computable
bound on the order of finite elements in a hyperbolic group, see [3]). The subgroup
〈c〉 must have finite index in E, and we may compute set of coset representatives
b1, . . . , bm (the membership problem is decidable, so we may construct the Schrier
graph).
To find a generating set for 〈X〉 ∩ E, first find k such that 〈X〉 ∩ 〈c〉 = 〈ck〉.
Next, find all elements of the form bic
l, where i ∈ {1, . . . ,m} and 0 ≤ l < k,
such that bic
l ∈ 〈X〉. These elements, together with ck, form a generating set for
〈X〉 ∩ E. To check if 〈X〉 ∩ aE is non-empty, it suffices to check if 〈X〉 ∩ (abi)〈c〉
is non-empty for some i ∈ {1, . . . ,m}, and this may be decided using power coset
membership in Av.
Decidability of the power coset membership problem in G is a corollary of
Theorem 14. Indeed, for any pair (A,B) with B folded, Property 12(i) holds by
assumption, Property 12(ii) holds since A is benign, and Property 12(iii) holds
since edge groups are virtually cyclic. For Property 12(iv), consider any edge
cycle f1, . . . , fs of B (the assumption that all Bfi are finite will not be needed). If
s = 1 then e1 is a loop hence Property 11 holds at o(e1) by assumption and case
(1) of Property 12(iv) is satisfied. If s > 1, consider the edge f2. Either Property
11 holds at o(e2) so Property 12(iv) is satisfied for i = 1, or Property 11 holds at
t(e2) so Property 12(iv) is satisfied for i = 2.
This theorem requires that Property 11 holds for some vertex groups, but we do
not have a method to prove this property based purely on graph of groups consid-
erations. Instead, we show that certain locally quasi-convex relatively hyperbolic
groups satisfy the property.
There are several combination theorems [6] that give conditions under which
the fundamental group G of a graph of groups with (relatively) hyperbolic vertex
groups is itself relatively hyperbolic, and a recent theorem of Bigdely and Wise
[2] shows that local quasi-convexity of the vertex groups often implies local rela-
tive quasi-convexity of G. Therefore relatively hyperbolic groups that are locally
relatively quasi-convex arise naturally in graph of groups constructions.
We recall the definition of local quasi-convexity. Let G be a group generated
by a finite set X. Let X = Cay(G,X) be the Cayley graph of G with respect to
X, and dX the associated metric. For a path γ in X we denote by |p| the length of
p and by o(γ) and t(γ) the initial and terminal vertices of γ, respectively. A path
p is a (λ, c)-quasi-geodesic if for every subpath q of p, |q| ≤ λdX(o(q), t(q)) + c.
A subgroup R ≤ G is called quasi-convex if there exists a constant  ≥ 0 (‘quasi-
convexity constant’) such that the following holds: for every pair of elements
r1, r2 ∈ R and every geodesic γ with o(γ) = r1 and t(γ) = r2, every vertex of
γ is within distance  of a vertex belonging to R. Though quasi-convexity of a
subgroup may depend on the choice of generating set X, when G is hyperbolic it
is independent of the choice of finite generating set ([5] Prop. 10.4.1).
If every finitely generated subgroup of G is quasi-convex then G is called locally
quasi-convex. Examples of locally quasi-convex groups include free groups, (most)
surface groups, and a variety of small-cancellation, Coxeter, and one-relator groups
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recently studied by Mart´ınez-Pedroza, McCammond, and Wise ([23], [24], [22]).
We will use these groups as vertex groups in Theorem 16, so decidability of the
poset coset membership problem is essential.
Lemma 17. Every locally quasi-convex hyperbolic group Γ has decidable power
coset membership problem.
Proof. Let H ≤ Γ be finitely generated, and let x, g ∈ Γ. Compute a hyperbolicity
constant δ for Γ and a quasi-convexity constant  for H (using [26] or [30] and
[14] Prop. 4). First, determine if g has finite order. Since the order of any finite-
order element of Γ is bounded by s2δ+1 + 1, where s is the cardinality of the
given generating set of Γ (see [3]), it suffices to check if gi is trivial for some
0 < i ≤ s2δ+1 + 1. If g has finite order k, check if gi ∈ xH for any 0 < i < k,
using the fact that membership in a quasi-convex subgroup of a hyperbolic group
is decidable ([12] Prop. 6.1). Assume now that g has infinite order.
Suppose that gm ∈ xH for some m > 0. In the Cayley graph of Γ, the path
labelled by gm is a (λ, c)-quasi-geodesic, for some λ and c depending on δ and |g|
but not on m ([27] Lem. 1.11). Consequently, the path q labelled by x−1gm is a
(λ, c′)-quasi-geodesic, where c′ = c + (λ + 1)|x|. Let p be a geodesic path from 1
to x−1gm. There exists a computable constant K = K(δ, λ, c′) such that every
vertex of q is within distance K of p ([27] Lem. 1.9). Since H is -quasi-convex,
every vertex of p lies within  of H. Hence every vertex of q lies within distance
K+ of H. In particular, there exist elements y0, y1, . . . , ym in the ball B of radius
K +  centered at 1 such that
x−1giyi ∈ H,
for i = 0, . . . ,m (see Figure 3.1).
x−1
x−1gi x−1gj
p
q
x−1gm ∈ H
≤ K≤ K
≤ 1
x−1giyi ∈ H
≤ 
x−1gjyj ∈ H
Figure 3.1: vertices of q are (K + )-close to H
Let N = |B|. We claim that there exists 0 < n ≤ N such that x−1gn ∈ H. If
m ≤ N , the claim holds, so assume m > N . Then there exist 0 ≤ i < j < m such
that yi = yj .
Let h1 = x
−1giyi, h2 = (y−1i g
−ix)x−1gjyi, and h3 = (y−1i g
−jx)x−1gm, which
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are all elements of H. Then
h1h3 = h1y
−1
i g
m−j = h1(y−1i g
j−iyi)(y−1i g
m−j)g−(j−i)
= h1h2h3g
−(j−i) = x−1gm−(j−i)
so x−1gm−(j−i) ∈ H. If m− (j− i) ≤ N , the claim holds, and otherwise we repeat
the above argument with m′ = m− (j − i) in place of m (note that m′ > 0). This
proves the claim.
If gm ∈ xH for some m < 0, a similar argument shows that x−1gn ∈ H for
some −N ≤ n < 0. We conclude that if there exists m 6= 0 such that gm ∈ xH,
then there exists n 6= 0 in the interval [−N,N ] such that gn ∈ xH. Then to solve
the power coset membership problem, it suffices to check if any of the elements
x−1gi is in H, for i ∈ [−N,N ] \ {0}.
We now review some necessary aspects of the geometry of relatively hyperbolic
groups from [29]. Let G be hyperbolic relative to a collection H = {H1, . . . ,Hm}
of subgroups. Subgroups of G that are conjugate into subgroups in H are called
parabolic. Denote Hˆ = unionsqms=1Hs \ {1} let Xˆ = Cay(G,X ∪ Hˆ). When constructing
Xˆ we remove from X any parabolic elements.
For a path p in Xˆ , a maximal subpath consisting of edges from Hi is called an
Hi-component. Every vertex that does not lie in the interior of some Hi-component
is called a phase vertex. Two Hi-components p1 and p2 are connected if there is
an edge from a vertex of p1 to a vertex of p2 labelled by an element of Hi. An
Hi-component is isolated if it is not connected to any other Hi-component.
A subgroup R of G is called relatively quasi-convex if there exists a constant
 ≥ 0 such that the following condition holds: for every two elements r1, r2 ∈ R,
every geodesic path γ in Xˆ with o(γ) = r1 and t(γ) = r2, and every vertex v of γ,
there exists a vertex w ∈ R such that
dX(v, w) ≤ .
Note that this distance is in X , not Xˆ . As with quasi-convexity, relative quasi-
convexity (in a relatively hyperbolic group) does not depend on the finite generat-
ing set X ([29] Prop. 4.10). If every finitely generated subgroup of G is relatively
quasi-convex then G is called locally relatively quasi-convex.
Lemma 18. Let G be relatively hyperbolic and locally relatively quasi-convex.
Then for every hyperbolic element c ∈ G of infinite order, G satisfies Property 11
with respect to the maximal elementary subgroup E containing c.
Proof. Let s be the index of C = 〈c〉 in E and let A be a set of coset representatives
of C in E. Let g, x ∈ G with gx−1 6∈ E and let K ≤ G be finitely generated such
that K ∩E and K ∩Ex are both finite. Note that Cx has index s in Ex and that
Ax is a set of coset representatives Cx in Ex.
Let I denote the set of all quadruples (a1, a2, n, l) with a1, a2 ∈ A and n, l ∈ Z
such that
a1c
ngax2(c
x)l ∈ K. (8)
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To prove Property 11 we must show that I is finite. Assume for contradiction that
I is infinite.
First, suppose that there are more than s2 elements of I that have identical
third components. Then there exists (a1, a2, n, l) and (a1, a2, n, k) in I with l 6= k.
Then
(a1c
ngax2(c
x)l)−1(a1cngax2(c
x)k) = (cx)k−l ∈ K,
hence 〈(cx)k−l〉 ≤ K contradicting the fact that K ∩ Ex is finite. Similarly, if
there are more than s2 elements of I having identical fourth components, one
obtains a contradiction to the fact that K ∩E is finite. It follows then that there
exists a1, a2 ∈ A and an infinite subset J ⊂ I indexed by N consisting of elements
(a1, a2, ni, ki) where ni 6= nj and ki 6= kj for all i 6= j.
Let G be hyperbolic relative to H. Then G is also hyperbolic relative to
H′ = H ∪ {E}, since by [28] Corollary 1.7 the maximal elementary subgroup
containing a hyperbolic element is always hyperbolically embedded (if a conjugate
of E is already included we simply replace it by E). Let Xˆ = Cay(G, Hˆ′). Edges
of Xˆ labelled by elements of E will be called E-edges.
Let pgx−1 be a geodesic path in Xˆ representing the element gx−1. Write pgx−1
in the form
pgx−1 = epˆgx−1e
′
where e and e′ are E-edges labelled by elements b, b′ ∈ E and pˆgx−1 neither begins
nor ends with an E-edge. Since gx−1 6∈ E, pˆgx−1 is non-empty. Since pgx−1 is a
geodesic, every E-component of pgx−1 is isolated and consists of a single edge. Let
px be a geodesic path for x and write px in the form
px = e
′′pˆx
where e′′ is an E-edge labelled by b′′ ∈ E and pˆx does not begin with an E-edge.
Every E-component of px is isolated and consists of a single edge.
For every i ∈ N, let pi be the path from 1 to a1cnigx−1a2ckix defined by
pi = e
(1)
i pˆgx−1e
(2)
i pˆx,
where e
(1)
i is the E-edge labelled by a1c
nib and e
(2)
i is the E-edge labelled by
b′a2ckib′′. The path pi is shown in Figure 3.2.
Claim. For infinitely many i, pi is a path without backtracking, i.e. for all H ∈ H,
every H-component of pi is isolated.
Proof. First we show that every E-component is isolated. Since all ni are distinct,
as are all ki, there are infinitely many i such that a1c
nib 6= 1 and b′a2ckib′′ 6= 1 so
we may assume these two elements are non-trivial. Hence the E-components of pi
are precisely the edges e
(1)
i and e
(2)
i and the E-edges appearing in pˆgx−1 and in pˆx.
Assume for contradiction that pi has a non-isolated E-component. The com-
ponent e
(1)
i is not connected to an E-component of pˆgx−1 , as this would imply that
either pˆgx−1 is not a geodesic or that pˆgx−1 begins with an E-edge. Similarly, e
(2)
i
is neither connected to an E-component of pˆgx−1 nor to an E-component of pˆx.
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If e
(1)
i and e
(2)
i are connected, it implies that pˆgx−1 represents an element of E,
hence gx−1 ∈ E, which is false.
The only remaining possibility is that pˆx has an E-component which is con-
nected to either e
(1)
i or to an E-component of pˆgx−1 . We claim that this occurs for
only finitely many i. Assume otherwise. Then for infinitely many i, there exists
1 ≤ li ≤ |pˆgx−1 | and 2 ≤ mi ≤ |pˆx| + 1 such that the vertex number li of pˆgx−1
(where vertex number 1 is the first vertex from the left) is connected via an E-edge
to vertex number mi of pˆx. Since pˆgx−1 and pˆx are finite, there exist i 6= j such
that li = lj and mi = mj . It follows that
g1(b
′a2ckib′′)g2 ∈ E, g1(b′a2ckj b′′)g2 ∈ E (9)
where g1, g2 ∈ G are the elements represented by the length |pˆgx−1 |−li+1 terminal
segment of pˆgx−1 the length mi − 1 initial segment of pˆx (respectively). Taking
the difference of the elements appearing in (9), we conclude that
(ckj−ki)b
′′g2 ∈ E.
Since E is hyperbolically embedded in G, it almost malnormal by Theorem 1.5(3)
of [28]. That is, E ∩Eh is finite for all h ∈ G \E. Since 〈ckj−ki〉b′′g2 is an infinite
subgroup of E ∩ Eb′′g2 , the conjugator b′′g2 must lie in E, which implies g2 ∈ E.
However, g2 corresponds to the length mi − 1 initial segment of pˆx. This segment
cannot be length 1, as pˆx does not begin with a E-edge, nor can it be length
greater than 1, as pˆx is a geodesic. It must therefore be length 0, contradicting
mi ≥ 2.
Now we check that for each H ∈ H′, where H 6= E, every H-component in pi
is isolated for all but finitely many i. Assume otherwise. The H-components may
only occur in pˆgx−1 and pˆx. Since each of these paths is a geodesic, no two H-
components of pˆgx−1 are connected, and similarly for pˆx. Hence an H-component
of pˆgx−1 is connected to an H-component of pˆx, for infinitely many i. As in the
case for E-components, we conclude there exists i 6= j, g1 ∈ G corresponding to a
terminal segment of pˆgx−1 , and g2 ∈ G corresponding to an initial segment of pˆx
such that
g1(b
′a2ckib′′)g2 ∈ E, g1(b′a2ckj b′′)g2 ∈ E.
It follows that (ckj−ki)b
′′g2 ∈ H, hence 〈ckj−ki〉b′′g2 is an infinite subgroup of
Eb
′′g2 ∩H. But H and E are both in H′, so the intersection Eb′′g2 ∩H must be
finite (see Prop. 2.36 of [29]), which is a contradiction.
We return to the proof of Lemma 18. The length of pi is bounded by
γ = 2 + 2|x|+ |g|,
so pi is, trivially, a (1, γ)-quasi-geodesic. Let qi be a geodesic in Xˆ from 1 to
a1c
nigx−1a2ckix. Since pi and qi are both quasi-geodesic paths with the same
endpoints and pi is a path without backtracking, there exists a constant σ = σ(γ)
such that every (phase) vertex of pi is within dX -distance σ of a vertex of qi ([29]
Prop. 3.15). In particular, for the endpoint ui of e
(1)
i , there exists a vertex vi in
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e(n
′
i)
ui
p2
e(k
′
i)
p3
pi
qi
≤ σ
vi
≤ 
∈ H
ri
1 cnig(cx)ki
Figure 3.2: a path ri of length at most σ +  connects ui to H
qi at dX -distance at most σ from ui. Let  be a quasi-convexity constant for K.
Since qi is a geodesic in Xˆ between elements of K, vi is at dX -distance at most 
from a vertex belonging to K. Hence for infinitely many i, ui is connected in X
to a vertex of K by a path ri of dX -length at most σ + , as shown in Figure 3.2.
Since the ball of radius σ +  is finite in X , there exist i 6= j such that ri and
rj are labelled by the same element g
′ ∈ G. We conclude that
a1c
nibg′ ∈ K, a1cnj bg′ ∈ K
hence (cni−nj )a
−1
1 ∈ K, so 〈(cni−nj )a−11 〉 is an infinite subgroup of K ∩E. This is
a contradiction, so I must be finite as required.
3.2 Groups discriminated by Γ
Let Γ be a torsion-free locally quasi-convex hyperbolic group and G a finitely
presented group discriminated by Γ. Since G embeds into an iterated centralizer
extension of Γ, we will prove effective coherence of G by first proving effective
coherence in centralizer extensions of Γ. This will also allow us to compute the
embedding.
An extension of a centralizer of Γ is a group G1 presented by
G1 = 〈Γ, t1, . . . , tr | [C(g), ti] = [ti, tj ] = 1, 1 ≤ i, j ≤ r〉
where g ∈ Γ and C(g) is the centralizer of g in Γ. Note that G1 is isomorphic to
the amalgamated product Γ∗C(g) (C(g)×Zr), which we regard as the fundamental
group of a graph of groups with two vertices.
The operation of forming an extension of a centralizer may be iterated to form
a chain
Γ = G0 < G1 < . . . < Gn (10)
where Gi+1 is an extension of a centralizer of Gi. We say that Gn is obtained from
Γ by iterated extensions of centralizers.
For every non-trivial g ∈ Γ, its centralizer C(g) is cyclic and malnormal, and
g may be chosen so that C(g) = 〈g〉. It follows (see [25]) that all centralizers in
Gn are torsion-free abelian groups of finite rank and that the chain (10) may be
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arranged so that each Gi+1 is obtained from Gi by extension of a cyclic centralizer,
i.e.
Gi+1 = Gi ∗〈gi〉 Zri+1. (11)
We will apply combination theorems to obtain relative hyperbolicity and local
relative quasi-convexity of each Gi+1, then apply Theorem 16 inductively to obtain
effective coherence of Gn. This is the central theorem of the paper.
Theorem 19. There is an algorithm that, given
• a finitely presented group Γ that is hyperbolic, torsion-free, and locally quasi-
convex,
• a chain of centralizer extensions Γ = G0 < G1 < . . . < Gn and,
• a finite subset X ⊂ Gn,
produces a presentation for the subgroup 〈X〉 generated by X.
The absence of torsion in Γ does not play an essential role in the proof of
Theorem 19, so we will prove it in a more general case, starting from a base group
Γ that is hyperbolic and locally quasi-convex, but possibly with torsion. The
iterated centralizer extension construction must be modified. As before, we will
construct a chain of groups
Γ = G0 < G1 < G2 < . . . < Gn. (12)
To construct G1, choose g0 ∈ Γ to be an element of infinite order and form an
amalgamated product
G1 = Γ ∗E(g0)=E0 V0
where V0 is a finitely presented virtually abelian group and E(g0) is the maximal
elementary subgroup containing g0. The group E(g0) is hyperbolically embedded
in Γ (see [28] Cor. 1.7), meaning Γ is hyperbolic relative to E(g0). Then it follows
that G1 is hyperbolic relative to V0 (see for example [6]) and locally relatively
quasi-convex (see [2] Thm. 3.1).
In general, Gi+1 is obtained from Gi by choosing a hyperbolic element gi ∈ Gi
of infinite order, a finitely presented virtually abelian group Vi, a subgroup Ei ≤ Vi
isomorphic to E(gi), and forming the amalgamated product
Gi+1 = Gi ∗E(gi)=Ei Vi. (13)
The same argument as above shows that Gi+1 is relatively hyperbolic and locally
relatively quasi-convex.
In the case when Γ is torsion-free, each group Gi is toral relatively hyperbolic.
Since each gi may be chosen in (11) so that C(gi) = 〈gi〉, one may assume that gi
is a hyperbolic element. Then the elementary subgroup E(gi) coincides with the
centralizer C(gi). Thus Theorem 19 follows from Theorem 20 below.
Theorem 20. There is an algorithm that, given
29
• a finitely presented group Γ that is hyperbolic and locally quasi-convex,
• a chain of amalgamated products
Γ = G0 < G1 < . . . < Gn
where Gi+1 = Gi ∗E(gi)=Ei Vi for i = 0, . . . , n− 1 with gi ∈ Gi hyperbolic of
infinite order and Vi virtually abelian, and
• a finite subset X ⊂ Gn,
produces a presentation for the subgroup 〈X〉 generated by X.
Proof. In the input we assume that for each i, the following data is provided:
generating sets for E(gi) and Ei, a bijection between those generating sets inducing
an isomorphism E(gi) ' Ei, a presentation for Vi, and a free basis for a free abelian
subgroup Ai ≤ Vi of finite index.
We regard each Gi+1 as the fundamental group of a graph of groups with two
vertex groups Gi, Vi and one edge group E(gi). We prove, by induction on n, that
each Gi+1 has decidable power coset membership problem and the corresponding
graph of groups is benign by applying Theorem 16 at each step.
In the base case we have G1 = Γ∗E(g0)=E0V0. The edge group E(g0) is virtually
cyclic, and the vertex group Γ satisfies Property 11 with respect to E(g0) and all of
its conjugates E(gx0 ) = E(g0)
x by Lemma 18, so conditions (i) and (iii) of Theorem
16 hold. The vertex group Γ has decidable power coset membership problem by
Lemma 17, so it suffices to show that every finitely presented virtually abelian
group V has decidable power coset membership problem.
The power coset membership problem is a rational subset intersection prob-
lem: a coset of a finitely generated subgroup is a rational subset, as is a cyclic
group minus one element, and the problem asks to determine whether such an
intersection is non-empty. But the rational subset intersection problem in any
finitely-generated group is Turing-equivalent to the rational subset intersection
problem in any finitely generated finite-index subgroup. An explicit construction
of the reduction is given in [11] Thm. 2.3.3. So we reduce power coset membership
in V to an instance of rational subset intersection in a free abelian finite-index sub-
group A ≤ V , which is decidable (see [11] Prop. 2.2.12). Note that the reduction
requires a coset diagram of A in V : such a diagram may be constructed since V
has decidable membership problem (virtually abelian groups are abelian-by-finite,
and an algorithm for the membership problem in all polycyclic-by-finite groups is
given in [1]).
We conclude from Theorem 16 that G1 has decidable power coset membership
problem and the corresponding graph of groups is benign. The inductive case
is proved similarly, with decidable power coset membership in Gi provided by
induction and noting as above that Gi is relatively hyperbolic and locally relatively
quasi-convex.
We prove effective coherence by induction. Since finitely generated virtually
abelian groups are polycyclic-by-finite, they are effectively coherent by [1] Thm.
3.4. Locally quasi-convex groups are also effectively coherent ([12] Prop. 6.1), so
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the folding algorithm of [15] Theorem 5.8 shows that G1 is effectively coherent,
since the graph of groups for G1 is benign. By induction, Gn is effectively coherent.
Theorem 19 implies that every finitely generated group G that is discriminated
by Γ (torsion-free) is effectively coherent, provided G is specified as a subgroup
of some Gn. However, if G is specified by an abstract presentation this does not
describe an algorithm unless the embedding G ↪→ Gn is known. We are now in
a position to compute this embedding. If Γ does have torsion, we are not aware
of an embedding of G into iterated centralizer extensions of Γ, nor into a chain of
the form (12).
In [19], it was shown that one may compute a finite collection of homo-
morphsims from G to groups obtained from Γ by centralizer extensions, at least
one of which must be injective. This was proved for all torsion-free hyperbolic
groups Γ, but a method to identify an injective homomorphism from this collec-
tion could not be given. With the additional assumption of local quasi-convexity,
effective coherence of Gn allows us to determine which homomorphism is injective.
Theorem 21. Let Γ be a torsion-free locally quasi-convex hyperbolic group. There
is an algorithm that, given a finitely presented group G:
(i) if G is discriminated by Γ, computes a sequence centralizer extensions
Γ = G0 < G1 < . . . < Gn
and an embedding G ↪→ Gn;
(ii) if G is not discriminated by Γ, runs forever.
If in addition a solution to the word problem in G is given, the algorithm terminates
when G is not discriminated by Γ, reporting this fact.
Proof. From Theorem 3.17 of [19], we may effectively construct finitely many
groups H1, . . . ,Hm, each given as sequence centralizer extensions of Γ, and ho-
momorphisms φi : G → Hi such that if G is discriminated by Γ, at least one φi
is injective. As observed above, each Hi is toral relatively hyperbolic and locally
relatively quasi-convex.
For each i, construct a presentation for φi(G) using Theorem 19. Since φi(G) ≤
Hi is finitely generated, it is relatively quasi-convex and hence toral relatively
hyperbolic (by [13] Thm. 9.1 or [22] Thm. 1.8). If G is discriminated by Γ, then
G is also toral relatively hyperbolic since it is isomorphic to some φi(G). We check
if G is toral relatively hyperbolic using the algorithm given in Theorem 0.2 of [7],
which terminates if so and runs forever if not.
If this algorithm terminates, we check for each i = 1, . . . ,m whether or not G
and φi(G) are isomorphic, using the solution to the isomorphism problem for toral
relatively hyperbolic groups given in [8]. If G 6' φi(G), then φi is not injective.
If G ' φi(G), then G is discriminated by Γ (since it is isomorphic to a subgroup
of Hi, which is discriminated by Γ), and hence is Hopfian by [33] Thm. 1.12.
Consequently, φi is injective.
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If a solution to the word problem in G is given, we may run in parallel the
following algorithm. Enumerate non-trivial elements g ∈ G and check whether or
not φi(g) is trivial for each i. If G is not discriminated by Γ, all of the φi must
fail to be injective and the algorithm will eventually find for each i a non-trivial
gi ∈ G such that φi(gi) = 1.
Note that this theorem provides a recognition algorithm for groups G discrim-
inated by Γ, provided the word problem is decidable in G. It also gives effective
coherence of G when G is given by a presentation rather than as a subgroup of
Gn.
Theorem 22. There is an algorithm that, given
• a finitely presented group Γ that is hyperbolic, torsion-free, and locally quasi-
convex,
• a finitely presented group G that is discriminated by Γ, and
• a finite subset X ⊂ G,
computes a presentation for the subgroup 〈X〉 generated by X.
In the case when Γ is a free group, the above result was obtained in [17] and
in [10]. Our result provides an alternate proof.
Corollary 23. Limit groups are effectively coherent.
We may also give an algorithm that enumerates all finitely generated groups
discriminated by Γ.
Theorem 24. There is an algorithm that, given a presentation of a group Γ that is
hyperbolic, torsion-free, and locally quasi-convex, enumerates by presentations all
finitely generated groups discriminated by Γ, without repeating isomorphic groups.
Proof. Every finitely generated group discriminated by Γ is isomorphic to a sub-
group of a group obtained from Γ by a finite chain of centralizer extensions. Enu-
merate all groups Gn obtained from Γ by a finite chain of centralizer extensions
and all finite subsets Xi ⊂ Gn. Since each Gn is effectively coherent, we can com-
pute a presentation for 〈Xi〉. Since every 〈Xi〉 is toral relatively hyperbolic, we
may use the solution to the isomorphism problem from [8] to eliminate isomorphic
groups.
References
[1] Gilbert Baumslag, Frank B. Cannonito, Derek J. Robinson, and Dan Segal.
The algorithmic theory of polycyclic-by-finite groups. J. Algebra, 142(1):118–
149, 1991.
[2] Hadi Bigdely and Daniel T. Wise. Quasiconvexity and relatively hyperbolic
groups that split. Michigan Math. J., 62(2):387–406, 2013.
32
[3] Noel Brady. Finite subgroups of hyperbolic groups. Internat. J. Algebra
Comput., 10(4):399–405, 2000.
[4] Martin R. Bridson and Henry Wilton. On the difficulty of presenting finitely
presentable groups. Groups Geom. Dyn., 5(2):301–325, 2011.
[5] M. Coornaert, T. Delzant, and A. Papadopoulos. Ge´ome´trie et the´orie des
groupes, volume 1441 of Lecture Notes in Mathematics. Springer-Verlag,
Berlin, 1990. Les groupes hyperboliques de Gromov. [Gromov hyperbolic
groups], With an English summary.
[6] Franc¸ois Dahmani. Combination of convergence groups. Geom. Topol., 7:933–
963 (electronic), 2003.
[7] Franc¸ois Dahmani. Finding relative hyperbolic structures. Bull. Lond. Math.
Soc., 40(3):395–404, 2008.
[8] Franc¸ois Dahmani and Daniel Groves. The isomorphism problem for toral
relatively hyperbolic groups. Publ. Math. Inst. Hautes E´tudes Sci., (107):211–
290, 2008.
[9] Thomas Delzant and Leonid Potyagailo. Accessibilite´ hie´rarchique des
groupes de pre´sentation finie. Topology, 40(3):617–629, 2001.
[10] Daniel Groves and Henry Wilton. Enumerating limit groups. Groups Geom.
Dyn., 3(3):389–399, 2009.
[11] Zeph Grunschlag. Algorithms in geometric group theory. ProQuest LLC, Ann
Arbor, MI, 1999. Thesis (Ph.D.)–University of California, Berkeley.
[12] Zeph Grunschlag. Computing angles in hyperbolic groups. In Groups, lan-
guages and geometry (South Hadley, MA, 1998), volume 250 of Contemp.
Math., pages 59–88. Amer. Math. Soc., Providence, RI, 1999.
[13] G. Christopher Hruska. Relative hyperbolicity and relative quasiconvexity for
countable groups. Algebr. Geom. Topol., 10(3):1807–1856, 2010.
[14] Ilya Kapovich. Detecting quasiconvexity: algorithmic aspects. In Geometric
and computational perspectives on infinite groups (Minneapolis, MN and New
Brunswick, NJ, 1994), volume 25 of DIMACS Ser. Discrete Math. Theoret.
Comput. Sci., pages 91–99. Amer. Math. Soc., Providence, RI, 1996.
[15] Ilya Kapovich, Richard Weidmann, and Alexei Miasnikov. Foldings, graphs of
groups and the membership problem. Internat. J. Algebra Comput., 15(1):95–
128, 2005.
[16] O. Kharlampovich and A. Myasnikov. Irreducible affine varieties over a free
group. II. Systems in triangular quasi-quadratic form and description of resid-
ually free groups. J. Algebra, 200(2):517–570, 1998.
[17] O. Kharlampovich and A. Myasnikov. Elementary theory of free non-abelian
groups. J. Algebra, 302(2):451–552, 2006.
33
[18] O. Kharlampovich and A. Myasnikov. Equations and fully residually free
groups. In Combinatorial and geometric group theory, Trends Math., pages
203–242. Birkha¨user/Springer Basel AG, Basel, 2010.
[19] Olga Kharlampovich and Jeremy Macdonald. Effective embedding of resid-
ually hyperbolic groups into direct products of extensions of centralizers. J.
Group Theory, 16(5):619–650, 2013.
[20] Olga Kharlampovich and Alexei Myasnikov. Limits of relatively hyperbolic
groups and Lyndon’s completions. J. Eur. Math. Soc. (JEMS), 14(3):659–680,
2012.
[21] L. Louder and N. Touikan. Strong accessibility for finitely presented groups.
Pre-print, 2013. arXiv:1302.5451 [math.GR].
[22] Eduardo Mart´ınez-Pedroza and Daniel T. Wise. Local quasiconvexity of
groups acting on small cancellation complexes. J. Pure Appl. Algebra,
215(10):2396–2405, 2011.
[23] J. P. McCammond and D. T. Wise. Coherence, local quasiconvexity, and the
perimeter of 2-complexes. Geom. Funct. Anal., 15(4):859–927, 2005.
[24] Jonathan P. McCammond and Daniel T. Wise. Locally quasiconvex small-
cancellation groups. Trans. Amer. Math. Soc., 360(1):237–271 (electronic),
2008.
[25] A. Myasnikov and V. Remeslennikov. Exponential groups. II. Extensions
of centralizers and tensor completion of CSA-groups. Internat. J. Algebra
Comput., 6(6):687–711, 1996.
[26] A. Yu. Ol′shanski˘ı. Hyperbolicity of groups with subquadratic isoperimetric
inequality. Internat. J. Algebra Comput., 1(3):281–289, 1991.
[27] A. Yu. Ol′shanski˘ı. On residualing homomorphisms and G-subgroups of hy-
perbolic groups. Internat. J. Algebra Comput., 3(4):365–409, 1993.
[28] D. Osin. Elementary subgroups of relatively hyperbolic groups and bounded
generation. Internat. J. Algebra Comput., 16(1):99–118, 2006.
[29] D. Osin. Relatively hyperbolic groups: intrinsic geometry, algebraic proper-
ties, and algorithmic problems. Mem. Amer. Math. Soc., 179(843):vi+100,
2006.
[30] P. Papasoglu. An algorithm detecting hyperbolicity. In Geometric and compu-
tational perspectives on infinite groups (Minneapolis, MN and New Brunswick,
NJ, 1994), volume 25 of DIMACS Ser. Discrete Math. Theoret. Comput. Sci.,
pages 193–200. Amer. Math. Soc., Providence, RI, 1996.
[31] E. Rips. Subgroups of small cancellation groups. Bull. London Math. Soc.,
14(1):45–47, 1982.
34
[32] Z. Sela. Diophantine geometry over groups. VI. The elementary theory of a
free group. Geom. Funct. Anal., 16(3):707–730, 2006.
[33] Z. Sela. Diophantine geometry over groups. VII. The elementary theory of a
hyperbolic group. Proc. Lond. Math. Soc. (3), 99(1):217–273, 2009.
[34] Daniel T. Wise. From riches to raags: 3-manifolds, right-angled Artin groups,
and cubical geometry, volume 117 of CBMS Regional Conference Series in
Mathematics. Published for the Conference Board of the Mathematical Sci-
ences, Washington, DC; by the American Mathematical Society, Providence,
RI, 2012.
35
