Abstract：Feature selection is an essential step in the process of software defect prediction due to the negative effect of irrelevant features on classification algorithms. Hence selecting the most relevant and representative features is critical to the success of software defect detection. Another problem in software defect prediction is the availability of a large number of classification models. This paper applies feature selection and classifier evaluation in the context of software defect prediction. An empirical study is presented to validate the proposed scheme using 9 classifiers over 4 public domain software defect data sets. The results indicate that the proposed scheme can improve the performance of classifiers using the most representative features and recommend classifiers that are accurate and reliable in software defect prediction.
Introduction
Defects are prevalent in large and complex software systems and cause huge losses to organizations [1] [2] . Timely and accurate software defect prediction can help identify faults in an early stage of software development lifecycle, which facilitates efficient test resource allocation, improves software architecture design, and reduces the number of defective modules [3] . Software defects prediction with high accuracy and reliability is a challenge and active research area.
Classification is one of the most important tasks in data mining [4] and is a commonly used approach in software defect prediction. It models software defects prediction as a twogroup classification problem through categorizing software modules as either faultprone (fp) or non-fault-prone (nfp) using historical data. A large number of classification algorithms have been developed over the years for software defect prediction [5] [6] [7] .
Software defect data sets normally collect large number of attributes to describe the characteristics of software modules at various states of the software development process. Since the attributes collected in software defect data may not be relevant to software defects classification, including all these attributes in the model-building process can deteriorate the performances of classifiers. Thus feature subset selection is an essential step in the process of software defect prediction. This paper integrates traditional feature selection methods and multi-criteria decision making (MCDM) methods to improve the accuracy and reliability of defect prediction models and evaluate the performances of software defect detection models. An experimental study is designed to validate the propose scheme using 9 classifiers over 4 public domain software defect data sets.
The rest of this paper is organized as follows: section 2 reviews related works. Section 3 describes the research methodologies. Section 4 presents the experimental study and analyzes the results; section 5 summarizes the paper.
Related Works in Software Defect Prediction
Compared with other application domains, the use of feature selection in the area of software defect prediction is relatively new. Rodriguez et al. [8] applied attribute selection algorithms in faulty software modules classification and concluded that the classification results using selected feature subsets were better or equal to the results with the original features. They validated the approach using a case study and concluded that the performances of prediction models either improved or unaffected when 85% of the original features were removed.
Researchers from different disciplines have proposed a variety of classification models for software defect prediction. Porter and Selby [9] presented metric-based classification trees to identify high-risk software components. Emam et al. [10] further analyzed the performance of a CBR classifier with different parameters for predicting fault-prone software components. Their conclusion is that a simple CBR is suitable for software defect prediction. Khoshgoftaar and Seliya [11] presented two classification rules in the context of case-based reasoning and showed that the proposed techniques achieved high levels of accuracy and robustness.
Many empirical studies have been conducted to compare different software prediction models and some studies generate contradictory results [12] . For example, Shepperd and Schofield [13] stated that analogies outperformed stepwise regression models on nine industrial datasets. Peng et al. [7] applied a set of MCDM methods to rank classification algorithms for the task of software defect detection. Myrtveit and Stensrud [14] , on the other hand, found that regression models surpassed an analogy tool in their experiment. It is hard to tell which prediction models are sufficient for a given defect dataset. Hence algorithm selection is a crucial issue in software defect prediction.
Research Methodology
Results of empirical studies on software defect prediction models do not always converge. Myrtveit et al. [12] analyzed some empirical software engineering studies and identified three factors that may contribute to the divergence: a single sample dataset, choice of accuracy indicators, and cross validation. They concluded that a crucial step in software defect prediction is the design of research procedures.
The inputs are four public-domain software defect datasets provided by the NASA IV&V Facility Metrics Data Program (MDP) repository. Feature selection and classification are conducted in four steps. First, feature selection is conducted using traditional techniques. Features are then ranked using the proposed feature selection method. The third step employs MCDM methods to evaluate feature selection techniques and choose the better performed techniques. In the last step, the selected features are used in the classification to predict software defects. The performances of classifiers are also evaluated using MCDM methods and a recommendation of classifiers for software defect prediction is made based on their accuracy and reliability.
Multiple criteria decision making (MCDM) aims at solving decision problems with multiple objectives and often conflictive constraints [15] [16] [17] [18] . Five MCDM methods, i.e., DEA (BCC model), ELECTRE, PROMETHEE, TOPSIS, and VIKOR, are used in the experimental study to evaluate algorithms.
For feature selection algorithms, output components include seven attributes:  LOC_COMMENTS (The number of lines of comments in a module),  HALSTEAD_PROG_TIME (The halstead programming time metric of a module),  MAINTENANCE_SEVERITY (Maintenance Severity),  NODE_COUNT (Number of nodes found in a given module),  NUM_OPERATORS (The number of operators contained in a module),  NUM_UNIQUE_OPERATORS (The number of unique operators contained in a module),  PERCENT_COMMENTS (Percentage of the code that is comments).
All other attributes are input components. For classification algorithms, input component is false positive rate and output components include the area under receiver operating characteristic (AUC), precision, F-measure, and true positive rate.
Experimental study 4.1 Data sources
The data used in this study are modified publicdomain software defect datasets provided by the NASA IV&V Facility Metrics Data Program (MDP) repository [19] . The structures of the datasets are summarized in Table l . CM is from a science instrument written in a C code with approximately 20 kilo-source lines of code (KLOC). KC is about the collection, processing and delivery of satellite metadata and is written in Java with 18 KLOC. PC is flight software from an earth orbiting satellite written in a C code with 26 KLOC. UC is dynamic simulator for attitude control systems. Forty common attributes are selected for each dataset. Table 7 . Thirteen features that are ranked above the twentieth position and have average weights larger than 0.5 are selected for the classification task.
Discussion of results
The selected features are then used in classification algorithms to predict software defects. The results are compared with classification results using features selected by traditional feature selected technique. Table 8 , 9, 10, and 11 represent the classification results and comparisons between the proposed feature selection scheme and traditional feature selection techniques of the four datasets. The results suggest that the proposed feature selection scheme helps classifiers achieve better classification outcomes in terms of the five performance measures in general. 
Conclusion remarks
Feature selection and classification are two important tasks in software defect prediction. An experimental study was designed to validate the propose scheme using 9 classifiers over 4 public domain software defect data sets. Five MCDM methods (i.e., DEA, ELECTRE, PROMETHEE, TOPSIS, and VIKOR) were applied in the study to evaluate feature selection techniques and classifiers for software defect prediction. Thirteen features were selected using the weights and MCDM methods. The experimental results indicate that fuzzy lattice reasoning (FLR) outperforms other classifiers for the selected datasets. In addition, SMO achieves good performances on two larger datasets. The performances of other classifiers on the four software defect datasets are rather mixed.
The experimental study suggests that MCDM methods may generate different rankings for classifiers on the same dataset. How to find a compromised solution when MCDM methods generate conflicting rankings of classifiers is a future research direction. In addition, the experimental study chose only four relatively small datasets. Applying the proposed scheme to larger sizes datasets is another direction of future work.
