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Abstract
We study the strong disorder regime of Floquet topological systems in dimension two,
that describe independent electrons on a lattice subject to a periodic driving. In the spec-
trum of the Floquet propagator we assume the existence of an interval in which all states are
localized–a mobility gap. First we generalize the relative construction from spectral to mobil-
ity gap, define a bulk index for an infinite sample and an edge index for the half-infinite one
and prove the bulk-edge correspondence. Second, we consider completely localized systems
where the mobility gap is the whole circle, and define alternative bulk and edge indices that
circumvent the relative construction and match with quantized magnetization and pumping
observables from the physics literature. Finally, we show that any system with a mobility
gap can be reduced to a completely localized one. All the indices defined throughout are
equal.
1 Introduction
In the context of topological insulators, a Floquet system describes independent electrons on
a lattice subject to a periodic driving beyond the adiabatic regime. The system is topological
when one can define a stable index that captures some topological property of the sample, either
in the bulk of an infinite one or at the edge of a semi-infinite one. For Floquet systems, the
latter is sometimes associated to a transport observable, and usually coincides with the bulk
index (whose physical meaning is sometimes associated to magnetization, see below) through
the celebrated bulk-edge correspondence [24, 25, 15]. Originally designed to induce topological
properties on a trivial sample through the periodic driving [20], Floquet topological systems have
recently become a topic of intense study when it was realized that this driving also allowed to
engineer new topological phases of matter that have no static counterpart [24]; some proposals
for experimental observation of these phases in cold atoms were recently suggested [19, 22].
So far the main prerequisite to define topological indices in Floquet systems has been the
presence of a gap in the spectrum of the unitary Floquet propagator, describing time evolution
in the bulk after one period of driving. In this context the bulk-edge correspondence was first
established in clean systems and then extended to weakly disordered samples, for various dimen-
sions and symmetries [24, 6, 12, 13, 15, 25, 23]. By analogy with static systems, the effect of
disorder is to progressively fill the spectral gap of the propagator by localized states [29, 16], and
all the previous results work only as long as the spectral gap remains open.
This paper deals with two-dimensional systems with no particular symmetry (class A of [3]).
We address the problem of strong disorder, when the gap is completely filled by localized states
(see Figure 1). This is the so-called mobility gap regime, that is characterized by Anderson
localization, and mathematically through the fractional moment condition [1]. The starting
point of our work is a general and almost-sure consequence of this condition, which we take as
a deterministic assumption to define the mobility gap. This approach is analogous to the other
few works on topological properties of strongly disordered systems in the static case, first studied
for the Integer Quantum Hall Effect [10] and more recently in chiral systems [14]. Moreover the
fractional moment condition has been already established for unitary random operators [16, 5],
as well as some numerical evidence of localization in Floquet topological models [29]. We note
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in passing that [21] also studied strongly-disordered unitary topological systems in the bulk,
however, they used a covariant probabilistic framework.
The first result of this paper is to show that the so-called relative construction, developed in
the spectral gap case in dimension two [24, 25, 15], can be extended to the mobility gap regime.
This construction reduces the physical unitary evolution to a time periodic propagator in the
bulk, which has a well-defined index. This requires a logarithm of the Floquet propagator, that
we prove to be well-defined with a branch-cut in the mobility gap. Thanks to the estimates
coming from localization, the logarithm is weakly-local–its matrix elements in the position basis
have rapid off-diagonal decay, and possible diagonal blowup. With this we can adapt the proof
in [15] of the bulk-edge correspondence from the spectral gap case, in which the Combes-Thomas
estimate was used instead of localization.
The physical implementation of this relative construction is however not straight-forward, and
one can look for situations where it may be circumvented. For clean samples, a Floquet system
is actually an insulator only when the Floquet propagator is exactly the identity operator 1, for
which the relative construction is not required. In the spectral and mobility gap cases the system
is not insulating anymore and the relative constructions somehow subtracts the other transport
contributions from the topological one [27]. In the strongly disordered case the analogue of 1 is
to consider a Floquet propagator that is completely localized, namely that its entire spectrum is
a mobility gap (see Figure 1(b) and (b’)). It was shown in [29] that in contrast to the static case
[10], such systems may still have edge modes and topological properties. Moreover the indices
can be computed without the relative construction and have a nice physical interpretation in
terms of quantized orbital magnetization in the bulk [19] and quantized pumping at the edge
[29]. The second result of this paper is a rigorous definition of these indices and a proof of their
respective bulk-edge correspondence.
Our last result is to show that any mobility gap situation can actually be reduced to a
fully localized case, for which the previous indices can be used and circumventing again the
relative construction. This reduction is done through the smooth functional calculus with a
particular function that stretches the mobility gap onto the entire circle (as in [25] who used this
construction only for the edge in the spectral gap regime).
We finally show that the indices defined in this approach coincide with the ones of the relative
construction (which are also defined in this case). To that end we show the continuity of the
bulk relative index along a specific path of deformation. We believe this continuity result in
the mobility gap regime is important because it joins an extremely short list of results: the
deterministic constancy of the quantum Hall conductivity w.r.t. the Fermi energy proven in
[10]. Thus Theorem 2.5 opens interesting perspectives in the investigation of the topology of
deterministic mobility gapped systems, of which very little is known.
Finally note that quantum walks, namely finite sequences of unitary operators, can also be
seen as discrete-time Floquet systems, for which topological indices have been already defined in
clean and weakly disordered models [28, 4]. In some cases the Floquet formalism can be applied
to quantum walks [8, 25], so that our result should in principle cover the strongly disordered
version of these quantum walks.
The paper is organized as follows. After describing the setting and stating the three results
mentioned above in Section 2, we detail their respective proofs in Sections 3 to 5. Finally,
Appendices A.1 to A.3 are results of independent interest for Floquet systems or more general
unitary operators.
Acknowledgements: The authors thank Gian Michele Graf for many useful discussions. J.S.
thanks Netanel H. Lindner for his hospitality at the Technion in Israel and for elaborations on
the completely localized edge index. C.T thanks Alain Joye for his invitation at institut Fourier
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Figure 1: Examples of spectrum for the Floquet propagator U(1). (a) Typical situation with
a mobility gap ∆ (possibly several), represented by red crosses. The remaining part of the
spectrum, in blue, can be arbitrary. For completely localized operators, the mobility gap is the
entire circle (b) or possibly with spectral gaps (special case of a mobility gap) (b’). The relative
construction applies to all cases, but can be avoided in (b) and (b’) through magnetization and
pumping indices. The stretch-function construction maps situation (a) to (b) by stretching ∆
onto S1 \ {1} and mapping the remainder of the spectrum to 1.
2 Setting and main results
Let a time-dependent periodic Hamiltonian H : S1 → B(H) be given where H := ℓ2(Zd) ⊗ CN
is the (bulk) Hilbert space and N, d ∈ N≥1 are the (fixed) number of degrees of freedom per
lattice site and the space dimension. Here we use S1 ∼= [0, 1]/{0 ∼ 1}. We assume the following
conditions about H throughout:
Assumption 2.1. (Continuity) t 7→ H(t) is strongly-continuous except for a finite number of jump
discontinuities.
In what follows, let (δx)x∈Z be the canonical (position) basis of ℓ
2(Zd) and the map H(t)xy =
〈δx,H(t)δy〉 : CN → CN acts between the internal spaces of x and y; ‖ · ‖ is the trace norm of
such maps and also the 1-norm on Rd when applied to some x ∈ Zd: ‖x‖ ≡∑di=1 |xi|.
Assumption 2.2. (Locality) There are some constants C,µ > 0 such that for any t ∈ S1 we have
‖H(t)xy‖ < Ce−µ‖x−y‖ (x, y ∈ Zd) . (2.1)
We use the symbols C,µ for constants which may change from line to line, but which are
otherwise independent of the other variables unless stated differently.
To deal with Floquet systems we consider the unitary propagator U : [0, 1]→ B(H) generated
by H, that is, the unique solution to iU˙ = HU with initial condition U(0) = 1 (it is a fact that
even though H is periodic, U need not be and so its domain is a-priori [0, 1]). A well-defined
topological phase exists depending on spectral or dynamical properties that U(1) may or may
not satisfy. Such a phase was established (see e.g. [24, 25, 15]) in the presence of a spectral gap:
Definition 2.1. (Spectral gap) U(1) has a spectral gap iff its spectrum is not the entire circle:
σ(U(1)) 6= S1 . (2.2)
Since σ(U(1)) is a closed subset of S1, the existence of a point outside it implies the existence of a
whole open interval outside of it, which is called a spectral gap. In contrast to the parametrization
of the domain of H, here we rather use S1 ∼= {z ∈ C | |z| = 1}.
The main point of the present paper is that even when (2.2) doesn’t hold, a weaker gap,
called a mobility gap may exist, which still allows for the definition of topological indices. The
following definition of a mobility gap, by analogy with [10, 14] for static systems, corresponds to
an almost-sure consequence of a probabilistic analysis in which (fractional moments) localization
is established. Such proofs of localization for unitary models have so far been established in e.g.
[16, 5].
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Definition 2.2. (Mobility gap) The interval ∆ ⊆ S1 is a mobility gap for U(1) iff (1) there is
some constant µ > 0 such that for any ε > 0 there is some constant 0 ≤ Cε < ∞ such that we
have
sup
g∈B1(∆)
‖g(U(1))x,y)‖ ≤ Cεe−µ‖x−y‖+ε‖x‖ (x, y ∈ Zd) (2.3)
where B1(∆) is the space of all Borel maps g : S
1 → C which are constant outside of ∆ and
obey |g(z)| ≤ 1 for all z ∈ S1; and (2) all eigenvalues of U(1) within ∆ are of finite degeneracy.
Remark 2.1. The supremum over g implies dynamical localization within ∆ by considering the
family of functions S1 ∋ λ 7→ λnχ∆(λ) indexed by n. Consequently U(1) has pure point spec-
trum within ∆, due to a RAGE theorem analogue for unitaries [11, 16]. This is detailed in
Appendix A.1.
Remark 2.2. Ignoring the supremum over g, the decay condition (2.3) is weaker than the locality
condition (2.1) due to the presence of ε which means that while the matrix elements decay in the
off-diagonal direction, the rate is non-uniform in the diagonal direction. We call this property
weakly-local. This is the best almost-sure consequence that probability theory can provide, as
was formulated first in [10][Eq. (1.2)].
Remark 2.3. (2.3) is actually weaker than what comes out of the fractional moments condition.
One could replace the exponential weight eε‖x‖ by the inverse |a(x)|−1 of any a ∈ ℓ1(Zd); the
constant C then depends on a.
Remark 2.4. We need to require finite degeneracy for the eigenvalues in ∆ in addition because
here we start with a deterministic assumption, but within a probabilistic model such a zero-one
law would come out as is usual for Anderson localization proofs (see [26]).
Remark 2.5. (2.2) implies Definition 2.2 via the Combes-Thomas estimate, so that a spectral
gap is also a mobility gap and we may treat both by treating only the mobility gap.
The edge sample. In the edge picture the Hilbert space is HE = ℓ2(N×Zd−1)⊗CN describing
independent electrons on a half-space. The canonical embedding ι : HE →֒ H and truncation
ι∗ : H։ HE satisfy ι∗ι = 1 on HE and ιι∗ = P1 where P1 := Θ(X1) is the projection in H onto
states supported in the half-space, with Xi the ith component of the position operator X and Θ
the step function. For A acting on H we denote the corresponding truncated operator on HE by
Â := ι∗Aι. In particular the edge Hamiltonian is
HE(t) := Ĥ(t) (2.4)
corresponding to Dirichlet boundary condition, although other conditions could be implemented
in principle. HE inherits some properties of H, in particular it satisfies (2.1), and generates a
unitary propagator UE on HE through iU˙E = HEUE and UE(0) = 1. All these properties rely
only on the fact that H is local by (2.1) and not on the existence of (any) gap of U(1), so they
remain true in the mobility gap regime.
In what follows the topological indices are defined through the use of switch functions Λ :
Z → R such that Λ(n) = 1 (resp. 0) for n large and positive (resp. negative). We denote by
Λ the corresponding multiplication operator on ℓ2(Z), and by Λi = Λ(Xi) a switch function in
direction i acting on ℓ2(Zd) or ℓ2(N× Zd−1).
2.1 The relative construction
Here we finally specify to the case d = 2 and no symmetry. For this case, the bulk-edge cor-
respondence is established in [15] first when U(1) = 1 (so S1 \ {1} is a "special" spectral gap)
and then when U(1) has a general spectral gap. The latter case was reduced to the first one by
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constructing a relative evolution, generated by an effective Hamiltonian. It turns out that the
same procedure can be followed in the mobility gap regime. The effective Hamiltonian is defined
through a logarithm of the one-period propagator
Hλ := i logλ(U(1)) (2.5)
where λ ∈ ∆ is chosen inside the mobility gap and used as a branch cut for the (principal)
logarithm. We show in Corollary 3.4 that Hλ is weakly-local as a weaker property of being local
(i.e. satisfying (2.1)). Note that in the spectral gap case the discontinuity of the logarithm,
which is otherwise analytic, maybe ignored since it occurs out of the spectrum of U(1); since
analytic functions of local operators are local [1, Appendix D], the logarithm is local too. For
us, however, Hλ is merely weakly-local via localization. This is enough to define the indices, as
we shall see.
For two operators A,B : [0, 1]→ B(H), not necessarily periodic, we define the concatenation
in time A#B : [0, 1]→ B(H) by
(A#B)(t) =
{
A(2t), (0 ≤ t ≤ 1/2)
B(2(1− t)), (1/2 ≤ t ≤ 1) . (2.6)
The two operators occur consecutively in time, the second backwards. The relative bulk Hamil-
tonian is then defined by Hrel := 2(H#Hλ). The effective Hamiltonian being time-independent,
its unitary propagator is Uλ(t) = e
−itHλ and satisfies Uλ(1) = U(1) by construction. It follows
that the relative evolution generated by Hrel, U rel = U#Uλ, satisfies U
rel(1) = 1. Similarly,
the relative edge Hamiltonian is defined by HrelE := 2(Ĥ#Ĥλ) = Ĥ
rel, which generates U relE .
Note that Ĥλ is the truncation of Hλ and not the logarithm of UE(1) for which we don’t as-
sume a mobility gap to exists. In particular UE(1) 6= e−iĤλ so that U relE is not given by their
concatenation.
Finally recall the non-commutative three-dimensional winding W defined for a unitary loop
V : S1 → B(H) is given by the formula
W (V ) ≡ −1
2
∫ 1
0
tr V˙ V ∗[V,1V
∗, V,2V
∗] . (2.7)
Here and in what follows, we use the short-hand notation for the non-commutative spatial deriva-
tive in direction j of an operator A as A,j := ∂jA ≡ i[Λj , A] ≡ i[Λ(Xj), A]. (2.7) is equivalent
to a pairing between the K1 class defined by V and a three-dimensional Chern character, as
detailed [21].
We come to the main result of this paper
Theorem 2.1. Under Assumptions 2.1 and 2.2 and additionally assuming Definition 2.2 holds
for U(1): (1) the bulk index I ≡W (U rel) is finite, integer-valued, and independent of the choices
of switch functions and branch cut λ ∈ ∆; (2) the edge index
IE ≡ −i trU relE (1)∗∂2U relE (1) (2.8)
is finite, integer-valued and independent of the choice of switch function; (3) the bulk-edge cor-
respondence holds
I = IE . (2.9)
IfHλ were local, then so would be Uλ, U
rel and U relE and this theorem would be already covered
by [15, Theorem 3.8]. Here instead we need to adapt the proof to weakly-local operators. In
particular we need to show that ∂jA also have a so-called confining property when A is weakly-
local, so that expressions involved in (2.7) and (2.8) are trace-class. Apart from that point, the
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other properties of I and IE as well as the bulk-edge correspondence follow the same route as in
[15]. The proof of Theorem 2.1 is detailed in Section 3.4.
In conclusion, in contrast to the integer quantum Hall effect (IQHE henceforth) where the
mobility gap bulk-edge correspondence is quite different in the spectral and mobility gap regime
(cf. [9] vs. [10]), the relative construction works similarly for both cases in Floquet topologi-
cal insulators, once one generalizes from local to weakly-local operators and shows the desired
properties of the discontinuous logarithm, Corollary 3.4.
Remark 2.6. A possible objection to the relative construction is the following. In defining IE,
the truncated generator of the bulk relative propagator, HrelE (which depends on the logarithm
of the bulk evolution), and not just the truncated bulk Hamiltonian, HE, has been used, so
that Theorem 2.1 actually connects between I and an edge index which contains significant
information from the bulk. It is thus legitimate to ask for a more independent formulation
where bulk and edge indices are strictly separated already at the level of the Hamiltonians,
without intertwining their evolutions. The conclusion is however that the relative construction
is perfectly valid since the stretch-function construction coincides with it in the end, as we show
in Theorem 2.5.
Remark 2.7. Even if the system has a gap, it is of interest to probe the system when placing the
branch cut of the logarithm within the localized spectrum, in analogy with the explanation of
the plateaus of the IQHE. Thus, if one day we could experimentally determine the position of
the branch cut, our results would explain the corresponding plateaus which will be measured in
I .
2.2 Completely localized systems
Even though the relative construction works both in the spectral and mobility gap regime, it
is still legitimate to wonder if it is actually necessary. Interestingly, the formula (2.7) is finite
also for unitary maps which are not periodic (whose domain is [0, 1] rather than S1), but is an
integer (and hence possibly an index) only when the map is periodic [15, Proposition 3.3], e.g.
for the relative evolution U rel which by construction has U rel(1) = U rel(0) = 1. In this section we
propose an alternative definition of the bulk index when the physical evolution is not periodic,
U(1) 6= 1, in order to avoid the relative construction. Instead we assume that U(1) is completely
localized. In order to define this notion, let us recall that given a self-adjoint projection P on H,
its Chern number [10] is defined by
c(P ) ≡ 2πi trP [∂1P, ∂2P ] (2.10)
which is finite for P weakly-local in the sense of (2.3) and zero for P of finite rank. Colloquially
we refer to the Chern number of an eigenvalue as the Chern number of the spectral projection
onto that eigenvalue.
Definition 2.3. (Completely localized unitaries) We say that U(1) is completely localized iff
(1) its spectrum is one mobility gap, that is ∆ = S1, in the sense of Definition 2.2 except for
finitely many infinitely degenerate eigenvalues; (2) The Chern number of each of its (infinitely
degenerate) eigenvalues is zero.
In particular U(1) has only pure point spectrum. We denote by E ⊂ S1 its set of eigenvalues
(a countable set) and by Pλ the associated spectral projection onto an eigenvalue λ ∈ E . By
Definition 2.2 all but finitely many λ’s have dim imPλ <∞. Let α1, . . . , αM be the eigenvalues
for which this is false. Definition 2.2 ensures that c(Pαi) makes sense, and Definition 2.3 further
stipulates they should vanish.
This is the so-called anomalous phase [24]. Note that infinite rank projections appear in
the construction of Section 2.3 below, but also in some Floquet models such as the Anomalous
Floquet Anderson Insulator [29]. The assumption on the vanishing of the Chern numbers is
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satisfied there, but in principle it is possible to engineer other completely localized models where
it is not.
Inspired by [19], we define the orbital magnetization corresponding to U :
Definition 2.4. (Magnetization) For the evolution U : [0, 1] → B(H) (which need not be peri-
odic), define the magnetization operator
M(U) :=
∫ 1
0
Im(U∗Λ1HΛ2U) , (2.11)
where ImA ≡ 12i (A−A∗) is the imaginary part of A, and the total magnetization (a number) as
M(U) :=
∑
λ∈E
trPλM(U)Pλ . (2.12)
where Pλ are the spectral projections onto the eigenvalues of U(1) as above.
Note that the integrand in M(U) can be rewritten
Im(U∗Λ1HΛ2U) =
1
2
(
U∗Λ1U∂t(U
∗Λ2U)− 1↔ 2
)
. (2.13)
Pretending Λi ∼ ri, the position operator, the latter expression is 1/2 r(t) × r˙(t), which up to a
prefactor corresponds to the orbital magnetization. The physical aspects of M andM, including
a proposal for an experimental realization in cold atoms, were studied in detail in [19].
Theorem 2.2. If U(1) is completely localized in the sense of Definition 2.3, the magnetization
M(U) is finite, integer-valued and independent of the choice of switch functions. Moreover
M(U) = I. If U(1) = 1 then M(U) = W (U) and if H is time-independent then M(U) = 0.
Thus for completely localized systems U the computation of the indexM(U) does not require
the relative construction, but the price to pay is that operator M(U) is not trace-class anymore.
However it is summable in the eigenbasis of U(1), with sumM(U). We emphasize that a mobility
gap also applies when σ(U(1)) 6= S1; i.e. for a spectrally gapped system obeying Definition 2.3
the relative construction can also be circumvented using magnetization.
The strategy of the proof is to use the relative construction by choosing an effective Hamil-
tonian Hλ for an arbitrary λ ∈ ∆. As detailed in Section 4 we get
I =M(U)−M(Uλ) . (2.14)
The effective Hamiltonian being time-independent the magnetizations simplifies to
M(Uλ) =
∑
z∈S1
tr
(
Pz i
(
Λ1HλΛ2 − Λ2HλΛ1
)
Pz
)
(2.15)
and the difficulty is to show that this expression is well-defined and vanishes. Note that a similar
expression already appeared in the context of the IQHE as an extra term required to establish
the bulk-edge correspondence of Hall conductivity in the mobility gap regime [10]. An interpre-
tation in terms of magnetization was also proposed there for time-independent Hamiltonians.
However in that case the magnetization is not vanishing because the mobility gap is not the
entire spectrum.
For completely localized systems, it is also possible to define an edge index without the
relative construction, also related to the previous one through the bulk-edge correspondence.
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Theorem 2.3. If U(1) is completely localized as in Definition 2.3, the time-averaged charge
pumping
PE(UE(1)) = lim
n→∞
lim
r→∞
1
n
tr
(
((UE(1))
∗)n[Λ2, UE(1)
n]Q1,r
)
(2.16)
where Q1,r = χ≤r(X1), is finite, integer valued, and independent of the choice of switch function.
Moreover bulk-edge correspondence holds
PE(UE(1)) =M(U) (2.17)
The physical interpretation of PE is a quantized pumping of charges, counted through
((UE(1))
∗)nΛ2UE(1)
n − Λ2, that is confined at the edge [15, 29]: if the corresponding U(1) = 1,
the pumping is quantized within a single cycle, whereas for completely localized U(1), the quan-
tization is true on average over time only, and coincides with magnetization.
2.3 The stretch-function construction
The previous section extends the definition of bulk and edge indices beyond U(1) = 1 without
using the relative construction. However it only works for completely localized systems. Here we
propose a way to reduce the general situation (∆ 6= S1) to the one described by Definition 2.3.
Definition 2.5. (Stretch function) Let Ω be an interval in S1 ⊆ C. A stretch function FΩ :
S1 → S1 is a smooth function such that FΩ(z) = 1 for z ∈ S1 \ Ω and
1
2πi
∫
S1
FΩ(z)
−1dFΩ(z) = 1 . (2.18)
The role of F is to stretch the interval Ω onto the entire circle except the point at one,
which is the image of S1 \ Ω. In particular if Ω = S1 \ {1} then the identity FΩ(z) = z is
an appropriate winding function. We think of FΩ as a function which selects the appropriate
(mobility or spectral) gap, analogous to (a smooth deformation of) the function χ(−∞,EF ) with
EF ∈ R the Fermi energy, for the IQHE. For a given interval Ω we define
V (t) := FΩ(U(t)), VE(t) := FΩ(UE(t)) (t ∈ [0, 1]) (2.19)
via the functional calculus. V and VE are two unitary families on H and HE respectively, that
satisfy V (0) = VE(0) = 1. Moreover if Ω = ∆ is a mobility gap of U(1), then by construction the
entire circle S1 is a mobility gap of V (1), so that the latter is completely localized in the sense
of Definition 2.3. Indeed, S1 \ {1} is a mobility gap for V (1) in the sense of Definition 2.2 and
{1} may be an infinitely degenerated eigenvalue which however necessarily has vanishing Chern
number by additivity, since both Chern numbers of χS1(V (1)) = 1 and χS1\{1}(V (1)) vanish, as
the latter contains only finite rank projections.
Corollary 2.4. If ∆ is a mobility gap of U(1) and F∆ is a stretch function, V (1) is completely
localized so that
I ′ :=M(V ), I ′E := PE(VE(1)) (2.20)
are well-defined indices according to Theorem 2.2 and Theorem 2.3. In particular the bulk-edge
correspondence holds: I ′ = I ′E.
Thus the composition of stretch function and magnetization or quantized pumping provides
indices for any U(1) with mobility gap ∆ and circumvent the relative construction. Note that
if ∆ is a spectral gap then V (1) = 1 so that I ′ = W (V ) and I ′E coincides with the edge index
definition of [25] where a particular stretch function was used.
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The proof of Corollary 2.4 is not straightforward as one has to check that the underlying
assumptions of Theorem 2.2 and Theorem 2.3 are satisfied for V and VE, namely that all the
properties of U and UE are correctly transfered through the stretch-function construction. This
is done in Section 5.1.
It is finally legitimate to ask if the two constructions coincide since the relative indices, I
and IE, and the ones defined through stretch functions, I ′ and I ′E, are both defined in a general
mobility gap situation.
Theorem 2.5. If U(1) has a mobility gap ∆ and F∆ is a stretch function, then
I ′ = I. (2.21)
In particular I ′ is independent of the choice of stretch function. Moreover by the respective
bulk-edge correspondences one infers I ′E = IE.
Although this last result is to be expected, its poof is actually not straightforward. By
Corollary 2.4 we know that I ′ coincides with the relative construction applied to V , namely
M(V ) = W (V rel). But in order to show that W (V rel) = W (U rel) ≡ I we use a smooth
deformation of the stretch function from F∆ to the identity. Then we have to show that W stays
continuous under this deformation. The only other deterministic proof of continuity for indices in
the mobility gap regime so far was in [10] for the deformation corresponding to tuning the Fermi
energy EF within the mobility gap. Thus the proof of Theorem 2.5 provides another continuity
proof for the index W along a different path and paves the way for further development of locally
constant indices at strong disorder.
Remark 2.8. It is worth pointing out that it is Theorem 2.5 which proves that I is independent
of the choice of branch cut λ ∈ ∆ (part of item (a) of Theorem 2.1), since I ′ is manifestly
independent of λ.
3 Bulk-edge correspondence for the relative evolution
The bulk-edge correspondence was established in [15] in the case where U(1) has a spectral gap.
In that case all the operators involved are local in the sense of Assumption 2.2. In particular
U , HE and UE are local, uniformly in t ∈ [0, 1] (see [15, Proposition 4.7]). These properties are
independent of the existence (any) gap of U(1) since they probe the dynamics only in a compact
time interval, and hence, at a finite distance from the spectrum, so they remain true also in our
setting.
Furthermore when the branch cut of the logarithm is taken inside a spectral gap, Hλ (and
thus Uλ) are also local. This is not the case anymore in the mobility gap regime. However the
logarithm still has some off-diagonal decay properties that suffice to generalize the proof of the
bulk-edge correspondence in the relative construction, as we shall now show.
3.1 The weakly-local star-algebra
Definition 3.1. (Weakly-local operators) The operator A ∈ B(H) is said to be weakly-local iff
there is some ν ≥ 0 such that for any µ > 0 sufficiently large there is some constant Cµ < ∞
with
‖Axy‖ ≤ Cµ(1 + ‖x− y‖)−µ(1 + ‖x‖)ν (x, y ∈ Zd) . (3.1)
In our application, the sufficiently large value of µ will usually be 2 (Corollary A.7) and fixed
throughout for all operators. However, to discuss the algebraic properties we allow this value to
be arbitrary.
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Remark 3.1. In the above definition, when ν = 0, we call the operator polynomially-local, as
opposed to the condition in Assumption 2.2 which is exponentially local or just local.
In summary, the "weak" qualifier refers to the possible diagonal blowup, which is a con-
sequence of deterministic conditions of localization, whereas the "polynomial" qualifier refers
to having applied the smooth functional calculus on any (localized or not) local operator, see
Corollary A.7.
This form of any-power-polynomial decay that comes from the smooth functional calculus is
associated with probing the system at infinite times in the weakest possible way (cf. the Borel
bounded functional calculus which probes this directly, and only localization could guarantee
that it then takes local operators to (exponentially) weakly-local operators).
Remark 3.2. Clearly Definition 2.2 entails that the functional calculus of U(1) is weakly-local
uniformly as functions vary in B1(∆).
Remark 3.3. One could choose various other ways to encode the off-diagonal decay of an operator.
Compare with [10, Section 3.3], which illustrates how to encode (exponential) decay either with
bounds on matrix elements or by estimates on the operator norm of a space-weighted version of
the operator. Here we refrain from reformulating (3.1) in different ways.
Lemma 3.1. The transpose of a weakly-local operator is again weakly-local.
Proof. Assume A obeys Definition 3.1. Then picking µ > ν,
‖Axy‖ ≤ Cµ(1 + ‖x− y‖)−µ(1 + ‖x‖)ν
≤ Cµ(1 + ‖x− y‖)−(µ−ν)(1 + ‖y‖)ν(1 + ‖y‖)−ν(1 + ‖x− y‖)−ν(1 + ‖x‖)ν .
But now, 1+‖x‖(1+‖y‖)(1+‖x−y‖) ≤
1+‖x‖
1+‖y‖+‖x−y‖ and using the reverse triangle inequality, ‖x − y‖ ≥
‖x‖ − ‖y‖ so that this fraction is smaller than or equal to one. So is its νth power.
We find that ‖Axy‖ ≤ Cµ+ν(1+‖y−x‖)µ(1+‖y‖)ν for all µ sufficiently large; in other words,
AT is weakly-local (though with different constants).
Lemma 3.2. The weakly-local operators form a star-algebra.
Proof. Due to Lemma 3.1 the linearity of taking matrix elements and the triangle inequality
of the matrix norm, we only verify the product property. Let A,B be two given weakly-local
operators with constants CAµ , C
B
µ respectively. Then for any µ > 0 sufficiently large (for both A
and B) and ν := max({νA, νB}) we have,
‖(AB)xy‖ ≤
∑
z
‖Axz‖‖Bzy‖
≤
∑
z
CAµ (1 + ‖x− z‖)−µ(1 + ‖x‖)νCBµ (1 + ‖z − y‖)−µ(1 + ‖z‖)ν (3.2)
≤ CAµ CBµ (1 + ‖x‖)ν
∑
z
(1 + ‖x− z‖)−µ(1 + ‖z − y‖)−µ(1 + ‖z‖)ν .
Now note that (1 + ‖x− z‖)(1 + ‖z − y‖) ≥ 1 + ‖x− z‖+ ‖z − y‖ ≥ 1 + ‖x− y‖ so that
‖(AB)xy‖ ≤ CAµ CBµ (1 + ‖x‖)ν(1 + ‖x− y‖)−µ/2
×
∑
z
(1 + ‖x− z‖)−µ/2(1 + ‖z − y‖)−µ/2(1 + ‖z‖)ν .
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Assume further that µ > 2ν has been chosen. Then (1+ ‖x− z‖)−µ/2(1+ ‖z‖)ν ≤ ( 1+‖z‖1+‖x−z‖ )ν ≤
(1 + ‖x‖)ν by (1 + ‖x‖)(1 + ‖x− z‖) ≥ 1 + ‖x‖+ ‖x− z‖ ≥ 1 + ‖z‖. We conclude that
‖(AB)xy‖ ≤ CAµ CBµ (1 + ‖x‖)2ν(1 + ‖x− y‖)−µ/2
∑
z
(1 + ‖z − y‖)−µ/2
≤ CAµ CBµ
(∑
z∈Zd
(1 + ‖z‖)−µ/2)(1 + ‖x− y‖)−µ/2(1 + ‖x‖)2ν .
If now we also pick µ large enough so that the sum in the first parenthesis is finite (e.g. µ >
2(d+ 1)) then we find our result.
3.2 The logarithm is weakly-local
For the rest of this section we assume that there is some non-empty interval ∆ ⊆ S1 which is a
mobility-gap for U(1) in the sense of Definition 2.2. We further assume that λ ∈ ∆, where λ is
the position of the branch cut used in the definition of Hλ from (2.5).
Lemma 3.3. f(U(1)) is also weakly-local for all bounded f : S1 → C which are smooth outside
of ∆ and piecewise smooth with a finite number of jump discontinuities within ∆.
Proof. Assume that f has one jump discontinuity at some λ0 ∈ ∆ and is otherwise smooth.
Since ∆ is an interval, pick some other λ1 ∈ ∆\{λ0}. For each Ω ∈ {(λ0, λ1), S1 \(λ0, λ1)} =: S,
the restriction f |Ω : Ω → C is smooth and so has a smooth extension f sΩ : S1 → C (that is
f |Ω = f sΩ|Ω). Hence χΩf = χΩf sΩ and f =
∑
Ω∈S fχΩ =
∑
Ω∈S f
s
ΩχΩ. Any smooth function of
a local unitary operator is also weakly-local by Corollary A.7. On the other hand, χΩ ∈ B1(∆),
so the corresponding operator is weakly-local by the assumption entailed in Definition 2.2. Thus
Lemma 3.2 allows us to conclude about the whole of f .
Corollary 3.4. Both Hλ and Uλ are weakly-local.
Proof. Since λ ∈ ∆, we get that logλ is analytic except for a jump discontinuity within ∆ as
f of Lemma 3.3. Now Uλ(t) = (e
−it · ◦ i logλ)(U(1)), e−it · is analytic, so that for fixed t, the
composition e−it · ◦ i logλ is again analytic apart from one jump discontinuity within ∆, which is
covered by Lemma 3.3.
3.3 The weakly-local-and-confined two-sided ideal
Definition 3.2. (Weakly-Local-and-Confined Operators) The operator A ∈ B(H) is said to be
weakly-local-and-confined in direction i for i = 1, . . . , d iff there is some ν > 0 such that for any
µ > 0 sufficiently large there is some constant Cµ <∞ with
‖Axy‖ ≤ Cµ(1 + ‖x− y‖)−µ(1 + |xi|)−µ(1 + ‖x‖)ν (x, y ∈ Zd) (3.3)
We see that adding the "confined" condition guarantees that the operator has also diagonal decay
at least in one direction.
Lemma 3.5. If A is weakly-local and confined in direction i then so is AT .
Proof. Since ‖x‖ ≥ |xi|, we have (1 + ‖x‖)−µ ≤ (1 + |xi|)−µ, and hence,
‖Axy‖ ≤ Cµ(1 + ‖x− y‖)−µ/2(1 + |xi − yi|)−µ/2(1 + |xi|)−µ(1 + ‖x‖)ν
≤ Cµ(1 + ‖x− y‖)−µ/2((1 + |xi − yi|)(1 + |xi|))−µ/2(1 + ‖x‖)ν
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Now, (1 + |xi − yi|)(1 + |xi|) ≥ 1 + |xi − yi|+ |xi| ≥ 1 + |yi|, so that
‖Axy‖ ≤ Cµ(1 + ‖x− y‖)−µ/2(1 + |yi|)−µ/2(1 + ‖x‖)ν
Now we can follow the same procedure as in Lemma 3.1 to replace the (1 + ‖x‖)ν factor with a
(1 + ‖y‖)ν (by worsening the constants).
Lemma 3.6. If A is weakly-local-and-confined in direction i, then for all µ sufficiently large and
ν as in Definition 3.2 we have ‖(1 + ‖X‖)−ν(1 + |Xi|)µA‖ <∞.
Proof. We use Holmgren’s bound and the assumed bound in Definition 3.2 to get
‖(1 + ‖X‖)−ν(1 + |Xi|)µA‖ ≤ max
x↔y
sup
y
∑
x
‖((1 + ‖X‖)−ν(1 + |Xi|)µA)xy‖
≤ max
x↔y
sup
y
∑
x
(1 + ‖x‖)−ν(1 + |xi|)µ‖Axy‖
≤ max
x↔y
sup
y
∑
x
(1 + ‖x‖)−ν(1 + |xi|)µ
Cµ(1 + ‖x− y‖)−µ(1 + |xi|)−µ(1 + ‖x‖)ν
= Cµ
∑
x∈Zd
(1 + ‖x‖)−µ <∞ ,
assuming µ is chosen sufficiently large so that this last sum is finite.
Lemma 3.7. The space of weakly-local-and-confined in direction i operators forms a star-closed
two-sided ideal within the star-algebra of weakly-local operators.
Proof. The additive subgroup property follows by the linearity of taking matrix elements as well
as the triangle inequality of the matrix norm associated to CN . The star-closure follows due to
Lemma 3.5.
Let now A be weakly-local and confined in direction i and B be merely weakly-local. Then
pick µ > 0 sufficiently large for both A and B and let ν := max({νA, νB}), to get
‖(AB)xy‖ ≤
∑
z
‖Axz‖‖Bzy‖
≤
∑
z
CAµ (1 + ‖x− z‖)−µ(1 + |xi|)−µ(1 + ‖x‖)νACBµ (1 + ‖z − y‖)−µ(1 + ‖z‖)νB
= CAµ C
B
µ (1 + |xi|)−µ
∑
z
(1 + ‖x− z‖)−µ(1 + ‖x‖)ν(1 + ‖z − y‖)−µ(1 + ‖z‖)ν .
Everything after (1 + |xi|)−µ is identical to (3.2) (after which we showed that the remainder
expression is estimated as weakly-local), so that we find AB is also weakly-local and confined in
direction i.
Since BA = (A∗B∗)∗, A∗ is weakly-local and confined in direction i, B∗ is weakly-local, so
that by the previous paragraph, A∗B∗ belongs to this ideal as well, and hence by the star-closure,
BA as well.
Lemma 3.8. If A,B are weakly-local-and-confined in direction i, j respectively, then AB is
weakly-local and confined in directions i and j simultaneously.
Proof. Due to Lemma 3.5 we may interchange which of the indices of the matrix element we
want to represent the confinement. Thus we are allowed to write, for µ > 0 sufficiently large for
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both A and B and ν := max({νA, νB})
‖(AB)xy‖
≤
∑
z
‖Axz‖‖Bzy‖
≤
∑
z
CAµ (1 + ‖x− z‖)−µ(1 + |xi|)−µ(1 + ‖x‖)νCBµ (1 + ‖z − y‖)−µ(1 + |yj |)−µ(1 + ‖z‖)ν
≤ CAµ CBµ (1 + |xi|)−µ(1 + |yj|)−µ
∑
z
(1 + ‖x− z‖)−µ(1 + ‖x‖)ν(1 + ‖z − y‖)−µ(1 + ‖z‖)ν .
Now, by Lemma 3.2 we know that the expression from
∑
z and after is estimated by something
which is weakly-local. Then we may again use Lemma 3.5 to replace the (1+ |yj |)−µ factor with
(1 + |xj |)−µ.
As in [10], multiplying d weakly-local-and-confined operators (each in a distinct direction of
all possible directions in Zd) gives trace class operators. Here our notion of confined is however
weaker because we have merely polynomial decay, which changes very little. We denote the trace
norm by ‖·‖1.
Since this paper uses d = 2 that’s the scope of the lemma below, whose generalization to
arbitrary d is straight-forward.
Lemma 3.9. If A,B are both weakly-local, A also confined in direction 1 and B in direction 2,
then ‖AB‖1 <∞.
Proof. Assume µ > 0 is sufficiently large for both A and B and let ν := max({νA, νB}). Using
the freedom that Lemma 3.5 affords, we may estimate
‖AB‖1
≤
∑
xyz
‖Axz‖‖Bzy‖
≤
∑
xyz
CAµ (1 + ‖x− z‖)−µ(1 + |z1|)−µ(1 + ‖z‖)νCBµ (1 + ‖z − y‖)−µ(1 + |z2|)−µ(1 + ‖z‖)ν .
Now, (1 + |z1|)(1 + |z2|) ≥ 1 + |z1|+ |z2| ≡ 1 + ‖z‖ so that we find, by summing first over z and
then using translation invariance for the x and y sums,
‖AB‖1 ≤ (
∑
x
(1 + ‖x‖)−µ)(
∑
y
(1 + ‖y‖)−µ)(
∑
z
(1 + ‖z‖)−(µ−2ν)) .
If we pick µ > 0 sufficiently large so that all three sums are finite (e.g. µ ≥ 2ν + d+1) then AB
is indeed trace-class.
Lemma 3.10. From [14, Proof of Lemma 2] we use: for any switch function Λ : R → R
we have the estimate: for any µ > 0 we have some CΛµ < ∞ such that |Λ(n) − Λ(m)| ≤
CΛµ(1 + |n−m|)+µ(1 + 12 |n|)−µ for all n,m ∈ Z.
Corollary 3.11. If A is weakly-local then ∂iA is weakly-local and confined in direction i.
Proof. We have by the previous estimate on Λ, for any µ′ > 0 and µ > 0 sufficiently large for A,
‖(∂iA)xy‖ = |Λ(xi)− Λ(yi)|‖Axy‖
≤ CΛµ′(1 + |xi − yi|)+µ′(1 + 1
2
|xi|)−µ′CAµ(1 + ‖x− y‖)−µ(1 + ‖x‖)ν
≤ CΛµ′CAµ(1 + ‖x− y‖)−(µ−µ′)(1 + 1
2
|xi|)−µ′(1 + ‖x‖)ν .
By adjusting the constants we can remove the factor 12 , and then always taking the worst rate
of decay we find the form of (3.3).
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Corollary 3.12. As in [14, Lemma 2] for one-dimension, we have in two-dimensions: if A is
weakly-local then ‖(∂1A)∂2A‖1 <∞. Moreover if A is also confined in direction i then ‖∂jA‖1 <
∞ for j 6= i.
3.4 The bulk-edge correspondence in the relative construction
The central ingredient of the bulk-edge correspondence is the relation between truncated bulk
and edge propagator. For H local, the difference D = UE − Û is local and confined in direction
1, uniformly in t ∈ [0, 1]. This result is also independent of the existence of (any) gap of U(1)
(see [15, Proposition 4.10]), and is generalized from local to weakly-local operators below.
Lemma 3.13. Let H◦ : S1 → B(H) be some weakly-local Floquet Hamiltonian, with its associated
H◦E, U
◦ and U◦E also weakly-local. Then D
◦ := U◦E − Û◦ is weakly local and confined in direction
1, uniformly in t ∈ [0, 1].
Proof. To deal with D◦ we recall that Û◦ ≡ ι∗U◦ι. Since U◦E is weakly-local, by Lemma 3.2 it
suffices to deal with 1 − ι∗U◦(t)ιU◦E(t)∗ =
∫ t
s=0 ∂s(ι
∗U◦(s)ιU◦E(s)
∗)ds. Since all estimates about
the weak-locality of the involved operators are uniform in time (the time interval is compact),
the weak-locality and confined property of the integrand implies that of the integral. With the
shorthand notation ∂ for derivative w.r.t. time and using the defining property i∂U = HU and
the adjoint of this equation, and finally the fact that a Hamiltonian and the semi-group which
it generates commute, we have,
∂(ι∗U◦ι(U◦E)
∗) = ι∗(∂U◦)ι(U◦E)
∗ + ι∗U◦ι∂(U◦E)
∗
= ι∗(−iH◦U◦)ι(U◦E)∗ + ι∗U◦ι(+i(U◦E)∗ι∗Hλι)
= −iι∗U◦H◦ι(U◦E)∗ + iι∗U◦ιι∗Hλι(U◦E)∗
= iι∗U◦(ιι∗ − 1)H◦ι(U◦E)∗ .
We note that ιι∗ − 1 = Θ⊥1 where Θ is the step-function–a valid choice of switch function. In
fact all that matters now is that we found a factor Λ⊥1 H
◦ι, and then, using Λ⊥1 ι = 0, this factor
equals [Λ⊥1 ,H
◦]ι = i(∂1H
◦)ι. But H◦ is weakly-local and we now invoke Corollary 3.11 to assert
its spatial derivative is confined.
In particular this Lemma applies to H◦ = Hλ and H
◦ = Hrel.
Proof of Theorem 2.1. One adapts [15] from local to weakly-local operators. The first step is
to show that the indices are well-defined, the second that they coincide. The strategy is the
following: when all the trace quantities involved are finite, all the other computations follow [15].
By Lemma 3.13 applied to Hrel we deduce that U relE (1) = 1 + D
rel(1), and consequently
[Λ2, U
rel
E (1)] = −i∂2Drel(1) which is trace class by Corollary 3.12, so that IE is well defined.
The invariance under the choice of switch function is a simple computation, and the facts it is
integer valued is achieved by choosing Λ2 = Θ(X2) and identifying IE with an index of a pair of
projections. See [15, Proposition 3.2] for more details. Then by Lemma 3.7, Corollary 3.11 and
Lemma 3.9, [Λi, U
rel](U rel)∗[Λj , U
rel] = −∂i(U rel)(U rel)∗∂jU rel is trace-class for all t ∈ [0, 1] and
i 6= j so that I = W (U rel) is finite. Similarly, the switch-function independence and the integer
value follow from [15, Proposition 3.3].
The proof of the bulk-edge correspondence is now reduced to an algebraic computation that
involve trace class operators. Passing from local to weakly-local operators does not modify the
finite trace of the expression, mostly because the switch function formalism works the same, as
we have already seen in Lemma 3.13. We first rewrite IE = limr→∞ tr(U relE (1)∗[Λ2, U relE (1)]Q1,r)
where Q1,r = Θ(r − X1) is a cut-off in direction 1 on HE for r ∈ N. At finite r the previous
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expression becomes trace-class for every t ∈ [0, 1] so we rewrite it as the integral of its derivative.
After some algebra we end up with
tr(U relE (1)
∗[Λ2, U
rel
E (1)]Q1,r) = Wr(U
rel) + o(r) (3.4)
where Wr is given by (2.7) for Λ1 = 1−Q1,r. Since this quantity is independent of the choice of
switch function we conclude Wr(U
rel) = W (U rel) so that IE = I in the r → ∞ limit. Equality
(3.4) only uses HE = Ĥ, Lemma 3.13 and some updated version of it, namely that
[Λ2, U
rel
E (t)]U
rel
E (t)
∗ − ι∗ [Λ2, U rel(t)]U rel(t)∗ ι (3.5)
is trace class for t ∈ [0, t] (see [15, Lemma 5.5]). All the rest follows by simple algebraic manip-
ulations and the fact that tr(ABn) → tr(AB) for A trace class and Bn → B strongly. See [15,
Theorem 3.4] for more details.
We note that, surprisingly, identity (3.4) remains true when applied to U and UE instead
of the relative evolutions, even if U(1) 6= 1. One still has Wr(U) = W (U) but this quantity is
not quantized anymore. Yet the left hand side of (3.4) is converging to it in the r → ∞ limit
but does not coincide with any edge index because the [Λ2, UE(1)] is not anymore trace-class.
Although not relevant here, this identity will be used below.
4 The completely localized case
This section is dedicated to the proof of Theorem 2.2 and Theorem 2.3. We start by studying
the bulk part M. Let us assume that U is completely localized in the sense of Definition 2.3,
and λ ∈ S1 = ∆. According to Theorem 2.1, the bulk index I = W (U rel) is well defined. By
(2.6) and (2.7) we deduce
I = W (U)−W (Uλ)
where Uλ(t) ≡ e−iHλt. Since both U and Uλ are weakly-local, W (U) and W (Uλ) are finite,
although they are not separately integer-valued. We rewrite, for any weakly-local V : [0, 1] →
B(H) and its generator HV := iV˙ V ∗
W (V ) =
i
2
∫ 1
0
tr εαβHV [Λα, V ][Λβ , V
∗]
where we have used [Λ, V ∗] = −V ∗[Λ, V ]V ∗ and defined εαβ anti-symmetric with ε12 = 1 (sum-
mation over α, β ∈ 1, 2 is understood when indices appear twice). Since tr[Λα,HV V [Λβ , V ∗]] = 0
and εαβHV V [Λα, [Λβ , V
∗]] = 0 we deduce
W (V ) =
i
2
∫ 1
0
tr εαβ [Λα,HV ]V [Λβ , V
∗] .
Defining δVα := V
∗[Λα, V ] and noticing that
δ˙Vα = −iV ∗[Λα,HV ]V (4.1)
we deduce
W (V ) =
1
2
∫ 1
0
tr εαβδ
V
α δ˙
V
β . (4.2)
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Consequently, we rewrite
I = 1
2
tr
∫ 1
0
εαβ
(
δαδ˙β − δλαδ˙λβ)
where we use the shorthand notation δα (resp. δ
λ
α) for δ
U
α (resp. δ
Uλ
α ). Note that there is no
problem to exchange trace and integral here since both εαβδαδ˙β and εαβδ
λ
αδ˙
λ
β are trace class for
all t ∈ [0, 1]. Finally∫ 1
0
εαβ
(
δαδ˙β − δλαδ˙λβ) =
∫ 1
0
εαβ
(
U∗ΛαUδ˙β − U∗λΛαUλδ˙λβ)−
∫ 1
0
εαβΛα
(
δ˙β − δ˙λβ
)
.
The last term vanishes because it is a total derivative, and by the fact that δα(0) = δ
λ
α(0) = 0
and δα(1) = δ
λ
α(1) since U(1) = Uλ(1) (note however that δα(1) 6= 0 in general). Hence, by (4.1)
and (2.11),
I = tr(M(U)−M(Uλ)) .
This relation is very general and does not require U(1) to be completely localized. However it is
equivalent to (2.14) only in the latter case. Indeed M(U) and M(Uλ) are not separately trace-
class, only their difference is. When U(1) is completely localized, the trace of this difference can
be computed through its eigenbasis:
I =
∑
z∈E
trPz
(
M(U)−M(Uλ)
)
Pz .
What remains to show is that the sum can actually be split into two parts, leading to (2.14).
Proposition 4.1. If U(1) is completely localized in the sense of Definition 2.3, then the effective
evolution magnetization
M(Uλ) =
∑
z∈E
trPz
∫ 1
0
Im(U∗λΛ1HλΛ2Uλ)Pz
is absolutely convergent and vanishes.
Thus we are left with I =M(U), so that M(U) is well defined and shares all the properties
of I . This proves the main statement of Theorem 2.2. In the particular case where U(1) = 1,
we have Hλ = 0 and δα(1) = 0, so that M(U) is trace-class by the previous computation, and
I = W (U) = tr(M(U)) = M(U). Finally the case where H is time-independent is a direct
consequence of the latter proposition.
Proof of Proposition 4.1. Since Uλ(t) ≡ e−itHλ and Uλ(1) = U(1) is completely localized, then
so are Hλ and Uλ(t) for t ∈ [0, 1] with the same eigenbasis as U(1). Thus for a fixed z ∈ S1 one
has by functional calculus
Pz
∫ 1
0
Im(U∗λΛ1HλΛ2Uλ)Pz = Pz Im(Λ1HλΛ2)Pz. (4.3)
By construction Hλ is bounded with a real spectrum that unwinds the circular one of U(1)
with respect to the branch cut λ. For each eigenvalue of U(1), z ∈ S1, r := i logλ(z) ∈ R is an
eigenvalue of Hλ with same eigenprojection Pz. For x ∈ R we define the Fermi projection up to
x by P (x) := χ(−∞,x)(Hλ), so that P (x) = 0 for x < σ(Hλ) and P (x) = 1 for x ≥ σ(Hλ). We
use the following representation of Hλ
Hλ = C −
∫
σ(Hλ)
P (x)dx (4.4)
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where C = sup(σ(Hλ)) ∈ R. This representation comes from the following functional equality∫
Ω
χ(−∞,x)(y)dx =
∫
Ω
χ(y,∞)(x)dx = sup(Ω)− y (4.5)
for some interval Ω and y ∈ Ω. Inserting (4.4) into (4.3) we get
Pz Im(Λ1HλΛ2)Pz = − i
2
∫
σ(Hλ)
εαβPzΛαP (x)ΛβPzdx .
Consider z ∈ E and x ∈ σ(H) fixed, and define P (x)⊥ = 1 − P (x). Then either i logλ(z) > x,
in which case PzP (x) = 0 and PzP (x)
⊥ = Pz, or i logλ(z) ≤ x, in which case PzP (x) = Pz and
PzP (x)
⊥ = 0. Therefore
i
2
εαβPzΛαP (x)ΛβPz =
i
2
PzεαβP (x)
⊥ΛαP (x)ΛβP (x)
⊥Pz − i
2
PzεαβP (x)ΛαP (x)
⊥ΛβP (x)Pz
:=
1
2
PzT (x)Pz .
(4.6)
Moreover, T (x) is trace-class for every x ∈ σ(Hλ). Indeed, after some algebra
T (x) = iP (x)⊥
[
[Λ1, P (x)
⊥], [Λ2, P (x)
⊥]
]− iP (x)[[Λ1, P (x)], [Λ2, P (x)]] (4.7)
and each term is separately trace-class by Corollary 3.12. Indeed, P (x) = χ(λ,e−ix)(U(1)) is
weakly-local according to Definition 2.2 since U(1) is completely localized. Thus for every z ∈ E ,
PzT (x)Pz is trace-class (even if z is infinitely degenerate) and moreover
1
2
∑
z∈S1
trPzT (x)Pz =
1
2
tr(T (x)) =
1
2
(c(P (x)) − c(P (x)⊥) = c(P (x)) .
with the sum on the left hand-side that is absolutely convergent. Since Hλ is bounded we have
1
2
∫
σ(Hλ)
∑
z∈S1
| trPzT (x)Pz | <∞ .
By Fubini’s theorem and putting everything together, we deduce that M(Uλ) is defined by an
absolutely convergent sum. Moreover
M(Uλ) = −
∫
σ(Hλ)
c(P (x))dx .
It was shown in [10, Prop. 2] that c(PΩ(H)) = 0 for any interval Ω inside the mobility gap of H
that contains only finite-multiplicity eigenvalues. Here the entire spectrum of Hλ is a mobility
gap, but it might contain infinite degenerated eigenvalues α1, . . . , αM . Thus for x ∈ σ(Hλ) we
are left with
c(P (x)) =
∑
αi∈(−∞,x)∩σ(Hλ)
c(Pαi) = 0
for a completely localized U(1), see Definition 2.3. Thus M(Uλ) = 0.
Proof of Theorem 2.3. Let n be a fixed integer. From (3.4) in the proof of Theorem 2.1 and the
fact that UE(1)
n = UE(n), we have the following identity:
lim
r→∞
tr
(
(UE(1)
∗)n[Λ2, UE(1)
n]Q1,r
)
=
1
2
∫ n
0
tr U˙U∗[[Λ1, U ]U
∗, [Λ2, U ]U
∗] .
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On the left-hand-side, the expression is trace class for every finite r because of cut-off Q1,r
and confinement in direction 2 through Λ2. The right-hand-side is expression (2.7) of W but on
a time interval [0, n] instead of [0, 1]. In partirular it is independent of switch-function Λ1, which
is why the limit r →∞ is finite. If U(n) = 1, W would be quantized and define the bulk index,
and the limit on the right would be equal to edge index. Nevertheless the previous equation is
true for any pair of bulk and edge operators U and UE, as long as they are weakly-local and
related by Lemma 3.13, although it is not integer-valued. From now we assume U(1) completely
localized. Rewriting W as in (4.2)
1
2
∫ n
0
tr U˙U∗[[Λ1, U ]U
∗, [Λ2, U ]U
∗]
=
1
2
∫ n
0
tr εαβδαδ˙β
=
1
2
∑
z∈E
tr(Pz
∫ n
0
εαβU
∗ΛαUδ˙βPz)− 1
2
∑
z∈E
tr(Pz
∫ n
0
εαβΛαδ˙βPz) (4.8)
where δα = U
∗ΛαU − Λα. Since δαδ˙β is trace class, we permute trace and time integral, and
then compute this trace in the eigenbasis of U(1). What remains to show is that the two terms
in the last formula obtained by splitting δα are separately finite, and then study their n → ∞
limit. Note that the eigenbasis of U(1) and U(n) are the same since U(n) = U(1)n, although
the eigenvalues are different. The first term in (4.8) is close to magnetisation
1
2
∑
z∈E
tr(Pz
∫ n
0
εαβU
∗ΛαUδ˙βPz) =
∑
z∈E
tr(Pz
∫ n
0
Im(U∗Λ1HΛ2U)Pz) =:Mn(U) .
Then we use the facts that U(t) = U(t − k)U(1)k for k ≤ t < k + 1 and k ∈ {0, . . . , n − 1} and
U(1)kPz = z
kPz for z ∈ E ⊂ S1. Similarly U∗(t) = (U(1)∗)kU∗(t− k) and (U(1)∗)kPz = z−kPz.
Moreover H(t + k) = H(t). Applying these relations to the previous time integral that we cut
into n parts, we get, up to a change of variable
Mn(U) = nM(U)
so that Mn(U) is finite and shares all the properties of M(U) from Theorem 2.2. Moreover
n−1Mn(U)→M(U) when n→∞.
The second term of (4.8) is a total derivative and can be simplified to
1
2
∑
z∈E
tr(Pz
∫ n
0
εαβΛαδ˙βPz) =
1
2
∑
z∈E
tr(PzεαβΛαU(n)
∗ΛβU(n)Pz) (4.9)
since δβ(0) = 0 and εαβΛαΛβ = 0. Note that U(n) = U(1)
n = e−inHλ for Hλ defined in (2.5) and
any λ ∈ S1 = ∆. Then we use the following functional equality for a continuously differentiable
f : [a, b]→ C:
f(y) = f(b)−
∫ b
a
dxf ′(x)χ(a,x)(y)
for y ∈ [a, b], which is a generalization of (4.5), see also [10]. Consequently
U(n)∗ = einHλ = einb1− in
∫
σ(Hλ)
einxP (x)dx (4.10)
where P (x) = χ(−∞,x)(Hλ) and b = sup(σ(Hλ)). When inserting this expression for U(n)
∗ in
(4.9), the first term vanishes by antisymmetry. In order to show that the second one is finite, we
claim that
in
2
∫
σ(Hλ)
dx
∑
z∈E
einx tr(PzεαβΛαP (x)ΛβU(n)Pz)
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is absolutely convergent for any fixed n. Indeed since U(n) commutes with Pz one has
PziεαβΛαP (x)ΛβU(n)Pz = PzT (x)U(n)Pz
where T (x) is defined in (4.6). Moreover T (x) is trace class as pointed out in (4.7) so the previous
sum over z is absolutely convergent for every x ∈ σ(Hλ). The integral is then also absolutely
convergent because Hλ is bounded.
Consequently, (4.9) can be rewritten as
1
2
∑
z∈E
tr(PzεαβΛαU(n)
∗ΛβU(n)Pz) =
n
2
∑
z∈E
e−inz
∫
σ(Hλ)
dx einx tr(PzT (x)Pz)
with absolute convergence. We finally claim that
lim
n→∞
∑
z∈E
e−inz
∫
σ(Hλ)
dx einx tr(PzT (x)Pz) = 0 . (4.11)
First for z ∈ E denote gz(x) := tr(PzT (x)Pz) that is measurable on σ(Hλ). Then∫
σ(Hλ)
dx einx tr(PzT (x)Pz) := cn(gz) −→
n→∞
0
Indeed it is the n-th Fourier coefficient of gz that vanishes in the large n limit by the Riemann-
Lebesgue lemma. Finally e−inzcn(gz) is summable in z and vanishes when n → ∞ for fixed z.
Moreover
|e−inzcn(gz)| ≤
∫
σ(Hλ)
dx| tr(PzTxPz)|
is summable in z since Tz is trace-class, leading to (4.11) by dominated convergence, and con-
cluding the proof.
5 The stretch-function construction
5.1 Proof of Corollary 2.4
Corollary 2.4 is a consequence of Theorems 2.2 and 2.3, that both rely on Theorem 2.1, applied
to V ≡ F∆(U) and VE ≡ F∆(UE) for a given stretch function F∆. By Definition 2.2, V (1)
is completely localized since F∆ ∈ B1(∆), but in order to replace U and UE by V and VE in
the previous theorems we need to show that they satisfy all the required properties concerning
locality and confinement. We note that Lemmas 5.1 and 5.2 below are true regardless of the
existence of (any) gap of U(1) and moreover all the operators involved are (polynomially) local
since H is (exponentially) local by Assumption 2.2, see Corollary A.7.
The existence of the gap only become relevant when we use localization to assert the (weak)
locality of the logarithm, which is when we apply Corollary 3.4 to V (1). When we do that, we
actually get expressions like logλ ◦F∆ applied to U(1), which, as in Lemma 3.3, gets decomposed
to sums of functions such as g ◦ F∆ with g smooth, which is a smooth function, or χ[λ,λ′] ◦ F∆
which is in B1(∆) and so Definition 2.2 applies. The conclusion is that the logarithm of V (1) is
also weakly-local so that the relative construction could just as well be applied to V .
Lemma 5.1. V and VE are (polynomially) local if U and UE are (exponentially) local. Moreover
the maps t 7→ V (t) and t 7→ VE(t) are strongly differentiable and their respective generators
HV = iV˙ V
∗ and HVE = iV˙EV
∗
E are weakly-local.
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Proof. The first fact is a direct consequence of Corollary A.7, F∆ being smooth. For the deriva-
tives we compute for t, s ∈ [0, 1], using Lemma A.6 and the resolvent identity,
V (s)− V (t) = 1
2πi
∫
dzdz¯(∂z¯F˜∆(z))RU(s)(z)(U(s) − U(t))RU(t)(z)
where F˜∆ is a quasi-analytic extension of F∆ and RU(s)(z) = (U(s) − z)−1, that is norm-
continuous in s. Hence
∂tV (t) = s− lim
s→t
V (s)− V (t)
s− t =
1
2πi
∫
dzdz¯(∂z¯F˜∆(z))RU(t)(z)(∂tU)(t)RU(t)(z) .
Since
∥∥RU(t)(z)∥∥ ≤ C||z|−1|−1 and |∂z¯F˜ | ≤ C||z|−1|N for someN ≥ 2 the integral is convergent.
Moreover H and U are local thus so are ∂tU = −iHU and RU(t), the latter by the Combes-
Thomas estimate. Since F˜∆ is compactly supported we deduce that ∂tV is (polynomially) local,
and so is HV by Lemma 3.2. We proceed similarly for VE.
Lemma 5.2. The differences VE−ι∗V ι and HVE−ι∗HV ι are weakly-local and confined in direction
1, uniformly in t ∈ [0, 1].
Proof. This looks like a consequence of Lemma 3.13 (see also [15, Prop. 4.10]). However since
ι∗Uι is not a unitary, it is not obvious how to directly implement functional calculus on it.
Instead we should first reformulate this result in the bulk picture. In what follows D denotes an
operator that is local and confined in direction 1. We claim that
U = ιUEι
∗ + jU−j
∗ +D (5.1)
where j : H− →֒ H and j∗ : H։ H− with H− = ℓ2((Z\N)×Z)⊗CN is the left half space. Note
that jj∗ = 1− P1, j∗j = 1, and j∗i = ι∗j = 0. Finally U− is generated by H− := j∗Hj, so that
both are local like HE and UE are. The proof of (5.1) is completely analogue to Lemma 3.13
and relies on the fact that [P1,H] is local and confined in direction 1.
Then we consider the unitary Ud := ιUEι
∗ + jU−j
∗, that satisfies RUd(z) = ιRUE(z)ι
∗ +
jRU−(z)j
∗ where RU (z) = (U − z)−1. By (5.1) and the resolvent identity we deduce
RU (z)−RUd(z) = −RU (z)DRUd(z) (5.2)
We compute F∆(U) and F∆(Ud) through quasi-analytic functional calculus, see Lemma A.6,
leading to
F∆(U)− F∆(Ud) = 1
2πi
∫
dzdz¯(∂z¯F˜∆)RU (z)DRUd(z) .
On the right hand side the integral is convergent because of the decaying behavior of ∂z¯F˜∆ around
S1, similarly to the previous proof. Moreover both resolvents are local by Combes-Thomas
estimate so that the integral is weakly-local and confined in direction 1 by Corollary A.7. On
the left hand side we have F∆(Ud) = ιF (UE)ι
∗ + jF (U−)j
∗, so that the difference ι∗(F∆(U) −
F∆(Ud))ι = ι
∗V ι− VE has the expected property.
It is then easy to show that ∂tVE− ι∗∂tV ι is also weakly-local and confined in direction 1, by
using quasi-analytic functional calculus of Lemma 5.1 and the fact that both ∂tUE− ι∗∂tUι and
RUE(z)− ι∗RU (z)ι are local and 1-confined, respectively coming from Lemma 3.13 and (5.2). We
deduce that HVE − ι∗HV ι has the expected property.
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λ Fs2(z)
Fs1(z)
(a)
λ Fs2(z)
Fs1(z)
(b)
Figure 2: In the proof, situation (a) happens as a rule and situation (b) never occurs by choice
of F.
5.2 Stretch-function invariance
Proof of Theorem 2.5. We assume that F : C→ C is a stretch function and have V ≡ F ◦U . As
mentioned we assume F is smooth. Above we have shown that I ′ = W (V rel), so that our task
now is to show that W (V rel) = W (U rel). Let [0, 1] ∋ s 7→ Fs(·) be a homotopy that interpolates
smoothly between the identity map C ∋ z 7→ z at s = 0 and F at s = 1. Since F itself is a
"stretching" of the mobility gap ∆ ⊆ S1 onto the entire circle, we pick this interpolation such
that it stretches about the branch cut λ ∈ ∆. This point is crucial and will be used later on,
in that it means no eigenvalue of Fs(U(1)) crosses λ as s changes. The gist of the argument is
as follows. All maps involved are continuous (even smooth) except one, logλ. While this map
indeed has a jump discontinuity, the particular form of deformation which we choose doesn’t
ever cross this point of discontinuity–in other words, λ is a fixed point of the deformation (see
Figure 2).
The smoothness assumption means that, in particular, for fixed z, s 7→ Fs(z) is differentiable,
for all s, z 7→ Fs(z) is smooth (so Fs(U(t)) is local for all t and it makes sense to take the
derivative of t 7→ Fs(U(t))) and for fixed z, s 7→ F′s(z) is differentiable. In addition, because
s 7→ Fs interpolates between 1 and F , the mobility gap never closes (it only gets stretched from
∆ → S1 \ { 1 }) for all s, λ is within the mobility gap of Fs(U(1)) so that logλ(Fs(U(1))) is
weakly-local for all s.
Hence W (Fs(U)
rel) is well-defined and integer valued for all s, so it suffices to prove that
|W (Fs1(U)rel)−W (Fs2(U)rel)| < 1 for any s1, s2 ∈ [0, 1] with |s1 − s2| sufficiently small. Recall
that W (Vrel) = W (V) −W (Vλ) so that by the triangle inequality we can work separately with
|W (Fs1(U))−W (Fs2(U))| and |W (Fs1(U)λ)−W (Fs2(U)λ)|, though each part is not separately
an integer. To probe the smallness of these expressions we use Lemma 5.3.
We will use the fact that if An → A strongly and T is a trace-class operator, then TAn → TA
in trace class norm. This fact is boosted, using the weakly-local properties, to Lemma A.9 and
Lemma A.10. Note that in order to use these lemmas, one must have uniform exponents µ and ν
which is certainly not part of the context in Section 3.1. However, this is actually not a problem
since the form of weak-locality that is produced by Corollary A.7 gives us the ability to choose
the minimal exponents µ once and for all. The exponent ν is actually not even necessary here
since the deformation is always applied on U(1) which is honestly local and not just weakly-local,
but even if that weren’t the case, one can just choose a universal ν which makes
∑
x(1 + ‖x‖)−ν
finite.
Since s 7→ Fs(z) is differentiable,
s-lim
ε→0
1
ε
(Fs+ε(U(t)))− Fs(U(t)))) = ∂sFs(U(t))),
so that 1εT (Fs+ε(U(t)) − Fs(U(t))) → T∂sFs(U(t))) in trace-class norm for any trace-class T .
Similarly we handle also ∂tFs(U(t))) = F
′
s(U(t)))U˙ (t) which is also differentiable as a function
of s. Since Fs(U(t))) is weakly-local for any value of s, we also have similar convergence for the
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spatial derivatives: 1εTα∂β(Fs+ε(U(t)) − Fs(U(t))) → Tα∂β∂sFs(U(t))) in trace-class norm for
any Tα which is weakly-local and confined in the α direction. We conclude that |W (Fs1(U)) −
W (Fs2(U))| can be made arbitrarily small as s2 → s1.
When dealing with |W (Fs1(U))λ) −W (Fs2(U)λ)|, it might appear that we are stuck, since
Fs1(U))
λ(t) ≡ exp(t logλ(Fs1(U(1)))) and logλ is not continuous. Furthermore, algebraic laws
like log(z1z2 ) = log(z1) − log(z2) only hold mod 2πi in general, which could introduce jump
discontinuities. Since Fs1(U(1)) and Fs2(U(1)) are functions of the same operator U(1), they
commute and hence have the same diagonalization. Indeed, let P be the projection-valued
spectral measure of U(1). Then
logλ(Fs1(U(1))) − logλ(Fs2(U(1))) =
∫
z∈S1
logλ(Fs1(z))dP (z) −
∫
z∈S1
logλ(Fs2(z))dP (z)
=
∫
z∈S1
(logλ(Fs1(z))− logλ(Fs2(z)))dP (z) .
Now, since λ is a fixed point of the deformation in s and since the deformation is continuous in
s, Fs1(z) and Fs2(z) (for sufficiently small |s1− s2|) are sufficiently close on the circle and on the
same "side" of the cut so that the algebraic rule of the logarithm holds without the mod 2πi.
Hence
logλ(Fs1(U(1))) − logλ(Fs2(U(1))) =
∫
z∈S1
logλ(Fs1(z)(Fs2(z))
−1)dP (z)
= logλ(Fs1(U(1))(Fs2(U(1)))
−1) .
This gives
Fs1(U))λ(t)− Fs2(U))λ(t) ≡ exp(t logλ(Fs1(U(1)))) − exp(t logλ(Fs2(U(1))))
= Fs1(U))
λ(t)(1− et logλ(1+(Fs2 (U(1))(Fs1 (U(1)))−1−1)) .
We thus find that
s-lim
ε→0
1
ε
(Fs+ε(U))λ(t)− Fs(U))λ(t)) = tFs(U))λ(t)(∂sFs)(U(1))(Fs(U(1)))−1 ,
which is weakly-local, as λ always falls within the mobility gap of Fs(U(1))). For the time
derivative we get similar formulas and following the same argument as above, we find that
|W (Fs1(U))λ)−W (Fs2(U)λ)| can also be made arbitrarily small.
Lemma 5.3. For any two unitary maps A,B : [0, 1] → U(H) which are differentiable, whose
derivatives are bounded too, and which are weakly-local, we have
|W (A)−W (B)| ≤ sup
[0,1]
‖T1(A−B)‖1 + ‖T2(A˙− B˙)‖1+
+ sup
α,β
(‖T3α(A−B),β‖1 + ‖(A−B)∗,αT4β‖1+ (5.3)
+ ‖(A−B)∗,α(A−B),β‖1)
where T1, T2 are some (time-dependent) trace class operators depending on A,B their derivatives
w.r.t. time and their spatial derivatives, the supremum over α, β is over the two possibilities
where α 6= β. Then T3α, T4β is a weakly-local operator confined in the α, β direction.
Proof. We start from (2.7) which says
W (A) = −1
2
∫ 1
0
tr εαβA˙A
∗A,αA
∗A,βA
∗
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to get
|W (A)−W (B)| ≤ 1
2
sup
[0,1]
‖εαβ(A˙A∗A,αA∗A,βA∗ − B˙B∗B,αB∗B,βB∗)‖1
≤ 1
2
sup
α,β,[0,1]
‖A˙A∗A,αA∗A,βA∗ − B˙B∗B,αB∗B,βB∗‖1
≤ 1
2
sup
α,β,[0,1]
(‖A˙A∗(A,αA∗A,βA∗ −B,αB∗B,βB∗)‖1+
+ ‖(A˙A∗ − B˙B∗)B,αB∗B,βB∗‖1)
≤ 1
2
sup
α,β,[0,1]
(‖A˙‖‖A,αA∗A,βA∗ −B,αB∗B,βB∗‖1+
+ ‖A˙‖‖(A −B)B,αB∗B,βB∗‖1 + ‖(A˙ − B˙)B∗B,αB∗B,β‖1) .
The supremum is over all times in [0, 1] and all α, β equal to 1, 2 (without α = β).
We concentrate on the term ‖A,αA∗A,βA∗ −B,αB∗B,βB∗‖1 since the two other terms are in
their final desired form. Because A,B are unitary we have A,αA
∗ = −AA∗,α so that
A,αA
∗A,βA
∗ −B,αB∗B,βB∗ = −AA∗,αA,βA∗ +BB∗,αB,βB∗
= (B −A)A∗,αA,βA∗−
−B(A∗,αA,β −B∗,αB,β)A∗+
+BB∗,αB,β(B −A)∗ .
Only the middle line is not in the form we want, so that we write,
A∗,αA,β −B∗,αB,β = A∗,α(A−B),β + (A−B)∗,αAβ − (A−B)∗,α(A−B),β .
A Appendix
A.1 Floquet’s RAGE
In this section we prove that our deterministic dynamical localization assumption implies pure
point spectrum (so that it’s not necessary to also have the latter as an assumption). This entails
importing the analysis of the RAGE theorem to the unitary Floquet case. Most of this was
already done in [16] but since there it is written for a probabilistic model and we insist in this
paper rather on deterministic assumptions and statements (compare our deterministic (A.1) with
their probabilistic [16], eq-n (3.1)), and also in order to setup the notation for our important
Lemma A.5, we included the proof here as succinctly as possible.
Within this section, let a unitary U ∈ B(ℓ2(Zd)⊗ CN ) be given such that it is localized. For
our purposes it is enough to make the following
Definition A.1. U is deterministically dynamically localized in the interval I ⊆ S1 iff there is
some µ > 0 such that for any ε > 0 there is a 0 < Cε <∞ such that the following holds
sup
n∈N
∑
x, y∈Zd
‖〈δx, UnχI(U)δy〉‖ eµ‖x−y‖−ε‖x‖ = Cε (A.1)
Lemma A.1. (Discrete Wiener) Let µ be a complex measure on S1. For m ∈ N, we define its
mth complex moment as µm :=
∫
z∈S1 z
mdµ(z). Then limn→∞
1
n
∑n
m=1 |µm|2 =
∑
z∈S1 |µ({ z })|2
that is, the RHS gives the pure point part of
∣∣µ(S1)∣∣2.
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Proof. We have
1
n
n∑
m=1
|µm|2 ≡ 1
n
n∑
m=1
∫
z∈S1
zmdµ(z)
∫
w∈S1
wmdµ(w) =
1
n
n∑
m=1
∫
w∈S1
∫
z∈S1
(zw)mdµ(z)dµ(w)
=
∫
w∈S1
∫
z∈S1
1
n
n∑
m=1
(zw)mdµ(z)dµ(w)
Note that the sequence of functions
{
S1 ∋ z 7→ 1n
∑n
m=1 z
m
}
n∈N
is uniformly bounded by 1 and
converges pointwise to δ(· − 1). We may thus use the dominated convergence theorem to find
lim
n→∞
1
n
n∑
m=1
|µm|2 =
∫
w∈S1
∫
z∈S1
δ(zw − 1)dµ(z)dµ(w) =
∫
z∈S1
dµ(z)µ({ z }) =
∑
z∈S1
|µ({ z })|2 .
Lemma A.2. Let U be unitary and K compact. Then
lim
n→∞
1
n
n∑
m=1
‖KUmψ‖2 = 0
for all ψ ∈ Hc, the continuous part of the Hilbert space for U .
Proof. This is [2, Lemma 2.7] in our setting of discrete rather than continuous time. We thus
omit the proof.
Theorem A.3. (Unitary RAGE) Let U be unitary and {AL }L be a sequence of compact oper-
ators strongly converging to 1. Then
Hc =
{
ψ ∈ H
∣∣∣∣∣ limL→∞ limn→∞ 1n
n∑
m=1
‖ALUnψ‖2 = 0
}
,
and
Hp =
{
ψ ∈ H
∣∣∣∣ limL→∞ supn∈N ‖(1−AL)Unψ‖ = 0
}
.
Proof. This is [2, Theorem 2.6] in our setting of discrete rather than continuous time, but the
same proof goes through with very slight modifications.
The following theorem and the remark after it are the reason for this section.
Theorem A.4. (Deterministic dynamical localization implies spectral localization) If U is de-
terministically dynamically localized in the interval I then it has pure point spectrum within that
interval, that is,
σ(U) ∩ I = σpp(U) ∩ I
Proof. Since { δx }x∈Zd is an ONB for H, and we want to show that χI(U)H ⊆ Hp, let y ∈ Zd
be given. We claim that χI(U)δy ∈ Hp. Let AL be the projection onto a box of total volume
(2L+ 1)d centered about the origin of Zd. Using Theorem A.3 it suffices to show
lim
L→∞
sup
n∈N
∥∥∥A⊥LUnχI(U)δy∥∥∥ = 0 .
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By (A.1) we have for any n ∈ N,∑
x, y∈Zd
‖〈δx, UnχI(U)δy〉‖ eµ‖x−y‖−ε‖x‖ ≤ Cε .
This in turn implies that
‖〈δx, UnχI(U)δy〉‖ eµ‖x−y‖−ε‖x‖ ≤
∑
x′,y′
∥∥〈δx′ , UnχI(U)δy′〉∥∥ eµ‖x′−y′‖−ε‖x′‖
≤ Cε
since all terms are positive. Hence, ‖〈δx, UnχI(U)δy〉‖ ≤ Cεe−µ‖x−y‖+ε‖x‖ uniformly in n.
Now we have∥∥∥A⊥LUnχI(U)δy∥∥∥2 = ∑
x∈Zd:‖x‖>L
‖〈δx, UnχI(U)δy〉‖2
(Using ‖〈δx, UnχI(U)δy〉‖ ≤ 1)
≤
∑
x∈Zd:‖x‖>L
‖〈δx, UnχI(U)δy〉‖ ≤
∑
x∈Zd:‖x‖>L
Cεe
−µ‖x−y‖+ε‖x‖ .
Hence since the square root is monotone increasing and continuous, and using
√
a+ b ≤ √a+√b,
we find ∥∥∥A⊥LUnχI(U)δy∥∥∥ ≤√Cε ∑
x∈Zd:‖x‖>L
e−
1
2
µ‖x−y‖+ 1
2
ε‖x‖
for any n ∈ N so that taking the supremum on both sides (redundant on the RHS) and then the
limit L→∞ we get zero indeed. This follows because (for ε < µ) e− 12µ‖x−y‖+ 12ε‖x‖ is summable
in x, and hence taking the limit L→∞ gives zero.
Lemma A.5. (The stretch-construction and pure point spectrum) Let U be such that σ(U) ∩ I
is pure point and σ(U) ∩ Ic is some mixture of pure point and continuous spectrum. Define
V = χI(U)f(U) + χIc(U) .
where f : S1 → S1 has a range which is the entire circle. Then σ(V ) = σpp(V ).
We note that in our application of the stretch-function, strictly-speaking, this lemma could
be avoided since F∆ ∈ B1(∆) so that V (1) is actually dynamically-localized as in Definition 2.2
on S1 \{1}, and thus one could invoke Theorem A.4 to conclude σ(V (1)) = σpp(V (1)). However,
the proof below proceeds directly without making an assumption of dynamical localization on
U , but rather, only on its spectral type within I.
Proof. We have by Theorem A.3, for any ψ ∈ H
‖(1 −AL)V nψ‖ = ‖(1−AL)(χI(U)f(U) + χIc(U))nψ‖
(By projections being orthogonal)
= ‖(1−AL)(χI(U)f(U)nψ + χIc(U)ψ)‖
≤ ‖(1−AL)f(U)nχI(U)ψ‖ + ‖(1−AL)χIc(U)ψ‖
Now in general we may write ψ = ψ1 + ψ2 with ψ1 ∈ χI(U) and ψ2 ∈ χIc(U). Taking the
supremum and limit of both sides, using the fact that the supremum of a sum is smaller than
the sum of supremums, we find
lim
L→∞
sup
n∈N
‖(1−AL)V nψ‖ ≤ lim
L→∞
sup
n∈N
‖(1−AL)f(U)nψ1‖+ lim
L→∞
‖(1−AL)ψ2‖︸ ︷︷ ︸
=0
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We know ψ1 ∈ HpU by the assumption on I. That means that either it is an eigenvector of U
with eigenvalue λ or it is in the closure of the set of eigenvalues of U . In the former case we
have f(U)ψ1 = f(λ)ψ1 whence ψ1 ∈ Hpf(U) so that limL→∞ supn∈N ‖(1−AL)f(U)nψ1‖ = 0 by
Theorem A.3. Otherwise, for any ε > 0 there is some ψε ∈ H such that ψε is an eigenvector of
U (with eigenvalue λε) and ‖ψ1 − ψε‖ < ε. Then
‖(1 −AL)f(U)nψ1‖ ≤ ‖(1−AL)f(U)nψε‖+ ‖(1−AL)f(U)n(ψ1 − ψε)‖ .
When taking the supremum and the limit, the first term will tend to zero as was just remarked.
Thus let us concentrate on the second term:
‖(1−AL)f(U)n(ψ1 − ψε)‖ ≤ ε(1 + ‖AL‖) ‖f(U)n‖
≤ ε(1 + ‖AL‖) sup
z
|f(z)n|︸ ︷︷ ︸
≤1
≤ 2ε .
Since ε > 0 was arbitrary we find the result.
A.2 Helffer-Sjöstrand formula for unitary operators
Helffer-Sjöstrand formula extends holomorphic functional calculus to smooth functions. It was
developed for Hermitian operators but can be easily adapted to unitaries, with the simplification
that the latter are always bounded. A formula was already proposed in [18] for functions on
S1 \ {1} and based on Cayley transformation. Here we provide another proof for any smooth
function on S1 using a conformal mapping.
Lemma A.6. Let f : S1 → C be a smooth function. There exists a quasi-analytic extension
f˜ : C→ C, i.e. f˜ |S1 = f and ∂z¯ f˜ |S1 = 0, such that for any unitary operator U
f(U) =
1
2πi
∫
C
(∂z¯ f˜(z))(z − U)−1dzdz¯ (A.2)
Moreover f˜ is compactly supported around S1 and satisfies |∂z¯ f˜ | ≤ C||z| − 1|N for any N ≥ 2.
Proof. Any function f : S1 → C can be equivalently described by a periodic function g : R→ C,
through the conformal mapping w 7→ z = eiw by g(w) = f(eiw), satisfying g(w + 2π) = g(w)
by construction. This bijective mapping extends to the the annulus Ar where e−r < |z| < er
corresponding to the strip −r < Im(w) < r. In both cases the smoothness of f and g are the
same. Let χ : R → C be a smooth function supported in (−r, r) and with χ(x) = 1 near 0. On
the real line, we know from Ref. [17] that for N ≥ 2
g˜(θ, τ) =
N−1∑
k=0
g(k)(θ)
(iτ)k
k!
χ(τ) (A.3)
is a quasi-analytic extension of g on the strip, namely g˜(θ, 0) = g(θ) and ∂w¯g|τ=0 = 0, for w =
θ+iτ and ∂w¯ = 1/2(∂θ+i∂τ ). Moreover, |∂w¯g| ≤ C|τ |N . We claim that f˜(z = ei(θ+iτ)) := g˜(θ, τ)
is a quasi-analytic extension of f on the annulus. Indeed f˜ coincides with f on S1 and
∂w¯g˜ = ∂w¯(eiw)∂z¯ f˜ = −iz¯∂z¯ f˜ (A.4)
so that ∂z¯ f˜ |τ=0 = 0. Moreover on the annulus one has e−r < | − iz¯| < er and | ln x| ≤ er|x − 1|
for x ∈ (e−r, er) applied to x = |z| = e−τ we infer |τ | ≤ C||z| − 1| so that
|∂z¯ f˜ | ≤ C||z| − 1|N (A.5)
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with a different constant C. With the fact that
∥∥(z − U)−1∥∥ ≤ ||z| − 1|−1 for a unitary U we
deduce that the integral in (A.2) is absolutely convergent in norm. Then we claim that for
z0 ∈ S1
f(z0) =
1
2π
∫
C
(∂z¯ f˜(z))(z − z0)−1dzdz¯ (A.6)
The integral is reduced to the annulus Ar since f˜ is supported inside it and has to be understood
as an improper integral on Ar \Aε when ǫ→ 0. The equality follows by [18, Cor. 2.3], and (A.2)
follows by the functional calculus.
Corollary A.7. The smooth functional calculus of an exponentially local unitary is polynomially
local.
Proof. This is a direct consequence of the Helffer-Sjöstrand formula (A.2), the fact that f˜ is
smooth and compactly supported, and Combes-Thomas estimate [7] ([16] in the context of uni-
taries): if U is local then it exists 0 < C <∞ such that
|RU (z)|x,y ≤ C||z| − 1|e
−µ(z)‖x−y‖ (A.7)
for µ > 0 small enough. For example one can take µ(z) = c||z| − 1| as in [9]. According to
Lemma A.6 the quasi-analytic extension of f satisfies |∂z¯ f˜(z)| ≤ C||z| − 1|N for N ≥ 2 so that
|f(U)|x,y ≤ 1
2π
∫
dzdz¯|∂z¯ f˜(z)||RU (z)|x,y ≤ CN (1 + c ‖x− y‖)−N (A.8)
A.3 Convergence properties of weakly-local operators
Lemma A.8. If An → A strongly within the star-algebra of weakly-local operators then ∂jAn →
∂jA strongly within the ideal of weakly-local-and-confined in direction j operators.
Proof. We already know that ∂jAn (for all n) and ∂jA are weakly-local-and-confined in direction
j by the results of Section 3.3. Now let ψ ∈ H be given. We have
‖∂jAnψ − ∂jAψ‖ ≤ ‖Λj(An −A)ψ − (An −A)Λjψ‖
≤ ‖(An −A)ψ‖+ ‖(An −A)Λjψ‖
→ 0 .
Lemma A.9. If An → A strongly within the ideal of weakly-local-and-confined in direction 1
operators, all having a uniform both ν and sufficiently large µ as in Definition 3.2, and T is
weakly-local-and-confined in direction 2, then TAn → TA in trace-class norm.
Proof. We have TAn = T (1+ |X1|)−µ(1+‖X‖)ν(1+‖X‖)−ν(1+ |X1|)µAn. WLOG, we also pick
µ such that T (1 + |X1|)−µ(1 + ‖X‖)ν is trace-class, and note that (1 + ‖X‖)−ν(1 + |X1|)µAn →
(1 + ‖X‖)−ν(1 + |X1|)µA strongly. We verify these two statements:
‖T (1 + |X1|)−µ(1 + ‖X‖)ν‖1 ≤
∑
xy
‖Txy‖(1 + |y1|)−µ(1 + ‖y‖)ν
≤
∑
xy
CTµ (1 + ‖x− y‖)−µ(1 + |y2|)−µ
(1 + ‖y‖)ν(1 + |y1|)−µ(1 + ‖y‖)ν
<∞ .
27
For the second statement, let Cn := An −A . Then
‖(1 + ‖X‖)−ν(1 + |X1|)+µCnψ‖2
≡ 〈(1 + ‖X‖)−ν(1 + |X1|)+µCnψ, (1 + ‖X‖)−ν(1 + |X1|)+µCnψ〉
= 〈(1 + ‖X‖)−2ν (1 + |X1|)+2µCnψ,Cnψ〉
≤ ‖(1 + ‖X‖)−2ν(1 + |X1|)+2µCnψ‖‖Cnψ‖
≤ ‖(1 + ‖X‖)−2ν(1 + |X1|)+2µCn‖‖Cnψ‖ .
The first norm is finite (for each n) by Lemma 3.6 and the second goes to zero because Cn → 0
strongly.
Then we use the result that if S is trace-class and Bn → B strongly then SBn → SB in
trace-class norm with S := T (1 + |X1|)−µ(1 + ‖X‖)ν and Bn := (1 + ‖X‖)−ν(1 + |X1|)µAn.
Lemma A.10. If An → A,Bn → B strongly within the ideals of weakly-local-and-confined
in direction 1 and 2 respectively, all having a uniform both ν and sufficiently large µ as in
Definition 3.2, then AnBn → AB in trace-class norm.
Proof. We again write the factorization
AnBn = An(1 + |X1|)µ(1 + ‖X‖)−ν ·
· (1 + |X1|)−µ(1 + ‖X‖)2ν(1 + |X2|)−µ·
· (1 + ‖X‖)−ν(1 + |X2|)µBn
= An(1 + |X1|)µ(1 + ‖x‖)−ν · (1 + |X1|)−µ/2(1 + ‖X‖)ν(1 + |X2|)−µ/2·
· (1 + |X1|)−µ/2(1 + ‖X‖)ν(1 + |X2|)−µ/2 · (1 + ‖X‖)−ν(1 + |X2|)µBn .
Now if µ is chosen sufficiently large, then the last expression is the product of four factors. The
first one converges strongly as shown in the lemma above. The second and third are trace class
and the fourth also converges strongly. Thus we conclude the statement based on the properties
of products of limits and the previous lemma.
References
[1] Aizenman, M. and Graf, G. M.: Localization bounds for an electron gas. J. Phys. A Math.
Gen. 31, 6783–6806 (1998)
[2] Aizenman, M. and Warzel, S.: Random Operators. Amer. Math. Soc., 2015.
[3] Altland, A. and Zirnbauer, M. R.: Nonstandard symmetry classes in mesoscopic normal-
superconducting hybrid structures. Phys. Rev. B. 55, 1142–1161 (1997)
[4] Asch, J., Bourget, O., and Joye, A.: “Chirality induced interface currents in the Chalker
Coddington model”. working paper or preprint. 2017.
[5] Asch, J. and Meresse, C.: A constant of quantum motion in two dimensions in crossed
magnetic and electric fields. J. of Phys. A: Math. and Theo. 43 (47), 474002 (2010)
[6] Carpentier, D. et al.: Construction and properties of a topological index for periodically
driven time-reversal invariant 2D crystals. Nuc. Phys. B. 896, 779–834 (2015)
[7] Combes, J. M. and Thomas, L.: Asymptotic behaviour of eigenfunctions for multiparticle
Schrödinger operators. Commun. Math. Phys. 34, 251–270 (1973)
[8] Delplace, P., Fruchart, M., and Tauber, C.: Phase rotation symmetry and the topology of
oriented scattering networks. Phys. Rev. B. 95, 205413 (2017)
[9] Elbau, P. and Graf, G. M.: Equality of bulk and edge Hall conductance revisited. Commun.
Math. Phys. 229 (3), 415–432 (2002)
28
[10] Elgart, A., Graf, G. M., and Schenker, J.: Equality of the bulk and edge Hall conductances
in a mobility gap. Commun. Math. Phys. 259 (1), 185–221 (2005)
[11] Enss, V. and Veselić, K.: Bound states and propagating states for time-dependent hamil-
tonians. Ann. de l’I.H.P. Phys. théorique. 39 (2), 159–191 (1983)
[12] Fruchart, M.: Complex classes of periodically driven topological lattice systems. Phys. Rev.
B. 93, 115429 (2016)
[13] Fulga, I. C. and Maksymenko, M.: Scattering matrix invariants of Floquet topological
insulators. Phys. Rev. B. 93, 075405 (2016)
[14] Graf, G. M. and Shapiro, J.: The bulk-edge correspondence for disordered chiral chains.
ArXiv e-prints. (2018)
[15] Graf, G. M. and Tauber, C.: Bulk-edge correspondence for two-dimensional floquet topo-
logical insulators. Ann. Henri Poincaré. 19 (3), 709–741 (2018)
[16] Hamza, E., Joye, A., and Stolz, G.: Dynamical localization for unitary Anderson models.
Math. Phys., Anal. and Geom. 12 (4), 381 (2009)
[17] Hunziker, W. and Sigal, I. M.: The quantum N-body problem. J. of Math. Phys. 41 (6),
3448–3510 (2000)
[18] Mbarek, A.: “Helffer-Sjöstrand formula for unitary operators”. working paper or preprint.
2015.
[19] Nathan, F. et al.: Quantized magnetization density in periodically driven systems. Phys.
Rev. Lett. 119, 186801 (2017)
[20] Oka, T. and Aoki, H.: Photovoltaic Hall effect in graphene. Phys. Rev. B. 79, 081406 (2009)
[21] Prodan, E. and Schulz-Baldes, H.: Non-commutative odd Chern numbers and topological
phases of disordered chiral systems. J. Funct. Anal. 271 (5), 1150–1176 (2016)
[22] Quelle, A. et al.: Driving protocol for a Floquet topological phase without static counter-
part. New Journal of Phys. 19, (2017)
[23] Roy, R. and Harper, F.: Periodic table for Floquet topological insulators. Phys. Rev. B.
96, 155118 (2017)
[24] Rudner, M. S. et al.: Anomalous edge states and the bulk-edge correspondence for period-
ically driven two-dimensional systems. Phys. Rev. X. 3, 031005 (2013)
[25] Sadel, C. and Schulz-Baldes, H.: Topological boundary invariants for Floquet systems and
quantum walks. Math. Phys., Anal. and Geom. 20 (4), 22 (2017)
[26] Simon, B.: Cyclic vectors in the Anderson model. Rev. in Math. Phys. 06 (05a), 1183–1185
(1994)
[27] Tauber, C.: Effective vacua for Floquet topological phases: A numerical perspective on the
switch-function formalism. Phys. Rev. B. 97, 195312 (2018)
[28] Tauber, C. and Delplace, P.: Topological edge states in two-gap unitary systems: a transfer
matrix approach. New J. of Phys. 17 (11), 115008 (2015)
[29] Titum, P. et al.: Anomalous Floquet-Anderson insulator as a nonadiabatic quantized charge
pump. Phys. Rev. X. 6, 021013 (2016)
29
