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Abstract 
A major challenge confronting water suppliers is how to best incorporate emerging 
forecasting technologies into their drought management operations. The need for drought plans 
that make use of proactive drought mitigation actions is particularly pressing as climate change is 
expected to cause more frequent and severe droughts in the near future. This research evaluates 
streamflow forecast skill in the context of drought planning.  The City of Baltimore’s water 
supply system serves as a case study.  Forecasts generated by the National Oceanic and 
Atmospheric Administration (NOAA) and the National Weather Service’s Middle Atlantic River 
Forecast Center (MARFC) are integrated into a systems model to assess the value of streamflow 
forecasts on operational performance during drought.  This research measures forecast benefits 
by comparing the NOAA/MARFC generated forecasts to two alternatives: simple statistical 
forecasts and perfect forecasts.  The systems model incorporates operating alternatives that 
explore the timing and rate of pumping from the Susquehanna River (an alternative water 
supply) and a variety of water-use restrictions.  Operating policy scenarios are evaluated to 
identify a robust operating rule that balances three key metrics: 1) Storage Levels, 2) Economic 
Loss (economic impacts of droughts on the city), and 3) the Frequency of Drought Declaration 
Error. Using the NOAA generated forecasts carefully coupled with an operating policy that 
balances the three key metrics was shown to improve overall system performance. This multi-
objective study demonstrates the value of near-term forecasts, and potential future long-term 
forecasts, in improving system performance and minimizing operational costs.  
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1.0 Problem Statement 
 
Droughts typically occur when there is a deviation from normal precipitation and can 
occur in anywhere in the world. More precisely, droughts arise from a combination of 
hydrometeorological processes that suppress precipitation and limit surface and groundwater 
availability and social and environmental activities that respond best to more benign conditions.  
Droughts are one of the world’s most costly natural hazards and have significant and wide spread 
effects (WMO et al. 2016).  Damages resulting from droughts have detrimental impacts on the 
surrounding areas economy, environmental health, and social welfare. Additionally, the low 
streamflows associated with drought  can adversely affect water-quality due to the decreasing 
oxygen-holding capacity in the water, which stimulates the productivity and rate of chemical 
reactions and results in a higher concentration of contaminants (Murdoch et al. 2000).  
 The projected precipitation reduction and increase in temperature and extreme climate 
events from climate change are expected to cause more frequent and severe droughts in the near 
future (IPCC 2007; Sivakumar 2012; Peterson et al. 2013).  There has been increasing 
apprehension worldwide about the impacts of drought and the narrowing gap between water 
supply and demand due to climate change.  Traditional drought management practices have 
typically been approached in a reactive manner, meaning mitigation actions are enacted after a 
severe drought is well underway and its impact obvious.  The need for a shift toward a more 
proactive approach that emphasizes risk reduction and preparedness in the face of climate change 
has never been timelier (Wilhite et al. 2014; Rossi et al. 2013).  
 Tactical drought plans are comprised of indicators, triggers, and mitigation actions that 
assist decision-makers and the public in identifying drought conditions and taking actions to 
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reduce their impacts.  Indicators characterize the state of a water supply system, and triggers are 
specific values of those indicators that are associated with the timing of management responses.  
Such plans could be more effective by improving their consistency and clarity.  There have been 
relatively few studies performed to evaluate the precise usefulness of drought plans in regards to 
decision making (Steinemann et al. 2014 & Steinemann et al. 2015).  
Insights from a survey conducted by Steinemann et al. (2014) of state drought managers,  
defined many concerns that water managers have with typical drought plans and emphasized the 
need for three important changes that are addressed in this study: 1) transparent and easily 
understood indicators, 2) a greater level of trust in available forecasts so they can be effectively 
used for drought planning and translated into “on-the-ground” changes, and 3) the ability to 
compare current drought conditions against historic droughts.  
The goals of this research are to instill an appropriate level of trust in the forecasts 
available to the City of Baltimore by evaluating their overall skill, to assess how these forecasts 
can improve operational performance during drought, and to identify a robust operating rule that 
minimizes various losses to the city while maintaining ample reservoir storage.  This Baltimore 
case study attempts to answer to the needs of the drought managers by:  1) defining clear and 
simple indicators and triggers that take into account perceptible metrics such as reservoir storage 
and demand, 2) providing a set of realistic operating policies that have been thoughtfully tested 
and shown to increase operational performance, and 3) using 84 years of historic data, a systems 
model, and state-of-the-art hindcasts to simulate past droughts using today’s technologies.  
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2.0 Introduction 
2.1 Baltimore City Water Supply System 
 
The City of Baltimore’s water supply is used as a case study to evaluate the trade-offs 
associated with using streamflow forecasts within a drought planning tool that explores various 
operating policies. The Baltimore City Department of Public Works (DPW) treats and distributes 
an average of 220 million gallons per day (11.6 cubic meters per second) to nearly 2 million 
residents of the City and surrounding Maryland counties.  Raw water is delivered to the 
Baltimore City water treatment facilities from three sources:  1) the Patapsco River via the 
Liberty Reservoir, 2) the Gunpowder River via the Prettyboy and Loch Raven Reservoirs, and 3) 
the Susquehanna River via the Deer Creek Pumping Station.  The Liberty Reservoir water is 
treated at The Ashburton Filtration Plant and the Loch Raven and Prettyboy Reservoir’s waters 
are treated at the Montebello Filtration Plants 1 and 2.  There are two dams located on the 
Gunpowder River—one at Loch Raven and one upstream near the mouth of Prettyboy Creek.  
The reservoirs formed by these dams have a total storage capacity of 43 billion gallons (163 hm
3
) 
and a drainage area of 313.2 square miles (811 km
2
).  The Liberty Reservoir has a total storage 
capacity of 43.3 billion gallons (164 hm
3
) and a drainage area of 163.4 square miles (423 km
2
) 
(Figure 1).  The three surface water reservoirs have combined usable system storage of 
approximately 74 billion gallons or 280 hm
3
 (Weiss 2014).  
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Figure 1. The City of Baltimore’s Surface Water Supply Reservoirs and Watersheds 
Although the three surface water supply reservoirs are used as the preferred source to 
meet demands, the city has a permit to withdraw water from the Susquehanna River as part of an 
agreement with the Susquehanna River Basin Commission (SRBC).  Baltimore can withdraw up 
to 250 million gallons per day (MGD) or 13.1 cubic meters per second (m
3
/s) of water from the 
Susquehanna River from an intake located upstream of the Conowingo pond using the Deer 
Creek pumping station.  The Deer Creek Pumping Station is located three miles (4.8 km) south 
of the Conowingo Dam, which is approximately one mile west of the Susquehanna River.  This 
water is treated at the Montebello Filtration Plants which is roughly 30 miles (48.3 kilometers) 
from the pumping station.  Exelon Corporation operates the Conowingo Dam and is required to 
observe Federal Energy Regulatory Commission (FERC) low-flow release requirements.  During 
low flow events on the Susquehanna River, the withdrawal is limited to 84 MGD or 4.4 m
3
/s (30-
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day average) and 142 MGD or 7.5 m
3
/s (peak day) based on a well-defined trigger.  Trigger low 
flow events are defined as times when Susquehanna flow at the Marietta gage are less than a 
specific flow value (as defined in Table 1). (Susquehanna River Basin Commission 2011; Weiss 
2014).  
Table 1. QFERC triggers for low flow events at the Marietta, PA USGS streamflow gage  
Time Period QFERC 
April 1 – April 30 10,000 cfs 
May 1 – May 31 7,500 cfs 
June 1 – September 15 5,000 cfs 
September 16 – November 30 3,500 cfs 
December 1 – February 28/29 1,600 cfs 
March 1 – March 31 3,500 cfs 
 
The City of Baltimore is capable currently only of withdrawing 137 MGD (7.2 m
3
/s) due to 
pumping limitations.  At this time, the Deer Creek pumping station has three pumps available, 
each capable of pumping up to approximately 50 MGD (2.6 m
3
/s).  A  fourth pump is being 
installed that will bring the pumping constraint up to approximately 190 MGD (10 m
3
/s) 
(Susquehanna River Basin Commission 2006; Susquehanna River Basin Commission 2011; 
Weiss 2014) .  
2.1.1 Case Study Setting 
 
The research described in this thesis is a collaborative effort between the City of 
Baltimore, SRBC, Hazen & Sawyer, and the University of Massachusetts.  This study develops 
and analyzes a drought plan, in the context of system performance, with a set of operating 
policies that incorporate streamflow forecasts.  
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The Susquehanna River Basin has a drainage area of 27,510 square miles (71,251 km
2
) 
that includes portions of New York, Pennsylvania, and Maryland, and comprises over 40% of the 
Chesapeake Bay watershed.  This multi-state watershed setting results in complex state, regional, 
and national interests that prompted the establishment of the Susquehanna River Basin 
Commission (SRBC) in 1970.  The SRBC coordinates the management of interstate water 
resources within the basin.  The SRBC is currently pursuing a set of analytical tools to help 
better prepare for droughts and their impact on the Basin’s interconnections amongst water users.  
The development of tools that recognize the onset of drought and its impacts is essential to 
minimize the impacts of extreme events. This Baltimore case study serves as a “proof-of-
concept” that provides an accurate evaluation of the importance and practicality of various 
drought mitigation approaches for the Chesapeake Bay Region, while simultaneously facilitating 
the City of Baltimore and the SRBC’s current planning efforts (Susquehanna River Basin 
Commission 2011; Weiss 2014).  
2.1.2 Stakeholder Engagement  
 
To develop and test alternative drought operating rules policies, including drought 
triggers and forecast, researchers worked closely with the Baltimore City DPW, SRBC, 
stakeholders, partner organizations and federal agencies to collect historic hydrology, weather, 
and climate data, historical hydrologic forecasts, operations data, and plant operations data.  The 
DPW staff outlined their typical operating rules, defined system performance metrics, provided 
information essential to model development, and provided suggestions on how the system could 
be improved.  DPW staff was actively engaged in the development of the model, serving to 
review specific components of the model to ensure that it reflected, to the degree possible, the 
actual operation of the system.  The SRBC provided the technical findings of the current 
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Baltimore withdrawal approval (Docket No. 20010801) and compiled several pumping 
operations scenarios for inclusion in this study.  Three workshops in Baltimore demonstrating to 
the DPW staff the systems model enabled the testing and updating of operating rules.  The 
insights gained from each of the workshops furthered the research team’s understanding of the 
Baltimore system and allowed for a deeper exploration into the tradeoffs between the alternative 
drought operations scenarios.   
 2.2 Drought Planning Framework 
  
            Successful drought planning requires drought indices, triggers, and actions, and this 
research explores the extent that streamflow forecasts can improve decision making.  The 
success of a drought plan is contingent upon its indicators, triggers, and actions; however in 
some cases they may have been defined without adequate methodical or scientific reasoning 
(Steinemann and Cavalcanti 2006).  Indicators describe the state of a system and associated 
triggers initiate various management actions, which are expected to reduce the uncertainty 
associated with drought planning for water resource managers, improve decision making and 
support proactive management. 
A previous study defined, explored, and evaluated different aggregate drought indices 
and operating policies within the Baltimore systems model (Booras et al., unpublished 
manuscript, 2016).  An “aggregate drought index” combines several indicators into one overall 
indicator by choosing the index that triggers the most severe drought level.  This previous work 
recommended that the Days of Supply Remaining (DSR) index be incorporated into the City of 
Baltimore’s Drought Management Plan due to its ability to balance high storage levels with low 
curtailment and pumping frequency.  This research builds on those conclusions, using solely 
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DSR as the drought index and comparing the system performance as a result of using several 
different forecasts, with varying levels of skill, within the DSR framework.  
DSR is a composite indicator that describes the water supply status and is easily 
understood by water managers.  This composite indicator is a variation of the index created by 
(Fisher and Palmer 1997) that includes reservoir storage, forecasted future inflows, and expected 
demand via the equation:  
      
                 ∑            ∑       
 
 
           
 
where x is the length of the forecast window (1 week to 12 weeks).  DSR calculates when the 
future inflows and existing supply will no longer be capable of meeting demands, and translates 
it into a simple measurement—days of supply. Implementing DSR as a drought early warning 
indicator facilitates the overall goals of this project as it enables proactive drought responses and 
therefore increases system performance.  
2.3 Systems Model 
 
The Drought Action Response Tool, or DART, is a water supply systems model created 
specifically for this research.  DART was developed in Stella Professional
®
, a user-friendly 
modeling tool that allows the exploration and testing of policy changes and generate insights on 
system behavior (ISEE Systems).  This model allows for the exploration of different operating 
policies and offers a means for testing the effect forecasts have on Baltimore’s system 
performance.  DART was generated in close collaboration with the Baltimore DPW and is 
continuously updated as more knowledge of the system is gained.  Collaborative modeling (King 
and Thornton 2016; Palmer et al. 2013; Langsdale et al. 2013) is a methodology that integrates 
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diverse stakeholder perspectives, fosters discussion, and creates space for problem identification 
and consensus-based strategies and solutions to current water resource challenges.  Working 
closely with the DPW supported model transparency.  Having the water managers actively 
engaged in model development ensures that the model accurately simulates operations and that 
they can trust the final product. 
Using data vetted by the DPW, DART simulates: 1) reservoir storage, streamflows, and 
operating policies, and 2) evaluates drought plans suggested by both the DPW and the SRBC, 
including auxiliary pumping from the Susquehanna and mandatory and voluntary curtailments as 
drought mitigation measures (Appendix A).  Voluntary curtailments are modeled as a 15% 
reduction in demand and mandatory curtailments are modeled as an additional 10% reduction in 
demand.  The Susquehanna River pumping alternatives assume up to an additional 190 MGD (10 
m
3
/s) of supply during non-low-flow events (see further detail in Section 5.1).  
Within this model specific indicators were chosen to describe the state of system and 
characterize drought conditions.  In an effort to avoid subjectivity, trigger thresholds were 
calculated using the 25%, 12% and 5% values from the empirical cumulative distribution 
function (ECDF) graphs from the model output of each indicator.  This percentile approach is 
quantitatively straightforward, easy to calculate, and was also used in the U.S. drought monitor 
(Fontaine et al., 2014).  The trigger values were calculated on a monthly time step as the 
indicator used exhibits seasonality. An example of the monthly trigger threshold levels for the 
DSR indicator is provided in Figure 2.  The model was run over the entire record (1930-2014) 
without implementing drought mitigation actions using DSR as an index with a perfect forecast 
and the resulting output was converted to an ECDF graph from which the trigger thresholds were 
calculated.  
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Figure 2. Monthly Trigger Threshold Levels for Days of Supply Remaining Indicator 
Figure 3 presents a calculation of days of supply remaining and the drought state for the 
period of 2001 to 2011.  If the DSR value drops below the seasonal 25%, 12% or 5% trigger 
threshold on any day, the system enters a specific drought level and category (Table 2).  
Table 2. Drought Plan Levels/Categories According to Percentile Thresholds   
Trigger Threshold Drought Level Drought Category  
25th Percentile 1 Watch 
12th Percentile 2 Warning 
5th Percentile 3 Emergency  
 
The Baltimore water managers have expressed the desire to operate the system on a bi-weekly 
basis, so they will not initiate or terminate drought mitigation actions until they have considered 
the drought levels of the previous two weeks (at a minimum).  To mimic this time-scale in the 
model a two-week smoothing window was used to determine the final drought level. Developing 
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a systems model with which to evaluate the operating policies and streamflow forecasts allows 
the water manager to see how well the policy predicts actual conditions.  
 
 
Figure 3. DSR Values, Trigger Thresholds, and Resulting Drought Levels (2001 to 2011) 
 
3.0 Streamflow Forecasts 
  
 This section addresses the four different streamflow forecasts methods used within the 
DSR framework to be evaluated in terms of how well they increase system performance. Each 
forecast is assessed at twelve different forecast intervals—from one to twelve weeks.  All four 
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forecasts are originally produced at a daily time step and are then summed over the twelve 
intervals.  For example, a one week forecast given on 02/05/2010 would sum the following seven 
days (02/06/2010 to 02/12/2010).  The four forecasts methods evaluated in this research are: 1) 
NOAA/MARFC Ensemble Streamflow Forecast, 2) Auto Regressive (AR-1) Forecast, 3) Perfect 
Forecast, and 4) Average Baseline Forecast.   
3.1 NOAA/MARFC Ensemble Streamflow Forecasts  
 
Ensemble forecasting was initiated in the early 1990s to quantify the amount of 
uncertainty associated with multiple forecasts and can be used effectively in operational 
environments (Demargne et al. 2014).  Ensemble forecasts are initialized on historic observations 
of precipitation and temperature and are created by assuming that each year of the historic data is 
a potential projection of the future (Guihan and Palmer 2014) .   Although this technology is 
relatively new, a number of case studies using ensemble forecasts have demonstrated the added 
value they provide to the respective system of interest.  These studies have been assembled into a 
list recounting countries that have had successful implementation of ensemble forecasting (Cloke 
and Pappenberger 2008).  
The National Weather Service (NWS) Mid-Atlantic River Forecasting Center (MARFC) 
produced ensemble streamflow forecasts, or hindcasts, using the National Oceanic and 
Atmospheric Administration (NOAA)’s Hydrologic Ensemble Forecast Service (HEFS). 
Hindcasts or reforecasts are forecasts that are retroactively generated and represent forecasts that 
“would have been” generated during past years had we had today’s forecasting systems. The 
HEFS consist of both physically-based hydrologic models (SAC-SMA, SNOW-17) and 
statistical modeling of forecast uncertainty (Brown 2013). HEFS provides ensemble river 
forecasts at a specific time horizon by incorporating the most accurate precipitation and 
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temperature forcings. The HEFS forecast system is being updated and improved so that 
systematic forecast errors are expected to become negligibly in the future (Hamill et al. 2013).  
HEFS forecasts are being generated nationally to support improved, risk-based, decision making 
for a variety of water resources applications.  For example, the New York City Department of 
Environmental Protection (NYCDEP) is developing a support tool to enhance their water supply 
reservoir operations.  This tool uses the HEFS products to relay information about the range and 
likelihood of possible future states of the system.  The probabilistic information allows NYCDEP 
water supply managers to make better decisions and risk assessments than they could have in the 
past using deterministic forecasts (Shedd et al. 2015).  
The HEFS forecasts illustrate, quantitatively, two sources of uncertainty in the hydrologic 
forecasts:  1) “The Forcing Uncertainties”: the uncertainty associated with future temperature, 
precipitation levels, and any other variables used by the hydrologic models, and 2) “The 
Hydrologic Uncertainty”: the uncertainty associated with the model such as initial conditions, 
model parameters, or river regulations.  These uncertainties are modeled and biased corrected 
separately.  The Meteorological Ensemble Forecast Processor (MEFP) corrects for biases in the 
forcing inputs and the Ensemble Postprocessor (EnsPost) bias corrects the hydrologic modeling 
uncertainties.  The final outputs from the HEFS are bias-corrected and downscaled precipitation 
and temperature forecasts coupled with bias-corrected ensemble streamflow forecasts (Demargne 
et al. 2014).  
The ensemble hindcasts in this research are generated from three different forecasting 
models: 1) Global Ensemble Forecast System (GEFS), 2) Climate Forecast System version 2 
(CFSv2), and 3) Ensemble Streamflow Prediction (ESP).  Each of these 90-day hindcasts were 
generated every a 5-days, 4 times per day, at 0, 6, 12, and 18 UTC, for a period of 10 years from 
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2001-2010.  The inputs for these hindcasts are resampled climatology (weather conditions 
averaged over a long period of time) from 1961-1997, meaning each hindcasts is composed of 37 
different ensemble members that were generated using each of these initial conditions (Brown 
2013; Brown 2014; Demargne et al. 2014).  
 The ESP system uses conceptual hydrologic models and historic data to generate an 
ensemble of equally likely streamflow scenarios initialized on the current condition of the basin 
being modeled.  ESP produces long-range probabilistic forecasts that use the 37 years of 
available historic temperature and precipitation levels to force a hydrology model that will 
accurately reflect the system conditions at the start of each forecast trace.  The inputs to the 
model are precipitation, temperature, and potential evaporation for each time step of the 
simulation.  This product was first used in the early 1970’s for water supply forecasting in the 
State of California, generated by the California-Nevada River Forecast Center.  In 1975 the 
Hydrologic Research Laboratory of the NWS began a project to develop the ESP system (Day  
1985; Wood et al. 2006).  
 The second version of the Climate Forecast System (CFSv2) was generated using the 
HEFS procedure and was made operational in March of 2011. The first CFS version (CFSv1) 
was created in August 2005 and was the first quasi-global, fully coupled atmosphere-ocean-land 
model, used in long range forecasting.  CFSv2 defines the initial model states by data 
assimilation, which is considered more consistent.  Its improvements also include:  upgraded 
four level soil model, interactive three layer sea-ice model, and historical prescribed CO2 
concentrations (Saha et al. 2010).   
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 The GEFS/CFSv2 is the newest and most advanced climate forecast product made by the 
NWS RFCs and is used for medium range forecasting.  These forecasts, also generated using the 
HEFS procedure, use the GEFS to generate the forecasts for the first 15 days then use the CFSv2 
forecasts for the remaining 75 days. The median streamflow of the 37 ensemble members is 
assumed to estimate the most probable drought state for the 90-day forecast window provided. 
Using the median ensemble assumes that the ensembles based on each historical year of the 
record is equally as likely to occur (Gobena and Gan 2010). For simplicity, throughout this 
research the GEFS/CFSv2 will be referred to as “GEFS”.  
 There is a significant body of literature comparing the values of using the newer and 
more advanced forecasts using the HEFS model as opposed to the ESP approach (Yuan et al. 
2013).  In this study a set of 27-yr seasonal hindcasts were evaluated over the conterminous 
United States, and concluded that the CFSv2 forecasts have a higher correlation and smaller 
error than ESP for monthly precipitation and after post-processing, and an average of 65% of 
probabilistic streamflow forecasts were more skillful than climatology.  However both 
approaches have limited added skill against climatology beyond a month. It was concluded that 
the CFSv2 model can provide more skillful forecasts than ESP through appropriate downscaling 
procedures, but improvements are necessary and depend on the variables such as season and 
location.  
 Guihan and Palmer (2014) evaluate the accuracy and value of using the HEFS and ESP 
streamflow products for the Salt Lake City Parley’s System in the context of decision making. 
This study found that both of the forecasting products provided beneficial information for the 
Parley’s System, however both products performed similarly and there was no substantial 
16 
 
difference in overall operations improvement between the two.  It also concluded that the 
forecasts had a higher skill than climatology at all forecast spreads. 
The NWS’s MARFC had previously produced hindcasts using these three forecasting 
methods (GEFS, CFSv2, and ESP) for the Lancaster, PA, U.S. Geological Survey (USGS) 
stream gage location. There are no hindcasts currently available for Baltimore; however the 
Lancaster stream gage is located approximately 50 miles (80.5 km) northeast of the Baltimore 
reservoirs, and was therefore chosen due to proximity.  These Lancaster reforecast products were 
scaled using various methods to represent the forecasted inflows to the Baltimore water supply 
system.  
3.1.1  Hypothesis Testing 
 
 To test whether the central tendencies of the three forecasting methods are different, three 
hypothesis tests were performed: 1) Student’s Two Sided T-Test, 2) Mann-Whitney U Test, and 
3) Kruskal-Wallis Test.  These two-sided tests’ null hypotheses (Ho) stipulate that the forecasts 
come from the same population—that they are homogeneous and have the same distribution. The 
tests’ alternative hypothesis (Ha ), which tests against the null hypothesis, predicts that the 
forecasts come from two different distributions. Two sets of tests were conducted, first 
comparing the GEFS to the CFSv2 then comparing the GEFS to the ESP.  
The Student’s T-Test assumes unequal variance, and that the forecasts are independent. 
The test statistic applies the Welsh-df modification and is calculated as:  
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Where  ̅    ̅  and s1
2
, s2
2 
are the means and variances of the two forecasts being compared.  The 
variable n is the sample size, which is 723 for all three forecasts.  As stated previously, the 
forecasts were generated every five days for a period from 02/05/2000 to 12/27/2010, which 
equates to 723 days of forecasts.  
 The Mann-Whitney U Test is a commonly used non-parametric statistical test used in the 
comparison of two independent random samples and is defined as:  
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Before conducting the Mann-Whitney test the forecasts must be sorted in ascending order, then 
U is calculated as the number of times the streamflows in one forecast precede streamflows in 
the other forecast in the ranking.            are the number of days forecasted (723), Ri is the 
sum of the ranks assigned to each forecast being compared (Nachar 2008).  
 The Kruskal-Wallis Test is a nonparametric statistical test that is a more generalized form 
of the Mann-Whitney U test.  A significant Kruskal-Wallis test indicates that at least one sample 
stochastically dominates the other sample.  Like the Man-Whitney test, the data of both samples 
are arranged in ascending order, ranked, and then tested using the following equation:  
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The variables n and R have the same definition as in the Mann-Whitney U Test equation 
(Kruskal and Wallis 1952).  
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 The two null hypotheses for each of the tests are: 1) Ho = The GEFS and the CFSv2 
population distributions are identical and 2) Ho = The GEFS and the ESP population distributions 
are identical.  The results (Tables 3 and 4) indicate that each of the three tests failed to reject the 
null hypothesis, indicating that all of the forecasts have the same distribution.  These results 
suggest that, for the purpose of this research, the GEFS forecasts are representative of all the 
HEFS generated forecasts.  
Table 3. Hypothesis Test Results: Comparison of the GEFS and CFSv2 Forecast 
Table 4. Hypothesis Test Results: Comparison of the GEFS and ESP Forecast 
 
 
 
3.2 Autoregressive-1 (AR-1)  
 
This method, created by Hirsch (1981), is used to generate a stochastic model based on 
the historic record conditioned on recent observed flows.  The original method was designed to 
calculate forecasts on a monthly time step and the “extended Hirsch method” is calculated on a 
daily time step.  The extended method is expected to improve the forecast skill compared to the 
original monthly method, especially during the first few days or weeks of the forecast. 
Streamflows typically exhibit serial correlation, which can be attributed to the month-to-month 
GEFS and CFSv2 
Test p-value α-value Conclusion 
T 0.88 0.05 Fail to Reject Ho 
Mann-Whitney 0.90 0.05 Fail to Reject Ho 
Kruskal-Wallis 0.49 0.05 Fail to Reject Ho 
GEFS and CFSv2 
Test p-value α-value Conclusion 
T 0.25 0.05 Fail to Reject Ho 
Mann-Whitney 0.11 0.05 Fail to Reject Ho 
Kruskal-Wallis 0.49 0.05 Fail to Reject Ho 
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persistence in base flow and/or soil moisture.  This method generates monthly streamflow 
ensembles based on random components derived from historic data and conditions each forecast 
on the previous months observed flows.  While these forecasts are expected to have greater skill 
than average historic inflows, they do not incorporate any climate or meteorological information 
and therefore are likely to lack skill during short-term forecasting spreads.  The median value of 
these forecasts is used because each of the ensembles is assumed to have an equally likely 
chance of occurring in the future (NYCDEP White Paper 2011).  
3.3  “Perfect” Forecast  
A forecast with perfect foresight is used within the model to provide a basis to compare 
the other forecasts.  An example of a perfect week forecast on 01/01/2000 would be aggregating 
the historic inflows from 01/02/2000 to 01/08/2000. By using a perfect forecast it is possible to 
determine operation given perfect foresight—or the best possible operations the system could 
have.  These forecasts were aggregated at twelve forecast outlooks (1 week to 12 weeks), and 
were calculated using the observed 84 year streamflow record.  Since the perfect forecasts are 
used within a pre-defined operations rule, having a perfect forecast can result in a less-than-
perfect outcome. These operating policies are merely a rule of thumb that works well over a wide 
range of conditions, and are not predisposed to predict unusual outcomes.  
3.4  Average Inflows  
 
 This forecasting method uses the combined average values from each month of the 
observed 84 year streamflow record at the Baltimore surface water supply reservoirs as an 
estimate of future inflows.  These forecasts vary month to month but not year to year (Figure 4).  
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Figure 4. Monthly Combined Average Historic Inflows from Baltimore’s Water Supply 
Reservoirs (1930-2014) 
3.5 Parametrically Varied  
 
The NOAA/MARFC forecasts are limited to ten years of the full 84 year record, thus to 
account for the remaining time period, parametrically varied forecasts were generated.  These 
forecasts statistically alter the “Perfect” forecasts to generate a forecast with similar skill to the 
NOAA/MARFC forecasts.  This method, developed by Mishalani and Palmer (1988), 
parametrically varies the forecast period length and the level of forecast uncertainty to observe 
their effect on operational losses.  The equation to determine these forecasts is given by: 
                 where AFj is the actual historic flow (“Perfect” forecast), j is the twelve 
forecast outlooks (1 week through 12 weeks), ϵ is the forecast error generated by a normally 
distributed random number with zero mean and unit variance, and   is the coefficient 
parametrically varied between 0 and .9.  For each combination of   and forecast outlook (j), the 
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model was run over the 10 year period for which the NOAA/MARFC forecasts were generated. 
The minimum storage values (the point at which the reservoir storage reaches its lowest level 
over the run length) were obtained from each of these runs and represent the expected minimum 
storage associated with that level of uncertainty/forecast outlook.  The model was rerun over the 
same run length (10 years), using the standard operating policy and DSR as an index with the 
GEFS forecasts within the equation and the resulting minimum storage was compared to those 
produced using the parametrically varied forecasts.  The results illustrate that the GEFS forecasts 
have a minimum storage similar to a parametrically varied forecast with an uncertainty level of 
40% (Figure 5).  It should be noted that a forecast with zero percent uncertainty results in the 
highest minimum storage because as the forecasts become more uncertain, they also become 
larger (due to the additive nature of the equation).  If the forecasts predict a larger streamflow 
they are consequently calling for less conservative drought measures and resulting in a lower 
level of storage.  These parametrically varied forecasts were incorporated into the model for the 
time the GEFS forecasts do not cover which is from 12/31/1929 to 2/4/2001 and from 
12/29/2010 to 12/31/2014.  
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Figure 5. Minimum Storage of Parametrically Varied Forecasts and GEFS Forecast 
4.0 Forecast Performance  
 
4.1 Verification Metrics  
 
      Forecasts have the potential to be an important tool in water resources management when 
they are accurate, however unskilled forecasts can result in undesirable impacts to operations 
(Alemu et al. 2011).  Water resource managers require predictions of streamflow that are timely 
and accurate in order to allocate resources and meet demands.  If the forecasts predict higher 
flows than actually occur, then improper drought mitigation actions will be called for which 
could result in a drought.  Conversely, if the forecasts predict lower flows than actually occur 
then the water managers may implement unnecessary and costly drought mitigation actions.  
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Accuracy is typically defined as the degree of correspondence between a forecast of 
interest and the observed historic record, whereas skill is defined as the accuracy of these 
forecasts in relation to a reference forecast.  In this study climatological forecasts are used as the 
reference forecast. The forecast products are evaluated at 12 forecasting outlooks (from 1 week 
to 12 weeks) using skill scores and accuracy metrics (Murphy 1988).  
Five verification metrics were used to determine the accuracy of the median ensemble 
value of the GEFS forecasts, and one verification metric was used to compute the skill of the 
ensembles: 1) R-Squared, 2) Mean Square Error, 3) Nash-Sutcliffe Efficiency, 4) Kling-Gupta 
Efficiency, 5) Volumetric Efficiency, 6) Ranked Probability Skill Score.  
 R-Squared, or the coefficient of determination, is a common goodness-of-fit measure 
that measures how well a regression line can approximate the real data points.  An R-Squared 
value of 0 indicates that the model can explain none of the variability of the forecast data around 
its mean. A value of 100 means that the model accounts for all of the variation in the forecasts, 
or the regression line perfectly fits the data points. R-Squared is calculated using the equation:  
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∑     ̅ 
  
Where    are the observed inflows,  ̂  are the modeled inflows, and  ̅ is the mean of the observed 
inflows.  
Mean Square Error (MSE) is a widely used basic measure to determine forecasting 
accuracy and can be expressed using the following equation:  
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where n is the number of forecasts (723 in this study),      and      represent the ith forecast and  
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ith observation with spread s.  A normalized Root Mean Square Error (RMSE) is computed by 
taking the square root of the MSE and normalizing it over the range of observed inflows—
resulting in a value given in percentage (%).  Because the total flow of a twelve week forecast 
will be much higher than that of a one week forecast, the RMSE values are normalized. 
Normalization allows the RMSE values to be compared over multiple forecasting spreads 
(Yappo et al. 1996).  
 Nash-Sutcliffe Efficiency (NSE) is closely related to the Mean Square Error, and is 
computed by dividing the MSE by the variance of the observations and subtracting that ratio 
from one, as shown (Nash and Sutcliffe 1970):  
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An issue associated with the NSE metric, as described by (Gupta et al.  2009) is its use of the 
mean observed streamflow record as baseline, which can result in overestimation of forecast skill 
for highly seasonal variables such as runoff in snowmelt dominated basins.  Since snow pack 
does not contribute a significant volume of water to the Baltimore water supply the NSE metric 
was deemed acceptable.  
 The Kling-Gupta Efficiency (KGE) is another goodness-of-fit measure developed by 
(Gupta et al. 2009) that decomposes the NSE and allows for the analysis of the importance of its 
constituents (correlation, bias, and variability) in the framework of hydrologic modeling.  This 
measure was further revised by (Kling et al. 2012) to ensure that the bias and variability ratios 
are not cross-correlated and is shown as follows:  
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where KGE’ is the modified KGE statistic, r is the correlation coefficient between the forecast 
and the observed record, β is the bias ratio, ʎ is the variability ratio, μ is the mean streamflow, 
CV is the coefficient of variation, σ is the standard deviation of streamflow, and the indices s and 
o represent simulated and observed streamflow values.  
 Volumetric Efficiency (VE) address problems associated with the NSE.  VE was 
developed on the basis that on a standard hydrograph, plotting discharge (Q) versus time, the 
areal deviation between the simulated and observed streamflows represents a volume of water. 
VE is calculated using the following equation: 
      
∑|           |
∑     
  
VE values therefore range from 0 to 1 and represent the fraction of water that is accurately 
forecasted (Criss and Winston 2008).  
  The Ranked Probability Score (RPS) for a forecast is given by:  
     ∑  ∑    ∑     
 
   
 
   
  
     
RPS is a squared-error score with respect to the observation “1” if the forecast event occurs, and 
“0” if the event doesn’t occur.  The squared errors are computed with respect to the cumulative 
probabilities in the forecast and observation vectors to account for sensitivity to distance.  The 
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ensemble forecasts are converted into three categories based on terciles determined from the 
distribution of observed flows.  The fraction of ensemble members falling into each category is 
defined as    and   equals 1 if the event occurs in the jth category and zero if it doesn’t.  The 
Ranked Probability Skill Score (RPSS) measures the cumulative squared error between the 
categorical forecast probabilities and the observed category relative to a reference forecast 
(Epstein 1969).  The most commonly used reference forecast is “climatology” therefore RPSS is 
defined as,  
       
           
              
 
 
 For the 3-category forecast the reference forecast of climatology is assigned 33.3% in the jth 
category.  RPSS values range from negative infinity to 1, 1 indicates perfect forecast, positive 
values indicate that the forecasts are an improvement over climatology, and negative values 
indicates that the forecasts have less skill than climatology.  From the lens of a water manager, 
the RPSS measures the overall performance of the ensemble forecast system, not its performance 
for specific circumstances (i.e. below or above average conditions); therefore the RPSS values of 
seasonal and high/low flow forecasts were also calculated (Gobena and Gan 2010).  
 Before entering the GEFS forecasts into the model and evaluating their influence on 
operation performance they must first be tested by each of these methods.  Calculating these 
measures of accuracy and skill will give the City of Baltimore water managers a general sense of 
how reliable the available forecasts will be in the context of decision making.  
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4.2 Scaling Methods 
 
  As explained previously, the GEFS forecasts were originally produced for the Lancaster, 
PA USGS streamflow gage (01576500).  It is necessary to scale these forecasts to represent the 
estimated total flow to the Baltimore water supply system.  Two potential methods were 
explored:   the Maintenance of Variance Extension, Type 1 (MOVE) equation and Quantile 
Mapping (QM).  The Baltimore inflows and the daily observed Lancaster streamflows have a 
correlation coefficient of .62 indicating that it is appropriate to use a scaling method since there 
is a linear relation between the two stations.  
 The MOVE equation developed by Hirsch (1982) is used to estimate the streamflow at a 
gage station with limited or no historic data.  This extension technique should produce 
streamflows with a statistical distribution similar to what would be expected if the streamflow 
had actually been measured, and will therefore correctly approximate the probability of both 
extreme high and low streamflows.  The MOVE technique assumes a linear relationship between 
the concurrent flows at the short and long-term stations, for the purpose of this study the “short 
term” station is Baltimore and the “long-term” station is Lancaster.  A log transformation is 
commonly performed to linearize the highly skewed streamflow data, resulting in the final 
equation: 
                                            ̂          
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 The quantile mapping method uses the empirical probability distributions for observed 
and simulated flows to remove biases using the following equation: 
                                                           
     
      ( ̂ 
 )  
Let     and     be the cumulative distribution function of the observed and simulated weekly 
volumes for week j.  This method uses a simple one-to-one mapping of the observed and 
simulated streamflow record instead of fitting a mathematical model to the cumulative 
distribution functions (Hashino et al. 2007).  An example of the quantile mapping process is 
shown in Figure 6, this process is shown for the one week GEFS streamflow forecast .  
 
Figure 6. Example of Quantile Mapping as a Scaling Method for GEFS Forecasts 
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5.0 Operating Policies  
 
 5.1 Descriptions 
 
 The goal for this study is to identify a robust operating plan that makes use of the 
NOAA/MARFC forecasts and ensures adequate system performance for Baltimore at a 
reasonable cost.  A set of 24 operating rules exploring the City of Baltimore’s operations and 
withdrawals from the Susquehanna River were designed to evaluate overall system management 
alternatives.  Extending the recommendations of the work previously completed on this project 
(Booras et al., unpublished manuscript, 2016), DSR was used as the drought index within the 
model, voluntary curtailments were called for at a drought level one, and mandatory curtailments 
were called for at a drought level 3.  The Baltimore DPW and the SRBC proposed a set of wide-
ranging operating policies available to the city to be tested within DART.  These policies can be 
classified in seven categories—each of which explores different options for the timing and level 
of pumping form the Susquehanna (Appendix A).  
 The first policy group, entitled “Standard Pumping”, mimics current operations as 
described by the Baltimore water managers.  In this group, pumping is initiated when a drought 
level 2 or higher is called, or when the DSR level drops below the defined warning threshold and  
remains there for at least 30 days and when the drought level is less than 2.  Early and late 
pumping scenarios are also explored (Runs 5-8) where pumping is initiated earlier than the 
standard scenario (drought level 1) or later than the standard (drought level 3).  Four pumping 
levels are explored using this policy, pumping at 50, 80, 137 and 190 MGD (2.6, 4.2, 7.2 and 10 
m
3
/s) to simulate turning on one to four pumps at the Deer Creek Pumping Station.  
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 “Summer Pumping” is defined as only pumping from the Susquehanna during the 
summer months (June through September), and not including the DSR trigger levels.  There are 
three levels of pumping explored in this policy: 80, 137, and 190 MGD (4.2, 7.2 and 10 m
3
/s).  
Only pumping in the summer maintains the Baltimore surface water reservoir quality high during 
a time in which water quality is typically low.  However, this policy does not consider the 
current system storage—allowing for pumping from the Susquehanna in the summer when the 
reservoirs may actually be full and spilling.  This alterative has significant costs to the City of 
Baltimore.  
 The “75% Pumping” policy is modeled as turning on pumping when the total system 
drops below 75% of total storage (~76 billion gallons or 288 hm
3
). This policy does not take into 
consider drought trigger levels; however its attention to reservoir storage is expected to result in 
high storage levels and increased pumping costs.  Since this policy does not make use of 
forecasts it is not expected to identify the onset of upcoming droughts nor is it expected to 
foresee the ending of a current drought.   
 The “Summer Refill” policy is designed to ensure that the reservoirs are full by or 
through certain summer months (May, June, or July).  Each of these five scenarios pump at a rate 
of 137 MGD (7.2 m
3
/s), pumping at a rate any lower than this will not result in full reservoirs 
during the chosen month, and pumping at a rate higher than this will result in unrealistically high 
pumping costs.  
 “Reverse Pumping” is a policy suggested by the SRBC in which the Susquehanna is used 
as the preferred source to meet demands, but during low flows the city returns to the reservoirs 
for supply.  This is not the current operating policy.  The Susquehanna River is of poorer quality 
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than the surface water supply reservoirs therefore this policy could result in high water treatment 
costs.  By not taking into account reservoir storage and pumping during drought levels less than 
2 this alternative pumps unnecessarily and results in immense pumping costs.  Two pumping 
rates were explored within this policy—137 and 190 MGD (7.2 and 10 m3/s).  
 The “Proactive Pumping” policy initiates using the Susquehanna water as a pre-emptive 
action then switches back to the surface water reservoirs for supply during periods of low flow. 
This is modeled as turning on pumping during a drought level two only, and turning pumping off 
when the drought level drops below or goes above two.  This policy maintains the reservoir 
storages high proactively, but avoids pumping unnecessarily during periods of high flows.  
 The “Maximum Permit” policy was suggested by the SRBC and is used strictly as an 
exercise.  This policy, which pumps all the time with no consideration for the trigger low flow 
restrictions,  is not expected to ever be implemented by the Baltimore Water Managers and is 
expected to have the highest costs associated with it.  
5.2 Operating Policy Evaluation Metrics  
 
 These operating policies are evaluated to find a robust operating rule that balances three 
key metrics: 1) Pumping Cost, 2) Economic Loss, and 3) Drought Declaration Error. These three 
metrics were defined by the DPW as the most important measures of system performance. These 
metrics are used to compare both the 24 scenarios and the 4 different forecasts.  
5.2.1 Pumping Costs  
 
 As explained in Section 2, the City of Baltimore is permitted to pump up to 250 MGD 
(13.1 m
3
/s) from the Susquehanna River at the Deer Creek Pumping Station. However, the 
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maximum amount of water that can be withdrawn from the Susquehanna with the three pumps is 
137 MGD (7.2 m
3
/s).  A fourth pump is still in testing phase and once it is online, the maximum 
capacity will be 190 MGD (10 m
3
/s).   Pumping costs are a function of flow rate and the vertical 
elevation the water is raised (head) (Table 5).  TDH denotes “Total Dynamic Head” which is the 
vertical distance that the water is to be pumped, taking into account friction losses in the pipe.  
The cost of pumping per MG assumes an energy price of $0.08/KwH and was interpolated for 
the pumping rates used in each scenario.  The model identifies the total number of days that 
pumping occurs then multiplies that by the rate at which water is being pumped from the 
Susquehanna, an example calculation is shown below for a scenario that turned on pumping for 
20 days out of the year at a constant rate of 137 MGD:  
20 Days/Year*137 MGD*$66.4/MG = $181,936/Year  
In addition to the pumping costs, the SRBC requires project sponsors (or consumers of the 
Susquehanna River water) to provide mitigation for consumptive use (CU) during trigger low 
flow events.  An exception to this rule is the diversion of water from the Susquehanna for the 
purpose of public water.  These diversions are considered entirely consumptive and therefore the 
current CU rate is $.33 for every 1000 gallons of water pumped from the Susquehanna 
(Susquehanna River Basin Commission 2008). The CU fee is therefore added to the total 
pumping costs calculations.  
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Table 5: Estimated Pumping Costs as a Function of Flow Rate and Head 
 Pumping Cost Data 
Pumping Rate 
[MGD] 
Pumping Rate 
[m
3
/s] 
TDH 
[ft] 
Kw/MGD Eff@ 75% $/MG @$0.08/KwH 
50 2.6 170 29.6 57 
100 5.3 175 30.5 59 
150 7.9 205 35.7 69 
200 10.5 265 46.2 89 
250 13.1 340 59.3 114 
5.2.2 Economic Loss 
 
 Evaluating the economic impact of droughts on a city provides a logical, consistent, and 
easily understood principle to help explore the complexity of various operating policies that aim 
to increase water supply, decrease demand and effectively allocate resources. For the purpose of 
this study, two categories of losses are considered:  loss to the consumer, and loss to the city 
(shown in Figure 7).  Economic losses are associated with calling for curtailments, the more 
mandatory and voluntary curtailments are implemented, the greater the economic loss is to both 
the City of Baltimore and to the city’s customers.  Loss to the customers (or the consumers of 
water) is typically noted as loss of consumer surplus and is calculated as the total value of 
foregone water use during a period of time when the delivered demand is less than the maximum 
demand, i.e. when curtailments are enacted (shown in light purple in Figure 7) (Jenkins et al. 
2003). The maximum water demand is defined as the amount of water users would consume if it 
was priced at its current level and had unlimited availability, or the monthly total non-curtailed 
demand.  The loss to the City (shown in dark purple in Figure 7) is defined as the amount of 
water not delivered to the consumer (curtailed demand subtracted from the maximum water 
demand) multiplied by the current price of water.  
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Figure 7.  Estimated Economic Losses from Curtailed Demands to the City of Baltimore 
and to the City of Baltimore’s Residential Water Consumers  
 
The modeled demand is the total demand from the Baltimore water supply system 
therefore it includes residential, commercial and government water demands.  Currently 
residential water demands comprise 46% of the total city water demands and the non-residential 
water demands are assumed to be price-insensitive (City of Baltimore Department of Public 
Works 2002). Total residential, commercial, and government economic losses were found by 
integrating the monthly maximum demand curve leftward to the actual delivery (curtailed 
demands).  This was performed for demands for a 25% water shortage since mandatory 
curtailments are modeled as an additional 15% reduction in demands on top of the 10% 
reduction from calling for voluntary curtailments.  The loss function is defined as: 
                                             [
   (    )
  (
 
  
)
]       
  (
 
  
)
    
  (
 
  
)
   
35 
 
This is the economic loss of end users from delivering     million gallons of water (curtailed 
demand) to Baltimore in month i in year Y.      is the price elasticity of demand in month i, and 
     is the demand constant for month i in year Y.    is found using the following equation with 
an observed price (Pobs) and an observed level of water use (Qobs) for each month and year :  
                                                                           ]  
Price elasticity is the percent change in quantity demanded for a percent change in price; 
it measures the responsiveness of demand to changes in water pricing.  Goods are more elastic if 
there are close substitutes to influence the degree to which the quantity demanded changes in 
response to a change in price.  For instance, a perfectly inelastic demand means that regardless of 
price, the quantity demanded for a good or service will remain the same.  Goods for which 
consumers are dependent on, such as water, gasoline, lifesaving medicines, etc. are examples of 
relatively inelastic goods.  Water is typically considered relatively price inelastic since there are 
few substitutes for residential water and the typical percentage of a consumer’s annual income 
spent on water is very small.  Another factor influencing price elasticity is household income. 
Yoo et al. (2014) found that lower income households are more responsive to changes in water 
price than higher income households because they consume less water.  The median household 
income for the City of Baltimore and the surrounding counties that the DPW supplies water to is 
extremely varied.  Howard County is the wealthiest county in the state and had a household 
median income of $110,892 in 2015 whereas the City of Baltimore earned a median of $44,165 
and had 22.9% of people living below the poverty line.  This discrepancy makes judging the 
effect annual household income would have on price elasticity difficult (Gantz 2016).  A meta 
study conducted by Espey et al.(1997) concluded that rainfall and pricing structure are important 
factors to include when estimating price elasticity, and that population density, household size, 
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and temperature do  not significantly affect the estimate of price elasticity across different 
studies.  As of August 2016 Baltimore used a declining block rate structure which gives a lower 
rate per unit of water for using very large volumes of water, this essentially gives consumers 
incentive to increase their water use—furthering Baltimore water’s price inelasticity. National 
data suggests water price elasticity’s vary from -.1 to -.2 in the winter months and from -.2 to -.5 
in the summer months, showing that in the summer consumers are more sensitive to price 
changes than in the winter (Jenkins et al. 2013).  This is because in the summer months there is 
more room for water conservation than in the winter months—consumers can decrease water 
consumptive summer activities such as lawn watering, car washing, filling their swimming 
pools, etc. With all of these factors in mind, the monthly price elasticity’s used for the purpose of 
this study are shown in Table 6.  
Table 6: Monthly Price Elasticity of Demand for the City of Baltimore’s Water Supply 
Month η 
1 -0.1 
2 -0.1 
3 -0.1 
4 -0.2 
5 -0.3 
6 -0.3 
7 -0.3 
8 -0.3 
9 -0.3 
10 -0.2 
11 -0.1 
12 -0.1 
 
 On August 31, 2016 the Baltimore DPW was approved for a three-year plan of water and 
sewer rate adjustments, along with a new rate structure that will replace the original and outdated 
declining block rate structure.  The water rates were to increase 9.9% on October 11, 2016 and 
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continue to increase 9.9% every July for the next two years, resulting in an overall adjustment of 
9.4% each year.  These adjustments are being implemented to ensure that the utilities remain 
self-sustaining and to support the replacement of aging infrastructure.  The new rate structure 
applies the same per-unit rate to all users, and a typical account will spend approximately 
$10.98/100 ft
3
, this also includes fixed costs such as account management, infrastructure, and 
water and sewer service fees.  The price of just the water for the economic loss calculations 
(      is approximated by the Circle of Blue’s 2015 Water Pricing Survey was approximately 
$3.94/100 ft
3 
and with the 9.9% October 2016 increase, is about $4.33/100 ft
3  
(Circle of Blue 
2015).   
 Both the price elasticity (η) and the water pricing (      values used to calculate 
economic losses were estimated from previous studies. Since these values were not given to us 
directly from the Baltimore DPW it is likely that the Economic Loss values shown in this 
research contain a certain level of uncertainty.  
5.2.3 Model Error Frequency 
 
To judge how well the indicators and drought operating policies are performing it is 
necessary to calculate how often the operating policy is missing a drought or calling for a 
drought that didn’t occur.  When the drought index used in DART does not indicate there is a 
drought (drought level 0) but historically drought conditions did exist, this is a “False Negative.” 
A “False Positive” is defined as when DART indicates there are drought conditions (drought 
level >0) but historically, there was no drought on that day.  The “historic drought levels” are the 
output from a model run using DSR with a perfect forecast and no drought mitigation actions 
turned on.  A false negative is quantitatively defined as when the scenario being run through 
DART has a drought level equal to 0 and the historic record has a drought level greater than 0.  
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A false positive is quantitatively defined as when the scenario being run through DART has a 
drought level greater than 0 and the historic record has a drought level equal to 0. Frequencies 
are calculated as the amount of days out of the entire record that indicate a false negative or false 
positive.  These error frequencies are evaluated in two ways: 1) Drought Progressing and 
Receding and 2) F-Score.   
Drought indicators and operating policies need to provide decision makers with scientific 
justification for invoking or revoking an operational decision, for instance supplementary 
pumping or initiating curtailments.  The real importance of accurate modeling comes during 
times when the city is entering and leaving a drought. In a drought progressing state it is 
important that the model detects upcoming drought conditions but also can provide assurance 
that the drought conditions are in fact progressing before implementing mitigation actions. In a 
drought receding state indicators and operating policies need to be conservative while also 
avoiding prolonged restrictions, or false negatives. To compare how well each of the forecasts 
and operating policies are performing in regards to drought progressing and receding, the 2002 
drought was examined, which is discussed further in section 6.2.   
A composite metric called F-Score simplifies the complexity of false negatives and 
positives by combining them into a single number using the equation:    
 
        
                           
                                                                            
 
An F-Score of 1 implies no model error (Sokolova et al. 2006).  
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6.0 Results 
6.1     Forecast Verification Analysis 
 
As described in Section 4, five verification metrics were used to determine the accuracy 
of the median ensemble value and one verification metric was used to compute the skill of the 
ensembles:  1) R-Squared, 2) Mean Square Error, 3) Nash-Sutcliffe Efficiency, 4) Kling-Gupta 
Efficiency, 5) Volumetric Efficiency, and 6) Ranked Probability Skill Score.   The forecasts were 
scaled using two different scaling methods (MOVE and Quantile Mapping).  This section 
analyzes the forecast’s predictive power at the twelve different spreads and using each scaling 
method. 
 It is important to recognize the time period for which forecast skill is the most valuable 
to water supply managers.  For water supplies, particularly those with multiple sources, accurate 
short-term forecasts are useful (typically in the late spring) when reservoirs have been full and 
spilling and are transitioning to be less than full and no longer spilling.  In these circumstances, 
the manager wants to capture as much water as possible without “wasting” (spilling) any 
potential water that can be stored.  During periods of low flows, when reservoirs are significantly 
drawn down, longer-term forecasts are particularly valuable as they allow managers to consider 
the need for changes in operation and perhaps the implementation of drought actions, such as 
changing sources of water or initiating restrictions.  At other times of the year, short-term 
forecast of high flows may be valuable to prevent flood damages.   
In this analysis, forecasts are characterized as periods of “high flows” and “low flows.”  
These categories are defined as forecasts that are predicting the bottom and top 50
th
 percentile of 
the cumulative distribution of Baltimore historic inflows.  It is important to be able to properly 
forecast streamflows during seasons when inflows are typically low (i.e. summer) and to be able 
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to foresee rising streamflows during months when the reservoirs typically refill (i.e. spring).  To 
determine if the forecasts have significant skill during these seasons the forecasts are 
disaggregated into the four seasons and compared using the 6 verification metrics.  
6.1.1 Unscaled Forecast Analysis: All Flows 
 
     Figure 8 shows the values of the six verification metrics over the twelve forecasting spreads, 
comparing the unscaled GEFS forecast and the Baltimore Inflows.  
 
Figure 8. Goodness-of-Fit Measures for GEFS Forecast  
In general, as the forecast period increases from one week to twelve weeks, the six forecast 
metrics indicates a decrease in their quality.  This decline is expected, as our ability to forecast 
flows one week in the future is significantly greater than twelve weeks in the future. These 
metrics measure the predictive power of the median ensemble member, and therefore do not 
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consider all of the useful information within the GEFS ensemble forecasts.  The skill of the 
forecasts (measured by RPSS) does take into account every ensemble member and resulted in the 
same trend—as spread increases the RPSS values decrease.  RPSS compares the GEFS forecasts 
to climatology, indicating that the forecast quality is largely driven by the starting state of the 
hydrology model and that the forecasts out preform climatology at every spread. Knowing that 
the GEFS forecasts are always out preforming average weather conditions could be particularly 
useful in the context of decision making.  
6.1.2 Scaled Forecast Analysis: All Flows 
 
The GEFS forecasts were initially created for the Lancaster, PA USGS gage, and 
subsequently translated (through scaling) to Baltimore watershed using The Maintenance of 
Variance Extension, Type 1 (MOVE) equation and Quantile Mapping (QM) method. The 
resulting verification metrics (Figure 8) compare the forecasts over all forecast periods using the 
different scaling methods to the historic Baltimore Inflows (Figure 9).  Both the MOVE and QM 
scaling method increased the forecast accuracy at every forecast period; however the QM 
method improved every measure of forecast accuracy greater than the MOVE method did.  Both 
the QM and MOVE scaling method increased the RPSS values out six weeks; however after six 
weeks the MOVE method began to decrease the forecast skill.  Due to these results, the Quantile 
Mapping method was used to scale the forecasts for the DART model. 
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Figure 9. Goodness-of-Fit Measures for GEFS Forecast:  
Unscaled and Scaled using the MOVE and QM Methods 
 
6.1.3 Forecast Analysis: Comparison of GEFS and AR-1 Forecasts 
 
 The forecasts generated using the AR-1 Method were evaluated using the same accuracy 
measures as the GEFS forecasts were.  Since this method does not generate ensembles of 
inflows, the RPSS values could not be calculated.  Figure 10 compares the accuracy of the GEFS 
forecasts (scaled using the QM method) to the accuracy of the AR-1 forecasts.  
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Figure 10. Goodness-of-Fit Measures: 
 GEFS (Scaled using QM method) vs. AR-1 Forecasts  
 
For all metrics, the GEFS forecasts outperform the AR-1 forecasts for the first 3-4 weeks, and 
then the AR-1 forecasts consistently outperform the GEFS forecast.  The success of the GEFS 
forecast at smaller spreads was expected because the GEFS forecasts make use of a sophisticated 
hydrology model rather than simple statistics.  It is important to note that the GEFS is a new and 
evolving technology and will likely improve with time, as its calibration and bias-correction 
methods improve. Using the forecasts with the highest accuracy at each outlook would likely 
increase operational performance the greatest. Using this forecast evaluation technique allows 
the Baltimore water managers to determine when the GEFS forecasts would be most useful as 
opposed to using the AR-1 forecasts. With this specific GEFS forecasting technology the water 
managers would benefit most from using the QM scaled GEFS forecasts at outlooks no greater 
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than four weeks, then switching to the AR-1 forecasts. Of course, the skill of the GEFS forecasts 
is likely to change in the future and therefore the water managers should be consistently updating 
which forecasts they are relying on during each outlook.  
6.1.4 Forecast Analysis: High vs. Low and Seasonal 
 
The RPSS values were used to evaluate the power of the QM scaled forecast at predicting 
seasonal and high vs. low inflows.  This metric considers all of the ensemble members and had a 
consistent trend of declining as the forecast period increased.  Because the forecasts tend to 
under-predict (Table 7), it was anticipated that the low flow RPSS values would be greater than 
the high flow values.  The RPSS values for high and low flows are compared to the values for all 
flows in Figure 11. 
Table 7.  Frequency that GEFS forecast under/over predict by 10% or greater 
                     Baltimore vs. GEFS Scaled 
Spread (Weeks) Under Prediction % Over Prediction % 
1 0.53 0.34 
2 0.58 0.29 
3 0.59 0.27 
4 0.60 0.26 
5 0.62 0.23 
6 0.61 0.24 
7 0.63 0.23 
8 0.64 0.22 
9 0.65 0.22 
10 0.66 0.21 
11 0.67 0.20 
12 0.67 0.21 
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Figure 11.  RPSS Values of GEFS QM Scaled Forecasts: High and Low Flows  
 
Figure 11 shows that the forecasts are much better at predicting low flows than high flows. This 
is especially important in drought planning since it is crucial for the decision maker to have 
forecasts that are accurately predicting droughts. The high flow RPSS values become negative 
after one week, indicating that they have no greater skill than climatology and decision makers 
should not rely too heavily on forecasts with spreads greater than one week. The RPSS values for 
low flows remain positive and therefore have higher skill than climatology for all forecasting 
spreads.  
The RPSS values in Figure 12 explain how well the scaled forecasts predict streamflows 
during each of the four seasons.  
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Figure 12. RPSS Values of GEFS QM Scaled Forecasts: Seasonal Flows  
 
Figure 12 shows that the predictive power of the forecasts is greatest during the summer and is 
similar for each of the other seasons. The forecasts perform well during the summer.  This can 
help water managers better manage during the low flow months.  The skill of the forecasts 
during the spring, when the reservoirs are expected to be replenished, is not very strong and it is 
recommended that the water managers do not rely on these spring time forecasts in an effort to 
avoid uniformed decision making.  
6.2  Forecast Performance Analysis 
 
 The true value of forecasts can only be evaluated relative to their ability to improve 
operational performance.  To determine how each of the forecasts performs during a drought, 
two significant droughts were analyzed: 1) The 2002 Drought, and 2) The 1960s Drought.  For 
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each drought, the model was run four times with DSR as the index and each of the four forecasts 
within the DSR calculation, using the “Standard Level 2” pumping scenario and mitigation 
actions.  The total losses (economic losses and pumping costs) as a percent of total revenue lost 
and storage levels were compared for each of the forecasts during the 2002 drought (Figure 13). 
The percent of total revenue lost is calculated by dividing the yearly total losses by an estimate 
of the yearly total revenue the city collects from delivering 250 MGD (13.1 m
3
/s) of water at 
$4.33/100 cubic feet. 
 
Figure 13A. Forecast Performance during the 2002 Drought: Minimum Storage (%) 
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Figure 13B. Forecast Performance during the 2002 Drought: Economic Losses 
 
 
Figure 13C. Forecast Performance during the 2002 Drought: Total System Volume (MG) 
 
Table 8.Total Losses: 2002 Drought 
Forecast  Total Economic Losses  
Perfect $      61,300,000 
GEFS $      63,000,000 
Average $      61,200,000 
AR-1 $      61,900,000 
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Using the DSR indicator with a perfect forecast results in slightly lower economic losses, during 
the 2002 drought, than using the DSR indicator with the GEFS or AR-1 forecast (Table 8). Using 
an index with a perfect foresight of the upcoming drought will calculate lower DSR values and 
drought levels which will result in a higher frequency of curtailments and pumping and therefore 
higher storage levels. The AR-1 and average forecasts performed similarly, which is likely 
because the AR-1 forecasts tend to over predict (Table 9) and the average forecasts will never 
predict low flows. Using DSR with the GEFS forecasts results in higher storage and costs than 
using both the AR-1 and average forecasts. This illustrates that the GEFS forecasts are 
anticipating the drought sooner and taking more proactive actions than if the AR-1 or average 
forecast was used. It is important to recognize that there is a delicate interplay between the 
forecasts and the operating rules. Having skillful forecasts and a bad operating rule can result in 
preventable losses; likewise, having a good operating rule using unskilled forecasts can still 
result in high storage levels and small losses. This research acknowledges this distinction and is 
looking for a balance between both an informed operating policy and forecast.  
Table 9.  Frequency that AR-1 forecast over/under predict by 10% or greater 
               Baltimore Historic Inflows vs. AR-1 Forecasts 
Spread (Weeks) Under Prediction % Over Prediction % 
1 .23 .68 
2 .21 .67 
3 .20 .65 
4 .19 .65 
5 .21 .66 
6 .21 .66 
7 .21 .65 
8 .20 .64 
9 .19 .64 
10 .18 .64 
11 .16 .65 
12 .20 .58 
 
50 
 
 The 1960s drought was evaluated on the same terms as the 2002 drought; however the 
performance metrics of each of the forecasts within the DSR calculations resulted in different 
trends (Figure 14).  
 
Figure 14A. Forecast Performance during the 1960s Drought: Minimum Storage (%) 
 
Figure 14B. Forecast Performance during the 1960s Drought: Economic Losses 
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Figure 14C. Forecast Performance during the 1960s Drought: Total System Volume (MG) 
The GEFS forecasts results in the highest losses and storage out of the four forecasts. These 
results could be attributed to the GEFS forecasts under-predicting tendencies, which would result 
in drought mitigation actions that are too conservative. The average forecasts cannot foresee any 
droughts and therefore will always result in the smallest mitigation and pumping frequency, and 
therefore the lowest storage levels. The AR-1 forecast behavior was the same as during the 2002 
drought—under predicting inflows and therefore resulting in low curtailment frequencies and 
storage levels.  
To further evaluate the forecasts in terms of system performance, the financial benefit to 
the city of using an informed forecast as opposed to a simpler statistical forecast was calculated. 
Figure 15 shows the losses associated with keeping storages above certain thresholds using DSR 
as an index with an informed forecast and subtracting those values from the losses associated 
with keeping storages above the same thresholds but using an average forecast. An average 
forecast was chosen for this calculation as representative of both the average and the AR-1 
forecast due to the similar behavior exhibited during the 2002 and 1960s drought analysis.  
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Figure 15. Dollars Saved by Using Informed Forecasts (GEFS, Scaled Using the QM 
Method, and Perfect Forecasts) and the “Standard Level 2” Operating Policy 
These figures also show how much money the city could potentially save if a perfect forecast 
were available or if forecasting technologies continue to improve.   
 The F-Score is a rating score giving the model error frequency a value from 0 to 1, with 1 
indicating that the model never misses a drought or has a drought-false alarm. This easily 
understood score is used as a final method to evaluate the four forecasts in terms of operational 
performance. Four DART simulations were run using each of the four forecasts within the DSR 
calculation, over the full 84 year record, using the “Standard Level 2” pumping and restrictions 
policy.   
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Figure 16. F-Score Forecast Analysis: Using the “Standard Level 2” Operating Policy  
This figure shows that the GEFS and AR-1 forecasts are identical in terms of model error for 
standard scenarios. As expected, the perfect forecast performs the best and the average forecast 
has the highest frequency of drought declaration error.  
6.3 Evaluation of Operating Policy Alternatives  
 
Evaluating the 24 different operating policy alternatives is a multi-objective problem; 
there is no “winning” scenario that has the smallest error frequency and costs, and the highest 
minimum storage. Maintaining high storage levels is of value to the Baltimore water managers 
however this benefit is difficult to quantify, therefore we have to make a difficult trade-off 
between lost revenue and minimum storage.  To start, all 24 scenarios were run through the 
model using the scaled GEFS forecast and compared (Figures 17 and 18).  
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Figure 17. Operating Policy Comparison of Three Key Metrics   
This plot compares the percent of total revenue lost, minimum storage, and the F-Score 
associated with each operating policy. From the perspective of the water managers, Scenarios 1, 
20, 21, and 24 have an unacceptably low F-Score (the modeled scenario misses droughts more 
than it catches them). This is because Scenario 1 implements no drought mitigation actions and 
therefore always has a drought level of 0, and Scenarios 20, 21, and 24 all pump during drought 
levels 0 and 1.  Pumping too early causes subsequent DSR values to be too high, resulting in 
premature termination of drought conditions and higher error frequencies. These policies also 
have pumping costs that would likely be considered, by the Baltimore water managers, far too 
high to be a viable option. Three scenarios are shown to dominate one metric in Figure 15: 
Scenario 6 dominates all the others in costs (spends the smallest percentage of the city’s total 
revenue) and Scenarios 13 and 14 dominate in minimum storage.  Scenario 6 has a lower F-
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Score than Scenarios 13 and 14, likely due to the early pumping causing the system to rebound 
more quickly resulting in lower drought levels than the historic drought record.  
 Figure 18 presents two metrics of performance, minimum storage and Percent Revenue 
lost.  Figure 18 B illustrates the three types of loss: 1) Pumping Costs, 2) Lost Revenue, and 3) 
Loss to the Consumer.  
 
Figure 18A. Operating Policy Comparison: Minimum Storage 
 
 
Figure 18B. Operating Policy Comparison: Losses   
Framing the costs in this manner allows for the Baltimore water managers to decide what is most 
important to them—keeping storages high, pumping costs low, or economic losses low.  For 
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instance, if the water managers are most concerned with keeping overall costs low, but less 
concerned with maximizing storage levels they could choose Scenario 6. In contrast, if the water 
managers are only concerned with storage levels and consumer loss they would choose Scenario 
20.  
6.4 Evaluation of Operating Policy Alternatives: Drought Progressing/Receding  
 
The frequency of false positives and negatives were calculated for each operating policy 
going into (progressing) and out of (receding) the 2002 drought using the scaled GEFS forecast 
within the DSR index. In drought planning the most important metrics are false negative 
frequency for drought progressing conditions, and false positive frequency for drought receding 
conditions— avoiding missing a drought and prolonged restrictions. The low false negative rates 
of drought progressing conditions shown in Figure 19 verifies that when droughts are simulated 
in the model using DSR as an index with the GEFS forecasts provides an accurate prediction of 
upcoming drought levels. Figure 19 also shows that the model is less skilled at predicting 
drought receding conditions, indicating that the water managers should rely less on the GEFS 
forecasts to predict coming out of a drought.  These results are intuitive as going into a drought is 
a slow process (giving the forecasts more time to accurately predict drought levels) and coming 
out of a drought can happen very quickly (the forecasts are unlikely to predict a sudden rain 
event or hurricane).  
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Figure 19. 2002 Drought False Negative Frequencies during Drought Progressing and 
Receding Conditions  
The false negative frequencies for almost every operating policy are low during a drought 
progressing situation. Overall, the index and forecast are not as capable of predicting declining 
drought levels during a drought receding condition. These results are likely because the forecasts 
used within the DSR calculation tend to under predict, resulting in heightened drought levels. It 
is important to know that scenario 1 is the “No Action” approach, which outputs solely drought 
level 0 and will always result in a very high false negative rate.  
All of the 24 operating policy scenarios had a 0% false positive frequency for both 
drought progressing and receding conditions, meaning that the model runs always had lower 
drought levels than the historic record. The historic drought record used as a basis for 
comparison for these runs was the output from running the model over the 2002 drought record 
using DSR as an index with a perfect forecast and no drought mitigation actions. False positives 
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in the context of these model runs can be ambiguous because not utilizing any drought mitigation 
actions will always result in lower DSR values and therefore higher drought levels.  
The F-Score is a robust way of merging all of the error frequencies into one, easily 
understood number, enabling the comparison and evaluation of the 24 scenarios (Figure 19).
 
Figure 20. 2002 Drought F-Scores during Drought Progressing and Receding Conditions 
An F-Score of 1 implies no error therefore these results are consistent with the false negative 
frequencies in Figure 19—overall the operating scenarios perform better going into a drought 
than coming out of one. Scenarios 1, 20, 21, and 24 continue to perform poorly due to their 
policies inefficient use of pumping. Scenarios 12, 13 and 14, which are the 75% storage policies, 
have very low F-Scores in drought receding conditions. The 75% storage policy uses only 
reservoir levels (and no forecasting) to trigger pumping which could cause the model to be slow 
to recognize drought improving conditions. The remaining operating policies (standard, summer, 
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summer refill, and proactive pumping) have very similar F-Scores and are thus all practical 
operating policies in regards to drought declaration error.  
7.0 Conclusions 
 
 This research investigates the value of ensemble streamflow forecasts generated from 
NOAA’s MARFC in comparison to simpler statistical forecasting methods in the context of 
system performance, using the operations of the Baltimore water supply system as a case study. 
The GEFS forecasts were successfully scaled from the Lancaster, PA gage to the Baltimore 
system using the Quantile Mapping technique. The skill and accuracy of the streamflow 
forecasts, outside of the decision making context, were calculated using metrics such as RPSS 
and Nash-Sutcliffe Efficiency. The skill of the scaled GEFS forecasts decreases as the length of 
the forecast increases, however they exhibit higher skill than climatology at all aggregations (1 to 
12 weeks). The GEFS forecasts have higher skill and accuracy than the forecasts generated using 
the AR-1 method at lengths less than 4 weeks.  
 The GEFS forecasts increase system performance when incorporated into the systems 
model, DART. A single operating policy was run through DART using each of the four forecasts 
in the DSR index calculation.  The metrics compared in these runs were: 1) Minimum Storage, 2) 
Economic Losses, and 3) Drought Declaration Error. To a lesser extent than the perfect forecasts, 
the scaled GEFS forecasts result in higher costs and higher minimum storage levels overall than 
the perfect and average forecasts. The Perfect forecasts maintain a higher minimum storage than 
the GEFS forecasts while having less economic losses; this shows the potential value of forecasts 
as forecasting skill improves with technology. The higher costs are likely a result of the under-
predictive tendencies of the GEFS forecasts, resulting in a higher frequency of curtailments and 
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pumping days. The forecasts produced using the AR-1 method mimics the average forecasts in 
terms of operational performance, as both of the forecasts result in almost identical minimum 
storage and economic losses. The GEFS forecasts foresee extreme droughts and can 
preemptively trigger drought mitigation actions to maintain higher storage levels than the 
average or AR-1 forecasts.  
Although the predictive power of these GEFS forecasts is important, it is really the 
quality of the operating policies and how the forecasts are used that is crucial in decision making. 
If an operating policy has informative indicators and carefully tuned triggers, the water managers 
will have the ability to make proactive and not reactive drought mitigation decisions. This study 
concludes that the use of DSR as an index with carefully calculated and tuned triggers, along 
with the added information from the GEFS forecasts will allow the water managers to make 
thoughtful and knowledgeable drought mitigation decisions.  
 The SRBC and the Baltimore DPW expressed interest in exploration into the timing and 
rate of pumping from the Susquehanna. A suite of pumping scenarios was explored in this 
research and four were selected as viable options for the Baltimore DPW to consider 
implementing. Twenty four different pumping scenarios were tested and evaluated based on the 
same three metrics that the forecasts were (storage levels, economic losses, and drought 
declaration error). Four scenarios proved to balance the three metrics the best. These scenarios 
either used incremental pumping (starting with a low pumping rate during a drought level one 
and increasing as the drought level increases), or pumped at various rates when the total reservoir 
storage level dropped below 75% of capacity. Deciding between these four scenarios 
demonstrates the importance in evaluating trade-offs between costs and storage levels. The water 
managers can pick and choose which pumping scenario they think is most appropriate by 
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weighting what metric is the most important to them, how much money they’re willing to spend, 
and how low they’re willing to let their reservoirs drop.  
7.1 Recommendations and Future Work  
 
 The forecast skill results indicate that the scaled forecasts have the highest predictive 
power during times of low flow and during the summer months. When the forecasts are used 
within the DSR index framework they show to preform best during drought progressing (the 
onset of a drought) conditions by having a low frequency of drought declaration error. These 
results indicate that drought management should not rely on the GEFS forecasts during periods 
of high flows, or to accurately predict the onset of drought receding conditions. In terms of skill, 
the water managers are likely to benefit the greatest from using the forecast with the most skill at 
all outlooks. The results showed that today the water managers should use the scaled GEFS 
forecasts at outlooks no greater than four weeks, and then switch to the AR-1 forecasts at 
outlooks greater than four weeks. Of course, the skill of each of the forecasts is likely to change 
in the future and therefore the water managers should continuously update which forecasts they 
are using for each outlook. In terms of operational decisions, this study shows that the Baltimore 
water managers will benefit from using the scaled GEFS forecasts at all outlooks, coupled with 
one of the operating policy discussed above.  
 These findings can provide the DPW with a certain level of trusts in the forecasts, and the 
ability to know during what conditions and forecast outlooks they are the most skillful. The 
water managers can use this information to decide when the forecasts will provide them with the 
most assistance, or when they should be more reliant on indicators such as reservoir levels or 
projected demand instead. Future work will include the testing and scaling of the indicators, 
triggers, and drought mitigation actions deemed successful in this case study for incorporation 
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into the larger basin-wide project for the Susquehanna River. The model and drought plans 
created in this research can easily be updated as streamflow forecasting technology improves. 
This work will be able to provide the Baltimore DPW with information to aid in efficient and 
proactive drought management decisions now and in the future.   
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Appendix A: Operating Policy Scenarios 
Table 10. Detailed Description of Operating Policies  
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Appendix B: Operating Policy Comparison Using All Forecasts within the DSR Indicator 
 
Figure 21A. Operating Policy Comparison Using the GEFS Forecast within the DSR 
Indicator Calculation 
 
Figure 21B. Operating Policy Comparison Using the AR-1 Forecast within the DSR 
Indicator Calculation 
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 Figure 21C. Operating Policy Comparison Using an Average Forecast within the DSR 
Indicator Calculation 
 
 
Figure 21D. Operating Policy Comparison Using a Perfect Forecast within the DSR 
Indicator Calculation
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Table 11A. Operating Policy Comparison Using the GEFS Forecast within the DSR Indicator Calculation 
Run 
Number 
Watch 
Freq. 
Warning 
Freq. 
Emergency 
Freq. 
Min 
Storage 
Pumping 
Freq. 
Mandatory 
Curtailment 
Freq. 
 Pumping 
Costs ($)  
 Lost 
Revenue 
($)  
 Consumer 
Loss ($)  
False 
Negative 
Freq. 
F-
Score 
 Total 
Cost ($)  
1 0% 0% 0% 9% 0% 0% 0.0.E+00 4.6.E+06 8.2.E+03 34% 0.00 4.6.E+06 
2 33% 3% 0% 42% 3% 0% 3.0.E+07 7.1.E+08 2.2.E+08 7% 0.75 9.7.E+08 
3 34% 2% 0% 55% 2% 0% 3.0.E+07 7.1.E+08 2.2.E+08 7% 0.75 9.6.E+08 
4 34% 2% 0% 56% 2% 0% 4.2.E+07 7.1.E+08 2.2.E+08 8% 0.75 9.7.E+08 
5 34% 2% 0% 55% 2% 0% 3.0.E+07 7.1.E+08 2.2.E+08 7% 0.75 9.6.E+08 
6 26% 1% 0% 57% 25% 0% 1.7.E+08 5.3.E+08 1.3.E+08 16% 0.60 8.2.E+08 
7 32% 5% 1% 32% 1% 1% 9.7.E+06 7.4.E+08 2.8.E+08 7% 0.76 1.0.E+09 
8 32% 5% 1% 35% 1% 1% 1.4.E+07 7.4.E+08 2.8.E+08 6% 0.76 1.0.E+09 
9 21% 2% 0% 40% 34% 0% 3.2.E+08 4.6.E+08 1.2.E+08 18% 0.55 9.1.E+08 
10 18% 1% 0% 50% 34% 0% 5.4.E+08 3.8.E+08 8.6.E+07 22% 0.45 1.0.E+09 
11 17% 1% 0% 57% 34% 0% 7.7.E+08 3.5.E+08 7.2.E+07 23% 0.41 1.2.E+09 
12 34% 1% 0% 56% 6% 0% 5.8.E+07 6.7.E+08 2.0.E+08 9% 0.72 9.3.E+08 
13 34% 1% 0% 66% 4% 0% 6.7.E+07 6.7.E+08 1.9.E+08 10% 0.71 9.3.E+08 
14 33% 1% 0% 69% 4% 0% 7.6.E+07 6.6.E+08 1.9.E+08 10% 0.70 9.3.E+08 
15 30% 3% 0% 33% 14% 0% 2.3.E+08 6.5.E+08 2.1.E+08 10% 0.72 1.1.E+09 
16 29% 4% 0% 36% 16% 0% 2.7.E+08 6.4.E+08 2.1.E+08 10% 0.70 1.1.E+09 
17 27% 3% 0% 38% 17% 0% 2.9.E+08 5.9.E+08 1.9.E+08 13% 0.66 1.1.E+09 
18 28% 3% 0% 39% 20% 0% 3.4.E+08 6.1.E+08 1.8.E+08 11% 0.69 1.1.E+09 
19 25% 2% 0% 46% 26% 0% 4.3.E+08 5.3.E+08 1.6.E+08 15% 0.62 1.1.E+09 
20 11% 0% 0% 80% 100% 0% 1.7.E+09 2.1.E+08 1.9.E+07 30% 0.18 1.9.E+09 
21 10% 0% 0% 80% 100% 0% 2.4.E+09 2.1.E+08 1.8.E+07 30% 0.16 2.6.E+09 
22 32% 2% 0% 56% 5% 0% 6.2.E+07 6.7.E+08 2.0.E+08 9% 0.72 9.3.E+08 
23 33% 2% 0% 56% 5% 0% 6.7.E+07 6.6.E+08 2.0.E+08 9% 0.72 9.3.E+08 
24 10% 0% 0% 80% 100% 0% 2.6.E+09 2.1.E+08 1.8.E+07 30% 0.16 2.8.E+09 
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Table 11B. Operating Policy Comparison Using the Perfect Forecast within the DSR Indicator Calculation 
Run 
Number 
Watch 
Freq. 
Warning 
Freq. 
Emergency 
Freq. 
Min 
Storage 
Pumping 
Freq. 
Mandatory 
Curtailment 
Freq. 
 Pumping 
Costs ($)  
 Lost 
Revenue 
($)  
 Consumer 
Loss ($)  
False 
Negative 
Freq. 
F-
Score 
 Total 
Cost ($)  
1 0% 0% 0% 9% 0% 0% 0.0.E+00 4.6.E+06 8.2.E+03 34% 0.00 4.6.E+06 
2 21% 3% 0% 48% 3% 0% 2.9.E+07 4.7.E+08 1.5.E+08 10% 0.82 6.5.E+08 
3 21% 2% 0% 57% 2% 0% 3.1.E+07 4.6.E+08 1.5.E+08 10% 0.82 6.4.E+08 
4 21% 2% 0% 57% 2% 0% 4.5.E+07 4.5.E+08 1.5.E+08 10% 0.82 6.5.E+08 
5 21% 2% 0% 57% 2% 0% 3.1.E+07 4.6.E+08 1.5.E+08 10% 0.82 6.4.E+08 
6 15% 1% 0% 64% 15% 0% 1.1.E+08 3.1.E+08 8.1.E+07 18% 0.64 5.0.E+08 
7 13% 0% 0% 73% 13% 0% 1.1.E+08 2.7.E+08 6.1.E+07 20% 0.57 4.4.E+08 
8 20% 5% 1% 39% 1% 1% 1.2.E+07 5.0.E+08 1.9.E+08 9% 0.85 7.0.E+08 
9 12% 2% 0% 45% 34% 0% 3.2.E+08 2.8.E+08 8.4.E+07 20% 0.59 6.9.E+08 
10 10% 1% 0% 54% 34% 0% 5.4.E+08 2.2.E+08 5.9.E+07 23% 0.49 8.3.E+08 
11 9% 1% 0% 60% 34% 0% 7.7.E+08 2.1.E+08 5.2.E+07 23% 0.46 1.0.E+09 
12 19% 2% 0% 55% 6% 0% 6.1.E+07 4.1.E+08 1.2.E+08 13% 0.77 5.9.E+08 
13 19% 1% 0% 67% 5% 0% 7.2.E+07 4.0.E+08 1.1.E+08 13% 0.75 5.8.E+08 
14 19% 1% 0% 68% 4% 0% 8.1.E+07 3.9.E+08 1.0.E+08 14% 0.74 5.8.E+08 
15 19% 4% 0% 36% 2% 0% 4.0.E+07 4.6.E+08 1.5.E+08 10% 0.82 6.5.E+08 
16 18% 3% 0% 38% 6% 0% 9.7.E+07 4.3.E+08 1.4.E+08 12% 0.78 6.6.E+08 
17 15% 2% 0% 41% 10% 0% 1.7.E+08 3.5.E+08 1.1.E+08 16% 0.69 6.4.E+08 
18 19% 3% 0% 42% 6% 0% 1.0.E+08 4.2.E+08 1.3.E+08 12% 0.78 6.6.E+08 
19 16% 2% 0% 50% 11% 0% 1.9.E+08 3.4.E+08 1.1.E+08 16% 0.68 6.4.E+08 
20 6% 0% 0% 80% 100% 0% 1.7.E+09 1.2.E+08 1.8.E+07 28% 0.29 1.8.E+09 
21 5% 0% 0% 80% 100% 0% 2.4.E+09 1.1.E+08 1.6.E+07 28% 0.27 2.5.E+09 
22 19% 2% 0% 59% 5% 0% 6.4.E+07 4.2.E+08 1.3.E+08 12% 0.77 6.1.E+08 
23 19% 2% 0% 59% 5% 0% 7.4.E+07 4.1.E+08 1.2.E+08 13% 0.77 6.1.E+08 
24 5% 0% 0% 80% 100% 0% 2.6.E+09 1.1.E+08 1.6.E+07 29% 0.26 2.7.E+09 
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Table 11C. Operating Policy Comparison Using the Average Forecast within the DSR Indicator Calculation 
Run 
Number 
Watch 
Freq. 
Warning 
Freq. 
Emergency 
Freq. 
Min 
Storage 
Pumping 
Freq. 
Mandatory 
Curtailment 
Freq. 
 Pumping 
Costs ($)  
 Lost 
Revenue 
($)  
 Consumer 
Loss ($)  
False 
Negative 
Freq. 
F-
Score 
 Total 
Cost ($)  
1 0% 0% 0% 9% 0% 0% 0.0.E+00 4.6.E+06 8.2.E+03 34% 0.00 4.6.E+06 
2 15% 3% 0% 38% 3% 0% 2.6.E+07 3.5.E+08 1.4.E+08 16% 0.70 5.2.E+08 
3 16% 2% 0% 51% 2% 0% 2.4.E+07 3.5.E+08 1.4.E+08 16% 0.70 5.2.E+08 
4 17% 2% 0% 50% 1% 0% 3.1.E+07 3.5.E+08 1.4.E+08 16% 0.70 5.3.E+08 
5 16% 2% 0% 51% 2% 0% 2.4.E+07 3.5.E+08 1.4.E+08 16% 0.70 5.2.E+08 
6 11% 1% 0% 55% 11% 0% 7.9.E+07 2.3.E+08 8.1.E+07 22% 0.52 3.9.E+08 
7 14% 4% 1% 28% 1% 1% 8.9.E+06 3.8.E+08 2.0.E+08 15% 0.72 5.9.E+08 
8 14% 4% 1% 26% 1% 1% 1.3.E+07 3.8.E+08 1.9.E+08 15% 0.71 5.8.E+08 
9 6% 2% 0% 37% 34% 0% 3.2.E+08 1.4.E+08 5.7.E+07 26% 0.36 5.3.E+08 
10 5% 1% 0% 49% 34% 0% 5.4.E+08 1.1.E+08 3.9.E+07 28% 0.27 6.9.E+08 
11 4% 1% 0% 57% 34% 0% 7.7.E+08 8.1.E+07 2.7.E+07 30% 0.21 8.8.E+08 
12 12% 1% 0% 54% 8% 0% 7.4.E+07 2.4.E+08 7.3.E+07 21% 0.53 3.9.E+08 
13 11% 0% 0% 66% 6% 0% 8.9.E+07 2.1.E+08 5.3.E+07 23% 0.47 3.5.E+08 
14 10% 0% 0% 68% 5% 0% 9.6.E+07 2.0.E+08 4.8.E+07 23% 0.46 3.5.E+08 
15 14% 4% 1% 22% 0% 1% 0.0.E+00 4.1.E+08 2.8.E+08 14% 0.73 6.9.E+08 
16 14% 4% 1% 22% 0% 1% 0.0.E+00 4.1.E+08 2.8.E+08 14% 0.73 6.9.E+08 
17 14% 4% 1% 22% 0% 1% 0.0.E+00 4.1.E+08 2.8.E+08 14% 0.73 6.9.E+08 
18 14% 4% 1% 22% 0% 1% 0.0.E+00 4.1.E+08 2.8.E+08 14% 0.73 6.9.E+08 
19 14% 4% 1% 22% 0% 1% 0.0.E+00 4.1.E+08 2.8.E+08 14% 0.73 6.9.E+08 
20 0% 0% 0% 80% 100% 0% 1.7.E+09 4.6.E+06 8.2.E+03 34% 0.00 1.7.E+09 
21 0% 0% 0% 80% 100% 0% 2.4.E+09 4.6.E+06 8.2.E+03 34% 0.00 2.4.E+09 
22 14% 2% 0% 50% 5% 0% 5.7.E+07 2.9.E+08 1.1.E+08 19% 0.61 4.6.E+08 
23 14% 1% 0% 50% 4% 0% 5.9.E+07 2.9.E+08 1.1.E+08 19% 0.62 4.6.E+08 
24 0% 0% 0% 80% 100% 0% 2.6.E+09 4.6.E+06 8.2.E+03 34% 0.00 2.6.E+09 
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Table 11D. Operating Policy Comparison Using the AR-1 Forecast within the DSR Indicator Calculation 
Run 
Number 
Watch 
Freq. 
Warning 
Freq. 
Emergency 
Freq. 
Min 
Storage 
Pumping 
Freq. 
Mandatory 
Curtailment 
Freq. 
 Pumping 
Costs ($)  
 Lost 
Revenue 
($)  
 Consumer 
Loss ($)  
False 
Negative 
Freq. 
F-
Score 
 Total 
Cost ($)  
1 0% 0% 0% 9% 0% 0% 0.0.E+00 4.6.E+06 8.2.E+03 34% 0.00 4.6.E+06 
2 19% 3% 0% 41% 3% 0% 2.7.E+07 4.2.E+08 1.5.E+08 13% 0.76 6.0.E+08 
3 19% 2% 0% 52% 2% 0% 3.3.E+07 4.1.E+08 1.4.E+08 13% 0.75 5.9.E+08 
4 19% 2% 0% 53% 2% 0% 3.9.E+07 4.1.E+08 1.4.E+08 13% 0.75 5.9.E+08 
5 19% 2% 0% 52% 2% 0% 3.3.E+07 4.1.E+08 1.4.E+08 13% 0.75 5.9.E+08 
6 14% 1% 0% 58% 14% 0% 9.7.E+07 2.9.E+08 8.2.E+07 20% 0.58 4.7.E+08 
7 18% 4% 1% 34% 1% 1% 9.3.E+06 4.6.E+08 1.9.E+08 11% 0.79 6.5.E+08 
8 18% 4% 1% 34% 1% 1% 1.2.E+07 4.5.E+08 1.8.E+08 12% 0.79 6.5.E+08 
9 8% 2% 0% 40% 34% 0% 3.2.E+08 2.1.E+08 6.9.E+07 24% 0.46 6.0.E+08 
10 7% 1% 0% 49% 34% 0% 5.4.E+08 1.6.E+08 4.8.E+07 26% 0.37 7.5.E+08 
11 6% 1% 0% 57% 34% 0% 7.7.E+08 1.3.E+08 3.6.E+07 27% 0.32 9.4.E+08 
12 16% 1% 0% 54% 7% 0% 6.7.E+07 3.4.E+08 1.0.E+08 17% 0.66 5.1.E+08 
13 15% 1% 0% 67% 5% 0% 8.1.E+07 3.2.E+08 8.4.E+07 18% 0.63 4.9.E+08 
14 15% 1% 0% 68% 4% 0% 9.0.E+07 3.1.E+08 7.5.E+07 18% 0.61 4.7.E+08 
15 18% 4% 1% 29% 1% 1% 1.1.E+07 4.7.E+08 2.3.E+08 12% 0.78 7.1.E+08 
16 16% 4% 0% 31% 4% 0% 6.2.E+07 3.9.E+08 1.5.E+08 14% 0.73 6.1.E+08 
17 13% 3% 0% 36% 9% 0% 1.5.E+08 3.1.E+08 1.1.E+08 18% 0.63 5.6.E+08 
18 16% 4% 0% 31% 4% 0% 6.2.E+07 3.9.E+08 1.5.E+08 14% 0.73 6.1.E+08 
19 13% 3% 0% 37% 9% 0% 1.5.E+08 3.0.E+08 1.1.E+08 18% 0.63 5.6.E+08 
20 2% 0% 0% 80% 100% 0% 1.7.E+09 4.6.E+07 5.3.E+06 32% 0.11 1.7.E+09 
21 2% 0% 0% 80% 100% 0% 2.4.E+09 4.3.E+07 4.7.E+06 32% 0.10 2.4.E+09 
22 17% 2% 0% 54% 5% 0% 6.1.E+07 3.6.E+08 1.2.E+08 16% 0.69 5.4.E+08 
23 17% 2% 0% 54% 5% 0% 6.6.E+07 3.6.E+08 1.1.E+08 16% 0.68 5.4.E+08 
24 2% 0% 0% 80% 100% 0% 2.6.E+09 4.0.E+07 4.3.E+06 32% 0.09 2.6.E+09 
 
