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Abstract
We prove majorization relations for symmetric doubly stochastic matrices whose nonzero off-diagonal
entries lie in an edge transitive graph. These results are then used to solve the fastest mixing Markov chain
problem on edge transitive graphs.
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1. Introduction
In this paper, all graphs we consider will be simple, undirected and have vertex set {1, 2, . . . , n}
for some n ∈ N. Examples of graphs include the path graph on n vertices Pn whose edge set is
{(i, i + 1)|1  i  n − 1}; the n-cycle Cn whose edge set is {(i, i + 1)|1  i  n − 1} ∪ (1, n);
the m, n − m complete bipartite graph Km,n−m whose edge set is {(i, j)|1  i  m;m < j  n};
and the complete graph on n vertices Kn whose edge set is {(i, j)|1  i < j  n}. A graph
automorphism of G is a permutation σ ∈ Sn with the property that (σ (i), σ (j)) is an edge of
G whenever (i, j) is an edge of G. The set of all automorphisms of G is called Aut(G). A
graph G is said to be edge-transitive if any edge of G can be mapped to any other edge of
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G by some automorphism of G. Cn, Km,n−m and Kn are edge-transitive for all n, while Pn
is not edge-transitive for n  4. For any permutation σ , we define the associated permutation
matrix Pσ to be the matrix whose (i, j)th entry is one if i = σ(j) and is zero otherwise. For any
graph G, |G| denotes the number of vertices of G and |E(G)| denotes the number of edges of
G.
For any graph G, we let d(i) denote the degree of the vertex i and define the maximal
degree (G) = max1in d(i). We also recall the definition of the following two important
graph-theoretic matrices: the adjacency matrix A(G) whose (i, j)th entry is one if (i, j) is an
edge of G and is zero otherwise; and the Laplacian matrix L(G) defined as L(G) = diag(d(1),
d(2), . . . , d(n)) − A(G). L(G) is always a positive semi-definite matrix and L(G)e = 0 where
e = (1, 1, . . . , 1)T. The second smallest eigenvalue of the Laplacian of G is called the algebraic
connectivity of G and denoted α(G). The largest eigenvalue of the Laplacian of G is denoted
µ(G).
Eigenvalues of a symmetric matrix A will always be listed in descending order: λ1(A) 
λ2(A)  · · ·  λn(A). We let λ(A) denote the ordered n-tuple of eigenvalues of A (i.e. λ(A) =
(λ1(A), λ2(A), . . . , λn(A))). Any entrywise nonnegative matrix S which satisfies both Se = e
and STe = e is called a doubly stochastic matrix. The spectra of symmetric doubly stochastic
matrices has been the object of some study [3–5,8,9,11]. It follows from the Perron–Frobenius
theorem that if S is a symmetric doubly stochastic matrix, then λ1(S) = 1 and −1  λi(S)  1
for i = 2, 3, . . . , n.
For any graph G, we define (G) to be the set of symmetric doubly stochastic matrices S
such that S  A(G) + In (here A  B means aij  bij for all i, j ) following [1] where (G)
was defined in the special case where G is a tree. In the case where G is a tree and S is a doubly
stochastic matrix such that S  A(G) + In, it was shown in [1] that S must be symmetric. Since
this fails to be true when G is not a tree, we have made symmetry a part of the definition of(G).
Thus (Kn) is the set of all n by n symmetric stochastic matrices and (Pn) is the set of all n
by n symmetric tridiagonal stochastic matrices recently studied in [5,6]. We note that (G) is
always a non-empty compact convex set containing the identity matrix. We are interested in the
set {λ(S)|S ∈ (G)}.
Finally, we introduce the concept of majorization.
Definition 1.1. Let (x1, x2, . . . , xn) and (y1, y2, . . . , yn)be twon-tuples of real numbers arranged
in descending order. Then we say that (x1, x2, . . . , xn) is weakly majorized by (y1, y2, . . . , yn)
(written (x1, x2, . . . , xn) ≺w (y1, y2, . . . , yn)) if ∑kj=1 xj ∑kj=1 yj for all k; 1  k  n. If, in
addition to (x1, x2, . . . , xn) ≺w (y1, y2, . . . , yn), we also have ∑nj=1 xj = ∑nj=1 yj we say that
(x1, x2, . . . , xn) is majorized by (y1, y2, . . . , yn) (and we write (x1, x2, . . . , xn) ≺ (y1, y2, . . . ,
yn)).
Majorization has many applications in both graph theory and matrix theory. Some interesting
results involving majorization and graph Laplacians can be found in [2,12]. Ref. [10] is the
standard general reference for majorization.
We also need the following result of Fan [7]:
Proposition 1.2. Let {Ai}ki=1 be a set of n by n Hermitian matrices and let A =
∑k
i=1 Ai. Let
λ(A) and λ(Ai) be n-tuples whose elements are the eigenvalues of A and Ai respectively, listed
in descending order. Then λ(A) ≺ ∑ki=1 λ(Ai).
R. Pereira, M.A. Vali / Linear Algebra and its Applications 419 (2006) 643–647 645
2. Main results
Now we are ready to prove our main theorem.
Theorem 2.1. Let G be an edge transitive graph and S ∈ (G), then λ(I − cL(G)) ≺ λ(S)
where c = |G|−tr(S)2|E(G)| .
Proof. Let S ∈ (G). Then A = 1|Aut(G)|
∑
σ∈Aut(G) Pσ SP Tσ ∈ (G). (|Aut(G)| is the order of
the automorphism group of G). Now we show that any two nonzero elements of A that are
not on the main diagonal will be the same. Let (i, j) and (k, l) be two edges in G. Since G
is an edge transitive graph, there exists σ ∈ Aut(G) such that σ maps (i, j) to (k, l). Since
A = PσAP Tσ , aij = akl . So A must be of the form D − cL(G) where D is a diagonal matrix
and c  0. Since De = Ae + cL(G)e = e, D must be the identity and A = I − cL(G). Since
tr(S) = tr(I − cL(G)) = |G| − 2|E(G)|c, c = |G|−tr(S)2|E(G)| . It follows from Proposition 1.2 that
λ(I − cL(G)) ≺ λ(S). 
Corollary 2.2. SupposeS ∈(G)whereG is an edge transitive graph, thenλ(I − 1(G)L(G))≺w
λ(S).
Proof. As in the previous proof, let c = |G|−tr(S)2|E(G)| and A = I − cL(G). We note that c needs
to be in the interval
[
0, 1(G)
]
since A is nonnegative. Hence λi
(
I − 1GL(G)
)
 λi(A) with
equality if and only if c = 1(G) . It is clear from the definition of weak majorization that λ
(
I −
1
(G)L(G)
) ≺w λ(A). The result now follows from the previous theorem and transitivity of weak
majorization. 
Solving for tr(S) in the inequality 0  |G|−tr(S)2|E(G)| 
1
(G) , we obtain tr(S)  |G| − 2|E(G)|(G) .
Weak majorization in Corollary 2.2 can only be replaced by ordinary majorization when S has
the minimum possible trace
(
tr(S) = |G| − 2|E(G)|(G)
)
in which case the corollary reduces to the
previous theorem. The matrix I − 1(G)L(G) was called the doubly stochastic matrix (of G)
in [12], though this term usually refers to a different matrix in more recent papers (e.g. [13]).
Matrices of the form I − 1(G)L(G) also appear in [1], where the problem of finding the maximal
and minimal permanent of n by n doubly stochastic matrices whose given graph is a tree is solved;
both the minimal and maximal solutions are of the form I − 1(G)L(G) for specially selected trees
G.
We note that the results of both Theorem 2.1 and Corollary 2.2 are false for certain non-edge
transitive graphs, specifically P2m for integral m > 1. As was pointed out in [1], the only matrix
in (P2m) which has zero trace is the following:
B =
(
0 1
1 0
)
⊕ · · · ⊕
(
0 1
1 0
)
.
Any A ∈ (P2m) with the property that λ(A) ≺w λ(B), would have tr(A)  tr(B) = 0 which
implies A = B. There is no minimal element of (P2n) under the weak majorization order
as it can be easily verified that λ(B) is not weakly majorized by λ(I − 12L(P2m)). One can
obtain reasonably good though not strict majorization inequalities for the spectra of matrices in
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(Pn) however, by noting that(Pn) ⊆ (Cn) and then using Theorem 2.1 or Corollary 2.2 with
G = Cn.
3. Fastest mixing Markov chains
In this section, we will use the theory we have developed in the previous section to solve a
special case of a problem of Boyd, Diaconis and Xiao on Markov chains first introduced in [3]
and further discussed in [4,5].
Definition 3.1. Let S be an n by n symmetric doubly stochastic matrix whose eigenvalues are
1 = λ1  λ2  · · ·  λn. Then the SLEM (second largest eigenvalue modulus) of S is defined
as follows: SLEM(S) = max{λ2,−λn}.
Note that the SLEM is always non-negative and is equal to max2in |λi |. The problem of Boyd
et al. involves Markov chains whose transition matrices are symmetric doubly stochastic matrices.
The speed with which such a Markov chain converges to its equilibrium state is determined by
the size of the second largest eigenvalue modulus of its transition matrix. The smaller the SLEM,
the faster the convergence to the equilibrium state.
If G is any simple undirected connected graph, let G∗ be the graph obtained from G by adding
a self-loop to each vertex (i.e. an edge from that vertex to itself). A discrete Markov chain X on the
vertices of G∗ can then be formed by assigning a non-negative probability pij to each edge (i, j) of
G∗ with the condition that for any vertex i the sum of the probabilities assigned to edges adjacent
to i (including the self-loop) is one and then defining Prob(X(t + 1) = i|X(t) = j) = pij . Boyd,
Diaconis and Xiao discuss the problem finding the fastest mixing Markov chain on G∗ which is
the Markov chain on G∗ whose transition matrix has the smallest possible SLEM. It is clear that
the set of transition matrices corresponding to all such Markov chains on G∗ is simply (G),
so the problem reduces to finding the element of (G) which has the smallest possible SLEM.
The following lemma gives a connection between majorization and the SLEM.
Lemma 3.2. If S and T are two n by n symmetric doubly stochastic matrices with λ(S) ≺ λ(T ),
then SLEM(S)  SLEM(T ).
Proof. Since λ1(S) = λ1(T ) = 1, λ2(S) = λ1(S) + λ2(S) − 1  λ1(T ) + λ2(T ) − 1 = λ2(T )
with the inequality following from the definition of majorization. It also follows from majorization
that λn(S)  λn(T ). Hence SLEM(S)  SLEM(T ). 
Therefore when G is edge transitive, we can use Theorem 2.1 to obtain the following result:
Corollary 3.3. Let G be a simple, undirected, edge transitive graph. Then for any S ∈ (G),
SLEM(I − kL(G))  SLEM(S) where k = min ( 2
µ(G)+α(G) ,
1
(G)
)
.
Proof. In the proof of Theorem 2.1, it was shown that for any fixed S ∈ (G) we have
λ(I − cL(G)) ≺ λ(S) where c = |G|−tr(S)2|E(G)| ; hence Lemma 3.2 implies that SLEM(I − cL(G)) 
SLEM(S). As mentioned in the proof of Corollary 2.2, we have c ∈ [0, 1(G) ]. Now consider the
function f (x) = SLEM(I − xL(G)) = max(|1 − µ(G)x|, |1 − α(G)x|) which is a continuous
convex function whose absolute minimum on [0,∞) is achieved when 1 − µ(G)x = α(G)x − 1
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which occurs at x = 2
µ(G)+α(G) . Hence the minimum of f (x) on the interval
[
0, 1(G)
]
is achieved
at x = min ( 2
µ(G)+α(G) ,
1
(G)
)
. The result follows. 
It should be noted that the result of Corollary 3.3 is true for some non-edge transitive graphs,
even certain graphs for which Theorem 2.1 fails, such as paths [5]. Corollary 3.3 does not hold
for all graphs; counterexamples may be found in [3].
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