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Abstract—Despite their exceptional error-correcting properties,
Reed-Solomon (RS) codes have been overlooked in distributed
storage applications due to the common belief that they have poor
repair bandwidth: A naive repair approach would require the
whole file to be reconstructed in order to recover a single erased
codeword symbol. In a recent work, Guruswami and Wootters
(STOC’16) proposed a single-erasure repair method for RS codes
that achieves the optimal repair bandwidth amongst all linear
encoding schemes. Their key idea is to recover the erased symbol
by collecting a sufficiently large number of its traces, each of which
can be constructed from a number of traces of other symbols.
As all traces belong to a subfield of the defining field of the RS
code and many of them are linearly dependent, the total repair
bandwidth is significantly reduced compared to that of the naive
repair scheme. We extend the trace collection technique to cope
with multiple erasures.
I. INTRODUCTION
A. Background
The repair bandwidth is an important performance metric of
erasure codes in the context of distributed storage [1], [2]. In
such a system, for a chosen field F , a data vector in F k is
mapped to a codeword vector in Fn, whose entries are stored
at different storage nodes. When a node fails, the symbol stored
at that node is erased (lost). A replacement node has to recover
the content stored at the failed node by downloading information
from the other nodes. The repair bandwidth is the total amount of
information that the replacement node has to download in order
to successfully complete the repair process.
Reed-Solomon (RS) codes [3], which have been extensively
studied in theory [4] and widely used in practice, were widely
believed to have prohibitively high repair bandwidth. In a naive
repair scheme, recovering the content stored at a single failed
node would require downloading the whole file, i.e., k symbols
over F . The poor performance in repairing failed nodes of RS
codes motivated the introduction of repair-efficient codes such as
regenerating codes [1], [2], [5] and locally repairable codes [6],
[7], [8].
Guruswami and Wootters [9] recently proposed a bandwidth-
optimal linear repair method based on RS codes. The key idea
behind their method is to recover a single erased symbol by
collecting a sufficiently large number of its (field) traces, each
of which can be constructed from a number of traces of other
symbols. As all traces belong to a subfield B of F and many of
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Fig. 1: A toy example illustrating the repair procedure for two
failed nodes in a four-node storage system based on a [4, 2]
Reed-Solomon code over F4. The procedure in question is the
distributed repair scheme introduced in Section III-D. The stored
file is
(
(a1, a2), (b1, b2)
) ∈ F24, where a1, a2, b1, and b2 are 0-
1 valued. Suppose that Node 2 and Node 3 fail simultaneously.
Each replacement node first downloads two bits (along the solid
arrows) from the two available nodes, namely Node 1 and
Node 4. Then the replacement nodes communicate with each
other to complete their own repair processes by exchanging two
extra bits (along the dashed arrows). Note that each of the extra
bits can be computed as a linear combination of bits that the
corresponding replacement node downloaded from the available
nodes in the earlier step of repair. The content of each failed
node is then reconstructed from three downloaded bits.
them are linearly dependent over B, the total repair bandwidth
can be significantly reduced. The repair scheme obtained by
Guruswami and Wootters [9], however, only applies to the case
of one erasure, or in other words, one failed node.
B. Our Contribution
We propose an extension of the Guruswami-Wootters repair
scheme that can ensure recovery from multiple erasures, more
precisely two or three erasures. In particular, we provide three
different repair schemes for RS codes for the case of two erasures.
The first scheme is distributed, requiring that the erased symbols
are repaired sequentially. In this scheme, the first symbol is
repaired at the cost of downloading n − 2 + k symbols from
a subfield B of F , while the second symbol is repaired at the
cost of collecting n − 1 symbols from B. This scheme applies
to all choices of B and F ∼= Bt and requires strictly smaller
repair bandwidth than a combination of the naive scheme (needed
to repair the first symbol) and the Guruswami-Wootters scheme
(needed to subsequently repair a single erasure, corresponding to
the second symbol) whenever t ≥ 2|B|−1|B|−1 and k = n(1−1/|B|).
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2The second repair scheme is centralized, where the two erased
symbols are recovered simultaneously by a repair center. When t
is divisible by the characteristic of the fields F and B, we show
that this scheme requires a total bandwidth of 2(n− 2) symbols
from the subfield B, which outperforms a naive centralized repair
scheme whenever t ≥ 2|B||B|−1 and k = n(1 − 1/|B|). With a
slight modification of the second scheme, one can also derive
another distributed repair scheme with a repair bandwidth of
2(n−1) symbols over B, which is optimal when n = |F | = |B|t
and k = n(1 − 1/|B|). An example illustrating this scheme is
given in Fig. 1. Although this distributed scheme outperforms
the first described approach, it imposes a restriction that t must
be divisible by the characteristic of the fields B and F . We also
extend our centralized repair scheme to cater to three erasures,
and precisely characterize the patterns of three erasures that can
be recovered at a low cost. The total repair bandwidth for these
patterns equals 3(n−3) symbols from the subfield B of F . This
scheme, again, can be modified to produce a distributed repair
scheme with a total repair bandwidth of 3(n− 1) symbols from
B, which is optimal when n = |F | = |B|t and k = n(1−1/|B|).
It is worth pointing out that most of the current distributed
storage systems offer protection against at most three or four
node failures, which mitigates the need for higher-order failure
correction. For instance, Google Colossus [10] (see also [11])
and Quantcast-QFS [12] (see also [13]) use an RS(9, 6) code
of length 9 and dimension 6 which can tolerate three failures.
Microsoft Windows Azure [14] uses a locally repairable code
LRC(6, 2, 2), which can correct all patterns of three failures
and some patterns of four failures. Facebook HDFS [15] (see
also [11]) employs a RS(14, 10) code which can tolerate four
node failures. Multiple erasures, although significantly less fre-
quently than one erasure, do occur in these storage systems. For
instance, it was observed [16], [17] that in the data-warehouse
cluster in production at Facebook, a median of 180 Terabytes of
data is transferred through the top-of-racks switches every day
to repair 95, 500 blocks of RS-coded data, 98.08% of which are
single failures, 1.87% are double failures, and 0.05% are triple
or higher order failures. Bandwidth-efficient repair schemes for
single and multiple failures not only allow low-cost recovery of
permanently failed nodes, but also improve the performance of
degraded reads during transient node failures. Multiple-failure
repair schemes are also useful in storage systems that adopt a
lazy repair model such as Total Recall [18]. In such a system,
one waits until the number of failures reaches a certain threshold
before performing the repair procedure. If designed properly, this
repair mode can help to reduce the network recovery traffic, while
still guaranteeing an acceptable low risk of permanent system
failure [19], [20].
C. Organization
The paper is organized as follows. We first provide relevant
definitions and introduce the terminology used throughout the
paper. We then proceed to discuss the naive repair scheme as
well as the Guruswami-Wootters repair scheme for RS codes in
the presence of a single erasure in Section II. Our main results
– repair schemes for RS codes in the presence of two erasures
and three erasures – are presented in Section III and Section IV.
We conclude the paper in Section V by discussing some open
problems and related works. Our schemes apply to all k ≤ n ≤
|F | such that n − k ≥ |B|t−1 (see Remark 1). However, for
simplicity of notation, we describe them under the assumption
that n = |F | and k = n(1− 1/|B|).
II. REPAIRING REED-SOLOMON CODES
WITH ONE ERASURE
We start by introducing relevant definitions and the notation
used in all subsequent derivations, and then proceed to review
the naive repair approach as well as the approach proposed by
Guruswami and Wootters [9] for repairing a single erasure/node
failure in RS codes.
A. Definitions and Notations
Let [n] denote the set {1, 2, . . . , n}. Let B = GF(pm) be the
finite field of pm elements, for some prime p and m ≥ 1. Let
F = GF(pmt) be a field extension of B, where t ≥ 1. We ofter
refer to the elements of F as symbols and the elements of B as
sub-symbols. We can also treat F as a vector space of dimension
t over B, i.e. F ∼= Bt, and hence each symbol in F may be
represented as a vector of length t over B.
A linear [n, k] code C over F is a subspace of Fn of dimension
k. Each element of a code is referred to as a codeword. The dual
of a code C, denoted C⊥, is the dual space of C. The support of a
vector c = (c1, . . . , cn) ∈ Fn is defined as supp(c) = {j : cj 6=
0}. The Hamming weight of a vector c ∈ Fn, denoted wt(c),
is the number of its nonzero coordinates, or in other words, the
size of supp(c). The Hamming distance of any two vectors c
and c′ in Fn, denoted d(c, c′), is defined by wt(c − c′). The
minimum distance of a code C, denoted d(C), is the minimum
Hamming distance between any two distinct codewords of C. The
Singleton bound establishes that for any [n, k] code of minimum
distance d, the inequality d ≤ n − k + 1 holds (see [4]). A
code that has minimum distance attaining this bound is called a
maximum-distance separable (MDS) code.
Definition 1. Let F [x] denote the ring of polynomials over F .
The RS code RS(A, k) ⊆ Fn of dimension k over a finite field
F with evaluation points A = {α1, α2, . . . , αn} ⊆ F is defined
as:
RS(A, k) =
{(
f(α1), . . . , f(αn)
)
: f ∈ F [x],deg(f) < k
}
.
It is well known that RS codes are MDS codes, and that the
dual of an RS code RS(A, k), when n = |F |, is also an RS code
RS(A,n− k) (see, for instance [4, Chp. 10]). A generalized RS
code, GRS(A, k,λ), where λ = (λ1, . . . , λn) ∈ Fn, is defined
similarly to an RS code, except that the codeword corresponding
to a polynomial f is now defined as
(
λ1f(α1), . . . , λnf(αn)
)
,
λi 6= 0 for all i ∈ [n]. It is also known that the dual of an RS code
RS(A, k), for any n ≤ |F |, is a generalized RS code GRS(A,n−
k,λ), for some multiplier vector λ (see [4, Chp. 10]). Whenever
clear from the context, we use f(x) to denote a polynomial of
degree at most k−1, which corresponds to a codeword of the RS
code C = RS(A, k), and p(x) to denote a polynomial of degree
at most n − k − 1, which corresponds to a dual codeword in
C⊥. Since for A = F , ∑α∈A p(α)f(α) = 0, we refer to such a
polynomial p(x) as a check polynomial for C.
3B. Naive Repair of One Erasure
Suppose that the polynomial f(x) ∈ F [x] corresponds to a
codeword in the RS code C = RS(A = F, k) and that f(α∗)
is the erased symbol, where α∗ ∈ A is an evaluation point of
the code. Pick a check p(x) ∈ F [x] of C such that p(α∗) 6= 0
and the Hamming weight of the dual codeword corresponding to
p(x) is precisely equal to k + 1. The existence of such check
is guaranteed by the fact that in an MDS code of length n and
minimum distance n− (n−k)+1 = k+1, each subset of [n] of
size k + 1 is always the support of some codeword. The check
p(x) generates the following repair equation:
p(α∗)f(α∗) = −
∑
α∈A\{α∗}
p(α)f(α). (1)
Since there are precisely k evaluation points α 6= α∗ where
p(α) 6= 0, (1) implies that f(α∗) can be computed from f(α) for
k different α ∈ A\{α∗}. Hence, the naive repair scheme requires
downloading k symbols over F , or equivalently, kt sub-symbols
over B, which is equal to the size of the stored file.
C. The Guruswami-Wootters Repair Scheme for One Erasure
Given that F is a field extension of B of degree t, i.e. F =
GF(pmt) and B = GF(pm), for some prime p, one may define
the field trace of any symbol α ∈ F as
TrF/B(α) =
t−1∑
i=0
α|B|
i
,
which is always a sub-symbol in B. The key points in the
repair scheme proposed by Guruswami and Wootters [9] can be
summarized as follows:
• Each symbol in F can be recovered from its t independent
traces. More precisely, given a basis u1, u2, . . . , ut of F over
B, any α ∈ F can be uniquely determined given the values
of TrF/B(ui α) for i ∈ [t], i.e. α =
∑t
i=1 TrF/B(uiα)u
⊥
i ,
where {u⊥i }ti=1 is the dual (trace-orthogonal) basis of
{ui}ti=1 (see, for instance [21, Ch. 2, Def. 2.30]).
• The trace function turns out to provide checks that gener-
ate repair equations whose many coefficients are linearly
dependent over B, which keeps the repair cost low.
Note that when A = F , i.e. all points in the field F are evaluation
points. Therefore, n = |F | = |B|t. Let C = RS(A, k) where
k = n(1 − 1/|B|). Then the checks of C are precisely those
polynomials p(x) ∈ F [x] where deg(p) < n − k = |B|t−1. It
turns out that for this choice of n and k, we can define checks
that take part in the repair process via the trace function defined
above. For each u ∈ F and α ∈ F , we define the polynomial
pu,α(x) =
TrF/B
(
u(x− α))
x− α . (2)
By the definition of a trace function, the following lemma follows
in a straightforward manner.
Lemma 1 ([9]). The polynomial pu,α(x) defined in (2) satisfies
the following properties.
(a) deg(pu,α) = |B|t−1 − 1.
(b) pu,α(α) = u.
By Lemma 1 (a), deg(pu,α) = |B|t−1−1 < n−k. Therefore,
the polynomial pu,α(x) corresponds to a codeword of C⊥ and is
a check for C. Now let U = {u1, . . . , ut} be a basis of F over
B, and set
pi(x)
4
= pui,α∗(x) =
TrF/B
(
ui(x− α∗)
)
x− α∗ , i ∈ [t].
These t polynomials correspond to t codewords of C⊥. Therefore,
we obtain t equations of the form
pi(α
∗)f(α∗) = −
∑
α∈A\{α∗}
pi(α)f(α), i ∈ [t]. (3)
A key step in the Guruswami-Wootters repair scheme is to apply
the trace function to both sides of (3) to obtain t different repair
equations
TrF/B
(
pi(α
∗)f(α∗)
)
= −
∑
α∈A\{α∗}
TrF/B
(
pi(α)f(α)
)
, i ∈ [t].
(4)
According to Lemma 1 (b), pi(α∗) = ui, for i = 1, . . . , t.
Moreover, by the linearity of the trace function, we also have
TrF/B
(
pi(α)f(α)
)
= TrF/B
(
ui(α− α∗)
)× TrF/B( f(α)
α− α∗
)
.
Therefore, one can rewrite (4) as follows:
TrF/B
(
uif(α
∗)
)
= −
∑
α∈A\{α∗}
TrF/B
(
ui(α− α∗)
)
× TrF/B
( f(α)
α− α∗
)
, i ∈ [t]. (5)
The right-hand side sums of the equations (5) can be computed by
downloading the “helping” trace TrF/B
(
f(α)
α−α∗
)
from the node
storing f(α), for each α ∈ A \ {α∗}. As a consequence, the t
independent traces TrF/B
(
uif(α
∗)
)
, i = 1, . . . , t, of f(α∗) can
be determined by downloading one sub-symbol from each of the
n−1 available nodes. The erased symbol f(α∗) can subsequently
be recovered from its t independent traces.
Remark 1. The presented trace collection technique is valid for
all k ≤ n ≤ |F | = |B|t where n− k ≥ |B|t−1. This assumption
guarantees that the polynomial pu,α∗(x), defined as in (2), has
degree at most n−k−1 and indeed corresponds to a dual code-
word. More precisely, when n ≤ |F |, there exists some multiplier
vector λ ∈ Fn such that (λ1pu,α∗(α1), . . . , λnpu,α∗(αn)) ∈ C⊥
(see Section II-A). In this context, the repair equation (5) should
be modified by adding a multiplier λj to the argument of TrF/B
in the term corresponding to α = αj . All other steps, with the
updated multipliers, are implemented in exactly the same manner
as for the originally described parameter setting.
III. REPAIRING REED-SOLOMON CODES
WITH TWO ERASURES
We consider the same setting as in Section II-C, i.e. n = |F | =
|B|t, k = n(1−1/|B|), B = GF(pm), and assume as before that
C is an RS code RS(A, k) over F (see Definition 1). However,
we now suppose that two storage nodes failed, or equivalently,
that two codeword symbols, say f(α∗) and f(α), are erased.
We propose three different repair schemes, two of which are
distributed, and one of which is centralized, to recover these two
symbol erasures. The second distributed scheme is optimal when
n = |B|t and k = n(1− 1/|B|).
4A. General Idea
We first discuss the challenges associated with repairing two
erased symbols and then proceed to describe our strategy for
dealing with this repair scenario.
A check p(x) is said to involve a codeword symbol f(α) if
p(α) 6= 0. Otherwise, p(x) is said to exclude f(α). When only
one symbol f(α∗) is erased, every check p(x) that involves f(α∗)
can be used to generate a repair equation as follows.
TrF/B
(
p(α∗)f(α∗)
)
= −
∑
α∈A\{α∗}
TrF/B
(
p(α)f(α)
)
. (6)
However, when two symbols f(α∗) and f(α) are erased, in
order to, say, recover f(α∗), we no longer have the freedom
to use every possible check that involves f(α∗). Indeed, those
checks that involve both f(α∗) and f(α) cannot be used in
a straightforward manner for repair, because we cannot simply
compute the right-hand side sum of (6) without retrieving some
information from f(α).
The gist of our approach is to first generate those checks that
only involve one codeword symbol, f(α∗) or f(α), but not both.
We show that there exist t − 1 such checks that generate t − 1
independent traces for f(α∗); the corresponding repair equations
require transmitting only one sub-symbol from each of the n −
2 surviving nodes. To recover f(α∗), we still need one more
independent trace. As we can no longer choose a check that
involves f(α), we settle for a check that excludes f(α), at the
cost of downloading additional k sub-symbols. Thus, to recover
the first symbol f(α∗), the total repair bandwidth required is
n − 2 + k sub-symbols. The second erased symbol f(α) may
be subsequently repaired using the Guruswami-Wootters scheme,
at the cost of downloading n − 1 sub-symbols. This approach
represents the first distributed scheme.
In the centralized scheme, one has more freedom in selecting
suitable checks. Apart from the t− 1 checks that involve f(α∗)
but not f(α), and the t − 1 checks that involve f(α) but not
f(α∗), we may also use two additional checks that involve both
f(α∗) and f(α). It is not immediately clear how these last two
checks can be used at all. However, we prove that when the
extension degree t is divisible by the characteristic of the field
F (and B), the two erased symbols can be recovered using the
aforementioned 2t checks, at the cost of downloading 2(n − 2)
sub-symbols (in B) from all n − 2 surviving nodes. We yield
yet another distributed repair scheme by slightly modifying this
centralized scheme, with the repair bandwidth of 2(n − 1) sub-
symbols in B, which outperforms the first distributed scheme.
To identify check equations that involve one codeword symbol
f(α) but not the other symbol f(β), we first introduce a special
polynomial Qα,β(z), defined as follows:
Qα,β(z) = TrF/B
(
z(β − α)), α 6= β. (7)
Let Kα,β denote the root space of Qα,β(z). Then
Kα,β =
{
z∗ ∈ F : TrF/B(z∗α) = TrF/B(z∗β)
}
. (8)
Lemma 2. The following statements hold for every α and β in
F , α 6= β.
(a) Kα,β ≡ Kβ,α. In other words, the polynomial Qα,β and
the polynomial Qβ,α have the same root spaces.
(b) dimB(Kα,β) = dimB(Kβ,α) = t− 1.
Proof: From (8), due to symmetry, Kα,β ≡ Kβ,α. As the
trace function is a linear mapping from F to B, its kernel
K = {κ ∈ F : TrF/B(κ) = 0} is a subspace of dimension t− 1
over B (see, for instance [21, Thm. 2.23]). Therefore, the root
space of Qα,β(z) is Kα,β = 1β−αK, which is also a subspace of
dimension t− 1 over B.
We then use a root z∗ of the polynomial Qα,β(z) to define a
check equation according to (2).
pz∗,α(x) =
TrF/B
(
z∗(x− α))
x− α .
The following properties of pz∗,α(x) will be used in our subse-
quent proofs.
Lemma 3. Suppose that α and β are two distinct elements of
F , and z∗ is a root of Qα,β(z) or Qβ,α(z) in F , i.e. z∗ ∈ Kα,β .
Then the following claim holds.
(a) pz∗,α(β) = 0.
Moreover, if the field extension degree t is divisible by the
characteristic of F and B, then
(b) pu,α(β) is a root of Qα,β(z) and Qβ,α(z), for every u ∈ F .
Proof: Note that according to Lemma 2 (a), the root spaces
of Qα,β(z) and Qβ,α(z) are the same. The first claim is clear
based on the definitions of Qα,β(z) and pz∗,α(x). For the second
claim, it is sufficient to show that pu,α(β) is a root of Qα,β(z).
For simplicity, let ∆ = β−α and b = TrF/B
(
u(β−α)) ∈ B.
By definition of pu,α(x), we have
pu,α(β) =
TrF/B
(
u(β − α))
β − α =
b
∆
.
By definition of Qα,β(z), we also have
Qα,β(z) = TrF/B
(
z(β − α)) = TrF/B(z∆).
Therefore,
Qα,β
(
pu,α(β)
)
= TrF/B
( b
∆
∆
)
= TrF/B(b) = 0,
because for b ∈ B, we always have
TrF/B(b) = bTrF/B(1) = b
t−1∑
i=0
1 = tb = 0,
whenever t is divisible by the characteristic of the field. Hence,
pu,α(β) is a root of Qα,β(z).
The following lemma restates what is shown in Section II-C.
Lemma 4. For α 6= α∗ and u ∈ F ,
TrF/B
(
pu,α∗(α)f(α)
)
= TrF/B
(
u(α− α∗))TrF/B( f(α)
α− α∗
)
.
Hence, the trace TrF/B
(
pu,α∗(α)f(α)
)
can be computed by
downloading the “helping trace” TrF/B
(
f(α)
α−α∗
)
from the node
storing f(α). This sub-symbol does not depend on u.
5Algorithm 1: Distributed Repair Scheme I
1: Find the root space Kα∗,α of the polynomial Qα∗,α(z).
2: Let U = {u1, u2, . . . , ut−1} ⊆ F be a basis of Kα∗,α
over B.
3: Set pi(x)
4
= pui,α∗(x) =
TrF/B
(
ui(x− α∗)
)
x− α∗ , i ∈ [t− 1].
4: Complete U to a basis U ′ = {u1, . . . , ut} of F over B.
5: Set pt(x) =
ut
u1
p1(x).
6: Create t repair equations for f(α∗), for i ∈ [t]:
TrF/B
(
pi(α
∗)f(α∗)
)
= −∑α∈A\{α∗} TrF/B(pi(α)f(α)).
7: Download TrF/B
( f(α)
α− α∗
)
from the nodes storing f(α),
∀α ∈ A \ {α∗, α}, and TrF/B
(
ut
u1
f(α)
α−α∗
)
, if pt(α) 6= 0.
8: Compute the RHS of the repair equations for all i ∈ [t].
9: From TrF/B
(
pi(α
∗)f(α∗)
)
for i ∈ [t], recover f(α∗).
10: Once f(α∗) has been recovered, repair f(α) using
the Guruswami-Wootters scheme.
B. A Distributed Two-Erasure Repair Scheme for Reed-Solomon
Codes
As outlined in Section III-A, this distributed repair scheme
first recovers the erased symbol f(α∗) by downloading a total
of n − 2 + k sub-symbols from the surviving nodes, and then
recovers the second erased symbol f(α) using the Guruswami-
Wootters scheme with repair bandwidth n− 1. The steps of the
repair method are listed in Algorithm 1.
We now prove that Algorithm 1 actually performs repair as
described. Most of the steps in the algorithm are self-evident.
Proofs supporting the claims made in Step 2, Step 8, and Step 9,
are given in Corollary 1, Lemma 5 and Lemma 6, and Theorem 1,
respectively. Note that Corollary 1 is a direct consequence of
Lemma 2 (b).
Corollary 1. Given that α∗ 6= α, the root space Kα∗,α of the
polynomial Qα∗,α(z) = TrF/B
(
z(α− α∗)) has dimension t− 1
over B. Therefore, it has a basis U of size t − 1 as claimed in
Step 2 of Algorithm 1.
Lemma 5. Computing the right-hand side sums of the repair
equations generated by the checks p1, . . . , pt−1 in Step 6 of
Algorithm 1 requires the knowledge of at most one sub-symbol
from each of the n− 2 nodes that store f(α), α ∈ A \ {α∗, α}.
Proof: As we choose ui to be a root of Qα∗,α(z), by
Lemma 3 (a), pi(α) = 0. Alternatively, the checks pi exclude
f(α). By Lemma 4, for each α ∈ A \ {α∗, α}, the terms
TrF/B
(
pi(α)f(α)
)
for all i = 1, . . . , t− 1, can be computed by
downloading at most one sub-symbol TrF/B
(
f(α)
α−α∗
)
from the
node storing f(α). Therefore, a bandwidth of n−2 sub-symbols
is required to reconstruct the first t− 1 traces of f(α∗), namely,
TrF/B
(
p1(α
∗)f(α∗)
)
, . . . ,TrF/B
(
pt−1(α∗)f(α∗)
)
.
Lemma 6. Computing the right-hand side sum of the repair
equation generated by pt in Step 6 of Algorithm 1 requires the
knowledge of k sub-symbols, each of which is from a node that
stores f(α) with pt(α) 6= 0.
Proof: Note that deg(p1) = |B|t−1 − 1 = n − k − 1. The
set of roots of p1 over F equals(
α∗ +
1
u1
K
)
\ {α∗},
where K is the kernel of the trace function TrF/B . The root
set is of cardinality n − k − 1. Therefore, there are precisely
k + 1 elements α ∈ F such that p1(α) 6= 0. In other words,
the check p1 involves k + 1 codeword symbols f(α), including
f(α∗) itself. Also, since p1(α) = 0, this check excludes f(α).
As we set pt(x) = utu1 p1(x) in Step 5, the same conclusions hold
for pt. As a result, according to Lemma 4, computing the right-
hand side sum of the repair equation generated by pt requires
k sub-symbols, namely the traces TrF/B
(
ut
u1
f(α)
α−α∗
)
, from the k
nodes storing such symbols f(α). Note that since pt excludes α,
we do not require the information about f(α) in the last repair
equation.
Theorem 1. The Distributed Repair Scheme I requires a band-
width of n−2+k sub-symbols from the n−2 surviving nodes to
recover the first erased codeword symbol f(α∗) and n− 1 sub-
symbols to recover the second erased codeword symbol f(α).
Proof: By Lemma 1 (b), pi(α∗) = ui, for i = 1, . . . , t− 1.
Moreover, since pt(x) = utu1 p1(x), we have pt(α
∗) = ut
as well. As U ′ = {u1, u2, . . . , ut} is a basis of F over B,
from the left-hand side terms of the t repair equations given
in Step 6, we obtain t independent traces of f(α∗), namely
TrF/B
(
u1f(α
∗)
)
, . . . ,TrF/B
(
utf(α
∗)
)
. From these t traces,
f(α∗) can be determined uniquely, and this validates Step 9. The
claim about the repair cost for f(α∗) follows from Lemma 5
and Lemma 6. The repair cost for f(α) is inherited from the
Guruswami-Wootters scheme.
Remark 2. A combination of the naive repair scheme for re-
pairing the first erasure, and the Guruswami-Wootters scheme for
repairing the second erasure requires a repair bandwidth of kt+
(n−1) sub-symbols. One can verify that when k = n(1−1/|B|)
and t ≥ 2|B|−1|B|−1 , it holds that (n−2+k)+(n−1) < kt+(n−1). In
this case, the proposed distributed repair scheme incurs a strictly
smaller repair bandwidth than the combination of a naive and
single-erasure repair scheme.
C. A Centralized Two-Erasure Repair Scheme for Reed-Solomon
Codes
In our Centralized Repair Scheme, a repair center carries out
the repair of both erased symbols simultaneously at one place.
Then it distributes the recovered symbols to the corresponding
replacement nodes. The repair bandwidth is defined to be the
amount of information the repair center downloads from the
surviving nodes. As outlined in Section III-A, in this scheme
one first constructs 2(t− 1) checks, t− 1 of which involve only
f(α∗) and t − 1 of which involve only f(α). In addition, one
subsequently constructs two checks that involve both f(α∗) and
f(α). With these 2t checks, which amount to a repair bandwidth
of 2(n−2) sub-symbols, the scheme can recover both f(α∗) and
f(α). The centralized repair scheme is described in Algorithm 2.
Our goal is to obtain t independent traces for each erased
symbol, i.e. TrF/B
(
p1(α
∗)f(α∗)
)
, . . . ,TrF/B
(
pt(α
∗)f(α∗)
)
for
f(α∗) and TrF/B
(
q1(α)f(α)
)
, . . . ,TrF/B
(
qt(α)f(α)
)
for f(α).
The proof behind Step 8 in the Centralized Repair Scheme
6Algorithm 2: A Centralized Repair Scheme
1: Find the root space Kα∗,α of the polynomial Qα∗,α(z).
2: Let U = {u1, u2, . . . , ut−1} ⊆ F and a basis of Kα∗,α
over B. Let V = {v1, v2, . . . , vt−1} ⊆ F be another basis
of Kα∗,α over B.
3: Complete U to a basis U ′ = {u1, . . . , ut} of F over B.
3′: Complete V to a basis V ′ = {v1, . . . , vt} of F over B.
4: Set pi(x)
4
= pui,α∗(x) =
TrF/B
(
ui(x− α∗)
)
x− α∗ , i ∈ [t].
4′: Set qi(x)
4
= pvi,α(x) =
TrF/B
(
vi(x− α)
)
x− α , i ∈ [t].
5: Create 2(t− 1) repair equations for f(α∗), f(α), i < t:
TrF/B
(
pi(α
∗)f(α∗)
)
= −∑α∈A\{α∗} TrF/B(pi(α)f(α)).
TrF/B
(
qi(α)f(α)
)
= −∑α∈A\{α} TrF/B(qi(α)f(α)).
5′: Create two additional repair equations for f(α∗), f(α):
TrF/B
(
pt(α
∗)f(α∗)
)
+ TrF/B
(
pt(α)f(α)
)
= −
∑
α∈A\{α∗,α}
TrF/B
(
pt(α)f(α)
)
.
TrF/B
(
qt(α
∗)f(α∗)
)
+ TrF/B
(
qt(α)f(α)
)
= −
∑
α∈A\{α∗,α}
TrF/B
(
qt(α)f(α)
)
.
6: Download TrF/B
(
f(α)
α−α∗
)
and TrF/B
(
f(α)
α−α
)
from the
node storing f(α), for every α ∈ A \ {α∗, α}.
7: Compute the RHS of the 2t repair equations.
8: Compute TrF/B
(
pi(α
∗)f(α∗)
)
and TrF/B
(
qi(α)f(α)
)
for all i ∈ [t].
9: From the 2t traces in Step 8, determine f(α∗) and f(α).
involves a new insight into the behavior of trace functions. On
one hand, the traces generated by p1, . . . , pt−1, and q1, . . . , qt−1,
are simply equal to the right-hand side sums of the respective
repair equations. On the other hand, it is not obvious how
to compute the traces generated by pt and qt using the last
two repair equations created in Step 5’. More specifically, from
the repair equation corresponding to pt, we want to extract
the “good” trace TrF/B
(
pt(α
∗)f(α∗)
)
, but we also have one
“interfering” trace TrF/B
(
pt(α)f(α)
)
. Similarly, from the repair
equation corresponding to qt, we want to extract the “good” trace
TrF/B
(
qt(α)f(α)
)
, but are faced with another “interfering” trace
TrF/B
(
qt(α
∗)f(α∗)
)
.
The key observation is that when the field expansion de-
gree t is divisible by the characteristic of F , the “interfering”
traces can actually be deduced from the traces of the already
computed repair equations. More precisely, we can compute
TrF/B
(
pt(α)f(α)
)
from TrF/B
(
qi(α)f(α)
)
, i ∈ [t − 1], and
also TrF/B
(
qt(α
∗)f(α∗)
)
from TrF/B
(
pi(α
∗)f(α∗)
)
, i ∈ [t−1].
Once the values of the “interfering” traces are known, they can
be canceled out from the last two repair equations, and as a
consequence, the “good” traces can be extracted. Note that we
can use the known traces of f(α) to cancel the interference
for f(α∗) and vice versa because we are doing centralized
repair, in which all downloaded data is available at one place.
Lemma 7 and Corollary 2 formally prove the above observations.
The importance of having t divisible by the characteristic lies
in the fact that it ensures TrF/B(1) = 0, or equivalently,
B ⊆ K 4= ker(TrF/B), so that Lemma 3 (b) holds.
Lemma 7. If the field expansion degree t is divisible by the
characteristic of the fields F and B, then pt(α) is dependent
(over B) on the set {qi(α) : i ∈ [t−1]}. Also in this case, qt(α∗)
is dependent (over B) on the set {pi(α∗) : i ∈ [t− 1]}.
Proof: Because of symmetry, it suffices to just prove the
first statement of the lemma. By Lemma 1 (b), we have qi(α) =
vi, for every i ∈ [t − 1]. Therefore, {qi(α) : i ∈ [t − 1]} =
{v1, . . . , vt−1} = V , which is a basis of the root space Kα∗,α of
the polynomial Qα∗,α(z). Therefore, in order to show that pt(α)
is dependent on V , it is sufficient to prove that pt(α) is a root
of Qα∗,α(z). But this follows immediately from Lemma 3 (b),
because pt(x) equals put,α∗(x) by its definition in Step 4.
From the linearity of the trace function, we arrive at the
following corollary of Lemma 7.
Corollary 2. If the field expansion degree t is divisible by
the characteristic of the fields F and B, then the trace
TrF/B
(
pt(α)f(α)
)
can be written as a linear combination (over
B) of the traces in
{
TrF/B
(
qi(α)f(α)
)
: i ∈ [t − 1]
}
. Also,
the trace TrF/B
(
qt(α
∗)f(α∗)
)
can be written as a linear com-
bination (over B) of the traces in
{
TrF/B
(
pi(α
∗)f(α∗)
)
: i ∈
[t− 1]
}
.
Before stating our main theorem of this section, we summarize
in Table I the way we use different types of checks for the
recovery of two erased symbols f(α∗) and f(α).
Checks
Erased
Positions α∗ α Purpose
p1, . . . , pt−1 × · → traces for f(α∗)
q1, . . . , qt−1 · × → traces for f(α)
pt × × → trace for f(α∗)
qt × × → trace for f(α)
TABLE I: Repairing two erased symbols f(α∗) and f(α). A cross
“×” means a nonzero value, while a dot “·” means a zero value.
There are 2t − 2 checks, t − 1 involving only f(α∗) and t − 1
involving only f(α). The traces generated by these checks also
help to eliminate the “interfering” traces in the repair equations
corresponding to pt and qt. As a consequence, the tth trace for
each erased symbol can be extracted from the last two repair
equations.
Theorem 2. The Centralized Repair Scheme can recover any
two erased symbols f(α∗) and f(α) at a repair bandwidth of
2(n − 2) sub-symbols in B, under the condition that the field
extension degree t is divisible by the characteristic of F .
Proof: The right-hand side sums of the repair equations
generated by p1, . . . , pt, and q1, . . . , qt, can be determined si-
multaneously by downloading two sub-symbols from each node
storing f(α), α ∈ A \ {α∗, α}, namely TrF/B
(
f(α)
α−α∗
)
and
TrF/B
(
f(α)
α−α
)
, according to Lemma 4. Note that by Lemma 3 (a),
pi(α) = 0 and qi(α∗) = 0, for i = 1, . . . , t−1. Therefore, neither
f(α∗) nor f(α) participate in the right-hand side sums of all 2t
repair equations.
The first t− 1 traces
{
TrF/B
(
pi(α
∗)f(α∗)
)
: i ∈ [t− 1]
}
for
f(α∗) as well as the first t− 1 traces
{
TrF/B
(
qi(α)f(α)
)
: i ∈
7A α∗ = 0 α = 1 ξ ξ2 ξ3 ξ4 ξ5 ξ6 ξ7 ξ8 ξ9 ξ10 ξ11 ξ12 ξ13 ξ14
p1 1 · · · ξ12 · · ξ9 ξ8 · ξ6 · ξ4 ξ3 ξ2 ξ1
p2 ξ
1 · · ξ13 · · ξ10 ξ9 · ξ7 · ξ5 ξ4 ξ3 ξ2 ·
p3 ξ
2 · ξ14 · · ξ11 ξ10 · ξ8 · ξ6 ξ5 ξ4 ξ3 · ·
p4 ξ
3 1 · · ξ12 ξ11 · ξ9 · ξ7 ξ6 ξ5 ξ4 · · ·
q1 · 1 · · ξ1 · · ξ2 ξ6 · ξ8 · ξ3 ξ4 ξ9 ξ12
q2 · ξ1 · ξ7 · · ξ5 ξ2 · ξ13 · ξ10 ξ3 ξ4 ξ9 ·
q3 · ξ2 ξ11 · · ξ14 ξ5 · ξ6 · ξ8 ξ10 ξ3 ξ4 · ·
q4 1 ξ
3 ξ11 ξ7 · · ξ5 · ξ6 · · · · ξ4 ξ9 ξ12
TABLE II: (Example 1) The table of dual codewords (checks) used to repair two erased codeword symbols f(0) and f(1), which
correspond to the first two columns. The top row lists the 16 evaluation points. A dot “·” means a zero entry. The basis U ′ =
{1, ξ, ξ2, ξ3} of F = GF(16) over B = GF(2) corresponds to the evaluations of the four checks p1, p2, p3, p4 at α∗ = 0. Similarly, the
basis V ′ = {1, ξ, ξ2, ξ3} corresponds to the evaluation of the four checks q1, q2, q3, q4 at α = 1. Within the first four rows, except the
first two columns, the nonzero symbols in each column are all the same. This property reflects the fact that to compute the right-hand
side sums in the repair equations generated by pi’s, for each α 6= {0, 1}, we only need to download one trace (bit) TrF/B
(
f(α)
α
)
from the node storing f(α). Also, the first three rows have all zero entries at the second column, which means the first three
checks p1, p2, and p3 involve f(0) but not f(1). As a consequence, the first three independent traces of f(0), TrF/B
(
p1(0)f(0)
)
,
TrF/B
(
p2(0)f(0)
)
and TrF/B
(
p3(0)f(0)
)
, can be determined easily from 16−2 = 14 downloaded bits. The fourth check p4 involves
both f(0) and f(1), as described in the scheme. However, p4(1) = 1 is dependent on the set {q1(1), q2(1), q3(1)}. This allows us
to compute the “interfering” trace TrF/B
(
p4(1)f(1)
)
using TrF/B
(
q1(1)f(1)
)
, TrF/B
(
q2(1)f(1)
)
, TrF/B
(
q3(1)f(1)
)
, which we
already deduce from the first three repair equations generated by q1, q2, and q3. Hence, we can eliminate the “interfering” trace
TrF/B
(
p4(1)f(1)
)
from the repair equation generated by p4 and extract the fourth trace of f(0), namely TrF/B
(
p4(0)f(0)
)
. Together
with the three traces generated by the first three checks, namely, TrF/B
(
p1(0)f(0)
)
, TrF/B
(
p2(0)f(0)
)
, and TrF/B
(
p3(0)f(0)
)
,
the erased symbol f(0) can be recovered from these four independent traces. Similar properties hold for the last four rows and the
second erased symbol f(1).
[t − 1]
}
for f(α) can be recovered easily once the left-hand
side sums of the first 2(t − 1) repair equations are determined.
According to Lemma 7 and Corollary 2, the “interfering” traces
TrF/B
(
pt(α)f(α)
)
and TrF/B
(
qt(α
∗)f(α∗)
)
can be computed
from these set of 2(t − 1) traces. Therefore, we can extract
TrF/B
(
pt(α
∗)f(α∗)
)
and TrF/B
(
qt(α)f(α)
)
from the last two
repair equations.
Finally, by Lemma 1 (b), pi(α∗) = ui and qi(α) = vi
for all i = 1, . . . , t. Recall that the sets U ′ = {u1, . . . , ut}
and V ′ = {v1, . . . , vt} are both linearly independent over B.
Therefore, we obtain t independent traces for each erased symbol,
TrF/B
(
uif(α
∗)
)
, i = 1, . . . , t, for f(α∗), and TrF/B
(
vif(α)
)
,
i = 1, . . . , t, for f(α). Thus, each erased symbol will have t
independent traces to allow for its unique recovery.
Remark 3. It can be verified that when k = n(1 − 1/|B|) and
t ≥ 2|B||B|−1 , it holds that 2(n−2) < kt. In this case, the centralized
scheme has a strictly smaller repair bandwidth than the naive
scheme.
Example 1. Let B = GF(2), F = GF(16), n = |F | = 16,
and k = n(1 − 1/|B|) = 8. The extension degree is t = 4,
which is divisible by the characteristic of the fields. Let ξ be a
primitive element of F that satisfies ξ4 + ξ + 1 = 0. Let A =
{0, 1, ξ, ξ2, . . . , ξ14} ≡ F be the set of evaluation points and
C = RS(A, k) be defined as in Definition 1.
Let f(x) be a polynomial over F [x] of degree at most k − 1.
Then cf =
(
f(0), f(1), . . . , f(ξ14)
)
is a codeword of C. Suppose
that the first two codeword symbols f(0) and f(1) are erased.
So α∗ = 0 and α = 1. We now demonstrate the steps in the
Centralized Repair Scheme to repair these two symbols.
Step 1: Compute Qα∗,α(z).
Qα∗,α(z) = TrF/B
(
z(α−α∗)) = TrF/B(z) = z8 + z4 + z2 + z.
Step 2: Choose the bases U and V for the root space Kα∗,α of
Qα∗,α(z).
U = V = {1, ξ, ξ2}.
Step 3 and Step 3’: Complete U and V to bases U ′ and V ′ of
F over B.
U ′ = V ′ = {1, ξ, ξ2, ξ3}.
So we have ut = vt = ξ3.
Step 4 and Step 4’: Compute the checks pi for f(0) and qi for
f(1), i = 1, 2, 3, 4.
p1(x) =
TrF/B(x)
x
= x7 + x3 + x+ 1,
p2(x) =
TrF/B(ξx)
x
= ξ8x7 + ξ4x3 + ξ2x+ ξ,
p3(x) =
TrF/B(ξ
2x)
x
= ξx7 + ξ8x3 + ξ4x+ ξ2,
p4(x) =
TrF/B(ξ
3x)
x
= ξ9x7 + ξ12x3 + ξ6x+ ξ3,
q1(x) =
TrF/B(x− 1)
x− 1 = x
7 + x6 + x5 + x,
q2(x) =
TrF/B
(
ξ(x− 1))
x− 1 = ξ
8x7 + ξ8x6 + ξ8x5 + ξ8x4
+ ξ5x3 + ξ5x2 + ξx,
8q3(x) =
TrF/B
(
ξ2(x− 1))
x− 1 = ξx
7 + ξx6 + ξx5 + ξ10x4
+ ξ10x3 + ξ10x2 + ξ2x,
q4(x) =
TrF/B
(
ξ3(x− 1))
x− 1 = ξ
9x7 + ξ9x6 + ξ9x5 + ξ9x4
+ ξ8x3 + ξ8x2 + ξ14x+ 1.
To illustrate the remaining steps, it would be more intuitive
to write down the coordinates of the checks (Table II). These
coordinates are precisely the coefficients to be used in the repair
equations. The reader may refer to the caption of the table for
the explanation of how the scheme works.
D. An Improved Distributed Two-Erasure Repair Scheme for
Reed-Solomon Codes
The centralized repair scheme developed in the previous sec-
tion can be easily modified to yield another distributed repair
scheme that incurs a repair bandwidth of 2(n− 1) sub-symbols.
The graphical illustration of this scheme is depicted in Fig. 2.
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Replacement
tr
F
/B (
f
(α
)
α−
α
)
trF/B
(
f(α)
α−α∗
)
trF/B
(
f(α∗)
α∗−α
)tr F/B
( f(α)
α
−α
∗
)b bb b bb
Surviving nodes
f(α)
Fig. 2: Illustration of the Distributed Repair Scheme II for two
erasures. This scheme has an improved repair bandwidth of 2(n−
1) sub-symbols, compared to that of 2n−3+k of the Distributed
Repair Scheme I.
We now describe the Distributed Repair Scheme II. We use
the same notation as in the Centralized Repair Scheme in
Section III-C. First, the replacement node for f(α∗) uses the
t − 1 repair equations generated by p1, . . . , pt−1 to obtain t −
1 independent traces TrF/B
(
u1f(α
∗)
)
, . . . ,TrF/B
(
ut−1f(α∗)
)
.
Similarly, the replacement node for f(α) uses the t − 1 repair
equations generated by q1, . . . , qt−1 to obtain t− 1 independent
traces TrF/B
(
v1f(α)
)
, . . . ,TrF/B
(
vt−1f(α)
)
. Each node needs
another independent trace of the corresponding erased symbol.
These two traces are supplied by the two repair equations
generated by the two checks pt and qt, which are given in Step 6’
of the Centralized Repair Scheme. We rewrite them as follows.
TrF/B
(
pt(α
∗)f(α∗)
)
=− TrF/B
(
pt(α)f(α)
)
−
∑
α∈A\{α∗,α}
TrF/B
(
pt(α)f(α)
)
. (9)
TrF/B
(
qt(α)f(α)
)
=− TrF/B
(
qt(α
∗)f(α∗)
)
−
∑
α∈A\{α∗,α}
TrF/B
(
qt(α)f(α)
)
. (10)
Upon closer inspection of (9), we note that the “interfering” trace
TrF/B
(
pt(α)f(α)
)
actually represents what the node storing
f(α) is supposed to send to the replacement node for f(α∗),
if f(α) were not erased. As both f(α∗) and f(α) are erased,
this trace becomes an interference in the repair equation for
f(α∗). What we prove in Section III-B, surprisingly, shows that
after recovering t− 1 independent traces for f(α), even though
f(α) has not been recovered yet, the replacement node for f(α)
already has enough information to help the replacement node for
f(α∗), and vice versa.
Indeed, Lemma 3 (b) and Lemma 7 show that pt(α), and
hence 1α−α∗ , are roots of Qα∗,α(z), and therefore can be writ-
ten as linear combinations of v1, . . . , vt−1. By the linearity of
trace, TrF/B
(
f(α)
α−α∗
)
can be written as a linear combination of
TrF/B
(
v1f(α)
)
, . . . ,TrF/B
(
vt−1f(α)
)
. Hence, the replacement
node for f(α) can compute TrF/B
(
f(α)
α−α∗
)
from its known t−1
traces and send this information to the replacement node for
f(α∗). As pt(α) = bα−α∗ , where b
4
= TrF/B
(
ut(α − α∗)
) ∈ B,
the replacement node for f(α∗) can determine the “missing” trace
as
TrF/B
(
pt(α)f(α)
)
= b× TrF/B
( f(α)
α− α∗
)
and use it in the repair equation (9). Thus, the replacement node
for f(α∗) can recover this erased symbol by downloading one
sub-symbol from each of the other n − 1 nodes, including the
replacement node for f(α), as illustrated in Fig. 2. Similarly, the
replacement node for f(α) can also recover this erased symbol
by downloading one sub-symbol from each of the other n − 1
nodes, including from the replacement node for f(α∗). Thus, the
total repair bandwidth is 2(n− 1) sub-symbols, which improves
upon the scheme presented in Section III-B. The first distributed
scheme, however, works even when t is not divisible by the
characteristic of the field.
Theorem 3. The Distributed Repair Scheme II can recover any
two erased symbols f(α∗) and f(α) at a repair bandwidth of
2(n − 1) sub-symbols in B, under the condition that the field
extension degree t is divisible by the characteristic of F .
Remark 4. According to [9, Thm. 3], any linear single-erasure
repair scheme for an RS code over B requires a bandwidth of at
least (n− 1) log|B|
(
n−1
n−k
)
sub-symbols. It is possible to derive
a slightly tighter lower bound than that of the aforementioned
theorem, equal to (n−1) log|B|
(
n−1
n−k
|B|t
|B|t−1
)
sub-symbols. This
bound equals n−1 when n = |F | = |B|t and k = n(1−1/|B|).
Hence, repairing e erasures in a distributed manner requires at
least e(n−1) sub-symbols in B. Thus, the proposed scheme with
e = 2 is optimal.
Example 2. We consider an example that satisfies the assump-
tions of Theorem 3 with q = 2, t = 2, n = 4, and k = 2.
Let F4 = {0, 1, ξ, ξ2}, where ξ2 + ξ + 1 = 0. Then {1, ξ}
is a basis of F = F4 over B = F2. Moreover, each element
a ∈ F4 can be represented by a pair of bits (a1, a2) where
a = a1 + a2ξ. Suppose the stored file is (a, b) ∈ F24. To
devise a systematic RS code, the encoding process is executed
as follows. We associate to each file (a, b) ∈ F24 a polynomial
f(x) = fa,b(x)
4
= a + (b − a)x, which is of degree at most
1 = k−1. The evaluations of this polynomial at the four elements
9of the field F4 are given below.
f(0) = a1 + a2ξ = a,
f(1) = b1 + b2ξ = b,
f(ξ) = (a1 + a2 + b2) + (a1 + b1 + b2)ξ,
f(ξ2) = (a2 + b1 + b2) + (a1 + a2 + b1)ξ.
The four codeword symbols f(0), f(1), f(ξ), and f(ξ2) are
stored in Node 1, Node 2, Node 3, and Node 4, respectively,
as depicted in Fig. 1.
If only Node 2 fails, according to the Guruswami-Wootter
scheme, its replacement node first downloads three bits from the
other three (available) nodes, namely
• TrF/B
(
f(0)
0−1
)
= a2 from Node 1,
• TrF/B
(
f(ξ)
ξ−1
)
= a2 + b1 from Node 3,
• TrF/B
(
f(ξ2)
ξ2−1
)
= a2 + b1 + b2 from Node 4.
Subsequently, a basis U = {u1, u2} of F4 over F2 is selected,
for instance U = {ξ2, 1}. Consequently, the two checks used are
p1(x) =
TrF/B
(
ξ2(x−1)
)
x−1 and p2(x) =
TrF/B(x−1)
x−1 . Note that for
any b = (b1, b2) ∈ F4, TrF/B(ξ2b) = b1 and TrF/B(b) = b2.
From (5), these two traces of b = f(1) can be computed as
follows:
b1 = TrF/B(u1b)
= TrF/B
(
ξ2(0− 1))× TrF/B( f(0)
0− 1
)
+ TrF/B
(
ξ2(ξ − 1))× TrF/B( f(ξ)
ξ − 1
)
+ TrF/B
(
ξ2(ξ2 − 1))× TrF/B( f(ξ2)
ξ2 − 1
)
= 1× (a2) + 1× (a2 + b1) + 0× (a2 + b1 + b2).
Similarly,
b2 = TrF/B(u2b) = 0× (a2)+1× (a2+b1)+1× (a2+b1+b2).
A repair process for the case that only Node 3 fails proceeds
along the same lines.
Next, suppose that both Node 2 and Node 3 fail simultaneously.
According to the proposed scheme, the replacement node for
Node 2 first downloads two bits from the two available nodes,
namely
• TrF/B
(
f(0)
0−1
)
= a2 from Node 1,
• TrF/B
(
f(ξ2)
ξ2−1
)
= a2 + b1 + b2 from Node 4.
Similarly, the replacement node for Node 3 also downloads two
bits from the two available nodes, namely
• TrF/B
(
f(0)
0−ξ
)
= a1 from Node 1,
• TrF/B
(
f(ξ2)
ξ2−ξ
)
= a1 + a2 + b1 from Node 4.
At this point, the replacement node for Node 2 needs
TrF/B
(
f(ξ)
ξ−1
)
= a2+b1 to complete its repair process. As shown
in this section, this missing bit equals a linear combination of the
bits that the replacement node for Node 3 already downloaded.
Indeed, a2 + b1 = a1 + (a1 + a2 + b1). Therefore, the replace-
ment node for Node 3 can provide the replacement node for
Node 2 with its missing repair bit. Along the same lines, the
replacement node for Node 3 requires one more bit to complete
its repair, namely TrF/B
(
f(1)
1−ξ
)
= b1 + b2. Again, this missing
bit may be supplied by the replacement node for Node 2, as
b1 + b2 = a2 + (a2 + b1 + b2).
IV. REPAIRING REED-SOLOMON CODES
WITH THREE ERASURES
We extend our centralized and distributed schemes developed
in Section III to address the case when three codeword symbols
are erased in an RS code. We still assume that n = |F | = |B|t,
k = n(1−1/|B|), and that the field extension degree t is divisible
by the characteristic of the field. The unique feature of these
repair schemes is the concept of a repair cycle, in which the
computation of a trace enables the computation of another trace,
and so forth. The traces found during the cycle are not known
in advance, and are only determined once an activating trace
is found, based on the approach of Theorem 4 and Theorem 5.
When two such repair cycles are completed, t independent traces
for each of the three erased symbols are obtained. Consequently,
these symbols can be recovered simultaneously, with a total repair
cost of 3(n − 3) downloaded sub-symbols in the centralized
scheme, and a total repair cost of 3(n − 1) downloaded sub-
symbols in the distributed scheme. Unfortunately, with such small
bandwidth, our repair schemes can only handle certain patterns of
three erasures, and such patterns can be easily characterized. For
other patterns, the repair cycles cannot be activated, and hence,
the repair process itself cannot be initiated. Of course, one can
always repair those patterns using larger repair bandwidths, as
described in Section III-B, by downloading more traces.
A. A Centralized Three-Erasure Repair Scheme for Reed-
Solomon Codes
Theorem 4. Suppose f(x) ∈ F [x] is a polynomial of degree at
most k−1, which corresponds to a codeword in a Reed-Solomon
code C = RS(A, k). Assume that f(α∗), f(α), and f(α′) are the
three erased codeword symbols. Given that the field extension
degree t is divisible by the characteristic of F , and that{
α− α∗
α− α′ ,
α′ − α
α′ − α∗ ,
α∗ − α′
α∗ − α
}
∩K 6= ∅
holds, where K = ker(TrF/B) is the kernel of the trace function,
there exists a centralized repair scheme that recovers the three
erased symbols by downloading three sub-symbols from each
surviving node (In other words, the repair bandwidth of the
scheme is 3(n− 3) sub-symbols).
We divide our repair process into three rounds. In Round I,
s ∈ {t − 2, t − 1} independent traces for each erased symbol
are produced at the cost of downloading a total of 3(n − 3)
sub-symbols from n− 3 surviving nodes. We emphasize that no
additional data download is needed afterward. In Round II, two
additional traces are generated for each erased symbol. Round II
involves two repair cycles, each of which produces three traces.
Within each cycle, the determination of one trace leads to the
determination of another trace. Round III is required only when
the erased symbols do not have enough t independent traces from
the first two rounds.
Table III summarizes the different types of checks and their
use in the repair process.
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Checks
Erased
Positions α∗ α α′ Purpose
p1, . . . , ps × · · → traces for f(α∗)
q1, . . . , qs · × · → traces for f(α)
r1, . . . , rs · · × → traces for f(α′)
ps+1 × · → trace for f(α∗)
ps+2 × · → trace for f(α∗)
qs+1 × · → trace for f(α)
qs+2 · × → trace for f(α)
rs+1 · × → trace for f(α′)
rs+2 · × → trace for f(α′)
ps+3 × × → trace for f(α∗)
qs+3 × × → trace for f(α)
rs+3 × × → trace for f(α′)
TABLE III: Repairing three erased symbols f(α∗), f(α), and
f(α′). A cross “×” denotes a nonzero value, while a dot “·”
denotes a zero value. An empty entry means the corresponding
value can be either nonzero or zero. There are 3s checks
that involve exactly one of the three codeword symbols f(α∗),
f(α), and f(α′). They are p1, . . . , ps, q1, . . . , qs, and r1, . . . , rs,
respectively, where s ∈ {t − 2, t − 1}. The traces generated
by these checks are also used to eliminate “interfering” traces
in the repair equations corresponding to six additional checks
ps+1, ps+2, qs+1, qs+2, rs+1, rs+2, to produce six more traces for
the lost symbols. Observe that each of these six checks involves
at most two of the three codeword symbols f(α∗), f(α), and
f(α′). However, it is possible that the traces corresponding to
an erased symbol obtained so far are not independent. In this
case, three more checks are constructed, ps+3, qs+3, rs+3, each
of which contains at most two “interfering” traces. However, the
“interfering” traces can also be canceled out using the traces
generated by the previously constructed checks. Note that the last
three checks may involve all three erased codeword symbols.
Round I
We start the whole repair process by producing s ∈ {t−2, t−
1} independent traces for each erased symbol. The following
lemma is needed to explain the traces construction process.
Recall that for any three distinct elements α, β, γ in F , one
can define the polynomials Qα,β(z), Qβ,γ(z), and Qγ,α(z),
according to (7). Moreover, by (8), the intersection of the root
spaces of any two among these three polynomials is
Kα,β,γ
4
=
{
z∗ ∈ F : TrF/B(z∗α) = TrF/B(z∗β) = TrF/B(z∗γ)
}
,
which is precisely the intersection of the root spaces of all three
polynomials. We are interested in the case when {α, β, γ} =
{α∗, α, α′}.
Lemma 8. Let α, β, and γ be three distinct elements of F ∼= Bt.
Then
t− 2 ≤ dimB(Kα,β,γ) ≤ t− 1.
Proof: We have Kα,β,γ = Kα,β∩Kβ,γ . From Lemma 2 (b),
Kα,β and Kβ,γ both have dimension t− 1. Hence,
dimB(Kα,β,γ) ≤ t− 1.
Moreover, we also have
Kα,β =
1
β − αK, Kβ,γ =
1
γ − βK,
where K = ker(TrF/B). We may hence write
|Kα,β,γ | =
∣∣∣∣( 1β − αK) ∩ ( 1γ − βK)
∣∣∣∣ = ∣∣∣∣(γ − ββ − αK) ∩K
∣∣∣∣ ,
and for η 4= γ−ββ−α , the previous expression reduces to
|Kα,β,γ | = |ηK ∩K|. (11)
Consider the linear mapping σ : K → B, where σ(κ) =
TrF/B(ηκ). Then
ker(σ) = ηK ∩K. (12)
Since dimB(K) = t− 1, from (11) and (12) we deduce
|Kα,β,γ | = | ker(σ)| ≥ |B|dimB(K)−dimB(B) = |B|t−2.
Therefore, dimB(Kα,β,γ) ≥ t− 2.
We now select three bases U = {u1, . . . , us}, V =
{v1, . . . , vs}, and W = {w1, . . . , ws} of Kα∗,α,α′ over B.
According to Lemma 8, s = dimB(Kα∗,α,α′) ∈ {t − 2, t − 1}.
Note that one can set U , V , and W to the same basis. Here we
keep the setting general and assume that they can be any three
bases of Kα∗,α,α′ . Based on these three sets, we may define three
types of checks, namely
• pi(x)
4
= pui,α∗(x) =
TrF/B
(
ui(x− α∗)
)
x− α∗ , i = 1, . . . , s.
• qi(x)
4
= pvi,α(x) =
TrF/B
(
vi(x− α)
)
x− α , i = 1, . . . , s.
• ri(x)
4
= pwi,α′(x) =
TrF/B
(
wi(x− α′)
)
x− α′ , i = 1, . . . , s.
From Lemma 1 (b), these checks satisfy the following properties.
• {p1(α∗), . . . , ps(α∗)} ≡ U , since pi(α∗) = ui,
• {q1(α), . . . , qs(α)} ≡ V , since qi(α) = vi,
• {r1(α′), . . . , rs(α′)} ≡W , since ri(α′) = wi,
where ≡ stands for set equivalence. Moreover, by Lemma 3 (b),
the following additional properties also hold.
• pi(α) = 0 and pi(α′) = 0, for i = 1, . . . , s.
• qi(α∗) = 0 and qi(α′) = 0, for i = 1, . . . , s.
• ri(α∗) = 0 and ri(α) = 0, for i = 1, . . . , s.
Clearly, these 3s checks have support patterns as listed in
Table III. We summarize this fact in Lemma 9.
Lemma 9. The following statements hold.
• pi(x) involves f(α∗), but excludes f(α) and f(α′), i ∈ [s].
• qi(x) involves f(α), but excludes f(α∗) and f(α′), i ∈ [s].
• ri(x) involves f(α′), but excludes f(α∗) and f(α), i ∈ [s].
From these 3s checks, one can generate s repair equations for
each erased symbol as follows. For i = 1, . . . , s, we have
TrF/B
(
pi(α
∗)f(α∗)
)
= −
∑
α∈A\{α∗}
TrF/B
(
pi(α)f(α)
)
,
TrF/B
(
qi(α)f(α)
)
= −
∑
α∈A\{α}
TrF/B
(
qi(α)f(α)
)
,
TrF/B
(
ri(α
′)f(α′)
)
= −
∑
α∈A\{α′}
TrF/B
(
ri(α)f(α)
)
.
Due to the properties of the checks pi, qi, and ri stated in
Lemma 9, the right-hand side sums of the above repair equa-
tions do not involve any of the symbols f(α∗), f(α), and
f(α′). Therefore, by Lemma 4, we can determine s independent
traces for each erased symbol by downloading at most three
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Kα∗,α Kα,α′ Kα′,α∗
Kα∗,α,α′
F
u
s+1v
s+
2
vs+1 ws+2
us+
2w s
+
1
us+3
vs+3
ws+3
dimB(·) = t
dimB(·) = t− 1
dimB(·) = s ∈ {t− 2, t− 1}
Fig. 3: The hierarchy of the subspaces of F ∼= Bt.
sub-symbols from each surviving node, namely TrF/B
(
f(α)
α−α∗
)
,
TrF/B
(
f(α)
α−α
)
, and TrF/B
(
f(α)
α−α′
)
. In summary, after this round,
we obtain the following traces for the erased symbols:
• s traces TrF/B
(
uif(α
∗)
)
, i = 1, . . . , s, for f(α∗),
• s traces TrF/B
(
vif(α)
)
, i = 1, . . . , s, for f(α),
• s traces TrF/B
(
wif(α
′)
)
, i = 1, . . . , s, for f(α′).
Note that t− 2 ≤ s ≤ t− 1.
Round II
In order to construct six additional checks ps+1, ps+2,
qs+1, qs+2, and rs+1, rs+2, we introduce the following field
elements (see Fig. 3):
• us+1 ∈ F , so that U ∪ {us+1} = {u1, . . . , us+1} generates
the root space of Qα∗,α(z),
• us+2 ∈ F , so that U ∪ {us+2} = {u1, . . . , us, us+2}
generates the root space of Qα′,α∗(z),
• vs+1 ∈ F , so that V ∪ {vs+1} = {v1, . . . , vs+1} generates
the root space of Qα,α′(z),
• vs+2 ∈ F , so that V ∪ {vs+2} = {v1, . . . , vs, vs+2}
generates the root space of Qα∗,α(z),
• ws+1 ∈ F , so that W∪{ws+1} = {w1, . . . , ws+1} generates
the root space of Qα′,α∗(z),
• ws+2 ∈ F , so that W ∪ {ws+2} = {w1, . . . , ws, ws+2}
generates the root space of Qα,α′(z).
Note that by Lemma 2 (b), the root spaces of all polynomials
listed above have dimension t − 1. As a result, the checks may
be defined as
• ps+1(x)
4
= pus+1,α∗(x) =
TrF/B
(
us+1(x− α∗)
)
x− α∗ ,
• ps+2(x)
4
= pus+2,α∗(x) =
TrF/B
(
us+2(x− α∗)
)
x− α∗ ,
• qs+1(x)
4
= pvs+1,α(x) =
TrF/B
(
vs+1(x− α)
)
x− α ,
• qs+2(x)
4
= pvs+2,α(x) =
TrF/B
(
vs+2(x− α)
)
x− α ,
• rs+1(x)
4
= pws+1,α′(x) =
TrF/B
(
ws+1(x− α′)
)
x− α′ ,
• rs+2(x)
4
= pws+2,α′(x) =
TrF/B
(
ws+2(x− α′)
)
x− α′ .
The following lemma, which is a corollary of Lemma 1 (b) and
Lemma 3 (a), concludes that these six checks satisfy the support
patterns described in Table III.
Lemma 10. The following statements hold.
• ps+1(x) involves f(α∗), but excludes f(α).
• ps+2(x) involves f(α∗), but excludes f(α′).
• qs+1(x) involves f(α), but excludes f(α′).
• qs+2(x) involves f(α), but excludes f(α∗).
• rs+1(x) involves f(α′), but excludes f(α∗).
• rs+2(x) involves f(α′), but excludes f(α).
We outline next the cyclic procedure for generating traces and
removing “interfering” terms. Note that trace generation within
each cycle works under the condition that t is divisible by the
characteristic of the fields B and F , but no other constraints
are needed. However, in order to “trigger” the cycles, i.e., in
order to generate one of the traces in each cycle, we need to
assume further that one of the three ratios listed in Theorem 4
must belong to the kernel of the trace function. The whole repair
process is illustrated in Fig. 4.
3s traces in Round I
3 traces in Round III
α−α∗
α−α′ ∈K
activate the cycles
TrF/B
(
rs+1(α
′)f(α′)
)
ws+1← Qα′,α∗
TrF/B
(
qs+1(α)f(α)
)
vs+1← Qα,α′
TrF/B
(
ps+1(α
∗)f(α∗)
)us+1← Qα∗,α
TrF/B
(
ps+2(α
∗)f(α∗)
)us+2← Qα′,α∗
TrF/B
(
rs+2(α
′)f(α′)
)
Qα,α′ → ws+2
TrF/B
(
qs+2(α)f(α)
)
Qα∗,α→ vs+2
6 traces in Round II
R
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Fig. 4: Illustration of the repair process for three erasures. The
long solid arrows within each cycle describe the (cyclic) order
in which traces are generated. The two dashed arrows indicate
that under an additional assumption, namely that α−α
∗
α−α′ ∈ K =
ker(TrF/B), two traces in the two cycles can be generated using
the 3s traces generated during Round I along with their corre-
sponding repair equations. The thick arrow from the Round II
to the Round III block indicates that the three traces in the last
round can be generated using the traces produced in the first two
rounds.
In Lemma 11 and Lemma 12 we establish the order in which
traces are generated within each cycle.
Lemma 11 (Cycle Lemma I). Suppose that all 3s traces
constructed in Round I are given. Moreover, suppose that t is
divisible by the characteristic of the fields B and F . Then the
following statements hold.
• If the trace TrF/B
(
rs+1(α
′)f(α′)
)
is known, one can de-
termine the trace TrF/B
(
ps+1(α
∗)f(α∗)
)
.
• If the trace TrF/B
(
ps+1(α
∗)f(α∗)
)
is known, one can
determine the trace TrF/B
(
qs+1(α)f(α)
)
.
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• If the trace TrF/B
(
qs+1(α)f(α)
)
is known, one can deter-
mine the trace TrF/B
(
rs+1(α
′)f(α′)
)
.
Proof: Due to symmetry, we only need to prove the first
statement. Suppose that the trace TrF/B
(
rs+1(α
′)f(α′)
)
of f(α′)
is known. We show next how the “interfering” trace may be
canceled from the repair equation generated by ps+1(x).
According to Lemma 10, ps+1(α) = 0. Therefore,
TrF/B
(
ps+1(α
∗)f(α∗)
)
+ TrF/B
(
ps+1(α
′)f(α′)
)
= −
∑
α∈A\{α∗,α,α′}
TrF/B
(
ps+1(α)f(α)
)
, (13)
where the right-hand side sum can be determined from the
data downloaded in Round I. Our purpose is to extract the
“good” trace TrF/B
(
ps+1(α
∗)f(α∗)
)
from this equation, and
it suffices to show that we can determine the “interfering”
trace TrF/B
(
ps+1(α
′)
)
. Recall that rs+1(α′) = ws+1, and that
{w1, . . . , ws+1} generates the root space of Qα′,α∗(z). Since we
already generated TrF/B
(
wif(α
′)
)
, for i = 1, . . . , s+ 1, by the
linearity of the trace function, we only need to establish that
ps+1(α
′) = pus+1,α∗(α
′) is a root of the polynomial Qα′,α∗(z).
But this claim follows directly from Lemma 3.
Lemma 12 (Cycle Lemma II). Suppose that all 3s traces
constructed in Round I are given. Moreover, suppose that t is
divisible by the characteristic of the fields B and F . Then the
following statements hold.
• If the trace TrF/B
(
qs+2(α)f(α)
)
is known, one can deter-
mine the trace TrF/B
(
ps+2(α
∗)f(α∗)
)
.
• If the trace TrF/B
(
ps+2(α
∗)f(α∗)
)
is known, one can
determine the trace TrF/B
(
rs+2(α
′)f(α′)
)
.
• If the trace TrF/B
(
rs+2(α
′)f(α′)
)
is known, one can de-
termine the trace TrF/B
(
qs+2(α)f(α)
)
.
Proof: The proof of this lemma proceeds along the same
lines as the proof of Lemma 11.
To establish the validity of the procedure used in the second
round of repair, it remains to show that one can simultaneously
“activate” the two cycles whenever one of the ratios of pairwise
differences among α∗, α, and α′ belongs to the kernel of the
trace function.
Lemma 13 (Activation Lemma). Suppose that all 3s traces
constructed in Round I are given. Moreover, suppose that t is
divisible by the characteristic of the fields B and F . Then the
following statements hold.
• If α−α
∗
α−α′ ∈ K, then the traces TrF/B
(
rs+1(α
′)f(α′)
)
and
TrF/B
(
qs+2(α)f(α)
)
can be computed from the Round I
traces.
• If α
′−α
α′−α∗ ∈ K, then the traces TrF/B
(
ps+1(α
∗)f(α∗)
)
and
TrF/B
(
rs+2(α
′)f(α′)
)
can be computed from the Round I
traces.
• If α
∗−α′
α∗−α ∈ K, then the traces TrF/B
(
qs+1(α)f(α)
)
and
TrF/B
(
ps+2(α
∗)f(α∗)
)
can be computed from the Round I
traces.
Proof: Due to symmetry, it suffices to prove the first
statement only. Suppose that α−α
∗
α−α′ ∈ K. We first show that
the trace TrF/B
(
rs+1(α
′)f(α′)
)
can be determined based on the
s traces of f(α) computed from Round I. Since rs+1(α∗) = 0
due to Lemma 10, we can write the repair equation generated by
this check rs+1(x) as follows:
TrF/B
(
rs+1(α
′)f(α′)
)
+ TrF/B
(
rs+1(α)f(α)
)
= −
∑
α∈A\{α∗,α,α′}
TrF/B
(
rs+1(α)f(α)
)
. (14)
The right-hand side sum can be determined based on the down-
loaded data in Round I. In order to extract the “good” trace
TrF/B
(
rs+1(α
′)f(α′)
)
, we need to cancel out the “interfering”
trace TrF/B
(
rs+1(α)f(α)
)
from this repair equation. To do this,
we show that the “interfering” trace can be written as a linear
combination (over B) of the s traces of f(α), namely
TrF/B
(
v1f(α)
)
, . . . ,TrF/B
(
vsf(α)
)
,
which are known at the end of Round I. Note that V =
{v1, . . . , vs} is a basis of Kα∗,α,α′ , which is precisely the inter-
section of the root spaces of Qα,α′(z) and Qα∗,α(z). Therefore,
it suffices to show that rs+1(α) is a root of both Qα,α′(z) and
Qα∗,α(z). By Lemma 3 (b), rs+1(α) = pws+1,α′(α) is a root of
Qα,α′(z). Hence, it remains to prove that rs+1(α) is a root of
Qα∗,α(z).
We now invoke the assumption that α−α
∗
α−α′ ∈ K. This assump-
tion implies that α − α∗ = κ(α − α′), for some κ ∈ K. Let
∆ = α− α′ and b = TrF/B
(
ws+1(α− α′)
) ∈ B. Then
rs+1(α) =
TrF/B
(
ws+1(α− α′)
)
α− α′ =
b
∆
,
and since α− α∗ = κ(α− α′) = κ∆, we obtain
Qα∗,α(z) = TrF/B
(
z(α− α∗)) = TrF/B(zκ∆).
Furthermore,
Qα∗,α
(
rs+1(α)
)
= TrF/B
( b
∆
κ∆
)
= bTrF/B(κ) = 0,
because b ∈ B and κ ∈ K = ker(TrF/B). Thus, rs+1(α) is a
root of Qα∗,α(z) as desired.
Using a similar approach, we can show that the trace
TrF/B
(
qs+2(α)f(α)
)
may be determined as well. We use the
repair equation corresponding to qs+2(x), keeping in mind that
due to Lemma 10, qs+2(α∗) = 0:
TrF/B
(
qs+2(α)f(α)
)
+ TrF/B
(
qs+2(α
′)f(α′)
)
=
∑
α∈A\{α∗,α,α′}
TrF/B
(
qs+2(α)f(α)
)
.
Again, the idea is to show that the “interfering” term
TrF/B
(
qs+2(α
′)f(α′)
)
can be written as a linear combination
(over B) of the s traces of f(α′), namely
TrF/B
(
w1f(α
′)
)
, . . . ,TrF/B
(
wsf(α
′)
)
,
which were already generated in Round I. Note that W =
{w1, . . . , ws}, and by its definition, represents a basis of
Kα∗,α,α′ , which is the intersection of the root spaces of Qα,α′(z)
and Qα′,α∗(z). Therefore, it suffices to show that qs+2(α′) is a
root of both polynomials. The fact that qs+2(α′) = pvs+2,α(α
′)
is a root of Qα,α′(z) follows from Lemma 3 (b). To show that
qs+2(α
′) is also a root of Qα′,α∗(z), note that
α∗ − α′
α′ − α =
α− α∗
α− α′ − 1 = (κ− 1) = κ
′ ∈ K,
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since 1 ∈ K (from the assumption that t is divisible by the
characteristic of F ). Therefore, if we set b′ = TrF/B
(
vs+2(α
′ −
α)
) ∈ B, then
Qα′,α∗
(
qs+2(α
′)
)
= TrF/B
( b′
α′ − α (α
∗ − α′)
)
= TrF/B
(
b′κ′
)
= b′TrF/B(κ′) = 0.
The proof follows.
Lemma 11, Lemma 12, and Lemma 13 complete the analysis
of Round II. To summarize, at the end of Round II, we generated:
• s+ 2 traces TrF/B
(
uif(α
∗)
)
, i = 1, . . . , s+ 2, for f(α∗),
• s+ 2 traces TrF/B
(
vif(α)
)
, i = 1, . . . , s+ 2, for f(α),
• s+ 2 traces TrF/B
(
wif(α
′)
)
, i = 1, . . . , s+ 2, for f(α′).
Note that t− 2 ≤ s ≤ t− 1.
Round III
Observe that even though each of the three sets
{u1, . . . , us+2}, {v1, . . . , vs+2}, and {w1, . . . , ws+2} has
rank at least t − 1 over B, it may not have rank t. To illustrate
this possibility, consider the case that α−α
∗
α∗−α′ ∈ B. Then
ker(Qα∗,α) =
1
α− α∗K ≡
1
α∗ − α′K = ker(Qα′,α∗).
As a consequence, the set {u1, . . . , us+2} is contained in the
root spaces of both Qα∗,α(z) and Qα′,α∗(z), which are identical.
Hence, it can only have rank t − 1 instead of t as desired. In
this case, one more independent trace of f(α∗) is needed for
the recovery of f(α∗). Similarly, one more independent trace
is required for each of the two symbols f(α) and f(α′). In
Round III, such traces are generated as needed.
We construct the last three checks ps+3(x), qs+3(x), and
rs+3(x) via the elements us+3, vs+3, and ws+3, chosen as
follows:
• Choose us+3 so that rankB
({u1, . . . , us+1, us+3}) = t.
• Choose vs+3 so that rankB
({v1, . . . , vs+1, vs+3}) = t.
• Choose wt+1 so that rankB
({w1, . . . , ws+1, ws+3}) = t.
We set
ps+3(x)
4
= pus+3,α∗(x) =
TrF/B
(
us+3(x− α∗)
)
x− α∗ ,
qs+3(x)
4
= pvs+3,α(x) =
TrF/B
(
vs+3(x− α)
)
x− α ,
rs+3(x)
4
= pws+3,α′(x) =
TrF/B
(
ws+3(x− α′)
)
x− α′ .
Each of these three checks may involve all three erased symbols.
Hence, in each repair equation, there may be two “interfering”
traces. However, based on Lemma 14, we can easily determine
all of the “interfering” traces from the traces obtained at the
end of Round II. Consequently, the traces TrF/B
(
us+3f(α
∗)
)
,
TrF/B
(
vs+3f(α)
)
, and TrF/B
(
ws+3f(α
′)
)
, can also be easily
determined. Note that no additional symbol download is required.
Lemma 14. Given the 3s+ 6 traces of f(α∗), f(α), and f(α′),
obtained in Round I and Round II, the traces TrF/B
(
us+3f(α
∗)
)
,
TrF/B
(
vs+3f(α)
)
, and TrF/B
(
ws+3f(α
′)
)
can be found as long
as t is divisible by the characteristic of the field.
Proof: By symmetry, it suffices to show that the trace
TrF/B
(
us+3f(α
∗)
)
can be determined using the known traces.
The repair equation generated by ps+3(x) is given as follows.
TrF/B
(
ps+3(α
∗)f(α∗)
)
+ TrF/B
(
ps+3(α)f(α)
)
+ TrF/B
(
ps+3(α
′)f(α′)
)
= −
∑
α∈A\{α∗,α,α′}
TrF/B
(
ps+3(α)f(α)
)
.
Note that the right-hand side sum of this repair equation
can be determined using the 3(n − 3) traces TrF/B
(
f(α)
α−α∗
)
,
TrF/B
(
f(α)
α−α
)
, and TrF/B
(
f(α)
α−α′
)
, α ∈ A \ {α∗, α, α′}, down-
loaded in Round I.
We now prove that the two “interfering” traces
TrF/B
(
ps+3(α)f(α)
)
and TrF/B
(
ps+3(α
′)f(α′)
)
can be
deduced from the known traces. Indeed, by Lemma 3 (b),
ps+3(α) = pus+3,α∗(α) belongs to the root space of Qα∗,α(z),
which is generated by {v1, . . . , vs, vs+2}. Therefore, the
“interfering” trace TrF/B
(
ps+3(α)f(α)
)
can be written as
a linear combination of the known traces TrF/B
(
vif(α)
)
,
i = 1, . . . , s, s + 2. Similarly, as ps+3(α′) = pus+3,α∗(α
′)
belongs to the root space of Qα′,α∗(z), which is generated by
{w1, . . . , ws+1}, the “interfering” trace TrF/B
(
ps+3(α
′)f(α′)
)
can be written as a linear combination of the known traces
TrF/B
(
wif(α
′)
)
, i = 1, . . . , s+ 1. This completes the proof.
B. A Distributed Three-Erasure Repair Scheme for Reed-
Solomon Codes
We can easily modify the centralized repair scheme proposed
in Section IV-A to obtain a distributed scheme. The following
theorem is the distributed version of Theorem 4.
Theorem 5. Suppose f(x) ∈ F [x] is a polynomial of degree at
most k−1, which corresponds to a codeword in an Reed-Solomon
code C = RS(A, k). Assume that f(α∗), f(α), and f(α′) are the
three erased codeword symbols. Given that the field extension
degree t is divisible by the characteristic of F , and that{
α− α∗
α− α′ ,
α′ − α
α′ − α∗ ,
α∗ − α′
α∗ − α
}
∩K 6= ∅
holds, where K = ker(TrF/B) is the kernel of the trace function,
there exists a distributed repair scheme where all lost symbols are
recovered with a total repair bandwidth of 3(n−1) sub-symbols.
As discussed earlier in Remark 4, our distributed scheme
achieves optimal repair bandwidth 3(n−1) sub-symbols for those
specified triples when n = |F | = |B|t and k = n(1 − 1/|B|).
We use the same notations as in Section IV-A. The repair
process also consists of three rounds.
Round I.
• The replacement node for f(α∗) downloads n − 3 sub-
symbols TrF/B
(
f(α)
α−α∗
)
from n − 3 healthy nodes, where
α ∈ A \ {α∗, α, α′}, and recovers s independent traces of
f(α∗), i.e. TrF/B
(
uif(α
∗)
)
, i = 1, . . . , s.
• The replacement node for f(α) downloads n − 3 sub-
symbols TrF/B
(
f(α)
α−α
)
from n − 3 healthy nodes, where
α ∈ A \ {α∗, α, α′}, and recovers s independent traces of
f(α), i.e. TrF/B
(
vif(α)
)
, i = 1, . . . , s.
• The replacement node for f(α′) downloads n − 3 sub-
symbols TrF/B
(
f(α)
α−α′
)
from n − 3 healthy nodes, where
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α ∈ A \ {α∗, α, α′}, and recovers s independent traces of
f(α′), i.e. TrF/B
(
wif(α
′)
)
, i = 1, . . . , s.
Recall that t− 2 ≤ s ≤ t− 1.
Round II.
It is stated in Round II of the centralized scheme that each
replacement node recovers two more traces of the corresponding
lost symbol. However, it is actually sufficient for each replace-
ment node to recover either two or no traces, depending on
the number of traces obtained in Round I. We analyze the two
scenarios for the replacement node for f(α∗) as follows.
Case 1: s = t − 2. The replacement node for f(α∗) com-
putes TrF/B
(
us+1f(α
∗)
)
and TrF/B
(
us+2f(α
∗)
)
. The first
trace can be determined by downloading one sub-symbol, i.e.
TrF/B
(
ps+1(α
′)f(α′)
)
, or equivalently, TrF/B
(
f(α′)
α′−α∗
)
, from
the replacement node for f(α′), according to either Cycle
Lemma I (Lemma 11) or Activation Lemma (Lemma 13). A
similar assertion holds for the second trace. Recall that s is the
dimension of the intersection of the root spaces of Qα∗,α(z) and
Qα′,α∗(z), both of which have dimension t− 1 > s. Therefore,
in this case the two root spaces are distinct. As a consequence,
the set {u1, . . . , us+2 = ut} must be a basis of F over B. The
replacement node for f(α∗) now has enough independent traces
to recover this lost symbol. We illustrate the flow of the recovery
data among the replacement nodes in Fig. 5, when α−α
∗
α−α′ ∈ K.
tr
F
/B
(
f(α ′
)
α ′−
α ∗
)
trF/B
(
f(α)
α−α∗
)
trF/B
(
f(α∗)
α∗−α
)
tr F
/B
( f(α)
α
−α
′
)
f(α∗) f(α)
f(α′)
trF
/B
( f(α′ )
α
′−α
)
tr
F
/B
(
f(α ∗
)
α∗−
α ′
)
trF/B(rs+1(α
′)f(α′))
trF/B(rs+2(α
′)f(α′))
trF/B(qs+2(α)f(α))
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Fig. 5: Illustration of the data flow in Round II when s = t− 2
and α−α
∗
α−α′ ∈ K. Each replacement node constructs two new
traces in this round and downloads two traces from the other
two replacement nodes. The two repair cycles are activated at
the replacement nodes for f(α) and f(α′), which exchange the
recovery data along the bold arrows. These two replacement
nodes are indeed able to compute the “helping” traces from their
previously obtained traces, thanks to the Activation Lemma. The
other trace downloads and reconstructions follow the directions
of the remaining arrows. The outer arrows represent the Repair
Cycle I, while the inner arrows represent the Repair Cycle II.
The two cycles operate independently in parallel.
Case 2: s = t − 1. The replacement node for f(α∗) does
nothing in this round. Note that in this case, the root spaces of
Qα∗,α(z) and Qα∗,α′(z) are identical, and are the same as their
intersection Kα∗,α,α′ . The two aforementioned traces contain no
new information and therefore are ignored.
To summary, in both cases, at the end of Round II, the
replacement node for f(α∗) can determine TrF/B
(
uf(α∗)
)
for
all u in the union of the root spaces of Qα∗,α(z) and Qα′,α∗(z).
The repair bandwidth used is n − 1 = (n − 3) + 2 in Case 1
and is n − 3 in Case 2. The same conclusions hold for the
replacement nodes for f(α) and f(α′).
Round III.
If s = t − 2, each replacement node already collects enough
t independent traces to recover its lost symbol at the end of
Round II, with a repair cost of n − 1 sub-symbols. Otherwise,
Round III is necessary to supply three extra traces as needed.
Indeed, if s = t − 1, then before Round III, the replacement
node for f(α∗) has t − 1 traces of this symbol and needs one
more. According to Lemma 14, the last trace TrF/B
(
us+3f(α
∗)
)
can be determined by downloading two additional sub-symbols
TrF/B
(
ps+3(α)f(α)
)
and TrF/B
(
ps+3(α
′)f(α′)
)
, or equiva-
lently, TrF/B
(
f(α)
α−α∗
)
and TrF/B
(
f(α′)
α′−α∗
)
from the replacement
nodes for f(α) and f(α′), respectively. Thus, the total number
of downloaded sub-symbols is n − 1 = (n − 3) + 2. Similar
processes apply to the replacement nodes for f(α) and f(α′),
respectively.
C. Correctable Patterns of Three Erasures
We next evaluate the number of three-erasure patterns that are
correctable at low costs by our centralized and distributed repair
schemes developed in the previous sections.
Under the assumption that the field extension degree t is
divisible by the characteristic of the fields B and F , according to
Theorem 4, the erased codeword symbols corresponding to three
evaluation points α, β, and γ, that satisfy{
β − α
β − γ ,
γ − β
γ − α,
α− γ
α− β
}
∩K 6= ∅, (15)
can always be recovered by downloading 3(n− 3) sub-symbols
from the n − 3 unerased codeword symbols. Fix two arbitrary
evaluation points, say α and β. We would like to know how
many choices there are for the third point γ so that the triple
of points satisfies (15). For two fixed distinct elements α and β,
and for each κ ∈ K \ {0, 1}, we can define
γ = β − β − α
κ
.
It is straightforward to verify that γ 6= α, γ 6= β, and that β−αβ−γ ∈
K. Therefore, there are |K| − 2 = n|B| − 2 choices for γ that
ensure that β−αβ−γ ∈ K. The same assertion holds if we were to
require γ−βγ−α ∈ K or α−γα−β ∈ K. Hence, the number of correctable
triples is at least a fraction of 1|B| of the number of all triples.
A computer-aided count of the number of correctable triples,
two of which are fixed, is given in Table IV for some small values
of |B| and t.
V. CONCLUSIONS
A. Open Problems
We proposed centralized and distributed repair schemes for
the recovery of two and three erasures/failures in Reed-Solomon
codes. Two of our distributed schemes offer optimal repair
bandwidths among all linear repair schemes for Reed-Solomon
codes for which n = |F | = |B|t and k = n(1− 1/|B|). Several
open questions remain, including
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#Correctable triples #All triples = n− 2
|B| = 2, t = 4 14 14
|B| = 2, t = 6 60 62
|B| = 2, t = 8 206 254
|B| = 2, t = 10 900 1022
|B| = 4, t = 4 158 254
|B| = 4, t = 6 2, 330 4, 094
|B| = 4, t = 8 37, 886 65, 534
|B| = 8, t = 4 1, 406 4, 094
|B| = 8, t = 6 86, 694 262, 142
|B| = 3, t = 3 19 25
|B| = 3, t = 6 529 727
|B| = 3, t = 9 14, 083 19, 681
|B| = 9, t = 3 223 727
|B| = 9, t = 6 158, 263 531, 439
TABLE IV: Fixing two erased locations, the second column
counts the number of the third erased location that result in
correctable patterns of three erasures. The third column specifies
the number of all possible choices for the third location once the
first two are fixed, which is n− 2.
(P1) Finding centralized and distributed repair schemes that can
recover all three-erasure patterns with the repair bandwidths
of 3(n− 3) and 3(n− 1) sub-symbols, respectively.
(P2) Developing repair schemes for two/three erasures with low
repair bandwidths when the field extension degree t is not
divisible by the characteristic of the fields B and F .
(P3) Developing efficient repair schemes for an arbitrary number
of erasures.
B. Related Works and Performance Comparison
There exists a number of results in the literature that extend
minimum storage regenerating (MSR) codes [1], [2], originally
designed to recover single erasures only, to cope with multiple
erasures. In such settings, one often fixes n, k, and a finite field
B′, and constructs an MDS code over a larger field F ′ ∼= B′s.
The field extension degree s is referred to as the subpacketization
level. In most of these works, s is often larger than or equal to
n− k. By contrast, in our work, we fix n, k, and F , and choose
a subfield B of F so that |F | = |B|t and t ≤ log|B|(n − k) 
n− k. By slightly adapting the notation of [22], we may define
the rebuilding ratio as the fraction of data (originally) stored at
each helper node that is sent to a replacement node, or to the
repair center, in order to reconstruct the content of each failed
node. Most of the codes known in the literature have a rebuilding
ratio of 1/(n − k), while Reed-Solomon codes with our repair
schemes have a rebuilding ratio of 1/t ≥ 1/( log|B|(n−k) + 1).
MDS codes with larger subpacketization levels allow for smaller
rebuilding ratios at the cost of increasing encoding/decoding as
well as code description complexities.
We briefly review these results and compare them with the
results described in the previous sections.
The first line of work is concerned with the problem of repair-
ing e erasures (e ≥ 1) in MDS codes in a distributed manner.
The distributed repair process is often referred to as cooperative
or collaborative repair. A cooperative repair scheme generally
consists of two phases. In the first phase, the replacement nodes
contact and download recovery data from the available nodes.
In the second phase, they exchange information in order to help
each other to complete their repair processes. Our distributed
repair schemes may be viewed as an adaptation of this general
strategy to the trace-repair framework [9].
Hu et al. [23] presented a lower bound on the total repair
bandwidth, which equals (n−1)esn−k sub-symbols in a subfield B
′,
where s is the subpacketization level. Wang et al. [24] generalized
this bound to
∑e
i=1
dis
di−k+1 , by allowing each replacement node
for f(αi) to connect to di nodes (including both available and
replacement nodes), where di ≤ n − 1. MDS codes with repair
bandwidths attaining this bound are referred to as minimum-
storage cooperative regenerating (MSCR) codes. The authors
of [23], [24] also provided probabilistic constructions of such
MSCR codes with s = n − k. These codes ensure functional
instead of exact repair, i.e. there is no guarantee that the repaired
content of a failed node is the same as the original. When
di = n − 1 for every i ∈ [n], these MSCR codes have a
rebuilding ratio of 1n−k . Our distributed repair schemes for Reed-
Solomon codes with e = 2, 3 (see Remark 4) achieve a building
ratio 1t ≥ 1log|B|(n−k)+1 . Thus, their random codes have a lower
rebuilding ratio than the Reed-Solomon codes under our repair
schemes, while employing a higher level of subpacketization. Le
Scouarnec [25] proposed another construction of MSCR codes
with exact repair for e = 2 erasures when k = 2. This result
was later extended to cover all k ≥ 3 and n = 2k in the work
of Chen and Shum [26]. Exact-repair MSCR codes also exist
for d = k and e ≤ n − d, with s = n − k, as shown by
Shum and Hu [27]. Li and Li [28] proved the interesting fact
that any MSR code (see [1], [2]) is also an MSCR code for
e = 2 erasures. Therefore, an MSCR code for e = 2 exists
whenever an MSR code with the same parameters exists. The
most recent work along this line is the paper by Shum and
Chen [29], which introduced a repair scheme that can recover
any number of systematic node failures in the MISER code [30],
for which n = 2k. This scheme is also bandwidth-optimal, and
uses a level of subpacketization equal to n− k.
The problem of centralized repair of multiple erasures for
MDS codes has also been studied in the literature. Cadambe et
al. [31] proved that in order to repair e erasures, the total repair
bandwidth has to be at least edsd+e−k sub-symbolss from a subfield
B′, where d ≤ n − e is the number of available nodes that
the repair center contacts. MDS codes with repair bandwidths
attaining this bound are referred to as minimum-storage multi-
node regenerating (MSMR) codes. They also showed the exis-
tence of asymptotic MSMR codes with total repair bandwidths
approaching the lower bound when the subpacketization level
s → ∞, given that the subfield B′ is fixed. When d = n − e,
Tamo et al. [32] demonstrated that their Zigzag code is an exact-
repair MSMR code if restricted to e systematic node erasures,
with subpacketization level s = (n − k)k−1. Recently, this
result was extended by Wang et al. [33] to cover all e-erasure
patterns. Note that when d = n − e, the rebuilding ratio of an
MSMR code is 1n−k , which is smaller than the rebuilding ratio
of 1t ≥ 1log|B|(n−k)+1 of our centralized repair schemes for Reed-
Solomon codes with e = 2, 3. However, their subpacketization
level s = (n−k)n−1 is also much larger than ours, which equals
t ≤ log|B|(n − k) + 1. The centralized repair problem was also
investigated in the context of wireless distributed storage systems,
where storage nodes are fully connected by a common broadcast
channel [34].
Very recently, Ye and Barg [35], [36] introduced a new notion
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of MDS codes with the universally error-resilient (e, d)-optimal
repair property. These codes are MSMR codes for all e ≤ n− k
and all d ≤ n − e simultaneously. The authors of [35], [36]
also provided a construction of such codes whenever the subfield
B′ has size |B′| ≥ sn, where s = lcm(1, 2, . . . , n − k), with
subpacketization level s = sn.
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