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Two-dimensional semiconducting systems have become increasingly important 
for a variety of applications including photo-detectors, high-power transistors and 
optoelectronics. With the discovery of the indirect-to-direct bandgap transition in 
atomically thin transition metal dichalcogenide (TMDs’) materials, a plethora of further 
applications and advances await. Optical properties in these materials are especially 
interesting to measure, due to presence of spin-valley coupling giving rise to valleytronic 
applications, and enhanced light emission (and absorption) with applications in 
optoelectronics. 
Optical studies in semiconductors near the bandgap primarily relate to the 
fundamental optical excitation of semiconductors, an exciton (a Coulomb-bound 
electron-hole pair). If the Coulomb interaction is strong enough, excitons may capture an 
extra electron or hole, forming charged excitons known as trions. Trions have shown to 
carry longer-lived spin information, and can drift under an electric field. The interaction 
between excitons and trions, is thus a technologically important issue in optoelectronics.  
The purpose of this dissertation is to measure the interactions between excitons 
and trions in a variety of two-dimensional systems, primarily in the new class of 
semiconducting two-dimensional materials, TMDs’. The interactions are measured for 
their character (coherent or incoherent) and dynamics. Utilizing a two-color pump-probe 
 viii 
setup we uncover coherent coupling, between excitons and trions in monolayer 
molybdenum diselenide, an order of magnitude larger than traditional semiconductors 
(like gallium arsenide). Incoherent relaxation pathways towards trions, are measured via 
resonant excitation of excitons.  A mobility edge within the exciton resonance is 
uncovered, with applications in quantifying transport properties of materials under study. 
Further, valley sensitive measurements are carried out on monolayer tungsten diselenide, 
revealing the long-lived trion spin polarization and ultrafast exciton valley relaxation. 
The possible spectroscopy feature of biexcitons is discussed in monolayer tungsten 
diselenide. Finally, measurements are extended to high mobility gallium arsenide 
quantum well systems, and electron-density dependent spin scattering mechanisms are 
uncovered. We further discuss the possibility to suppress spin relaxation, via gate 
voltage, in these gallium arsenide quantum wells.   
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Chapter 1: Motivation 
SEMICONDUCTORS AND ELECTRONICS 
Semiconductors are ubiquitous in today’s world encompassing fields of 
electronics and energy. It is surprising though when we realize that semiconductors are a 
relatively new class of materials compared to metals and insulators. The first documented 
study of semiconductors was in the 1830’s when Faraday reported decreasing resistance 
of silver sulfide when heated, contrary to commonly seen behavior for metals. The 
generation of voltage when light is incident, or photovoltaic effect, was seen by 
Becquerel in 1837.  
Semiconductors can be thought of having an intermediate bandgap between 
conductors (zero bandgap) and insulators (large bandgap). The use of an electron as an 
information carrier began with semiconductors. The ability to control the electron flow 
by utilizing a gate voltage created innumerable applications for these materials. First 
transistors were developed in the beginning of the 20th century and are now at the heart of 
all electronics. The field has come a long way from the time when Wolfgang Pauli 
criticized it as “wallowing in dirt” [1]. The dirt he was referring to are dopants in the 
semiconductors, which have since been realized as tuning knobs to create photovoltaic 
devices and diodes [2]. Fabrication techniques including molecular beam epitaxy have 
been improved tremendously to create ultra-pure materials which provide even more 
control for semiconductor devices [3]. The state of the art is less than 1 part impurity 
atoms in a billion desired semiconductor atoms. This has given rise to high mobility 
transistors and efficient electronic and photovoltaic devices. 
The quest towards miniaturization of semiconductor transistors has been an 
interesting one and has been driven by advances in fabrication [4]. The ask is to pack 
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more transistors on a chip which yields speed, cost as well as energy benefits. This 
follows the guiding principle of Moore’s law which envisaged doubling of transistors on 
a chip every two years [5,6]. Remarkably, this “law” has held true for over 50 years led 
by progress in fabrication and manufacturing techniques. Techniques like 
photolithography and roll-to-roll manufacturing have been developed to work on a large 
scale [7]. The miniaturization quest has led to new questions being asked related to the 
quantum nature of transport of electrons. As the size of the transistors has been reduced, 
from ~ 10 𝜇m in 1965 to ~10 nm in 2015, quantum effects have come into focus [8]. 
Quantum tunneling which gives rise to leakage current and reduces efficiency of devices 
is a leading cause of noise for these tiny devices. Figure 1.1, courtesy Intel Inc., addresses 
these concerns towards scaling of devices and the need to explore material space. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.1: Schematic of Intel Inc. technology road map.  
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The choice of material for these transistors has, since the inception, been silicon ( 
a typical transistor is illustrated in Figure 1.2 [9]). Silicon, an indirect bandgap 
semiconductor, is widely available in nature in compound form with oxygen, namely 
silicon oxide or silica. Silica can be purified to create mono-crystalline silicon which can 
be used to create wafers for use in integrated circuits. The compound is however what 
makes use of silicon widespread. The oxide can easily be grown on top of the pure silicon 
and acts as an insulating layer reducing current leakage. Additionally the oxide 
insolubility in water provides robustness to the transistor and ease in fabrication. Thus, 
even though germanium is technologically superior (higher mobility and better transport 
properties), due to germanium oxide being soluble in water, silicon is preferred and 
almost exclusively used. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.2: Typical structure of a MOSFET (Metal Oxide Semiconductor Field Effect 
Transistor).  
A transistor, briefly consists of three parts. The semiconductor is separated from 
the metallic gate (G) by an oxide layer (gate dielectric layer). The source (S) and drain 
(D) are doped semiconductors and the current flow can be controlled using the gate 
voltage. Two key figures of merit for transistors and integrated circuits are the on-off 
 
G- Top-gate
S- Source
D- Drain
B- Back-gate
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ratio for current and the ability to control the current flow with the minimum gate voltage 
possible. The on-off ratio is the ratio of current when the transistor is switched on and the 
current when no voltage is applied. It is basically a measure of current leakage and the 
ability to switch devices. This affects the speed at which devices work (frequency of 
operation) and the energy used when switched off or when in stand-by power mode. With 
the advent of portable devices, the thrust is towards lower power applications which 
makes the leakage current an important beast to control. The second figure of merit, 
voltage required for switching, is also similarly important for high frequency transistors 
and the power used for operation. The gate voltage essentially controls the speed at which 
electron current traverses the conduction channel of the transistor. If lower voltages can 
be used for switching (referred to as voltage required for subthreshold decade swing), 
then the energy towards powering the device can be reduced, leading to less heat 
generation as well and providing tremendous energy and environmental savings. 
As transistors are made smaller, the thickness of the silicon oxide is reduced to 
increase gate capacitance and thereby increase current flow. The capacitance of the 
dielectric oxide layer is an important tuning parameter in the design of the transistor and 
can be written as 
 
                                               𝐶 =
(𝜅𝜖0)𝐴
𝑡 ⁄                                                      (1.1) 
 
, where A= area and t= thickness of oxide. Thus, capacitance is directly proportional to 
the dielectric constant and inversely proportional to thickness of the oxide. The quest 
towards increasing capacitance by decreasing thickness however leads to increasing 
current leakage through quantum tunneling. Another direction being taken is the 
replacing of silicon oxide with high dielectric constant material (high 𝜅 materials) to 
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reduce current leakage [10,11]. These high 𝜅 materials provide an opportunity to scale 
down transistors by providing a physically thicker layer (to reduce quantum tunneling 
current) while increasing gate capacitance to boost current flow (through a larger 
dielectric constant compared to silicon oxide). In other words, a thicker layer can be used 
to provide same capacitance and lower leakage current (exponentially lower leakage 
since quantum tunneling current scales as exp(-t)). 
 More importantly, it is becoming clear that silicon may not be the material of 
choice for transistors moving forward. Other materials like gallium arsenide (GaAs), 
graphene and non-planar geometries (nanotubes, nanowires, three dimensional 
transistors) are being explored (see Figure 1.1) [12]. These materials provide various 
tuning knobs, from higher electron mobilities to easier fabrication.  
The most common technique for fabrication of silicon and other semiconductor 
based transistors is photolithography [13,14]. Briefly, the technique utilizes a physical 
mask (fabricated by other nano-lithography techniques like e-beam lithography) which is 
patterned with the requisite features. A suitable photoresist is deposited on the oxide 
followed by light incidence (lamp light or laser), shadowed by the physical mask. 
Subsequently, chemical etchants are used to remove the non-exposed parts. Naturally, the 
limiting factor for the smallest feature size here is the size of the mask and the 
wavelength of the light used. Photolithography techniques have progressed from using 
400 nm Mercury lamp light in 1960’s to utilizing 194 nm argon fluoride lasers with a 
subsequent feature size reduction from micron scale to ~ 20 nm. Thus, photolithography 
and the semiconductor industry have greatly benefited from the improvement in laser 
technology. The use of low wavelength lasers however, have additional constraints 
namely absorption by air in the ultraviolet wavelength range, which necessitate the use of 
vacuum pumps increasing cost of production [15]. Additionally, the lithography process 
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has to be repeated many times in a commercial fabrication facility. Consequently, these 
top down techniques are not scalable beyond a certain point and can be cost prohibitive. 
Bottom-up techniques might be worth exploring.   
Bottom up fabrication techniques involve the growth of structures from the 
desired material [16-18]. The processes could be solution based or vapor based (chemical 
vapor deposition). Nanostructures down to arbitrary size (down to few atoms) and shape 
(circular, cylindrical, pyramidal) can be created with a very fine control on the critical 
dimension. Size fluctuations can be reduced tremendously and the cost of manufacturing 
reduced dramatically. The size and dimension control goes beyond the control offered by 
top-down techniques and will be discussed further in section 1.3. 
An important fundamental question is whether other particles (or excitations), 
separate from charge of electrons can be used as information carriers. We will explore the 
possibility of light and optical excitations as information carriers in the next section. We 
will also explore the possibility of spin of the electron as a means of communication and 
use in electronics in section 1.4. 
LIGHT MATTER INTERACTIONS 
The interaction of light with matter is one of the broadest fields in science and has 
been studied since time immemorial. Light is used to measure as well as modify 
properties of materials. Light can be used to drive chemical reactions, act as activation 
agents and as catalysts [19,20]. Light can be used to slow down the vibrations of objects 
and cool them down to ultracold (nanokelvin) temperatures [21]. Conversely, matter can 
be designed to trap light to enhance absorption (use in solar cells) or slow light down to 
fractions of speed of light in vacuum or even localize it completely [22,23].  
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Light (used interchangeably with electromagnetic waves) spans a large range of 
length scales. In order of decreasing wavelength scales, light can be of the form of radio 
waves (m to km), microwaves (mm to m), infrared (𝜇m to mm), visible (350 to 700 nm), 
ultraviolet (10 to 400 nm), x-rays (0.01 to 10 nm) or gamma-rays (𝜆 < 1e-12 m). These 
length scales are illustrated in Figure 1.3, along with corresponding frequencies (in hertz) 
and energy (in electron-volts, eV). These different forms of light can be used to measure 
and control physical phenomena at different length scales. Radio waves are the backbone 
of communication. They are used for over-the-air television broadcasts, phone 
communication and radar. Microwaves can be used to measure spatial location (GPS), for 
heating and power and for communication. The study of celestial objects (astronomy) is 
heavily dependent on the analysis of microwaves. Infrared radiation (and absorption by 
earth) is responsible for regulating earth temperatures. The ability to see things comes 
from the reflection and scattering of visible light from objects. Meanwhile, different 
objects having varied colors results from the fundamental and engineered properties of 
materials. For example, the different colors of aluminum oxide (alumina) are due to the 
small impurities of dopants (or impurities) which can make alumina blue (sapphire) or 
red (ruby) or anything in between and beyond. Further, ultraviolet light is utilized for 
driving chemical reactions and use in arc lamps. It is also important for use in 
photolithography and high spatial resolution imaging techniques. X-rays can be used to 
measure the internal structure of materials and medical radiography in treating cancer and 
are widely used in crystallography. The study of gamma rays in astronomy is important 
for characterizing supernovae and pulsars. 
Sources of electromagnetic radiation covering these wavelengths are present in 
nature as we have discussed briefly. For example, gamma rays are created by 
spontaneous nuclear reactions and stars, infrared waves are radiated by heated objects. 
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However, these are quite limited in their scope and is difficult to control them. Lasers 
(Light amplification by stimulated emission of radiation) covering a range of these 
wavelengths are available now. Further, lasers in continuous as well as pulsed form have 
been developed. Lasers started with the development of masers (microwave lasers) in 
1953 and rapidly extended to visible light lasers (ruby laser, 1960). Currently, the laser 
spectrum has extended to generating coherent X-rays [24]. Laser systems are of various 
types depending on applications (pulse-width and band-width) and extend from gas based 
lasers (helium-neon, excimer) to dye lasers and solid state lasers (semiconductor, fiber). 
Table top laser sources have been responsible for revolutions in the medical, industrial 
and scientific domains. These laser systems, generating different wavelengths, can be 
used to probe phenomenon at diverse length-scales. 
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Figure 1.3: Schematic of length scales in the Electromagnetic spectrum. 
Light spanning this large length-scale range is intrinsic to length scale of matter in 
the universe. Additionally, the concept of matter behaving as wave (wave-particle 
duality) was described by Debroglie in 1924. Importantly, the beauty of interaction of 
matter with light (or electromagnetic waves) is that it can be described by a set of four 
length invariant equations, the Maxwell equations.  
 
                                              ∇ × 𝐻 = 𝐽𝑐 +
δ𝐷
𝛿𝑡⁄                                             (1.2) 
                                                    ∇ × 𝐸 = −𝛿𝐵 𝛿𝑡⁄                                                         (1.3) 
                                                    ∇. 𝐷 = 𝜌                                                                (1.4) 
                                              ∇. 𝐵 = 0                                                                (1.5) 
 
 
Radio Microwave Infrared Visible Ultraviolet X-ray Gamma
Atomic and 
Sub-atomic
BacteriaBuilding NanoparticleTennis Ball
 10 
These equations were proposed by Maxwell in 1861 and have been utilized to solve 
problems involving the interaction of electric and magnetic fields (of light) with matter. 
These equations are invoked for describing dipole radiation, propagation of waves in 
crystals and  scattering problems [25,26]. The list and scope is truly endless. Further, the 
scale invariance of the equations has been exploited to create new areas of research 
exemplified by nano-photonics which have taken device know-how at the microwave and 
radiowave scale and extended them to visible light [27-29]. 
Maxwell equations have been used to design structures over a large length scale 
range as well as explain physical phenomenon. On the other hand, there are active fields 
of research looking beyond Maxwell equations, which are classical in nature, and extend 
the physics to quantum phenomena [30]. At small length scales (~ 1 nm), the 
conventional rules (Maxwell) have to be re-examined and a full quantum treatment might 
be necessary. For example, quantum plasmonics is a dynamic field of research dealing 
with extreme confinement of visible light using metal nanoparticles revealing nature of 
quantum tunneling and creating applications in nanoscale photochemistry [31,32].  
The wavelength regime of near-ultraviolet, visible and NIR (near infrared) light is 
referred to as the optical regime. The interaction of optical light with matter is 
particularly interesting due to a number of reasons. Most (organic and inorganic) 
semiconductors have bandgaps in the region of 1 – 3 eV (400 – 1000 nm) (bandgap can 
be thought of as minimum photon energy required for excitation from the ground state to 
the first excited state, bandgaps are a consequence of crystal symmetry and wave 
reflection and will be discussed in chapter 2 in detail). Thus, visible and NIR light are 
ideal for investigation of semiconductor phenomena. Additionally, some metals have 
interband transitions in the visible range and thus can be optically probed [33]. Further, 
metallic nanoparticles scatter light in the visible range and thus can be used for a variety 
 11 
of applications including extreme confinement of light and photovoltaic devices [34,35].  
This relatively new field of plasmonics has also led to a number of innovations including 
cheap water purifiers and devices with enhanced chemical sensitivity (for detection of 
small quantities of compounds) [36]. On the other hand, the use of light to visualize 
biological processes is not new, indeed the first microscopes were created in 1600’s. 
Optical microscopes though suffer from limited spatial resolution, limited by wavelength 
of the light used (Abbe diffraction limit ~ 𝜆/2). Recently however, imaging techniques 
have seen great improvement, beating the diffraction limit and successfully bringing 
optical microscopy techniques to the nanoscale. These super-resolution microscopy 
techniques utilize light emitting fluorophores, nonlinear effects of light and tailored 
illumination [37,38]. These techniques were awarded the chemistry Nobel Prize in 2014. 
Another great example of visible light matter interaction is the chemical process of 
photosynthesis. In most organisms, the molecules responsible for photosynthesis (present 
in chlorophyll) absorb only the visible portion of the sunlight. Interestingly, beautiful 
non-linear spectroscopy experiments revealed the quantum nature of transport of 
electrons in plants undergoing photosynthesis [39,40]. The photosynthetic process was 
found to result from a coherent interaction of light with the molecules (coherent and 
incoherent coupling processes will be discussed in chapter 2 and chapter 4).  
The other reason why the optical regime is more studied than other regimes is the 
large availability of semiconductor and other table-top laser sources. Semiconductors 
emit light (spontaneous or stimulated) in the energy range of their bandgap which can be 
utilized to measure other semiconductors and materials. This bandgap as we have 
discussed, is in the optical regime. The semiconductors can be driven electrically 
(electroluminescence), can be put in an optical cavity to create coherent laser light or 
used in engineered diode structures to generate light [41-43]. Additionally, easily 
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available incoherent sources, like incandescent lamps, have their emission spectrum in 
the range of 400 - 1000 nm, resulting from the blackbody radiation of the heated filament 
of the bulb. This incoherent light can be used to measure scattering cross-sections of 
nanoparticles and for optical microscopy helpful in microstructure characterization [34]. 
Further, coherent laser sources can be used to measure the dynamic evolution of quantum 
processes as also discussed earlier in context of photosynthesis. Interestingly, non-linear 
effects requiring high light intensities were made possible only through the development 
of lasers and made easier through pulsed sources [44,45]. Presently, there has been much 
work on developing infrared and terahertz laser sources which can probe intraband 
transitions in semiconductors [46,47]. As a result, these intraband transitions which 
provide information into the internal structure and interactions of the bands, are now 
accessible [48]. Thus, the correlation between light sources and interesting physics being 
discovered and studied is clear.  
Measuring certain quantum effects (Rabi frequency, Quantum entanglement) have 
been possible only after invention of coherent laser light sources [49,50]. The studies of 
these quantum effects have led to vast interest in controlling bits of information for 
computing purposes. The field of quantum computing has specific advantages over 
classical computing including use of qubits (quantum bits) which work in Hilbert space 
rather than classical space and thus can be faster in certain cases [51-53]. The control of 
these qubits are done by employing a set of lasers and the use of flying qubits (photons) 
can enhance the large spatial separation of networks and make error correction scalable 
[54,55]. 
Certain aspects of the quantum nature of light matter interaction though were 
revealed even before lasers were invented. Quasiparticles in semiconductors are a 
beautiful example of emergent quantum phenomena in physics, which were studied 
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before the advent of lasers.  Interactions and correlations amongst simple constituents can 
give rise to complex phenomena when they behave collectively [56-58]. These emergent 
phenomena are widespread in nature including motion of flock of birds and traffic 
patterns, and extend to physical systems [58,59]. Quasiparticles in solid state physics 
arise due to complex interactions between electrons and/or the crystal lattice. 
Quasiparticles are essentially simplifications to the full quantum mechanical many-body 
problem in semiconductors and other materials. 
Quasiparticles in semiconductors are of different types. There are fermionic 
quasiparticles, following Fermi-Dirac statistics. Electrons in a crystal as well as a hole, 
left behind after an electron is excited (from the ground state to the excited state), are 
fermionic quasiparticles. Electrons in a semiconductor have different effective masses 
than free electron masses and are affected by the dielectric environment. Another 
interesting example is the Majorana fermion which has attracted considerable interest in 
the community (it is a particle which is its own antiparticle) but is beyond the scope of 
this work [60]. Additionally, there are bosonic quasiparticles which means they follow 
Bose-Einstein statistics. Quantum of crystal (atoms in the crystal) vibrations are phonons, 
quantum of magnetic excitations are magnons and quantum of electron oscillations are 
plasmons (quantum literally means a discrete quantity). Coulomb bound electron-hole 
pairs are called excitons, they are optically generated and are bosonic [61,62]. 
Interestingly, composite quasiparticles, for example trions, are a combination of electrons 
(fermionic) and excitons (bosonic) and are a result of doped systems [63,64]. Trions are 
fermionic and will be discussed in much detail in chapter 2, along with excitons. The 
bosonic quasiparticles have integer spin while the fermionic quasiparticles (electrons in 
crystals, holes) have n × (1/2) spin, where n is an odd integer. Further, the energy of a 
bosonic quasiparticle can simply be written as  
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                                                     𝐸 = ℎ𝑣                                                          (1.6) 
 
, where ℎ is Planck’s constant and 𝑣 is the frequency (of excitation or creation) associated 
with the quasiparticle. As we have mentioned, quasiparticles in semiconductors were 
studied even before the advent of lasers. The discovery of excitons predates the invention 
of lasers and showed up as optical transitions, below the band gap, in absorption 
experiments [65,66]. However, lasers completely revolutionized the study of excitons and 
other quasiparticles. They offered unprecedented possibilities to study the dynamics as 
well as manipulate these quasiparticles. At present, time scales of exciton creation-
annihilation and interaction with other quasiparticles (phonons, trions) have been studied 
extensively utilizing pulsed as well as continuous laser sources. We will discuss these 
quasiparticles in detail in this dissertation, specifically in chapter 2 and in the 
experimental sections. Further, excitons have technological importance in creating white 
light sources and enhancing absorption for photo-voltaic applications [67,68]. In context 
of optoelectronic circuits, they can also be considered as information carriers and the 
importance of these quasiparticles is set to increase in the coming years. 
The dynamics of the light-matter interactions occur over a large time scale range. 
Some of these dynamics are summarized in figure 1.4. A wide variety of materials have 
electron and impurity spins of the order of a microsecond to a second [69,70]. Recently, 
spin lifetimes of the order of minutes was found in silicon [71]. However, most of these 
are better addressed by electrical means. The dynamics occurring on the fast 
(nanosecond) to ultrafast (picosecond, femtosecond) are best addressed through the 
optical route. As, we will also see in this dissertation, the dynamics involving the optical 
quasiparticles (excitons, trions) occur over a range of few femtoseconds to few 
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nanoseconds [72,73]. The shortest laser pulses are of the order of a few atto-seconds and 
are being used to probe dynamics on the atomic scale [74]. 
Figure 1.4: Illustration of the time scale of different physical processes in 
semiconductors. 
LOW DIMENSIONAL SEMICONDUCTORS 
In our discussions till now, we have not made a distinction between bulk and low 
dimension semiconductors. The physics in these two cases is very different. For example, 
the spin lifetimes of holes in quantum wells is larger than in the bulk. Most of these 
effects, as we will discuss in much detail in chapter 2, originate due to confinement of the 
electron (and hole) wavefunctions spatially. Additional effects arise due to reduction of 
screening of electronic interactions in low dimensional systems. In this section, we will 
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mainly look at the different systems studied and their fabrication techniques. We will 
mostly concentrate on bottom-up techniques.  
Bottom-up techniques, as we have discussed, offer fine control on the size and 
shape of the structures. Compared to top-down they are much easily scalable, once the 
process is perfected. The most common growth technique used for bottom-up fabrication 
is chemical vapor deposition. The technique (illustrated in figure 1.5) involves a sealed 
chamber in which gases and evaporants can be introduced. The evaporant is a precursor 
to the material desired to be deposited. The gases can act as carriers (neutral, inert gases) 
or reaction agents (react with precursors). With a fine control of temperature, flow rate 
and choice of precursor, the desired shape and size can be fabricated [75,76]. Quantum 
wells and quantum dots are however also grown by a different method, molecular beam 
epitaxy (MBE), which has high control over the concentration of impurities. Further, 
quantum dots can also be created in solution and hence are inherently scalable. 
Figure 1.5: A typical Chemical Vapor Deposition setup.  
Quantum wells offer two dimensional confinement of electrons (electrons are 
confined to move in two dimensional space). They were one of the first two-dimensional 
semiconductors studied and are primarily grown by MBE. Primarily, there are III-V 
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(Gallium Arsenide, Indium Arsenide) and II-VI (Cadmium Telluride) quantum wells, 
which offer different characteristics to choose from. Quantum wells consist of a thin layer 
(usually ~ 10 – 20 nm) of a lower bandgap material sandwiched by higher bandgap 
materials, which are usually lattice matched (to reduce strain). For example, a thin layer 
of gallium arsenide sandwiched between two layers of aluminum gallium arsenide 
(GaAs/AlGaAs) forms a quantum well, the thin layer offering quantum confinement. The 
choice of thickness of the quantum well layer, in the context of causing quantum 
confinement, is governed by the Bohr radius and will be discussed in chapter 2. 
Historically, the first quantum wells suffered from a high concentration of impurities and 
low quality interfaces between the barrier and the quantum well. The technology 
improved though, and the applications emerged, including lighting, lasers and 
photovoltaics. These applications resulted from a fundamental change in dynamics from 
bulk, including increased radiative rates and increased mobilities. Further, quantum wells 
are ideal test beds for studying quantum theories of confinement [77,78]. Additionally, 
multiple quantum wells could be grown in close proximity (variable distances ~ 10 nm) 
and quantum tunneling could be studied [79]. Currently, quantum wells with magnetic 
dopants are being used for use in spintronics, but are beyond the scope of this 
dissertation. Wide quantum wells (thickness of the order of Bohr radius) are especially 
interesting because they offer excellent transport properties and have higher spin 
lifetimes [80,81]. The spin relaxation mechanisms in these materials are not well 
understood and we will discuss these in chapter 2 and chapter 6. 
It was clear from the study of the quantum wells that controlling the interface is 
important. Further, there was a quest to find other two-dimensional (2D) semiconductors 
which offer excellent transport properties and enhanced optical characteristics and at the 
same time, have easier fabrication processes. There was also a thrust to find 
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semiconductors which might be useful in flexible electronics and could possibly be strain 
tuned. The discovery of graphene and the excellent transport properties (high mobilities) 
revolutionized the field of ultrathin semiconductors. It was discovered that by sticking 
tape to a piece of graphite and removing it, high quality and crystalline single layers of 
carbon could be created (mechanical exfoliation) [82]. Graphene has interesting physical 
properties including a Dirac cone in its energy-momentum space, zero bandgap, high 
carrier velocities, a honeycomb crystal structure and great mechanical strength. The zero 
bandgap however posed issues in implementing graphene as a possible alternative 
semiconductor to silicon. As we discussed, the presence of this bandgap decides the on-
off ratio of a semiconductor. Thus, there was no mechanism to switch off an intrinsic 
graphene transistor. There was a great move towards trying to chemically generate a 
bandgap by introducing intercalants, but these caused the mobilities to decrease 
tremendously (high mobilities made graphene attractive for applications) [83,84]. The 
best use of graphene was found to be as transparent electrodes and even in fuel cells. 
Thus, there was a need to explore the material space beyond graphene. 
The pursuit to find a 2-D semiconductor persisted. Single layer graphene could be 
easily exfoliated from graphite because different layers in graphite were held together by 
weak van der Waals forces. This also gave rise to graphite’s lubricating properties. The 
quest was narrowed to bulk materials with similar lubricating properties. In 2010, the first 
member of a different class of materials was discovered by two groups simultaneously 
[85,86]. They studied a class of semiconducting materials called transition metal 
dichalcogenides (TMD’s), consisting of a transition metal (tungsten, molybdenum) and a 
chalcogen (sulphur, selenium). It was found while exfoliating bulk crystals of these 
TMD’s to single layers (specifically molybdenum sulfide), the ensuing monolayers 
underwent a bandgap change. A transition from an indirect bandgap in bulk (similar to 
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silicon) to direct bandgap in monolayers (similar to gallium arsenide) was proposed and 
supported through first principal calculations and photoluminescence measurements. A 
number of measurements including angle resolved photoemission spectroscopy and 
scanning electron microscopy confirmed the wonderful thickness dependent bandgap in 
these materials [87,88]. Further, the bulk crystals had been shown to have strong 
excitonic transitions [65,89]. These excitonic transitions were enhanced in the 
monolayers due to the direct bandgap nature and were shown to dominate the optical 
response, even at room temperature. The excitonic nature of these transitions is 
fundamentally interesting to study and has great fundamental applications including in 
transport [90].  These materials have high absorption coefficients at the excitonic 
resonances (~ 10%) and thus can be used for photovoltaic applications. Further, a number 
of studies have shown increased electronic interactions in these materials (compared to 
GaAs and other semiconductors) [91,92]. They also show spin-valley coupling and have 
applications in valleytronics [93,94]. Additionally, strain tuning has shown to drastically 
change the optical resonances in these materials, furthering the applicability in displays 
and other devices [95,96]. These materials will be, along with quantum wells, the focus 
of this dissertation. We will specifically look at the dynamics of the interactions and 
characterize coupling strengths between excitonic quasiparticles. We will also investigate 
the spin-valley polarization and the time-scales involved in the spin relaxation in these 
new class of semiconductors. 
 Single layers of these materials have wonderful properties. The next question was 
whether these could be combined or stacked on top of each other to tailor response 
according to the applications. These has much work on combining these van der Waals 
systems and creating new systems with desirable properties. This is also illustrated in 
figure 1.6 where the van der waals materials can be considered as Lego blocks [97]. Due 
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to the van der Waals nature of these materials, predicting the properties of the 
heterostructures is possible, because they are weakly interacting. Some wonderful 
examples of heterostructures are ultra-sensitive photodetectors, indirect excitons and 
chiral light emitting diodes [98-101]. Along with different materials being used, twist 
angle of the stacking, as well as doping can be used as important tuning parameters [102]. 
This is an exciting field and is bound to expand in the coming years but is not the focus 
of this dissertation. 
Figure 1.6: Illustration of heterostructures created, with single layers depicted as Lego 
blocks. 
SPINTRONICS 
Spintronics is simply, electronics with the spin (of an electron) being used as the 
information carrier. Using the spin offers a number of advantages including lower 
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switching powers and larger relaxation times, as we have discussed in the previous 
section [103]. Spintronics is not a new field and the first generation of spintronic devices 
have been so extensively used that it is difficult to imagine life without them. They have 
been used in hard-drives, MRAM’s and other electronic applications. The second 
generation relates to the transport properties of these spins. These include phenomenon 
like spin valves (spin filtering) [104], spin transfer torque [105] (spin momentum transfer 
to magnetic domains and induced magnetization change), and spin hall effect [106] 
(generating spin polarized currents). Figure 1.7 shows an illustration of the basic 
challenge in spintronics. Consider the spin of the electron modelled as a spinning top. 
The challenge is to get a spinning top (up or down spin) to maintain its precession (by 
reducing spin-scattering or spin-flip processes) and also to study the decay processes 
inherent to the system.  
Figure 1.7: Illustrating an ideal spinning top, which spins indefinitely, vs a real spinning 
top, governed by decay processes. 
Current is defined as motion of charge under the application of an electric field in 
the direction of the applied lateral field. Spin current on the other hand, involves the 
motion of a spin-polarized, i.e. different density of up and down electrons (spin is the 
fourth quantum number of an electron and reveals itself under application of a magnetic 
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field, intrinsic or extrinsic). Consider a flow of electrons such that all the spin up 
electrons move to one side of our conducting channel and all the spin down to the other 
side. This would result in a spin current without any motion of charge. This current is 
predicted to more easily switchable giving rise to lower power electronic devices, the 
switching energy up to a magnitude lower than end of road CMOS devices [103]. 
Most of the spintronics applications we have discussed till now involve 
ferromagnets and other magnetic components. However, the large spin relaxation times 
of (impurity) spins in pure materials (silicon, diamond) can also be utilized for 
information storage over long time scales. Further, spins with ultrafast (picosecond) 
relaxation times, which can be addressed optically, could also be useful in switching and 
computation. In TMD’s and quantum wells, the spins of the excitonic quasiparticles 
(excitons, trions) can be selectively addressed using circularly polarized light [23,93,107-
109]. Thus an imbalance in spin population can be generated and can be used for 
computation and transport. In this dissertation, we will measure the spin relaxation times 
for excitonic quasiparticles in these materials. We will also discuss the new paradigm of 
spin-valley coupling in TMD’s in chapter 2. 
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Chapter 2: Low Dimensional Semiconductors and Optical 
Quasiparticles 
In the previous chapter we have talked about the advent of semiconductors in the 
world of electronics. We have also talked about the fabrication and applications of these 
semiconductors. Further, we introduced concepts about light and matter interaction 
including the concept of quasiparticles. It is important that we look into these in some 
detail in this chapter. We also discuss in this chapter, the two physical systems, quantum 
wells and transition metal dichalcogenides, which are the focus of this dissertation. The 
concepts of nonlinear spectroscopy are introduced in this chapter and will be extended in 
the experimental setup section (chapter 4). 
OPTICAL BAND-GAPS AND BLOCH FUNCTIONS 
The bandgap is the most fundamental property measured in an optical analysis of 
the material. A semiconductor as we defined in the previous chapter, can be thought of 
“having an intermediate bandgap between conductors (zero bandgap) and insulators 
(large bandgap ~ 5 eV).” The bandgap decides the order of the magnitude of the 
conductivity, light absorption capabilities and imperative for all electronic applications. It 
is thus important to define the bandgap and its origin.  
A simple way to explain the bandgap is, imagine you are sitting at the bottom of a 
hill of an unknown height. The only tools you have to measure the height of the hill is a 
ball and an apparatus to measure the launch speed of the ball. When the ball is thrown up 
with just the appropriate speed, the ball scales the hill and the height is determined 
using ℎ𝑒𝑖𝑔ℎ𝑡 =
(𝑠𝑝𝑒𝑒𝑑)2
2𝑔⁄ , where g is the gravitational constant. In an experiment 
with light and an unknown semiconductor, light plays the role of the ball, the bandgap of 
the unknown semiconductor is the hill (of the unknown height) and the speed of the ball 
 24 
is the energy of the photon (of the light). Therefore the bandgap can simply be thought of 
as the (minimum) energy of the photon which can be absorbed by the material. The 
material is transparent to photon energies below the bandgap. Thus, the bandgap is 
related to the absorption edge of a semiconductor (minimum photon energy the material 
absorbs) and is important to be measured for optoelectronic and photovoltaic 
applications. 
 
 
 
 
 
 
 
 
 
Figure 2.1: Bandgaps in different classes of materials. 
We illustrate the bandgap for different materials in Figure 2.1. In this simplified 
figure, the conduction band (valence band) is represented by CB (VB). At absolute zero 
temperature, all electrons are in the valence band (also referred to as the crystal ground 
state). Electrons in the valence band can be thought of as electrons bound to atoms and 
not free to move. When the material is optically or thermally excited, some electrons 
jump into the conduction band. These electrons are free to move around in the material 
and result in a detectable current. In the figure, we classify different materials by the size 
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of the bandgap. For an insulator, the bandgap is large and hence there are almost no 
conduction electrons at room temperature. For a metal, the bandgap lies within the 
conduction band, in other words, the bandgap is zero. Thus there are always conduction 
electrons in a metal and there is no way to switch-off a metal. In between metals and 
insulators, with intermediate bandgaps, lie the semiconductors. This intermediate 
bandgap, with easily tunable conduction current makes semiconductors useful in 
electronics.  
 
 
 
 
 
 
 
 
 
Figure 2.2: Evolution of bandgap as atoms (orbitals) are brought together in a crystal 
(solid). 
The bandgap can be understood as a consequence of atoms and electrons arranged 
inside a crystal structure. The symmetry of the confining system and the repeating 
structure leads to profound consequences. There are a number of ways to explain the 
bandgap including Bloch geometry and orbital theory. The orbital theory is illustrated in 
Figure 2.2 and briefly explained. Stand-alone atoms can be described in terms of atomic 
orbitals (s, p, d etc.). When a large number of these atoms are brought together (or 
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arranged in a crystal), due to electrons being fermions, these atomic orbital states are not 
energy degenerate. The energy levels do not overlap and instead form closely packed 
states, or energy bands. At the equilibrium inter-atomic distance a0, the energy of the 
system is minimized. At this distance, as is illustrated, there is an energy gap between the 
bands and thus a bandgap is created. Another important thing is the bands inherit 
properties of the atomic orbitals, thus the conduction band is s-like and the valence band 
is p-like. This is relevant in the context of optical selection rules and will be discussed in 
the section concerning optical quasiparticles. This simple picture is actually quite useful 
in explaining why certain optical transitions take place. 
 
 
 
 
 
 
 
 
 
 
Figure 2.3: Illustration of one dimensional ring of atoms suitable for application of Bloch 
geometry constraints. 
The simple picture of orbitals, though useful, does not satisfy the mathematical 
curiosity concerning the origin of bandgaps. We discuss bandgaps now in context of 
Bloch geometry. It is easiest to start with a one-dimensional (1D) ring of atoms. The 1D 
ring of atoms is a consequence of applying infinite number of atoms limit to a 1D chain 
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of atoms. Considering basic symmetry constraints and periodicity of the ring (illustrated 
in Figure 2.3), the dielectric function 𝜖, is periodic in the lattice spacing 𝑎. 
 
                               𝜖(𝑥) = 𝜖(𝑥 + 𝑠𝑎), where 𝑠 is an integer                            (2.1) 
 
Through this intrinsic translational symmetry, we then expect the wave-function to have 
the form  
 
                𝜓(𝑥 + 𝑎) = 𝐶𝜓(𝑥), where 𝐶 corresponds to a phase factor.           (2.2) 
 
 Through one trip of the ring containing 𝑁 atoms, a phase 𝐶𝑁 is accumulated. Since the 
wavefunction of the zero’th and the n’th atom should be the same (geometry of the ring), 
we have  
 
                                      𝜓(𝑥 + 𝑁𝑎) = 𝜓(𝑥) = 𝐶𝑁𝜓(𝑥)                                   (2.3)  
                                         ⇒   𝐶 = exp (𝑖2𝜋𝑠𝑥/𝑁𝑎)                                         (2.4)  
 
 
This leads to Bloch function 
   𝜓(𝑥) = 𝑢𝑘(𝑥)exp (𝑖2𝜋𝑠𝑥/𝑁𝑎), where 𝑢𝑘(𝑥 + 𝑎) = 𝑢𝑘(𝑥) is the periodic part (2.5). 
This leads to the dispersion relation relating (angular) frequency and momentum 
 
                                                               𝜔(𝑘) = 𝜔(𝑘 + 𝐺)                                                 (2.6) 
 
, where 𝐺 = 2𝜋/𝑎 (reciprocal wave vector), 𝑘 is the wave-vector. The consequences of 
equation 2.6 are illustrated in Figure 2.4. We draw the dispersion relation for a 1D ring 
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(or chain) in Figure 2.4(a) with an assumed speed (of mode) v. Here we illustrate linear 
bands, but the bands are actually of the form sin (𝑘𝑎/2) (considering nearest neighbor 
interactions [110]). This is of little significance in the present discussion and we can 
ignore the sine shape for now. We then use equation 2.6 to extend the k-space and move 
into the “repeated-zone” diagram (Figure 2.4(b)). We see that there are a number of band-
crossings and additionally, the whole band-diagram can be represented in a reduced k-
space, i.e. “reduced-zone” diagram (Figure 2.4(c)). This reduced k-space is also referred 
to as the Brillouin zone (B.Z.) of the crystal. Different materials have different crystal 
symmetries and hence the reciprocal wave-vectors are different as well. The calculation 
of the reciprocal wave vector can be done and hence the extent of the B.Z. can be 
computed. B.Z. is a convenient way to think about the crystal and the underlying 
structure. 
Figure 2.4: Illustration of the reduced zone diagram and the first Brillouin zone through 
Bloch geometry constraints.  
Let us consider the 1D chain of atoms again (as illustrated in Figure 2.3). 
Consider a wave exp(𝑖𝑘𝑥) incident on this chain of atoms from the left. All of these 
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atoms act as scattering centers. Consider an infinitely small reflectivity r, from each atom. 
Then we have the total reflected wave 
 
                       𝑟𝑒𝑖𝑘𝑥 + 𝑟𝑒−𝑖2𝑘𝑎𝑒𝑖𝑘𝑥 + 𝑟𝑒−𝑖4𝑘𝑎𝑒𝑖𝑘𝑥+. . . . . . = 𝑟𝑒𝑖𝑘𝑥 ∗
1
1−𝑒−𝑖2𝑘𝑎
              (2.7) 
 
This diverges if the denominator 1 − 𝑒−𝑖2𝑘𝑎 goes to zero. This is also called the Bragg 
condition. Thus at 𝑘 = ±𝜋/𝑎, the wave function gets reflected. This is the physical 
consequence of the Brillouin zone. Thus a bandgap emerges at 𝑘 = ±𝜋/𝑎 and this 
opening of bandgap is illustrated in Figure 2.5. The size of the bandgap is related to the 
interaction of the electrons with the ion core of the atoms. Further explanation of the 
bandgap can be seen in the context of perturbation theory as well [110]. The size of the 
bandgap can be calculated through tight binding model (involving atomic orbitals) as 
well but these are beyond the scope and focus of this dissertation [111].  
   
 
 
 
 
 
 
 
 
Figure 2.5: Opening up of band gap at the zone boundary. 
So far we have illustrated linear bands. However, bands are of the 
form sin(𝑘𝑎 2⁄ ). At low k values, these behave as linear bands since sin(
𝑘𝑎
2⁄ )~𝑘𝑎/2. 
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However, at the zone boundary, sin(𝑘𝑎 2⁄ )~1 −
(𝑘𝑎)2
2
⁄ . Thus at the edge of the B.Z., 
bands are parabolic. This will be discussed further in context of density of states. These 
parabolic bands can also be thought of as a consequence of the nearly free electron 
model, where 𝐸~ℏ
2𝑘2
2𝑚⁄ . Thus, these parabolic bands also lead to the effective mass 
picture, as we will see later in this chapter. 
It is also important to explain the different types of bandgaps in different 
materials. Bandgaps can either be direct or indirect. These are classified in terms of 
whether light induced transitions can take place without help of phonons (quantum of 
lattice vibration) or impurity scatterers. This can be understood in terms of energy-
momentum (E-k or 𝜔-k) diagrams as illustrated in Figure 2.6. A photon of wavelength 𝜆 
carries a momentum 𝑝~1/𝜆, while a phonon carries momentum 𝑝~1/𝑎 (𝑎 is the unit cell 
dimension). Thus the momentum of a photon is much smaller than momentum carried by 
a phonon (𝜆~ 300 nm c.f. 𝑎 ~ 0.3 nm). Thus any appreciable momentum can only be 
provided through a phonon. A photon (of visible light) carries no significant momentum. 
If the lowest energy transition occurs between two states having the same momentum 
(vertically aligned in the E-k diagram), and requires no extra momentum, then the 
bandgap is referred to as a direct bandgap. Conversely, if the lowest energy transition 
occurs between two bands with their maxima and minima misaligned in k-space, then 
phonons are needed to complete the transition. Optical transitions occurring in indirect 
bandgap materials are also called phonon assisted transitions.  Also note in Figure 2.6, we 
have drawn parabolic bands, with the conduction and valence band being described 
earlier.   
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Figure 2.6: Illustration of indirect and direct bandgap through E-k diagrams. Electrons in 
valence band are shown through circles. 
The consequences of a material having a direct or an indirect bandgap are 
profound. The absorption of a material with a direct bandgap is much stronger than an 
indirect bandgap material. This is due to the fact that direct optical transitions are first 
order in perturbation theory while indirect optical transitions, due to additional need of a 
phonon, are second order in perturbation theory. For example, gallium arsenide (a direct 
bandgap semiconductor) has much higher absorption than silicon (indirect bandgap). 
Thus, photovoltaic cells made of silicon have to be very thick (hundreds of micrometers) 
whereas direct bandgap materials can be much thinner (~ micrometers), to absorb all of 
the incident light. The same rules apply to luminescence or radiative recombination. After 
optical (or electrical) excitation, the electrons in a direct bandgap material can recombine 
with the holes (left behind in the valence band) and radiate light. This process is however, 
very unlikely in indirect bandgap semiconductors. Thus for use in lighting, direct 
bandgap semiconductors (example- gallium nitride for blue, aluminum gallium indium 
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phosphide for red) are almost exclusively used. Another interesting aspect is the 
temperature dependence of absorption. Due to the necessity of phonons in assisting 
indirect bandgap transitions, absorption coefficients can change with temperature much 
more in indirect bandgap semiconductors compared with direct bandgap materials. 
Therefore at low temperatures, indirect optical transitions are greatly inhibited due to a 
lack of considerable phonon population.  
LOW DIMENSIONALITY AND QUANTUM CONFINEMENT 
Confining the electron wavefunction spatially in any dimension has interesting 
effects. We start from the picture of a particle (electron) confined in a 1D potential well, 
i.e. possibility of (nearly free) motion in one direction with confinement in two 
directions. This is a fundamental quantum mechanical problem and we write the 
(familiar) energy equation  
 
                                          𝐸𝑛 = 𝑛𝑥
2 (
ℏ2𝜋2
2𝑚∗𝐿2
) + (𝑛𝑦
2 + 𝑛𝑧
2) (
ℏ2𝜋2
2𝑚∗𝐿𝑐
  2)                             (2.8a)                                                                                              
 
, where 𝐿 and 𝐿𝑐 are the width of the sample and the well respectively, m* is the effective 
mass of the particle, which implies discrete energy levels for a particle in two directions 
and (almost) continuous energy levels in the other direction (𝐿𝑐 ≪ 𝐿𝑧). For ease of 
calculation, we drop the second term on the right hand side. We thus get for the 1D case 
 
                                                        𝐸𝑛 = 𝑛𝑥
2 (
ℏ2𝜋2
2𝑚∗𝐿2
)                                                   (2.8b)                                                                                              
 
We can extend this treatment to two and three dimensions 
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                                             2D:  𝐸𝑛 = (𝑛𝑥
2 + 𝑛𝑦
2) (
ℏ2𝜋2
2𝑚∗𝐿2
)                                          (2.9)                                                   
 
, and                                      3D:  𝐸𝑛 = (𝑛𝑥
2 + 𝑛𝑦
2 + 𝑛𝑧
2) (
ℏ2𝜋2
2𝑚∗𝐿2
)                                (2.10) 
 
There is an important concept that extends from this, the concept of density of states. 
Essentially the density of states is the number of states available in the system at a 
particular energy. It is clear from equations 2.8 - 2.10 that more the number of 
dimensions, more the allowed number of states available in the system. For an 
illustration, we derive the density of states for the 2D case.  
We start from 2.9 and use the boundary condition, 𝑘𝑥 = 𝜋𝑛𝑥/𝐿 and  𝑘𝑦 = 𝜋𝑛𝑦/𝐿 
where L is the dimension of system (L is large compared to a unit cell). Here we consider 
nx to be an integer. We then have 
 
                                          𝐸𝑘 = (
ℏ2
2𝑚∗
) (𝑘𝑥
2 + 𝑘𝑦
2)                                           (2.11)  
 
Consider a Fermi surface in two dimensions, i.e. a circle with radius 𝑘𝐹, the fermi wave-
vector. Let the fermi energy be 𝐸𝐹. Then, 
 
                                                                𝐸𝐹 =
ℏ𝑘𝐹
2
2𝑚∗
                                                       (2.12)     
 
Within the fermi circle, each allowed state occupies k-space of area (𝜋/𝐿2). Considering 
a total number of states N (i.e. N electrons), we have 
 
                                     𝜋 × 𝑘𝐹 × 𝑘𝐹 = (
𝜋
𝐿
)
2
× 𝑁       ⇒ 𝑁 = 𝑘𝐹
2𝐿2/𝜋                            (2.13)  
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Utilizing equation 2.11, plugging in 𝑘𝑥
2 + 𝑘𝑦
2 = 𝑘2 and utilizing equation 2.13 for a 
general k, we have 
 
                                                         𝐸𝑘 =
ℏ2
2𝑚
(
𝜋
𝐿2
)𝑁                                                    (2.14)  
 
Now, density of states 𝑔(𝐸) is defined as  
 
                                      𝑔(𝐸) =
𝑑𝑁
𝑑𝐸
    ⇒    𝑔(𝐸) = (
2𝑚
ℏ2
) (
𝐿2
𝜋
) = constant                   (2.15) 
 
We can account for the spin of the electron by multiplying right hand side by 2. This 
form of density of states is quite interesting and implies a constant number of energy 
levels till all states are filled. As we increase the energy of the system, this goes on till we 
hit a quantum transition and then there is a sudden jump in the density of states. This is 
represented as a staircase function in Figure 2.7. Density of states in other dimensions are 
also illustrated. In the Figure 2.7, density of states is zero until energy > energy bandgap 
(Eg). For zero dimension structures, optical transitions only occur at certain energy levels 
(labelled E1, E2) and thus density of states is of the form of delta function. 
 35 
Figure 2.7: Density of states in different dimensions. 
But what exactly decides whether an electron is quantum confined or not? How 
small do we shrink a nanostructure before it starts showing quantum effects? The answer 
to these questions is ruled by a parameter called the exciton bohr radius (of the particular 
semiconductor under study). When a spatial dimension of the system is less than the 
exciton bohr radius, the electron wavefunction is quantum confined in that dimension. 
For example, bohr radius of silicon and gallium arsenide is ~ 5 nm and ~ 15 nm 
respectively [112,113]. We discuss these concepts in the next section. 
OPTICAL QUASIPARTICLES - EXCITONS AND TRIONS 
Excitons are the fundamental optical excitation in semiconductors. In other words, 
they are the optical quasiparticles. As we discussed in chapter 1, quasiparticles are 
essentially simplifications to the full quantum mechanical many-body problem in 
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semiconductors and other materials. Thus, excitons are just an easy way to think about 
the coulomb interactions between electrons and holes. We saw in Figure 2.7 that the 
absorption in a semiconductor occurs for energies E > Eg (bandgap energy). However, 
after accounting for coulomb interactions between electron and holes, which is purely a 
quantum mechanical correction, we get energy levels below the bandgap at which 
absorption can occur. These are accordingly called the excitonic transitions. A 
mathematical treatment of the exciton wavefunction follows. For a direct band gap 
material, the exciton wave function can be constructed from a linear combination of 
electron and hole bloch functions 
 
                                            𝜓(𝑟𝑒 , 𝑟ℎ) = 𝑢𝑐,0𝑢𝑣,0Φ(𝑟𝑒 , 𝑟ℎ)                              (2.16a)                          
 
, where 𝑟𝑒, 𝑟ℎ are the displacement functions of electron and hole respectively, 𝑢𝑐,0 and 
𝑢𝑣,0 are the atomic part of bloch functions of the conduction and valence band 
respectively, at the band extremum (zero momentum), Φ(𝑟𝑒 , 𝑟ℎ) is called the exciton 
envelope function. The atomic part of bloch functions arises from the atomic orbitals as 
was discussed earlier in the chapter. The exciton envelope function essentially comes 
through a sum of states 
 
                                           Φ(𝑟𝑒, 𝑟ℎ) = ∑ Φ(𝑘𝑒 , 𝑘ℎ)𝑒
𝑖𝑘𝑒.𝑟𝑒𝑒𝑖𝑘ℎ.𝑟ℎ𝑘𝑒,𝑘ℎ                       (2.16b) 
 
Thus, the exciton wavefunction described in equation 2.16 consists of an exciton 
envelope function being modified on the atomic scale by the electron and hole atomic 
bloch functions. Further, the exciton envelope function obeys the two particle 
Schrodinger equation  
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                                 [−
ℏ2
2𝑚𝑒
∇e
2 −−
ℏ2
2𝑚ℎ
∇h
2 −
𝑒2
𝜖|𝑟𝑒−𝑟ℎ|
]Φ = 𝐸Φ                     (2.17)  
 
, where −
𝑒2
𝜖|𝑟𝑒−𝑟ℎ|
 is the attractive coulomb potential and 𝜖 is the dielectric constant of the 
material. We then transform to relative 𝑟(= |𝑟𝑒 − 𝑟ℎ|), and center of mass 𝑅 [=
𝑚𝑒𝑟𝑒+𝑚ℎ𝑟ℎ
𝑚𝑒+𝑚ℎ
] coordinates. This can be used to decompose the exciton envelop function into 
two separable functions in 𝑟 and 𝑅  
 
                                                 Φ(𝑅, 𝑟) = 𝑔(𝑅)𝜙(𝑟)                                      (2.18)  
 
This separation of variables induces the set of separated Schrodinger equations 
 
−
ℏ2
2𝑀
∇R
2𝑔(𝑅) = 𝐸𝑅𝑔(𝑅)                                     (2.19)        
                                                                            
−[
ℏ2
2𝑚𝑟
∇r
2 −
𝑒2
𝜖𝑟
]𝜙(𝑟) = 𝐸𝑟𝑔(𝑟)                                   (2.20)  
 
, where 𝑀 = 𝑚𝑒 +𝑚ℎ is the combined mass and 𝑚𝑟 =
𝑚𝑒𝑚ℎ
𝑚𝑒+𝑚ℎ
 is the reduced mass of the 
electron-hole pair. Equation 2.19 resembles a free particle kinetic energy equation. Thus, 
the solution of the center of mass wavefunction 𝑔(𝑅), along with the energy values 𝐸𝑅  
are  
 
                                                        𝑔(𝑅) = 𝑒𝑖𝐾𝑐𝑅 and 𝐸𝑅 =
ℏ2𝐾𝑐
2
2𝑀
                                (2.21) 
 
, where 𝐾𝑐 = 𝑘𝑒 + 𝑘ℎ is the center of mass wave-vector (note that 𝑘ℎ = −𝑘𝑣). 𝑔(𝑅) 
gives the exciton its running wave character. 
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Equation 2.20 is the Schrodinger equation for the relative motion of electron-hole 
pair (also referred to as the Wannier equation). It resembles a hydrogen atom like model, 
with solutions of the form 
 
                                𝐸𝑟 = −
𝑚𝑟𝑒
4
2ℏ2𝜖2
(
1
𝑛2
) = −
𝐸𝐵
𝑛2
, where 𝐸𝐵 = −
𝑚𝑟𝑒
4
2ℏ2𝜖2
= −
𝑒2
2𝑚𝑟𝑎𝐵
2             (2.22)  
 
Here,                                                 𝑎𝐵 = 𝜖ℏ
2/𝑚𝑟𝑒
2                                               (2.22b) 
is the exciton bohr radius and is a powerful tool to decide the size of the nanostructure to 
induce quantum confinement. The bohr radius seems to be proportional to the 
background dielectric constant, however the effective mass in the denominator (in 
equation 2.22b) makes the dependence slightly complicated. The binding energies 𝐸𝑅 are 
useful to quantify interactions between electrons and holes. Tightly bound electron-hole 
pairs have large binding energies (example- carbon nanotubes, TMD’s) and 
correspondingly small exciton bohr radii. An exciton series is shown as an example for 
the material cuprous oxide in Figure 2.8 [114]. However, usually such an exciton series is 
difficult to observe experimentally for most materials due to gradually decreasing relative 
strengths of transitions [115]. Meanwhile, the function 𝜙(𝑟) has solutions of the form of 
atomic orbitals of the hydrogen atom (1s, 2s, 2p etc.), which can be found in a standard 
quantum mechanics textbook. 
Combining equations 2.21 and 2.22, we get the exciton energy expression 
 
                            𝐸𝑛 = 𝐸𝑔 + 𝐸𝑟 + 𝐸𝑅 = 𝐸𝑔 −
𝐸𝐵
𝑛2
+
ℏ2𝐾𝑐
2
2𝑀
                                (2.23) 
 
, and the exciton wavefunction 
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                                              Ψ(𝑟, 𝑅) = 𝑢𝑐,0𝑢𝑣,0𝜙(𝑟)𝑒
𝑖𝐾𝑐.𝑅                                       (2.24) 
 
Thus in summary, the exciton wave function consists of four terms. The first two terms 
characterize the orbital nature of the conduction and valence bands and further, decide 
which optical transitions will occur. The third term describes the relative motion of 
electron and hole and decides the binding energy. Finally, the fourth term expresses the 
translational symmetry of the underlying crystal structure. 
 
 
 
 
 
 
 
Figure 2.8: Exciton series in Cu2O with levels represented by k (k=1 is dipole forbidden). 
Reproduced from [114]. 
Excitons are also characterized by the strength of the interactions and 
correspondingly, the size of the exciton bohr radius. For strong e-h interactions, as in 
ionic crystals or organic molecules, the electron and the hole are tightly bound to each 
other over length scales of a unit cell and are called Frenkel Excitons (bohr radius ~ 1 – 2 
nm) [116,117]. However, in most inorganic semiconductors, the Coulomb interaction is 
strongly screened due to large dielectric constants (example- 𝜀𝑟 for silicon and gallium 
arsenide ~ 12). Such weakly bound electron-hole pairs are called Wannier excitons (bohr 
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radius ~ 5 – 15 nm) [118]. An interesting area of physics is the coupling of the Frenkel 
and Wannier excitons via hybrid semiconductor structures [119,120]. Such coupled 
structures are theoretically predicted to exhibit unique features such as splitting of the 
excitonic spectrum and enhancement of optical non-linearities. Excitons in gallium 
arsenide quantum wells, as we mentioned, are of the Wannier variety. The binding 
energies correspondingly are small. On the other hand, in TMD’s due to the modified 
screening (due to the extreme two-dimensionality), the excitons have characteristics in 
between Frenkel and Wannier excitons. Correspondingly, the binding energies are quite 
large in TMD’s compared to gallium arsenide quantum wells. We will see in chapter 5 
how screening can affect quasiparticle dynamics.  
 
 
 
 
 
 
Figure 2.9: Illustration of a photon absorption and creation of exciton. Here, the energy- 
(exciton center of mass) momentum picture is used. 
We have mentioned, while explaining the different parts of the excitonic wave 
function in equation 2.24, why certain optical transitions are allowed. Let us look into the 
“selection rules” regarding the optical transitions. A typical optical transition (absorption) 
is illustrated in Figure 2.9. We draw the combined electron-hole picture (compare to 
Figure 2.6), where the x-axis represents (center of mass) momentum of the exciton and y-
axis represents the energy (as usual). The ground state consists of the crystal ground state 
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(electron in the valence band, conduction band is empty) and an incident photon (angular 
frequency 𝜔, momentum 𝑞 = 𝜔/𝑐). Referring to equation 2.23, the smallest energy gap 
is 𝐸𝑔 − 𝐸𝐵, where we have utilized 𝐾𝐶 = 0 and 𝑛 = 1 (first exciton state). We have also 
illustrated the second state in the exciton series (𝐸2). An important property of 
semiconductors is that the number of free carriers (electrons in conduction band, holes in 
valence band) are much smaller than the number of atoms. Thus, electrons occupy only a 
small fraction of conduction band around zone center. Therefore, optical properties of the 
semiconductor are mostly decided by the dispersion and spectrum around center of B.Z.. 
Additionally, the parabolic shape of the bands is a consequence of the 
ℏ2𝐾𝑐
2
2𝑀
 term.  
There are four basic selection rules, the first of which is simply momentum 
conservation 
 
                                                     ℏ𝐾𝐶 = ℏ𝑞                                                    (2.25)  
 
which means the center of mass momentum of exciton equals the momentum of the 
incoming photon. We note again that the momentum carried by a photon is much smaller 
compared to crystal momentum (~1/𝑎) and hence most transitions occur at 𝐾𝐶 = 0.  
The second rule corresponds to energy conservation 
 
                                                  𝐸𝑛(𝐾𝐶) = ℏ𝜔                                                 (2.26)  
 
i.e. energy of incoming photon must equal the energy of the exciton created. Since most 
transitions occur at 𝐾𝐶 = 0, most transitions occur at 𝐸𝑛 = 𝐸𝑔 −
𝐸𝐵
𝑛2
. Thus in an optical 
absorption experiment, there appear sharp excitonic lines as a result of direct optical 
transitions.  
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The third rule concerns angular momentum conservation.  
 
                                                                ∆𝑙 = ±1                                                       (2.27) 
, and                                  ∆𝑙 = ∆𝑙𝑎𝑡𝑜𝑚𝑖𝑐 + ∆𝑙𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒 = ±1                                    (2.27b) 
 
As we mentioned, the ground state consists of a photon and crystal ground state. The 
photon, in the dipole approximation, carries an angular momentum 𝑙 = 1 (note the dipole 
approximation is related to the first order interaction of light field with the electron and is 
of the form 𝑒. 𝑟). Thus the change in angular momentum of the exciton (initial state has 
zero angular momentum since no exciton exists) should be equal to the angular 
momentum carried by the incident photon. Note ∆𝑙 = ±1, since a photon can be right 
(𝑙 = 1) or left circularly polarized (𝑙 = −1). Equation 2.26 is similar to the usual dipole 
selection rule in atomic spectroscopy. Further, we separate the atomic orbital (𝑢𝑐,0𝑢𝑣,0) 
and exciton envelope contributions and thus state equation 2.27b. As a consequence of 
equation 2.27b, we have two possibilities 
 
                                     ∆𝑙𝑜𝑟𝑏𝑖𝑡𝑎𝑙 = ±1,              ∆𝑙𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒 = 0                                    (2.28) 
and,                              ∆𝑙𝑜𝑟𝑏𝑖𝑡𝑎𝑙 = 0,∓2,         ∆𝑙𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒 = ±1                                  (2.29)  
 
The optical transitions which follow equation 2.28 are sometimes referred to as dipole 
allowed first class transitions. For example, a transition can occur between a p-like 
valence band and an s-like conduction band. Consequently, the exciton envelope function 
must be s-like. The conduction band being s-like can be thought of as a consequence of 
an electron being able to move nearly freely in all directions and thus, having a 
spherically symmetric wavefunction. These first class transitions are especially relevant 
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in case of common direct bandgap semiconductors like gallium arsenide. On the other 
hand, transitions that follow equation 2.29 are referred to as second class transitions. 
These transitions could happen when the valence band is s-like (or d-like) and the 
conduction band is s-like. Consequently, the exciton envelope wavefunction is p-like. 
These transitions are usually weaker than the first class transitions with a further 
consequence being the exciton series starting at n=2 (there is no 1p orbital). An example 
of second class transitions is cuprous oxide with the exciton series shown in Figure 2.8.  
The fourth and final optical selection rule is parity conservation. Parity is defined 
as  
                                       positive parity: Ψ(𝑟) = Ψ(−𝑟)                                             (2.30)       
                                     negative parity: Ψ(𝑟) = −Ψ(−𝑟)                                         (2.30b)        
 
A photon carries negative parity ((−1)𝑙 = −1) and the symmetric crystal ground state 
has a parity of +1. Thus the initial state is negative parity (the parities get multiplied) and 
thus, the created exciton should also have negative parity. This can be achieved by a 
combination of parity from the orbital and the envelope part. The first class transition 
described above, involving s-like valence band (parity = +1), p-like conduction band 
(parity = -1) and s-like envelope (parity = +1), follows this parity conservation. The 
angular momentum conservation and parity conservation laws can be slightly difficult to 
apply when the bands are a combination of different atomic orbitals. It is then useful to 
compute the complete light interaction integrals (in the dipole approximation) to make a 
judgement whether the transition is optically allowed [118]. Group theory arguments can 
also be used to make a similar judgement but these are beyond the scope of this 
dissertation.  
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So far we have not explored the effect of doping on the material. In doped 
semiconductors (accidental or designed), the background electrons can bind with photo-
created excitons to form another quasiparticles, trions. Further, the trion energy is usually 
lower than the exciton due to attractive potential between the extra charge and the 
oppositely charged part of the exciton. A graphical representation of the trion 
wavefunction can be seen in Figure 5.1. We will study the relaxation dynamics of an 
exciton to trion, in detail in chapter 5. 
Figure 2.10: Comparison of trion and exciton energy levels. A typical spectrum of GaAs 
is shown. 
The trion can also be resonantly generated rather than relying on the relaxation of 
the exciton. This trion transition is illustrated in Figure 2.10 where the trion binding 
energy 𝛿𝑇 (energy difference between exciton and trion) is also shown. 𝛿𝑇 is a measure of 
the strength of the interaction between electrons in a material, as discussed in chapter 1. 
As we see in Figure 2.10, the binding energy of a trion in GaAs is ~ 2 meV [73]. This 
binding energy is quite small and hence trions is GaAs can only be seen at low 
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temperatures (~ 10 K). However in TMDs’, trions have large binding energies (~ 30 
meV) and can be seen at room temperature, which makes them technologically relevant 
[121,122]. Additionally, the trions can either be negatively charged (two electrons and a 
hole) or positively charged (two holes and an electron). For example, in the Figure 2.10, a 
negatively charged trion is shown. The spin configuration of a trion is also shown and 
compared with the exciton. The spin of an exciton consists of an electron (in conduction 
band) and a hole (in valence band) having opposite spins. The spin configuration of a 
trion, on the other hand, consists of two electrons (having opposite spin) and a hole. 
Thus, the spin of the hole is what decides the spin of the photo-excited trion. Further, 
upon radiative relaxation of the trion, the spin can also be transferred to the background 
electron gas causing spin polarization [123]. An important note regarding the spin 
configuration depicted in Figure 2.10 is that we have shown hole spins in the valence 
band. In other cases and even in this dissertation (in chapter 6 and chapter 7), spins of 
electrons (instead of holes) in valence band are shown. They can be used interchangeably 
and the usage will be indicated. Another important note is that the electrons in the trion 
have a singlet spin configuration. The triplet state (same spin of electrons) is Pauli 
forbidden, has higher energy, and thus not favorable. Additionally, the spin polarization 
of trions has shown to be more robust than excitons in a number of material systems 
[124,125]. Further, the spin polarization of a trion can be transferred to the background 
electrons upon relaxation of the trion. Thus measuring the spin properties of trions is 
technologically and fundamentally important. These will be discussed more in chapters 6 
and 7.  
Another important technological reason behind studying trions is to go beyond 
diffusive transport. Excitons being neutral quasiparticles, can-not be directed by the 
application of an in-plane electric field. Exciton transport can be driven by changing the 
 46 
potential energy landscape through strain or indirect control through applied fields but 
these are much harder to control [126,127]. However, trions being charged quasiparticles, 
can simply be driven by the application of an applied field. Thus trions drift along (or 
opposite) a lateral field. This behavior was seen in GaAs quantum wells at low 
temperatures and reproduced in Figure 2.11 [128].  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.11: Drift control for trions upon application of in-plane electric field.  
There is substantial work behind preparing the quantum wells necessary for 
seeing the transport of trions. The quantum wells studied in ref [128] have modulation 
doping, i.e. the doped layer is spatially separated from the quantum well. This ensures 
high mobilities in the quantum well layer even after introducing dopants. The trions thus 
formed are separate from highly localized trion states in quantum dots or near impurities. 
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These mobile trions are the focus of chapter 7. Semi-mobile trions are the focus of 
chapters 4-6. Additionally, what makes trion an interesting engineering and physical 
problem is that the exciton to trion ratio can be changed by application of a back gate 
voltage. An example voltage dependent spectrum is shown in Figure 2.12 and is 
reproduced from ref [129]. The material studied here is a molybdenum diselenide 
(MoSe2) monolayer which is the focus of chapter 4 and chapter 5.  
 
 
 
 
 
 
 
 
Figure 2.12: Tuning of trion (X- or X+) through application of back gate voltage. 
An idea which could be explored is whether the presence of trions can modify 
exciton transport. The existence of coupling between excitons and trions would imply a 
combined treatment of the optical and electrical response. Thus there is a possible regime 
where exciton transport could be extended beyond the diffusive regime via coupling with 
the trion. This scheme is illustrated in Figure 2.13. An incident light field creates trions 
and excitons. An applied in-plane electric field induces the transport of trions. If the 
excitons are coupled to the trions, they may be transported along the electric field, 
boosting beyond diffusive motion. Coherent coupling, as we mentioned, can enhance 
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transport and is technologically interesting [39,130]. The nature and magnitude of this 
coupling behavior is the focus of chapter 4. 
 
 
 
 
 
 
 
Figure 2.13: Illustration of driving of exciton (X) transport via coupling with trions (T). 
QUANTUM WELLS 
Quantum wells are the ideal test bed for testing quantum mechanical theories of 
confinement, tunneling and transport. Basically, quantum wells consist of an active layer 
surrounded by two confining layers. The active material is a low bandgap material and 
the confining layers are two higher bandgap materials (usually, the two high index 
materials are same). The thickness of the active layer is decided by the exciton bohr 
radius of the material. For example, exciton bohr radius of GaAs is ~ 15 nm, thus the 
width of the active layer must be smaller or comparable to 15 nm. There are profound 
changes in the optical response due to confinement in one direction (growth direction) 
with electrons free to move in the other two directions. In chapter 7, we study quantum 
wells with width ~ 20 nm, which afford us quantum confinement as well as excellent 
transport opportunities.  
 
T
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Figure 2.14: Type I and II band alignment in quantum structures. 
The possible potential landscapes when the two dissimilar materials are grown 
sequentially are illustrated in Figure 2.14. The band alignment can be predicted through 
various empirical models, the prominent being Anderson’s rule utilizing principles of 
electron affinity [118]. Two situations could arise, firstly type I, where the bandgaps 
lineup such that the electrons and holes reside in the lower bandgap material. Secondly, 
type II quantum wells arise when the bands are staggered, such that electrons are 
localized in one material and holes in the other material. This spatial separation has 
profound consequences for radiative recombination rates. Due to confinement of both 
electron and hole in the same layer, type I quantum wells are characterized by direct 
excitonic transitions with enhanced radiative recombination rates (compared to type II 
quantum wells) and thus are used in light emitting applications. Additionally, type II 
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quantum wells have larger spin and exciton lifetimes, due to reduced electron-hole spatial 
overlap, and have applications in infrared lasers [131,132]. Examples of type I band 
alignment are GaAs/AlGaAs and CdTe/CdMgTe quantum wells while examples of type 
II band alignment are GaAsSb/InP quantum wells [133]. Interestingly, the behavior of the 
hetero-structure could switch from type-I to type-II when width of the layers is changed, 
providing another tuning knob (example GaAs/AlAs and GaSb/GaAs [134,135]). In this 
dissertation, we focus on type I semiconductors, which are ideal for measuring excitons 
and trions due to the strong interband transitions.  
Quantum wells are grown by a technique called molecular beam epitaxy 
(MBE). Briefly, MBE utilizes an ultra-high vacuum and slow deposition of materials, 
consequently epitaxial growth can be achieved. The constituent elements (example 
gallium and arsenic for gallium arsenide) are kept in separate containers (cells) and only 
react on the substrate. The growth is continuously monitored through diffraction 
measurements which ensure a crystalline growth. MBE ensures a high control of the 
uniformity and low concentration of impurities. Further, this control also provides a way 
to create structures of varied composition and thicknesses, provided the strain is 
accounted for. The fabrication technique works best for materials having similar lattice 
constants, thus strain while deposition is reduced and uniform layers with epitaxial 
growth is achieved. On the other hand, MBE does suffer from monolayer fluctuations 
which are especially an issue in narrow quantum wells. The MBE technique is also quite 
expensive and not suitable for high volume production (compared with solution 
processing or chemical vapor deposition). However, all things considered, MBE is the 
state of art in fabrication techniques, and used to grow the quantum wells we study in 
chapter 7. 
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Figure 2.15: Quantum well sample with modulation doping. 
The extraordinary control provided by MBE ensures quantum effects can be 
measured (with reduced effects from impurities) in quantum wells. Interesting 
phenomena relating to trion and exciton transitions can be seen in quantum wells through 
modulation doping, a technique in which a layer containing dopant atoms is grown. As 
we have discussed, this dopant layer is located away from the active quantum well layer, 
preserving high electron mobilities in the active quantum well layer and providing 
electrical tuning between excitons and trions. A typical modulation doped quantum well 
is shown in Figure 2.15, and is the focus of chapter 7. In the figure, we show a 
GaAs/AlxGa1-xAs quantum well (‘x’ controls the composition of aluminum in the barrier 
layer and consequently the bandgap and confinement). The modulation doped layer 
consists of an AlGaAs layer, doped with silicon (with controllable dopant concentration), 
at a suitable distance from the quantum well. The function of other layers is mentioned in 
the figure, for example the thick layer of GaAs acts as the substrate for epitaxial growth. 
Using a back-gate (vertical) voltage, electrons (or holes) can be induced to move into the 
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quantum well layer (from the doped layer) and hence, tuning of optical transitions is 
possible. 
A natural consequence of electron hole confinement are the enhanced radiative 
rates (compared to bulk) due to increased overlap of electron and hole wavefunctions. 
Further, quantum confined structures have much different band structure compared to 
bulk crystals. The comparison is exemplified by GaAs quantum wells where the 
degeneracy between the heavy hole and light hole bands (sub-bands in the valence band) 
is lifted. The band structure is shown for GaAs bulk and quantum wells in Figure 2.16 
(reproduced from ref [136,137] and ref [138]). Note that bulk GaAs has direct band at the 
zero momentum point, Γ, and the band gap is around 1.4 eV. For a quantum well, the 
nature of the bandgap does not change and GaAs still remains a direct bandgap material. 
However, the light-hole heavy-hole degeneracy is broken, as can be seen in the difference 
in energy between LH1 and HH1 in the Figure 2.16 (magnified picture of valence band in 
quantum well). In bulk GaAs, LH1 and HH1 are degenerate. This has consequences for 
hole spin polarization, wherein hole spin lifetimes are enhanced in quantum wells 
compared to bulk. In bulk GaAs, hole spins relax in time scales ~ 100 fs whereas in 
quantum wells, the lifetime is enhanced to atleast ~ 5 ps [81,139,140]. Thus the interband 
spin flip-flop is reduced in quantum wells. Interestingly, the trend is opposite for 
electrons, and electron spin lifetimes are shorter due to opening of several scattering 
channels [80]. Further complications arise due to importance of exciton spin relaxation 
mechanisms in quantum wells including exchange interactions and momentum dependent 
relaxation [80]. We consider these mechanisms and measure spin lifetimes in chapter 7. 
 53 
Figure 2.16: Comparison of energy band diagrams for bulk (full band) and quantum well 
(only valence band shown). Note the different energy scales for the two 
graphs. 
Another important note is the different effective masses for electron and hole in 
quantum wells. Effective mass is defined as 𝑚∗ =
ℏ2
𝑑2𝐸/𝑑𝑘2
 and is useful for treating 
electrons and holes as free particles, with a changed mass- the effective mass. This 
simplifies the mathematically rigorous treatment of crystal periodic potential and makes 
the calculation of material response to applied fields (electric and magnetic) 
straightforward. The different curvature of the conduction and valence bands in Figure 
2.16 illustrates different effective masses for electrons and holes. This leads to different 
binding energies for positive and negatively charged trions and further, different response 
to an applied magnetic field [140-144]. We will discuss the effect of an applied magnetic 
field in the context of spin polarization, in chapter 7.   
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TRANSITION METAL DICHALCOGENIDES 
We discussed TMDs’ in chapter 1 in the context of a need to study flexible 
electronics and gave a small flavor of the wonderful properties they have. TMDs’ consist 
of a transitional metal atom (tungsten, molybdenum) and two atoms of a chalcogen 
(sulphur, selenium, and tellurium) arranged in a crystal structure. We illustrate the crystal 
structure of a monolayer of MoSe2 in Figure 2.17 as an example. Most TMDs’ can exist 
in two phases- 2H and 3R, which have different crystal structure and vastly different 
properties including different binding energies for excitonic transitions [145,146]. Figure 
2.17 shows the 2H and 3R structure. The 2H structure consists of a unit cell composed of 
a bilayer and is inversion symmetric upon 180o rotation of the layers. 2H is more 
commonly found, being thermodynamically favorable. 3R structure on the other hand, 
consists of a unit cell composed of a trilayer and is not inversion symmetric. This has 
profound consequences on the symmetry dependent properties, especially spin 
polarization. For example, in 2H geometry, a monolayer has spin polarization due to 
broken inversion symmetry, while a bilayer restores this inversion symmetry resulting in 
zero spin polarization. However, in the 3R structure, due to lack of inversion symmetry, 
finite spin polarization exists for all thicknesses. This has applications in chiral light 
emitting diodes. In comparison with inversion-symmetric graphene, TMD’s thus offer a 
tuning knob of spin polarization. In this dissertation, we concentrate on monolayers with 
2H structure since these are more abundant than 3R. Further, the bilayer of a 2H structure 
affords the opportunity to control the spin polarization via a vertical applied field and 
breaking the inversion symmetry [146]. 
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Figure 2.17- Side view of unit cell of 2H and 3R phase. Top view of a monolayer is also 
shown on the left side.  
We have touched upon the difference in spin polarization between monolayers 
and bilayers of the 2H phase. This is however, not the only reason why monolayers are 
the basis of our study. We mentioned in chapter 1 that when TMDs’ are thinned down to 
monolayers, they undergo a bandgap change from direct to indirect. The first 
measurements involved measuring thickness dependent photoluminescence (PL) [85,86]. 
The key observations, reproduced in Figure 2.18a, showed a large increase in PL 
intensity as the number of the layers was reduced, from a bulk crystal to a single layer 
[86]. The observations were explained through first principle calculations, reproduced in 
Figure 2.18b, demonstrated an evolution of bandgap towards direct gap at the K point 
[85]. Later, these observations were confirmed using ARPES and scanning electron 
microscopy [87,88].  
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Figure 2.18: a) Thickness dependent PL b) First principle calculations showing an 
indirect to direct bandgap transition from bilayer to monolayer. 
The thickness dependent bandgap transition (from indirect to direct) was 
interesting for two reasons- firstly, the large PL indicates increasing quantum yield which 
promised light emitting applications. The quantum yield, however, is quite poor even for 
the monolayer and is of the order of ~ 1%. There is extensive ongoing research in 
increasing the quantum yield of these materials and surface chemistry might point the 
way [147].  The second reason for huge interest in these materials is the location of the 
direct gap in the momentum space and the consequences in spin-valley coupling. As 
mentioned, the direct gap is at the K point, thus at a finite momentum, compared to the 
zero momentum Γ (gamma) point in GaAs. In figure 2.19a, we show the Brillouin zone 
(B.Z.) which is a hexagon with three-fold symmetric valleys (K’=-K) [93,108,109]. The 
valleys (K and K’) are energetically degenerate but have opposite spins. Thus, a 
realization of spin-valley coupling is possible which provides a tuning knob in the 
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manipulation of the dynamics of these materials [94]. This is not possible with GaAs 
which has spin and energy degenerate valleys due to the direct gap at Γ point.  
Further in TMD monolayers, within each valley, the spin split off band (the 
higher energy band with the opposite spin, located in the valence band) is ~ 150 meV 
away. In GaAs, on the other hand, the spin-split band (light hole) is only 5 - 10 meV 
away. Thus, hole spin scattering in TMDs’ is strongly suppressed. Consequently, there 
are two excitons, ‘A’ (lower energy) and ‘B’ (higher energy), usually seen in the 
luminescence spectrum of a TMD monolayer. These excitons are a result of spin-split 
valence band and spin-degenerate conduction band. ‘A’ exciton is of the 
form ↑⟩𝐾,𝑉𝐵1 ↑⟩𝐾,𝐶𝐵 while ‘B’ exciton is of the form ↓⟩𝐾,𝑉𝐵2↓⟩𝐾,𝐶𝐵, (where 𝑉𝐵1 → 𝐶𝐵 is 
the lowest energy exciton transition; VB is valence band, CB is conduction band). 
Therefore, high spin polarization is achievable even with non-resonant excitation. An 
exemplary demonstration of this spin-valley coupling property in TMDs’ is shown in 
Figure 2.19b (reproduced from ref [109]). A monolayer of MoS2 is excited with circularly 
polarized laser (𝜎 −) and the emission is (almost) completely the same circular 
polarization. Another interesting property is the presence of valley coherence, i.e. the 
valleys (K and K’) were shown to be coherently coupled, this phenomena being unique to 
TMDs’ [148]. The spin-valley coupling has given rise to the field of valleytronics 
demonstrating valley hall effect, chiral light emitting diodes and promises further 
applications in spin as an information carrier [100,101,149].   
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Figure 2.19: a) Illustration of spin-valley coupling and B.Z. b) Circularly polarized PL 
showing spin-valley coupling. 
Another physically important aspect is the excitonic nature of these optical 
transitions. As we discussed before, the bulk crystals had been shown to have strong 
excitonic transitions [65,89]. However, the strength of excitonic transitions were 
enhanced in monolayers compared to bulk, due to the extreme confinement of electrons 
and hole in one dimension. Additionally, due to reduced screening in these materials, the 
binding energies of excitonic quasiparticles (excitons and trions) is much enhanced 
compared to GaAs and quantum wells. An illustration of the excitonic character of the 
luminescence is shown in Figure 2.20. In Figure 2.20a, a monolayer of MoS2 was studied 
(at temperature = 14 K) and the PL spectrum presented (reproduced from ref [109]). Both 
‘A’ and ‘B’ excitons are seen in the spectrum. In Figure 2.20b, a monolayer of MoSe2 
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was studied at (at 30 K) demonstrating spectrally sharp and well separated exciton and 
trion peaks (reproduced from ref [129]). The large trion binding energy ~ 30 meV, can 
also be seen. Excitons and trions in these materials have been observed even up to room 
temperature, as we have mentioned earlier [121]. These large binding energies point to 
strong electronic interactions in these materials making them an interesting testbed for 
studying quantum effects and technological applications even at room temperature. We 
focus on the ‘A’ exciton and the associated trion in this dissertation, since they are the 
primary optical transitions in TMDs’. Additionally, highly localized (impurities, edges of 
samples) quantum emitter states were also seen in these materials recently. These 
quantum emitter states are interesting for applications as single photon sources but are 
beyond the scope of this dissertation [150-152].  
Figure 2.20: a) PL of MoS2 monolayer b) PL of MoSe2 monolayer 
For these emerging systems, controlling the quality of materials is critical. Most 
of the spectra presented till now has been on mechanically exfoliated samples. Briefly, 
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tape is stuck on bulk crystals, peeled off and then deposited on the substrate of choice. 
The layers deposited vary from a few layers to a monolayer. This is a highly probabilistic 
process with the probability of finding a monolayer being quite low. There are a number 
of studies researching increasing the probability of a monolayer exfoliation, however 
these are still not scalable [153,154]. Scalability comes with solution based or gas based 
fabrication [155,156]. Chemical vapor deposition (CVD) has been extensively used to 
create high quality semiconductors, however for TMDs’, these processes are still under 
intense research [157,158]. Mechanically exfoliated monolayers are highly crystalline 
and usually have low impurities, but are small in size (~ 5 𝜇m). On the other hand, CVD 
fabricated TMDs’ monolayers (using current technologies) usually suffer from high 
dopant densities and grain boundaries, but can be made larger. In Figure 2.21, we have 
shown a few examples of exfoliated and CVD grown samples [82,159-161]. The scale 
bars (5 𝜇m vs 50 𝜇m) give an idea of the size of typical mechanically exfoliated samples 
compared with CVD grown samples. However, due to superior optical and crystalline 
quality of exfoliated samples, they will be the focus of this dissertation.  
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Figure 2.21: Comparison of mechanically exfoliated and CVD grown samples. 
Further, the number of layers can be identified using optical contrast, with the 
monolayer appearing as slightly darker compared to the substrate, and the contrast 
increasing for increasing layer thickness [162,163]. The layer number can be confirmed 
with Raman spectroscopy, atomic force microscopy (AFM) and photoluminescence 
[164,165]. Since the thickness of a single layer is only ~ 0.7 nm, AFM is not usually the 
tool of choice. Mostly, Raman spectroscopy and PL are used to confirm the number of 
layers, after preliminary identification by optical microscopy. Raman spectroscopy is 
sensitive to in-plane and out-of-plane lattice vibrations, and thus is a sensitive tool to 
determine the number of layers [166,167]. PL, as we have discussed, increases 
substantially as the number of layers is decreased, as thus is also a sensitive tool to 
distinguish between few layer samples and monolayers.  
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A monolayer is highly environment sensitive, and thus care must be taken against 
exposure to water vapor and chemicals [168]. Any adsorbates on the monolayer can 
substantially affect the photo-response. Further, the choice of substrate is also important 
since it affects the screening and the dielectric environment [169]. We chose silicon 
oxide/silicon as a substrate (chapter 4 and chapter 5) for compatibility with CMOS 
processing. However, these necessitate reflection geometry. We chose optically 
transparent sapphire as a substrate, in chapter 6, for use in transmission geometry and a 
cleaner analysis of complex lineshapes in the optical spectrum. In the next chapter, we 
take a look at the different experimental techniques used to measure the dynamics and 
spectral response of these material systems. 
NON LINEAR PHENOMENA 
Nonlinear phenomena are optical effects arising due to modification of properties 
of matter due to light. More specifically, they are a class of phenomena going beyond the 
linear regime, in light matter interactions. All nonlinear phenomena are made possible 
only at high intensities (though still orders of magnitude lower than ionization strength). 
To be exact, the importance of nonlinear phenomena increases at higher light intensities, 
which makes them observable. In nature, that is the primary reason why most light-matter 
interactions are linear. It is with the advent of laser technology that we can now observe 
and control nonlinear optical effects. Pulsed laser systems afford high intensities and thus 
are primarily used for measuring nonlinear phenomena. 
The first study of nonlinear optics involved second harmonic generation using an 
intense red laser beam focused on a quartz crystal [44]. The generated second harmonic 
light was very weak due to non-optimized phase matching conditions and crystal 
geometry [170]. However, technologies concerning both the nonlinear light generating 
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crystal and the driving laser have progressed rapidly [171]. Both of these in turn, have 
improved the other. As a result, we now have high power table top pulsed laser sources 
which have eased the study of nonlinear phenomena. Exotic phenomena exemplified by 
atto-second pulse generation have also been observed with intense laser pulses [45]. 
Nonlinear phenomena have applications in optical switching and optical logic gates due 
to the light induced ultrafast changes in the material response. 
A mathematical treatment of the response of matter to light is in order. In the 
linear regime, upon incidence of an optical field ?̃?, a polarization ?̃? is generated  
 
                                                ?̃? = 𝜖0𝜒
(1)?̃?                                                    (2.31) 
 
where 𝜒(1) is the linear susceptibility. Extending this to arbitrary orders in the incident 
field  
 
                            ?̃? = 𝜖0[𝜒
(1)?̃? + 𝜒(2)?̃?2 + 𝜒(3)?̃?3 +⋯ ]                           (2.32)  
 
where 𝜒(2) and 𝜒(3) are the second and third order nonlinear susceptibilities. Generally, 
the susceptibilities are tensors rather than scalars. For example, 𝜒(3) is a fourth rank 
tensor with 34 = 81 elements. Using symmetry constraints (of the crystal), the number of 
unique and independent elements can be reduced. For example, in an isotropic crystal, 
there are only 21 non-zero elements, out of which only three are independent.  
The second order susceptibility, 𝜒(2) gives rise to phenomena like second 
harmonic generation, two-photon absorption, sum frequency generation and difference 
frequency generation. These phenomena are illustrated in Figure 2.22. The dashed lines 
represent the virtual levels whereas solid lines represent the ground state and the excited 
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state respectively. The second order nonlinear phenomena are useful for applications in 
optical parametric oscillators and high-resolution optical microscopy. Interestingly, for a 
centro-symmetric crystal, the second order susceptibility vanishes. However, for a centro-
symmetric crystal, the surface breaks the inversion symmetry giving rise to a SHG signal. 
This signal is a sensitive tool to measure phenomenon on the surface [172,173]. Yet, as 
we mentioned, 𝜒(2) is not a general optical process and is not uniformly relevant to all 
material systems. 
Figure 2.22: Schematic of sum and difference frequency generation processes through 
a 𝜒(2) nonlinear process. 
𝜒(3) on the other hand, is non-zero for all material systems and geometries. This 
makes the study of 𝜒(3) versatile, thus leading to measurement techniques exemplified by 
four wave mixing, pump-probe and third harmonic generation. Additionally, the third 
order non-linear process offers much flexibility in detection, where the signal field can be 
designed to be sent along a particular direction where background signals are minimum. 
This is exemplified by four wave mixing processes, where the signal field is generated in 
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a direction separate from the incident fields. The directions are decided by energy and 
momentum conservation principles [170,174]. Further, there are possibilities to increase 
signal-to-noise ratio through homodyning of signal with probe fields, as in pump-probe 
experiments. We illustrate third harmonic generation in Figure 2.23 where an incident 
photon is converted into a photon with three times the energy. Secondly, when three 
independent optical fields are incident on a 𝜒(3) material, the resulting optical field could 
have 44 different frequency components. These arise from a combination of the three 
frequencies, where they can be taken as positive or negative (complex conjugate) as well. 
Shortly the output frequency is of the form 
 
𝜔4 = (±𝑎𝜔1 ± 𝑏𝜔2 ± 𝑐𝜔3), where, 𝑎, 𝑏, 𝑐 ∈ (0,1,2) and |𝑎| + |𝑏| + |𝑐| = 3         (2.33)  
 
Additionally, the three fundamental frequencies (𝜔1, 𝜔2, 𝜔3) are also emitted. Different 
frequency components can be generated in different directions according to momentum 
conservation rules and can be studied separately. The parametric frequency generation 
refers to the process where the initial and final states are the same and population is 
removed from the ground states for only brief periods of time (stays in virtual level). 
Importantly, there are also non-parametric processes which involve population transfer to 
real levels, which can be measured through pump-probe processes and four-wave mixing.  
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Figure 2.23: Schematic of frequency generation processes through a 𝜒(3) nonlinear 
process. 
The frequency dependence of the nonlinear susceptibility has not been discussed 
yet. So far, we have assumed a uniform nonlinear susceptibility for all frequencies. For 
real physical systems, this is obviously not true. At optical resonances of the material 
under study, the nonlinear response increases due to substantial changes in nonlinear 
susceptibilities, 𝜒(2) and 𝜒(3) [175-177]. The primary reason is the increase in absorption 
and creation of real photo-excited carriers, which influence the nonlinear response [178]. 
An illustration of the change in 𝜒(3) is shown in Figure 2.24 [170]. The imaginary and 
real parts are connected through Kramers-Kronig relationship. Thus, at the excitonic 
transitions, the nonlinear response of semiconductors increases. We exploit this fact to 
measure the absorption resonances and their dynamics in our experiments through pump-
probe spectroscopy.  
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Figure 2.24: Illustration of enhancement of 𝜒(3) across a resonance.  
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Chapter 3: Experimental setup and Techniques 
We have thus far discussed the motivation and physics behind our research in the 
general field of light matter interaction. The ideas behind choosing certain experimental 
techniques and the details need explanation. The technical aspects of the experiment as 
we will see, are optimized to make the physics successful. 
PUMP-PROBE SETUP 
 
 
 
 
 
 
 
 
 
 
Figure 3.1: Basic Pump-probe setup schematic. 
Pump-probe (PP) is the most common form of ultrafast optical spectroscopy. It is 
also very general and certain flavors of pump-probe spectroscopy are more popular than 
others. An illustration of the basic form of PP spectroscopy is shown in Figure 3.1. In its 
simplest form, i.e. degenerate PP spectroscopy, the output pulse train of an ultrafast laser 
is split into two optical paths. The path lengths can be changed with respect to each other, 
using a controllable mechanical delay stage, and the two pulses are incident on the 
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material under investigation. The first pulse, called the pump pulse (excitation pulse) 
excites the sample (or generally induces some change in the material). The second pulse, 
called the probe pulse, is then incident on the sample. The relative arrival of the pump 
pulse, with respect to the probe pulse (on the sample), can be tuned via the delay stage. 
Changes in the probe (absorption, spectral changes) are measured as a function of the 
position of the delay stage, thus measuring the dynamics of the material. Importantly, this 
scheme only works if the material has a nonlinearity. If the material is linear, then the 
pump can induce no change in the probe absorption.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2: Different types of pump-probe measurement techniques. 
Pump-probe (PP) can be configured to measure different physical phenomena. 
We illustrate a few different configurations of pump-probe in Figure 3.2. Briefly, the 
 
Spectrometer
Spectrally 
resolved
Detector
Detector
Single 
Channel
Nonlinear 
Signal
Sample
Imaging 
Optics
Spatially 
resolved
Camera
Magnified 
image
Pump-Probe 
Configurations
 70 
nonlinear signal generated by the sample can be detected in a number of ways. In PP 
measurements, the nonlinear signal is carried by the probe. The probe can be directly sent 
to a single channel detector. Note that the pump is blocked from going into the detector 
through spectral, polarization or spatial filtering. The single channel detection 
configuration is useful for degenerate PP spectroscopy as well as single wavelength 
probing, and is referred to as spectrally integrated detection. The second technique 
utilizes a spectrometer which splits the probe into its constituent wavelengths, which can 
subsequently be detected by a wide bandwidth detector or a charge coupled device 
(CCD). This spectrally resolved technique can be used to measure and differentiate 
between different optical transitions of the semiconductor. The third technique utilizes 
imaging optics (a combination of lenses) to spatially resolve the image. Thus the sample 
can be imaged on a camera or, on a detector employing a pinhole. Spatially resolved PP 
can be used to measure the dynamics of electronic transport in a semiconductor. Another 
iteration of spatially resolved PP utilizes spatial scanning of the pump spot across the 
probe, while both (pump and probe) are incident on the sample [179]. Additionally, there 
are many more PP configurations including Kerr rotation and thermal transport. Kerr 
rotation PP spectroscopy is the technique of choice for measuring spin and is the focus of 
chapter 7. Another configuration, involving circularly polarized pump and probe pulses 
with a combination of spectral filtering is used to measure spin dynamics in chapter 6.  
The pump-probe signal is the difference in intensity of probe transmitted (or 
reflected) through the sample, when the pump is on and when it is off. The PP signal is 
usually depicted as a differential signal. Specifically, the differential PP signal is 
 
                                                    
𝑑𝑇
𝑇0
=
𝑇−𝑇0
𝑇0
                                                      (3.1)  
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, where 𝑇(𝑇0) is the probe intensity detected when pump is on (off). The probe intensity 
signal is detected through a single channel detector, and sent to a lockin amplifier for 
higher sensitivity. We discuss details of the lockin technique later in this chapter. The 
delay between the pump and probe can be changed, through a mechanical delay stage, to 
measure the dynamics. Thus even a slow detector can be used for this technique. The 
time resolution is limited mostly by the temporal widths of the pump and probe pulses. 
Further, the pulse width affects the intensity of pump and probe pulses. 
Pump-probe is a nonlinear technique and is thus intensity dependent. For 
agreement with equation 3.1 and meaningful scaling with pump and probe powers, it is 
important for the experiment to be performed in the 𝜒(3) regime. Consider the basic PP 
configuration, the pump pulse is incident on the sample, exciting a population of carriers. 
The density matrix formalism (described in Appendix A) indicates that the pump field 
acts twice to create this population of excited carriers. The probe pulse is then incident on 
the sample generating a polarization in the sample. The polarization field, referred to as 
the signal field, is then homodyned with the probe field and detected. Thus, 
 
                                𝐸𝑠𝑖𝑔𝑛𝑎𝑙 = 𝜒
(3)𝐸𝑝𝑢𝑚𝑝𝐸𝑝𝑢𝑚𝑝
∗ 𝐸𝑝𝑟𝑜𝑏𝑒                                     (3.2)  
 
Homodyning signal field with probe field leads to 
 
                                          𝑑𝑇 = 𝐸𝑠𝑖𝑔𝑛𝑎𝑙𝐸𝑝𝑟𝑜𝑏𝑒
∗                                                   (3.3) 
 
Utilizing equation 3.1, 3.2 and 3.3, we get  
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𝑑𝑇
𝑇0
=
𝜒(3)|𝐸𝑝𝑢𝑚𝑝|
2
𝐸𝑝𝑟𝑜𝑏𝑒𝐸𝑝𝑟𝑜𝑏𝑒
∗
𝑇0
=
𝜒(3)𝐼𝑝𝑢𝑚𝑝𝑇0
𝑇0
= 𝜒(3)𝐼𝑝𝑢𝑚𝑝                  (3.4)  
 
where we have utilized 𝐸𝑝𝑟𝑜𝑏𝑒𝐸𝑝𝑟𝑜𝑏𝑒
∗ = 𝑇0, i.e. probe intensity. Thus, the differential PP 
signal is directly dependent on the pump intensity in the 𝜒(3) regime. Hence, the signal 
can simply be increased by increasing the pump intensity. However, it is extremely 
important to limit the powers incident on the sample such that 𝜒(3) regime is maintained 
(and also to avoid damage to the sample). If intensities of pump and probe are increased, 
beyond a certain power (which is sample dependent), higher order optical effects are 
enhanced and become important. Thus performing a power dependence experiment, 
where PP signal is measured for a range of increasing pump powers and signal checked 
for linearity with pump power, is important for each material and sample geometry.  
TWO COLOR PUMP-PROBE 
Excitons and trions have different dynamics and physical properties, as we have 
discussed extensively in chapter 2. Degenerate PP spectroscopy can be used to measure 
the dynamics of excitons and trions separately. However, measurements of interactions 
between these quasiparticles can-not be performed since we are limited to only one 
dimensional spectroscopy. Degenerate PP spectroscopy, though powerful, thus has 
limitations in inability in measuring interesting coupling phenomena.  
Two-color pump-probe spectroscopy (TCPP) circumvents the issues facing 
degenerate PP spectroscopy and helps in measuring coupling phenomena. The extra 
dimension provides by TCPP spectroscopy is illustrated in Figure 3.3. Consider two 
states, |1⟩ and |2⟩, at transition energies 𝜔1 and 𝜔2. Using degenerate PP spectroscopy 
(one-color pump-probe), we can only extract the information represented on the diagonal 
line. Thus, we can measure the dynamics of the individual states, but not the interactions 
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between the states. We can-not even say whether the two states are coupled. However, as 
pump and probe energies are tuned independently and across the transition energies in the 
TCPP scheme, we measure interactions as represented by the off-diagonal peaks. The 
dynamics of these off-diagonal peaks provides useful information about the various 
coupling phenomena between the quasiparticles. Further, in a coherent two-dimensional 
fourier transform spectroscopy experiment, the width of the diagonal peaks measures the 
inhomogeneous linewidth while the cross-diagonal width specifies the homogeneous 
linewidth [180,181]. These measurements thus provide valuable information about the 
intrinsic physical mechanisms in the system. The measurement of the homogeneous 
linewidth, for example, provides a measure of the quantum efficiency of the physical 
system and intrinsic broadening mechanisms [180].  Since a two-color pump-probe 
experiment does not operate in strictly coherent regime, it measures both coherent and 
incoherent dynamics. We can distinguish between these using density-matrix calculations 
described in chapter 4 and Appendix B. Additionally, TCPP dynamics can be used to 
probe relaxation pathways, as described in chapter 5. 
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Figure 3.3: Comparison of 1D and 2D pump-probe spectroscopy. 
To measure coupling phenomena, it is thus imperative to perform two-color 
pump-probe (TCPP) spectroscopy. It is also important to distinguish between this scheme 
and spectrally-resolved pump-probe (SRPP) as described in Figure 3.2. In SRPP 
experiments, the pump energy is held constant and the probe energy is spectrally 
dispersed (using a spectrometer), after interacting with the sample. In a TCPP 
experiment, the pump and probe are both tuned separately through independent pulse 
shapers. The TCPP setup is illustrated in Figure 3.4. Thus, the pump and probe energies 
are chosen separately, before interacting with the sample. The difference between SRPP 
and TCPP is thus subtle but is important to distinguish. TCPP allows constant powers at 
different probe wavelengths (through additional optics) but SRPP is limited by the 
available laser spectrum. Further, lower probe powers can be used in TCPP, thus causing 
less perturbation to the system and staying in the 𝜒(3) regime. Additionally, TCPP 
provides more information via pump wavelength tuning which can measure excitation 
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energy dependent effects such as spin polarization and relaxation pathways. Thus TCPP 
is superior to SRPP and will be used in this dissertation.   
The building blocks of TCPP are illustrated in Figure 3.4. Each of these 
components are important and we will discuss them in detail. The ultrafast laser utilized 
in most of the experiments, is a Titanium-Sapphire laser (Ti-Sapph) producing ~ 20 nm 
band-width (pulse-width ~ 100 fs) pulses. The specific model used is a Griffin-5 
oscillator laser manufactured by KM Labs. This laser uses passive Kerr mode-locking 
and produces pulses at a repetition rate of ~ 80 MHz [170,182]. The laser is pumped 
using a continuous 532 nm laser (Coherent Verdi V-6) generating broadband light ~ 400 
mW (average power), at a center wavelength of 750 nm. The center wavelength and the 
bandwidth can be tuned by a pair of prisms and a tuning slit inside the cavity. The center 
wavelength can be tuned through 710-840 nm and thus provides capabilities to study 
dynamics of a range of physical systems. The mechanism of the laser will be discussed in 
the later part of this chapter. 
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Figure 3.4: Detailed two-color pump-probe setup. 
The pulse train of the ultrafast laser is subsequently split into two optical paths 
using a beam-splitter. Thus, the pump and probe pulses can be controlled separately. The 
two pulses pass through independent grating based pulse-shapers. The pulse-shaper 
employs a metallic grating which separates the constituent colors of the ~ 20 nm 
bandwidth laser. A sharp slit, with controllable width and mechanically controlled 
position, subsequently selects the desired spectral-width and wavelength. The advantage 
of the metallic grating, over a prism, is the smaller optical path required to separate 
closely spaced wavelengths. Thus a resolution of ~ 0.5 nm can be achieved using these 
grating based pulse shapers. The spectrally shaped pulse is sent back to the grating to 
remove spectral dispersion of the light spot (compressed 4-f geometry [183,184]). The 
pulse then passes through a single-mode fiber which acts as a spatial filter, and improves 
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the spatial mode. The efficiency of light coupling through the fiber is ~ 60% but we get a 
much cleaner spatial mode. The separate tuning of wavelengths of the pump and probe 
pulses is illustrated through different colors in the Figure 3.4.  
 
Figure 3.5: Schematic of RF frequency generation and AOM modulation. 
The spectrally shaped pulses subsequently pass through acousto-optic modulators 
(AOMs’). The AOMs’ (manufactured by Gooch-Housego) are made of crystalline 
tellurium dioxide and offer high-frequency modulation. Briefly, a RF carrier wave (𝜔𝐶 ~ 
80 MHz, dependent on the phonon frequency of crystal used) input on the crystal creates 
a diffraction grating inside the AOM crystal. The incoming laser photon absorbs gets 
diffracted by this grating, or in other words, the incoming photon absorbs a phonon and 
gets deflected (momentum conservation). This is referred to as the acousto-optic effect. 
The deflection angle 𝜃 , can be adjusted through an adjustment of 𝜔𝐶, i.e. 𝜃 ∝ 𝜔𝐶. This 
property can be also used for fast spatial scanning across the sample. Importantly, a RF 
mixer can be used to mix this carrier wave with a modulation wave ( 1 ~ 1 MHz). The 
carrier wave and modulation wave are of the form 𝐴1cos (𝜔𝑐𝑡) and 𝐴2 cos(𝛺1𝑡) 
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respectively. They are combined using an arrangement of RF multipliers and adders to 
create the RF input (into the AOM) of the form 
 
                                                  𝐴𝑐𝑜𝑠(𝜔𝑐𝑡)[1 + cos( 1𝑡)]                                           (3.5)  
 
, where A is the amplitude of the mixed wave. The mixed wave involves the modulation 
wave acting as the envelope, with fast oscillations of the carrier wave, and is illustrated in 
Figure 3.5. The deflected wave is, as a result, modulated at the modulation frequency and 
can be used for lockin detection. The un-deflected beam is blocked. The pump and probe 
beams are modulated through independent AOMs’ at modulation frequencies 1 and 2. 
This independent control provides enhanced signal-to-noise ratio, as will be discussed in 
the context of lockin technique.  
The pump and probe pulses are delayed, with respect to each other, using a retro-
reflector mounted on a mechanical delay stage. The resolution of the stage is ~ 10 nm, 
and thus the maximum achievable resolution through the stage is 0.06 fs. The time 
resolution is however limited by the pulse duration. Further, the temporal and spectral 
resolution of a light pulse are related to each other through ∆𝑡∆𝑣 ≥ ℏ, referred to as the 
time-bandwidth product. Thus the temporal resolution in our case (~ 1 ps), is limited by 
the high spectral resolution (~ 1 nm) that we need. However, it can be optimized for the 
particular experiment and range of dynamics being studied (tens’ of fs or ps scale). 
Importantly, these ~ 1 nm pulses suffer very little pulse broadening when passing through 
optics, thus no pulse compression techniques are needed. For compression of pulses to 
minimize the time-bandwidth product, a single prism in a compressed 4f prism geometry 
can be used [185]. 
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The TCPP setup utilizes collinear geometry, where pump and probe beams 
overlap before entering the focusing optics. The pump and probe beams are focused on 
the sample using a 50-X or a 100-X objective (Mitutoyo long working distance) to 
achieve high spatial resolution and ~ 2 𝜇m spot size. Importantly, as a result of the 
collinear geometry, the pump travels the same optical path as the probe and gets detected 
at the detector. To prevent this, we use crossed linear polarizers for pump and probe 
beams, and in the detection path, place a linear polarizer crossed with the pump polarizer. 
This polarizer blocks the pump and lets the probe through and thus, only the probe is 
detected at the detector. This configuration is ideal for measuring carrier dynamics, and 
will be utilized in chapter 4 and chapter 5. For measuring spin (or valley) polarization 
experiments, this scheme can-not be used since the linear polarizer destroys all spin 
information. We then use slightly off-resonant pump excitation (spectrally ~ 1 nm away 
from probe) and further spectral filtering (using a spectrometer), for measuring spin in 
chapter 6 and chapter 7.   
 Generally, the PP signal is two orders of magnitude less than the probe, thus 
filtering techniques are needed to separate PP signal from the large probe signal. The 
detection of the PP signal involves the probe being detected by a single channel silicon 
detector (one detection arm of the Newport balanced photo-receiver). The electrical 
signal generated contains the PP and probe signal, as well as background noise. For 
separating PP signal, modulation techniques are employed, which improve the sensitivity 
by electrical measurement at the modulation frequency only. Consider the probe and 
pump beams modulated at 1 and 2 respectively, i.e. probe ∝ cos ( 1𝑡) and pump ∝
cos ( 2𝑡). Then, the PP signal is of the form (utilizing equation 3.4) 
 
                  𝑑𝑇 = 𝜒(3)𝐼𝑝𝑟𝑜𝑏𝑒𝐼𝑝𝑢𝑚𝑝 ∝ cos( 1𝑡) cos( 2𝑡) ∝ cos[( 1 ±  2)𝑡]              (3.6) 
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Thus, the PP signal is modulated at the sum and difference frequencies of probe and 
pump modulation. The double modulation of PP signal improves the signal-to-noise ratio 
since the 1/f noise decreases for high frequencies ( 1,  2), while the PP electric signal 
sent to a lockin-amplifier (referred to as lockin) is within the lockin frequency operating 
range. The working of a lockin (Stanford Instruments SR830), used for demodulation, is 
illustrated in Figure 3.6. A lockin can extract a signal up-to a million times smaller than 
the noisy background and works by demodulating the signal at the chosen frequency. The 
frequency (of demodulation) at which the desired signal is oscillating, is input into the 
lockin, which subsequently generates a reference signal at the same frequency (but 
spectrally purer). The reference signal (𝑅) is generated through the internal digital 
oscillator of the lockin. We choose the difference PP frequency in our experiment since it 
is of the order ~ 50 KHz ( 1 ~ 1.05 MHz, 2 ~ 1 MHz), and is in the operating range of 
the lockin. The reference frequency wave is multiplied by the total signal and integrated 
over a chosen time interval 𝑡0 (integration time constant). Consider the total 
signal 𝑆( 1,  2,  3… . ) input into the lockin. The desired (PP) signal oscillates at the 
difference frequency ( 1 −  2). Then    
 
                                  𝑑𝑇 ∝ ∫  
𝑡0
0
[𝑆( 1,  2,  3… . )] 𝑅[( 1 −  2)𝑡] 𝑑𝑡                        (3.7) 
 
, where 𝑅[( 1 − 2)𝑡] is the reference signal. The result is a DC signal with 
contributions only from signal components oscillating at the reference frequency. Signal 
components at all other frequencies average out to zero. Additionally, the integration time 
constant is chosen as small as possible, but high enough to average over slowly varying 
noise, i.e. to average out components varying at frequencies above 1/𝑡0. These 
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components usually arise due to low frequency mechanical vibrations (~ 100 Hz) and can 
affect the signal-to-noise ratio if not averaged. Further improvement can be achieved 
using passive bandpass filters. For example, to detect a ~ 50 Khz signal, we use bandpass 
filters (inbuilt the detector) from 10 KHz – 100 KHz, which improves source signal (into 
the lockin) tremendously. This also helps in preventing overload of lockin internal filters 
by blocking the ~ 1 MHz probe signal from getting into the input of the lockin. In the 
experiment, we measure 𝑑𝑇 and 𝑇0 separately, and subsequently calculate the differential 
PP signal. Note that the silicon detectors have a responsivity range of 400 – 1100 nm. 
The quantum efficiency of these detectors is particularly high in the range 700 - 1000 nm, 
and are thus ideal for the measurement of optical transitions in TMDs’ and quantum 
wells. 
 
 
 
 
 
Figure 3.6: Schematic of lockin-amplifier illustrating signal (S) and reference frequency 
(R) convolution using the integrator. 
DRIFT CONTROL AND HIGH SPATIAL RESOLUTION 
Mechanically exfoliated monolayer TMD samples are high quality and 
crystalline. However, they have spatial dimensions ~ 5 𝜇m and thus are quite small. 
Additionally, the edges of the samples have shown to exhibit different properties from the 
rest of the crystal. The edges could have metallic nature and also have higher density of 
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impurity states [88,152,186]. Even within the crystal, due to the extreme two-
dimensionality of the monolayer and importance of the surface, small regions have 
different behavior from the rest due to presence of adsorbates. These different regions can 
have physical properties separate from each other and thus, it is important to limit studies 
to a particular region of the sample. Further, the thermal drift due to temperature 
variations in the cryostat and, mechanical creep due to optical components, causes a 
relative motion of the laser spot on the sample. Hence, it is imperative that we utilize a 
mechanical drift control protocol that minimizes the relative motion of the laser spot and 
the sample.  
 
 
 
 
 
 
 
 
 
 
Figure 3.7: Schematic of drift control protocol implemented via labview. 
The drift control protocol that we utilize, can correct for sub-micron motion of the 
laser spot on the sample. The protocol is illustrated in Figure 3.7 and is implemented via 
a combination of imaging devices and piezo-controlled mechanical stages. LabVIEW is 
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used to control these different devices and implement the control procedure. Briefly, the 
sample is continuously imaged through a high resolution microscope objective and a 
white light source. The image is sent to a camera with pixels 576 X 576 and a field of 
view of 20 𝜇m. Thus each pixel is ~ 0.04 𝜇m. Hence, using this method, and fitting the 
selected portion of the image, we can get sub-micron spatial resolution ~ 0.1 𝜇m.  
The selected portion of the image is referred to as the initial pattern P0. The 
pattern shape and position is identified using the in-built labview imaging sub-vi. The 
sample is continuously imaged, as mentioned, and the current pattern parameters are 
compared with the initial parameters. In case of any change in position (X or Y), the 
microscope objective mounted on the piezo stage (resolution ~ 0.01 𝜇m) is moved 
accordingly, according to calibrated pixel to 𝜇m conversion (pixel ~ 0.04 𝜇m). A similar 
protocol is employed for monitoring the focus (Z position) by monitoring the width of the 
laser spot and adjusting the piezo stage focus. Thus we get a fine control of all three 
spatial dimensions with this drift control protocol, and can keep the sample within ~ 
0.1 𝜇m of the initial position. Note that the control is also dependent on the quality of the 
image and the contrast of the sample compared to the substrate. If the stage moves out of 
range, or the quality of the image degrades due to ambient light, the setup stops taking 
data and asks the user to take corrective measures. With this continuous drift control 
protocol and complete computer control of the setup, we can take measurements for a day 
continuously (or even more). Further, this tremendously improves the data quality and 
removes human (grad-student) error.  
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LASER  
Figure 3.8: Picture of the Griffin-5 laser cavity. 
For doing these time-resolved PP experiments we employ a Griffin-5 oscillator 
laser manufactured by KM Labs. The components of the laser cavity are illustrated in a 
photograph of the laser cavity. A green laser (532 nm) can also be seen, which pumps the 
nonlinear Titanium-Sapphire (Ti-Sapph) crystal, and has an average power of 4 – 6 W 
(depending on the wavelength of the ultrafast laser output desired), in a clean TEM00 
mode. A Verdi V-6 laser, utilizing a diode-pumped neodymium-doped yttrium-
orthovanadate crystal and subsequent second harmonic generation (using lithium 
triborate, LBO), is an extremely stable single frequency continuous wave source. This 
green laser is also used for photoluminescence experiments, useful for measuring optical 
resonances in a single-shot. 
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Figure 3.9: Absorption, Emission and calculated Gain spectra of Ti-Sapph (modified 
from [187]). 
The Ti-Sapph crystal acts as the active non-linear crystal producing luminescence, 
as well as the Kerr-lens effect enabling the pulsed operation. Ti-Sapph refers to a crystal 
of sapphire doped with Ti3+ ions, which act as the lasing medium. The absorption and 
emission of Ti-Sapph is shown in Figure 3.9 (modified from [187]). Note that the 
absorption of 532 nm pump laser is quite high. Additionally, the absorption and emission 
of the Ti-Saph are highly (linear) polarization dependent (represented by 𝜎, 𝜋), thus 
maintaining the correct pump-polarization is important. The range of lasing using a Ti-
Sapph crystal is 675 nm – 1050 nm (due to significant overlap of absorption and emission 
profiles around 650 nm), as also illustrated by the calculated gain spectra [187,188]. 
Inside the laser cavity, the emission (luminescence) of the crystal is collected by the two 
 
Absorption Spectrum
Titanium-Sapphire
Emission and 
Gain Spectrum
 86 
curved mirrors (Mirror-1 and Mirror-2) and goes around the cavity folded by the fold 
mirror (Figure 3.8). The two prisms are involved in dispersion control and the tuning slit 
is useful for choosing the center wavelength and bandwidth of the output laser. The 
output coupler and high reflector are broadband mirrors which act as the end-mirrors of 
the laser cavity.  
The nonlinear process involved in pulse generation is Kerr-lens-modelocking, a 
type of passive modelocking. Briefly, the Ti-Sapph crystal has an intensity dependent 
refractive index 
                                               𝑛 = 𝑛0 + 𝑛2𝐼                                                       (3.8)  
 
, where 𝑛2 and I are nonlinear refractive index and intensity respectively [170]. This 
causes self-focusing of propagating light, and is referred to as Kerr-lensing. This focusing 
causes saturable absorption of the active medium, due to the increasing intensities of 
modes above a certain intensity while causing loss for modes below it. After a round trip 
of these resonator modes, when a number of these resonator modes are in phase, this 
saturable absorption ultimately results in short (~ 20 fs) pulses of light. The consequence 
of using a single component for lasing and mode-locking is a simple cavity design, and ~ 
80 MHz repetition rate laser output which is stable for hours. The center wavelength of 
the output can be tuned through 710-840 nm. The output power is highest at 800 nm, but 
with installation of an additional blue optics set inside the laser cavity, the output power 
at 710 – 760 nm can be enhanced. 
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CRYOSTAT 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.10: Schematic of the inner components of the closed loop cryostat. 
Optical quasiparticles (excitons, trions) are essentially quantum transitions. The 
interaction between them, which is the focus of this dissertation, can be seen without the 
effect of phonons and temperature related effects at cryogenic temperatures. Therefore 
we utilize a cryostat operating at 13 K to measure these quantum phenomena. 
Specifically, we utilize an ARS closed loop cryostat (combination of ARS-4HW 
compressor and DE-204 expander), equipped with vibration isolating DMX-20 (rubber 
bellows) interface. The components of the cryostat are illustrated in Figure 3.10. Briefly, 
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the closed loop cryostat operates on the principle of Gifford-McMahon refrigeration 
cycle [189,190]. It consists of a compressor, expander and a two-stage cold station. The 
compressor compresses high-purity (99.999%) Helium gas at 250 psig which is 
subsequently transported to the expander through high-pressure gas lines. The gas 
expands in the expander and as a result, cools down. The low pressure gas is sent back to 
the compressor. The first stage of the cooling station is directly connected to the expander 
and is the coolest part of the system. However, due to mechanical motion of the 
expander, there is around ~ 30 𝜇m motion of this first stage of the cooling station, and 
hence vibration control is necessary. For this, a second cooling stage is used, which is 
mechanically isolated from the first cooling stage. For the purpose of vibration isolation, 
rubber bellows are used, which damp the vibrations. Helium gas (input into the bellows, 
separate from gas in the expander) acts as an exchange gas between the first and second 
stages, and cools the second stage through convection. The sample (labelled UT) is 
mounted on a copper cold finger directly attached to the second cooling stage. A 
minimum temperature of ~ 10 K can be reached at the sample, and the temperature can be 
monitored through thermocouples. Temperature can also be changed using resistance 
heaters coupled to the thermocouple, enabling temperature dependent measurements. We 
optimized the stretching of the rubber bellows and gas flow into the bellows to minimize 
vibrations. By doing this, we get no observable vibrations at the sample (monitored by an 
optical microscope). Thus, all the components of the setup were optimized to make the 
observation of the delicate quantum phenomena possible. 
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Chapter 4: Coherent Electronic Coupling in Transition Metal 
Dichalcogenides 
INTRODUCTION* 
Monolayer transition metal dichalcogenides (TMDs) represent a new class of 
direct band gap semiconductor materials at the two dimensional limit [85,86]. As we 
have discussed in chapter 2, they also exhibit intriguing coupled spin-valley physics 
[93,94,108,109]. Additionally, the exciton and trion binding energies in TMD’s are an 
order of magnitude larger than those in quasi-2D systems (e.g., GaAs quantum wells), 
making these quasiparticles relevant for optoelectronic devices [122,129,191]. These 
binding energies are a result of strong Coulomb interactions arising from strong quantum 
confinement and reduced screening due to the monolayer thickness. The electric field 
lines leak into the vacuum environment and thus there is reduced screening due to the 
ultrathin material nature. Studies have demonstrated control of these quasiparticles 
through strain, doping, and applied electrostatic field [129,165,192]. Further, interaction 
effects have been studied such as exciton-carrier broadening, inter-excitonic scattering, 
exciton valley relaxation dynamics, and biexciton formation [179,193-196].  
It is reasonable to speculate that enhanced Coulomb interactions responsible for 
the large exciton and trion binding energies should also lead to strong coupling among 
these quasiparticles. A study of the nature of coupling between these excitons and trions 
is however lacking. The presence of coupling would necessitate a combined treatment of 
material response to applied electric and optical fields. In other words, excitons and trions 
cannot be treated independent of each other. Further, discerning the nature of coupling, 
                                                 
* This work was published as A. Singh, G. Moody, S. Wu, Y. Wu, N. J. Ghimire, J. Yan, D. G. Mandrus, 
X. Xu, and X. Li, Coherent Electronic Coupling in Atomically Thin MoSe2, Phys. Rev. Lett. 112, 216804 
(2014). I (A. Singh) was responsible for the experimental measurements, data analysis and manuscript 
preparation. 
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i.e. whether these are coherently or incoherently coupled, is important for applications 
including transport and photodetection [130,197,198]. It is imperative to understand the 
properties of these intrinsically many-body states in TMDs. Additionally, since these 
many-body states are also coupled to valley (K or K’), they shed light on valley 
depolarization and scattering phenomena.  
We demonstrate that monolayer TMDs exhibit strong exciton-trion coherent 
coupling. We perform two-color pump-probe spectroscopy on a high quality monolayer 
MoSe2 sample with spectrally well-resolved exciton and trion resonances. Cross peaks in 
the two-dimensional spectrum reveal electronic coupling between these quasiparticles. 
We specially focus on the TX peak, i.e. pump (probe) tuned to the trion (exciton) 
transition. Density matrix calculations reveal that the unique line shape of the TX peak 
results from coherent exciton-trion many-body interactions. While incoherent population 
relaxation partially contributes to the coupling, we see that coherent coupling dominates 
the response. We model the optical response using density matrix formalism and 
incorporate the many-body effects through phenomenological parameters such as 
excitation induced shift and excitation induced dephasing.  
EXPERIMENTAL SETUP AND SAMPLE INFORMATION 
The experimental setup is described in chapter 3. Briefly, the output of a mode-
locked Ti:sapphire laser is split into two beams, modified independently using two 
grating-based pulse shapers, producing ∼1 ps pulses (∼2 nm bandwidth FWHM). The 
pump and probe beams are collinear and focused to a ∼3 𝜇m spot on the sample using a 
100-X Mitutoyo microscopic objective. The two beams are cross-linearly polarized to 
suppress scattering from the pump into the detection optics. Because cross-linear 
polarization is used to suppress pump scattering, we do not distinguish between the valley 
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or spin degrees of freedom of the quasiparticles. We instead focus on the coupling 
mechanisms between these quasiparticles. The average power is kept below 10 𝜇W to 
ensure that the signal remains in the 𝜒(3) regime and ensuring no power dependent 
phenomena are activated. The pump-induced change in the probe reflectivity is recorded 
using a lock-in amplifier while the pump and probe wavelengths are systematically 
varied. The differential reflectivity spectra is given by 𝑑𝑅 𝑅0
⁄ = (𝑅 − 𝑅0)/𝑅0, where R 
(R0) is probe reflectivity with (without) pump on the sample.  
The monolayer MoSe2 was obtained via mechanical exfoliation of a bulk MoSe2 
crystal (created by collaborators in Oak Ridge National Laboratory). The monolayer was 
exfoliated onto a 285-nm- thick SiO2 on an n-doped silicon substrate, thus primarily we 
would be sensitive to negatively charged trions. Isolation of a single layer was verified 
through optical and atomic force microscopy. An optical microscope image of the sample 
is shown in Figure 4.1. The monolayer can be clearly seen on the bare silicon substrate. 
The sample was mounted in a closed-loop cryostat cooled to 13K. At this temperature, 
we avoid phonon-mediated broadening of the resonance linewidths and other phonon-
mediated processes (thermal relaxation). The linewidths at this temperature are 
dominated by inhomogeneous broadening [180]. 
 
 
 
 
 
Figure 4.1: Monolayer MoSe2 on silicon substrate. 
 
5 𝜇m
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To extract the spectral positions of exciton and trion transitions, we perform a 
degenerate pump-probe experiment in which both beams are derived from the same pulse 
shaper. The degenerate pump-probe spectrum, shown in Figure 4.2 for a fixed time delay 
= 0.7 ps, was used to identify exciton (X) and trion (T) resonances at ∼ 1650 meV and ∼ 
1619 meV respectively. The trion optical response in this sample is much weaker 
compared to the exciton and has been increased by 10X in the figure to enhance 
visibility. Additionally, the spectral positions of the peaks and trion binding energy (~ 30 
meV) are consistent with values obtained from photoluminescence spectra of similarly-
fabricated samples [129]. However, as the name suggests, one-dimensional pump-probe 
spectra cannot provide information regarding coupling between excitons and trions.  
 
 
 
 
 
 
 
 
Figure 4.2: Degenerate pump-probe spectrum. 
Two-color pump-probe spectroscopy provides the coupling information between 
the quasiparticles. We show the normalized differential reflectivity spectrum in Figure 
4.3. The spectrum was acquired for a delay tD = 0.7 ps. The choice of this delay is 
important as we want to minimize relaxation behavior and incoherent population transfer, 
while still working in the positive time delay regime. The spectrum in Figure 4.3 features 
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four peaks– two diagonal peaks corresponding to the exciton (X) and trion (T) 
respectively, a cross-peak when pumping at the trion and probing at the exciton (TX), and 
vice versa (XT). We will investigate the dynamics of these peaks in detail in chapter 5.  
The cross-peaks are a signature of coupling processes between excitons and trions 
in these materials. A differential probe spectrum for resonant pumping at the exciton and 
trion is shown by the upper and lower horizontal slices, respectively, where the curves 
serve as a guide-to-the-eye. Clearly, there are differences in the probe spectrum when the 
pump energy is switched from exciton to trion. The different line shapes of the XT and 
TX coupling peaks, dispersive vs mostly negative, suggests that the coupling is not 
simply due to incoherent population transfer. We will explore the possibility of the 
difference originating from exciton-trion many-body interactions. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.3: Two-color pump-probe spectrum at delay = 0.7 ps. 
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HILBERT TRANSFORMATION AND CONSTRUCTION OF PHENOMENOLOGICAL MODEL 
We construct a phenomenological model to explain the coupling mechanism. We 
utilize a Hilbert space transformation to map two two-level systems into a four-level 
system, as illustrated in Figure 4.4. This is a general transformation and does not make 
any assumptions about coupling of the exciton and trion states. If the states are not 
coupled, the four level diagram collapses back into two two-level diagrams. The two two-
level diagrams are |𝑔⟩ ↔ |𝑇⟩ and |𝑔⟩ ↔ |𝑋⟩, where |𝑔⟩, |𝑇⟩ and |𝑋⟩ represent the crystal 
ground state, trion and exciton respectively. After transformation into the four level 
diagram, state |0⟩ refers to the crystal ground state in the absence of any optical 
excitation; states |1⟩  and |2⟩  represent the trion and exciton, respectively; and state |3⟩  
represents simultaneous excitation of the exciton and trion.  
 
 
 
 
 
 
Figure 4.4: Illustration of a Hilbert space transformation relevant to the 
phenomenological model. 
The density matrix and corresponding optical bloch equations (OBEs), as we have 
discussed in chapter 2, are ideal to elucidate the dynamics of the system, including 
population relaxation and dephasing [199]. The third order nonlinear signal can be 
calculated through third order OBE’s. We solve the OBE’s perturbatively up to third 
order in the excitation (and detection) field to calculate the nonlinear signal detected (or 
emitted) in the pump-probe experiment. The total nonlinear response can be generated 
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through a combination of various different physical processes. The different processes 
can be accounted for using a combination of double-sided Feynman diagrams, illustrated 
in Figure 4.5 [200]. Each diagram represents a distinct quantum mechanical pathway that 
contributes to the nonlinear signal. For each diagram, the first two arrows indicate 
interaction of sample with the pump field and the third arrow indicates interaction of the 
probe field after a delay tD. We have applied a number of rules to generate the relevant 
Feynman diagrams. Firstly, we have implied pulse ordering, i.e. the pump pulse comes 
before the probe pulse. Secondly, we consider the pump field acts twice (field and its 
conjugate). Thirdly, we have taken in account that the signal field is homodyned with the 
probe field for detection. Thus, we have considered the signal and the probe field to have 
same energy and direction. Thus we get a total of 16 diagrams, four for each of the four 
peaks. From each diagram, one can generate an expression for the perturbative evolution 
of the density matrix [23]. Details of this calculation are explained in Appendix B. We 
briefly present the important physical parameters involved in the calculation. 
 
 96 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.5: Double sided Feynman diagrams relevant to two-color pump-probe 
experiment. 
Many-body interactions are included in this four-level energy scheme in a simple 
and intuitive manner. The lower transitions (|0⟩ ↔ |1⟩ and |0⟩ ↔ |2⟩) are excited by the 
optical field to first order in perturbation theory, while the upper transitions (|1⟩ ↔ |3⟩  
and |2⟩ ↔ |3⟩) contribute to third order only if the lower transitions have been excited. 
Thus, the interactions between |1⟩ and |2⟩, or specifically, trion and exciton, are 
governed by the properties of the upper transitions [201]. To uncover the nature of the 
upper transitions, we consider excitation-induced energy shift (EIS) and excitation-
induced dephasing (EID) effects. These effects have been invoked to explain coherent 
exciton coupling phenomenologically in semiconductor quantum wells and quantum dots 
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[202-205]. EIS and EID arise from a renormalization of energy when interaction effects 
are considered and correspond to the real and imaginary part of the renormalization 
energy. Thus both effects must appear simultaneously, in principle. In our calculations, 
EIS effects are taken in account by considering an energy shift ∆  of state |3⟩ that breaks 
the energy equality of the lower and upper transitions. This energy shift is illustrated in 
Figure 4.4 and breaks the energy degeneracy of, for example, |0⟩ ↔ |1⟩ and |2⟩ ↔ |3⟩. 
On the other hand, EID effects are taken in account by increasing the dephasing rate of 
either (or both) of the upper transitions with respect to the equivalent lower transition by 
an amount 𝛾 . 
We now give an example of how the density matrix is calculated from the 
Feynman diagrams via OBEs. We show an expression of 𝜌13
(3)
, which is the third order 
polarization connected to the bottom two Feynman diagrams for the peak TX. We also 
include phenomenological parameters related to the many-body effects.   
 
                ?̇? 13
(3)
= {−𝑖 (𝜔20 −
∆′
ℏ
) − (𝛾20 + 𝛾
′)} 𝜌 13
(3)
+
𝑖𝜇13
2ℏ
?̂?𝜌 11
(2)
                  (4.1)                 
 
Here, ?̇? 13
(3)
 represents the time derivative of the third order polarization 𝜌13
(3)
. The dipole 
moment, resonance energy, and dephasing rate of the transition are given 
by 𝜇13, ℏ𝜔13~ℏ𝜔20 − ∆  and 𝛾13 = 𝛾20 + 𝛾 , respectively. ?̂? is the electric field, ∆
′and 
𝛾  are the EIS and EID parameters for this pathway. We describe how we have chosen the 
parameters for all pathways in detail in Appendix B. However, the precise values do not 
affect the line shape qualitatively. We discuss these parameters in the next section. 
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ANALYSIS OF SPECTRAL LINE-SHAPE AND MANY-BODY EFFECTS 
The role of coherent many-body interactions can be modelled by carefully 
analyzing the line-shape of each peak in the 2D map. We stress that the entire 2D 
spectrum has to be analyzed at the same time. This is critical since the lineshape of each 
peak is sensitive to a phase shift between the reflected signal and probe. The origin of this 
phase shift is a relative path difference between the probe and signal. A large percentage 
of the probe is reflected from the silicon oxide and silicon substrate, while the signal is 
only emitted by the monolayer. We explain and calculate this phase shift further in 
Appendix C. However, this phase shift is nearly constant across the entire 2D spectrum, 
and thus can be accounted for. Thus the relative amplitude and lineshape of the peaks 
provides critical information that enables us to distinguish between the coupling 
mechanisms. We note that the exciton and trion relative amplitudes are related not only to 
quantities that characterize these transitions (dipole moments and dephasing rates), but 
also to the background charge density determined by the n-doping in the material. Thus 
the amplitude ratio between TX/T and XT/X is the key parameter for evaluating the role 
of incoherent population relaxation and coherent effects. Thus comparing (experiment vs 
simulations) both the amplitude ratio and the line-shape is important. 
The interaction effects are brought out in the calculation in three steps. The first 
step is to simulate the spectrum considering no exciton-trion interactions and is presented 
in Figure 4.6(a). The absence of interactions is modeled by using the same parameters 
(dipole moment, dephasing rate, and resonance energy) for the corresponding lower and 
upper transitions. Following our discussion, the use of same parameters for upper and 
lower transitions causes the quantum pathways responsible for coupling between the 
lower transitions to be completely cancelled by pathways involving the upper transitions. 
This is due to the completely general Hilbert transformation discussed in section 4.3. 
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Thus, no cross-peaks appear in the spectrum. The X and T peaks do appear in the 
simulated spectrum and resemble the experimental data quite closely. 
Figure 4.6: Simulation results considering a) no interactions, b) incoherent relaxation, c) 
relaxation and many-body effects. 
In the second step, we consider only population relaxation between the exciton 
and trion states. We include population relaxation by including the parameter 𝛾𝑝𝑜𝑝. As 
shown in Figure 4.6(b), the 2D map features highly asymmetric cross-peaks. The XT 
peak resembles the data seen in the experiment but the TX peak in the simulated 
spectrum is very small. Further, the line-shape is also very different for the TX peak. 
Coming back to the XT peak, we know that the formation of the XT cross-peak requires 
the capture of an extra electron by the photo-excited exciton, which is energetically 
favorable due to the lower energy of trion (compared to exciton). In other words, the 
relaxation of the exciton to trion is thermodynamically favorable. For a sufficient 
background density of electrons, the XT peak will have an appreciable amplitude. The 
dynamics of this process will be studied in detail in chapter 5. Conversely, the formation 
of the cross-peak TX requires additional energy from other mechanisms, such as 
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annihilation of a phonon with an energy equal to the trion binding energy ≈ 30 meV. The 
phonon energy in this system is around 30 meV, however due to the low temperature (~ 
13K), no significant phonon population can be expected. We then expect a small 
amplitude ratio between TX and T. Clearly, incoherent population alone cannot explain 
the large amplitude of the TX peak in Figure 4.3. Therefore, our simulation till step 2 
demonstrates that incoherent population transfer alone cannot reproduce the lineshape for 
TX as well as the amplitude ratio TX/T.  
Finally, in the third step, we include many-body effects (EIS and EID) in addition 
to incoherent relaxation (as discussed in step 2). The role of coherent coupling 
mechanisms is thus examined in this step. The term “coherent” is used to distinguish 
these mechanisms from incoherent population relaxation processes discussed in step 2.  
We see that the simulated spectrum shown in Figure 4.6(c) compares very well with the 
actual experimental data (Figure 4.3). The line-shape and the amplitude ratio of both the 
cross peaks look similar to the experimental data.  
We make a more quantitative comparison between the simulated and measured 
spectra by taking two horizontal cuts through the 2D maps, pumping at the exciton 
resonance and pumping at the trion resonance.  The comparison of the three calculation 
steps and the experimental results are summarized in Figure 4.7. The pump energy 
(indicated by the arrow) was tuned to the exciton and trion resonance in the top and 
bottom panel respectively. The experimental data points, step 1 (no interactions), step 2 
(incoherent relaxation), step 3 (many body effects and relaxation) are represented by blue 
dots, red curves, blue curves and black curves respectively. Best agreement between 
simulation and experiment is obtained when including EIS and EID effects (black 
curves), particularly for the TX peak.  
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Figure 4.7: Comparison of the three steps in the simulation, with the experimental data. 
This fitting suggests a binding energy for the exciton-trion correlated state of ∆′=
4 ± 1.5 meV for the excitation conditions used in the experiment. The parameters used 
for the black curve are summarized in Table 4.1. The details of fitting have been 
discussed in Appendix B. The exact value of ∆′ depends on the specific 
phenomenological model used. Inclusion of additional states to model exciton-exciton 
and trion-trion correlations reduces ∆′ by approximately a factor of 2. However, we 
emphasize that the distinct line-shape of peak TX, namely, a negative peak rather than the 
dispersive line-shape for the other three peaks, can only be reproduced by including the 
EIS effect. This distinct line-shape cannot be replicated through the addition or alteration 
of any other parameters. Only by including EIS, we can get good agreement for both 
amplitude ratio and line-shape for the peak TX. Further, EID is necessary to enhance 
ratio of XT compared to TX. The large value of EID indicates fast dephasing of the 
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correlated state [203]. Therefore, the coherent coupling mechanism is robust in these 
materials.  
 
 
| ⟩↔ | ⟩ | ⟩↔ | ⟩ | ⟩↔ | ⟩ | ⟩↔ | ⟩ 
               0.85 1 
  (meV) 6 
𝛾01 + 𝛾
′ 
𝛾′ =25 (EID) 4 4 

pop
 (meV) 
(population 
relaxation) 
1 - 0.1 - 
E (meV) 
E1 = 
1619 
E1 – ∆
′; 
∆′= 4 (EIS) 
E2 = 1651 E2 – ∆
′; 
Table 4.1: Parameters used to simulate many-body effects in Figure 4.7. 
IMPLICATIONS OF COHERENT COUPLING 
These experiments establish that strong coherent coupling exists between the 
excitons and trions in TMD’s. For example, ∆  ≈ 4 meV observed here is at least an order 
of magnitude larger compared to exciton-trion coupling in a 20-nm-wide n-doped 
CdTe/CdMgTe quantum well [203]. The primary reason for this large interaction strength 
is due to the reduced screening in these materials as well as the quantum confinement of 
the exciton (and trion) wavefunction. Interestingly, a general scaling law seems to be 
applicable here wherein the exciton binding energy is also large in these materials 
(compared to GaAs etc.).  
These results have several consequences. Firstly, coherent coupling between the 
quasiparticles suggest new approaches for manipulating spin and valley degrees of 
freedom associated with each quasiparticle. This is especially relevant for valleytronics 
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since different valley coherence and polarization dynamics were recently demonstrated 
for excitons and trions [124,148]. For example, optical initialization in valley Hall 
experiments could be performed through the trion resonance, which exhibits a (spin) 
valley polarization more long-lived than the exciton. Second, coherent coupling between 
excitons and trions may allow efficient exciton transport beyond the diffusive regime 
[128]. Quantum coherence has been shown to drive efficient exciton transport in 
photosynthesis and similar principles may apply for charge and energy transfer processes 
in TMDs [39,130,206]. Finally, our results should motivate the development of a 
microscopic theory for the optical response in TMD’s and specially the interaction 
between quasiparticles [207]. Specific quantum pathways can be probed through 
advanced spectroscopic techniques such as coherent multi-dimensional Fourier-transform 
spectroscopy [208,209]. Further, dynamics of this TX peak will also be discussed briefly 
in chapter 5, which corroborate the coherent nature of the TX peak.  
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Chapter 5: Formation Dynamics of Excitons and Trions in Transition 
Metal Dichalcogenides  
EXCITON TO TRION FORMATION†  
In the presence of residual charges, excitons interact with the surrounding free 
electrons, ultimately binding to electrons to form trions [63,210,211]. The ultrafast 
formation time for these quasiparticles has not been measured in TMDs. Yet, it is critical 
for evaluating and improving performance of optoelectronic devices based on this 
emerging class of materials [85,86,97,122,129,191,212-214]. Additionally, measuring 
ETF dynamics is an important fundamental problem due to distinct exciton and trion 
wavefunctions and properties. First, as we have discussed, trions can drift in an applied 
electric field [128]. Second, ETF is important for understanding exciton decay dynamics 
and the relative spectral weight of trions and excitons in photoluminescence [129,168].  
As we have discussed in this dissertation, excitons and trions in monolayer TMDs are 
stable at room temperature due to the large binding energies of the order of a few hundred 
meV and tens of meV, respectively [85,86,91,121,122,129,215-217]. The exciton to trion 
formation (ETF) process is thermodynamically favorable due to lower energy of trion 
(c.f. exciton), leading to a characteristic trion wavefunction as shown in Figure 5.1. In the 
figure, the positions of a hole and an electron are fixed and chosen to be separated by 1 
nm, corresponding approximately to the exciton Bohr radius for this material [218,219]. 
The probability to find a second electron is then calculated to be highest near the hole due 
                                                 
† This work was published in A. Singh, G. Moody, K. Tran, M. E. Scott, V. Overbeck, G. Berghäuser, J. 
Schaibley, E. J. Seifert, D. Pleskot, N. M. Gabor, J. Yan, D. G. Mandrus, M. Richter, E. Malic, X. Xu, and 
X. Li, Trion formation dynamics in monolayer transition metal dichalcogenides, Phys. Rev. B 93, 
041401(R) (2016). I (A. Singh) was responsible for experiments, data analysis and manuscript preparation. 
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to the attractive Coulomb force. The details of this calculation can be found in [159]. In 
the presence of a disordered potential, we anticipate the trion formation time to be 
modified. It will be thus interesting to study the effects of disorder on the formation time.   
 
 
 
 
 
 
 
Figure 5.1: Calculated trion wave function in monolayer MoSe2.  
We again choose the two-color pump-probe spectroscopy method (described in chapter 
3) to study the naturally n-doped monolayer MoSe2. The experimental details are similar 
to chapter 4 and are again illustrated in Figure 5.2. Here we concentrate on the XT peak, 
i.e. resonantly pumping the exciton and probing the trion transitions, in the two-color 
spectrum. We see the ETF process is manifested as a finite rise time τf in the differential 
reflectivity signal, as a function of the delay time between the two pulses 
[107,143,220,221]. As the pump energy is tuned through the inhomogeneously broadened 
exciton resonance, moving from high energy to low energy side, the trion formation time 
τf increases. An effective exciton "mobility edge" is suggested. A mobility edge can be 
described as the energy below (above) which the center of mass motion of the excitons is 
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localized (delocalized). Our measurements explain the role of disorder providing a more 
accurate picture of the complex quasiparticle dynamics present in TMDs [124,180,222] . 
Our studies also differentiate between different quasiparticle (exciton and trion) dynamics 
in these materials. 
 
 
 
 
 
 
 
 
Figure 5.2: Schematic of XT excitation and detection scheme. 
TWO-COLOR PUMP-PROBE SPECTRUM 
The sample temperature is held at 13 K for all experiments to reduce phonon 
interaction induced resonance broadening. The narrow spectral linewidths in combination 
with large trion binding energy lead to spectrally well-resolved exciton and trion 
resonances in this high quality sample. For this experiment, we utilize ~ 0.7 nm (~ 1.5 ps) 
full-width at half-maximum (FWHM) pulses. These pulses are carefully chosen to get the 
necessary spectral resolution while still maintaining temporal resolution required to 
resolve the ultrafast dynamics. The pump and probe beams are collinear and are focused 
onto the sample with a spot size of ~ 2 𝜇m. We use cross linearly polarized pump and 
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probe pulses to suppress pump pulse scatter reaching the detection optics. This ensures 
only probe detection on the detectors and having a clean measurement. 
The diagonal peaks (XX, TT) in the two-color pump-probe spectrum (Figure 5.3) 
are associated with the trion and exciton resonances at 1631 meV and 1662 meV 
respectively. The diagonal line is shown with a dotted line. The spectrum is normalized 
so that the maximum of (absolute of) negative signal is set to 1. The cross-diagonal peaks 
(XT, TX) are related to exciton-trion coupling and conversion processes. This spectrum is 
similar to the spectrum discussed in chapter 4, however, the energies of the exciton and 
trion are shifted slightly. This occurs due to sample to sample variation. The energy 
separation between the trion and exciton (~ 31 meV), however, is the same (as in chapter 
4) and agrees well with the trion binding energy from previous studies [129,223,224]. The 
line-shapes (absorptive or dispersive) of the different spectral peaks are due to the 
interplay between the relative phase of the reflected probe, the nonlinear signal and 
many-body effects as shown in the previous chapter [225]. For example, lineshape of the 
TX peak was studied in chapter 4 and attributed to coherent coupling between the exciton 
and trion. 
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Figure 5.3: Two-color pump-probe spectrum on monolayer MoSe2. 
Our focus shifts to the quasiparticle ultrafast dynamics. We take delay scans 
(Figure 5.4) while pump and probe are tuned to measure each peak in the 2D map. The 
pump/probe energies chosen for each peak are indicated by the circles in Figure 5.3. 
Firstly, we look at resonant delay scans, i.e. pump and probe energies are chosen to be 
equal to the exciton (XX) and trion (TT) transition energies. The rise dynamics are 
ultrafast. This indicates that these quasiparticles form rapidly within the pulse width (~ 1 
ps) and relax on the order of tens of picoseconds [124,193,226]. This evolution of dR/R 
signal is complicated and includes a change in sign as the delay time changes, which has 
been ascribed to higher order optical processes and/or energy renormalization in earlier 
studies [193,226]. Additionally, the slower decay of the TT signal compared to the XX 
signal suggests a longer relaxation time for trions consistent with earlier experiments 
[124].  
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Figure 5.4: Delay scans for the four spectral peaks. 
 
Further, considering the TX peak, i.e. pumping at the trion resonance and probing 
at the exciton resonance, we again see a fast rise in the dR/R signal, limited by the 
temporal resolution in our experiments. This ultrafast behavior is consistent with 
instantaneous coherent coupling between the exciton and trion as discussed in chapter 4. 
The trion to exciton (formation or relaxation) process is energetically unfavorable (the 
exciton is higher in energy by ~ 30 meV while kT ~ 1 meV). This points to coherent 
coupling processes being much more important than relaxation processes for the TX 
peak. 
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DYNAMICS OF THE XT PEAK 
We focus now at the XT peak, i.e. pumping at the exciton resonance and probing 
at the trion resonance, which has distinctly different rise dynamics as can be clearly seen 
in Figure 5.4. In contrast to the other peaks, a finite rise time in dR/R signal, beyond the 
pulse temporal width was observed. As we have discussed, this finite rise time in the 
delay scan behavior indicates the ETF process [220,227]. We analyze this process in 
more detail by carefully choosing the pump and probe energies. The pump (ħωpump) and 
probe (ħωpr) energies are shown in Figure 5.5 overlaid with the degenerate spectral scan. 
We also fit lorentzian curves to the exciton and trion response. The curves are indicated 
by dotted lines and illustrate the slight overlap of the exciton and trion spectral responses 
in the energy range 1631 – 1660 meV. Thus, we choose the probe energy carefully to 
avoid this overlap region. We fix the probe to the lower energy side of the trion (1627 
meV) to avoid measuring the exciton and trion resonances at the same time. Further, to 
improve the signal-to-noise, we integrate the differential reflectivity signal over different 
probe energies within a ±2 meV window, i.e. 1625 – 1629 meV. Pump-probe delay scans 
focusing on the initial rise dynamics of peak XT for two pump excitation energies are 
shown in Figure 5.5b. Interestingly, the rise dynamics are modified depending on the 
choice of the pump energy under the exciton resonance. The dynamics for the pump 
excitation at 1656 meV, are observed to have a slower rise to maximum dR/R signal 
compared to the delay scan corresponding to 1662 meV. 
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Figure 5.5: a) Degenerate pump-probe spectrum. b) Delay scans for two pump energies 
showing different rise behavior, indicated in (a). 
To quantify these ETF dynamics and explore the pump energy dependence, we 
use a simple fitting function that takes in account both the rise and decay components 
associated with the ETF and trion relaxation processes, respectively, 
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, where A1 and A2 are fit amplitudes, τf is the trion formation time, and td is the trion 
relaxation time. In this model, we have assumed there is no pump energy dependence on 
the exciton formation. This assumption can be realized by near-instantaneous exciton 
formation, which is supported by the time evolution of the XX peak shown in Figure 5.4.  
We measure a trion formation time τf = 1.6±0.1 ps from the fit to the data 
corresponding to pump excitation at 1662 meV (black dots in Figure 5.5b). A precise and 
direct comparison between different material systems is difficult due to different 
conditions under which experiments are conducted (e.g. doping density and excitation 
conditions). However, we strive to compare the formation time measured in this material 
with other physical systems. τf for ETF has been previously measured in different 
physical systems and contrasts from tens of picoseconds in GaAs and CdTe quantum-
wells [73,107,227,228] to few femtoseconds in carbon nanotubes [220,221]. An 
intermediate trion formation time measured here is consistent with the a general scaling 
of the exciton properties in these different classes of materials [229]. In Table 5.1, we 
compare the exciton Bohr radius, trion binding energy and ETF times from three different 
groups of materials. We discern that the ETF time depends on the dimension of the 
physical system (1D, 2D) as well as the trion binding energy, which is determined by 
strength of the Coulomb interactions, which in turn depends the screening. The formation 
time decreases with increasing trion binding energy. Further, it is faster for lower 
dimension systems, due to a change in the nature of screening. The ETF time depends on 
several other factors, including excitation power, doping density, temperature, and 
exciton localization length. However, our comparison indicates that the order of 
magnitude of ETF time is governed by strength of the screened Coulomb interactions. It 
would be interesting now to explore the nature of the exciton states in a disordered 
potential.   
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Physical 
System 
Exciton Bohr 
Radius, Dimension 
Trion 
Binding 
Energy 
Trion 
Formation 
Time 
Carbon 
Nanotubes 
1 nm, 1D system 
[230,231] 
60- 130 meV 
[221,230] 
60- 150 fs  
[220,221] 
TMD (MoSe2)  1 nm, 2D system 
[218] 
30 meV 
[129] 
2 ps (this 
study) 
Quantum Wells 
(GaAs, CdTe)  
15 nm, 2D system 
[232] 
2, 3 meV  
[73,107,227] 
100ps, 60 ps 
[73,107] 
Table 5.1: Formation time dependence on physical system. 
DISORDER AND MOBILITY EDGE 
We show that measurements of the ETF time can actually characterize exciton 
localization. As we have discussed, this is important for applications involving 
quasiparticle transport and photoconductivity. By carefully changing the pump energy 
across the inhomogeneously broadened exciton resonance, we find that the trion 
formation time increases from 1.6 ps to 2.3 ps when moving from the high energy side to 
the low energy side. This pump energy dependence is shown in Figure 5.6. The 
dependence of ETF time on excitation energy is ascribed to the localization of center of 
mass motion of excitons in presence of disorder potentials. This disorder can be attributed 
to impurities, vacancies, or strain from the substrate. For example, strain has shown to 
change the spectral response in these materials [95,233]. Additionally, impurities and 
vacancies are known to change the properties of these surface sensitive materials 
[168,192]. Thus, it is interesting to study ETF to characterize this disorder and indicate 
the nature of exciton states present in the inhomogeneously broadened resonance.  
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Figure 5.6: Trion formation time dependence on pump excitation energy. 
We illustrate the effect of strength of disorder potentials on excitons in Figure 5.7. 
The strength of the disorder potential is indicated by a simple potential well, the depth 
indicating the disorder. For strong disorder associated with certain type of impurities and 
sample edges, an exciton may be strongly spatially localized. This type of strongly 
localized exciton has been seen in tungsten diselenide (WSe2) recently. Careful photon 
emission experiments indicated quantum emitter nature of these strongly localized 
excitons [150-152]. Typically, these excitons are red-shifted tens of meV below the trion 
transition and thus do not interfere with our measurement. Thus, we do not probe these 
strongly localized states in our experiments performed under resonant excitation 
conditions.  
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Figure 5.7: Illustration of disorder induced localization. 
Kavokin realized that there could be excitons weakly localized by shallow 
disorder potentials as well [234]. The energy of these weakly localized states is only 
slightly red-shifted compared to the delocalized states, leading to inhomogeneous 
broadening of the exciton resonance. These states are illustrated in Figure 5.7. Thus, a 
measure of these states is important to characterize the nature of the inhomogeneous 
broadening. A “mobility edge” separates these two types of excitons in energy 
[72,228,234,235]. For energies above the mobility edge, the excitons are delocalized. The 
center-of-mass wavefunction of delocalized excitons extends across a large spatial 
region. This large extension increases the probability for this exciton to find a residual 
electron and form a trion [228], resulting in a faster ETF time for high energy excitons, as 
shown in Figure 5.6. On the other hand, the wavefunction of a localized exciton with 
energy below the mobility edge, is centered at a particular spatial location and decays 
away from it. This small in-plane localization of the exciton wavefunction causes a 
decrease of the exciton-free carrier interaction and results in a longer ETF time. While 
the concept of a mobility edge is theoretically hypothesized as a sharp energy that 
separates delocalized and localized states, the transition occurs across a spectral region 
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determined by the sample quality and disorder as observed in our experiments. We 
observe the mobility edge as an energy range of 3 – 4 meV. Further, this energy range is 
also governed by the homogenous linewidth of excitons, which is of the order of 2 meV 
for these materials [180]. 
 
 
 
 
 
 
 
 
 
Figure 5.8: Formation time dependence on pump power.   
We also investigate the ETF time dependence on pump power. The dependence is 
shown in Figure 5.8. These power dependence measurements were done on a different 
sample, and hence we see a spectrum shift. The energy difference between the exciton 
and trion, however, remains the same. We again see the ETF time behavior on pump 
energy and thus, the behavior is robust across different samples. Further, we see that the 
ETF time decreases for increasing pump excitation powers. This indicates the 
dependence of ETF time on the photo-generated exciton density. For a higher density of 
excitons, the probability of an exciton to find a background electron and form a trion 
increases. Another way to think about this power dependence is comparison with a 
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percolation random-walk problem. With increasing concentration of percolates, there is 
increasing flow through the system. Similarly, with increasing density of excitons, there 
is faster ETF. 
The ultrafast ETF times reported here indicate that ETF process is an important 
pathway for exciton relaxation. Thus, ETF must be considered when interpreting ultrafast 
dynamics in time-resolved spectroscopy experiments concerning excitons. The existence 
of exciton mobility edge is particularly interesting as it is important for transport. This 
concept has remained unexplored in studies of quasiparticle transport in TMDs so far. We 
also stress that the underlying physical phenomena responsible for this mobility edge are 
fundamentally different in comparison to conventional quasi-2D quantum wells such as 
GaAs. The mobility edge in (high quality) GaAs quantum wells was attributed to well 
width fluctuations, a mechanism that cannot be responsible for disorder in these 
monolayer semiconductors. We have also measured a Stokes shift in these materials (few 
meV, data not shown). Stokes shift, an energy difference between spectral response 
measured in PL and absorption, indicates the presence of disorder. Future transport 
experiments combining high spectral resolution and high spatial resolution will be useful 
to characterize the nature of this disorder and even a way to improve the material purity 
[204,236]. 
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Chapter 6: Spin-Valley measurements in TMDs'  
INTRODUCTION 
In chapter 4 and chapter 5, we have discussed the strong exciton – trion 
interactions and their dynamics. The interactions are an order of magnitude stronger than 
traditional semiconductors like gallium arsenide. The dynamics studied were ultrafast and 
result in interesting physics. But this is not the only reason why study of TMDs’ is 
exciting. 
There is a huge interest in these materials due to the possibility of spin-valley 
coupling [94]. The physical reason, as we discussed in chapter 2, is the location of the 
direct gap in the momentum space, finite momentum point K or K’ (-K). These opposite 
momentum points are degenerate but have opposite spins, and consequently result in 
spin-valley coupling. Further, the valence band is spin-split, with the separation being ~ 
200 - 400 meV. The spin scattering is therefore either momentum or energy forbidden. 
This results in large spin polarization for these materials, even for non-resonant excitation 
[93,108,109]. Note that the structure of the conduction band is still under intense debate 
and has different behavior for different materials. For example, in MS2 (M = tungsten, 
molybdenum) the lowest energy transition is the bright exciton, while in MSe2 the order 
is thought to be reversed, resulting in the lowest energy transition being non-radiative 
[237,238].  
For this chapter, we specifically choose the material tungsten diselenide, WSe2. 
The valence band has large spin splitting (~ 400 meV), which is the largest in the family 
of TMDs’ [215]. Consequently, this material presents large spin polarization in time-
integrated photoluminescence (PL) experiments, even for non-resonant excitation ~ 200 
meV away [124]. WSe2 has demonstrated applications in chiral light emitting diodes 
which will be interesting in lighting applications [101]. Further, quantum emitters have 
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also been observed in this material [150,151]. Thus WSe2 could be a candidate for spin-
qubit hosting material. Further, optical resonances in WSe2 have shown to be well 
separated and sharp. Interestingly, for MoSe2 which also has sharp and well separated 
optical transitions (studied in chapter 4 and chapter 5), the spin polarization measured in 
time-integrated PL experiments is very small [223]. The reasons behind this behavior for 
MoSe2 are under active discussion but not yet resolved [239]. Thus, WSe2 is the ideal 
material to measure the strong spin-valley phenomena in TMDs’ and the focus of this 
chapter.   
Measuring the spin dynamics in TMDs’ are an exciting field, with experiments 
utilizing kerr-rotation, spin-noise spectroscopy and time-resolved PL. These experiments 
present a range of time-scales, from ~ 100 fs to ~ 5 ps [124,195,240,241]. These studies 
are a natural extension of physics demonstrated in quantum wells, applied to these 
strongly interacting materials. Phase space filling, band-gap renormalization and exciton-
exciton annihilation are some of the processes that have invoked to explain the complex 
dynamics in these materials [226,242]. The signal measured in these experiments have 
complicated lineshapes (spectral) and change sign as a function of time. Thus, it is 
important to measure dynamics in transmission geometry, to make the analysis simpler 
and cleaner, and to not worry about the relative phase between signal field and probe 
field. Further, transmission geometry also enhances the signal-to-noise ratio due to non-
absorption of probe by substrate. 
In this chapter, we measure spin dynamics on a monolayer WSe2 sample, utilizing 
a modified spin sensitive two-color pump-probe (TCPP) experiment. Transmission 
geometry is employed to simplify line-shape analysis and assign physical reasons behind 
the observed dynamics. We measure ultrafast exciton spin-valley relaxation with residual 
spin polarization relaxing in ~ 5 ps. On the other hand, trion spin-valley polarization is 
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longer lived (~ 15 ps). An interesting negative feature is observed near the exciton 
resonance, with an enhanced optical signature for cross-circularly polarized probe. We 
assign this feature to biexcitonic transitions.  
SAMPLE CHARACTERIZATION AND SETUP DETAILS 
A mechanically exfoliated monolayer WSe2 on a transparent sapphire substrate is 
used in this experiment. The flake is exfoliated from a commercially available bulk WSe2 
crystal (2D-semiconductors) and is identified through optical contrast and room 
temperature PL. The sample is cooled to ~ 13 K in the closed loop cryostat to reduce 
phonon-related effects. PL is measured using a 2.33 eV (532 nm) laser and presented in 
Figure 6.1. The PL clearly shows well separated exciton (~ 1753 meV) and trion (1719) 
spectral peaks, along with an impurity peaks (~ 1680 meV). The trion binding energy ~ 
34 meV, and the spectral positions of the exciton and trion peaks, are consistent with 
previous studies [124,148,243].  
 
 
 
 
 
 
 
 
 
Figure 6.1: PL measured at 13K on a monolayer WSe2 sample. 
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The quasiparticle dynamics can be measured through degenerate pump-probe 
(PP) spectroscopy, as described in chapter 4 and chapter 5. Briefly, pump and probe 
pulses are tuned through the quasiparticle resonances, with pump-probe relative delay 
controllable through a mechanical delay stage. The pump and probe pulses are cross 
linearly polarized, with pump being blocked in the detection path through a crossed 
polarizer.  
For measuring the spin dynamics of the excitons and trions, we utilize a modified 
TCPP setup which is spin-sensitive. The details of the setup are shown in Figure 6.2. The 
setup works in transmission geometry. Firstly, the pump and probe pulses are linearly 
polarized through separate linear polarizers (to clean up the polarization). A quarter wave 
plate (QWP), kept just before the microscope objective, converts the polarization to 
circularly polarized pulses. The purity of circular polarization and linear polarization is 
stressed here. For this experiment, polarization insensitive cube beam-splitters are used. 
The pump linear polarization can be rotated to the same (or orthogonal) direction as the 
probe polarizer, to get the same (or opposite) circularly polarization as the probe. The 
circularly polarized pump and same (or opposite) circularly polarized probe are sent to 
the sample and focused via the 50-X microscope objective, to get a small spot size (~ 
2 𝜇m). The polarization after the 50-X objective is also monitored, and is still pure 
(clean). This is an important check to enable measurements of sensitive spin phenomena. 
The pump and probe pulses interact with the sample, and pass through it. Subsequently, 
these pass through a spectrometer, which spectrally filters the pump, and only allows the 
probe through. This spectral filtering allows pump wavelengths as close as ~ 1 nm to the 
probe wavelength. The reason behind changing the polarization of the pump, rather than 
the probe, is related to detection. By keeping the probe polarization fixed, we make sure 
that the setup is insensitive to changes in probe detection caused by polarization sensitive 
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optical components (spectrometer gratings, beam splitters). Thus, the setup is optimized 
to measure complex spin phenomena of the different quasiparticles. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.2: Spin-sensitive TCPP setup. 
First, we measure the dynamics of the quasiparticles, without any spin 
information. The differential transmission signal, for different time delays, is presented in 
Figure 6.3. The signal is normalized for the maximum to 1. The exciton and trion peaks 
are measured at 1754 meV and 1721 meV respectively. Note that the signal beyond 1760 
meV is too small to measure and quite noisy. Additionally, there is a very small stokes 
shift between the PL and PP, which signifies the high quality of the material. The exciton 
PP signal is much enhanced compared to trion. Interestingly, the situation is reversed 
from PL. This can be thought of lower lying transitions (trion) usually showing larger PL 
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and the higher oscillator strength of excitons resulting in larger PP signals. The time 
delays are chosen to present dynamics at short (< 5 ps) and long (~ 30 ps) time delays. At 
negative delays, the PP signal is zero, which is expected. As the time delay is increased, 
the exciton and trion peaks decay, and shift to higher energies. Further, a negative feature 
develops near the low energy side of the exciton. Importantly, the usage of transmission 
geometry means we can directly translate the differential transmission signal to 
absorption. Thus, a negative feature means enhanced absorption of the probe (due to the 
pump), whereas a positive feature relates to reduced absorption of probe. Even in 
transmission geometry, the signal has negative components which are related to energy 
shifts and bandgap renormalization [195,225,226,242,244]. Interestingly, the negative 
feature increases with increasing time delays, for delays < 10 ps, after which this feature 
decreases. We discuss this feature later in the chapter, with circularly polarized pulses. 
Further, from Figure 6.3, exciton and trion decay at a time scale of ~ 10 ps. Note, that the 
pulse duration is ~ 1 ps, so we are not sensitive to dynamics occurring at ~ 100 fs scale 
[180,195].  
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Figure 6.3: Degenerate PP for different time delays. 
SPIN-SENSITIVE TWO-COLOR PUMP-PROBE 
To analyze the spin characteristics of the quasiparticles, we now switch to the 
spin-resolved TCPP, as illustrated in Figure 6.2. The advantage of using spin sensitive 
TCPP is that we can distinguish between processes in different valleys in TMDs’. This is 
due to the spin-valley coupling in TMDs’. We generate a spin-sensitive TCPP spectrum, 
for both co and cross circularly polarized pump and probe pulses. The spectra for time 
delay ~ 0.7 ps, is illustrated in Figure 6.4. A diagonal line is drawn to illustrate points for 
which pump and probe are degenerate. The geometry of detection forces us to ignore the 
data on the diagonal line, since the pump also enters the detector when the pump and 
probe are degenerate. Note in figure 6.4, each data point is represented by a pixel, for 
which pump and probe energies are separate. We plot each data point independently, and 
without interpolation between neighboring points, so that the data on the diagonal line 
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does not influence the neighboring points. We also use a slightly saturated color-bar to 
enhance contrast for the TT peak (the units for the color-bar are arbitrary units).  
Figure 6.4: Co and cross circularly polarized TCPP spectra. The data is taken at delay ~ 
0.7 ps. 
A delay ~ 0.7 ps is chosen in Figure 6.4, to illustrate the different physical 
processes measured by co and cross circularly polarized pulses, just after (pump and 
probe) pulse overlap. A number of observations are in order. The naming of the spectral 
peaks in Figure 6.4, follow the same convention as in chapter 4 and chapter 5. The XT 
peak is much enhanced for co-circular polarization, compared to cross-circular which 
relates to efficient spin transfer from exciton to trion. The XX peak has both positive and 
negative features. The positive features are similar for the co and cross cases, signifying 
inefficient exciton initialization. Interestingly, the negative feature near the exciton (for 
both exciton and trion pumping), is pronounced for cross-circular circular polarization 
while it is not present for co-circular polarizations. Due to this unique polarization 
dependence, we assign it to biexcitonic transitions. Note that in TMDs’ due to spin-valley 
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coupling, biexcitons are of inter-valley character, resulting in increased absorption for 
cross-circularly polarized probe. The TT peak is much enhanced for co-circular case, 
signifying efficient and stable polarization. The TX peak, on the other hand, has a higher 
signal for cross-polarized pump and probe. This signal may be related to blue shift of 
exciton energy level, due to the trion. However the polarization dependence of TX peak 
is intriguing, probably relating to coupled biexciton and trion states. 
We now focus on the spectra, close to the diagonal, for both excitons and trions. 
Pump energies are chosen quasi-resonant (~ 2 meV away) with the probe, since we can-
not look directly at resonance. The line-cut for this spectra is shown in Figure 6.5. The 
trion is very efficiently initialized in a particular valley, with almost no signal for cross-
polarized probe. The exciton, on the other hand, shows small differences between co and 
cross polarization illustrating small valley polarization. This shows rapid scattering of the 
exciton to the other valley, while trion suffers less scattering and has larger spin 
polarization. Again, note the pronounced signal around ~ 1740 meV, for cross-polarized 
pump and probe. This polarization dependence supports the assignment of peak to the 
biexcitonic transition. Negative features, as we have discussed, can also arise from 
energy shifts but these could be similar for co and cross. The difference between co and 
cross circular polarization signals, is important here for the assignment to the biexciton. 
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Figure 6.5: Quasi-resonant co and circularly polarized PP spectra. 
Investigating the valley-dynamics of excitons, trions and biexcitons is in order. To 
increase signal to noise, as well as reduce effects of energy shifts, we integrate the PP 
signal for a range of probe energies (quasi-resonant with exciton). The range of the 
integrated data for the three resonances is illustrated in Figure 6.5. The spin-valley 
polarization data is presented in Figure 6.6. The key parameter defined here is the degree 
of circular polarization 
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negative and positive PP signals, CP can also be negative. We use CP as a parameter to 
discuss the spin-valley relaxation processes, but extracting time-scales via fits is not done 
here. The initial CP (around small time delays) is quite small, and then changes sign. The 
residual CP decays within ~ 5 ps. The biexciton CP is negative illustrating dominance of 
cross-circular polarized signal (over co-polarized signal). For biexciton, the CP decays 
rapidly within ~ 5 ps, similar to time-scales of the exciton. The trion CP is positive for all 
time delays and persists for more than ~ 15 ps. Thus, trion spin-valley polarization 
persists for much longer time scales than excitons, as seen in earlier experiments also 
[124,245].   
 
 
 
 
 
 
 
 
 
 
 
Figure 6.6: Degree of circular polarization for exciton, biexciton and trion, as a function 
of time delay. 
The excitation (pump) energy dependence of the transitions is now expanded 
beyond the quasi-resonant scheme. The study can shed light on relaxation and coupling 
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behavior, as we observed in chapter 5. Measurements for pumping at exciton (~ 1756 
meV), biexciton (~ 1739 meV) and trion (~ 1724.4 meV) energies, are presented in 
Figure 6.7. Again, due to geometry of pump we neglect the data point for degenerate 
pump probe, and illustrate the position of the pump energy with the grey region in the 
figure. The biexciton feature is much enhanced, when pumping at exciton compared to 
resonant pumping of the biexciton. This pump energy dependence of the negative feature 
is another evidence of the biexcitonic nature of this feature. For pumping at the exciton, 
the trion has higher signal for the co circular case, as we also saw while analyzing the XT 
peak in Figure 6.4. For pumping at biexciton, there is small signal at the exciton, but 
there is no observable trend. When the pump energy is tuned to the trion, interestingly, 
there is enhanced response at the cross-circular case, as also observed for peak TX in 
Figure 6.4. When probing at trion energies (and nearly resonant pumping at trion), the co-
circular case is enhanced, illustrating efficient valley initialization for trion when 
resonantly pumped. 
Figure 6.7: Pump energy dependence on the probe signal for co and cross-circular pump 
and probe.  
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Biexcitons have been found for a number of TMD systems including MoS2, WS2 
and WSe2 [196,246,247]. The biexcitons were observed through PL and characterized 
through power measurements. However, the biexciton binding energy for all these 
systems was identified of the order of ~ 50 meV. On the other hand, there is theoretical 
work discussing the possibility of biexcitons at an energy higher than trion and on the 
lower energy side of exciton  [248,249]. Another theoretical work calculated binding 
energies of biexcitons in this material (WSe2) ~ 20 meV, similar to ~ 17 meV we 
measured in this work. This agreement is indeed encouraging. The higher biexciton 
binding energies measured for WSe2 in [246] could possibly due to first excited state of 
biexciton, as explained in [248]. Indeed for this material, for which screening is 
drastically reduced and non-local effects are important, work in [250] emphasizes the 
order (in energy) of observations in PL should be trions, biexcitons and excitons. Thus 
the theoretical evidence behind our observations is encouraging. 
In summary, we have measured exciton and trion dynamics in a systematic 
manner on a monolayer WSe2 sample. We measured longer lived trion spin (valley) 
polarization and a fast exciton spin (valley) scattering. A negative feature on the lower 
energy side was attributed to biexciton creation, and supported by polarization behavior 
and dynamics of spin polarization. The trion spin (valley) is efficiently initialized when 
resonant pumping at trion as well as exciton, and persists for more than 15 ps.  
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Chapter 7: Spin Polarization of Excitons and Trions in Gated Quantum 
Wells  
INTRODUCTION 
In this chapter we focus on the spin dynamics of gallium arsenide (GaAs) 
quantum wells (QWs’). We have thus far studied the dynamics of TMDs’ and the strong 
exciton-trion correlations in TMD materials. However in GaAs QWs’, the correlations 
are an order of magnitude weaker due to increased screening. The field lines are confined 
in the active layer or pass through the confining (barrier) layers, which have larger 
dielectric constants than air (and hence more screening). Also, the quantum confinement 
is weaker in QWs’ compared to monolayer TMDs’. However, the mobility in QWs’ is 
much higher compared to current state of the art TMD materials. The spin lifetimes of 
excitons in QWs’ is also higher (than current TMDs’) due to reduced impurity scattering 
events. Thus, these provide an ideal test bed to study the effect of electric and magnetic 
fields on excitons and trions. Additionally, the effect of these fields on the background 
electron gas can also be measured in QWs’.  
Spin phenomenon in quantum wells including spin coherence, relaxation and 
transfer, have been extensively studied [81,125,141]. The basic experimental idea is the 
initialization of a non-equilibrium distribution of angular moments by optical excitation. 
These angular moments can be free carriers (electrons, holes), bosonic quasiparticles 
(excitons) or composite fermionic quasiparticles (trions). The distribution of these 
angular momenta can be modified with applied electric and magnetic fields, revealing 
spin structures in the quantum wells. The distribution can be studied by a variety of 
techniques including luminescence polarization, kerr rotation and spin-noise 
spectroscopy. In this chapter, we concentrate on GaAs QWs’, which have higher exciton 
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(and carrier) spin lifetimes than CdTe QWs’ (50 ps for GaAs compared to ~ 15 ps for 
CdTe) [107,251].  
The spin structure in GaAs QWs’ is much different than bulk GaAs. The valence 
band in GaAs QWs’ is spin-split, with the heavy-hole – light-hole degeneracy being 
broken (c.f. bulk), as we discussed in chapter 3 [81,139,140]. The heavy hole has a 
projection of its orbital momentum l on the direction of helicity equal to ±1, while the 
light-hole has a projection of 0. This difference in 𝑙 has consequences on optical selection 
rules, thus heavy (light) hole bands can be excited with 𝜎 + ( 𝜎−) light. The breaking of 
degeneracy has consequences for larger hole spin lifetimes in quantum wells c.f. bulk 
GaAs (5 ps vs 100 fs). The electron spin, however, has a smaller spin lifetime due to 
additional spin scattering processes [80,252,253]. 
Interesting quantum phenomena relating to trion and exciton transitions can be 
seen in quantum wells through modulation doping (delta-doping) [254]. This method of 
doping preserves high electron mobilities in the active quantum well layer and provides 
gate dependent tuning between excitons and trions. The mobility argument is especially 
true for wide quantum wells, whose transport properties suffer very little due to 
monolayer fluctuations, intrinsic to MBE fabrication. Further, trions in these wide high-
mobility QWs’ have shown the ability to drift in an applied lateral electric field [128]. 
However, the spin mechanisms concerning trions in these wide quantum wells have not 
been well studied. These trions are mobile, different from localized trions mostly studied 
in narrow quantum wells and dots. Trions, which have higher spin lifetimes than excitons 
in quantum wells and TMDs’, offer a different paradigm for spin-qubits as building 
blocks for computation [107,124].  
Importantly, trions have shown to efficiently initialize the two-dimensional 
electron gas (2DEG) in quantum wells. This behavior was also shown recently in other 
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two-dimensional materials exemplified by TMDs' [255,256]. The 2DEG is a semi-
metallic density of electrons which can be induced in a quantum well, and controlled via 
a back-gate. The density can be tuned and the characteristics changed from metallic to 
insulating [211]. This metal to insulator transition (in QW) is important since within this 
regime, excitons and trions can be observed. Further, at higher density of 2DEG, the QW 
can be used as a channel for transistors. Additionally, the measurements of the 2DEG are 
technologically important due to large (~ 1 ns) spin lifetimes of the electrons in 2DEG. 
These electrons can be used in spintronic applications. The ability to control the relative 
density of excitons and trions is a valuable tool to study the effect on the 2DEG when 
excitons, trions or both simultaneously, are present in the system.  
These gated high mobility wells can bring forth an interplay of various spin 
depolarization mechanisms. Applied (vertical) electric fields can change the exciton spin 
decay times by changing the electron-hole overlap, thus giving us a tuning knob over 
exciton related spin decay mechanisms including exciton-exchange interaction. The 
presence of trions provides a possibility to study exciton-trion complexes. Further, by 
applying a lateral field, we can study momentum dependent spin depolarization 
mechanisms exemplified by Dyakanov-Perel and Elliott-Yafet mechanisms, where 
momentum relaxation is accompanied by spin relaxation due to spin-orbit coupling. By 
applying a magnetic field, g-factors of electrons, excitons and trions can be studied 
separately, which shed light on the magnetic moments of these free carriers and 
quasiparticles. The studies of mobile trions can also be extended towards the trion spin-
hall effect, via a mutual transformation of spin and charge currents. The high mobility 
offers a route towards using these QWs’ as channels for spin carriers for logic 
applications.  
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The focus of this chapter is a gated 20 nm wide GaAs QW, fabricated via 
molecular beam epitaxy (MBE). In this chapter, we utilize two-color kerr rotation 
spectroscopy to measure spin dynamics of excitons, trions and the 2DEG. We will 
measure the electron g-factors by utilizing magnetic fields applied in the Voigt geometry 
(in-plane). We will also measure spin decay times for excitons and trions as a function of 
gate voltage, and the transfer of spin to the 2DEG via excitation at exciton or trion 
energies. This will reveal the interplay of exciton, trion and 2DEG and the relevant spin 
depolarization mechanisms. Further, we find an interesting spin lifetime enhancement of 
the 2DEG when excitons and trions are both present in the system.  
SAMPLE DETAILS AND TWO-COLOR KERR-ROTATION PUMP-PROBE 
We utilize a modulation doped QW, with the structure as shown in Figure 7.1. 
The substrate is n-doped GaAs, which is conductive and is useful for back-gating. 
Briefly, the hetero-structure consists of multiple GaAs/AlGaAs (3nm/10nm) QWs’, a 20 
nm GaAs QW with AlGaAs barrier layers and Si-delta doping with sheet density ~ 4e12 
cm-2 at a distance of 96 nm (spacer width) from the QW layer. Silicon acts as a n-dopant 
in GaAs and AlGaAs [254,257]. There is another delta-doping layer close to the surface 
(density ~ 1e12 cm-2) which is necessary to reduce strong electric field created by the 
surface state (of the hetero-structure). The delta-doped layers are magnified in the 
structure illustrated in Figure 7.1 for ease of viewing, however, they are of infinitesimal 
thickness. The sample is processed into a standard hall-bar geometry with six ohmic 
contacts (deposited on top of the hetero-structure), made of AuGeNi alloy (Gold-
Germanium-Nickel). The width of the hall bar is 20 𝜇m, and the surrounding regions are 
chemically etched away. Subsequent annealing is important to get good ohmic contacts 
between the QW and the metal pads deposited on top of the hetero-structure.   
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Figure 7.1: Details of QW structure under study. 
The trion binding energies in these samples is expected to be ~ 1 meV, and thus 
they can-not be observed at temperatures (T) more than ~ 10 – 15 K (1 meV ~ 12 K). 
Thermal energy at T > 10K is enough to disassociate these loosely bound trions 
(compared to 30 meV for TMDs’). Interestingly, pump-probe signatures of trions are still 
visible even at T ~ 30 K (data not shown), though greatly reduced from T ~ 10 K. Thus, 
these samples are cooled down to temperatures ~ 4 K, in a liquid Helium-flow cryostat, 
to enhance the trion transition probability and optical signal.  
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Figure 7.2: Detailed two-color kerr-rotation setup. 
For measuring the dynamics of the quasiparticles, we utilize a two-color kerr-
rotation pump-probe spectroscopy. The details of the setup are shown in Figure 7.2. This 
is a variation of the two-color pump-probe setup used in chapter 4. The Ti-Sapph laser is 
tuned to the wavelength range 1.49 - 1.54 eV (790 – 830 nm) for resonant probing of 
excitons and trions. The AOMs’ are replaced by mechanical choppers in this particular 
experiment. The setup works in reflection geometry (similar to chapter 4 and 5) due to 
non-transparent (electrical) chip carrier on which the sample is mounted. The pump is 
linearly polarized through a linear polarizer (to clean up the polarization), and 
subsequently circularly polarized through a quarter wave plate (QWP), inserted after the 
linear polarizer. The probe is linearly polarized in the same (or orthogonal) direction as 
the pump polarizer. The circularly polarized pump and linearly polarized probe are sent 
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to the sample and focused via a microscope objective to get a small spot size (~ 2 𝜇m). 
Both of the pulses are reflected from the sample and passed through a spectrometer. The 
spectrometer spectrally filters the pump, and only allows the probe through. Through this 
spectral filtering, pump wavelength as close as ~ 1 nm, to the probe wavelength, can be 
achieved enabling quasi-resonant spin measurements. This is important because above 
band excitation destroys the spin-polarization in quantum wells [81,251]. Also, the 
efficient spectral filtering enables us to measure the effect of excitation energy on spin 
lifetimes of the different quasiparticles. The linearly polarized probe pulse then passes 
through a half wave plate (HWP) and a Wollaston prism (Wal prism). The two linearly 
polarized beams coming from this sub-assembly of HWP and Wal prism (which 
correspond to the two circular polarizations at the sample) are sent to two arms of a 
balanced detector, which are balanced when the pump is off. When the pump is switched 
on, a change in the balanced detector signal corresponds to a rotation of the probe and a 
non-equilibrium spin population (imbalance in equal spin populations) in the QW system. 
Additionally, an-plane magnetic field can also be introduced enabling experiments in the 
Voigt geometry. 
Photoluminescence (PL), with a 1.96 eV (632 nm) excitation laser, is used to 
characterize the exciton and trion transitions as function of back-gate voltage. Similar 
spectra is measured with 1.57 eV laser, which is below the barrier layer gap. One of the 
top ohmic contacts is grounded and subsequent tuning of the back-gate voltage can 
induce electrons from the delta-doped layer (the delta-doped layer closest to QW) into the 
QW. The PL spectrum as a function of back-gate voltage, is shown in Figure 7.3. The PL 
spectra, for different voltages, are offset (y-axis) for clarity. As the voltage is increased 
from -3V to +1V, more electrons are induced in the quantum well. The 0V spectra clearly 
shows well separated exciton (X) and trion (T) peaks. The other two weaker peaks are the 
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bulk GaAs luminescence (B), and the light-hole (LH). We concentrate on the X and T 
peaks in this chapter. Lower voltage (back-gate voltage, VB < -0.5V) shows overlapping 
spectral responses of X and T. The energy separation (binding energy of trion) is lowest 
for -3V and increases steadily as the voltage is increased. This is similar to behavior seen 
in similarly prepared samples, and is a signature of the Fermi level shift with increasing 
density of electrons in the quantum well [258]. Similar measurements have also been 
repeated in TMDs’, thus demonstrating again the general equivalence of quasiparticle 
physics in QWs’ and TMDs’ [122].  
  
 
 
 
 
 
 
 
 
 
Figure 7.3: Back-gate voltage dependent PL spectra.   
After identifying X and T resonances in this gated quantum well, we shift our 
focus to measuring the dynamics of these materials. We utilize pump-probe to measure 
the decay dynamics of exciton and trion. The pump is fixed at 1540 meV and the probe is 
varied across the trion and exciton resonances. The pump and probe are linearly polarized 
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and the pump is rejected through spectral filtering. The trion (exciton) is measured at a 
voltage of VB = -0.5 V (0 V) and a decay time ~ 150 ps (100 ps) is extracted (data not 
shown).  
 
 
 
 
 
 
 
 
 
 
 
Figure 7.4: Kerr rotation measurements with probe tuned to exciton transition. 
The spin dynamics of excitons and trions are measured through kerr-rotation. The 
pump is again fixed at 1540 meV, and probe is selectively tuned to exciton (VB = 0 V, 
1524 meV) and trion (VB = -0.5 V, 1517 meV) transitions. The measurements for exciton 
is illustrated, for 𝜎 + and 𝜎 − pump, and linearly polarized probe, in Figure 7.4. As can 
be seen, the sign of the signal reverses upon change of the helicity of the pump 
polarization. This reversal of sign demonstrates we are measuring kerr-rotation signal 
correctly [229]. Further, we can enhance signal-to-noise and reduce background effects 
by subtracting the signals for 𝜎 − (left circularly polarized, LCP) and 𝜎 + (right 
circularly polarized, RCP) pump helicities. Note that this is standard practice in kerr-
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rotation spectroscopy. The subsequent spin-decay curves are shown in Figure 7.5 and can 
be fit with exponentials to measure the spin depolarization time. Thus, the differential 
pump-probe signal (𝑑𝑅/𝑅), can be fit using 
 
                                                  
𝑑𝑅
𝑅
= (𝐴1𝑒
−
𝑡−𝑡0
𝜏1 + 𝐴2𝑒
−
𝑡−𝑡0
𝜏2 )                                        (7.1) 
 
, where 𝐴1(𝐴2) and  1( 2) are the amplitudes and spin lifetimes for the short-lived (long-
lived) component respectively. A spin depolarization time ( 1) for trion (exciton) ~ 200 
ps (85 ps), at this voltage, is extracted [107]. The fits are shown in Figure 7.5. Note that 
the exciton and trion spin dynamics have an appreciable long-lived component, which 
can be attributed to spin polarization of the 2DEG [211]. This long time scale ( 2) for 
probing at trion (exciton) is 1.3 ns (1.5 ns), at this voltage. The spin polarization of the 
2DEG will now be studied with application of magnetic fields. 
 
 
 
 
 
 
 
 
 
Figure 7.5: Bi-exponential fits to kerr-rotation data (LCP - RCP). 
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MAGNETO-OPTIC KERR-ROTATION 
An in-plane (Voigt geometry) magnetic field ~ 0.3 T is applied through electro- 
magnets. The in-plane magnetic field induces spins, pointing in the growth axis direction 
(z-axis), to precess around the magnetic field at the Larmor frequency. The magnetic 
field thus induces oscillations in the pump-probe signal, which can be analyzed to 
measure spin relaxation and lande g-factors. The precession also reduces the spin 
component along the growth direction consequently increasing spin relaxation rates. 
Thus, this low magnetic field is chosen to keep the spin depolarization effect of the 
magnetic field small, while still inducing oscillatory behavior to measure Larmor 
frequencies. The Larmor frequencies can subsequently be analyzed to measure the lande-
g factor. 
The magneto-optic kerr measurements (MOKE) for probing at exciton and trion 
transition energies, are shown in Figure 7.6, at two representative voltages. The data 
presented here, is the difference in the signals for 𝜎 − and 𝜎 + pump helicities (LCP - 
RCP), as discussed earlier. The MOKE curves are fit with the convolution of the long-
relaxation spin relaxation component and an oscillating component, oscillating at the 
Larmor frequency (𝜔𝐿). For the exciton and trion MOKE curves, we now incorporate a 
single exponential fit with the oscillating component. We do not use a bi-exponential 
fitting function, since the fast component does not do a full precession in the small 
magnetic field. We only concentrate on the time delays after 200 ps, to reduce effects of 
the fast component. Thus the differential MOKE delay scan is fit using 
 
                                            
𝑑𝑅
𝑅
= (𝐴2 𝑒
−
𝑡−𝑡0
𝜏2′ ) sin(𝜔𝐿𝑡 + 𝜙)                                         (7.2) 
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, where 𝐴2 and  2  are the amplitudes and spin lifetimes for the long-lived component 
respectively, 𝜔𝐿 is the Larmor frequency of precession. 𝜙 is the initial phase and a fit 
parameter. 𝐴2
′ ,  2  and other parameters can be changed from equation 7.1, due to 
application of the magnetic field. The fits, using the above expression, are shown with 
solid lines in the Figure 7.6. The times for excitons and trions are summarized in Table 
7.1. The Larmor frequencies are similar, indicating we are measuring similar carriers, 
thus again relating the long-lived time to 2DEG state. The long time scales are slightly 
different for the 2DEG when exciton and trion are probed. 
 
 
 
 
 
 
 
 
 
Figure 7.6: MOKE curves for probing at exciton and trion transitions, along with model 
fits.  
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 Probe at 
Exciton 
Probe at 
Trion 
𝝉   (ps) 866 ps 700 ps 
 𝑳 8 GHz 8 GHz 
Table 7.1: Model fits to long time dynamics of exciton and trion MOKE curves. 
 The longer spin component is attributed to the 2DEG, as we have discussed. 
Remarkably, when this long component is measured as a function of gate voltage, 
interesting patterns emerge. To elucidate this, we again utilize the MOKE curves for 
probing at exciton energies, and again we concentrate on the regime after ~ 200 ps, where 
the exciton and trion spin has relaxed. The trion transition for all voltages (below 0 V), 
shows a large 2DEG spin polarization (data not shown). In figure 7.7, MOKE curves for 
two representative voltages are plotted, VB = -0.5 V and -0.5 V. For voltage VB = +0.5 V, 
we observe a complete decay in the spin response within ~ 700 ps. However, for the 
voltage VB = -0.5 V, we observe two interesting temporal behaviors. Firstly, note the 
signal peaks at ~ 400 ps, away from the initial local maximum at shorter time delays. We 
attribute this to transfer of spin from the exciton to the trion state, via population 
relaxation, which effectively initializes the 2DEG spin polarization. Secondly, the 2DEG 
spin polarization persists beyond ~ 1.5 ns. The second feature is similar to the VB = 0 V 
data which we displayed in Figure 7.4, 7.5 and 7.6. The two features, signal peaking 
away from initial delays and large 2DEG spin polarization, suggests a system in which 
spin scattering is minimized due to effective presence of both exciton and trions. The 
behavior for VB = 0 V seems to be a combination of the behavior seen for VB = +0.5 V 
and -0.5 V. The 2DEG spin polarization also persists for a long time in this case, though 
the magnitude is smaller in comparison to the case when VB = -0.5 V.  
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Figure 7.7: Voltage dependence of 2DEG spin initialization and spin lifetime for probing 
at exciton energy. 
The VB < 0 V voltage regime, is thus favorable for effective 2DEG spin 
initialization even when excitons are created. This regime can be correlated with PL 
where at this voltage, trions are also favorable in the system. Thus, efficient initialization 
of 2DEG can be done through an intermediate trion state, even when excitons are created 
first. Interestingly, the spin lifetime is also enhanced in this regime presenting a situation 
in which spin scattering events are reduced due to presence of a coupled exciton-trion 
state [144,211]. This presents interesting ways forward to study interactions of excitons 
and trions in a gated TMD sample [259]. Further, this regime is also interesting for 
measuring spin transport and spin diffusion. The decrease of spin relaxation is 
technologically interesting in spintronic applications [253].  
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Chapter 8: Conclusions and Outlook  
The research in this dissertation was motivated by understanding the dynamics in 
two-dimensional systems with varying levels of quantum confinement and interactions. 
The first studies on TMD monolayers came out in 2010 and the field has rapidly 
expanded since then. There was an urgent need to study the dynamics of excitons and 
trions in these material systems to characterize the fundamental opto-electronic 
limitations of these materials.  
The experiments were challenging, not just due to sample quality, but also by 
technical challenges. Due to small size of the samples and inhomogeneities, we could not 
afford motion of the sample. We developed an automatic drift correction system with 
continuous imaging feedback, which helped us take high quality measurements 
continuously for many hours. A two color pulse shaper was also devised with precise 
wavelength and pulse width control, enabling measurements of coupling between 
excitons and trions. 
In this dissertation, we have successfully studied the interactions between 
excitons and trions in TMDs’, using two-color pump-probe spectroscopy. Coherent 
coupling between excitons and trions is measured for the first time in these material 
systems, specifically MoSe2 monolayers, and the strength of the coupling was measured 
to be an order of magnitude stronger than in traditional semiconductors like gallium 
arsenide. Coherent coupling between the quasiparticles suggest new approaches for 
manipulating spin and valley degrees of freedom associated with each quasiparticle. This 
is especially relevant for valleytronics since different valley coherence and polarization 
dynamics were recently demonstrated for excitons and trions. These measurements point 
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a path towards manipulating excitons and trions through one another, and utilizing 
desirable properties of each.  
The next step in measuring the interactions (between excitons and trions) was to 
measure population relaxation pathways and incoherent relaxation mechanisms. We 
specifically focused on the exciton to trion formation process and found fast ultrafast 
ETF (exciton-to-trion formation) times ~ 1.5 ps. The fast time measured indicate that 
ETF process is an important pathway for exciton relaxation. Thus, ETF must be 
considered when interpreting ultrafast dynamics in time-resolved spectroscopy 
experiments concerning excitons. The ETF was measured for a range of exciton energies, 
and was found to vary across the exciton resonance. This variation is attributed to an 
exciton mobility edge, indicating different types of excitons present in an 
inhomogeneously broadened exciton resonance. The mobility edge concept has remained 
unexplored in studies of quasiparticle transport in TMDs so far. The mobility edge is 
attributed to presence of disorder (due to impurities, stress etc.) in the system. Thus, we 
present a way to analyze the quality of samples.  
Uncovering the spin-valley coupling in TMDs’ is an exciting field. We measured 
the spin dynamics in a monolayer WSe2 sample, utilizing a modified spin-sensitive two-
color pump-probe system. Importantly, transmission geometry was utilized, to simplify 
the analysis of the complex lineshapes. A fast exciton spin (valley) scattering (~ 5 ps) and 
longer lived trion spin (valley) polarization (~ 15 ps) is measured. A negative feature on 
the lower energy side was attributed to biexciton creation, and supported by polarization 
behavior and dynamics of spin polarization. The trion spin (valley) is efficiently 
initialized when resonant pumping at trion as well as exciton, and persists for more than 
15 ps. 
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Quantum wells, with higher screening than TMDs’, were measured. These 
quantum wells are modulation doped and provide possibilities to tune excitonic 
transitions using a back gate voltage. We concentrated on the dynamics of the long-lived 
two-dimensional electron gas (2DEG), which is interesting for spintronics. A favorable 
voltage regime is found for effective 2DEG spin initialization, even when excitons are 
created. This regime is correlated with PL and simultaneous presence of trions in the 
system. Thus, efficient initialization of 2DEG can be done through an intermediate trion 
state, even when excitons are created first. Interestingly, the spin lifetime is also 
enhanced in this regime presenting a situation in which spin scattering events are reduced 
due to presence of a coupled exciton-trion state.  
This dissertation should pave a way forward into further detailed studies in the 
TMD materials. Our results on coherent coupling in TMDs’ should motivate the 
development of a microscopic theory for the optical response and specially the interaction 
between quasiparticles. On the experimental side, specific quantum pathways can be 
probed through advanced spectroscopic techniques such as coherent two-dimensional 
Fourier-transform spectroscopy (2DFTS). Such experiments are underway in our 
laboratory, and are capable of measuring radiative lifetimes and homogeneous linewidths.  
In these materials, the discovery of exciton mobility edge is particularly 
interesting as it is important for transport. Future transport experiments combining high 
spectral resolution and high spatial resolution will be useful to characterize the nature of 
this disorder and even a way to improve the material purity. Photo-current measurements 
with tunable excitation energy, can be utilized to measure diffusion of different 
quasiparticles. The nature of excitons in the inhomogeneously broadened resonance, can 
be independently probed for dephasing and coherent dynamics. 
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Spin-valley coupling in TMDs’ promises a unique tuning knob for applications 
including chiral light emitting diodes and spintronic applications. A broadband probe 
might reveal still uncovered transitions in these material systems, and the polarization 
measurements of these transitions will be quite interesting, from a fundamental point of 
view. The biexcitonic feature measured here, should encourage further experiments on 
the nature of this transition, including coherent 2DFTS. The intriguing coupling of trions 
and biexcitons is a ripe ground of theoretical and further experimental investigation. 
The quantum well study could be extended to interactions of excitons and trions 
in a gated TMD sample. Further, this regime is also interesting for measuring spin 
transport and spin diffusion. The decrease of spin relaxation is technologically interesting 
in spintronic applications employing quantum wells. 
Thus, we were successful in measuring the dynamics of carrier and spin in two-
dimensional systems, with varying levels of screening. Time scales were found to scale 
inversely with binding energy of quasiparticles in these systems. Interactions between 
quasiparticles was measured in TMDs’ and quantum wells.  
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Appendices 
APPENDIX – A: DENSITY MATRIX FORMALISM AND INTRODUCTION TO OPTICAL 
BLOCH EQUATIONS 
Density Matrix 
For an (isolated) closed two level system with fixed states, a complete quantum 
treatment is possible. These two states have well defined wavefunctions and different 
quantum observables can be calculated. However, real physical systems consist of 
interacting quantum systems. The density matrix (DM) formalism enables treatment of an 
ensemble of these systems. Further, real effects such as damping, dephasing and 
relaxation can be introduced in the DM formalism. The DM operator 𝜌 is defined in 
terms of state vectors as 
 
                                         𝜌 = ∑ 𝑃𝑗|𝜓𝑗〉〈𝜓𝑗|𝑗                                                     (A.1)  
 
, where 𝑃𝑗 is the fraction with state vectors |𝜓𝑗〉. Here, the information about |𝜓𝑗〉s’ is 
usually not known, but as we will see, it is not necessary to describe certain relevant 
properties of the system. Certain statistical properties can be found through experiments 
enabling a physical description of the system. Further, the time evolution of the DM 
operator follows the Heisenberg formalism 
 
                                              ?̇? = −
𝑖
ℏ
[𝐻, 𝜌]                                                      (A.2) 
 
𝐻 = 𝐻0(isolated) +𝑉(interaction with incident field)+𝐻𝑅(relaxation processes)        (A.3)  
For now, let us consider no relaxation processes. Thus the Hamiltonian 
becomes 𝐻 = 𝐻0 + 𝑉. Consider, the two level system depicted in Figure A.1. For a two-
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level system, we denote the ground state and excited states with |𝑎〉 and |𝑏〉 respectively. 
The energies of the two levels are illustrated in the figure. The Hamiltonian 𝐻0 is a 
diagonal matrix with elements given by 
 
                                             𝐻0,𝑛𝑚 = 𝐸𝑛δ𝑛𝑚                                                    (A.4)  
 
Further, the interaction Hamiltonian (in the dipole approximation) has the form 
 
                                          𝑉(𝑡) = −𝜇 ∙ 𝐸(𝑡)                                                   (A.5)  
 
, where 𝜇 is the dipole moment of the transition and 𝐸 is the electric field of the incident 
light. Here, we neglect the electric quadrupole and the magnetic dipole interactions which 
are much reduced in the optical regime (smaller by fine structure constant ~ 1/137). The 
diagonal elements of the interaction Hamiltonian vanish due to definite parity, the only 
non-vanishing elements of the interaction Hamiltonian are the off-diagonal elements. The 
off diagonal elements are of the form 
 
                                                 𝑉𝑏𝑎 = 𝑉𝑎𝑏
∗ = −𝜇𝑏𝑎 ⋅ 𝐸(𝑡)                                            (A.6)  
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Figure A.1: Schematic of a two-level system. 
The DM of this two-level system can be explicitly written as  
 
                                      𝜌 = (
𝜌𝑎𝑎     𝜌𝑎𝑏 
𝜌𝑏𝑎    𝜌𝑏𝑏
)                                                         (A.7)  
 
, where 𝜌𝑏𝑎 =  𝜌𝑎𝑏
∗ . The diagonal elements of the DM represent the probability of finding 
the system in the two energy eigenstates (|𝑎〉 or |𝑏〉). The off-diagonal elements 
represents the superposition between the eigenstates induced by the incident field. In 
other words, the off-diagonal elements represents the coherence of the quantum 
superposition state. The induced dipole moment, ?̂?, is related to the off-diagonal elements 
 
                   ?̂? = 𝑡𝑟𝑎𝑐𝑒(𝜌𝜇) = (
𝜌𝑎𝑎    𝜌𝑎𝑏 
𝜌𝑏𝑎    𝜌𝑏𝑏
) (
  0      𝜇𝑎𝑏 
𝜇𝑏𝑎    0
) = 𝜌𝑎𝑏𝜇𝑏𝑎 + 𝜌𝑏𝑎𝜇𝑎𝑏           (A.8) 
 
The time evolution of the density matrix is then given by (utilizing equation A.2) 
 
                            ?̇?𝑛𝑚 = −(
𝑖
ℏ
) [𝐻, 𝜌]𝑛𝑚 = −
𝑖
ℏ
{(𝐻𝜌)𝑛𝑚 − (𝜌𝐻)𝑛𝑚}                         (A.9)  
 
For this two-level system we then have a set of coupled equations 
 
                                                                                     
   =   −  
b
a  
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                                       ?̇?𝑏𝑎 = −𝑖𝜔𝑏𝑎𝜌𝑏𝑎 +
𝑖
ℏ
𝑉𝑏𝑎(𝜌𝑏𝑏 − 𝜌𝑎𝑎)                                (A.10a)  
 
                                             ?̇?𝑏𝑏 = −
𝑖
ℏ
(𝑉𝑏𝑎𝜌𝑎𝑏 − 𝜌𝑏𝑎𝑉𝑎𝑏)                                      (A.10b) 
 
                                             ?̇?𝑎𝑎 = −
𝑖
ℏ
(𝑉𝑎𝑏𝜌𝑏𝑎 − 𝜌𝑎𝑏𝑉𝑏𝑎)                                      (A.10c) 
 
, where 𝜔𝑏𝑎 =  𝜔𝑏 −  𝜔𝑎. Note that, ?̇?𝑎𝑎 + ?̇?𝑏𝑏 = 0, thus the total population 𝜌𝑎𝑎 +
𝜌𝑏𝑏 = 1, is a conserved quantity. We have discussed systems with no relaxation 
behavior. The DM treatment until now, is relevant for ultra-short pulses where the pulse 
temporal width is much shorter than the material relaxation times. Now, we extend the 
DM formalism to physical systems with relaxation mechanisms. 
 
 
 
 
 
Figure A.2: Relaxation processes in a two-level system. 
In real physical systems, due to collisions with carriers and lattice, relaxation 
mechanisms are intrinsic. These mechanisms can be grouped into population relaxation 
(spontaneous emission, radiative relaxation) and dephasing (elastic collisions) 
mechanisms. We illustrate the time-scales of these mechanisms in Figure A.2. The 
lifetime of the upper level is governed by the relaxation rate (Γ𝑏𝑎) and is depicted by 𝑇1. 
The 𝑇1 time governs the behavior of the diagonal elements in the DM. The dipole 
moment (related to the off-diagonal elements), on the other hand, can relax due to pure 
 
   =
 
  
b
a
    =
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dephasing (elastic collisions with electrons or atomic point scatterers) or population 
relaxation, in a time scale 𝑇2. This 𝑇2 time is related to the linewidth of the transition 
(|𝑎〉 → |𝑏〉) given by 𝛾𝑏𝑎 = 1/𝑇2. Further, 𝑇1 and 𝑇2 are related to each other by 
 
                                                          
1
𝑇2
=
1
2𝑇1
+ 𝛾𝑐                                                      (A.11)  
 
, where 𝛾𝑐 is pure dephasing rate. Note that the pre-factor of 2, in the denominator of the 
first term on the right hand side, is due to consideration of the ground and excited states. 
If we consider two excited states, then the first term is an average of the population 
relaxation rates of the two (excited) states. These time-scales (𝑇1 and 𝑇2) can be included 
phenomenologically in equations A.10a-c to get 
 
                                  ?̇?𝑏𝑎 = −(𝑖𝜔𝑏𝑎 +
1
𝑇2
)𝜌𝑏𝑎   +
𝑖
ℏ
𝑉𝑏𝑎(𝜌𝑏𝑏 − 𝜌𝑎𝑎)                      (A.12a) 
  
                                       ?̇?𝑏𝑏 = −
𝜌𝑏𝑏
𝑇1
−
𝑖
ℏ
(𝑉𝑏𝑎𝜌𝑎𝑏 − 𝜌𝑏𝑎𝑉𝑎𝑏)                                  (A.12b) 
 
                                       ?̇?𝑎𝑎 = +
𝜌𝑏𝑏
𝑇1
−
𝑖
ℏ
(𝑉𝑎𝑏𝜌𝑏𝑎 − 𝜌𝑎𝑏𝑉𝑏𝑎)                                  (A.12c) 
 
A consequence of equation A.8 and A.12a is the time evolution of the induced dipole 
moment, given by 
 
                             ?̂?(𝑡) = [𝜇𝑎𝑏𝜌𝑏𝑎(0)𝑒
−𝑖𝜔𝑏𝑎𝑡 + 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑐𝑜𝑛𝑗𝑢𝑔𝑎𝑡𝑒] ⋅ 𝑒
−𝑡 𝑇2⁄        (A.13)  
 
, where 𝜇𝑎𝑏𝜌𝑏𝑎(0) is the dipole moment of the system just after the interaction field goes 
to zero. Thus, the dipole moment of the un-driven atom oscillates at frequency 𝜔𝑏𝑎 and 
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decays with a time-scale 𝑇2 (dipole dephasing time). Note that the part in brackets, on the 
right hand side, is the solution for equation A.10. Further, it is clear from equations A.12b 
and A.12c that the population of the eigenstates of the un-driven system relax with a 
time-scale 𝑇1. Thus, the parameters we have included phenomenologically in the DM 
formalism, have physical relevance and can be measured experimentally.            
Optical Bloch Equations and Feynman diagrams 
Optical bloch equations (OBEs’) are a simplification of equation A.12 and are 
useful for interpreting temporal dynamics of experiments in the optical regime. The two 
formalisms (OBE and DM) have equivalent predictions but their forms can be different. 
In quantum optics, OBEs’ are preferred for calculating material response. The formalism 
is established by substituting 𝑛 = 𝜌𝑏𝑏 , 1 − 𝑛 = 𝜌𝑎𝑎 and 𝑝 = 𝜌𝑏𝑎. 𝑛 and 𝑝 are referred to 
as the population and polarization respectively. Consequently, equation A.7 is converted 
to  
 
                                             𝜌 = (
1 − 𝑛    𝑝∗ 
𝑝        𝑛
)                                               (A.14)  
 
, and equations A.12a and A.12b are converted to 
 
                                         ?̇? + 𝛾𝑟𝑛 + (
𝑖
ℏ
) (𝑉𝑏𝑎𝑝
∗ − 𝑝𝑉𝑎𝑏) = 0                                 (A.15a) 
 
, and                                   ?̇? +  𝑝 + (
𝑖
ℏ
)𝑉𝑏𝑎(1 − 2𝑛)
̇
= 0                                     (A.15b)  
 
, where 𝛾𝑟 is the relaxation rate (1/𝑇1) and = (𝑖𝜔𝑏𝑎 +
1
𝑇2
⁄ ).  
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The coupled equations A.15a-b can-not be solved analytically in the general case. 
Thus, we extend the OBE formalism through perturbation theory. We write the 
population and polarization as a Taylor series expansion in incident field amplitudes as 
 
                               𝑛 = 𝑛(0) + 𝑛(1) + 𝑛(2) + 𝑛(3) +⋯                                  (A.16) 
 
, and                                   𝑝 = 𝑝(0) + 𝑝(1) + 𝑝(2) + 𝑝(3) +⋯                                  (A.17) 
 
Conveniently, 𝑛(0) = 𝑝(0) = 0. Importantly, we note that the electric field can only create 
a population in the second order of interaction, i.e. the odd power components of 𝑛 are 
zero. Similarly, the electric field can induce a polarization in the first (and odd) order of 
interaction and thus, even power components of 𝑝 are zero. Hence, we get 
 
                                                ?̇?(1) +  𝑝(1) + (
𝑖
ℏ
) 𝑉𝑏𝑎 = 0                                        (A.18) 
 
                               ?̇?(2) + 𝛾𝑟𝑛
(2) + (
𝑖
ℏ
) (𝑉𝑏𝑎𝑝
∗(1) − 𝑝(1)𝑉𝑏𝑎
∗ ) = 0                            (A.19) 
 
                                         ?̇?(3) +  𝑝(3) − 2(
𝑖
ℏ
) 𝑉𝑏𝑎𝑛
(2) = 0                                     (A.20)  
 
Thus, 𝑛(𝑝) of order j is influenced by 𝑝(𝑛) of order j-1. Consequently, a third order 
polarization field can be influenced by a population of carriers through an interaction 
field.  
The formalism we have established in equations A.18-20 can be used to calculate 
the transient response of semiconductors to applied laser pulses. Consider a typical 
optical experiment where a pump field is incident on the sample 
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                                      𝐸(𝑡) = (
1
2
) [𝐸1(𝑡) e
𝑘.𝑟−𝑖𝜔𝑡+𝐸1
∗(𝑡)𝑒−𝑘.𝑟+𝑖𝜔𝑡 ]                      (A.21)  
 
Utilizing the rotating wave approximation, the complex conjugate leads to a contribution 
oscillating at high frequencies, which can be neglected. Thus, we get 
 
                                                     𝐸(𝑡) = (
1
2
) [𝐸1(𝑡)𝑒
𝑘.𝑟−𝑖𝜔𝑡]                                    (A.22) 
 
 Then 𝑝 should be of the form 
 
                                                      𝑝(1) = 𝑝(1)(𝑡)e−𝑖𝜔𝑡                                               (A.23)  
 
Plugging equation A.22 in A.18, and solving for 𝑝(1), we have 
 
                              𝑝(1) =
𝑖𝜇
2ℏ
[∫ 𝐸(𝑡′)𝑒
(−(Ω−𝑖𝜔)(𝑡−𝑡′))𝑡
−∞
𝑑𝑡′] 𝑒(𝑘.𝑟−𝑖𝜔𝑡)                     (A.24)  
 
Consequently, equation A.24 can be used in equation A.19 to obtain 𝑛(2) of the form of a 
double integral. This 𝑛(2) can be inserted in A.25 to deduce 𝑝(3) of the form of a triple 
integral. While calculating 𝑛(2) and 𝑝(3), the pulse ordering (from the actual experiment) 
is used in the order of integrands.  
An elegant way to calculate the contributions to these integrals is through double 
sided Feynman diagrams. These diagrams can be used to track the order of the interaction 
field, relatively easily. The Feynman construction follow some general rules for diagrams 
which are illustrated in Figure A.3. Vertical lines are drawn to track bra and ket that make 
the density matrix (refer to A.1), time increases from bottom to top and each vertex 
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(arrow) represents an interaction with optical field that changes the state of the system. 
Arrows pointing into and out of the diagram follow conventions illustrated in Figure A.3, 
relating to the direction of wave-vectors and whether energy of the system is increased or 
decreased via interaction with the optical field.  
Figure A.3: Energy and wave-vector sign conventions used in double sided Feynman 
diagrams. 
Figure A.4: DM integrals arising from Feynman diagrams.   
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For calculations through these Feynman diagrams, we switch back to the DM 
formalism. An illustration of the power of these diagrams is shown in Figure A.4 along 
with typical expressions of the DM component. Notice that conventions explained in 
Figure A.3 have been invoked for the 𝑘 vector (wave-vector). The integrals are 
expressions for a general multi-level diagram (rather than the two level diagram we have 
discussed) [170]. Note that 𝜌𝑗𝑘
(𝑛)
 is dependent on 𝜌𝑖𝑘
(𝑛−1)
 (transition induced from |𝑖〉〈𝑘| →
|𝑗〉〈𝑘|), which is similar to the conclusion drawn by invoking the OBEs’ for a two-level 
system. For a third-order nonlinear experiment probing a particular state, all the diagrams 
leading to that state in the third order of interaction field, are added to get the total 
nonlinear signal. In an actual pump-probe experiment, the optical fields are ultrafast laser 
pulses which can be considered as delta pulses (in time). Using the concept of delta 
pulses and causality (pulse ordering, pump pulse comes before probe pulse), the signals 
can be calculated through numerical integration. This scheme is used to calculate the 
simulated signal in chapter 4. 
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APPENDIX- B: OPTICAL BLOCH EQUATIONS FOR MODELLING EXCITON-TRION 
COUPLING AND FITTING PROCEDURE.  
The ultrafast two-dimensional pump-probe spectrum is simulated by analytically 
solving a perturbative expansion of the optical Bloch equations. The simulations are 
based on the four-level energy scheme presented in Figure B.1. Before discussing details 
of the simulation, justification for describing the exciton-trion system using a four-level 
energy scheme is provided, based on the idea of a Hilbert space transformation S [201]. 
Let us consider two independent systems with Hamiltonians 𝐻1 and 𝐻2, consisting of 𝑚 
and 𝑛 uncoupled states, respectively. Each Hamiltonian can be written as 
 
                                     𝐻1 = (
𝐸1    0    …    0
0    𝐸2     …     0
   ⋮      ⋮      ⋱       ⋮
    0     0      0     𝐸𝑛
)                                         (B.1) 
 
, and                                         𝐻2 = (
𝐸1
′     0    …    0
0    𝐸2
′     …     0
   ⋮      ⋮      ⋱       ⋮
    0     0      0     𝐸𝑛
′
)                                         (B.2) 
 
, where the diagonal elements are the energy eigenvalues of the two systems. The two 
independent systems can be combined through a Hilbert space transformation into a 
single system with 𝑚 ×  𝑛 states and total Hamiltonian 𝐻𝑡𝑜𝑡 given by 
 
                                     𝐻𝑡𝑜𝑡  =  𝐻1  𝐼𝑛  +  𝐼𝑚  𝐻2                                   (B.3) 
 
, where 𝐼𝑗 is the identity matrix of 𝑗. 𝐻𝑡𝑜𝑡 is a diagonal matrix with its diagonal elements 
equal to the energy eigenvalues of the combined system. 
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Using this procedure, two independent two-level systems can be represented by 
an equivalent four-level diamond scheme. Let us consider two non-interacting singly-
excited exciton and trion transitions |𝑔〉 ↔  |𝑋〉 and |𝑔〉 ↔  |𝑇〉, respectively, as shown in 
Figure B.1a. An equivalent four-level system is shown in Figure B.1b, where |0〉 is the 
ground state, |1〉 and |2〉 are the trion and exciton states, respectively, and state |3〉 
comprises both the  |𝑋〉 and  |𝑇〉 transitions. Similar lines (solid or dashed) indicate the 
transitions that must have identical properties for the two representations to be 
equivalent. These two representations are equivalent provided that the lower 
transitions, |0〉 ↔  |2〉 and |0〉 ↔  |1〉, have equal values for the electronic and optical 
properties, such as the resonance energy, dipole moment, and dephasing rate, compared 
to the corresponding upper transitions, |1〉 → |3〉 and |2〉 → |3〉, respectively. The states 
represented in Figure B.1b are essentially two-particle states, as indicated in Figure B.1c. 
For example, the singly-excited states |2〉 and |1〉 are the composite states for the exciton-
trion system with either the exciton or the trion in the excited state, respectively. 
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Figure B.1: Two independent two-level systems a) and the equivalent four-level diamond 
system b).  The states in b) consist of two-particle states, as explicitly shown 
in c). 
Experimentally, modulation of the pump and probe amplitudes and phase-
sensitive detection of the nonlinear pump-probe signal at the modulation difference 
frequency isolates quantum mechanical pathways for which the pump field acts twice, the 
probe field once, and the detected signal comprises the interference between the 
nonlinear signal and the reflected probe field acting as a local oscillator. Moreover, the 
experiment is performed so that the pump pulse precedes the probe pulse. All possible 
quantum pathways for this configuration are represented by the double-sided Feynman 
diagrams shown in Figure 4.5. Only the quantum pathways for which either the pump or 
the probe pulse can excite the exciton or trion, but not both simultaneously, are 
considered, consistent with our experiments. In the experiment, the signal detected at the 
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photodiode consists of the nonlinear signal generated by the pump and probe pulses as 
well as the reflected probe pulse acting as a local oscillator and is given by 
 
                         𝑅 = |𝐸𝑝𝑟  + Δ 𝐸𝑝𝑟 |
2
  
                                 = |𝐸𝑝𝑟|
2
 + |Δ 𝐸𝑝𝑟|
2
 +  𝐸𝑝𝑟 ⋅ Δ 𝐸𝑝𝑟
∗  +  𝐸𝑝𝑟
∗ ⋅ Δ 𝐸𝑝𝑟            (B.4) 
 
, where 𝐸𝑝𝑟 is the reflected probe field and Δ 𝐸𝑝𝑟 is the nonlinear signal field. Δ 𝐸𝑝𝑟 is 
related to the pump 𝐸𝑝 and probe field amplitudes by Δ 𝐸𝑝𝑟 ∝ 𝐸𝑝𝑟 ⋅  𝐸𝑝 ⋅  𝐸𝑝
∗, so that the 
cross term 𝐸𝑝𝑟
∗ ⋅ Δ 𝐸𝑝𝑟 in equation B.4 is proportional to |𝐸𝑝𝑟|
2
⋅  |𝐸𝑝|
2
. This was also 
explained in chapter 3. Thus, to simulate the differential pump-probe signal, 𝑑𝑅 =  (𝑅 −
 𝑅0)/𝑅0, one needs to use the Feynman diagrams given in Figure 4.5 of the main text to 
calculate Δ 𝐸𝑝𝑟. Δ 𝐸𝑝𝑟 is calculated in the time domain by perturbatively solving the 
optical Bloch equations to third order in the applied field using a similar method as in 
[260]. The simulations are performed using Dirac delta function pulses in time with the 
pump preceding the probe, as depicted in the timing diagram in Figure B.2a. The total 
nonlinear signal is given by summing contributions from each double-sided Feynman 
diagram in Figure 4.5. The Feynman diagrams can be generalized into three types of 
diagrams corresponding to nonlinearities arising from excited state emission (Figure 
B.2b), ground state bleaching (Figure B.2c), and excited state absorption (Figure B.2d). 
For the rephasing (non-rephasing) pulse time ordering, the conjugated pump field, 𝐸𝑝
∗, 
arrives at the sample first (second) and is followed by the unconjugated (conjugated) 
pump field after a time   and the probe field, 𝐸𝑝𝑟, after a delay 𝑡 . 
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Figure B.2: a) Timing diagram for pump-probe simulations.  Generalized double-sided 
Feynman diagrams used for the simulation are grouped into b) excited-state 
emission (ESE), c) ground-state bleaching (GSB), and d) excited-state 
absorption (ESA) terms. 
Generalized expressions for diagrams in Figure B.2b, Figure B.2c and Figure 
B.2d are given by equations B.5, B.6 and B.7 respectively. 
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Free parameters for each transition include the normalized dipole moment (𝜇), 
homogeneous linewidth full-width at half-maximum (𝛾), population decay rate (𝛾𝑝𝑜𝑝), 
and transition energy (ℏ𝜔). Inhomogeneity of the transition energies can be included by 
integrating each equation over a two-dimensional Gaussian distribution that correlates the 
transition energies during the first ( ) and third (𝑡) time delays and whose Fourier pairs 
correspond to the pump and probe frequencies, respectively. Perfect correlation of the 
transition energies during   and 𝑡 implies that any change in the transition energy during 𝑡 
is correlated with changes in the energy during  .  For the rephasing quantum pathways 
for peaks 𝑋 and 𝑇 in which the conjugated pump field (𝐸𝑝
∗) acts on the sample first, 
perfect correlation results in an elongated peak that is inhomogeneously broadened along 
the diagonal line connecting similar pump and probe energies (ℏ𝜔𝑝 = ℏ𝜔𝑝𝑟), and is 
narrow along the orthogonal direction with a linewidth that is determined primarily by 
the homogeneous linewidth. Because the measured peaks 𝑋 and 𝑇 have similar linewidths 
along these two directions, either the transition energies are uncorrelated during   and 𝑡, 
or the inhomogeneous and homogeneous linewidths are of similar order of magnitude. 
Since the experiments are performed for short pump-probe delay 𝑡  = 0.7 ps, deviation 
from perfect (or nearly-perfect) correlation of the linewidths is unlikely since spectral 
diffusion processes in semiconductors typically occur on a longer timescale. Thus, the 
round lineshape of the peaks implies that the homogeneous and inhomogeneous 
linewidths are similar order of magnitude. This is an interesting result, since such a broad 
homogeneous linewidth for both 𝑋 and 𝑇, as discussed below, implies that significant 
pure dephasing mechanisms are present even at low sample temperature and excitation 
density. Under these conditions, we find negligible quantitative differences when 
including the effects of inhomogeneity and therefore set the inhomogeneous linewidth to 
zero. 
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In total, the number of free parameters in the simulation equals 15, including a 
relative phase shift between the nonlinear signal and reflected probe and the exciton→ 
trion population relaxation rate that is modeled by including additional decay and source 
terms to the Feynman diagrams. We assume that the dipole moments of the |0〉 ↔  |1〉 
and |2〉 ↔  |3〉 transitions are equal (similarly for the |0〉 ↔  |2〉 and |1〉 ↔  |3〉), since the 
transitions originate from the same single-particle transitions. The set of parameters that 
are used to produce the simulated spectrum in Figure 4.6 of the main text are shown in 
Table 4.1. The values for 𝐸1 and 𝐸2 are obtained directly from the trion and exciton 
resonance energies, respectively, in the pump-probe spectrum. The population decay 
rates for the trion and exciton are obtained from the exponential decay of their amplitudes 
with respect to the pump-probe delay 𝑡  (data not shown). The remaining nine 
parameters are determined by comparing the measured and simulated differential probe 
spectrum for resonant pumping at the exciton and trion resonances and using a least 
squares regression analysis to minimize the error. The dipole moment and homogeneous 
linewidth of the  |0〉 ↔  |1〉 transition and the signal/probe relative phase are obtained by 
adjusting the parameters of this transition until the horizontal slice (constant pump 
energy) through peak 𝑇 minimizes the least squares error for this peak. A similar 
procedure is performed to obtain the dipole moment and homogeneous width for 
the |0〉 ↔  |2〉 transition (minimizing the least squares error for peak 𝑋). The effect of the 
phase will be discussed in Appendix C. 
The remaining free parameters in the simulation are associated with exciton-trion 
interactions, specifically EIS through Δ  and EID effects through an enhanced dephasing 
rate of the upper transitions. The only set of parameters that reproduces the amplitude and 
lineshape of peaks 𝑋𝑇 and 𝑇𝑋 is an EIS of state |3〉 equal to Δ  = 4 meV and EID of 
the |1〉 ↔  |3〉 transition compared to the |0〉 ↔  |2〉 transition with 𝛾  = 25 meV. EIS is 
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the only mechanism that produces a negative-absorptive lineshape for peak 𝑇𝑋. In order 
to enhance the amplitude of peak 𝑋𝑇 compared to 𝑇𝑋, EID effects must be present. We 
estimate an upper and lower limit for EIS of Δ  = 5.5 meV and Δ  = 2.5 meV, 
respectively, by adjusting Δ  (and subsequently altering the other parameters to minimize 
the error) until the minimum least squares error increases by 50%. 
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APPENDIX- C: INFLUENCE OF PHASE BETWEEN REFLECTED PROBE AND NONLINEAR 
SIGNAL 
 
 
 
 
 
 
 
 
Figure C.1: Probe reflection from different layers of the sample. 
In samples with non-transparent substrates, the probe is reflected from the 
substrate into the detection path. In fact, much more probe is reflected from the substrate 
than the TMD monolayer. This reflection is illustrated in Figure C.1, where the incidence 
angle of the probe beam is slightly tilted to make the illustration clearer. Consider a probe 
beam incident on a sample consisting of the monolayer on a SiO2/Si layer. The SiO2 layer 
is around 280 nm thick while the silicon layer is considered semi-infinite. Consequently, 
three reflections can occur, as illustrated in Figure C.1. Each pass through the monolayer 
induces a signal field, but each signal field (𝑆1,  𝑆2, 𝑆3) are with different (relative) 
phases due to different optical paths traveled. If we consider the monolayer having 
(almost) zero thickness, 𝑆1 and 𝑆2 will have same phase with respect to each other but 𝑆3 
will have different relative phase. Further, most of the probe field will be reflected at the 
SiO2-Si interface. Thus, the signal and the probe field will have a finite relative phase.  
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The phase difference (between probe and signal fields) is responsible for different 
optical contrast depending on substrates, the non-visibility of optical signals and 
quenching of certain Raman or photoluminescence signals [153,261,262]. Thus, 
optimizing the phase, by suitable choice of SiO2 thickness or choice of substrate, is 
critical. Further, characterizing this phase and including it in the calculations (for chapter 
4) is important for analysis of lineshapes.        
Figure C.2: Influence of the relative phase of signal and probe fields on the shape of the 
differential pump-probe signal. 
An example of including the phase in the calculation of a single exciton peak is 
illustrated in Figure C.2. Here the phase 𝜙, is accounted for in the following way 
 
                                                     𝑑𝑅 = ∆𝐸𝑝𝑟 × 𝐸𝑝𝑟𝑜𝑏𝑒                                                (C.1) 
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, where ∆𝐸𝑝𝑟 is the total third order nonlinear signal calculated by summing up the 
different contributing Feynman diagrams, as in Appendix B. The real part of equation C.2 
is plotted in the simulation in Figure C.2. The effect of changing the phase (𝜙) can be 
seen in Figure C.2 where a purely absorptive peak can appear as a dispersive line-shape 
in the differential reflection signal. The spectrum on the diagonal line is drawn to 
illustrate the effect of phase on the differential pump-probe signal, when pump and probe 
are degenerate. Thus, the procedure for analyzing the phase and other simulation 
parameters, as outlined in Appendix B, is important for analyzing lineshapes. This 
procedure is relaxed for samples on transparent substrates, which can be utilized for even 
more complex lineshape analysis. 
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