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A semi-adelic Kuznetsov formula over number fields
Pe´ter Maga∗
Abstract
In these notes, we prove a semi-adelic version of the Kuznetsov formula over arbitrary number
fields. The extent is the set of those automorphic vectors which are not necessarily spherical in the
archimedean aspect and a class of weight functions which is important for applications.
1 Introduction and notation
In the theory of automorphic forms, Kuznetsov’s formula is among the most important and most fre-
quently used tools. Briefly speaking, it matches a certain weighted sum of products of Fourier coefficients
(or equivalently, Hecke eigenvalues) of an orthogonal basis in the cuspidal space with a sum of Klooster-
man sums, weighted by a Bessel transform.
Kuznetsov [10] originally proved his formula for the modular group over the rational field Q, which
was an extension of the Petersson trace formula (which refers to holomorphic forms) to weight 0 Maass
forms.
Since then, many generalizations and reformulations were born. For totally real number fields, see the
work of Bruggeman and Miatello [3], which includes the principal series representations and the discrete
series representations in a single formula. For general number fields, the thesis of Venkatesh [12] gives a
treatment to spherical vectors with references to [2].
In this paper, we work out a formula to the more general case: non-spherical vectors are also included.
In the derivation, we follow [12], borrowing the archimedean investigations from [3], [4] and [11]. In the
first three sections, we introduce the objects we shall need later. Then at the end of Section 3, we
formulate Theorem 1, the main result of this paper. In Sections 4-6, we define the Poincare´ series, and
compute their inner product in two ways. In Section 7, we derive Theorem 1. A technical detail, namely,
the convergence of the Poincare´ series, is worked out in the Appendix.
As an application, we mention that the Kuznetov formula is an important ingredient in the result of
[1]: a Burgess type subconvex bound for twisted GL2 L-functions over totally real fields. The project
of the author to extend their method to any number field is in progress. We note that recently Wu [14]
proved this general Burgess type subconvexity, using a different method.
1.1 Number fields and rings
Let F be a number field, denote by A its adele ring, by o the ring of integers, by d the different, DF the
discriminant. Denote by Fj (1 ≤ j ≤ r + s) the archimedean completions of F (up to R-isomorphism),
for j ≤ r, Fj ∼= R, for j > r, Fj ∼= C. We introduce the character ψ on F\A as follows. Let
ψ : A → S1 be the unique continuous additive character, which is trivial on F ; on F∞, it agrees with
ψ∞(x) = exp(2πi(x1 + ... + xr + xr+1 + xr+1 + ... + xr+s + xr+s)); and on Fp, it is trivial on d
−1
p and
nontrivial on p−1d−1p . For a fractional ideal c, denote by N (c) its norm.
1.2 Matrix groups
Given a ring R, we define the following subgroups of GL2(R):
Z(R) =
{(
a
a
)
: a ∈ R×
}
, B(R) =
{(
a b
d
)
: a, d ∈ R×, b ∈ R
}
, N(R) =
{(
1 b
1
)
: b ∈ R
}
.
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Assume 0 6= np, cp ⊆ op. Then let
Kp(np, cp) =
{(
a b
c d
)
: a, d ∈ op, b ∈ (npdp)−1, c ∈ npdpcp, ad− bc ∈ o×p
}
,
moreover in the special case np = op, we simply writeKp(cp) instead ofKp(op, cp). For an ideal 0 6= c ⊆ o,
let
K(c) =
∏
p
Kp(cp),
and taking the archimedean places into account, let
K = K(F∞)×K(o) ⊆ GL2(A),
where
K(F∞) = (SO2(R))
r × (SU2(C))s.
Finally, for 0 6= n, c ⊆ o, let
Γ(n, c) =
{
g∞ ∈ GL2(F∞) : ∃gfin ∈
∏
p
Kp(np, cp) such that g∞gfin ∈ GL2(F )
}
.
We note that the choice of the subgroups K’s is not canonical (they can be conjugated arbitrarily), our
normalization follows [1].
1.3 Measures
First we remark that for the purpose of most applications, one does not need the exact normalization of
our measures. However, for the sake of completeness, we give them, again mainly following [1]. On F∞,
we use the Haar measure |DF |−1/2dx1 · · · dxr |dxr+1 ∧ dxr+1| · · · |dxr+s ∧ dxr+s|. On Fp, we normalize
the Haar measure such that op has measure 1. On A we use the Haar measure dx, the products of these
measures, this induces a Haar probability measure on F\A (see [13, Chapter V, Proposition 7]).
On R×, we use the measure d×
R
y = dy/|y|, this gives rise to a measure on C× as d×
C
y = d×
R
|y|dθ/2π,
where exp(iθ) = y/|y|. On F×∞, we use the product d×∞y of these measures. On F×p we normalize the
Haar measure such that o×p has measure 1. The product d
×y of these measures is a Haar measure on
A×, inducing some Haar measure on F×\A×.
On K and its factors, we use the Haar probability measures. On Z(F∞)\GL2(F∞), we use the Haar
measure which satisfies∫
Z(F∞)\GL2(F∞)
f(g)dg =
∫
(R×)r×(R×
+
)s
∫
F∞
∫
K(F∞)
f
((
y x
1
)
k
)
dkdx
d×∞y
|y| ,
where |y| =∏rj=1 |yj |∏r+sj=r+1 |yj |2.
On GL2(Fp) we normalize the Haar measure such that K(op) has measure 1. On Z(F∞)\GL2(A) we
use the product of these measures.
As we noted above, the exact normalization is not really relevant. Because of this and for simplicity,
in many calculations below, we will write const. to denote a constant which is absolute in the sense that
it depends only on the given number field F and the normalization of measures.
2 Special functions at archimedean places
2.1 Real places
In the case Fj ∼= R, we introduce the following functions. Assume
ν ∈ iR ∪
(
Z+
1
2
)
∪
(
−1
2
,
1
2
)
, ε ∈ {0, 1}
are given numbers, (ν, ǫ) later will be referred as the spectral parameter. Assume moreover, that q ∈ 2Z
is a given even integer, later referred as the weight.
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Definition 1. Assume φ : GL2(R)→ C. We say it is of weight q, if
φ
(
g
(
cos θ sin θ
− sin θ cos θ
))
= eiqθφ(g)
for all θ ∈ R.
Definition 2. Define the Whittaker function Wq,ν on R× as
Wq,ν(y) =
isign(y)
q
2Wsign(y) q
2
,ν(4π|y|)
(Γ(12 − ν + sign(y) q2 )Γ(12 + ν + sign(y) q2 ))
1
2
,
W denoting the Whittaker function. We note that either Γ(12 − ν + sign(y) q2 )Γ(12 + ν +sign(y) q2 ) ≥ 0 or
it shows a pole.
Compare this with [1, pp.11-12]. We also record [1, (25)]:∫
R×
|Wq,ν(y)|2d×Ry = 1. (1)
2.2 Complex places
In the case Fj ∼= C, the available literature is much smaller, so we quote the details up to some extent
in this and the following few subsections. We mainly follow the works of Bruggeman, Motohashi and
Lokvenec-Guleska [4], [5], [11].
On the group SU2(C), we normalize the Haar measure such that SU2(C) has measure 1. We need
those irreducible representations of SU2(C) that are trivial on the center (representations of PSU2(C)).
These are parametrized by the nonnegative integers as follows. For all integer l ≥ 0, there is a unique
2l+1 dimensional irreducible representation and we now give the matrix coefficients Φlp,q for |p|, |q| ≤ l,
where p, q are integers. First observe
SU2(C) =
{
k[α, β] =
(
α β
−β α
)
: |α|2 + |β|2 = 1
}
.
Then the matrix coefficients are defined via the equation∑
|p|≤l
Φlp,q(k[α, β])z
l−p = (αz − β)l−q(βz + α)l+q. (2)
Again, assume the spectral parameter (ν, p) is given such that
(ν ∈ iR, p ∈ Z) OR
(
ν ∈
(
−1
2
,
1
2
)
\ {0}, p = 0
)
,
and the weight (l, q) is also given such that l ≥ |p| and |q| ≤ l.
Recall the Iwasawa decomposition: any element g ∈ SL2(C) can be uniquely written in the form
g = n(x)a(y)k[α, β], where k is defined above,
n(x) =
(
1 x
1
)
, a(y) =
(√
y
1/
√
y
)
,
x ∈ C, y > 0 real.
First let
ϕ(n(x)a(y)k[α, β]) = y1+νΦlp,q(k[α, β]).
When it is needed, we indicate the dependence on the weight and spectral data and write ϕl,q(ν, p).
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2.3 Jacquet integral
For ω ∈ C, and f ∈ C∞(G) satisfying the growth condition
f(n(x)a(y)k) = O(y1+σ)
with some σ > 0, define the Jacquet integral
Jωf(g) =
∫
C
e−2πi(ωx+ωx)f(wn(x)g)dx
where dx = dℜxdℑx, w = k[0, 1] stands for the Weyl element. For 0 6= ω ∈ C and f = ϕ, we drop ϕ
from the notation and simply write Jω in place of Jωϕ. This can be computed (see [4, Section 5] and
[11, Section 4.1]) to be
Jω(n(x)a(y)k[α, β]) = (−1)l−p(2π)ν |ω|ν−1e2πi(ωx+ωx)
·
∑
|m|≤l
(
iω
|ω|
)−p−m
wlm(ν, p; |ω|y)Φlm,q(k[α, β]),
(3)
where
wlm(ν, p; y) =
l− 1
2
(|m+p|+|m−p|)∑
j=0
(−1)jξlp(m, j)
(2πy)l+1−j
Γ(l + 1 + ν − j)Kν+l−|m+p|−j(4πy), (4)
K denoting the K-Bessel function, and
ξlp(m, j) =
j!(2l − j)!
(l − p)!(l + p)!
(
l − 12 (|m+ p|+ |m− p|)
j
)(
l − 12 (|m+ p| − |m− p|)
j
)
. (5)
Note that a priori we need ℜν > 0, but we can remove this condition by analytic continuation.
2.4 Goodman-Wallach operator
Another operator we need, is the Goodman-Wallach operator, which we specialize again to ϕ and obtain
(see [4, Section 6] and [11, Section 4.2])
Mω(n(x)a(y)k[α, β]) = (2π|ω|)−ν−1e2πi(ωx+ωx)
·
∑
|m|≤l
(−iω
|ω|
)p−m
µlm(ν, p; |ω|y)Φlm,q(k[α, β]),
where
µlm(ν, p; y) =
l− 1
2
(|m+p|+|m−p|)∑
j=0
ξlp(m, j)
(2πy)l+1−j
Γ(l + 1 + ν − j)Iν+l−|m+p|−j(4πy),
I denoting the I-Bessel function. Again, occasionally, we may write Mωϕ or even Mωϕl,q(ν, p), when
there is any danger of confusion.
We cite [4, Lemma 6.2], [11, Lemma 4.2.2] for the relations matching these operators. Here, we have
to indicate the dependence on ν, p.
Lemma 1. Let ω2 6= 0, ℜν > 0. Then
J0Mω2 =
sinπ(ν − p)
ν2 − p2
Γ(l + 1− ν)
Γ(l + 1 + ν)
ϕ(−ν,−p).
and for ω1 6= 0,
Jω1Mω2 = J ∗ν,p(4π
√
ω1ω2)Jω1 ,
with
J ∗ν,p(z) = J∗ν−p(z)J∗ν+p(z),
where J∗ν is the even entire function of z which is equal to Jν(z)(z/2)
−ν for z > 0 and J stands for the
J-Bessel function.
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2.5 The Whittaker function
We would like to define the Whittaker function analogously to the real case, following again [4, Sections
3-5], [11, Chapters 2-4]. The real Lie algebra sl2(C) of SL2(C) is generated by the elements
H1 =
1
2
(
1
−1
)
,V1 =
1
2
(
1
1
)
,W1 =
1
2
(
1
−1
)
,
H2 =
1
2
(
i
−i
)
,V2 =
1
2
(
i
−i
)
,W2 =
1
2
(
i
i
)
.
Let g = sl2(C) ⊗R C be the complexification of sl2(C). The center of the universal enveloping algebra
U(g) is generated by two Casimir elements:
Ω± =
1
8
(
(H1 ∓H2)2 + (V1 ∓W2)2 + (W1 ∓V2)2
)
.
By a Whittaker function on SL2(C), we mean a function which is an eigenfunction of Ω±, has exponential
decay as y →∞ and on which the unipotent subgroup {n(x) : x ∈ C} acts through a character of C.
For any fixed 0 6= ω ∈ C×, the function Jω satisfies these conditions. However, we shall fix one of
them and suitably normalize it. The following Lemma is analogous to [5, Theorem 2], the difference
arises from the normalization and the fact that we work it out for the complementary series as well (i.e.
we do not require ℜν = 0).
Lemma 2. ∫ ∞
0
|J1(a(y))|2 dy
y
=
(2π)2ℜν
8(2l+ 1)
(
2l
l − q
)−1(
2l
l − p
) ∣∣∣∣Γ(l + 1− ν)Γ(l + 1 + ν)
∣∣∣∣ .
Proof. First observe that by (2), Φlm,q(k[1, 0]) = 0, if m 6= q, and Φlq,q(k[1, 0]) = 1. Hence in [11, (4.8)],
we may write
J1(a(y)) = v
l
q(y, 1),
where
vlq(y, 1) = y
1−ν
∫
C
e−2πiy(z+z)
(1 + |z|2)1+νΦ
l
p,q
(
k
[
z√
1 + |z|2 ,
−1√
1 + |z|2
])
dz.
So what is left is to compute
∫∞
0 |vlq(y, 1)|2dy/y.
First let q = l. Then by (3), (4), (5), this integral is
(2π)ν+ν
1
Γ(l + 1 + ν)Γ(l + 1 + ν)
(
(2l)!
(l − p)!(l + p)!
)2 ∫ ∞
0
(2πy)2l+2|Kν−p(4πy)|2 dy
y
. (6)
To compute the inner integral, we use [8, 6.576(4)]:∫ ∞
0
r2l+1|Kν(r)|2dr =
22l−1
(2l + 1)!
Γ
(
l + 1 +
ν
2
− ν
2
)
Γ
(
l + 1− ν
2
+
ν
2
)
Γ
(
l + 1 +
ν
2
+
ν
2
)
Γ
(
l + 1− ν
2
− ν
2
)
,
the conditions are all satisfied by noting |ℜν| < 1/2.
First assume we are in the principal series (ℜν = 0). Then (6) equals
1
22l+2
1
Γ(l + 1 + ν)Γ(l + 1− ν)
(
(2l)!
(l − p)!(l + p)!
)2
22l−1
(2l+ 1)!
Γ(l + 1 + ν)Γ(l + 1− ν)(l + p)!(l − p)! =
1
8(2l+ 1)
(
2l
l − p
)
.
Now assume we are in the complementary series (ℑν = 0, ν 6= 0). Then p = 0 and for (6), we obtain
(2π)2ν
22l+2
1
Γ(l + 1 + ν)Γ(l + 1 + ν)
(
(2l)!
(l!)2
)2
22l−1
(2l+ 1)!
Γ(l + 1 + ν)Γ(l + 1− ν)(l!)2 =
(2π)2ν
8(2l+ 1)
(
2l
l
)
Γ(l + 1− ν)
Γ(l + 1 + ν)
.
5
For a general |q| ≤ l, the identity [5, p.89]∫ ∞
0
|vlq(y)|2
dy
y
=
(
2l
l − q
)−1 ∫ ∞
0
|vll(y)|2
dy
y
completes the proof.
Now we are ready to introduce the appropriate normalization.
Definition 3. For y > 0, the Whittaker function is defined as
Wl,q,ν,p(y) = J1(a(y))
√
8(2l+ 1)
(2π)ℜν
(
2l
l − q
) 1
2
(
2l
l − p
)− 1
2
√∣∣∣∣Γ(l + 1 + ν)Γ(l + 1− ν)
∣∣∣∣,
and for an arbitrary y ∈ C×, as
Wl,q,ν,p(y) =Wl,q,ν,p(|y|)
(
y
|y|
)−q
.
Now Lemma 2 gives the complex analog of (1):∫
C×
|Wl,q,ν,p(y)|2d×Cy = 1. (7)
Finally, we define the complex weight, the counterpart of the notion introduced in Definition 1.
Definition 4. Assume φ : GL2(C)→ C. We say it is of weight (l, q), if it is smooth, and for the derived
action of the Lie algebra g,
H2φ = −iqφ, Ωkφ = −1
2
(l2 + l)φ,
where
Ωk = −1
2
(H22 +W
2
1 +W
2
2).
3 Statement of the Kuznetsov formula
We still need some further notations before stating the theorem, which we present in the following
subsections.
3.1 Fourier-Whittaker expansion
Let Vπ be an irreducible automorphic representation generated by a cusp form or an Eisenstein series in
the Hilbert space L2(Z(A)GL2(F )\GL2(A)).
Assume φ ∈ Vπ is a smooth vector of pure weight, that is, at each archimedean quasifactor it is of
pure weight, q or (l, q) (depending on Fj).
Then φ has a Fourier-Whittaker expansion, that is, for y ∈ A×, x ∈ A,
φ
((
y x
1
))
= ρφ,0(y) +
∑
r∈F×
ρφ(ryfin)(sign(ry∞))
εW(ry∞)ψ(rx), (8)
where W = ∏r+sj=1Wj , where Wj = Wqj ,νj at real, Wj = Wlj ,qj ,νj ,pj at complex places. The spectral
parameter (νj or (νj , pj)) is determined by π, the weight (qj or (lj , qj) is the weight of φ, and ε is a
sign character coming from the ε-part of the real spectral parameter (note that it is not well-defined for
discrete series representations).
Here, ρφ(ryfin) depends only (apart from φ) on the fractional ideal generated by ryfin and it is zero
if this ideal is nonintegral. We also note that if Vπ is cuspidal, then ρφ,0(y) = 0.
We normalize these coefficients by introducing λφ(m):
λφ(m) = ρφ(m)
√
N (m).
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3.2 Kloosterman sums
We qoute the definition of Kloosterman sums from [12, Definition 2].
Definition 5. Let a1, a2 be fractional ideals of F , and c be any ideal such that c
2 ∼ a1a2 (i.e. they are
in the same ideal class). Let then c ∈ c−1, α1 ∈ a−11 d−1, α2 ∈ a1d−1c−2. We define the Kloosterman
sum as
KS(α1, a1;α2, a2; c, c) =
∑
x∈(a1c−1/a1c)×
ψ∞
(
α1x+ α2x
−1
c
)
,
where the summation runs through the x’s which generate a1c
−1/a1c as an o-module, and x
−1 is the
unique element in (a−11 c/a
−1
1 cc
2)× such that xx−1 ∈ 1 + cc.
3.3 Archimedean Bessel transforms and measures
In the Kuznetsov formula, on the so-called geometric side, the weight functions are Bessel transforms.
Assume f(ν, p) is a function of the form
f(ν, p) =
r∏
j=1
fj(νj)
r+s∏
j=r+1
fj(νj , pj),
where fj ’s are functions on the possible spectral parameter values: νj in the real case, (νj , pj) in the
complex case. Then let
Bf(ν,p)(z) =
r∏
j=1
(Bjfj)νj (z)
r+s∏
j=r+1
(Bjfj)(νj ,pj)(z),
where Bjfj is defined as follows. For Fj ∼= R,
(Bjfj)νj (z) = fj(νj) · (Bj)νj (z),
(Bj)νj (z) =
2π
sinπνj
(J−2νj (|z|)− J2νj (|z|)),
J standing for the J-Bessel function. For Fj ∼= C,
(Bjfj)(νj ,pj)(z) = fj(νj , pj) · (Bj)(νj ,pj)(z),
(Bj)(νj ,pj)(z) =
|z/2|−2νj(iz/|z|)2pjJ ∗−νj ,−pj (z)− |z/2|2νj(iz/|z|)−2pjJ ∗νj ,pj (z)
sinπ(νj − pj) ,
J ∗ is defined in Lemma 1.
Introduce moreover the measure dµ on the space of spectral parameters as follows. Again, we give it
locally: dµ =
∏
j dµj . For Fj
∼= R,∫
f(νj)dµj(νj) =
∫ i∞
0
f(νj)(−4πνj) tanπνj dνj
2πi
+
∑
2|2νj+1,1<2νj+1
f(νj). (9)
For Fj ∼= C, ∫
f(νj , pj)dµj(νj , pj) =
∑
pj
∫
(0)
f(νj , pj)(p
2
j − ν2j )dνj . (10)
3.4 The Kuznetsov formula
Let h =
∏
j hj, where hj ’s are defined as follows. Let aj > 1 be given. Then at real places
hj(νj) =
 e
(ν2j−
1
4
)/aj if |ℜνj | < 23 ,
1 if νj ∈ 12 + Z, 32 ≤ |νj | ≤ aj ,
0 otherwise.
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While at complex places
hj(νj , pj) =
{
e(ν
2
j+p
2
j−1)/aj if |ℜνj | < 23 , pj ∈ Z, |pj | ≤ aj ,
0 otherwise.
Choose moreover an orthonormal basis B in the cuspidal spectrum consisting of pure weight forms
f . For an ideal c, let us denote by B(c) the set of the basis elements f which are right K(c)-invariant:
f(gk) = f(g), if k ∈ K(c). The spectral side of the formula also involves some contribution of the
continuous spectrum, which is analogous to the cuspidal part. We will not spell this out explicitly:
following [12], denote it simply by CSC.
Fix some fractional ideals a−1, a′−1, some nonzero elements α ∈ ad−1, α ∈ a′d−1. Let C be a fixed
set of narrow ideal class representatives m, for which m2aa′−1 is a principal ideal generated by a totally
positive element γm, fixed once for all.
Theorem 1. The sum formula holds for the weight function h, that is,
[K(o) : K(c)]−1
∑
f∈B(c)
h(ν, p)λf (αa
−1)λf (α′a′−1) + CSC =
const.∆(αa−1, α′a′−1)
∫
h(ν, p)dµ+
const.
∑
m∈C
∑
c∈amc
∑
ǫ∈o×
+
/o2×
KS(ǫα, a−1d−1;α′γm, a
′−1d−1; c, a−1m−1d−1)
N (ca−1m−1)
∫
Bh(ν,p)
(
|αα′γmǫ| 12
c
)
dµ,
(11)
where ∆(αa−1, α′a′−1) is 1 if αa−1 = α′a′−1, and 0 otherwise; o×+ stands for the group of totally positive
units; for the integrals with respect to dµ, recall (9) and (10). The constants denoted by const. are
nonzero and depend only on the field F and the normalization of measures.
4 Poincare´ series
4.1 Transition between adelic and classical forms
First we match the adelic automorphic forms with classical ones. We borrow the transition from [1,
Section 2.12].
For any nonzero ideal n ⊆ o, let η ∈ A×fin be a finite idele representing n and now observe that
Γ(n, c)Z(F∞)g 7→ GL2(F )Z(F∞)g
(
η−1
1
)
K(c), g ∈ GL2(F∞)
gives an embedding
Γ(n, c)Z(F∞)\GL2(F∞) →֒ GL2(F )Z(F∞)\GL2(A)/K(c).
Using now strong approximation [6, Theorem 3.3.1], and taking ideal class representatives n1, . . . , nh, we
obtain a decomposition
GL2(F )Z(F∞)\GL2(A)/K(c) ∼=
h∐
j=1
Γ(nj , c)Z(F∞)\GL2(F∞). (12)
Lemma 3. Using the measures induced by those we defined earlier, for any Borel set U in the decom-
position (12),
measureLHS(U) = [K(o) : K(c)]
−1measureRHS(U).
Proof. See [1, p.34].
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Now we turn to the automorphic forms. Let
FS =
{
f : GL2(A)→ C :
∫
Z(A)GL2(F )\GL2(A)
|f |2 <∞,
f
(
γ
(
z
z
)
gk
)
= f(g), if γ ∈ GL2(F ), z ∈ F×∞, k ∈ K(c)
}
.
This is a larger space of automorphic functions than one usually deals with: this is the L2 space of the
LHS of (12). Then to any φ ∈ FS, (12) associates automorphic functions, which we denote by
φn(g∞) = φ
((
η−1
1
)
g∞
)
, g∞ ∈ GL2(F∞).
4.2 Definition of Poincare´ series
Fix some nonzero ideals a, b. We define the following characters on N(F∞). For x ∈ F∞, let ψ1(x) =
ψ∞(αx) and ψ2(x) = ψ∞(α
′x), where α ∈ ad−1, α′ ∈ ab2d−1 are nonzero elements with the property
that α/α′ it totally positive (that is, positive at all real places). They give rise naturally to characters
of N(F∞) which are trivial on Γ(a, c) ∩N(F∞), Γ(ab2, c) ∩N(F∞), respectively.
The building blocks of the Poincare´ series are functions f1, f2 on Z(F∞)\GL2(F∞) with the prescribed
left action of N(F∞):
f1
((
1 x
1
)(
z
z
)
g
)
= ψ1(x)f1(g), f2
((
1 x
1
)(
z
z
)
g
)
= ψ2(x)f2(g). (13)
Then the Poincare´ series are defined on the LHS of (12) as
P a1 (g) =
∑
γ∈ZΓΓN (a,c)\Γ(a,c)
f1(γg), P
ab2
2 (g) =
∑
γ∈ZΓΓN (ab2,c)\Γ(ab2,c)
f2(γg), (14)
with ZΓ standing for the center, ΓN for the upper triangular unipotent subgroup (the intersection with
N(F∞)) of the corresponding group Γ; this defines both P1 and P2 only on a single component (in the
decomposition (12)), on other components, let them be zero.
Of course, there might be convergence problems. If we can define the building blocks such that the
resulting Poincare´ series are absolutely convergent, then this definition is valid. Unfortunately, when
all the archimedean places are complex, we are not able to guarantee the absolute convergence, so in
this case, we have to clarify, what we mean by the sums in (14). We will return to this problem in the
Appendix. Until then, we always indicate how this ’case r = 0’ can be treated.
Our building blocks will be pure tensors, fi(x) =
∏r+s
j=1 fi,j(x) for i = 1, 2. In the next subsections,
we give the local definitions.
4.3 Building blocks at real places
In the construction of a real factor of our building blocks, we mainly follow [3, Section 3.2], where the
authors work with the group SL2(R).
For a given σ ∈ (12 , 1) and even integer u, we denote by Tu,σ the linear space of functions η defined
on the set
{ν ∈ C : |ℜν| ≤ σ} ∪
{
1
2
,
3
2
, . . .
}
and satisfying the conditions
1. η is holomorphic and even on a neighborhood of the strip |ℜν| ≤ σ,
2. η(ν)≪ e−pi2 |ℑν|(1 + |ℑν|)−A for each A > 0,
3. η
(
b−1
2
)
= 0, if b is an even integer such that b > u.
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For η ∈ Tu,σ define the following function on the set y > 0 (see [3, (3.10)])
(L˜uη)(y) = 1
4πi
∫
(0)
η(ν)Wu/2,ν (y)
∣∣∣∣∣Γ
(
1
2 + ν − u2
)
Γ(2ν)
∣∣∣∣∣
2
dν
+
∑
2|b,1<b≤u
η
(
b− 1
2
)
Wu/2,(b−1)/2(y)
b− 1(
u−b
2
)
!
(
u+b−2
2
)
!
.
Now for some fixed q ∈ Z, α ∈ R \ {0} and η ∈ Tu,σ, we define the following function using the
Iwasawa decomposition. First, if det g > 0, then let
(L˜αq η)(g) = (L˜αq η)
((
1 x
1
)(
y
1
)(
cos θ sin θ
− sin θ cos θ
))
= e2πiαx(L˜qsign(α)η)(4π|α|y)eiqθ .
If det g < 0, then g = g′
(−1
1
)
with det g′ > 0 and in this case we simply prescribe (L˜αq η)(g) =
(L˜−αq η)(g′).
Now let η, θ ∈ Tu,σ. For real factors of f1, f2, choose L˜αq η, L˜α
′
q θ, respectively. Of course, we may use
different η’s and θ’s at different real places.
Before turning to complex places, note that the functions we defined transform like weight q functions
on the positive domain det g > 0, and like weight −q functions on the negative domain det g < 0.
4.4 Building blocks at complex places
In the construction of a complex factor of our bulding blocks, we follow [4, Section 7] and [11, Section
9.1].
Let l > 0 be an integer, |q| ≤ l. Following [4, Theorem 7.1] and [11, Definition 9.1.3], for a given
σ ∈ (1, 32 ), we denote by T lσ the linear space of functions η defined on the set
{(ν, p) ∈ C× Z : |ℜν| ≤ σ, |p| ≤ l}
and satisfying the following conditions
1. η is holomorphic on a neighborhood of the strip |ℜν| ≤ σ,
2. η(ν, p)≪ e−pi2 |ℑν|(1 + |ℑν|)−A for any A > 0,
3. η(ν, p) = η(−ν,−p).
Now for the given l, q, some fixed α and η ∈ T lσ , let
(L˜αl,qη)(g) =
|α|
2π3i
∑
|p|≤l
(iα/|α|)p
(2l + 1)−1/2
(
2l
l−p
)1/2( 2l
l−q
)−1/2 ·∫
(0)
η(ν, p)(2π|α|)−νΓ(l + 1 + ν)Jα(g)νǫ(p) sinπ(ν − p)dν
with ǫ(0) = 1, ǫ(p) = −1 for p ∈ Z \ {0}. Note that this function differs from the function appearing in
[11, Theorem 9.1.4] by the factor |α|.
Now let η, θ ∈ T lσ . For a complex factor of f1, choose L˜αl,qη and for f2, choose L˜α
′
l,qθ. Of course, we
may use different η’s and θ’s at different complex places.
5 Scalar product of Poincare´ series
5.1 Geometric description
Let πb be a finite idele representing b. With the abbreviation
π−1b P2 =
(
π−1b
π−1b
)
P2,
10
consider the inner product 〈π−1b P2, P1〉. The Poincare´ series P1, P2 are defined in the space FS, and the
inner product is also understood there. In what follows, we shall expand this both geometrically and
spectrally, and the equation of these expressions will give rise to the Kuznetsov formula.
First we note the following consequence of strong approximation (see [12, (83)]). Given an element
g∞ ∈ GL2(F∞), there exist elements γ ∈ GL2(F ), κγ ∈ K(c) such that(
π−1b
π−1b
)(
π−1a
1
)
g∞ = γ
−1
(
(π2bπa)
−1
1
)
g′∞κγ .
Then
γ ∈ GL2(F ) ∩GL2(F∞)
(
(π2bπa)
−1
1
)
κγ
(
πaπb
πb
)
.
We denote the set of such γ’s by Γ(a→ ab2), following [12] in notation (however, our Γ(a→ ab2) is not
exactly the same as Venkatesh’s one, because of the different normalization of the congruence subgroup
K(c)). For γ ∈ Γ(a → ab2), we denote by κγ a corresponding element from K(c). Fix an element
γ∗ ∈ Γ(a→ ab2), then Γ(a→ ab2) = γ∗Γ(a, c) = Γ(ab2, c)γ∗.
When we compute the inner product 〈π−1b P2, P1〉 using the decomposition (12), we see that only the
a-part, that is, π−1b P
a
2 is relevant (on the other components, at least one of π
−1
b P2 and P1 is zero). The
definition of P2 and a simple computation (see [12, (85)]) give
π−1b P
a
2 (g) =
∑
γ∈ZΓΓN (ab2,c)\Γ(a→ab2)
f2(γg)
by noting that in the more complicated case r = 0, we think of the RHS in the sense of (32), (33) and
(34): for some ℜν > 1, we have absolute convergence, then let ν → 1+ (see the Appendix). Setting
I = 〈π−1b P2, P1〉, we can unfold the integral as
I =
∫
Z(F∞)ΓN (a,c)\GL2(F∞)
f1(g)
∑
γ∈ZΓΓN (ab2,c)\Γ(a→ab2)
f2(γg)dg
=
∫
Z(F∞)N(F∞)\GL2(F∞)
f1(g)
∫
ΓN (a,c)\N(F∞)
ψ1(n)
∑
γ∈ZΓΓN (ab2,c)\Γ(a→ab2)
f2(γng)dndg,
(15)
here the inner integral is essentially the Fourier coefficient of π−1b P2 corresponding to the character ψ1.
This unfolding is clearly valid for r 6= 0; while for r = 0, we temporarily use the functions fν1 , fν2 , P ν1 ,
P ν2 , I
ν in the sense of (33), (34) with any ℜν > 1 (see the Appendix).
Let us split this up as I = I1 + I2 according to the small and the large Bruhat cell, that is, I1 is the
same integral as I, but in the inner summation, we let γ be upper-triangular, and I2 corresponds to the
rest.
First we compute I1. Observe that I1 is an empty integral unless b is principal. Assume then that b
is generated by an element [b]. By [12, Lemma 14],
I1 =
∑
ǫ∈o×/o2×
∫
ΓN (a,c)Z(F∞)\GL2(F∞)
f1(g)f2
((
[b]−1ǫ
[b]
)
g
)
dg.
Let
∆(α, α′[b]−2) =
{
1 if ∃ǫ0 ∈ o× : α = α′[b]−2ǫ0,
0 otherwise.
Take such an ǫ0 (if exists). Now let N(F∞) act on the left, we obtain by (13)
I1 = const.∆(α, α
′[b]−2)N (a−1)
∫
N(F∞)Z(F∞)\GL2(F∞)
f1(g)f2
((
[b]−1ǫ0
[b]
)
g
)
dg.
Now we can turn our attention to the large Bruhat cell. First we state the explicit Bruhat decompo-
sition.
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Lemma 4. On the large Bruhat cell, we have(
a b
c d
)
=
(
1 ac−1
1
)(
1
−1
)(
c
c−1(ad− bc)
)(
1 dc−1
1
)
.
For τ ∈ ZΓΓN(ab2, c)\Γ(a→ ab2)/ΓN (a, c), denote by [τ ] ∈ Γ(a→ ab2) any representative. Then
I2 =
∫
ΓN (a,c)Z(F∞)\GL2(F∞)
∑
τ∈ZΓΓN (ab
2,c)\Γ(a→ab2)/ΓN (a,c)
[τ ]/∈B(F∞)
∑
µ∈ΓN (a,c)
f1(g)f2([τ ]µg)dg.
Now folding together the integral and the µ-sum, we obtain
I2 =
∑
τ∈ZΓΓN (ab
2,c)\Γ(a→ab2)/ΓN (a,c)
[τ ]/∈B(F∞)
∫
Z(F∞)\GL2(F∞)
f1(g)f2([τ ]g)dg.
Let [τ ] = n1,[τ ]wa[τ ]n2,[τ ] according to the Bruhat decomposition. Then by (13),
I2 =
∑
τ∈ZΓΓN (ab
2,c)\Γ(a→ab2)/ΓN (a,c)
[τ ]/∈B(F∞)
ψ1(n2,[τ ])ψ2(n1,[τ ]) ·
∫
Z(F∞)\GL2(F∞)
f1(g)f2(wa[τ ]g)dg
=
∑
τ∈ZΓΓN (ab
2,c)\Γ(a→ab2)/ΓN (a,c)
[τ ]/∈B(F∞)
ψ1(n2,[τ ])ψ2(n1,[τ ])
·
∫
N(F∞)Z(F∞)\GL2(F∞)
f1(g)
∫
N(F∞)
ψ1(n)f2(wa[τ ]ng)dndg.
By Lemma 4,
n2,[τ ] =
(
1 dc−1
1
)
, n1,[τ ] =
(
1 ac−1
1
)
.
Putting everything together and using again [12, Lemma 14] for the explicit description of Γ(a → ab2)
(keeping in mind that our normalization differs a little), we obtain
I = const.∆(α, α′[b]−2)N (a−1)
∫
N(F∞)Z(F∞)\GL2(F∞)
f1(g)f2
((
[b]−1ǫ0
[b]
)
g
)
dg
+ const.
∑
c∈abc,ǫ∈o×/o2×
KS(ǫα, a−1d−1;α′, a−1b−2d−1; c, a−1b−1d−1)
·
∫
N(F∞)Z(F∞)\GL2(F∞)
f1(g)
∫
N(F∞)
ψ1(n)f2
(
w
(
1
ǫc−2
)
ng
)
dndg.
(16)
Now in case of r = 0, we may move to the limit ν = 1 by analytic continuation: the LHS made sense
for ν = 1 even in the beginning; while each integral on the RHS is absolutely convergent even for ν = 1
(see the Appendix, and also the forthcoming computation on the Jacquet transform of f2, from which
the needed magnitude will be trivial).
5.2 Spectral description
On the other hand, we decompose spectrally the inner product. With this aim in mind, take an or-
thonormal system BFS in the cuspidal spectrum, which consists of pure weight forms f and moreover
assume that Z(A) acts on each element f ∈ BFS via multiplication by some class group character ωf
(BFS is larger than B introduced in Section 3.4, see 4.1). Observe that if K(c) acts nontrivially on some
f ∈ BFS, then f is orthogonal to our Poincare´ series. Therefore from now on, we can restrict the cuspidal
summation to BFS(c). We have
〈π−1b P2, P1〉 =
∑
f∈BFS(c)
〈P1, f〉〈π−1b P2, f〉+
∫ ∞
0
⊕
χ=|·|iy on Fdiag
∞,+
〈prVχP1, prVχπ−1b P2〉Vχd×y.
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Here prVχ denotes the χ-part of the spectral decomposition, see [7]. The discussion of the contribution
of the continuous spectrum CSC is analogous to the discrete spectrum which we present below. We note
that the contribution of discrete but non-cuspidal representations is zero (this can be easily seen from
their Fourier-Whittaker expansion).
As for the cuspidal part,
〈P1, f〉 = [K(o) : K(c)]−
1
2
∫
Z(F∞)ΓN (a,c)\GL2(F∞)
f1(g)f
a(g)
= [K(o) : K(c)]−
1
2
∫
K
∫
A
f1
((
y
1
)
k
)
y−2ρ
·
∫
ΓN (a,c)\N(F∞)
ψ1(−n)fa
((
1 n
1
)(
y
1
)
k
)
dnd×ydk,
where the quasifactor ρj is defined to be
1
2 deg(F∞,j : R), and the factor [K(o) : K(c)]
− 1
2 is explained in
Lemma 3.
Using the N(F∞)- and K(F∞)-transformation properties and the normalization of Fourier coeffe-
cients, we see
〈P1, f〉 = const. [K(o) : K(c)]−
1
2 λf (αa
−1)
√N (a−1)√N (α)
r∏
j=1
{∫ ∞
0
f1
((
yj
1
))
W(qj)j (|αj |yj)|yj |−1d×yj
OR (−1)εj
∫ ∞
0
f1
((
yj
1
))
W(−qj)j (|αj |yj)|yj |−1d×yj
}
r+s∏
j=r+1
∫ ∞
0
f1
((
yj
1
))
Wj(αjyj)|yj |−2d×yj ,
by the ’OR’ we mean the dependence on the real weight of f , the superscripts (qj) and (−qj) denotes that
we use the Whittaker function corresponding either to weight qj or to weight −qj (recall the observation
at the end of Section 4.3); of course, when summing over BFS, we need both. Again, when r = 0, the
RHS will turn out to make sense for ν = 1, so we can move to the limit (see the Appendix and the
archimedean computations).
Then similarly computing 〈π−1b P2, f〉, we obtain
〈π−1b P2, P1〉 = const. [K(o) : K(c)]−1
N (a−1b−1)√N (αα′) ∑
f∈BFS(c)
ωf (π
−1
b )λf (αa
−1)λf (α′a−1b−2)
r∏
j=1
(∫ ∞
0
f1
((
yj
1
))
W(qj)j (αjyj)|yj |−1d×yj
∫ ∞
0
f2
((
yj
1
))
W(qj)j (α′jyj)|yj|−1d×yj
+
∫ ∞
0
f1
((
yj
1
))
W(−qj)j (αjyj)|yj |−1d×yj
∫ ∞
0
f2
((
yj
1
))
W(−qj)j (α′jyj)|yj |−1d×yj
)
r+s∏
j=r+1
∫ ∞
0
f1
((
yj
1
))
Wj(αjyj)|yj |−2d×yj
∫ ∞
0
f2
((
yj
1
))
Wj(α′jyj)|yj |−2d×yj + CSC.
(17)
6 Archimedean computations
In this section, we compute the local contributions to integrals given in Section 5.1 and Section 5.2 of
functions defined in Section 4.3 and Section 4.4.
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6.1 The real case
We introduce the following notation: for any g, let
g∗ =
(−1
1
)
g
(−1
1
)
.
We start with the evaluation of the geometric side (16). For the small Bruhat cell, we need to
investigate the function
L˜α
′
j
q θ
((
[b]−2j ǫ0j
1
)
g
)
.
In the case of ǫ0j < 0, we can rewrite this as
L˜α
′
j
q θ
((
[b]−2j |ǫ0j |
1
)
g∗
(−1
1
))
= L˜−α
′
j
q θ
((
[b]−2j |ǫ0j |
1
)
g∗
)
.
This is of weight −q. Assuming q 6= 0, we see that integrating this against L˜αjq on N(R)Z(R)\GL2(R),
we obtain 0. So this term vanishes unless ǫ0j > 0 (under the condition q 6= 0). If ǫ0j > 0, we have
L˜α
′
j
q θ
((
[b]−2j ǫ0j
1
)
g
)
= L˜αjq θ(g).
Now we may apply [3, Corollary 3.6] by noting
〈L˜αq θ, L˜αq η〉N(R)Z(R)\GL2(R) = 〈L˜αq θ, L˜αq η〉N(R)\Z(R)GL2(R)+ + 〈L˜−αq θ, L˜−αq η〉N(R)\Z(R)GL2(R)+ , (18)
where GL+2 (R) stands for the elements of GL2(R) with positive determinant. We obtain
〈L˜αjq θ, L˜αjq η〉N(R)Z(R)\GL2(R) = const.|αj |
∫ i∞
0
θ(ν)η(ν)
∑
±
∣∣∣∣∣∣
Γ
(
1
2 + ν ± sign(αj)q2
)
Γ(2ν)
∣∣∣∣∣∣
2
dν
2πi
+
∑
1<b≤|sign(αj)q|
θ
(
b− 1
2
)
η
(
b− 1
2
)∑
±
b− 1(
±sign(αj)q−b
2
)
!
(
±sign(αj)q+b−2
2
)
!
 .
(19)
By the further notation
λ(ν, q) =
∑
±
1
Γ
(
1
2 − ν ± sign(αj)q2
)
Γ
(
1
2 + ν ±
sign(α′
j
)q
2
) ,
this equals
const.|αj |
(∫ i∞
0
η(ν)θ(ν)λ(ν, q)(−4πν) tan(πν) dν
2πi
+
∑
1<b≤|sign(αj)q|
η
(
b− 1
2
)
θ
(
b− 1
2
)
λ
(
b− 1
2
, q
) .
On the large Bruhat cell, we need to compute∫ ∞
−∞
e−2πiαjxL˜α
′
j
q θ
((
1
−1
)(
1
c−2j ǫj
)(
1 x
1
)
g
)
dx.
Again, if ǫj < 0, then∫
N(R)Z(R)\GL2(R)
(L˜αq η)(g)
∫ ∞
−∞
e−2πiαjxL˜α
′
j
q θ
((
1
−1
)(
1
c−2j ǫj
)(
1 x
1
)
g
)
dxdg =∫
Z(R)\GL2(R)
(L˜αjq η)(g)L˜α
′
j
q θ
((
1
−1
)(
1
c−2j ǫj
)
g
)
dg = 0,
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as we integrate a weight q function against a weight −q function like before (assuming again q 6= 0). So
we may assume ǫj > 0. If det g > 0, by [3, Theorem 3.8, (3.34-35)], we obtain that this integral equals∫ ∞
−∞
e−2πiαjxL˜α
′
j
q θ
((
1
−1
)(
1
c−2j ǫj
)(
1 x
1
)
g
)
dx = L˜αjq θ˜(g)
with
θ˜(ν) = θ(ν)
1
2|αj |
Γ
(
1
2 + ν +
sign(αj)q
2
)
Γ
(
1
2 + ν +
sign(α′
j
)q
2
)Bν
(
4π
|αjα′jǫj|
1
2
|cj |
)
|αjα′jǫj |
1
2
|cj |
with B defined in 3.3. The holomorphy condition of [3, Theorem 3.8] is satisfied by our condition
sign(αj) = sign(α
′
j). The case det g < 0 can be reduced as before (use (18) again). By (19), up to some
constant, the contribution of the large cell is
|αjα′jǫj |
1
2
|cj |
(∫ i∞
0
η(ν)θ(ν)λ(ν, q)(−4πν) tan(πν)Bν
(
4π
|αjα′jǫj|
1
2
|cj |
)
dν
2πi
+
∑
1<b≤sign(αj)q
η
(
b− 1
2
)
θ
(
b− 1
2
)
λ
(
b− 1
2
, q
)
B b−1
2
(
4π
|αjα′jǫj|
1
2
|cj |
) . (20)
On the spectral side (17), we need to integrate our building block against our normalized Whittaker
function. Using [3, Corollary 3.5],∫ ∞
0
L˜αjq η(y)Wj(αjy)|y|−1d×y =
const.|αj |η(ν) −i
sign(αj)
q
2
{Γ(1/2− νj + sign(αj)qj/2)Γ(1/2 + νj + sign(αj)qj/2)}1/2 .
As the inner product of such two, at a real place in (17) we obtain∫ ∞
0
L˜αjq η(y)W(q)j (αjy)|y|−1d×y
∫ ∞
0
L˜α
′
j
q θ(y)W(q)j (α′jy)|y|−1d×y
+
∫ ∞
0
L˜αjq η(y)W(−q)j (αjy)|y|−1d×y
∫ ∞
0
L˜αjq θ(y)W(−qj)j (α′jy)|y|−1d×y =
const.|αjα′j |η(ν)θ(ν)λ(ν, q).
(21)
6.2 The complex case
We execute the complex analog of the above procedure. On the small cell, in our normalization [11,
display between (10.22-23)] gives
L˜α
′
j
l,qθ
((
[b]−2j ǫ0j
1
)
g
)
= L˜αjl,qθ(g).
We have to integrate this against L˜αjl,qη. Using [11, Lemma 9.1.5],
〈L˜αjl,qθ, L˜αjl,qη〉N\G = const.|αj |2
∑
|p|≤l
∫
(0)
η(ν, p)θ(ν, p)Γ(l + 1− ν)Γ(l + 1 + ν) sin
2 π(ν − p)
p2 − ν2 ν
2ǫ(p)dν
with ǫ(0) = 1, ǫ(p) = −1 for p ∈ Z \ {0}. Introducing
λl(ν, p) = Γ(l + 1− ν)Γ(l + 1 + ν) sin
2 π(ν − p)
(p2 − ν2)2 ν
2ǫ(p),
we get
〈L˜αjl,qθ, L˜αjl,qη〉N\G = const.|αj |2
∑
|p|≤l
∫
(0)
η(ν, p)θ(ν, p)λl(ν, p)(p
2 − ν2)dν. (22)
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Note that λl(ν, p) is nonzero, if l is large enough.
On the large Bruhat cell, the corresponding integral is∫
C
e−2πiαj(x+x)L˜α
′
j
l,qθ
((
1
−1
)(
1
c−2j ǫj
)(
1 x
1
)
g
)
dx.
Now using [11, Lemma 9.1.8], we obtain
const.
∣∣∣∣∣α′jǫjαjc2j
∣∣∣∣∣ L˜αjl,q
(
Bν,p
(
4π
(αjα
′
jǫj)
1
2
cj
)
θ(ν, p)
)
(g),
where
Bν,p(z) = 1
sinπ(ν − p){|z/2|
−2ν(iz/|z|)2pJ ∗−ν,−p(z)− |z/2|2ν(iz/|z|)−2pJ ∗ν,p(z)},
with J ∗ defined in Lemma 1. Now by (22),
const.
∣∣∣∣∣αjα′jǫjc2j
∣∣∣∣∣ ∑
|p|≤l
∫
(0)
η(ν, p)θ(ν, p)λl(ν, p)B(ν,p)
(
4π
(αjα
′
jǫj)
1
2
cj
)
(p2 − ν2)dν. (23)
We are left to work with the spectral side. To deliver the computation at a complex place of (17),
we use [11, (10.4-7)], obtaining∫ ∞
0
L˜αjl,qη
((
y
1
))
Wj(αjy)|y|−2d×y =
const.|αj |2ipΓ(l + 1− ν) sinπ(ν − p)
ν2 − p2 ν
ε(p)η(−ν, p)
√∣∣∣∣Γ(l + 1 + ν)Γ(l + 1− ν)
∣∣∣∣.
Note that the last factor is 1, unless we are in the complementary series and in this case, p = 0. Now
taking the inner product of such two, we obtain∫ ∞
0
L˜αjl,qη(y)Wj(αjy)|y|−2d×y
∫ ∞
0
L˜α
′
j
l,qθ(y)Wj(α′jy)|y|−2d×y =
= const.|αjα′j |2η(ν, p)θ(ν, p)λl(ν, p).
(24)
Observe the similar behaviour of the real and the complex case, even the factors coming from α, α′ are
the same by noting that for the complex modulus | · |C, |z|C = |z|2. Of course, the applied integral
transforms and hence the integral kernels in the final formulas show some difference.
We see that we computed all integrals converge here as we promised in Section 5.1 and Section 5.2.
7 Derivation of the sum formula
7.1 Preliminary sum formulas
In this section we state some preliminary versions of the sum formula.
Lemma 5. With the above notation, assuming that αα′ is totally positive,
[K(o) : K(c)]
−1
∑
f∈BFS(c)
ωf (π
−1
b )(ηθλ)λf (αa
−1)λf (α′a−1b−2) + CSC =
const.∆(α, α′[b]−2)
∫
(ηθλ)dµ+
const.
∑
c∈abc
∑
ǫ∈o×
+
/o2×
KS(ǫα, a−1d−1;α′, a−1b−2d−1; c, a−1b−1d−1)
N (ca−1b−1)
∫
B(ν,p)
(
|αα′ǫ| 12
c
)
(ηθλ)dµ.
(25)
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Proof. Immediate from (16), (17), (19), (20), (21), (22), (23) and (24).
In an actual application, some ideals a−1, a′−1 are given. If there is some ideal b such that a′−1
equals a−1b−2 up to a totally positive principal ideal, that is, aa′−1 is a square in the narrow class group,
then adjusting α′ in (25), we obtain a formula including λf (αa
−1)λf (α′a′−1). Denote by C a fixed set
of narrow class representatives m for which m2aa′−1 is a principal ideal generated by a totally positive
element γm, fixed once for all, and let C
′ be a set of representatives for the rest of ideals.
Lemma 6. For all m ∈ C and α ∈ ad−1, α ∈ a′d−1 such that αα′ is totally positive, we have
[K(o) : K(c)]−1
∑
f∈BFS(c)
ωf (π
−1
m )(ηθλ)λf (αa
−1)λf (α′a′−1) + CSC =
const.∆(αa−1, α′a′−1)
∫
(ηθλ)dµ+
const.
∑
c∈amc
∑
ǫ∈o×
+
/o2×
KS(ǫα, a−1d−1;α′γm, a
′−1d−1; c, a−1m−1d−1)
N (ca−1m−1)
∫
B(ν,p)
(
|αα′γmǫ| 12
c
)
(ηθλ)dµ.
(26)
Observe that ∑
f∈BFS(c)
ωf (π
−1
m )(ηθλ)λf (αa
−1)λf (α′a′−1)
is independent of the choice of the basis BFS(c). Indeed, λf depends linearly on f , which shows that
under orthogonal transformations, the sum is invariant. Note that BFS(c) is the disjoint union of the
bases of subspaces corresponding to fixed archimedean parameters (q, (l, q), ν, p): we apply an orthogonal
transformation inside in each such subspace (of fixed archimedean parameters), leaving the factor ηθλ
invariant. In particular, this holds for the orthonormal basis BFS(c)⊗χ = {f ⊗χ : f ∈ BFS(c)}, where χ
is a character of the narrow class group. This is indeed a basis, since the central character is multiplied by
χ2, which is trivial on the archimedean ideles. Also note that the archimedean parameters (q, (l, q), ν, p)
are invariant under these twists.
Lemma 7 ([9]). Let m be a narrow class representative from either C or C′. Denote by Ξ the dual of
the narrow class group. Assume α ∈ ad−1, α′ ∈ a′d−1 such that αα′ is totally positive. Then∑
f∈BFS(c)
ωf (π
−1
m )(ηθλ)λf (αa
−1)λf (α′a′−1) =
1
|Ξ|
∑
χ∈Ξ
∑
f∈BFS(c)
ωf⊗χ(π
−1
m )(ηθλ)λf⊗χ(αa
−1)λf⊗χ(α′a′−1).
(27)
The analogous identity holds for CSC. Moreover, if m ∈ C′, the sum is 0 (and so is CSC).
Proof. If f ∈ BFS(c), then for χ ∈ Ξ, λf⊗χ(b) = χ(b)λf (b) holds for the Fourier coefficients. Combining
this with the above observations, (27) is clear. Now
1
|Ξ|
∑
χ∈Ξ
∑
f∈BFS(c)
ωf⊗χ(π
−1
m )(ηθλ)λf⊗χ(αa
−1)λf⊗χ(α′a′−1) =
1
|Ξ|
∑
f∈BFS(c)
ωf (π
−1
m )(ηθλ)λf (αa
−1)λf (α′a′−1)
∑
χ∈Ξ
χ(m−2a−1a′).
By definition, the inner sum is |Ξ| if m ∈ C, and 0 if m ∈ C′.
The same argument works for CSC.
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Lemma 8. We have the preliminary sum formula
[K(o) : K(c)]
−1
∑
f∈B(c)
(ηθλ)λf (αa
−1)λf (α′a′−1) + CSC =
const.∆(αa−1, α′a′−1)
∫
(ηθλ)dµ+
const.
∑
m∈C
∑
c∈amc
∑
ǫ∈o×
+
/o2×
KS(ǫα, a−1d−1;α′γm, a
′−1d−1; c, a−1m−1d−1)
N (ca−1m−1)
∫
B(ν,p)
(
|αα′γmǫ| 12
c
)
(ηθλ)dµ.
(28)
Proof. Using that B(c) consists of those elements of BFS(c) on which Z(A) acts trivially, we can rewrite
the LHS as
[K(o) : K(c)]−1
1
|C ∪ C′|
∑
m∈C∪C′
∑
f∈BFS(c)
ωf (π
−1
m )(ηθλ)λf (αa
−1)λf (α′a′−1) + CSC.
Now the contribution of m ∈ C is given in (26), while the contribution of m ∈ C′ is 0 by Lemma 7. Note
that |C| does not depend on a, a′, since C is a coset of the squares in the narrow class group.
7.2 Extension of the preliminary sum formula
Now we are in the position to prove our theorem. Observe that (28) resembles (11), except for the weight
function, which is a triple product ηθλ of functions in the preliminary sum formula, and a single function
in the Kuznetsov formula.
Proof of Theorem 1. First choose qj > max(2, aj) at real, min(lj , qj) > max(2, aj) at complex places.
Choose moreover a small δ > 0. Then let η(ν, p) = eδν
2
on ℜν ≤ 2/3 and in the discrete series at real
places, let η(ν) = 1, if ν ∈ 1/2 + Z and 3/2 ≤ |ν| ≤ aj.
By the assumption lj > 2, we see that λj 6= 0 at complex places. At real places, we claim that
λ(ν) =
∑
±
1
Γ
(
1
2 − ν ± q2
)
Γ
(
1
2 + ν ± q2
) 6= 0
on the domain
D = {ν ∈ C : ℜν = 0} ∪
(
−1
2
,
1
2
)
∪
{
ν ∈ 1
2
+ Z : |ν| ≤ q − 1
2
}
.
Indeed, for ℑν = 0, 3/2 ≤ q/2 + 1/2 ∈ 1/2 + Z. This shows that Γ(1/2 + q/2 + ν),Γ(1/2 + q/2 − ν)
are both positive, so the term ’+q/2’ gives a positive number. Similarly, it is easy to see that in the
term ’−q/2’, Γ(1/2 − q/2 + ν),Γ(1/2 − q/2 − ν) are either of the same sign or both show a pole (for
ν ∈ 1/2 + Z). In any case, they give a non-negative contribution. For ℜν = 0, the positivity is clear, as
there are complex norms in the denominators.
Now let 0 < ǫ < 1/2. At real places, we construct functions λǫ(ν) which are holomorphic and
non-vanishing on the domain |ℜν| ≤ (q − 1)/2 with the further properties
(i) λ(ν)/λǫ(ν) is close to 1 (in terms of ǫ), if ν ∈ D;
(ii) λǫ(ν) has polynomial growth along vertical lines.
For example
λǫ(ν) =
λ(ν)
(ν −A1) · . . . · (ν −Au)Bǫ(ν)
is such a function, where Ai’s are the zeros of λ with multiplicity (there are finitely many of them) and
Bǫ is a holomorphic function with values in the ǫ-neighborhood of 1 on the domain |ℜν| ≤ (q − 1)/2.
Indeed, holomorphy and non-vanishing are clear. Moreover, since Ai /∈ D for all i, and D is closed, (i)
is also guaranteed. Finally, (ii) follows from the polynomial growth of Γ along vertical lines.
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At complex places, let λǫ = λ.
We have already given η. Let θ(ν, p) = h(ν, p)e−δν
2
/λǫ(ν, p). By construction, this can be chosen to
be a test function, if δ is small enough (independently of ǫ).
Now the triple product gives h(ν, p)(λ(ν, p)/λǫ(ν, p)). Here, the second factor is close to 1 (in terms
of ǫ) on the domain we should integrate it, by the construction of λǫ. Let ǫ → 0, then we obtain
the statement by dominated convergence: 2h(ν, p) is an integrable majorant, integrability follows from
standard bounds on J-Bessel functions in the real case and from the bound [11, Lemma 9.1.7] on B(ν,p)
in the complex case.
A Convergence of Poincare´ series
Earlier we put aside the convergence issue in Section 4. Now we return to this question. There is a
technical difficulty, which does not arise if F has at least one real archimedean embedding. We start
with this case, then turn to the harder one, when all the archimedean places are complex.
A.1 Case 1: F has at least one real embedding (r ≥ 1)
We start with a lemma from [2].
Lemma 9. Let a, b ∈ R, a+ b > 0. Assume f is a function on (R×)r × (C×)s satisfying
f(y)≪
r+s∏
j=1
min(|yj |a deg[Fj :R], |yj|−b deg[Fj :R]).
Then ∑
ǫ∈o×
f(ǫy)≪ (1 + | log |y||r+s−1)min(|y|a, |y|−b).
Proof. See [2, Lemma 8.1].
We focus on P1, the proof is the same for P2. We have the local bounds:
• for j ≤ r, by [3, (3.11)],
(L˜αq η)
((
1 x
1
)(
y
1
)(
cos θ sin θ
− sin θ cos θ
)(±1
1
))
≪ min(y 12+σ, y 12−σ),
• while for j > r, by [11, (9.18)],
L˜αl,q
((
1 x
1
)(
y
1
)(
β γ
−γ β
))
≪
{
y1+t as y → 0 for all t ∈ (0, 1),
y−k as y →∞ for all k ≥ 1.
Of course, the implied constants depend on the function η and in the complex case, on the chosen
numbers t, k. Now in the definition (14) of P1, we may focus on the component P
a
1 . Rewrite it as
P a1 (g) =
∑
γ∈ZΓΓN (a,c)\Γ(a,c)
f1(γg) =
∑
γ′∈Γ∞(a,c)\Γ(a,c)
∑
γ∈ZΓΓN (a,c)\Γ∞(a,c)
f1(γγ
′g) =
∑
γ′∈Γ∞(a,c)\Γ(a,c)
h(γ′g),
where
h(g) =
∑
γ∈ZΓΓN (a,c)\Γ∞(a,c)
f1(γg),
and Γ∞ stands for the upper triangular subgroup of Γ. Now observe the coset space ZΓΓN (a, c)\Γ∞(a, c)
is covered by the set {(
(±)rǫ
ǫ−1
)
: ǫ ∈ o×
}
,
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where by (±)r, we mean that at each real place there can be some sign. This (±)r results only a finite,
2r term summation and apart from this, our summation is over the units. Hence Lemma 9 applies and
gives
h(g)≪
{ |y|a−ǫ (|y| → 0),
|y|−b+ǫ (|y| → ∞),
where y is the height of g (the diagonal factor in the Iwasawa decomposition: the quotient of the upper-
left and the lower-right entry), a is the product of 1/2 + σ’s at the real places and (1 + t)/2’s at the
complex places and b is the product of σ − 1/2’s and k/2’s. We can easily guarantee a > 1 and b > 0,
and for a small ǫ > 0, a− ǫ > 1. Now∑
γ′∈Γ∞(a,c)\Γ(a,c)
h(γ′g)≪
∑
γ′∈Γ∞(a,c)\Γ(a,c)
|y(γ′g)|a−ǫ,
where y(γ′g) means the height of γ′g. On the RHS, we see an Eisenstein series, which is absolutely
convergent (as a − ǫ > 0). Moreover, on the LHS, the contribution of the upper-triangular element is
bounded (as b > 0), so the resulting function is also bounded, hence square-integrable. (See [3, Lemma
2.4] and [2, p.648].)
A.2 Case 2: F has no real embedding (r = 0)
If all the places are complex, we cannot give a similar argument, as the inverse Lebedev transform L˜αl,qη
does not tend to 0 fast enough as the height goes to 0.
In this case we have a little technical simplification, as PSL2(C) = PGL2(C), so we can assume that
all occuring complex matrices have determinant 1.
To solve our problem, we follow the argument of Bruggeman and Motohashi [4, Section 9]. We will
also refer to the thesis of Lokvenec-Guleska [11].
Let
B(η) = 2πl · l!η(0, 1)|α|2√2l+ 1
(
2l
l − 1
)− 1
2
(
2l
l − q
) 1
2
.
Then [4, (7.14-15)], [11, (9.16-17)] can be written as
(L˜αl,qη)(g) = B(η)Mαϕl,q(1, 0)(g) +O(|y|(1+σ)/2), (29)
where y is the height of g. Note that σ > 1, and here we indicated the function ϕ and its weight and
spectral data, the latter evaluated at (1, 0) and we may assume that l > 0 (if l = 0, then this gives 0,
and we have the needed order of magnitude).
Use
∏
Mα as the building block (where we dropped j from
∏
j), and let (see [4, (9.1)])
P
∏
Mαϕl,q(ν, p)(g) =
∑
γ∈ZΓΓN (a,c)\Γ(a,c)
∏
Mαϕl,q(ν, p)(γg).
This is absolutely convergent for ℜν > 1 (see [11, (4.54)], then an Eisenstein series again majorizes our
sum). Note that when ν is a vector in Cs, by ℜν > 1 we mean ℜνj > 1 for all j. In order to keep
notations as simple as it is possible, we will use this abbreviation from now on, not only for ν, but for
p, l, q as well.
Now take any building block f which is a pure tensor, and follow [4, (5.1-6)]. Using the Bruhat
decomposition, the Poincare´ series Pf can be written formally as
Pf(g) =
∑
ǫ∈o×/o2×
f
((
ǫ
ǫ−1
)
g
)
+
∑
06=c∈ac
∑
d
∑
ω∈(ad)−1
f
((
1 d′c−1
1
)(
1
−1
)(
c
c−1
)(
1 dc−1 + ω
1
)
g
)
,
20
where d′ is the element modulo (ad)−1c such that dd′ ≡ 1 modulo (ad)−1c and we sum over those d’s
for which such a d′ ∈ o exists, that is, d generates o/(ad)−1c as an o-module. Now applying Poisson
summation, we see the ω-sum can be rewritten as
N (ad)
∑
ω∈ad
ψ∞(dω/c)
∫
F∞
ψ∞(ωx)
−1f
((
1 d′c−1
1
)(
1
−1
)(
c
c−1
)(
1 x
1
)
g
)
dx.
Now assume that for some ω′ ∈ a−3d−1,
f(n(x)g) = ψ∞(ω
′x)f(g).
Therefore we obtain
Pf(g) =
∑
ǫ∈o×/o2×
f
((
ǫ
ǫ−1
)
g
)
+
∑
ω∈ad
∑
06=c∈ac
KS(ω, a−1d2;ω′, a3; c, ad)Jω
(
f
((
1/c
c
)
g
))
,
noting that by Jω , we mean the product of the local integrals (we have chosen f to be a pure tensor).
If ω, ω′, a are all fixed and only c varies, Weil’s bound (see [12, (13)]) gives
KS(ω, a−1d2;ω′, a3; c, ad)≪ |c| 12+ǫ. (30)
Now specializing the above to
∏
Mα, α taking the place of ω
′, we see (still for ℜν > 1)
P
∏
Mαϕl,q(ν, p)(g) =
∑
ǫ∈o×/o2×
∏
Mαϕl,q(ν, p)
((
ǫ
ǫ−1
)
g
)
+
∑
06=c∈ac
KS(0, a−1d2;α, a3; c, ad)J0
(∏
Mαϕl,q(ν, p)
((
1/c
c
)
g
))
+
∑
06=ω∈ad
∑
06=c∈ac
KS(ω, a−1d2;α, a3; c, ad)Jω
(∏
Mαϕl,q(ν, p)
((
1/c
c
)
g
))
.
(31)
Here, the first term analytically continues to ν ∈ Cs. In the second term, we apply Lemma 1 together
with (30), this continues to ℜν > 0. In the last term, apply Lemma 1 again, together with the explicit
form of Jω, this gives∑
06=ω∈ad
Jωϕl,q(ν, p)(g)
∑
06=c∈ac
1
|c|
(
c
|c|
)p
KS(ω, a−1d2;α, a3; c, ad)J ∗ν,p
(
4π
c
√
αω
)
.
Here, the inner sum continues analytically to ℜν > 1/2 by (30). The resulting function is of polyno-
mial order in ω, so the ω-sum gives an analytic function (as the K-Bessel function appearing in J has
exponential decay at infinity).
We need one more complement: it may happen that α /∈ a−3d−1, but this can be easily handled by
taking larger (but fixed) fractional ideals.
Now P
∏
Mα is a well-defined Poincare´ series, however, it fails to be square-integrable. Fix some
0 < A ∈ R. Let ρ be a funcion on Rs+ such that it is smooth, ρ(y) = 1 if |y| ≤ A, and ρ(y) = 0 if
|y| ≥ A + 1. This extends to SL2(C) via the Iwasawa decomposition na(y)k by making it independent
of n and k.
Let
∏
M′α(g) = ρ(g)
∏
Mα(g), then we have, for ℜν > 1/2,
P
∏
M′α(g) = P
∏
Mα(g) + (ρ(y)− 1)
∑
ǫ∈o×/o2×
∏
Mαϕl,q(ν, p)
((
ǫ
ǫ−1
)
g
)
,
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if A is large enough, y = y(g) stands for the height of g = na(y)k. Now observe that as |y| → ∞, the
magnitude of P
∏
M′α is determined by the second line of (31) and it is ≪ |y|1−ℜν , so it is bounded
according to Lemma 1 at ν = 1, p = 0.
Now returning to (29), define Eη via
(L˜αl,qη)(g) = B(η)M′αϕl,q(1, 0)(g) + Eη(g).
On the product this gives∏
(L˜αl,qη)(g) =
∑
S⊆{1,...,s}
∏
{1,...,s}\S
B(η)M′αϕl,q(1, 0)(g)
∏
S
Eη(g),
where
∏
S means
∏
j∈S . Now define
P
∏
(L˜αl,qη)(g) = P
∏
M′αϕl,q(1, 0)(g) + P
∑
∅6=S⊆{1,...,s}
 ∏
{1,...,s}\S
B(η)M′αϕl,q(1, 0)
∏
S
Eη
 (g). (32)
By our construction, Eη(g) ≪ |y|1+ǫ for some ǫ > 0 as |y| → 0, and Eη(g) ≪ |y|−k for all k ∈ N as
|y| → ∞. Hence the second Poincare´ series on the RHS is absolutely convergent and gives a bounded
function (the argument of the previous section goes through). This, together with the boundedness of
P
∏
M′ at ν = 1, p = 0, gives that defining our Poincare´ series this way, it is bounded, hence square-
integrable.
Altogether, in case of r = 0, we use (32) as the definition of the Poincare´ series, where the first term
P
∏
M′ϕl,q(1, 0) is understood via analytic continuation as explained above:
P
∏
M′ϕl,q(1, 0) = lim
ν→1+
P
∏
M′ϕl,q(ν, 0), (33)
where inside the limit, there is an absolutely convergent Poincare´ series for all ℜν > 1. Finally, we also
record what we obtain from (32), (33):
P
∏
(L˜αl,qη)(g) = lim
ν→1+
P
∏
M′αϕl,q(ν, 0)(g) + P
∑
∅6=S⊆{1,...,s}
 ∏
{1,...,s}\S
B(η)M′αϕl,q(1, 0)
∏
S
Eη
 (g).
(34)
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