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DISTRIBUTION OF LINEAR STATISTICS OF SINGULAR VALUES OF THE PRODUCT OF RANDOM MATRICES
F. GÖTZE, A. NAUMOV, AND A. TIKHOMIROV Abstract. In this paper we consider the product of two independent random matrices X (1) and X (2) . Assume that X 
X
(1) X (2) . We prove the central limit theorem for linear statistics of the squared singular values s One of the main questions studied in Random Matrix Theory (RMT) is the asymptotic analysis of spectra of random matrices when the dimension goes to infinity. For example it is well known since the pioneering work of Wigner [21] that the empirical spectral distribution function weakly converges to the semicircle law. Another well known case is the sample covariance matrices W = XX T , where X is a matrix with independent entries, which was first studied in [16] by Marchenko and Pastur. The distribution of singular values of products of random matrices with independent entries has been intensively studied, see for example [4] , [3] and [1] .
All these results may be regarded as laws of large numbers for linear eigenvalue statistics. Thus fluctuations of such linear statistics of eigenvalues around its mean are of interest. There is a vast literature on this question. We mention the results of Jonsson [14] , Bai and Silverstain [7] Sinai and Soshnikov [18] , Anderson and Zeitouni [5] , Lytova and Pastur [15] where the central limit theorem was proved. The aim of this paper is to investigate the case of singular values of products of random matrices with independent entries. It will be shown that in this case the central limit theorem holds as well and the limiting variance can be explicitly determined.
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Introduction
For any m, n ≥ 1 we consider a family of independent real random variables X (q) j,k , 1 ≤ j, k ≤ n, q = 1, ..., m, defined on some probability space (Ω, F, P).
Assume that the following conditions (C0) are fulfilled: a) X The random variables X (q) jk may depend on n, but for simplicity we shall not make this explicit in our notations.
We introduce m independent random matrices X (q) , q = 1, ..., m, as follows
Denote by s 2 1 , ..., s 2 n the eigenvalues of the matrix WW T , where W := m q=1 X (q) and define the empirical spectral measure by
Here and in what follows I{B} denotes the indicator of the event B.
A fundamental problem in the theory of random matrices is to determine the limiting distribution of F n as the size of the random matrix tends to infinity. It was shown by N. Alexeev, F. Götze and A. Tikhomirov in [3] that there exists a function G m (x) such that In [17] the density function P m (x) which satisfy The result (1.1) was proved under more general conditions then (C0), it was assumed that the random variables may be non-identically distributed and satisfy the Lindeberg type condition on the second moments, see for detail [3] . Under conditions (C0) the result (1.1) may be generalized and it can be shown that F n weakly converges to G m in probability. The latter may be rewritten in the following way
which is valid for all continuous and bounded real functions f (λ). We may interpret (1.2) as the law of large numbers. The natural question is to investigate a fluctuation of linear statistic
around its mean.
1.1. Main result. Let f (λ) be a smooth function with the Fourier transform given byf
We assume that f (λ) satisfies the following condition
and throughout this paper we will denote
We will concentrate on the case of two random matrices, m = 2 and prove the following theorem which is the main result of this paper Theorem 1.1. Let m = 2. Under conditions (C0)and (1.3) the statistic
weakly converges to a Gaussian random variable G with zero mean and variance given by
where
is the symmetrized FussCatalan density, and a = √ K 2 .
Remark. Obviously the result of Theorem 1.1 depends on the distribution of X (q) ij , 1 ≤ j, k ≤ n, q = 1, 2 in terms of the fourth cumulant rather than the second moment only. This means that the limiting behavior is not universal in the usual sense, a fact which typical for the central limit theorems of linear eigenvalue statistics.
Remark. The result of Theorem 1.1 may be extended on the case when X (q) ij , 1 ≤ j, k ≤ n, q = 1, 2 are non-identically distributed. Then one has to impose additional assumptions, for example Lindebreg's condition on the tails of fourth moments of X (q) jk , see Section 3 for details. Remark. The case m > 2 is much more difficult to analyze. One may derive a formula for Y (x, t) (see the definition below). But it is not yet clear whether this expression is positive, due to the fact that the formula for P m (x), m > 3 is rather complicated. We plan to study this case in a subsequent paper .
1.2. Structure of the paper. We divide the proof of Theorem 1.1 into two parts. In the section 2 we consider the Gaussian case and derive an analogue of Theorem 1.1. Our method will be based on the result of Lytova and Pastur [15] and Tikhomirov [19] , [20] . In the section 3 we investigate the difference between the general case and the Gaussian case. Here we will use the methods of Bentkus, see [8] and Tikhomirov, see [19] , [20] . All auxiliary facts about Fuss-Catalan distribution, unitary matrix decomposition and its derivatives are collected in Appendix A-D.
1.3.
History. There are many papers on the CLT for linear eigenvalue statistics of random matrices. We mention the results of Jonsson [14] , Bai and Silverstain [7] Sinai and Soshnikov [18] , Anderson and Zeitouni [5] , Lytova and Pastur [15] . In our setting the result for m = 1 was derived by Lytova and Pastur in [15] . We will use their ideas in the proof of Theorem 1.1. One may also find a lot of information about the CLT for linear eigenvalues statistics in the book of Bai and Silverstein [6] .
For product of complex Ginibre matrices the central limit theorem was derived by Breuer and Duits in [10] . It is known that in the complex Ginibre case the squares of singular values of W form a determinantal point process and the joint density function is a bi-orthogonal ensemble, see [2] .
1.4.
Notations. In what follows we will use the following notations. Denote by ||A||, ||A|| 2 the operator and Hilbert-Schmidt norms of A respectively. As usual Tr A = n i=1 A ii . We assume that all random variables are defined on a common probability space (Ω, F, P). By Var(ξ) we mean E ξ 2 − (E ξ) 2 , where E is the mathematical expectation with respect to P. By C and c we denote some constants which do not depend on n. As mentioned before we introduce the symmetrized version of f , i.e.
By * we denote the convolution operation, i.e. f * g(t) = t 0 f (s)g(t − s) ds.
The Gaussian case
In this section we consider the special case when X (q) jk , 1 ≤ j, k ≤ n, q = 1, 2 has the Gaussian distribution. We change our notations of matrices and denote by Y (q) , q = 1, 2 the matrix X (q) with X (q) jk replaced by the Gaussian random variables. The main result of this section is the following theorem.
jk } n j,k=1 , q = 1, 2, be independent random matrices such that the random variables Y (q) jk , j, k = 1, ..., n, q = 1, 2, satisfy the conditions (C0). Then the statistic
weakly converges to the Gaussian random variable G with zero mean and variance given by
where p 1 (λ) = πp(λ), p(λ) = |λ|P 2 (λ 2 ) is the symmetrized Fuss-Catalan density, and a = √ K 2 2.1. Symmetrization. Before we start to prove Theorem 2.1 we will introduce and prove a simple Lemma. Let ξ 2 be a positive random variable with the distribution function F (x). Define ξ := εξ, where ε denotes a Rademacher random variable with P{ε = ±1} = 1/2 which is independent of ξ. Let F (x) denote the distribution function of ξ. It satisfies the following equation
Lemma 2.2. For any one-sided distribution function F (x) and G(x) we have
where F (x) ( G(x)) denotes the symmetrization of F (x) (G(x) respectively) according to (2.2).
Proof. By (2.2), we have for any x ≥ 0
This implies
Thus Lemma is proved.
We apply this Lemma to the distribution of the squared singular values of the matrix W. Let us denote
Note thatV is a symmetric matrix. The eigenvalues of the matrixV are −s 1 , . . . , −s n , s n , . . . , s 1 . Note that the symmetrization of the distribution function F n (x) is a function F n (x) which is the empirical distribution function of the eigenvalues of the matrixV. According to Lemma 2.2 we get
and (1.2) may be rewritten as follows
It is straightforward to check that the Stieltjes of G(x) satisfies the following equation
To finish our linearization we mention that
This means that we may substitute f (x) by f (x 2 ) and consider its symmetrization f (x). In what follows we will consider symmetrized distribution functions only and omit the symbol " · " in the corresponding notation. In the new notations we will have
2.2. Empirical Poincaré Inequalities. Following [9] we say that a probability measure µ on R d satisfies a Poincaré-type inequality with constant σ 2 if for any bounded smooth function g on R d with gradient ▽g,
where Var(g) = g 2 dµ − ( gdµ) 2 . In this case we write P I(σ 2 ) for short.
Assume that the random variables X 1 , ..., X n have a joint distribution µ on R n , satisfying the Poicare-type inequality (2.6). Given a bounded smooth complexvalued function f on the real line, one may apply (2.6) to
where F n in the empirical measure, defined for observation
we obtain the following statement, see [9] [Proposition 4.3], Statement 2.3. Under P I(σ 2 ), for any smooth F -integrable function f :
We will use the following linearization trick from [11] . Let us consider the matrixV = [
We form the following mn × mn matrix
Then the m-th power of M is a diagonal block matrix, there the first block is equal toV, the second -H (2) H (3) ...H (m) JH (1) and so on. The eigenvalues of M m are the eigenvalues ofV with multiplicity m. We denote the eigenvalues of M by λ 1 , ..., λ mn and their empirical distribution function by G n (λ). Then we have for an even function f
Without loss of generality we assume that λ 1 , ..., λ n are real positive eigenvalues s
n . All other eigenvalues may be derived by a rotation on an angle θ k = kπ m , k = 1, ..., 2m − 1. Let θ 0 = 0. We denote the empirical spectral distribution of e iθ k λ 1 , ..., e iθ k λ n by G n,k . It is easy to see that
The joint distribution P of the collection {Y
jk , j, k = 1, ..., n, q = 1, ..., m} represents a product probability measure on the Euclidian space R N of dimension N = mn 2 , while the joint distribution µ of the spectral values λ 1 , ..., λ n is a probability measure on R n , obtained from P as the image under the map T = P · S, where S is the map from matrices to their eigenvalues and P is the projector on the subspace of the dimension n. We will apply the following Lemma (see [9] [Lemma 7.1] Lemma 2.4. Let µ 1 , ..., µ N be probability measures on R, satisfying P I(σ 2 ). The image of the product measure P = µ 1 ⊗ ... ⊗ µ N under any Lipshitz map T : R N → R n satisfies P I(σ 2 ||T || 2 Lip ), where
and ρ 1 , ρ 2 are metrics in R N and R n respectively.
In our case
jk satisfies P I(σ 2 ) it follows from (2.7) and Statement (2.3) that
2.3. Proof of CLT in the Gaussian case. In this subsection we give the proof of Theorem 2.1.
Proof of Theorem 2.1. Let us denote the characteristic function of
To prove Theorem 2.1 it is sufficient to derive that
where Z(x) is a characteristic function of the Gaussian random variable G with zero mean and variance given by the formula (2.1), i.e.,
One has to show that
similarly to Lytova and Pastur( [15] ) it is sufficient to prove that any converging subsequences {Z n l } and
and show that Var[G] is given by the formula (2.1).
Taking derivative of Z n (x) we get
where we have applied the Fourier inverse formula
We introduce further notations
In these notations we may rewrite Z ′ n (x) as follows
From unitary matrix representation (B.4) it follows that
The following Lemma gives the estimates for the variance of u n (t), its derivative u ′ n (t) with respect to the argument t, and Y n (x, t). Lemma 2.5. Under condition of Theorem 2.1 we have
Proof. The statement of this Lemma for u n (t) and u ′ n (t) follows from (2.8) applied to f (x) = cos(tx) and f (x) = −x sin(tx) respectively. From the CauchySchwarz inequality we conclude that
From Lemma 2.5 we may conclude that
One may see that Y n (x, t) is bounded and equicontinues on any finite set of R 2 . Similarly to Lytova and Pastur it is sufficient to show that any uniformly converging subsequence of {Y n } has the same limit Y , leading to (2.9).
2.4. Product of two random square matrices. Let m = 2. We investigate the quantity Y n (x, t). Applying Duhamel's formula
we will have
Let us consider the term A 1 . Applying E ξf (ξ) = E ξ 2 E f ′ (ξ) valid for Gaussian random variable ξ with zero mean, we get (2.11)
and
Let us denote
In these notations we may write, applying Lemma C.1,
In what follows for simplicity we will not specify the term r n (t), but one should have in mind that r n (t) goes to zero as n goes to infinity. Let us rewrite the difference
From (2.13) the term I 1 may be rewritten as follows
Let us investigate t n (s). We may write
From Lemma B.4 we conclude
It is easy to see that
For the second term we have
It follows that
Since |Y n (x, s)| ≤ C (see Lemma 2.5) and E |u ′ n (s − s 1 )| ≤ n √ n we get
Applying Lemma 2.5 we may write
Changing the limits of integration we get
We investigate now E t 0 n (s)e ixS 0 .
For the first term J 1 we may use (2.14) and get
Repeating the step (2.12) and (2.13) the last relation may be rewritten in the following way
For the second term J 2 we have
Let us consider now the term J 3 . We have
where we have applied the unitary matrix block decomposition (B.4) and used the following fact
which is valid for f (λ) is an even function.
Finally we will have
Changing the limits of integration, applying Lemma 2.5 and E |u n (t)| ≤ n, we get
Finally for the term I 1 we may write the following representation.
It remains to calculate the term I 2 .
where we have used the following observation. First of all we may write
From the representation (B.4) it follows that
where D(s, u) is a diagonal matrix with D jj (s, u) = cos(s j s) cos(s j u), j = 1, ..., n. Sincef (t) is an even function we have
We investigate now the behavior of (2.15)
Applying the same arguments as before
The term T 1 may be expanded in the sum of two terms
For the term T 2 we get
We get the following decomposition for (2.15)
Inserting this equation to I 2 we will have
Changing the limits of integration and applying Lemma 2.5, we get
where we have also used that f (λ) and E u(s) are even functions. It follows from (2.11) that we have derived representation for A 1 . The same arguments are valid for A 2 .
To simplify our notations let us introduce the following quantity
One may see that A n (t) depends on t only, but Z n (x) depends on x only. We derive an equation for Y n (x, t):
As n goes to infinity the sequence v n (t) uniformly converges to the following function
with P 2 (x), K 2 defined in Appendix A. This function is a characteristic function of Fuss-Catalan distribution. The same arguments lead to
Taking a limit in (2.16) with respect to n l → ∞ we get
Denote by F (z), V (z) and R(z) the generalized Fourier transform of Y (x, t), v(t) and A(t) respectively (see Appendix D. Applying Statement D.1 we get from (2.17)
and it follows that (2.18)
It is easy to check that V (z) = s(z), where s(z) is the Stieltjes transform of p(x). In these notations we may rewrite (2.18) as follows (2.19)
By Lemma D.2 the inverse Fourier transform of
is given by (2.20)
where p 1 (µ) := πp(λ). From (2.19) and (2.20) we conclude
Simple calculation yields
Finally we get from (2.10) and (2.21)
One may see that
and (2.22) may be rewritten applying integration by parts in the following way
Comparing this with (2.9) we may conclude the proof of Theorem 2.1.
The General Case
In this section we finish the proof of Theorem 1.1. Applying the method of Bentkus from [8] and the method of Tikhomirov from [19] , [20] we show that one may substitute the general matrix by the matrix with i.i.d. Gaussian random variables and express the characteristic function in the general case via the characteristic function in the Gaussian case. These methods have been applied several times in random matrix theory, see, for example, [13] and [12] .
3.1. Truncation. In this subsection we show by standard arguments that we may truncate the entries of X (q) , q = 1, 2. For all 1 ≤ j, k ≤ n, q = 1, 2, we introduce truncated random variablesX
. One may see that By the similar arguments one may show that we may assume that EX Remark. It is easy to see that one may assume X 
3.2.
From the general case to the Gaussian case. Let Y (1) , Y (2) be n × n independent random matrices with independent Gaussian entries
For any ϕ ∈ [0, π 2 ] and any ν = 1, 2, introduce the matrices
We define the matrices W(ϕ), H (q) (ϕ), V(ϕ), V(ϕ), U(ϕ, t) by
Recall that I (with sub-index or without it) denotes the unit matrix of corresponding order, J = O I I O and O denotes the matrix with zero-entries.
Theorem 3.1. Under (C0) lim n→∞ g n (t) satisfies the following equation
Proof. We prove that the function lim n→∞ g n (t, ϕ) satisfies the following equation ∂g(t, ϕ) ∂ϕ = −κ 4 t 2 sin 3 ϕ cos ϕΨ 2 g(t, ϕ).
It will follow from this equation that
Similarly to the section 2 it is sufficient to prove that any converging subsequences {g n l } and
By Lemma B.5 we get
It is straightforward to check that 
Applying Taylor's formula we get
This equation and (3.3) together imply
It follows from (3.4) that T 1 = 0. In the next subsections we will investigate the term T k , k = 2, 3, 4. 
Let us consider, for example, the term
We estimate the term I 1 . Applying Cauchy-Schwarz inequality and orthogonality relations for U we get
For the term I 2 we may apply the same arguments. Finally
Analogously one may show that
jkq goes to zero as n goes to infinity. It follows that T 2 = o(1).
The third derivative.
We investigate now the term T 3 . Direct computations yield
It is straightforward to check that all terms except the third are of order o(1). These may be done similarly to the previous section. Let us denote
Our aim is to show that (3.6) lim
Consider the case q = 1. We get by Lemma B.3 
Similarly to the previous sections we may show that the first term in the last equation has the zero impact. It is straightforward to check
Let us investigate the following integral
We have
.
It follows that
We may show that the second term has the zero impact. It follows that
where we have also applied Lemma C.2. Finally we will have for q = 1
Let us introduce further notations and denote
We may write, applying Lemma B.3
The same arguments as before yield that
Applying (3.7) we get
. This means that lim n→∞ V n,k satisfies the following equation
The same equation holds for lim n→∞
Taking the limit with respect to n l → ∞ we get in (3.8)
Let us consider the following integral
By Proposition D.1 it follows that
Since 1 + zs(z) = zs 3 (z), the right hand side of (3.11) may be rewitten as
Similarly to the proof of Lemma D.2 we get
Integrating by parts we will have
Finally we conclude that
and finish the proof of (3.6). If we show that for all 1 ≤ j, k ≤ n
then from (3.5) and (3.6) we will have
where Ψ is given by (3.2).
To prove (3.12) it is enough to show that
We may apply Lemma C.2 to conclude the proof of Theorem.
3.5. The remainder term. To conclude the proof of Theorem 1.1 it remains to estimate the remainder term T 4 . One may see that EẐ
Let Z be a random variable which has the same distribution as Z
11 . We estimate E sup Z Φ (3) jkq (Z). Simple calculations yield that
Applying the same arguments as before in subsections 3.3 and 3.4 we get that
One may show that it is possible to change τ by the sequence τ n , such that lim n→∞ τ n = 0 and lim n→∞ √ nτ n = ∞. This fact finishes the proof of Theorem 3.1.
Appendix A. Fuss-Catalan Distribution
For any m ∈ N let us consider the sequence of numbers
These numbers are called Fuss-Catalan numbers. In [17] the density function P m (x) which satisfy
were found. Here K m := (m + 1) m+1 /m m . The explicit formula for P m (x) is given by the following formula
where the coefficients Λ k,m read for k = 1, 2, . . . , m
. For example,
and 
Appendix B. Unitary matrix derivatives
In this section we collect usefull facts about matrix derivatives and matrix exponent. Let us consider a function f (λ) and denote bŷ
its Fourier transform. Function f (λ) may be reconstucted fromf (t) via inverse Fourier transfrom
Let f (k) (λ) be k-th derivative of f (λ). Then
We introduce further notations. Let M an arbitrary symmetric matrix and M jk be its entries. We denote
Then we may write
We will use the following formula
valid for arbitrary matrices M 1 , M 2 and t ∈ R.
In what follows we shall use matrix notation (2.3) and (2.4). Consider the singular value decomposition of the matrix Y of dimension n × n. Let L and H be unitary matrices of dimension n×n. Let Λ be a diagonal matrix whose entries are the singular values of the matrix Y. We have the following representation
We introduce the following matrix
It is straightforward to check that
We also denote by M (j,k) a matrix M with M jk removed. To calculate derivatives of U(s) we need the following lemma.
Proof. We decomposeV in the following waŷ
It is easy to see
We may generalize the last lemma on the case when the derivative is taken with respect to Y (q) jk , q = 2, ..., m. We have the following lemma
Proof. The proof is similar.
Proof. Using the chain rule we will have
Applying Lemma B.1 we will have
From (B.3) it follows that
Since [UV [1,m−1] ] y,k+n = [V [2,m] JU] k,y we get the statement of Lemma.
The following lemma gives an expression for derivative of S(V) := 
Proof. It is easy to see that
Applying Lemma B.3 we get
Applying the properties of V and U we get (B.7).
Lemma C.2. Under condition of Theorem 1.1 we have
Proof. The proof of the first statement (C.1) may be realized similarly to the proof of Lemma C.1. One may also use the result for the matrix resolvent and the Stieltjes transform. We present the proof of (C.3) only. The proof of (C.2) is similar. Let us denote
where T 0 j (t) := T j (t) − E T j (t). We have = − 1 n 2 (E u n ) * 2 * E T j (t 1 )T 0 j (t 2 ) + o(1).
Taking the limit with respect to n l → ∞ we get that K j := lim n l →∞ K j,n l satisfies the following equation
Since K j (t 1 , t 2 ) = 0 is a unique solution of the last equation this means that K j,n (t 1 , t 2 ) = o(1).
One may take t 2 = t 1 and finish the proof of Lemma.
Appendix D. Laplace transform
In this section we recall several results from the theory of Laplace transform. We will follow [15] [Proposition 2.1].
Statement D.1. Let f : R + → C be locally Lipshitzian and such that for some δ > 0 sup t≥0 e −δt |f (t)| < ∞ and letf : {z ∈ C : Im z < −δ} → C be its generalized Fourier transform
The inversion formula is given by
where L = (−∞ − iε, ∞ − iε), ε > δ, and the principal value of the integral at infinity is used. Denote the correspondence between functions and their generalized Fourier transforms as f ↔f . Then we have
f * g(t) ↔ if (z)g(z).
We calculate the Fourier transforms of some functions. Proof. Be definition, see Statement D.1,
where L = (−∞ − iε, ∞ − iε). We introduce the following contour K (see Figure 1 ) : We compute the integrals 
