This paper proposes a new approach to improve the control precision of shaking table control system, in which the fuzzy neural network (FNN) technique and iterative learn control (ILC) are combined and developed a new control technique. A FNN inverse model is built and is identified through a white noise with appropriate peak values and frequency range. Then better control effect is obtained by ILC than Remote Parameter Control (RPC). This proposed technique is capable of improving the system precision and adaptability, and reducing the effect of structural load's dynamic characteristic.
Introduction
Shaking table test technology is developing rapidly worldwide with the development of structural test technique. There are a lot of factors affecting the tracking accuracy of earthquake wave input in the shaking table control system, which is nonlinear and affected by load dynamic characteristic, belonging to hydraulic servo control system. The current technique of shaking table control system, namely, Remote Parameter Control (RPC) cannot achieve a good tracking effect, as the tracking error is dependent on the physical parameters of the entire system (including flexibility of foundation, oil retractility of actuator), the types of the hydraulic control system, and load dynamic characteristic, etc. Firstly, the shaking table is simulated with produced artificially signal or recorded signal (using artificial white noise in order to guarantee full driving), and system transfer function of the entire experimental system (including shaking table system and experimental object) is achieved. Secondly, initial driving signal is computed with the system transfer function, with which the shaking table is simulated and the new transfer function and errors are computed to modify the driving signal. Thirdly, with the revising driving signal the experiment is started. In this paper, adopting fuzzy neural network (FNN) technique and iterative learn control (ILC) improves the control precision of shaking table control system.
Identification of FNN inverse model of nonlinear system
Fuzzy neural network (FNN) is a new technology, which combines fuzzy technology with neural network. It overcomes their disadvantages and integrates their advantages. On the one hand, it enhances the model interpreting ability of the neural network by making use of the interpreting ratiocination ability of the fuzzy system; on the other hand, it overcomes the dependences of the fuzzy technology on the advice of experts and the non-self-adaptability of the fuzzy concourse by making use of the self-learning functions of the neural network. And it can close to the inverse mapping of any continuous mapping with any precision. In this paper, we will discuss the structure of the fuzzy neural network used to identify the inverse model of shaking 
Where, Y is output and U is input. The difference equation of inverse system of the d-rank time delay nonlinear system can be expressed by (2):
The output of fuzzy neural network inverse model is:
Where, V is adjustable parameter of fuzzy neural network identifier.
Structural identification of fuzzy neural network
For identified system with only input and output data, no other information, clustering algorithm is an effective method constructing the structure of fuzzy system. Commonly, fuzzy c means (FCM) algorithm is used to construct initialization fuzzy rule, however, the clustering sort number of FCM algorithm should be given first, thus need abundant experience for engineers. Therefore, the unsupervised clustering algorithm is employed herein [1] - [2] , in which vectors with high relational same characteristics can be grouped into a cluster automatically. The basic idea of this algorithm is that picking reference vector first, and then searching it in the sample space. If the degree of relation is high, the reference vector is replaced by the mean of these vectors as clustering center. The detail of the algorithm is presented in reference [2] .
The unsupervised algorithm can be described as follows:
is a vector. The preceding n scalars are input vectors of the k sample point, and the n+1 scalar is the corresponding output.
Step 1 Define p movable vectors
Step 2 Calculate the relational grades between the reference vector ) (k v and the comparative vector Step 3 
Where ξ is a small constant.
Step 4 Calculate
Step 5 If all the vectors ) (k z are the same as
, then go to Step 6; otherwise let
Step 2.
Step 6 Based on the final results ) (k v , we can determine that the number of clusters is equal to the number of convergent vector, the original data with the same convergent vector are grouped into the same cluster, and the convergent vector is the cluster center.
In this way the given data set is grouped into m clusters, and the corresponding cluster centers ) , , , , (
the rule-base of an initial fuzzy model can be constructed as follows:
Where m is the number of fuzzy rules, and n is the number of input variables. The subordinate function of the premise part in rules is Gaussian function (corresponded to the membership generation layer of Fig.2 
Parameter identification of fuzzy neural network
In order to matches with fuzzy reasoning mechanism of the constructed fuzzy model, this paper has designed a 4 layers fuzzy neural network. This network structure is shown in Fig. 2 , consisting of input layer, subordinate function layer, rule layer and the output layer (defuzzification layer). The 1 st layer (input layer): each input neuron receives signal j x , and transmits it to 2 nd layer.
The 2 nd layer (subordinate function): consists of m groups (expressed m rules), Each group has n neurons (expressed n rule preconditions). The i-th neuron of the j-th group ) , 2 ,
only connects with the i-th neuron of the 1 st layer, and its production subordinate function is expressed by (5) .
The 3 rd layer (rule layer): Also is premise set layer, which is used for to realize each rule premise match. This layer has m neurons, in which the j-th neuron only receives input coming from the j-th neuron of the 2 nd layer, and its output is:
The 4 th layer (output layer): defuzzification layer, or rule set layer. As model total output is the linear combination of all rule conclusions, therefore this neuron output is simply defined as: Although BP algorithm is the most commonly used network study algorithm, this algorithm has many deficiencies in practical application, such as longer training time, slow convergence speed, and converging to the partial minimum point. This paper uses Levenberg-Marquardt (LM) algorithm [3] , which is a union of the gradient drop law and Gauss-Newton, and also an improvement form of Gaussian-Newton. This algorithm possesses both the Gauss-Newton's partial astringency and the overall situation characteristic of the gradient drops method. Since the LM algorithm has used approximate second time derivative information, it is much more efficient than the gradient method. Supposes ) (k ω to express the vector composed by the weight and the threshold value of k time iteration, so the vector
composed by the new weight and the threshold value can be obtained according to following rules:
The (14) is Jacobian matrix. The erroneous target function is: 
, and returns to 2); Otherwise this time does not renew the weight and the threshold value, and makes
, then returns to 4); 7) Stop.
Iterative learning control
The shaking table control system may be regarded as an interactive motion control system. This system satisfies following condition approximately [4] 
is realizable.
Therefore, the iterative learning tool can be used to achieve the control goal for the shaking table control system. Through the control system inverse model identification mentioned above, the initial input signal ) ( 0 t U of the controlled subject may be obtained by
And from this input signal, the actual output signal of controlled subject ) ( 0 t Y may be measured.
The goal of iterative learning is seeking to a recursion algorithm:
where, F represents a kind of recursion algorithm.
With increasing in learning times, k of the control system, the actual output ) (t Y k will converge into the The control strategy of iterative learning control is expressed as follows (Fig. 3): 1) Computing error of the k-th time: 
Application
For earthquake shaking table control system with flexible load simulation, white noise is used as the exciting input of the system with the frequency range from 1 to 30Hz and the PGA of 0.12g (Fig. 4 and Fig.  5 ). The white noise input and the output of are used as the input and output of the fuzzy neural network, then the parameters of fuzzy neural network inverse model are determined. The ideal input of the system is calculated through the ideal output of the control system (El-Centro earthquake wave), finally the ideal output in the allowance error scope is obtained after 2 steps iteration. The control performance can be observed from Figure 6 and figure 7, and the control effect comparison between two kinds of control strategies see figure 8 and table 1. In which the relative error based on RPC control strategy is 10%, while the relative error based on FNN and ILC control strategy is 4%, so FNN and ILC control strategy is better than RPC. The proposed procedure can meet the requirement of the earthquake simulation experiments and improves control precision of the original control system. 
Conclusions
This paper combined the fuzzy neural network technology and the iterative learn control technology into the earthquake shaking table control system and has obtained good control performance. However, the effect of the load structure dynamic characteristic on the control system has not been included in the control algorithm, which must be considered for better performance in the future.
