Marshall University

Marshall Digital Scholar
Theses, Dissertations and Capstones

2014

Short-term Activity-dependent Changes in Schaffer
Collateral Axon Function
Benjamin Michael Owen
troabarton69@gmail.com

Follow this and additional works at: http://mds.marshall.edu/etd
Part of the Cognitive Neuroscience Commons
Recommended Citation
Owen, Benjamin Michael, "Short-term Activity-dependent Changes in Schaffer Collateral Axon Function" (2014). Theses, Dissertations
and Capstones. Paper 830.

This Dissertation is brought to you for free and open access by Marshall Digital Scholar. It has been accepted for inclusion in Theses, Dissertations and
Capstones by an authorized administrator of Marshall Digital Scholar. For more information, please contact zhangj@marshall.edu.

SHORT-TERM ACTIVITY-DEPENDENT CHANGES IN SCHAFFER
COLLATERAL AXON FUNCTION

A dissertation submitted to
the Graduate College of
Marshall University
In partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
in
Biomedical Sciences with a
Concentration in
Neuroscience
by
Benjamin Michael Owen
Approved by
Dr. Lawrence M. Grover
Dr. Todd Green
Dr. Richard Egleton
Dr. Elsa Mangiarua
Dr. Sasha Zill

Marshall University
May 2014

ACKNOWLEDGEMENTS
A lot of people helped in writing this dissertation. I don’t mean all of them actually
physically helped write or revise it, but in their own ways, they played a great role in its
production. And I am blessed to have met and known everyone one of them. Therefore,
this section will probably run a little long. If you are either not interested, or would rather
go straight into the material, feel free to skip this section. However, if you are interested
in seeing the people who contributed to this dissertation either directly or indirectly, or
you think you may be in this section, then I have this to say: put on your favorite robe
and fez, relax in your most comfortable chair, and light your favorite pipe because you're
going to be here for a while buddy.
First off, my committee, and especially the boss, Dr. Grover, because frankly
without them I technically wouldn’t have been able to stay in the program much less
graduate (you have to have a committee for these things you know). But it’s more than
that. Everyone one of them has helped guide me along this journey into madness that is
research. Dr. Zill, who even though I had few opportunities to interact with due to the
distance between the MEB and Biotech building, still had the time to share some sound
advice when we did talk and I mentioned some of the thoughts and questions I had
about my project and my future possibilities. Dr. Mangiarua, who always had a smile, a
few words of wisdom, and kind encouragement even when I had the roughest of days
troubleshooting experiments, and who would try to keep the committee meetings on
track to the best of her ability. And, of course, the three members who have been with

ii

me since I started this endeavor as a Master’s student: Dr. Grover, Dr. Green, and Dr.
Egleton.
Dr. Green was always curious as to how things were going when we ran into
each other, and extremely patient with me when it came to getting paperwork together
for my meetings. I just wished I had taken more time when I could to get to know him
and the other committee members more than I did. Actually, I could say that for just
about everyone in this section of the paper. Dr. Egleton was always interesting to talk to,
not only about my project but random topics in general. He was also a great source of
knowledge about traveling for different conventions and meetings, and I’m very
appreciative of his and Dr. Mangiarua’s help in understanding what to expect and do for
traveling out of the country. And he had some great advice about how to write and
organize my notes from my background reading, I just wish I had tried to implement
them before it was too late. Maybe while I’m a Post-doc I can give it a try.
And then there’s Dr. Grover, the boss. To be honest, I’m surprised he had the
patience with me that he did. Between bad writing, forgetting how to setup the stimulator
for about a year, disagreements about timelines, turning in paperwork too early before
the deadline, and poor organizational skills, I’d have thrown myself out by now. And I am
so grateful he didn’t. I came into his lab, knowing next to nothing about neuroscience,
and for all of the complaining and worry I had about my project, and my self-worth as a
scientist, I had the most fun working in his lab than any other, and I believe I may have
come out the better for it.

iii

I would also like to acknowledge Jen Perry (formerly Cooke), Nancy Proper, and
Sean Piwarski, three good friends who also saw me at my ups and downs. Having them
close by was great for my sanity, and I wouldn’t trade it for anything in the world. There
were also Frankie and Rishi, two of our summer interns over the years who made the
long summer months a blast, and without whose help this dissertation would still be in
the process of being made. I am truly grateful not just for their help, but also in having
their friendship, and I wish them the best for their endeavors to come.
I’m also thankful for everyone in the Pharmacology/Physiology/Toxicology
Department for all of their help and support over the years, and who all were genuinely
interested in seeing us students succeed. Especially Jenny, Darlene, and Linda, who
were always helpful when I had a question about paperwork or office equipment
supplies, and Dr. Rankin, who was willing to help with travel funds if they were available,
even if I got ahead of myself at times, and for my employment during the rough patches
of my term as a Master’s student. And I am thankful we have a grant officer like Lisa
Daniels who, even with all of the paperwork she has, was still able to find time to help
me get my grant proposals up to standards and all requirements met. I'm also going to
miss Lonnie and Terra in the ARF and Paul down in receiving. Lonnie and Terra were
always helpful when it came to working with animals, and Paul was always great to talk
to when I passed him in the hallways or at the coffee pot.
And most of all, I am thankful for my family and all of the friends I have made
here during my time who supported me. You all were behind me in this, and all had
open arms and ears when I needed them. Those of you whom I met at church I just
iv

wish I had more time to spend with all of you, and regret the time I missed due to
keeping to myself and my work, both out of somewhat-selfish ambition, and for fear of
getting too close to people when my time here was temporary out of hating good-byes.
For those of you from the YMCA Chess Club, Mark Hathaway, Dan O'Hanlon,
John Brewster, John Sefton, Andy Thomas, Carl and Greg, I've enjoyed learning from
your collective years of experience, and am glad to have your friendships. I'll miss the
Saturday afternoon meetings, and hope to see a couple of you again if I can make it to
a tournament or two. I'll still be in touch via email to see what's going on and how
everyone's doing. I still need to find a way to refute Dan's Old Indian variation.
To Aron Pickering, Joe Hart, Luke Miller, and Jack Waddell, it's been a blast
gaming and hanging out with all of you. All of you helped take the edge off at one point
or another, and I'm very thankful for that. I hope to keep in touch, and wish you all the
best. There's always the plethora of online games you guys have either gotten me into
or have intrigued me with right?
For everyone at the Huntington Area Society of Nerds and Geeks, I'm grateful to
have met all of you, and enjoyed hanging out at the game and movie nights. If I can
make it to any of the cons I'll try, and I'll try to keep in touch online when I can.
Without you, whether you’re family, church friend, school friend, colleague, or
friend from the YMCA Chess club or Huntington Area Society of Nerds and Geeks, I
wouldn’t have been able to make it. You, and you’re quirks and personalities, and the

v

good times while I was here, are what kept me mentally healthy while I toiled on. I’ll
miss you all deeply when I go. Every one of you.
Benjamin Michael Owen

vi

SHORT-TERM ACTIVITY-DEPENDENT CHANGES IN SCHAFFER COLLATERAL AXON
FUNCTION
ABSTRACT
Schaffer collaterals are the unmyelinated axons of pyramidal neurons in the CA3 area of the
hippocampus, a brain structure essential for memory formation. Schaffer collateral axons
conduct electrical signals in the form of action potentials from CA3 pyramidal cells to synaptic
terminals in area CA1. The fidelity with which these axons conduct action potentials
determines the nature of the information which can be transmitted between areas CA3 and
CA1. Conduction fidelity may be affected by both normal and abnormal patterns of firing,
fluctuations in ion concentration, and some drugs and toxins. In this dissertation, I examined
the function of Schaffer collateral axons in rat (male and female) hippocampal slices during
high-frequency and burst stimulation. I recorded single axon responses from individual
neurons using whole-cell patch-clamp recording, and compound action potentials (fiber
volleys or population spikes) using extracellular recordings. In these recordings, I observed
that Schaffer collaterals undergo frequency-dependent changes in function, with differences
between proximal and distal axon regions. Early during stimulation, fiber volleys recorded
from the distal portions of these axons increased in amplitude and decreased in conduction
latency, indicating a state of enhanced excitability (hyper-excitability), and later during
stimulation decreased in amplitude and increased in latency, indicating a state of depressed
excitability. In contrast, the proximal portions of these axons showed only amplitude
depression and latency increase. To determine the cause(s) of the functional changes and
regional differences, I examined the effects of altering extracellular divalent cations, and
blocking voltage-gated calcium (CaV) channels, calcium-dependent potassium (KCa) channels,
and voltage-dependent potassium (K V) channels. I found that the biphasic changes in distal
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axon function were dependent on extracellular calcium, but not dependent upon Ca V or KCa
channels. Non-specific blockade of KV channels enhanced amplitude depression and latency
increases, but these effects were not replicated by selective K V channel blockade. In
summary, the early hyper-excitable state of distal Schaffer collaterals is regulated by
extracellular Ca2+, but the effects of extracellular Ca2+ are not mediated by CaV channels. Also,
KV channels are important in maintaining excitability, since non-specific blockade shortens the
hyper-excitable period and leads to more rapid and greater depression of excitability.
Because specific KV channel blockers could not reproduce the effects of non-specific K V
channel block, I suggest that multiple K V channel types regulate excitability in a redundant
manner. In conclusion, the distal Schaffer collaterals are functionally adapted to maintain
conduction fidelity by enhancement of excitability during brief periods of activity. This ability to
maintain conduction fidelity during brief periods of activity may be critical for successful action
potential propagation throughout the long and extensively branched Schaffer collateral axonal
arbor during the physiological burst firing of CA3 pyramidal neurons.

Animal protocols approved by Marshall University Institutional Animal Care and Use
Committee (IACUC) on July 22, 2011 (Project #477).
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CHAPTER 1: THE ACTION POTENTIAL, ION CHANNELS, AND SCHAFFER
COLLATERAL FUNCTION
THE ACTION POTENTIAL AND THE MECHANISMS BEHIND IT

GENERATION OF RESTING MEMBRANE POTENTIAL
All cells in the human body are capable of generating the most basic electrical
signal, the resting membrane potential (Wright 2004). Generation of the resting
membrane potential depends on differences in concentration of sodium and potassium
ions between the intracellular fluid and extracellular fluid. Intracellular fluid contains a
higher concentration of potassium ions compared to the extracellular fluid, whereas the
opposite is true for sodium. Without ion channels in the plasma membrane, the
membrane potential would be 0mV. In the intracellular fluid, positive charge provided by
the potassium ions would be counterbalanced by negatively-charged amino acids and
other anions contained within the cell, whereas the extracellular sodium ions would be
counterbalanced by chloride ions. Why is it that in actual neurons and other cells, there
is a resting negative membrane potential? In the plasma membrane of neurons, leak ion
channels, so-called because they are always open, allow ions to flow passively down
their concentration gradients. In the resting membrane, the leak channels are selectively
permeable to potassium, allowing potassium to flow down its concentration gradient
from the intracellular fluid to the extracellular fluid. As potassium flows out, so does the
positive charge associated with it, leaving behind the negative charges from intracellular
anions. However, as net intracellular negative charge increases, an electrical force is
created which attracts cations, like potassium, into the cell. Eventually these two forces,
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the electrical attraction and the concentration gradient, reach an equilibrium point which
can be calculated using the Nernst equation. This equilibrium point is the resting
membrane potential. Active ion transporters in the plasma membrane, such as the
Na+/K+ pump, maintain the ion concentration gradients that are required for generating
membrane potentials.

HODGKIN AND HUXLEY MODEL FOR GENERATION OF NEURONAL ACTION
POTENTIALS
Why is having an understanding of membrane potential important? Changes in
the membrane potential can cause the opening and closing of voltage-gated ion
channels depending on whether the membrane potential becomes less negative
(depolarizes) or more negative (hyperpolarizes) (for review, see Bean 2007). For the
action potential, the major ion channels are voltage-gated sodium (Na V) channels and
voltage-gated potassium (KV) channels (for review, see Bean 2007). If the membrane
potential is depolarized sufficiently, a threshold point is reached which is detected by a
special sensor segment of the NaV channel (for review, see Yu and Catterall 2003, Bean
2007). In response to membrane depolarization, the sensor segment shifts position
within the plasma membrane and opens, or activates, the channel, allowing an influx of
sodium. This sodium influx causes a further, rapid, and large depolarization which is the
rising of the action potential (for review, see Bean 2007). Around the peak of the action
potential, NaV channels become inactivated. Inactivation occurs by the binding of a
cytoplasmic portion of the channel (the inactivation particle) to the inner mouth of the
channel pore stopping sodium current flow through the channel (for review, see
Armstrong and Hille 1998, Yu and Catterall 2003). In contrast to the activation process
2

which is voltage-dependent, the inactivation process is voltage-independent (for review,
see Armstrong and Hille 1998). During the rising phase of the action potential, K V
channels open, allowing potassium efflux from the neuron. This efflux of potassium
creates the falling phase of the action potential. The falling phase is rapid because
sodium influx stops (NaV channels become inactivated) and potassium efflux increases
(KV channels become activated). Once the negative resting membrane potential is
restored, NaV and KV channels revert to a resting, closed state. This basic description of
the action potential is derived from the classic studies of squid axon by Hodgkin and
Huxley (Hodgkin and Huxley 1952a-d). While this description is adequate for some
excitable membranes, including squid axon, the Hodgkin and Huxley description cannot
account for the variety of action potential shapes and firing patterns seen in many cells,
including most mammalian neurons.

BEYOND THE HODGKIN AND HUXLEY MODEL
Over the years since the pioneering studies of Hodgkin and Huxley, a wide
variety of KV and NaV channels, as well as calcium-dependent potassium (KCa) channels,
hyperpolarization-activated cyclic nucleotide-gated (HCN) channels, and voltagedependent calcium (CaV) channels, have been identified. A single class of neuron
typically expresses several varieties of these channels, which interact in complex, nonlinear, and often non-intuitive ways to shape individual action potentials and determine
patterns of repetitive action potential firing (reviewed in Bean 2007). For example, in
neurons which express both CaV and KCa channels, blocking calcium entry through CaV
channels will widen (increase duration) of the action potential due to the loss of
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potassium efflux through KCa channels during action potential repolarization (reviewed in
Bean 2007). While a comprehensive review of every channel type and subtype would
be beyond the scope of this dissertation, I will examine the subtypes and roles of Na V,
KV, CaV, and KCa channels involved with neuronal action potentials, focusing on those
found in CA3 pyramidal neurons and their Schaffer collateral axons.

NAV CHANNEL SUBTYPES
The essential functional portion of the NaV channels is the α-subunit. There is
one family of NaV channel α-subunits (NaV1) which contains 9 isoforms, or subtypes,
numbered NaV1.1-1.9, and a tenth divergent isoform, Nax, which may function as a
salt-sensor rather than a voltage-dependence ion channel (for review, see Vacher et al.
2008). The NaV1 subunits all contain four domains, each having six transmembrane
segments, with the fourth transmembrane segment (S4) functioning as a sensor for
changes in the membrane potential (for review, see Armstrong and Hille 1998, Lai and
Jan 2006, Vacher et al. 2008). Of the nine subtypes, Na V1.1, 1.2, 1.3, and 1.6 are found
on axons, dendrites, and somata, with specific isoforms localized in different
compartments of the neuron via associations with β subunits and other proteins (see
below; for review, see Lai and Jan 2006, Vacher et al. 2008). Functional differences
between subtypes, such as resistance to inactivation, have also been described in the
literature (for review, see Kress and Mennerick 2009). Because it contains the highest
density of NaV channels, the initial segment of the axon has been implicated as the site
of action potential initiation (Meeks and Mennerick 2007).
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Interactions between NaV α-subunits and accessory β subunits affect not only
channel localization, but can also alter the function of the α-subunits (for review, see
Vacher et al 2008). Along with the well-known rapidly inactivating sodium current,
persistent and resurgent sodium currents have been described in the literature. The
persistent (non-inactivating) sodium current is involved with setting firing frequencies
and thresholds (for review, see Ogata and Ohishi 2002, Bean 2007, Kress and
Mennerick 2009). The resurgent sodium current, which appears when the membrane
potential is rapidly repolarized from strong depolarization, is thought to result from a
brief conducting state of the channel that occurs when the inactivation particle moves
out of the inner mouth of the channel but before the channel closes; resurgent sodium
currents are seen in fast-spiking neurons (for review, see Ogata and Ohishi 2002, Bean
2007, Kress and Mennerick 2009).

KV CHANNEL SUBTYPES
The most diverse group of channels are the K V channels, of which there are 11
families (KV1-11), though only the KV1, 2, 3, 4, and 7 families are fully and independently
functional (see Vacher et al. 2008). The α-subunits of these families have only one
domain of six transmembrane segments, again with the S4 segment being a voltage
sensor, but form homo- and heterotetrameric channels with other subunits in the same
family (for review, see Armstrong and Hille 1998, Lai and Jan 2006, Vacher et al. 2008).
The KV families are responsible for a diverse variety of potassium currents, which are
important in controlling excitability, determining patterns of firing, and shaping the falling
phase of the action potential.
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One important voltage-dependent potassium current is the delayed-rectifier
current which is responsible for the falling phase of the action potential (Hodgkin and
Huxley 1952a, for review, see Baranauskas 2007, Johnston et al. 2010). This current is
an outward potassium current with delayed activation and slow or absent inactivation;
depending on the specific KV subtype involved, the delayed-rectifier current can be
blocked by applying tetraethylammonium (TEA) (Bekkers 2000a-b, for review, see
Baranauskas 2007). Channel families associated with the delayed-rectifier current are
KV1, KV2 and KV3 (for review, see Baranauskas 2007). There is some functional variety
in delayed-rectifier currents. Some may help set the resting membrane potential as well
as repolarize the membrane, while others may only contribute to membrane
repolarization (for review, see Baranauskas 2007). These functional differences can
result in different consequences when channels blockers are applied (for review, see
Baranauskas 2007). Modulation of the delayed-rectifier current has been shown to not
only broaden the action potential, but also increase frequency adaptation during
prolonged stimulation in a hybrid cell line (Huang et al. 2011).
Another variety of potassium current is the A-type current; A-type currents are
defined as rapidly inactivating outward potassium current. The K V4 family is responsible
for A-type current (Bekkers 2000a-b; for review, see Baranauskas 2007, Bean 2007,
Vacher et al. 2008). This current can be blocked by 4-aminopyridine (4-AP), and
pharmacological block or inactivation of the A-type current during high frequency firing
can cause action potentials to increase in duration, or broaden (for review, see
Baranauskas 2007, Bean 2007).
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A third variety of potassium current is the D-type current; D-type currents are
defined outward potassium currents which are sensitive to dendrotoxin. The D-type
currents regulate neuronal firing and excitability by affecting membrane potential as
neurons approach threshold, as well as contributing to spike afterpotentials (Bekkers
and Delaney 2001, Lopantsev et al. 2003, Metz et al. 2007; for review, see
Baranauskas 2007, Bean 2007). The D-type current is associated with K V1 family
members (Bekkers and Delaney 2001; for review, see Baranauskas 2007, Bean 2007).
A fourth variety of potassium current, called the M-current, is responsible for a
slow delayed-rectifier current that regulates neuronal excitability. The name, M-current,
comes from its regulation by muscarinic acetylcholine receptors. The M-current is
associated with the KV7 family (Vervaeke et al. 2006; for review, see Bean 2007,
Maljevic et al. 2008, Vacher et al. 2008, Brown and Passmore 2009, Kress and
Mennerick 2009). This current has also been shown to interact with the current
generated from HCN channels to help regulate excitability (Gu et al. 2005, George et al.
2009).
Similar to the NaV channels, the function of KV channels can be altered by
association with auxillary β-subunits. For instance, the β1.1 subunit can alter the
function of KV1.1 subtypes to generate a current similar to the A-type current rather than
the usual delayed-rectifier current (for review, see Bean 2007, Vacher et al. 2008).
Heterotetramerization can also affect the resulting potassium current, as tetramers of
KV1.1 and 1.4 have been described as having rapid inactivation, or A-type properties
(for review, see Bean 2007), and tetramers of KV1.1 and 1.2 produce a current that has
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properties intermediate of the homotetramers of K V1.1 and 1.2 (Al-Sabi et al. 2010).
Heterotetramerization can also affect the binding of some channel blockers. For
instance, the ability of TEA to block current flow through K V1.1 and 1.2 tetramers can be
altered depending on the specific ratios of the α-subunits (Al-Sabi et al. 2010). Similarly,
heterotetrameric KV7.2/7.3 channels have a sensitivity to TEA between that of the
homomeric KV7.2 and KV7.3 channels (for review, see Maljevic et al. 2008). In addition,
association of KV2 channels with nonconducting KV members, like KV5, can alter the
kinetics of the resulting membrane currents (for review, see Baranauskas 2007).

CAV AND KCa CHANNEL SUBTYPES
CaV channels are similar to NaV channels in that they contain four domains, each
having six transmembrane segments (for review, see Armstrong and Hille 1999, Lai and
Jan 2006). There are three families of Ca V channels: CaV1 (L-type), CaV2 (N-, P/Q, and
R-types), and CaV3 (T-type) (for review, see Vacher et al. 2008). The Ca V2 family
contains three subtypes: CaV2.1 (P/Q-type), CaV2.2 (N-type), and CaV2.3 (R-type), with
the CaV2.1 and 2.2 channels being responsible for the calcium influx into presynaptic
terminals which triggers transmitter release (for review, see Lai and Jan 2006, Vacher et
al. 2008). The CaV2.1 and 2.2 subtypes will be a focus for experiments in a later
chapter. However, calcium not only plays a role in neurotransmitter release, but also
functions as a signal for the opening of KCa channels.
There are two types of KCa channels, named for their unitary (single channel)
conductance: the large-conductance (BK or maxi) channels and the small-conductance
(SK) channels (for review, see Sah and Faber 2002). Calcium influx through Ca V
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channels can activate KCa channels to influence the shape of the action potential and
regulate the rate of firing of action potentials (for review, see Bean 2007). The BK
channels have a primary role in shaping the falling phase of the action potential.
Interactions of BK channel α- and β-subunits can alter BK channel function and
sensitivity to toxins (for review, see Sah and Faber 2002, Faber and Sah 2007). Block of
calcium entry into neurons may cause action potentials to broaden due to loss of the BK
current (for review, see Sah and Faber 2002, Bean 2007). The SK channels, on the
other hand, are partially responsible for the spike afterhyperpolarization that occurs after
repolarization. Spike afterhyperpolarization helps control excitability during the time
period between action potentials; this contribution of SK channels is lost when calcium
is entry is blocked (Sailer et al. 2002; for review, see Sah and Faber 2002, Bean 2007,
Faber and Sah 2007).

VARIETY IN CHANNELS ALLOWS FOR SPECIALIZED NEURONS
Why is there such a wide variety of channels and currents? The great diversity of
channel types allows for a multitude of combinations, which in turn allows different
populations of neurons to fulfill specific roles. Neurons that need to fire at high
frequencies express channels that allow for narrow action potentials with quick
repolarizations, and many of these neurons contain fast activating K V3 channels and SK
channels (for review, see Vacher et al. 2008, Kress and Mennerick 2009). However, as
Bean (2007) observed, one cannot predict the pattern of repeated action potential firing
from the shape of a single action potential.
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EFFECTS OF DIVALENT CATIONS AND MEMBRANE CHARGE-SCREENING ON
THE ACTION POTENTIAL AND MEMBRANE EXCITABILITY
Are there ways in which gating of voltage-dependent ion channels can be
affected besides a direct change in the membrane potential? Yes, channel gating can be
affected by alterations in extracellular divalent cation concentrations for instance.
Increasing the concentration of extracellular divalent cations, including endogenous ion
species such as calcium or magnesium, or exogenous species like barium or strontium,
can alter the kinetics and opening probabilities of ion channels (Owen et al. 1999, Mert
et al. 2003, Rodriguez- Contreras and Yamoah 2003, Maheiu et al. 2010) without
producing measurable changes in membrane potential. These effects are explained by
binding of the divalent cations to negative “surface” charges formed by the polar head
groups of membrane lipids, or negatively charged amino acid residues of the ion
channels themselves (see Cuckiermann 1993). Binding of divalent cations to membrane
lipids and/or proteins neutralizes or screens their negative surface charges. By
screening negative surface charge, an increase in concentration of extracellular divalent
cations alters the electrical field surrounding ion channel voltage sensors, thereby
altering channel functions as if the membrane potential was more hyperpolarized. This
effectively reduces membrane excitability. The importance of membrane surface charge
screening was identified in 1957, when Frankenhaeuser and Hodgkin documented the
effects of increasing extracellular cations on the excitability of the squid giant axon.
Since this early study, many further studies have demonstrated similar effects of
extracellular divalent cations on ion channel current, gating kinetics, voltagedependence, and overall membrane excitability (Ohmori and Yoshii 1967, Hahin and
Campbell 1983, Cuckiermann et al. 1988, Cuckiermann 1993, Dribben et al. 2010,
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Mahieu et al. 2010). Of particular relevance for my experimental studies, increasing
extracellular magnesium has been shown to reduce the amplitude of action potentials
as well as increase the threshold for firing (Dribben et al. 2010).
Although all divalent cations appear to have qualitatively similar effects on ion
channel function, divalent cations differ in effectiveness for screening negative surface
charge. Calcium is most effective, followed by magnesium and other divalent cations
(Ohmori and Yoshii 1967). Finally, and as one might expect, decreasing the
concentration of extracellular divalent cations has an opposite effect on ion channel
function compared to increasing divalent cation concentration (Adelman and Moore
1961). Removal of divalent cations that are normally present “unscreens” membrane
surface charge that would otherwise be neutralized.
Overall, many elements come together to form and shape the action potential.
The negative resting membrane potential maintains voltage-dependent ion channels in
a resting state, ready for activation in response to appropriate depolarizing inputs.
Voltage-gated sodium and potassium channels create the action potential, but a wide
variety of ion channel types affect the duration, shape, frequency, and pattern of action
potentials. Finally, interactions between extracellular divalent cations and surface
charges contributed by the membrane itself alter the electrical field surrounding
individual ion channels and thereby the function of their voltage-sensors. All of these
play important roles in generating the electrical signals known as action potentials. Table
1.1 summarizes the channel types that I will examine in experiments in later chapters;
this table also summaries their associated currents and major functions. The specific
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Table 1.1: List of Channel Types Examined in this Dissertation
Channel

Current

Function

Blockers/Activators

KV1.1

Outward potassium Repolarization, regulate
excitability

TEA, kaliotoxin (blockers)

KV1.2

Outward potassium Repolarization, regulate
excitability

4-AP, tityustoxin (blockers)

KV1.3

Outward potassium Repolarization, regulate
excitability

TEA, kaliotoxin, UK-78282
(blockers)

KV1.4

Outward potassium Repolarization, regulate
excitability

4-AP, UK-78282 (blockers)

KV7.2/7.3

Outward potassium Regulate excitability

XE-991 (blocker), ICA069673
(activator)

CaV2.1

Inward calcium

Neurotransmitter release

Cadmium, cobalt, ω-agatoxinIVA (blockers)

CaV2.2

Inward calcium

Neurotransmitter release

Cadmium, cobalt, ωconotoxin-GVIA (blockers)

BK

Outward potassium Repolarization

Iberiotoxin (blocker)

SK

Outward potassium Regulate neuronal firing

Apamin (blocker)

blockers and activators I used are listed. Table 1.1 also lists the channel types that are
affected by the non-specific blockers 4-AP and TEA at the concentrations I used. In the
next section, I discuss the site of action potentials generation in neurons, and the
processes that underlie action potential conduction from the site of generation to the
presynaptic terminals.

CHANNEL LOCALIZATION, THE HIPPOCAMPUS, AND AXON FUNCTION
In this section I focus on the role of the axon in generating and conducting action
potentials. Although this section include information on axons in general, I emphasize
12

the unmyelinated Schaffer collateral axons of the hippocampus which I studied in this
dissertation.

CHANNEL LOCALIZATION IN NEURONS
Channels at the soma and dendrites. The cell body and dendrites of the neuron
contain various ion channels which function together to regulate and integrate the
information neurons receive. NaV 1.1 and 1.3 are found on the soma and dendrites,
respectively, along with members of the KV1, KV2, KV3, and KV4 families (for review, see
Yu and Catterall 2003, Lai and Jan 2006, Vacher et al. 2008). BK and HCN channels
are localized in dendrites (Sailer et al. 2006; for review, see Lai and Jan 2006), which
also contain members of the CaV1 (L-type) and CaV3 (T-type) families (for review, see
Lai and Jan 2006, Vacher et al. 2008). These calcium channels are also located in the
soma (for review, see Vacher et al. 2008).
Channels at the axon initial segment. The function of an axon is to conduct
electrical signals in the form of action potentials from the site of generation to the axon
terminals which house the neurotransmitter-laden vesicles. Imaging and
electrophysiological experiments have implicated the axon initial segment (AIS) as the
site of action potential generation in many neurons. The AIS contains a high
concentration of Nav channels, and in particular, contains the Nav1.6 subtype which has
a low voltage threshold for activation (Royeck et al. 2008, Kress and Mennerick 2010;
for review, see Kress and Mennerick 2007, Vacher et al. 2008). These properties of the
AIS allow for generation of action potentials at a lower threshold potential than other
areas of the neuron. The importance of Na V1.6 is demonstrated by an increase in
13

threshold for generating action potentials in mice deficient in Na V1.6 channels (Royeck
et al. 2008). Along with the NaV channels, the KV1.1 and KV7.2/7.3 subtypes can be
found at the AIS where they regulate the excitability of this segment (Klinger et al. 2011;
for review, see Lai and Jan 2006, Kress and Mennerick 2007, Vacher et al. 2008, Brown
and Passmore 2009).
Channels on the axon and boutons. After initiation, the action potential is
conducted along the length of the axon by a process of regeneration. In unmyelinated
axons, like the Schaffer collaterals which are the subjects of this dissertation, Na V1.2
channels are present along the entire length of the axon so that the action potential can
be continuously regenerated as it is conducted down the axon (Jarnot and Corbett
2006; for review, see Yu and Catterall 2003, Vacher et al. 2008). In myelinated axons,
NaV channels are clustered into the nodes of Ranvier; as a consequence, the action
potential is regenerated discontinuously, only at the nodes. This clustering in the nodes
depends on NaV channels interacting with various proteins, such as ankyrin-G, βsubunits, and cell adhesion molecules (for review, see Lai and Jan 2006).
Along with NaV channels, some KV channel types are also present along the
axon. KV7, KV1.1, KV1.2, and KV1.4 are contained in both myelinated and unmyelinated
axons (Weber et al. 2006, Klinger et al. 2011; for review, see Lai and Jan 2006, Vacher
et al. 2008, Kress and Mennerick 2009). NaV channels, along with KV1 and CaV2.1 and
CaV2.2 channels, have been localized to synaptic boutons of unmyelinated axons
including the hippocampal mossy fibers (Engel and Jonas 2005; for review, see Lai and
Jan 2006, Vacher et al. 2008). As for the KCa channels, BK channels can be found along
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the axon and at some presynaptic terminals (Sailer et al. 2006). The SK3 channel
subtype has also been localized to presynaptic terminals (for review, see Obermair
2003).

THE HIPPOCAMPUS AND SCHAFFER COLLATERALS
Hippocampal anatomy. The hippocampus has important functions in both
memory formation and spatial navigation. Figure 1.1 shows an example of a
hippocampal slice with the major subdivisions labeled. These divisions are the dentate
gyrus, the hippocampus proper composed of area cornu ammonus 3 (CA3) and cornu
ammonus 1 (CA1), and the subiculum (O'Keefe and Nadel 1978). Also shown in Figure
1.1 is the alveus, a layer of the hippocampus proper that contains efferent axons of
hippocampal pyramidal neurons as well as afferent axons from other regions (O'Keefe
and Nadel 1978). The major neurons of the hippocampus, the pyramidal cells in the
hippocampus proper and the granule cells of the dentate gyrus, receive input from
various regions within and without the hippocampus, and also send projections to
various regions within and without the hippocampus. Input to the hippocampus includes,
but is not limited to, information from the entorhinal cortex, the prefrontal cortex, and the
contralateral hippocampus, which makes connections via commissural fibers. The
targets of the hippocampus include, but are not limited to, the mammillary bodies,
thalamus, and entorhinal cortex (O'Keefe and Nadel 1978).
Within the hippocampus, there is a one-way series of synaptic connections called
the trisynaptic circuit. The trisynaptic circuit connects the granule cells of the dentate
gyrus to the pyramidal cells of area CA3 to the pyramidal cells of area CA1 (O'Keefe
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Figure 1.1. Simple illustration of hippocampal anatomy. The hippocampus can be divided into the
dentate gyrus (DG), area CA3 (CA3), area CA1 (CA1), subiculum (Sub), and alveus. Axons are in red.
Schaffer collaterals are labeled as SC.

and Nadel 1978; for review, see Andersen et al. 2000, Sloviter and Lomen 2012). This
circuit begins with excitatory input to the granule cells from entorhinal cortex via the
perforant pathway. Granule cells connect to CA3 pyramidal cells via their axons which
form the mossy fibers (O'Keefe and Nadel 1978; for review, see Sloviter and Lomo
2012). The CA3 pyramidal cells connect to CA1 cells through the Schaffer collateral
axons (O'Keefe and Nadel 1978, Andersen et al. 2000). Finally, the CA1 pyramidal cells
connect to other areas, including the subiculum, through their axons which run in the
alveus (O'Keefe and Nadel 1978)
Schaffer collateral anatomy and function. The connection between the pyramidal

cells of area CA3 and those of area CA1 is made by the unmyelinated Schaffer
collateral axons (Ishizuka et al. 1990, Li et al. 1994). These axons branch extensively
(Ishizuka et al. 1990) and contain swellings, or boutons, which form en passant
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synapses with CA1 cells, giving the axons a “beads on a string” appearance (Raastad
and Shephard 2003). While others have studied Schaffer collateral conduction and
plasticity (Allen and Stevens 1994, Soleng et al. 2003a, Raastad and Shephard 2003,
Kim et al. 2012, Owen and Grover in preparation), much is still unknown about the
mechanisms determining their reliability and functional plasticity.
In 2009, Jensen and Durand reported that conduction block of both the
myelinated alvear fibers (a major output pathway of the hippocampus) and commissural
fibers (which cross the mid-line to connect the two hippocampi) could be produced by
high-frequency stimulation (HFS). These authors found that increasing the frequency of
stimulation (up to 200Hz) increased the effectiveness of conduction block. Our lab has
observed similar effects in studies of a different fiber pathway in the hippocampus, the
Schaffer collaterals; in our studies, we found that action potential conduction was
strongly depressed by stimulation at frequencies of 50-100Hz. Whole cell recordings of
antidromically-conducted action potentials during 100Hz HFS revealed increases in both
conduction latency and conduction failure, with decreases in action potential amplitude
(Kim et al. 2012, Owen and Grover in preparation). Depression of action potential
conduction and complete conduction block could be caused by an increase in
extracellular potassium around the axons. During prolonged HFS, extracellular
potassium can rise from a normal level of 3-4 mM to as high as 8-12 mM (for review,
see Somjen 2002). Meeks and Mennerick (2004) reported that increasing extracellular
potassium concentrations to 8 mM enhances the depression of action potential
conduction that normally occurs during 50 Hz stimulation, indicating that increased
extracellular potassium can contribute to conduction block. Conduction block may also
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occur due to conduction failure at axon branch points. Computer simulations of action
potential propagation in branched axons have shown that increasing the complexity of
the axon arbors increases the chance of conduction failure, with a similar effect
produced by increasing the density of terminal boutons (Lüscher and Shiner 1990).
In this dissertation, I characterize and examine the changes in Schaffer collateral
axon function during high-frequency and burst stimulation. These studies expand on
previous investigations by comparing different anatomical regions of the Schaffer
collaterals (proximal and distal), and examining potential roles of the ion channels listed
in Table 1.1 in activity-dependent changes in function. In the next chapter, I describe the
common experimental methods I used throughout this dissertation.

18

CHAPTER 2: COMMON METHODS
The following methods (tissue preparation, recordings, and stimulations) are
shared by all experiments in this dissertation. Methods which were used in a given subset of experiments (specific treatments and recording techniques, statistical methods)
are included in their respective chapters.
TISSUE PREPARATION
Hippocampal slices were prepared as previously described (Kim et al. 2012).
Male and female Sprague-Dawley rats (30-90 days old, Hilltop Lab Animals, Scottdale,
PA) were sedated by CO2/air inhalation, and decapitated. The brain was removed and
placed into chilled artificial cerebrospinal fluid (ACSF) composed of (in mM): 124 NaCl,
26 NaHCO3, 3.4 KCl, 1.2 NaH2PO4, 2.0 CaCl2, 2 MgSO4, 10 glucose (pH 7.35,
equilibrated with 95% O2/5% CO2). The brain was sectioned, and a block containing
both hippocampi was glued to the stage of a vibratome (Campden Instruments,
Lafayette, IN), immersed in chilled ACSF, and sectioned into 400-500 µm thick slices.
Slices containing the hippocampus in coronal or horizontal orientation were dissected to
remove the hippocampus from the surrounding structures. Hippocampal slices were
stored at room temperature (20-22º C) in an interface holding chamber. For recordings,
individual slices were transferred to a small volume (approximately 200 µL) interface
recording chamber heated to 34-35.5º C. Slices were perfused with oxygenated ACSF
at a rate of 1-1.5 mL/min. All procedures were approved by the Institutional Animal Care
and Use Committee at Marshall University.
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FIELD POTENTIAL RECORDINGS
Extracellular field potentials were recorded through glass micropipettes filled with
ACSF (3-5 MΩ); in some recordings the tip was broken, prior to placement in the slice,
to lower resistance and reduce noise. To record Schaffer collateral fiber volleys, the
micropipette was placed in stratum radiatum of CA1. In some recordings, fiber volleys
and antidromic population spikes were measured simultaneously by placing two
electrodes in the slice: one in CA1 stratum radiatum and one in CA3 stratum
pyramidale (Fig. 2.1A). Signals were amplified (gain 100-1000), filtered (0.05-3,000 Hz,
or 0.1-10,000 Hz), digitized (10-100 kHz; National Instruments), and stored on a
personal computer using WinWCP and WinEDR software (Strathclyde
Electrophysiology Software, John Dempster, University of Strathclyde). Fiber volley and
population spike amplitude were measured as the difference between the maximum
negativity and following positivity (Fig. 2.1B). Latencies were measured as the time
difference between the beginning of the stimulus artifact and the response at 10% of its
peak amplitude.
WHOLE-CELL RECORDINGS
Somatic whole cell patch clamp recordings were obtained from CA3 pyramidal
neurons by the method of Blanton et al. (1989). For action potential recordings, patch
electrodes (3-5 MΩ) were filled with (in mM): 140 potassium gluconate, 10 sodium
HEPES (N-[2-hydroxyethyl]piperazine-N’-[2-ethanesulfonic acid]), 3 MgCl 2, adjusted to
285-290 mOsm, pH 7.2. Recordings were done in the continuous current-clamp mode
of an Axoclamp 2B (Axon instruments, Sunnyvale, CA). Signals were amplified (gain
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Figure 2.1. Illustration of stimulation and recording methods. A. The stimulating electrode was
placed in stratum radiatum near the border of areas CA3 and CA1. In some experiments, whole cell
current clamp recordings of antidromic action potentials were made from CA3 pyramidal neurons, in
other experiments, a single extracellular recording was made from stratum radiatum in area CA1
(fiber volley) or dual, simultaneous extracellular recordings were made from stratum pyramidale in
area CA3 (population spike) and stratum radiatum in area CA1 (fiber volley). B. Typical whole cell
and field potential responses. Stimulus artifacts (*) have been partially removed. Top: antidromic
action potential recorded from CA3 pyramidal neuron; action potential amplitude was determined as
illustrated as the difference in membrane potential immediately prior to and at the peak of the action
potential. Middle: population spike recorded from CA3 stratum pyramidale; amplitude was
determined as illustrated as the difference between the negative peak and following positive
deflection. Bottom: fiber volley recorded from CA1 stratum radiatum; amplitude was determined by
the difference between negative peak and following positivity. C. The stimulation protocols used in
the following experiments. Top: 160 stimuli were given as a continuous train at 100 Hz, 50 Hz, 20 Hz,
and 10 Hz frequencies. Bottom: 160 stimuli were given as bursts of 4 stimuli at 100 Hz with the interburst interval varying between 100-1000ms.

10), low pass filtered (1-3 kHz), digitized (10-100 kHz; National Instruments, Austin TX),
and stored on a personal computer using the WinWCP or WinEDR programs.
Membrane potentials were not corrected for the liquid junction potential. Action potential
amplitudes were measured as the difference between membrane potential immediately
prior to and at the peak of the action potential (Fig. 2.1B). Latencies were measured as
the time difference between the stimulus artifact and the response at 10% of peak
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amplitude. Recordings where the first stimulus (see below) of high frequency or burst
stimulation (see below) did not evoke an action potential were not included in the final
analysis, nor were data from cells where all stimulation conditions (see below) were not
given. If a stimulation condition was repeated, only the first repetition was included in
the data analysis. Action potentials with amplitudes of less than 5 mV were considered
as failures.
STIMULATION
Figure 2.1 shows the electrode arrangements for both simultaneous recordings
of extracellular responses in area CA3 stratum pyramidale and area CA1 stratum
radiatum, and whole-cell recordings from CA3 pyramidal neurons. In short, a bipolar
Teflon® insulated, stainless steel stimulating electrode was placed in stratum radiatum
near the border between area CA1 and CA3. Constant voltage, biphasic stimuli
(duration 0.1ms) were delivered using an A-M Systems model 2100 stimulator. For
extracellular recordings, the stimulus intensity was adjusted (typically 3-10 V) to
produce the largest response which could be obtained without contamination of the
response by the stimulus artifact. For whole-cell recording, the stimulus intensity was
adjusted to a level just high enough to consistently evoke an antidromic action potential
during low frequency (<1 Hz) stimulation. Two types of stimulus protocols were used:
continuous high-frequency stimulation (HFS) and burst stimulation (Fig. 2.1C). For HFS,
trains of 160 pulses at 10-100 Hz were delivered. For burst stimulation, bursts of 4
stimuli at 100Hz were repeated at inter-burst intervals of 100, 200, and 500 (in some
experiments, also 1000 ms), for a total of 40 bursts (160 stimuli). Fiber volleys were
22

isolated by blocking excitatory postsynaptic potentials (EPSPs) using an AMPA receptor
blocker (30µM DNQX), or in some recordings, by blocking both EPSPs and inhibitory
postsynaptic potentials using a blocker cocktail including DNQX, an NMDA receptor
antagonist (5µM CGP-37849, competitive inhibitor; or 20µM MK-801, a non-competitive
inhibitor), a GABAA antagonist (10µM bicuculline methiodide), and a GABA B antagonist
(1µM CGP-55845).
REAGENTS
Drugs were prepared as concentrated stock solutions. 6,7-dinitroquinoxaline-2,3dione (DNQX 30mM; Tocris), CGP-55845 (10mM; Tocris), and MK-801 (20mM; Tocris)
were dissolved in DMSO. Bicuculline methiodide (10mM; Sigma or Tocris) and CGP37849 (5mM, Tocris) were dissolved in distilled water. Stock solutions were diluted to
final concentrations by addition to ACSF perfusing the tissue. Salts and all other
reagents were from Sigma or Fisher.
DATA
The nature of my experiments, with multiple stimulation protocols each
containing 160 stimuli, often repeated after one or more pharmacological or ionic
manipulation, and frequently with two simultaneous recording sites, resulted in large
data sets. With such large data sets, analysis and illustration of complex data patterns
required a large number of figures. Therefore, in each of the following chapters, there
are many pages containing only figures; the reader is advised to make use of the Table
of Contents to keep track of said figures while reading each chapter.
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CHAPTER 3: ACTIVITY-DEPENDENT DIFFERENCES IN FUNCTION BETWEEN
PROXIMAL AND DISTAL SCHAFFER COLLATERALS
This work will be part of a manuscript to be submitted to a peer-reviewed journal.
BENJAMIN M. OWEN1 AND LAWRENCE M. GROVER1
MARSHALL UNIVERSITY, DEPARTMENT OF PHARMACOLOGY, PHYSIOLOGY,
AND TOXICOLOGY, HUNTINGTON, WV
1

ABSTRACT
Axon conduction fidelity is important for signal transmission, and has been
studied in various axons including the Schaffer collateral axons of the hippocampus.
Previously, I reported that high frequency stimulation (HFS) depresses Schaffer
collateral excitability when assessed by whole-cell recordings from CA3 pyramidal cells,
but induces biphasic excitability changes (increase followed by decrease) in
extracellular recordings of CA1 fiber volleys (Kim et al. 2012). Here, I examined
responses from proximal (whole cell or field potential recordings from CA3 pyramidal
cell somata) and distal (field potential recordings from CA1 stratum radiatum) portions of
the Schaffer collaterals during high frequency and burst stimulation in hippocampal
slices. Whole-cell and dual field potential recordings using 10-100 Hz HFS revealed
frequency-dependent changes like those previously described, with higher frequencies
producing more drastic changes. Dual field potential recordings during HFS revealed
substantial differences between proximal and distal regions of the Schaffer collaterals,
with proximal axons depression more strongly, and only distal axons showing an initial
excitability increase. Because CA3 pyramidal neurons normally fire in short bursts
rather than long high frequency trains, I repeated the dual recordings using 100-1000ms
interval burst stimulation. Burst stimulation produced changes similar to those during
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HFS, with shorter intervals causing more drastic changes, and substantial differences
between proximal and distal axons. I suggest that functional differences between
proximal and distal Schaffer collaterals allow selective filtering of non-physiological
activity, while maximizing successful conduction of physiological activity throughout an
extensive axonal arbor.
Keywords: high frequency stimulation, burst stimulation, action potential, axon,
hippocampus, Schaffer collateral, hyper-excitability

25

INTRODUCTION
The hippocampus is essential for normal memory function, and long-term
potentiation (LTP) of synaptic transmission within the hippocampus serves as a widely
used model for examining the mechanisms of memory formation (Bliss and Collingridge
1993, Blundon and Zakharenko 2008). Because LTP induction depends on postsynaptic
depolarization, typically resulting from short bursts or longer trains of presynaptic
activity, activity-dependent alterations in presynaptic excitability may affect glutamate
release, postsynaptic depolarization, and LTP. Previously, I showed that during trains of
continuous high frequency stimulation (HFS), the Schaffer collateral axons connecting
CA3 and CA1 pyramidal neurons undergo biphasic changes in excitability, with an early
excitability increase followed by a later decrease (Kim et al. 2012). This later excitability
decrease contributes to synaptic depression during HFS (Kim et al. 2012), in turn
limiting the magnitude of LTP resulting from HFS (Grover et al. 2009). In addition, our
previous findings (Kim et al. 2012) suggested differences between distal and proximal
portions of the Schaffer collaterals: antidromic action potentials conducted through
proximal axons did not show the initial excitability increase that was observed in fiber
volley recordings from distal axons.
Although HFS is frequently used in experimental studies of LTP, the physiological
relevance of axon excitability changes during HFS might be questioned because
hippocampal pyramidal neurons do not normally fire long trains of action potentials
(Albensi et al. 2007). In the intact animal, hippocampal pyramidal neurons often fire in
short high-frequency bursts, with bursts repeated at delta-theta frequencies (Kandel and
Spencer 1961, Ranck 1973). These endogenous firing patterns are mimicked by burst
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stimulation protocols like those my lab has used previously (Grover et al. 2009), and
which are highly effective for LTP induction (Larson et al. 1986, Grover et al. 2009). In
the present study, I examined Schaffer collaterals for excitability changes during deltatheta frequency burst stimulation, to determine if similar excitability changes occur
during HFS and more physiological patterns of activity. I also compared responses
recorded from proximal and distal portions of Schaffer collaterals during HFS and burst
stimulation to determine if there are functional differences between these axon regions.
Our results demonstrate that distal, but not proximal, Schaffer collaterals are capable of
activity-dependent increases in excitability. Moreover, I found that increased excitability
predominates in distal Schaffer collaterals during burst stimulation at frequencies that
are most effective for LTP, whereas decreased excitability predominates during
stimulation protocols that are less effective for LTP.
METHODS
DATA ANALYSIS AND STATISTICS
Fiber volleys and populations spikes were analyzed for latency and amplitude (as
described above); for comparison among slices, amplitudes were normalized relative to
the first response recorded during each round of high-frequency or burst stimulation.
Antidromic action potentials were analyzed for latency, amplitude, and failures, with
action potentials ≤5mV in amplitude counted as failures. Data were analyzed using
SPSS (IBM) and Gnumeric (http://www.gnome.org/projects/gnumeric/). Repeated
measures analysis of variance (ANOVA) was used to test for significant main effects
(p<0.05 accepted as significant) with post-hoc paired-comparisons made using the
Bonferonni method.
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RESULTS
SCHAFFER COLLATERALS SHOW FREQUENCY DEPENDENT-CHANGES IN
ANTIDROMIC ACTION POTENTIALS DURING HFS
Previously, I determined that during continuous HFS, the Schaffer collateral fiber
volley, an extracellular, population response, is altered in a frequency-dependent
manner, but in our whole cell recordings of antidromic action potentials, I used only one
stimulation frequency (100 Hz) (Kim et al. 2012). To determine if similar changes can be
observed in individual neurons, I recorded antidromic action potentials from CA3
pyramidal neurons (n=10) during 10, 20, 50, and 100 Hz HFS. For all four stimulation
frequencies, mean action potential amplitudes (with failures included as an amplitude of
0 mV) decreased, with greater amplitude decreases during higher stimulation
frequencies. By the end of the stimulation period, mean amplitudes (averaged over final
20 responses) for each stimulation frequency were drastically and significantly (all pvalues<0.001) decreased: for 100 Hz stimulation, from 103.2±2.7 to 9.4±3.8 mV; for 50
Hz from 100.8±3.2 to 13.6±5.2 mV; for 20 Hz from 101.5±2.9 mV to 35.5±7.8 mV; for 10
Hz, from 100.2±3.7 to 37.5±9.9 mV. Repeated measures ANOVA indicated significant
differences among the 4 stimulation frequencies (p<0.01). These differences could be
due to an increase in conduction failures, decreased amplitudes independent of failures,
or a combination of both. To distinguish among these possibilities, I re-analyzed the
amplitude data after removing failures. As shown in Figure 3.1, with failures removed,
amplitudes appeared to decrease during 50 and 100 Hz HFS, but not during 10 and 20
Hz stimulation, however, the amplitude changes were no longer significant (all p-values
>0.07). Moreover, when I compared amplitudes during the last 20 responses (see Fig.
3.2E) using repeated measures ANOVA, there was no longer a significant effect of
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stimulation frequency (p>0.2). During HFS, I observed an increase in conduction
failures that also appeared to be frequency-dependent (Fig. 3.2A-D). When I compared
the probability of failure for the last 20 responses (Fig. 3.2F) using repeated measures
ANOVA, I found a significant difference among frequencies (p<0.05; n=10), indicating
an increase in probability of failure with stimulation frequency. However, post-hoc paired
comparisons did not indicate any differences between specific frequency pairs. In
addition to amplitudes and probability of failure, conduction latencies also appeared to
change during HFS in a frequency-dependent manner. For all four frequencies, the
latency of the antidromic action potential increased during HFS (Fig. 3.1A-D). When I
compared the average latency change (with failures excluded) over the last 20
responses (see Figure 3.2G) using repeated measures ANOVA, I failed to find a
significant difference among the frequencies (p>0.2). In summary, for antidromic action
potentials, differences in stimulation frequency principally affected the probability of
conduction failure.
COMPARISON OF DISTAL VS. PROXIMAL SCHAFFER COLLATERALS DURING
HFS
Previously, I reported that during HFS, fiber volleys conducted by distal portions
of Schaffer collaterals and recorded in area CA1 underwent an initial frequencydependent increase in amplitude, followed by an amplitude depression, while latencies
changed in a complementary manner, with an initial decrease followed by increase (Kim
et al. 2012). However, as I showed above, antidromic action potentials, conducted by
proximal portions of Schaffer collaterals, only decreased in amplitude during the
recording, whereas latencies only increased, suggesting differences between distal and
proximal axons. To directly compare proximal and distal Schaffer collaterals, I
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Figure 3.1. Action potential amplitudes and latency changes during high-frequency
stimulation (HFS). In each panel (A-D) the top graph shows action potential amplitudes (with
failures omitted) plotted against stimulus number, and the bottom graph shows latency change
plotted against stimulus number. Stimulus frequency is indicated at the top of each panel. The large
variability in amplitudes and latency changes during the second half of HFS is primarily a
consequence of the increased probability of action potential failure (see Figure 3.2A-D) and resulting
reduction in number of observations that could be included in averaged values. HFS at each
frequency was repeated in all recordings.

simultaneously recorded responses conducted by distal (CA1 fiber volley) and proximal
(CA3 population spike) axons, evoked by a single stimulating electrode placed at the
CA1/CA3 border (n=10 slices).
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Figure 3.2. Action potential failure increased in probability during HFS, and varied with
stimulation frequency. A-D. The proportion of failures plotted against stimulus number for HFS at
(A) 100, (B) 50, (C) 20, and (D) 10 Hz. (E) Mean action potential amplitude during the final 20 stimuli;
there was no significant effect of stimulation frequency. (F) Mean proportion of failures over the final
20 stimuli; there was a significant effect of stimulation frequency (p<0.05). (G) Mean latency change
over the final 20 stimuli. Data in Figure 3.1 and this Figure are from the same 10 cells.

Response amplitude changes. As can be seen in Fig. 3.3A-D, the distal axon
fiber volleys showed the same biphasic response in amplitude at 50-100 Hz that I
reported previously (Kim et al. 2012), with a transient increase peaking around stimulus
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20 followed by depression. In contrast, CA3 population spikes conducted antidromically
over proximal axons showed only depression. I quantified the initial response to HFS by
calculating the mean normalized response amplitude during the first 20 stimuli (Figure
3.3E). Repeated measures ANOVA revealed a significant main effect for recording site
(proximal vs. distal axon, p<0.001) and a significant interaction between frequency and
recording site (p<0.001). Post-hoc analysis again revealed significant differences
between proximal and distal axon responses for all four stimulation frequencies (all pvalues <0.001). To compare response depression, I calculated the mean normalized
response during the last 20 stimuli. As expected based on our previous study, repeated
measures ANOVA demonstrated a significant main effect for stimulation frequency
(p<0.001). I also found a significant main effect for recording site (proximal vs. distal
axon, p<0.001) and a significant interaction between frequency and recording site
(p=0.005). Post-hoc analysis showed statistically significant differences between distal
and proximal axon responses for all frequencies (Fig. 3.3E; all p-values=0.002).
Response latency changes. In addition to amplitude changes, I measured latency
changes in distal and proximal Schaffer collateral responses during HFS at 10-100 Hz
(Fig. 3.4A-D). In general, latency changes were complementary to the amplitude
changes described above, with response latencies steadily increasing during HFS for
both proximal and distal Schaffer collaterals, and with greater latency increases
observed at higher stimulation frequencies. Comparison of the average latency changes
for the first 20 responses (Fig. 3.4E) revealed a significant main effect for recording site
(distal vs. proximal axon, p=0.001), with post-hoc tests showing significant differences
between distal and proximal axon responses for 50, 20, and 10 Hz stimulation
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Figure 3.3. Amplitude differences between proximal and distal portions of Schaffer collateral
axons during HFS. Normalized amplitudes for proximal (CA3 population spikes) and distal (CA1
fiber volleys) axons during HFS at (A) 100, (B) 50, (C) 20, and (D) 10 Hz. Proximal axon responses
showed frequency-dependent amplitude depression during HFS. In contrast, distal axon responses
showed a biphasic change in response amplitude during HFS, with an early increase in amplitude
followed by a gradual decrease; both phases (amplitude increase and decrease) were greatest at
100Hz, and declined with stimulation frequency. (E) Mean amplitude of proximal and distal axon
responses during the first 20 stimuli; significant proximal vs. distal differences are indicated by short
horizontal bars and asterisks (*). (F) Mean amplitude of proximal and distal axon responses during
the last 20 stimuli; significant proximal vs. distal differences are indicated by short horizontal bars and
asterisks (*). HFS stimulation at all four frequencies was repeated in each recordings.
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frequencies (all p-values<0.001). The final latency changes (mean of last 20 responses)
during 100 Hz and 50 Hz HFS were similar for proximal and distal axons, while during
20 Hz and 10 Hz stimulation, latency increases appeared to be greater proximal axon
responses compared distal axon responses. When I compared the latency changes
during the last 20 stimuli (Fig. 3.5F) using repeated measures ANOVA, I found a
significant main effect for stimulation frequency (p<0.005) and a significant interaction
between frequency and recording site (p<0.01), but post-hoc analysis revealed a
significant difference between distal and proximal axon responses only at 10 Hz
(p<0.005).
EXCITABILITY CHANGES DURING BURST STIMULATION
Burst stimulation more closely resembles the physiological firing pattern of CA3
pyramidal neurons than continuous HFS (Albensi et al. 2007). To determine whether
similar changes in Schaffer collateral function occur during both high-frequency and
burst stimulation, I recorded simultaneous distal and proximal Schaffer collateral
responses (n=10 slices), as in the preceding experiment, but delivered stimuli in short
bursts (4 stimuli at 100 Hz) repeated at intervals of 100-1000ms, rather than as a
continuous HFS train.
Response amplitude changes. I observed amplitude changes during burst
stimulation at 100ms intervals that resembled those reported above during 50-100 Hz
HFS: for distal axon responses, an initial increase in amplitude was later followed by
depression, but for proximal axon responses, only depression was observed (Fig. 3.5A).
Increasing the burst interval from 100ms to 500ms resulted in progressively smaller
amplitude changes, but a further increase to 1000ms had no further effect. For distal
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Figure 3.4. Latency change differences between proximal and distal portions of Schaffer
collateral axons during HFS. Latency changes for proximal and distal axons during HFS at (A) 100,
(B) 50, (C) 20, and (D) 10 Hz. Proximal and distal axon conduction latencies showed frequencydependent increases during HFS. (E) Mean latency changes for proximal and distal axon responses
during the first 20 stimuli; significant proximal vs. distal differences are indicated by short horizontal
bars and asterisks (*). (F) Latency changes for proximal and distal axon responses during the last 20
stimuli; significant proximal vs. distal differences are indicated by short horizontal bars and asterisks
(*).

axon responses, both the early increase in response amplitude and later depression
were blunted as burst interval was increased (compare A2 to B2, C2, and D2 in Fig.
3.5). Similarly, for proximal axon responses, amplitudes became less depressed when
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the burst interval was increased from 100ms to 200ms burst stimulation, with little
depression during the longer 500 and 1000ms burst interval stimulation (compare A1 to
B1, C1, and D1 in Fig. 3.5). For distal axon responses, but not for proximal axons, I also
observed position-dependent changes within each burst. Position-dependent changes
in response amplitude are described in more detail below; briefly, these changes were
typically characterized by an increase in response amplitude from stimulus position 1-4
in each burst, with amplitudes largely recovering during the interval between bursts. The
exception to this pattern was during 100ms burst stimulation, where distal response
amplitudes consistently decreased in amplitude within each burst from burst 10
(stimulus 40) through the end of stimulation.
To compare overall initial amplitude changes during burst stimulation I averaged
response amplitudes during the first five bursts (first 20 responses) between proximal
and distal axon. For distal axon responses, amplitudes increased during the first five
bursts at the 100ms interval, but smaller changes were observed at 200-1000ms
intervals (Fig. 3.6A). For proximal axon responses, amplitudes decreased during the
first five bursts, with the largest decreases seen at the 100ms burst interval. Repeated
measures ANOVA for response amplitude changes during the first five bursts indicated
a significant main effect for recording site (proximal vs. distal, p<0.01), and a significant
interaction between recording site and burst interval (p<0.001). Post-hoc analysis
showed a significant proximal vs. distal difference only for the 100ms burst interval
(p<0.005). To assess initial within-burst changes, I averaged responses by position
number (1-4) across the first five bursts separately for each burst interval, with a
separate repeated measures ANOVA for each burst interval. For the 100ms interval
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Figure 3.5. Amplitude differences between proximal and distal portions of Schaffer collateral
axons during burst stimulation. Normalized amplitudes for proximal (1, left) and distal (2, right)
axons during burst stimulation at (A) 100, (B) 200, (C) 500, and (D) 1000ms intervals. Proximal axon
responses showed monophasic amplitude depression that was greatest during burst stimulation at
the 100ms interval, and that declined as burst interval was increased. In contrast, distal axon
responses showed a biphasic change in response amplitude during burst stimulation, with an early
increase in amplitude followed by a gradual decrease; both phases (amplitude increase and
decrease) were greatest at the 100ms interval, and declined with increases in burst interval. Burst
stimulation at all four intervals was repeated in each recording.

(Fig. 3.6B1), there was a significant main effect for recording site (proximal vs. distal,
p<0.01) and a significant interaction between recording site and position (p<0.025);
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Figure 3.6. Amplitude differences for proximal vs. distal axons during the first five bursts of
stimulation. Proximal and distal response amplitudes averaged across all 20 stimuli in the first five
bursts (A). Proximal and distal response amplitudes for each position (1-4) averaged across the first
five bursts during burst stimulation at 100ms (B1). Proximal and distal response amplitudes for each
position (1-4) averaged across the first five bursts during burst stimulation at 200-1000ms intervals
(B2-4). Significant proximal vs. distal differences are indicated by asterisks (*). Data are from the
same slices shown in Figure 3.5.

post-hoc analysis showed significant proximal vs. distal differences for positions 2-4 (pvalues<0.01). For the 200ms burst interval (Fig. 3.6B2), there was only a significant
main effect for recording site (p<0.05); post-hoc analysis did not reveal significant
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proximal vs. distal differences for any of the four stimulus positions. For the 500ms burst
interval (Fig. 3.6B3), there was only a significant main effect for position (p<0.005); posthoc analysis failed to show significant proximal vs. distal differences for any of the four
stimulus positions. No significant effects were found for 1000ms burst interval.
To compare the overall degree of response depression between proximal and
distal axons, I calculated mean normalized response amplitudes during the last five
bursts (final 20 responses; see Fig. 3.7A). Repeated measures ANOVA showed
significant main effects for recording site (proximal vs. distal, p<0.005) and burst interval
(p<0.001), but no significant interaction between the two. Post-hoc tests showed
significant differences between proximal and distal axon responses for 100, 200 and
1000ms burst intervals (p-values<0.01), but not for the 500ms burst interval. To
compare amplitude changes by position within bursts, I used the same procedure
described above: for each of the four burst intervals, I averaged response amplitudes
for each stimulus position (1-4) across the final five bursts, and then performed
repeated measures ANOVAs. For the 100ms interval, I obtained significant main effects
for both recording site (proximal vs. distal axon, p<0.005) and position number within
bursts (1-4, p<0.001), as well as a significant interaction between the recording site and
position (p<0.001). Post-hoc analysis revealed significant differences between proximal
and distal axon responses at positions 1-3 (p-values=0.011). For the 200ms interval,
ANOVA revealed a significant main effect for recording site (p<0.01) and a significant
interaction between recording site and position (p<0.05), but post-hoc analysis showed
a significant difference between proximal and distal axon responses only for position 3
(p<0.005). Analysis of the 500ms interval data showed no significant effects. For the
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Figure 3.7. Amplitude differences for proximal vs. distal axons during the last five bursts of
stimulation. Proximal and distal response amplitudes averaged across all 20 stimuli in the last five
bursts (A). Proximal and distal response amplitudes for each position (1-4) averaged across the last
five bursts during burst stimulation at 100ms (B1). Proximal and distal response amplitudes for each
position (1-4) averaged across the last five bursts during burst stimulation at 200-1000ms intervals
(B2-4). Significant proximal vs. distal differences are indicated by asterisks (*). Data are from the
same slices shown in Figures 3.5 and 3.6.

1000ms interval, ANOVA showed a significant main effect for recording site (p<0.01),
but no other significant effects. Post-hoc tests showed significant differences between
proximal and distal axon responses for positions 2 and 4.
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Response latency changes. As can be seen in Figure 3.8, latency changes
during burst stimulation were essentially the inverse of amplitude changes (compare
with Figure 6). For burst stimulation at the 100ms interval, latency changes resembled
those seen during 50 and 100 Hz HFS (compare Fig. 3.8A with Fig. 3.4A, B). Distal
axon responses showed a biphasic change in latency, with initial decrease during the
first 4-5 bursts, followed by a gradual increase. In contrast, proximal axon responses
showed latency increases only. For both proximal and distal axon responses, there
were position-dependent changes in latency within each burst (described in more detail
below), with proximal axons responses tending to increase in latency within each burst
early during burst stimulation, but decrease in latency later during burst stimulation,
whereas distal axon responses generally decreased in latency within bursts except
early during burst stimulation at 100ms, where response latencies increased within each
burst. Response latencies partially recovered from within burst changes during the
intervals between bursts.
To compare latency changes, I followed the same procedures that I used above
for comparing amplitude changes. To assess overall initial changes in latency, I
calculated the mean latency change for each burst interval (separately for proximal and
distal axon responses) during the first five bursts (first 20 responses, see Fig. 3.9A). For
distal axon responses, there was a small but consistent decrease in mean latency. For
proximal axon responses, there was a small but consistent increase in mean latency,
with larger changes during burst stimulation at the shorter (100, 200ms) intervals.
Repeated measures ANOVA showed a significant main effect for recording site
(proximal vs. distal) only. Post-hoc tests revealed significant differences between

41

proximal and distal axon latency changes for the 200 and 1000ms intervals. To assess
initial (first five bursts) within-burst latency changes (Fig. 3.9B), I performed a separate
repeated measures ANOVA for each burst interval. For the 100ms interval, there were
significant main effects for recording site (proximal vs. distal, p=0.01), stimulus position
(p<0.01), and the interaction between recording site and position (p<0.02); post-hoc
tests showed significant proximal vs. distal differences for positions 2-4 (p-values<0.01).
For the 200ms interval, there were also significant main effects for recording site
(proximal vs. distal, p=0.001), stimulus position (p<0.02), and the interaction between
recording site and position (p<0.01), with post-hoc tests showing significant proximal vs.
distal differences for positions 2-4 (p-values≤0.002). For the 500ms interval, there were
again significant main effects for recording site (proximal vs. distal, p<0.03), stimulus
position (p<0.005), and the interaction between recording site and position (p<0.001),
but post-hoc tests showed significant proximal vs. distal differences for positions 3 and
4 only (p-values≤0.003). Finally, for the 1000ms interval, there was a significant main
effect for recording site (proximal vs. distal, p<0.005), and a significant interaction
between recording site and position (p=0.003), with post-hoc tests indicating significant
proximal vs. distal differences for positions 2-4 (p-values≤0.005)
To compare the overall magnitude of latency change later during burst
stimulation, I calculated the mean latency changes during the final five bursts (last 20
responses), as described above (see Fig. 3.10A). Repeated measures ANOVA showed
a significant main effect for burst interval (p<0.001), confirming our observation of
smaller latency changes with longer burst intervals, but no other significant effects. I
also compared latency changes by position within bursts, as described above. For the
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Figure 3.8. Comparison of latency changes between proximal and distal portions of Schaffer
collateral axons during burst stimulation. Latency changes for proximal (1, left) and distal (2,
right) axons during burst stimulation at (A) 100, (B) 200, (C) 500, and (D) 1000ms intervals. Proximal
axons showed monophasic latency increases that were greatest during burst stimulation at the
100ms interval, and that declined as burst interval was increased. In contrast, distal axon responses
showed a biphasic change in latency during burst stimulation, with an early decrease latency
followed by a gradual increase; the latency increase was greatest at the 100ms interval, and became
less pronounced burst interval was increased. Data are from the same slices shown in Figures 3.53.7.

100ms burst interval, there were no significant main effects, but there was a significant
interaction (p=0.002) between recording site (proximal vs. distal) and position number
(1-4). Although the interaction was significant, post-hoc tests did not reveal any
significant differences between proximal and distal axon latency changes for any of the
four positions. For the 200ms burst interval, there were significant main effects for
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Figure 3.9. Latency changes for proximal vs. distal axons during the first five bursts of
stimulation. Proximal and distal latency changes were averaged across all 20 stimuli in the first five
bursts (A). Proximal and distal axon latency changes for each position (1-4) averaged across the first
five bursts during burst stimulation at 100ms (B1). Proximal and distal axon latency changes for each
position (1-4) averaged across the first five bursts during burst stimulation at 200-1000ms intervals
(B2-4). Significant proximal vs. distal differences are indicated by asterisks (*). Data are from the
same slices shown in Figure 3.5-3.8.

recording site (proximal vs. distal, p<0.01), and stimulus position within bursts (p<0.05),
and there was a significant interaction between recording site and stimulus position
(p<0.05). Post-hoc tests showed significant greater latency increase for proximal axons
compared to distal axons for stimulus positions 1 and 4. For the 500ms burst interval,
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Figure 3.10. Latency changes for proximal vs. distal axons during the last five bursts of
stimulation. Proximal and distal latency changes were averaged across all 20 stimuli in the last five
bursts (A). Proximal and distal axon latency changes for each position (1-4) averaged across the last
five bursts during burst stimulation at 100ms (B1). Proximal and distal axon latency changes for each
position (1-4) averaged across the last five bursts during burst stimulation at 200-1000ms intervals
(B2-4). Significant proximal vs. distal differences are indicated by asterisks (*). Data are from the
same slices shown in Figure 3.5-3.9.

there was a significant main effect for stimulus position (p<0.02), but no other significant
effects. For the 1000ms burst interval, I again found a significant main effect for stimulus
position (p<0.005), but also for recording site (proximal vs. distal; p<0.02), with post-hoc
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tests showing significantly greater latency increases for proximal axons at stimulus
positions 2 and 3.
DISCUSSION
In our first experiment, I used whole cell recordings to examine changes in
antidromic action potentials during HFS over a range of stimulation frequencies (10-100
Hz). Our results expand on our previous findings (Kim et al. 2012) to demonstrate
activity-dependent depression of antidromic action potentials over a broader frequency
range than I previously examined. For all frequencies examined, antidromic action
potentials displayed activity-dependent amplitude depression and latency increase. Our
analysis indicated that the main effect of stimulation frequency is on probability of
conduction failure. In our previous study, I observed an initial period of increased
excitability for extracellular recordings from distal Schaffer collaterals (fiber volleys in
stratum radiatum of area CA1), but I did not observe a similar excitability increase for
antidromic action potentials recorded from single CA3 neurons in either the previous or
the present study. To determine if this discrepancy reflects a difference in function
between proximal and distal portions of Schaffer collateral axons, I directly compared
responses recorded from both axon regions.
Because whole cell recording from the very small diameter (typically 0.1-0.3μm,
Ishizuka et al. 1990, Shepherd and Harris 1998) distal Schaffer collaterals is not
possible, I made simultaneous extracellular recordings from proximal (population spikes
in area CA3 stratum pyramidale) and distal (fiber volleys in area CA1 stratum radiatum)
regions of the Schaffer collaterals. I found comparable changes in extracellular
population spike and whole cell recordings, validating our extracellular recording
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method. Direct, simultaneous comparison of proximal and distal axons during both nonphysiological HFS and physiological burst stimulation confirmed that both axon regions
undergo activity-dependent depression, but only the distal Schaffer collaterals show an
initial period of increased (hyper) excitability. I observed hyper-excitability during both
HFS and burst stimulation, indicating the transient increase in excitability is not an
artifact of non-physiological stimulation protocols.
POSSIBLE MECHANISMS OF DEPRESSION AND HYPER-EXCITABILITY
High-frequency stimulation increases extracellular potassium concentration
([K+]O), and also decreases extracellular sodium and calcium concentrations (reviewed
in Heinemann et al. 1990). Manipulation of extracellular potassium, by perfusing slices
with ACSF containing altered potassium concentration, alters Schaffer collateral
excitability, with small increases in [K +]O enhancing excitability, but larger [K+]O increases
depressing excitability (Poolos et al. 1987, Meeks and Mennerick 2004, Meeks et al.
2005). Because extracellular ion concentrations change slowly during intense activity
(Heinemann et al. 1990), it seems possible that the excitability increase I observed in
distal Schaffer collaterals occurs as a consequence of an initial, relatively small increase
in [K+]O. A small increase in [K+]O would slightly depolarize the axon membrane, and this
might enhance excitability by reducing the stimulation level needed to reach threshold.
With continued stimulation, and further increase in [K +]O, axon membrane potential
would be more strongly depolarized, promoting sodium channel inactivation; and a
reduced rate of spike repolarization and reduced amplitude afterhyperpolarization would
contribute to greater sodium channel inactivation.
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Although progressive changes in [K +]O during high-frequency and burst
stimulation could produce biphasic changes in excitability (increase followed by
decrease), this cannot explain the differences I have observed between proximal and
distal portions of the Schaffer collateral axons, since similar changes in [K +]O should
occur along the entire axon. Differences in morphology between proximal and distal
axon portions might produce different response to altered ion concentration. While CA3
pyramidal neuron axon morphology varies with distance from the cell body, with smaller
axon diameter at greater distances (Ishizuka et al. 1990), this difference alone should
lead to more rapid changes in distal axons due to a larger ratio of surface area to
volume, rather than to qualitatively different responses (monophasic depression in
proximal axons, biphasic hyper-excitability/depression in distal axons). Alternatively,
regional variations in ion conductances due to differences in channel density or
localization could produce differences in sensitivity to small changes in [K +]O (or small
changes in membrane potential) between proximal and distal Schaffer collaterals. For
example, KV2.1 and KV7.2/7.3 are present at high density in initial segments of
hippocampal pyramidal neurons (Sarmiere et al. 2008, Klinger et al 2011). Similarly,
NaV1.6 is concentrated in initial segments, whereas Na V1.2 is more generally distributed
(Jarnot and Corbett 2006, Royeck et al. 2008, Lorincz and Nusser 2010). Experimental
investigation of these alternatives will be difficult, due to the very small diameter of distal
Schaffer collateral axons.
POSSIBLE FUNCTIONS OF DEPRESSION AND HYPER-EXCITABILITY
Hippocampal pyramidal neurons do not normally fire long trains of action
potentials (Albensi et al. 2007), but rather fire single action potentials at relatively low
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frequency, or in short, high-frequency bursts that may be repeated at delta-theta
frequencies (Kandel and Spencer 1961 Ranck 1973, Tropp Sneider et al. 2006,
Mizuseki et al. 2012). I propose that activity-dependent changes in Schaffer collateral
excitability serve two functions. First, decreased excitability has a filtering function,
acting to prevent successful axonal conduction of abnormal firing, either sustained highfrequency firing or prolonged burst firing. Second, hyper-excitability of distal portions of
Schaffer collateral axons ensures successful conduction of action potentials through the
large and elaborately branched axon arbor (Li et al. 1994) formed by the distal
processes of CA3 Schaffer collateral axons. Because the distal Schaffer collaterals are
very small in diameter, and therefore vulnerable to depressing effects of activitydependent increase in [K+]O, and because axonal branch points, which are numerous in
the Schaffer collateral axon arbor, are likely sites for conduction failure (Goldstein and
Rall 1974, Grossman et al. 1979, Stoney 1990), hyper-excitability may serve to
counteract the tendency to depression and allow successful propagation of short
duration high frequency firing as occurs in the normal burst firing of CA3 pyramidal
neurons.
RELEVANCE TO LTP
The superiority of burst stimulation compared to HFS for LTP induction was
demonstrated many years ago (Larson et al. 1986). Among the factors contributing to
the superiority of burst stimulation are differences in short-term synaptic plasticity
(depression, facilitation) between HFS and burst stimulation (Grover et al. 2009). During
HFS, EPSPs depress, resulting in relatively weak post-synaptic depolarization, whereas
during burst stimulation, EPSPs depress very little or may facilitate, depending on the
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burst interval used, with facilitation becoming more prominent as burst interval
increased from 200-1000ms (Grover et al. 2009). As I recently showed (Kim et al.
2012), decreased excitability of Schaffer collaterals during HFS contributes to EPSP
depression, accounting at least in part for the relative ineffectiveness of HFS for LTP
induction. As I show here, Schaffer collateral function is better maintained during burst
stimulation compared to HFS. Moreover, Schaffer collateral function is best maintained
at the burst intervals (500, 1000ms) that are most favorable for LTP induction (Grover et
al. 2009). These differences in Schaffer collateral function explains why EPSPs
amplitudes remain much larger during burst stimulation compared to HFS, and help to
explain the superiority of burst stimulation for LTP induction. The relevance of activitydependent Schaffer collateral excitability to LTP is consistent with the functions for these
activity-dependent changes that I proposed above. Schaffer collateral depression during
non-physiological HFS acts to limit (filter) signal transmission from CA3 to CA1 neurons,
resulting in reduced postsynaptic depolarization and relatively poor LTP induction. In
contrast, maintenance of Schaffer collateral function during burst stimulation allows for
effective transmission from CA3 to CA1 neurons, greater postsynaptic depolarization
and enhanced LTP induction.
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INTRODUCTION
Divalent cations play several important roles in the nervous system. For instance,
calcium is critically involved in release of synaptic vesicles and activation of calciumdependent ion channels (Katz and Miledi 1967, Meech 1974), and magnesium has a
role in blocking ion channels and regulating neuronal excitability (for review, see
Somjen 2002). Effects of changing extracellular divalent cation concentrations vary
depending on the ions involved and direction of change. For instance, during seizures
the extracellular calcium concentration can drop to a point where synaptic transmission
can be blocked (for review, see Somjen 2002). On the other hand, increasing
extracellular calcium enhances synaptic transmission (for review, see Somjen 2002),
and more extreme increases or decreases in extracellular calcium can promote axon
conduction block (Mert et al. 2003). Changes in extracellular magnesium also affect
neuron excitability: increasing extracellular magnesium has been shown to reduce
neuronal excitability, whereas lowering it can increase neuronal excitability and has
been used as a model for studying seizure generation (Bikson et al. 1999, Dribben et al.
2010, Isaev et al. 2012; for review, see Somjen 2002). Changes in extracellular
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magnesium can also affect neurotransmitter release. In their experiments investigating
the role of calcium in acetylcholine release at the neuromuscular junction, Katz and
Miledi (1967) observed an inhibitory effect of increasing extracellular magnesium on
transmitter release.
Calcium influx can elevate intracellular calcium, stimulating the opening of
several classes of calcium-dependent ion channels. Calcium-dependent potassium (K Ca)
channels, such as the large-conductance (BK) channels and the small-conductance
(SK) channels, have important roles in regulating excitability, with BK channels
contributing to the repolarization phase of the action potential (for review, see Sah and
Faber 2002 and Bean 2007), and SK channels contributing to the action potential
afterhyperpolarization (for review, see Sah and Faber 2002; note that this function of SK
channels was disputed by Gu et al 2005). Magnesium has also been shown to block a
number of ion channels, including voltage-dependent calcium channels (Carbone et al.
1999; explaining the inhibitory effect of magnesium on transmitter release) and inwardrectifying potassium (KIR) channels (Owen et al. 1999; for review, see Reimann and
Ashcroft 1999, Wang 2011).
In the previous chapters, I showed that Schaffer collateral fiber volley responses
underwent frequency-dependent, biphasic changes in response to high-frequency
stimulation (HFS) and burst stimulation (Owen and Grover in preparation), and pilot
studies showed that switching to a low-calcium/high-magnesium ACSF abolished the
hyper-excitable phase during HFS. Because of these preliminary findings, and because
extracellular divalent cations can have substantial effects on excitability, I examined the
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effects of altering extracellular divalent cation concentration on fiber volleys during highfrequency and burst stimulation. I also examined effects of blocking voltage-gated
calcium (CaV) channels and KCa channels, which might mediate effects of altered
extracellular divalent cation concentration. Based on prior literature and my pilot studies,
I hypothesize that (1) changing extracellular divalent cation concentration will have
substantial effects on fiber volleys during HFS and burst stimulation, (2) that changes in
extracellular calcium concentration will be the major contributor to these effects, and (3)
that effects of calcium will be mediated by Ca V channels.
METHODS SPECIFIC TO THIS CHAPTER
DRUGS AND SOLUTIONS
Altered extracellular Ca2+ and Mg2+ concentration with constant total divalent
cation concentration. Normal ACSF contained 2.0mM Ca2+ and 2.0mM Mg2+.
Extracellular divalent cations were manipulated by perfusing slices with ACSF
containing altered calcium and/or magnesium concentrations. In an initial set of
experiments, I kept the total divalent cation concentration the same by replacing one
divalent cation species with equimolar amounts of the other (e.g., replacing calcium with
magnesium, or vice versa). For the low-calcium/high-magnesium (0.2mM Ca 2+/3.8mM
Mg2+) ACSF, most of the CaCl2 was replaced with MgSO4 , and for the high-calcium/lowmagnesium (3.8mM Ca2+/0.2mM Mg2+) most of the MgSO4 was replaced with CaCl2.
Responses to HFS and burst stimulation were first recorded in normal (2.0mM
Ca2+/2.0mM Mg2+) ASCF, and then the solution perfusing the slice was switched to one
of the altered divalent cation solutions described above. After allowing 10-15 min for
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solution exchange, responses to HFS and burst stimulation were again recorded. In
some experiments (see below), the perfusing solution was changed a second time to a
different altered divalent cation solution, with stimulation protocols repeated again after
allowing time for solution exchange.
Increased extracellular Ca2+ with constant Mg2+ concentration. In a second series
of recordings, I compared effects of increased extracellular calcium with and without
maintaining a constant total divalent cation concentration. I recorded responses during
HFS and burst stimulation first in normal ACSF, and then added CaCl 2 to the ACSF to
create a high-calcium (3.8mM Ca2+/2.0mM Mg2+) solution. After allowing time for
solution exchange, I repeated the stimulation protocols. The high-calcium solution was
then exchanged for a high-calcium/low-magnesium solution, as described above, and
the stimulation protocols were repeated. Finally, normal ACSF was re-applied and the
stimulation protocols were repeated.
Increased extracellular Mg2+ with constant Ca2+ concentration. In a third series of
recordings, I examined effects of increasing extracellular magnesium while maintaining
a constant extracellular calcium concentration. These recordings began in normal ACSF
solution. After recording responses during HFS and burst stimulation, I applied a highmagnesium (2.0mM Ca2+/10mM Mg2+) solution. After allowing time for solution
exchange, I repeated the HFS and burst stimulation, then washed the slices with normal
ACSF and repeated the stimulation protocols a final time.
Channel blockers. To examine the contribution of CaV channels, I recorded
responses during HFS and burst stimulation in normal ACSF, and then after application
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of a non-specific CaV channel blocker (600 μM Cd2+ or 4 mM Co2+). To examine the
contribution of specific CaV channels, I recorded responses during HFS and burst
stimulation in normal ACSF, and then after application of peptide Ca V blockers ωconotoxin-GVIA (1μM), a CaV2.2 blocker, or ω-agatoxin-IVA (200nM), a Ca V2.1 blocker.
To examine the roles of KCa channels, I applied either 200nM iberiotoxin, a BK channel
blocker, or 100nM apamin, an SK channel blocker. To examine the possible roles of K IR
channels, I applied 200μM barium (Ba2+) .
Application times for altered ion concentrations (typically 10-20 min) were
determined in separate control experiments by the time required to produce a stable
change in excitatory synaptic transmission. Application times and concentrations for Ca V
channel blockers (10-30 min) were taken from separate control experiments which
assessed inhibition of evoked excitatory synaptic transmission. Because peptide K Ca
channel blockers did not produce detectable changes in synaptic transmission, a 30 min
application time was chosen based on similar molecular weights compared to peptide
CaV blockers, and comparable application times in prior publications with the same
peptide blockers; concentrations were chosen based on prior publications.
REAGENTS
Drugs were prepared as concentrated stock solutions. DNQX, CGP-55845, MK801, bicuculline methiodide, and CGP-37849 were prepared as described earlier
(Common Methods). Concentrated stock solutions of the peptide blockers, ω-conotoxinGVIA (1mM; Alomone Labs), ω-agatoxin-IVA (200μM; Alomone Labs), iberiotoxin
(200μM; Alomone Labs), and apamin (100μM; Alomone Labs) were prepared in sterile
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PBS. Stock solutions were diluted to final concentrations by addition to ACSF perfusing
the tissue.
DATA ANALYSIS AND STATISTICS
Continuous HFS caused biphasic changes in excitability (early increase, late
decrease), at least for distal axon responses. To quantify the early excitability increase,
I analyzed the amplitude and latency changes during the first 20 stimuli. To quantify the
late excitability depression, I analyzed the final (last 20 stimuli) minimal response
amplitude and maximal latency changes. Burst stimulation also caused biphasic
changes in excitability, but in addition, there were position-dependent changes in
excitability within bursts (e.g., consistent excitability increase or decrease from position
1 to position 4 within a burst, with partial or complete recovery between bursts).
Because of this prominent effect of position during burst stimulation, I analyzed
responses during the first and last 20 stimulus by averaging across position number.
For all measurements, statistical significance was assessed by paired t-tests or
repeated measures analysis of variance (ANOVA), as appropriate, with p<0.05
accepted as significant. When repeated-measures ANOVA was used, post-hoc paired
comparisons were made using paired t-tests with a Bonferroni correction. This
correction minimizes the probability of Type-I errors, but also increases the probability of
Type-II errors (accepting the null hypothesis when a real difference exists). All error
bars show ± 1 S.E.M.

57

RESULTS
HYPER-EXCITABILITY DURING HFS IS CALCIUM-DEPENDENT
Effects of extracellular divalent cations on responses during first 20 stimuli. As
described earlier, intense neuronal activity, as occurs during seizures, can lower the
extracellular calcium concentration. Moreover, changes in extracellular divalent cation
concentration, including calcium, can alter membrane excitability. Therefore, it is
possible that the excitability changes I have observed in Schaffer collateral fiber volleys
during HFS could be affected by changes in extracellular calcium. To test this
possibility, I recorded fiber volleys from the same slices (n=4) during HFS in three
different solutions: control, high-calcium/low-magnesium, and low-calcium/highmagnesium. When the fiber volleys were recorded in high-calcium/low-magnesium
ACSF, I saw a dramatic increase in the fiber volley amplitudes during the early, hyperexcitable phase at the higher frequencies of stimulation, but not at the lower frequencies
(Fig. 4.1). However, when fiber volleys were recorded in low-calcium/high-magnesium
ACSF, the hyper-excitable phase was abolished (Fig. 4.1). Analysis of the amplitudes
during the first 20 stimuli revealed a significant main effect of manipulating extracellular
divalent cations on amplitudes during 50 and 100 Hz HFS only (p<0.05 for both), but
post-hoc comparisons did not detect any significant differences in amplitude between
different divalent cation solutions. Unlike the amplitude data, there were no apparent
effects of manipulating extracellular calcium on latency changes at any frequency (Fig.
4.2). This visual impression was supported by ANOVA which did not detect a significant
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Figure 4.1. Changing the extracellular divalent concentrations altered fiber volley amplitudes
during HFS. Amplitudes of fiber volleys recorded in control (closed circle), high-calcium/lowmagnesium (open square), and low-calcium/high-magnesium (open triangle) solutions during HFS at
(A) 100, (B) 50, (C) 20, and (D) 10 Hz. Increasing extracellular calcium while decreasing extracellular
magnesium increased fiber volley amplitudes during the first 20-30 stimuli, while decreasing
extracellular calcium and increasing extracellular magnesium had the opposite effect.

main effect of divalent cation manipulation on the latency changes during the first 20
stimuli at any stimulation frequency.
Effects of manipulating extracellular divalent cations on responses during last 20
stimuli. I analyzed the amplitude and latency changes during the last 20 stimuli to
determine the effect of manipulating divalent cations on the depression phase during
HFS. Here, ANOVA detected a significant main effect of manipulating divalent cations
on fiber volley amplitudes during 10 and 50 Hz HFS (p<0.05 for both), but not at 20 or
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Figure 4.2. Changing the extracellular divalent cation concentrations did not alter fiber volley
latency changes during HFS. Latency changes are shown for fiber volleys recorded in control
(closed circle), high-calcium/low-magnesium (open square), and low-calcium/high-magnesium (open
triangle) during (A) 100, (B) 50, (C) 20, and (D) 10 Hz.

100 Hz. Post-hoc analysis revealed a significant increase in fiber volley amplitudes in
high-calcium/low-magnesium ACSF compared to control for both 10 and 50 Hz
stimulation frequencies (p=0.013 and p=0.016, respectively). Analysis of the latency
changes during the last 20 stimuli revealed a significant main effect of calcium during
50Hz HFS only (p=0.001) with post-hoc analysis revealing a significantly smaller
latency change in low-calcium/high-magnesium ACSF compared to control ACSF
( p<0.01), and a significantly greater change for high-calcium/low-magnesium ACSF
compared to low-calcium/high-magnesium ACSF (p=0.001).
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In summary, these results indicate that fiber volley excitability changes during
HFS are dependent on the concentrations of extracellular divalent cations. Schaffer
collaterals contain CaV channels which mediate calcium influx for release of
neurotransmitter, and which might also be important contributors to the effects of altered
extracellular divalent cation concentration. In the next section, I examined whether the
effects of calcium are mediated by CaV channels using the non-specific and specific
blockers of CaV channels. Also, below I compare effects of increasing extracellular
calcium with and without reducing extracellular magnesium to determine if the sensitivity
to extracellular divalent cations reflects a specific sensitivity to extracellular calcium.
EFFECTS OF CALCIUM DO NOT APPEAR TO BE MEDIATED BY A CALCIUMCURRENT
Effects of the non-specific CaV blocker, cadmium. To test a possible role of CaV
channels, I examined effects of the non-specific Ca V blocker, cadmium. In a set of 4
slices, I measured responses during HFS in normal ACSF, and then applied cadmium
(600μM) and repeated the HFS. As can be seen in Figure 4.3, cadmium did not appear
to alter fiber volley amplitudes during HFS. However, cadmium did appear to reduce the
fiber volley latency increase that occurred during the second half of 100 Hz HFS (see
Fig. 4.4). Analysis of the amplitudes and latency changes during the first 20 stimuli
revealed no significant effects of cadmium treatment for any stimulation frequency.
Analysis of the fiber volley amplitudes during the last 20 stimuli did not detect any
significant differences after cadmium application at any of the frequencies examined.
However, analysis of the latency changes during the last 20 responses detected a
significant decrease in latency changes during 100 Hz HFS in cadmium (p<0.05), but
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Figure 4.3. Cd2+ treatment had no effect on fiber volley amplitudes during HFS. Amplitudes of
fiber volleys recorded in control (closed circle) and 600µM cadmium (Cd2+; open square) during (A)
100, (B) 50, (C) 20, and (D) 10 Hz.

also detected a significant increase in latency changes during 10 Hz HFS in cadmium
(p<0.05).
In summary, while cadmium had some statistically significant effects on the
latency changes that normally occur during HFS, these effects were not consistent
across the different stimulation frequencies I used. In addition, in the course of
completing these recordings, I observed that addition of cadmium to the ACSF gradually
resulted in the formation of a visible precipitate, suggesting that some unknown fraction
of the cadmium I added was forming an insoluble complex with other ions in the ACSF.
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Figure 4.4. Cd2+ treatment had no effect on fiber volley latency changes during HFS. Latency
changes of fiber volleys recorded in control (closed circle) and 600µM cadmium (Cd2+; open square)
during (A) 100, (B) 50, (C) 20, and (D) 10 Hz.

Due to the inconsistent effects of cadmium on the latency changes, and the apparent
partial precipitation of cadmium, I repeated this experiment using a different non-specific
CaV blocker, cobalt.
Effects of cobalt on responses during HFS. I examined the effects of cobalt in a
total of 5 slices. As can be seen in Figures 4.5 and 4.6, cobalt did not appear to affect
responses during the early hyper-excitable phase. This impression was supported by ttest comparisons, which found no significant effects of cobalt on the amplitudes and
latency changes of the first 20 responses during any frequency tested.
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Figure 4.5. Co2+ treatment reduced fiber volley amplitude depression in a frequencydependent manner during HFS. Fiber volley amplitudes recorded in control (closed circle) and
4mM cobalt (Co2+; open square) during (A) 100, (B) 50, (C) 20, and (D) 10 Hz HFS. Cobalt treatment
appeared to reduce amplitude depression during 100 and 50Hz HFS, but this effect was significant
only for 50 Hz (see text for further details).

Cobalt application did appear to alter responses during the later depression
phase during 100 and 50 Hz HFS. During these frequencies, the amount of amplitude
depression towards the end of stimulation appeared to be reduced by cobalt, with
responses during 50 Hz HFS having a more notable reduction, but this effect was not
seen at the lower frequencies. Cobalt application also appeared to reduce the increase
in latency during HFS at 100 and 50 Hz, while producing the opposite effect at 20 and
10 Hz stimulations. Analysis of the amplitudes of the last 20 responses, revealed
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Figure 4.6. Co2+ treatment increased fiber volley latency changes in a frequency-dependent
manner during HFS. Fiber volley latency changes recorded in control (closed circle) and 4mM
cobalt (Co2+; open square) during (A) 100, (B) 50, (C) 20, and (D) 10 Hz HFS. Co 2+ treatment
appeared to decrease the latency changes at 100 and 50 Hz, but increasing latency changes at 20
and 10 Hz, however, this effect was significant only for the last 20 stimuli during 20 Hz HFS (see text
for more details).

significantly greater amplitudes at the end of 50 Hz HFS in the presence of cobalt
(p<0.05). Analysis of the latency changes during the last 20 stimuli revealed a
significant effect of cobalt for 20 Hz HFS (p<0.05), but not for any other frequencies.
Similarly to cadmium, I observed gradual formation of a precipitate after adding cobalt to
the ACSF, indicating that the effective cobalt concentration in these recordings was less
than 4mM.
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In summary, although cobalt did affect responses during HFS, and this effect
might indicate a role for CaV channels, there are several reasons to question these
findings. First, effects of cobalt were not consistent across all stimulation frequencies.
Second, like cadmium, it was not possible to keep cobalt in solution without partial
precipitation. Third, cobalt is a divalent cation and the concentration I used (nominally 4
mM) was sufficiently high to suggest a possible surface-charge screening mechanism
rather than block of CaV channels (see Discussion, below). For all of these reasons, I
also examined effects of specific, peptide blockers of Ca V channels (see below).
EXCITABILITY CHANGES DURING BURST STIMULATION ARE CALCIUMDEPENDENT
In the previous chapter, I described the tendency of CA3 pyramidal neurons to
fire in bursts rather than long trains, and I described the activity-dependent changes that
occur in Schaffer collateral fiber volleys during burst stimulation. To determine if
extracellular divalent cations regulate fiber volley responses during burst stimulation that
resembles physiological activity, I manipulated divalent cation concentrations in the
ACSF and evoked Schaffer collateral responses by burst stimulation at 100-500ms
intervals. For comparison to earlier experiments, I also examined responses during
100Hz HFS, the frequency which produced the greatest changes in previous
experiments with HFS. Since lowering extracellular magnesium itself can affect
excitability (Isaev et al 2012), I examined effects of increasing extracellular calcium (to
3.8mM) either with extracellular magnesium lowered (to 0.2mM) to maintain constant
total extracellular divalent cation concentration (high-calcium/low-magnesium, n=8

66

Figure 4.7. Effects of using a high-calcium/normal-magnesium or a high-calcium/lowmagnesium solution on fiber volley amplitudes during high-frequency and burst stimulation.
Fiber volley amplitudes recorded in control (closed circle), high-calcium/normal-magnesium (open
squares), and high-calcium/low-magnesium (open triangles) during (A)100 Hz HFS, (B) 100ms, (C)
200ms, and (D) 500ms interval burst stimulation.

slices), or with constant extracellular magnesium concentration (high-calcium, n=7
slices).
Similar to results obtained earlier, increasing the extracellular calcium
concentration, with or without adjusting the extracellular magnesium concentration,
increased fiber volley amplitudes during HFS and burst stimulation (Fig. 4.7). This effect
was especially prominent during 100ms interval burst stimulation (Fig. 4.7B). Although
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Figure 4.8. Effects of using a high-calcium/normal-magnesium or a high-calcium/lowmagnesium solution on fiber volley latency changes during high-frequency and burst
stimulation. Fiber volley latency changes recorded in control (closed circle), high-calcium/normalmagnesium (open squares), and high-calcium/low-magnesium (open triangles) during (A)100 Hz
HFS, (B) 100ms, (C) 200ms, and (D) 500ms interval burst stimulation.

increasing extracellular calcium concentration altered fiber volley amplitudes during
stimulation, it did not appear to affect latency changes (Fig. 4.8).
Effects of altering divalent cations on responses during the first 20 stimuli of highfrequency and burst stimulation. Analysis of the amplitudes of the first 20 responses
during HFS did not detect a significant difference between responses recorded in
control and high-calcium/low-magnesium ACSF, or between responses recorded in
high-calcium/low-magnesium and high-calcium/normal-magnesium ACSF. However,
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Figure 4.9. Effects of using a high-calcium/normal-magnesium or a high-calcium/lowmagnesium solution on fiber volley amplitudes by position during the first 20 stimuli of burst
stimulation. Fiber volley amplitude changes by position during the first 20 stimuli recorded in control
(closed circle), high-calcium/normal-magnesium (open squares), and high-calcium/low-magnesium
(open triangles) during (A) 100ms, (B) 200ms, and (C) 500ms interval burst stimulation. *Significant
difference between control and high-calcium/low-magnesium by post-hoc paired comparison (see
text for more details).

graphical comparisons of the amplitudes by position for the first 20 responses during
burst stimulation showed that increasing the extracellular calcium concentration
appeared to also enhance within-burst changes in fiber volley amplitudes during 100ms
and 200ms interval burst stimulation (Fig. 4.9A and B). Analysis of variance between
control and high-calcium/low-magnesium data detected a significant main effect of
manipulating divalent cations for all three burst intervals (100ms: p<0.01, 200ms:
p<0.01, 500ms: p<0.05), and a significant main effect of position for the 200ms
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Figure 4.10. Effects of using a high-calcium/normal-magnesium or a high-calcium/lowmagnesium solution on fiber volley latency changes by position during the first 20 stimuli of
burst stimulation. Fiber volley latency changes by position during the first 20 stimuli recorded in
control (closed circle), high-calcium/normal-magnesium (open squares), and high-calcium/lowmagnesium (open triangles) during (A) 100ms, (B) 200ms, and (C) 500ms interval burst stimulation.
#Significant difference between high-calcium/low-magnesium and high-calcium/normal-magnesium
by post-hoc paired comparison (see text for more details).

(p<0.001) and 500ms (p<0.001) burst data, but no significant interaction between
divalent cation manipulation and burst position. Post-hoc analysis revealed a significant
amplitude increase for high-calcium/low-magnesium vs control for positions 1 and 3
during 100ms burst stimulation (position 1, p<0.005; position 3, p<0.01), and for
positions 1, 3, and 4 during 200ms burst stimulation (position 1: p<0.005, position 3:
p=0.011, position 4: p<0.01). Analysis of variance between the high-calcium/lowmagnesium and high-calcium/normal-magnesium data detected a significant main effect
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of position for all three burst intervals (100ms: p<0.05; 200ms: p<0.005; 500ms:
p<0.001), but did not detect a significant main effect of magnesium manipulation, nor a
significant interaction between magnesium manipulation and position for any burst
interval.
Analysis of the latency changes during the first 20 stimuli of HFS did not reveal a
significant difference between responses recorded in control and high-calcium/lowmagnesium or between responses recorded in high-calcium/low-magnesium and highcalcium/normal-magnesium. Unlike the amplitude data, manipulating divalent cations
did not appear to affect overall fiber volley latency changes by position in the burst data
after I plotted them (Fig. 4.10). Analysis of variance comparing control and highcalcium/low-magnesium data did not detect any significant main effect of divalent cation
manipulation or a significant interaction between manipulating divalent cations and burst
position, but ANOVA did detect a significant main effect only for position for the 200msinterval and 500ms-interval data (p<0.001 for both). Analysis of variance did detect a
significant main effect of manipulating magnesium between the high-calcium/lowmagnesium and high-calcium/normal-magnesium treatments, but only for burst
stimulation at the 100ms interval (p<0.05). There were significant main effects of
position for the 200ms interval and 500ms interval data (p<0.005 and p<0.001,
respectively), but no significant main effect of manipulating magnesium was seen during
these intervals. There were no significant interactions between magnesium
concentration and burst position for any of the burst intervals. Post-hoc analysis of the
100ms-interval data detected a significant reduction in the decrease in latency changes
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between high-calcium/normal-magnesium and high-calcium/low-magnesium for latency
change at positions 3 and 4 (p=0.01 and p<0.01; respectively).
Effects of manipulating divalent cations on responses during the last 20 stimuli of
high-frequency and burst stimulation. Analysis of the fiber volley amplitudes during the
last 20 stimuli of 100 Hz HFS did not detect any significant differences between
responses recorded in control and high-calcium/low-magnesium ACSF or between
responses recorded in high-calcium/low-magnesium and high-calcium/normalmagnesium. However, for burst stimulation, there was an effect of increasing the
extracellular calcium concentration on fiber volley amplitudes during the last 20 stimuli
(Fig. 4.11). Analysis of variance detected a significant main effect of manipulating
divalent cations between responses recorded in control and high-calcium/lowmagnesium ACSF for all burst intervals (100ms and 200ms: p<0.05 for both, 500ms:
p<0.01). There was also a significant main effect of position for 100ms and 500ms burst
stimulation (p<0.001 for both), but no significant interaction between manipulating
divalent cations and position for any burst interval. Post-hoc comparisons detected a
significant increase in amplitude at burst position 1 after increasing calcium in the
100ms and 200ms data (p=0.001 and p=0.005, respectively) and at burst position 3 in
the 500ms data (p<0.01). The only significant effects detected by ANOVA when I
compared responses in high-calcium/low-magnesium with high-calcium/normalmagnesium were for position during 100ms-interval and 500ms-interval burst
stimulation (p<0.001 for both). There were no significant main effects of the magnesium
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Figure 4.11. Effects of using a high-calcium/normal-magnesium or a high-calcium/lowmagnesium solution on fiber volley amplitudes by position during the last 20 stimuli of burst
stimulation. Fiber volley amplitudes by position during the first 20 stimuli recorded in control (closed
circle), high-calcium/normal-magnesium (open squares), and high-calcium/low-magnesium (open
triangles) during (A) 100ms, (B) 200ms, and (C) 500ms interval burst stimulation. *Significant
difference between control and high-calcium/low-magnesium by post-hoc paired comparison (see
text for more details).

concentration difference, nor were there significant interactions between magnesium
manipulation and burst position detected.
Analysis of the latency changes during the last 20 stimuli of 100 Hz HFS did not
reveal any significant differences between control and high-calcium/low-magnesium
ACSF, or between high-calcium/low-magnesium and high-calcium/normal-magnesium.
When I plotted the latency changes by position during the last 20 stimuli, there
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Figure 4.12. Effects of using a high-calcium/normal-magnesium or a high-calcium/lowmagnesium solution on fiber volley latency changes by position during the last 20 stimuli of
burst stimulation. Fiber volley latency changes by position during the last 20 stimuli recorded in
control (closed circle), high-calcium/normal-magnesium (open squares), and high-calcium/lowmagnesium (open triangles) during (A)100ms, (B) 200ms, and (C) 500ms interval burst stimulation.
*Significant difference between control and high-calcium/low-magnesium by post-hoc paired
comparison (see text for more details). #Significant difference between high-calcium/low magnesium
and high-calcium/normal-magnesium by post-hoc paired comparison (see text for more details).

appeared to be an increase in the high-calcium/low-magnesium ACSF compared to
control (Fig. 4.12). Analysis of variance for latency changes recorded in control and
high-calcium/low-magnesium ACSF indicated a significant main effect of divalent cation
manipulation in the 100ms and 200ms data (p<0.01 and p<0.05, respectively) and a
significant interaction between calcium manipulation and position in the 100ms data
(p<0.01), as well as a significant main effect of position for all burst intervals (100ms:
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p<0.005, 200ms and 500ms: p<0.001 for both). Post-hoc analysis of the 100ms data
detected a significant increase in latency at position 2 (p<0.01). Analysis of variance
comparing latency changes in high-calcium/low-magnesium and high-calcium/normalmagnesium detected a significant main effect of magnesium for the 100ms burst interval
(p<0.01) and a significant main effect of position for all burst intervals (100ms: p<0.01;
200ms: p<0.001; 500ms: p<0.005). Post-hoc comparisons detected a significant
increase in latency at burst position 2 in the 100ms data (p<0.01).
To summarize, increasing calcium regardless of whether or not magnesium was
altered to maintain total divalent cation concentration generally led to increased
response amplitudes during burst stimulation. In contrast, increasing extracellular
calcium had less consistent effects on latency changes during either HFS or burst
stimulation, and when such effects were present, it was unclear if they reflected
changes specifically in extracellular calcium. In the next section, I examined the effects
of lowering extracellular calcium on Schaffer collateral fiber volleys.
FIBER VOLLEY AMPLITUDES WERE REDUCED IN A LOW-CALCIUM/HIGHMAGNESIUM SOLUTION
In another set of slices (n=12), I studied the effects of lowering the extracellular
calcium concentration while adjusting the extracellular magnesium concentration on the
amplitude and latency changes during HFS and burst stimulation. In these recordings,
calcium was replaced with magnesium to maintain a constant divalent cation
concentration. Applying a low-calcium/high-magnesium ACSF appeared to reduce
amplitudes during the early hyper-excitable phase (Fig. 4.13). However, during burst

75

Figure 4.13. Switching to a low-calcium/high-magnesium reduced fiber volley amplitudes
during HFS and burst stimulation. Fiber volley amplitudes recorded in control (closed circle) and
low-calcium/high-magnesium (open squares) solutions during (A) 100 Hz HFS, (B) 100ms, (C)
200ms, and (D) 500ms interval burst stimulation.

stimulation at 200ms and 500ms intervals, low-calcium/high-magnesium ACSF
appeared to enhance amplitude depression during the last 20 stimuli (Fig. 4.13C and
D). Using a low-calcium/high-magnesium solution seemed to increase the fiber volley
latency changes early during 100 Hz HFS and 100ms-interval burst stimulation, but by
the end of stimulation, the increase in the latency changes was smaller than those
recorded in control ACSF (Fig. 4.14A and B). In contrast, during 200ms and 500ms
interval burst stimulation, lowering calcium appeared to have no effect on the increase

76

Figure 4.14. Effects of switching to a low-calcium/high-magnesium solution on fiber volley
latency changes during HFS and burst stimulation. Fiber volley latency changes during HFS and
burst stimulation during the first 20 stimuli recorded in control (closed circle), high-calcium/normalmagnesium (open squares), and high-calcium/low-magnesium (open triangles) during (A)100ms, (B)
200ms, and (C) 500ms interval burst stimulation.

in the latency changes, either during the early or late part of stimulation (Fig. 4.14C and
D).
Effects of lowering extracellular calcium during the first 20 stimuli. When I
compared the response amplitudes during the first 20 stimuli during 100 Hz HFS, I did
not detect any significant effects of switching to a low-calcium/high-magnesium solution.
For the first 20 stimuli during burst stimulation (Fig. 4.15), there was a trend for
response amplitudes to be reduced in low-calcium/high-calcium solution during 200ms
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Figure 4.15. Effects of switching to a low-calcium/high-calcium solution on fiber volley
amplitudes changes by position during the first 20 stimuli of burst stimulation. Fiber volley
amplitudes by position recorded in control (closed circle) and low-calcium/high-magnesium (open
squares) solutions during (A) 100ms, (B) 200ms, and (C) 500ms interval burst stimulation.
*Significant difference between control and low-calcium/high-magnesium by post-hoc paired
comparison (see text for more details).

interval, at positions 1 and 4 during 100ms interval stimulation, and at positions 3 and 4
in the 500ms interval stimulation. However, ANOVA only detected a significant main
effect of switching to a low-calcium/high-magnesium solution for the 500ms-interval data
(p<0.05). Also, there was a significant interaction between switching to a lowcalcium/high-magnesium solution and position for the 200ms and 500ms interval data
(p<0.05 and p=0.005, respectively) and a significant main effect of position for all burst
intervals (100ms: p=0.001, 200ms: p<0.001, 500ms: p<0.001), once again
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Figure 4.16. Effects of switching to a low-calcium/high-magnesium solution on fiber volley
latency changes by position during burst stimulation during the first 20 stimuli of burst
stimulation. Fiber volley latency changes by position recorded in control (closed circle) and lowcalcium/high-magnesium (open squares) solutions during (A) 100ms, (B) 200ms, and (C) 500ms
interval burst stimulation.

demonstrating a prominent effect of stimulus position within bursts. Post-hoc analysis
revealed a significant decrease in amplitude after lowering calcium only at position 4 in
the 500ms data (p=0.011).
Switching to a low-calcium/high-magnesium solution reduced the decrease in the
latency changes compared to control during the first 20 stimuli of HFS (p=0.001).
Switching to a low-calcium/high-magnesium solution did not appear to affect the latency
changes during burst stimulation compared to control much beyond an increase in the
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latency change at position 3 during 100ms interval stimulation (Fig. 4.16A) and position
2 during 500ms interval burst stimulation (Fig. 4.16C). For the latency changes by
position during the first 20 stimuli of burst stimulation, there was no significant main
effect of switching to a low-calcium/high-magnesium solution or a significant interaction
between switching to a low-calcium/high-magnesium and burst position by ANOVA for
any burst intervals. Analysis of variance only detected a significant main effect for
position (for all burst intervals: 100ms, p<0.005, 200ms, p<0.01, 500ms, p=0.001).
Effects of switching to a low-calcium/high-magnesium solution during the last 20
stimuli. Low-calcium/high-magnesium ACSF did not significantly affect amplitude
changes during the last 20 stimuli of HFS. Analysis of variance for amplitude changes
by position during the last 20 stimuli of burst stimulation showed that switching to a lowcalcium/high-magnesium reduced fiber volley amplitudes during 200ms and 500ms
interval burst stimulation (Fig. 4.17B and C; p<0.05 for both). There was also a
significant interaction between switching to a low-calcium/high-magnesium solution and
position during 500ms interval stimulation (p<0.05), and a significant main effect of
position for all burst intervals (all p-values<0.001). Post-hoc comparisons detected a
significant decrease in amplitude after lowering calcium only at burst position 3 during
500ms-interval burst stimulation (p=0.01).
Analysis of latency changes during the last 20 stimuli of HFS did not reveal any
significant changes after switching to a low-calcium/high-magnesium solution. For
latency changes by position during the last 20 stimuli of burst stimulation (Fig. 4.18),
ANOVA detected a significant main effect of switching to a low-calcium/high-magnesium
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Figure 4.17. Effects of switching to a low-calcium/high-magnesium solution on fiber volley
amplitudes by position during the last 20 stimuli of burst stimulation. Fiber volley amplitudes
by position recorded in control (closed circle) and low-calcium/high-magnesium (open squares)
solutions during (A) 100ms, (B) 200ms, and (C) 500ms interval burst stimulation. *Significant
difference between control and low-calcium/high-magnesium by post-hoc paired comparison (see
text for more details).

for all burst intervals (100ms: p<0.05, 200ms: p=0.001, 500ms: p=0.005), a significant
main effect of position for the 200ms and 500ms interval data (p=0.005 and p<0.005,
respectively), and a significant interaction between switching to a low-calcium/highmagnesium solution and position in the 100ms and 200ms interval data (p<0.005 and
p<0.05, respectively). Post-hoc comparisons detected a significant decrease in the
latency changes after switching to a low-calcium/high-magnesium solution at burst
position 4 in the 100ms interval data (p<0.01), a significant increase in latency at all four
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Figure 4.18. Effects of switching to a low-calcium/high-magnesium soltuion on fiber volley
latency changes by position during the last 20 stimuli of burst stimulation. Fiber volley latency
changes by position recorded in control (closed circle) and low-calcium/high-magnesium (open
squares) solutions during (A) 100ms, (B) 200ms, and (C) 500ms interval burst stimulation.
*Significant difference between control and low-calcium/high-magnesium by post-hoc paired
comparison (see text for more details).

positions in the 200ms interval data (position 1: p=0.001, position 2: p<0.005, position 3:
p<0.005, position 4: p<0.001), and a significant increase in latency at burst positions 1,
3, and 4 for 500ms interval data (position 1: p<0.01, position 3: p<0.01, position 4:
p=0.005).
To summarize the effects of low-calcium/high-magnesium ACSF, there were
reliable effects on fiber volley amplitudes both at the beginning (first 20 stimuli) and end
(last 20 stimuli) of 500ms interval burst stimulation, with a significant reduction in
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response amplitudes during the last 20 stimuli of 200ms interval stimulation. Using a
low-calcium/high-magnesium solution reduced the latency decrease during the first 20
stimuli of HFS and increased the latency changes of the last 20 stimuli during burst
stimulation. In the next section, I re-examined the possible role of Ca V channels by
applying specific peptide blockers of CaV2.1 and 2.2 channels.
EFFECTS OF SPECIFIC PEPTIDE BLOCKERS OF CA V CHANNELS.
Earlier, I applied either cadmium or cobalt to slices in normal ACSF to see
whether the changes observed during HFS were dependent upon a calcium current
mediated by CaV channels. Cadmium application had no effect on the fiber volleys and
cobalt's effects could be due to either blocking Ca V channels or because of a surface
charge-screening effect. To better examine the roles of CaV channels in the excitability
changes observed in the fiber volley, I recorded fiber volleys during 100 Hz HFS and
burst stimulation before and after applying specific peptide Ca V channel blockers. I
began by using ω-conotoxin-GVIA (conotoxin), a Ca V2.2-specific blocker, and then ωagatoxin-IVA (agatoxin), a CaV2.1-specific blocker.
BLOCKING CAV2.2 CHANNELS HAD LITTLE EFFECT ON FIBER VOLLEYS
DURING HIGH-FREQUENCY OR BURST STIMULATION
I recorded fiber volleys during 100 Hz HFS and burst stimulation before and after
application of contoxin (1μM, n=6 slices). As can be seen in Figures 4.19 and 4.20,
conotoxin treatment had no apparent effect on fiber volley amplitude or latency changes
during HFS or burst stimulation.
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Figure 4.19. Blocking CaV2.2 channels had little effect on fiber volley amplitudes during HFS
and burst stimulation. Fiber volley amplitudes recorded in control (closed circle) and 1μM
conotoxin-GVIA (CTX-GVIA; open squares) during (A) 100 Hz HFS, (B) 100ms, (C) 200ms, and (D)
500ms interval burst stimulation.

Effects of conotoxin during first 20 stimuli. Analysis of the response amplitudes
during the first 20 stimuli of HFS did not detect a significant change after conotoxin
treatment, complementing what was seen in Figure 4.19. When I plotted the amplitudes
by position during the first 20 stimuli of burst stimulation (Fig. 4.21) I did not observe any
effect of conotoxin, and ANOVA did not detect a significant main effect of conotoxin
application for any of the burst data. As I have consistently observed for burst
stimulation in previous experiments, there was a significant main effect of position for
the 200ms and 500ms interval burst stimulation (p<0.001 for both). There was also a
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Figure 4.20. Blocking CaV2.2 channels did not affect fiber volley latency changes during HFS
and burst stimulation. Fiber volley latency changes recorded in control (closed circle) and 1μM
conotoxin-GVIA (CTX-GVIA; open squares) during (A) 100 Hz HFS, (B) 100ms, (C) 200ms, and (D)
500ms interval burst stimulation.

significant interaction between treatment (conotoxin vs control) and position for 100ms
interval burst stimulation (p<0.05), indicating a position-dependent contribution of
CaV2.2 channels, but post-hoc comparisons did not detect any significant effects on
amplitude changes.
Latency changes during the first 20 stimuli of HFS were not significantly altered
by conotoxin application, complementing Figure 4.20. Similarly, ANOVA did not reveal
any significant effects of conotoxin on latency changes by position during the first 20
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Figure 4.21. Effects of blocking CaV2.2 channels on fiber volley amplitudes by position during
the first 20 stimuli of burst stimulation. Fiber volley amplitudes by position recorded in control
(closed circle) and 1μM conotoxin-GVIA (CTX-GVIA; open squares) during (A) 100ms, (B) 200ms,
and (C) 500ms interval burst stimulation.

stimuli of burst stimulation for any interval (Fig. 4.22), nor were there any significant
interactions between conotoxin and burst position. There was, however, a significant
main effect of position for the 500ms interval (p<0.05).
Effects of contoxin during the last 20 stimuli. Conotoxin did not significantly affect
amplitude changes during the last 20 stimuli of HFS, again complementing Figure 4.19.
Analysis of variance of the amplitude changes by position during the last 20 stimuli (Fig.
4.23B and C) revealed a significant main effect of conotoxin application for 500ms
interval burst stimulation (p<0.005) only. There were significant main effects of position
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Figure 4.22. Effects of blocking CaV2.2 channels on fiber volley latency changes by position
during the first 20 stimuli of burst stimulation. Fiber volley latency changes by position recorded
in control (closed circle) and 1μM conotoxin-GVIA (CTX-GVIA; open squares) during (A) 100ms, (B)
200ms, and (C) 500ms interval burst stimulation.

for 100ms and 500ms interval burst stimulation (p<0.005 and p<0.001, respectively), but
no significant interaction between the conotoxin application and position was detected
for any burst interval. Post-hoc comparisons showed a significant increase in
amplitudes after conotoxin application only at burst positions 1 and 2 for 500ms interval
stimulation (p≤0.005 for both ).
Latency changes during the last 20 stimuli of HFS were not significantly altered
by conotoxin, again complementing Figure 4.20. Likewise, ANOVA of latency change by
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Figure 4.23. Effects of blocking CaV2.2 channels on fiber volley amplitudes by position during
the last 20 stimuli of burst stimulation. Fiber volley amplitudes by position recorded in control
(closed circle) and 1μM conotoxin-GVIA (CTX-GVIA; open squares) during (A) 100ms, (B) 200ms,
and (C) 500ms interval burst stimulation. *Significant difference between control and conotoxin-GVIA
by post-hoc paired comparison (see text for more details).

position during burst stimulation (Fig. 4.24) failed to find a significant main effect of
conotoxin treatment or significant interactions between conotoxin and position number
for any interval of burst stimulation. The only significant effect detected by ANOVA was
a significant main effect of position for the 200ms interval burst stimulation (p<0.001).
In summary, conotoxin failed to consistently affect fiber volleys during highfrequency or burst stimulation. However, there were sporadic significant effects of
conotoxin or conotoxin-position interaction, for some stimulation conditions, suggesting
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Figure 4.24. Effects of blocking CaV2.2 channels on fiber volley latency changes by position
during the last 20 stimuli of burst stimulation. Fiber volley latency changes by position recorded
in control (closed circle) and 1μM conotoxin-GVIA (CTX-GVIA; open squares) during (A) 100ms, (B)
200ms, and (C) 500ms interval burst stimulation.

that if CaV2.2 channels contribute to activity-dependent excitability changes, they do so
only under very specific circumstances. In the next section, I examine the possible role
of CaV2.1 channels using the specific blocker, agatoxin.
BLOCKING CAV2.1 CHANNELS HAD NO EFFECT ON FIBER VOLLEYS DURING
HIGH-FREQUENCY OR BURST STIMULATION
I repeated the previous experiment using agatoxin (200nM, n=7 slices). Like
conotoxin, agatoxin treatment appeared to have little or no effect on response
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Figure 4.25. Blocking CaV2.1 channels had no effect on fiber volley amplitudes during highfrequency or burst stimulation. Fiber volley amplitudes recorded in control (closed circle) and
200nM agatoxin-IVA (AgTX-IVA; open squares) during (A) 100 Hz HFS, (B) 100ms, (C) 200ms, and
(D) 500ms interval burst stimulation.

amplitudes or latency changes during either HFS or burst stimulation (Figs. 4.25 and
4.26).
Effects of agatoxin on first 20 stimuli. Agatoxin did not significantly affect
amplitude changes during the first 20 stimuli of HFS. Analysis of variance of amplitude
changes by position during burst stimulation (Fig. 4.27) failed to detect a significant
main effect of agatoxin or a significant interaction between agatoxin and position for any
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Figure 4.26. Blocking CaV2.1 channels had no effect on fiber volley latency changes during
high-frequency or burst stimulation. Fiber volley latency changes recorded in control (closed
circle) and 200nM agatoxin-IVA (AgTX-IVA; open squares) during (A) 100 Hz HFS, (B) 100ms, (C)
200ms, and (D) 500ms interval burst stimulation.

interval. There was a significant main effect of position during 200ms and 500ms
interval burst stimulation (p<0.05 and p=0.001, respectively).
Analysis of latency changes during the first 20 stimuli of 100 Hz HFS did not
detect any significant effects of agatoxin application. Analysis of the latency changes by
position during the first 20 stimuli of burst stimulation (Fig. 4.28) revealed no main effect
of agatoxin and no interaction between agatoxin treatment and position number. There

91

Figure 4.27. Effects of blocking CaV2.1 channels on the fiber volley amplitudes by position
during the first 20 stimuli of burst stimulation. Fiber volley amplitudes by position recorded in
control (closed circle) and 200nM agatoxin-IVA (AgTX-IVA; open squares) during (A) 100ms, (B)
200ms, and (C) 500ms interval burst stimulation.

were significant main effects of position for 100ms and 500ms interval burst stimulation
(p=0.05 and p<0.05, respectively).
Effects of agatoxin during last 20 stimuli. Analysis of amplitude and latency
changes during the last 20 stimuli of HFS failed to detect any significant effects of
agatoxin treatment. Likewise, ANOVA of burst stimulation data also failed to detect any
significant effects of either agatoxin treatment or interaction between agatoxin treatment
and position number, for either amplitude or latency changes (Figs. 4.29 and 4.30).
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Figure 4.28. Effects of blocking CaV2.1 channels on fiber volley latency changes by position
during the first 20 stimuli of burst stimulation. Fiber volley latency changes by position recorded
in control (closed circle) and 200nM agatoxin-IVA (AgTX-IVA; open squares) during (A) 100ms, (B)
200ms, and (C) 500ms interval burst stimulation.

However, as I have consistently observed in previous experiments, there were
significant effects of burst position: for amplitude and latency changes during 100ms
interval burst stimulation (p<0.001 for both).
In summary, agatoxin treatment had no effect on fiber volleys during either HFS
or burst stimulation. Blocking CaV channels did not produce any notable or consistent
effects, yet manipulating extracellular calcium did have reliable effects. This discrepancy
might be explained if KCa channels are important in regulating activity-dependent

93

Figure 4.29. Effects of blocking CaV2.1 channels on fiber volley amplitudes changes by
position during the last 20 stimuli of burst stimulation. Fiber volley amplitudes by position
recorded in control (closed circle) and 200nM agatoxin-IVA (AgTX-IVA; open squares) during (A)
100ms, (B) 200ms, and (C) 500ms interval burst stimulation.

changes in the fiber volleys. I examined the possible role of these channels by applying
blockers of large (BK) and small (SK) conductance K Ca channels.
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Figure 4.30. Effects of blocking CaV2.1 channels on fiber volley latency changes by position
during the last 20 stimuli of burst stimulation. Fiber volley latency changes by position recorded
in control (closed circle) and 200nM agatoxin-IVA (AgTX-IVA; open squares) during (A) 100ms, (B)
200ms, and (C) 500ms interval burst stimulation.

BLOCKING BK CHANNELS HAD LITTLE EFFECT ON FIBER VOLLEYS DURING
HIGH-FREQUENCY OR BURST STIMULATION
To assess the possible contribution of BK channels, I recorded fiber volleys
during HFS and burst stimulation before and after applying iberiotoxin (200nM, n=6
slices). Iberiotoxin did not have any obvious effects on fiber volley amplitude (Fig. 4.31)
or latency changes (Fig. 4.32). Statistical analysis of results is provided below.
Effects of iberiotoxin during first 20 stimuli. Iberiotoxin application did not have a
statistically significant effect on fiber volley amplitudes during the first 20 stimuli of HFS.
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Figure 4.31. Blocking BK channels did not affect fiber volley amplitudes during HFS and burst
stimulation. Fiber volley amplitudes recorded during (A) 100 Hz HFS, (B) 100ms, (C) 200ms, and
(D) 500ms interval burst stimulation before (closed circle) and after (open square) 200nM iberiotoxin
application.

Similarly, ANOVA failed to detect any effects of iberiotoxin on fiber volley amplitude
changes during burst stimulation for any burst interval (Fig. 4.33). Analysis of variance
did detect a significant main effect of position number during 500ms interval burst
stimulation (p<0.05), but there were no significant effects of position number for any of
the other intervals, and there were no significant interaction between iberiotoxin and
position number.
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Figure 4.32. Blocking BK channels did not affect fiber volley latency changes during HFS and
burst stimulation. Fiber volley latency changes recorded during (A) 100 Hz HFS, (B) 100ms, (C)
200ms, and (D) 500ms interval burst stimulation before (closed circle) and after (open square)
200nM iberiotoxin application.

As with fiber volley amplitudes, analysis of latency changes during the first 20
stimuli of HFS and burst stimulation indicated a lack of effect of iberiotoxin. There was
no significant difference for HFS, and while a plot of the latency changes by position
suggested a possible effect for the 500ms interval during burst stimulation (Fig. 4.34C),
ANOVA did not detect a significant main effect of iberiotoxin for 500ms or any of the
other intervals, nor did ANOVA detect a significant interaction between iberiotoxin and
burst position for any of the 3 intervals. Analysis of variance did detect a significant main
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Figure 4.33. Blocking BK channels had no effect on fiber volley amplitudes by position during
the first 20 stimuli of burst stimulation. Fiber volley amplitudes recorded during (A) 100ms, (B)
200ms, and (C) 500ms interval burst stimulation before (closed circle) and after (open square)
200nM iberiotoxin application.

effect of position for burst stimulation at both the 100ms and 500ms intervals (p<0.05 for
both).
Effects of iberitoxin during the last 20 stimuli. For the last 20 stimuli of both HFS
and burst stimulation, iberiotoxin again failed to consistently affect fiber volleys. For both
amplitude and latency changes during HFS, and for amplitude changes during burst
stimulation (all intervals, see Fig. 4.35), there were no significant effects of iberiotoxin
nor any significant interactions between iberiotoxin treatment and position number.
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Figure 4.34. Blocking BK channels had no effect on fiber volley latency changes by position
during the first 20 stimuli of burst stimulation. Fiber volley amplitudes recorded during (A)
100ms, (B) 200ms, and (C) 500ms interval burst stimulation before (closed circle) and after (open
square) 200nM iberiotoxin application. Amplitudes were unaffected by iberiotoxin application.

Analysis of variance did reveal a significant main effect of position number during the
last 20 stimuli during 100ms interval burst stimulation (p<0.001).
Analysis of variance on the latency change data from the last 20 stimuli did
reveal a significant main effect of iberiotoxin, but only for the 500ms interval (p=0.01),
however, post-hoc analysis did not detect any significant effects of iberiotoxin. There
was also a significant interaction between iberiotoxin and burst position during 200ms
interval burst stimulation (p<0.05).
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Figure 4.35. Blocking BK channels had no effect on fiber volley amplitudes by position during
the last 20 stimuli of burst stimulation. Fiber volley amplitudes recorded during (A) 100ms, (B)
200ms, and (C) 500ms interval burst stimulation before (closed circle) and after (open square)
200nM iberiotoxin application.

In summary, iberiotoxin did not have any generally consistent effects on fiber
volleys during HFS and burst stimulation. However, iberiotoxin did alter latency changes
during the final 20 stimuli of 500ms interval burst stimulation (with a similar, but nonsignificant, trend present during the first 20 stimuli at the same interval) and a significant
interaction between iberiotoxin and burst position during 200ms interval stimulation.
These findings indicate that BK channels, if they contribute to activity-dependent
excitability changes, do so only under a limited set of conditions. I next examined
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Figure 4.36. Blocking BK channels had no effect on fiber volley latency changes by position
during the last 20 stimuli of burst stimulation. Fiber volley amplitudes recorded during (A)
100ms, (B) 200ms, and (C) 500ms interval burst stimulation before (closed circle) and after (open
square) 200nM iberiotoxin application.

whether SK channels play a role in activity-dependent excitability changes by applying
the specific SK channel blocker, apamin.
BLOCKING SK CHANNELS INCREASED FIBER VOLLEY AMPLITUDES BUT ONLY
DURING HFS AND 100MS INTERVAL BURST STIMULATION
Apamin (100nm, n=19 slices) did not appear to affect fiber volleys during 100 Hz
HFS, nor did apamin appear to affect fiber volleys during burst stimulation (Figs. 4.37
and 4.38), except for fiber volley amplitudes during 100ms interval burst stimulation
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Figure 4.37. Effects of apamin on fiber volley amplitudes during high-frequency and burst
stimulation. Fiber volley amplitude data pooled from the two previous experiments recorded during
(A) 100 Hz HFS, (B) 100ms, (C) 200ms, and (D) 500ms interval burst stimulation before (closed
circle) and after (open square) 100nM apamin application.

(Fig. 4.37B), where apamin treatment appeared to increase amplitudes throughout the
entire period of stimulation.
Effects of apamin during the first 20 stimuli. Statistical analysis of fiber volley
amplitude and latency changes during the first 20 stimuli of HFS and burst stimulation
verified the visual impressions noted above. There were not statistically significant
effects of apamin, on amplitude or latency changes, during HFS, nor were there
significant main effects of apamin or interactions between apamin treatment and
position number for any interval of burst stimulation, except for 100ms. Analysis of
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Figure 4.38. Effects of apamin on fiber volley latency changes during high-frequency and
burst stimulation. Fiber volleys recorded during (A) 100 Hz HFS, (B) 100ms, (C) 200ms, and (D)
500ms interval burst stimulation before (closed circle) and after (open square) 100nM apamin
application.

variance for amplitude changes during burst stimulation at the 100ms interval revealed
a significant main effect of apamin treatment (p<0.05), but no interaction between
apamin treatment and position number. Post-hoc analysis showed a significant increase
in amplitude for position 3 during 100ms interval burst stimulation after apamin
treatment (p<0.005), but not for the other positions. As expected based on previous
experiments, ANOVA indicated a significant main effect of position for all three burstintervals, both for fiber volley amplitude changes (100ms: p=0.001, 200ms: p<0.001,
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Figure 4.39. Effects of apamin on fiber volley amplitude changes by position during the first
20 stimuli of burst stimulation. Fiber volleys recorded during (A) 100ms, (B) 200ms, and (C)
500ms interval burst stimulation before (closed circle) and after (open square) 100nM apamin
application. *Significant difference between control and apamin by post-hoc paired comparison (see
text for more details).

500ms: p<0.001), and for fiber volley latency changes (100ms: p<0.01, 200ms:
p<0.001, 500ms: p<0.001).
Effects of apamin during the last 20 stimuli. Statistical analysis of fiber volley
measurements during the last 20 stimuli of HFS detected a significant increase in
amplitude after apamin application (p=0.005), but no statistically significant effects of
apamin on the latency changes were detected (Figs. 4.37A and 4.38A). Nor were there
statistically significant main effects for apamin or the interaction of apamin with position
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Figure 4.40. Effects of apamin on the fiber volley latency changes by position during the first
20 stimuli of burst stimulation. Fiber volleys recorded during (A) 100ms, (B) 200ms, and (C)
500ms interval burst stimulation before (closed circle) and after (open square) 100nM apamin
application.

number for either amplitude or latency changes for any interval of burst stimulation
except 100ms (Figs. 4.41A and 4.42A). For the 100ms interval there was a significant
main effect of apamin on fiber volley amplitude change (p=0.001), but no significant
interaction between apamin and position number. Post-hoc analysis detected a
significant increase in amplitude in all four positions for the 100ms interval data (position
1: p<0.005, position 2: p=0.012, position 3: p<0.005, position 4: p<0.005). Although
there was a significant effect of apamin on fiber volley amplitude changes during 100ms
interval burst stimulation, there were no significant effects of apamain or the interaction
105

Figure 4.41. Effects of apamin on fiber volley amplitude changes by position during the last
20 stimuli of burst stimulation. Fiber volleys recorded during (A) 100ms, (B) 200ms, (C) 500ms
interval burst stimulation before (closed circle) and after (open square) 100nM apamin application.
*Significant difference between control and apamin by post-hoc paired comparison (see text for more
details).

of apamin with position number for latency changes at the same 100m interval. Analysis
of variance did detect a significant main effect of position for all burst intervals (p<0.001
for all).
In summary, apamin had consistent but very selective effects on activitydependent changes in fiber volley excitability, affecting amplitudes only, and only during
the last 20 stimuli of 100 Hz HFS , but during both the first 20 and last 20 stimuli of
100ms interval burst stimulation. This selective effect of apamin could be due to the
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Figure 4.42. Effects of apamin on fiber volley latency changes by position during the last 20
stimuli of burst stimulation. Fiber volleys recorded during (A) 100ms, (B) 200ms, (C) 500ms
interval burst stimulation before (closed circle) and after (open square) 100nM apamin application.

kinetics of the SK channel (see Discussion section for further consideration of apamin
effects). In the next section of this chapter, I investigate possible effects of manipulating
extracellular magnesium on activity-dependent changes in Schaffer collateral
excitability.
INCREASING EXTRACELLULAR MAGNESIUM REDUCED THE AMOUNT OF
AMPLITUDE DEPRESSION DURING HFS AND BURST STIMULATION.
Because the amount of cobalt used in the experiment earlier substantially
increased the overall divalent cation concentration compared with control ACSF, it is
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Figure 4.43. Increasing extracellular Mg2+ slowed the depression of on fiber volley amplitudes
during high-frequency and 100ms-interval burst stimulation. Fiber volley amplitude data pooled
from the two previous experiments recorded during (A) 100 Hz HFS, (B) 100ms, (C) 200ms, and (D)
500ms interval burst stimulation before (closed circle) and after (open square) high-magnesium
solution application.

possible that the effects of cobalt may have been due to surface-charge screening. To
examine this possibility, I recorded fiber volleys during 100 Hz HFS and burst
stimulation in slices (n=13) bathed in control and then in high-magnesium (10mM)
solutions. On visual inspection (Figs. 4.43 and 4.44), it appeared that the highmagnesium ACSF reduced the amount of amplitude depression during 100Hz HFS and
100ms interval burst stimulation, with no apparent effects on fiber volley amplitudes
during 200ms and 500ms burst stimulation. It also appeared that high-magnesium may
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Figure 4.44. Effects of increasing extracellular Mg 2+ on fiber volley latency changes during
high-frequency and burst stimulation. Fiber volley amplitude data pooled from the two previous
experiments recorded during (A) 100 Hz HFS, (B) 100ms, (C) 200ms, and (D) 500ms interval burst
stimulation before (closed circle) and after (open square) high-magnesium solution application.

have reduced the the latency changes during the second half of HFS, but there did not
appear to be any effects on latency changes during burst stimulation.
Effects of magnesium during first 20 stimuli. Increasing extracellular magnesium
failed to significantly alter response amplitudes during the first 20 stimuli of either HFS
or burst stimulation (at any interval), nor was there a significant interaction between
high-magnesium treatment as position number for burst stimulation (at any interval; see
Fig. 4.45). Analysis of variance, however, did reveal a significant main effect of position
for all three burst intervals (100ms: p=0.05, 200ms: p<0.05, 500ms: p<0.001).
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Figure 4.45. Effects of high-magnesium on amplitude changes by position during the first 20
stimuli of burst stimulation. Fiber volleys recorded during (A) 100ms, (B) 200ms, and (C) 500ms
interval burst stimulation before (closed circle) and after (open square) high-magnesium solution
application.

Analysis detected that magnesium treatment significantly reduced the decrease
in fiber volley latency changes compared to control during HFS (p<0.05). Analysis of
variance detected a significant main effect of increasing magnesium for 200ms interval
burst stimulation (p<0.05), but no significant effects of high-magnesium at other
intervals, and no significant interactions between magnesium and position for any
interval of burst stimulation. There were significant main effects of position number
during 200ms and 500ms burst stimulation (p<0.005 and p<0.001, respectively). Post-
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Figure 4.46. Effects of high-magnesium on the latency changes by position changes during
the first 20 stimuli. Fiber volleys recorded during (A) 100ms, (B) 200ms, and (C) 500ms interval
burst stimulation before (closed circle) and after (open square) high-magnesium solution application.
*Significant difference between control and high-magnesium solution by post-hoc paired comparison
(see text for details).

hoc analysis of the 200ms burst interval data detected a significant increase in latency
at burst position 1 after increasing extracellular magnesium (p=0.01).
Effects of magnesium during last 20 stimuli. Analysis of amplitude changes
during the last 20 stimuli of HFS indicated a significant increase in amplitudes after
application of the high-magnesium ACSF (p<0.001; Fig. 4.47). Analysis of variance for
within-burst amplitude changes revealed a significant main effect of increasing
extracellular magnesium for the 100ms interval (p<0.05), and a significant interaction
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Figure 4.47. Effects of high-magnesium on the amplitude changes by position during the last
20 stimuli of burst stimulation. Fiber volleys recorded during (A) 100ms, (B) 200ms, (C) and
500ms interval burst stimulation before (closed circle) and after (open square) high-magnesium
solution application. *Significant difference between control and high-magnesium solution by posthoc paired comparison.

between the high-magnesium and position number for the 100ms and 200ms intervals
(p<0.001 and p=0.001, respectively). There were also significant main effects of position
number for the 200ms and 500ms intervals (p<0.001 and p<0.05, respectively). Posthoc comparisons detected a significant effect of high-magnesium ACSF on amplitude at
positions 3 and 4 during 100ms interval burst stimulation (p=0.001 for both), but posthoc comparisons did not detect any significant effects for the 200ms interval (Fig. 4.47).
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Figure 4.48. Effects of high-magnesium on the fiber volley latency changes by position during
the last 20 stimuli of burst stimulation. Fiber volleys recorded during (A) 100ms, (B) 200ms, and
(C) 500ms interval burst stimulation before (closed circle) and after (open square) high-magnesium
solution application. *Significant difference between control and high-magnesium solution by posthoc paired comparison.

The latency increase during the last 20 stimuli of HFS in control ACSF was
significantly reduced by applying the high-magnesium ACSF (p<0.05; Fig. 4.48).
Analysis of variance revealed a similar effect of high-magnesium ACSF on latency
changes during 100ms interval burst stimulation, with a significant main effect of highmagnesium and a significant interaction between high-magnesium and position number
(p<0.05 and p<0.001, respectively). Post-hoc comparisons detected significant
decreases in latency after magnesium application at burst positions 2-4 for the 100ms
interval stimulation (position 2: p=0.011, position 3: p<0.005, position 4: p=0.001; Fig.
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4.48). Finally, similar to previous experiments, there were significant effects of burst
position for 200ms (p<0.001) and the 500ms (p<0.05) intervals.
In summary, increasing magnesium reduced both the amplitude depression and
latency decrease during high-frequency and 100ms interval burst stimulation, but had
little effect on the early hyper-excitable phase. These effects of high-magnesium could
be due to surface-charge screening, but could also reflect the blocking effect of
magnesium on inward-rectifying potassium (KIR) channels. This second possibility is
investigated in the next section.
BARIUM, A BLOCKER OF KIR CHANNELS, INCREASED FIBER VOLLEY
LATENCIES DURING HIGH-FREQUENCY AND BURST STIMULATION
Previously, I showed that increasing extracellular magnesium reduced the
amplitude depression and minimized the typical latency increase that occurred during
the last 20 stimuli of HFS and burst stimulation at shorter intervals (100-200ms). These
effects might be due to increased surface-charge screening by magnesium or
alternatively could be due to magnesium block of K IR channels (Owen et al. 1999; for
review, see Reimann and Ashcroft 1999 and Wang et al. 2011). If the effects of
increased extracellular magnesium were due to blockage of K IR channels, then a
different blocker of the same channels should exactly reproduce the effects of
magnesium. To test this possibility, I applied the K IR blocker, barium (200μM, n=6 slices)
and examined its effects on fiber volley amplitudes and latency changes during 100Hz
HFS and burst stimulation. Visual inspection of the barium effects (Figs. 4.49 and 4.50)
suggested limited or no consequences of barium application, and more importantly, no
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Figure 4.49. Ba2+ application did not alter fiber volley amplitudes during high-frequency and
burst stimulation. Fiber volley amplitudes were recorded during (A) 100 Hz HFS, (B) 100ms, (C)
200ms, and (D) 500ms interval burst stimulation before (closed circle) and after (open square)
application of 200μM Ba2+.

replication of effects of increased extracellular magnesium (compare with Figs. 4.43 and
4.44).
Effects of barium during first 20 stimuli. Barium application did not significantly
affect mean fiber volley amplitude during the first 20 stimuli of HFS. Barium application
did not have any significant main effects on fiber volley amplitudes during burst
stimulation, nor were there any significant interactions between barium treatment and
position number during burst stimulation (Fig. 4.51). There were, however, significant
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Figure 4.50. Ba2+ application did not affect fiber volley latency changes during high-frequency
and burst stimulation. Fiber volley amplitudes were recorded during (A) 100Hz HFS, (B) 100ms,
(C) 200ms, and (D) 500ms interval burst stimulation before (closed circle) and after (open square)
application of 200μM Ba2+.

main effects of position for all three intervals of burst stimulation (100ms: p<0.005,
200ms: p<0.001, 500ms: p=0.005). Paired t-test analysis of the mean latency change
during the first 20 stimuli HFS did detect a significant effect of barium, with barium
application causing a significant reduction in the latency decrease compared to control
(p=0.001). Analysis of variance detected significant main effects of barium treatment on
latency changes during the first 20 stimuli of burst stimulation (Fig. 4.52) for the 100ms
and 500ms intervals (p<0.01 and p=0.001, respectively), and significant interactions
between barium treatment and position number for the 100ms and 200ms intervals
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Figure 4.51. Ba2+ application did not alter fiber volley amplitudes during the first 20 stimuli of
burst stimulation. Fiber volleys recorded during (A) 100ms, (B) 200ms, and (C) 500ms interval
burst stimulation before (closed circle) and after (open square) 200μM Ba2+ application.

(p=0.001 for both). Post-hoc comparisons of latency changes for the 100ms interval
detected significant effects of barium at positions 2, 3, and 4 (p=0.005, p<0.01, p=0.01,
respectively), post-hoc comparisons for the 200ms interval did not reveal any significant
effects of barium application, and post-hoc comparisons for the 500ms interval detected
significant effects of barium for positions 1, 2, and 4 (p<0.01,p<0.005, p<0.005,
respectively). Note that these effects of barium are similar to those obtained with
elevated extracellular magnesium (compare with Fig. 4.46).
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Figure 4.52. Ba2+ application on fiber volley latency changes by position during the first 20
stimuli of burst stimulation. Fiber volleys recorded during (A) 100ms, (B) 200ms, and (C) 500ms
interval burst stimulation before (closed circle) and after (open square) 200μM Ba2+ application.

Effects of barium during last 20 stimuli. Paired t-test comparison of mean
amplitudes during the last 20 stimuli of HFS did not detect a significant effect of barium
application (Fig. 4.53). Similarly, ANOVA did not detect a significant main effect of
barium application on fiber volley amplitudes during the last 20 stimuli of burst
stimulation or a significant interaction between barium application and position number
(Fig. 4.53). Analysis of variance did detect significant main effects for position number,
however (for 100ms and 500ms intervals, p<0.001 and p<0.05, respectively). Note that
the lack of effect of barium on fiber volley amplitudes contrasts with the effects of
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Figure 4.53. Ba2+ application did not affect fiber volley amplitudes during the last 20 stimuli of
burst stimulation. Fiber volleys recorded during (A) 100ms, (B) 200ms, and (C) 500ms interval
burst stimulation before (closed circle) and after (open square) 200μM Ba2+ application.

increasing extracellular magnesium concentration which significantly increased
amplitudes during the last 20 stimuli of HFS and the last 20 stimuli of 100ms interval
burst stimulation (compare Figs. 4.47 and 4.53). For mean latency changes during the
last 20 stimuli of HFS, there was not a significant effect of barium treatment. Similarly,
for latency changes during the final 20 stimuli of burst stimulation (Fig. 4.54), barium
treatment failed to have any significant main effects, and there were no significant
interactions between barium and position number. There were, however, significant
main effects of position for the 100ms and 500ms intervals (p<0.001 and p<0.05,
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Figure 4.54. Ba2+did not affect fiber volley latency changes during the last 20 stimuli of burst
stimulation. Fiber volleys recorded during (A) 100ms, (B) 200ms, and (C) 500ms interval burst
stimulation before (closed circle) and after (open square) 200μM Ba2+ application.

respectively). Again, these results contrast with effects of increasing extracellular
magnesium concentration: barium did not affect latency changes during the final 20
stimuli HFS or burst stimulation (at any interval), but high extracellular magnesium
significantly altered latency changes during HFS and burst stimulation at the 100ms
interval (compare Figs. 4.48 and 4.54).
In summary, the KIR channel blocker barium shared some effects with increasing
extracellular magnesium on latency changes during the first 20 stimuli of HFS and burst
stimulation, suggesting that these effects on fiber volley excitability early during
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stimulation could involve KIR channels. However, results during the last 20 stimuli
showed a complete dissociation between barium and elevated extracellular magnesium,
indicating that any effects of high magnesium concentration are independent of K IR
channels, and could be mediated by increased membrane surface-charge screening.
DISCUSSION
In this chapter, I examined the possible roles of divalent cations, Ca V channels,
and KCa channels in the excitability changes that occur during HFS and burst
stimulation. Increasing the extracellular calcium concentration while keeping the overall
extracellular divalent cation concentration unchanged increased fiber volley amplitudes
during the hyper-excitable period of HFS and burst stimulation. Decreasing the
extracellular calcium concentration while keeping the overall extracellular divalent cation
concentration unchanged had the opposite effect. Because magnesium by itself can
affect excitability, I compared effects of increasing extracellular calcium with and without
decreasing extracellular magnesium to maintain a constant total extracellular divalent
cation concentration, but I obtained similar results. Based on these findings, I conclude
that extracellular calcium has a significant role in regulating activity-dependent
excitability changes in Schaffer collaterals.
Extracellular calcium might regulate Schaffer collateral excitability in an activity
dependent manner by influx through Ca V channels. In this case, the effects of calcium
could be due to direct membrane potential effects of inward calcium current, or to
calcium regulation of other ion channels, like KCa channels, or to other intracellular
effects of calcium. I explored the possible contribution of Ca V channel by applying non121

specific CaV channel blockers (cadmium, cobalt) as well as specific CaV2.1 or 2.2
channel blockers. However, neither cadmium nor the specific Ca V2 channel blockers I
examined had consistent effects on the activity-dependent changes during highfrequency or burst stimulation. CaV channels, or at least CaV2.2 channels, may only
have a role in the fiber volley responses during a specific pattern of activity, which would
explain the conotoxin data. However, it does not explain cadmium's effects, which were
only seen in the latency changes, not the amplitudes like conotoxin's. Cadmium may
have either been acting through a different mechanism besides blocking Ca V channels,
or it could have been due to a sampling error. As for cobalt, it did affect responses, but
the high concentration of cobalt that I used (4mM) could have produced effects by
screening of axon membrane surface changes. Supporting this interpretation,
increasing extracellular magnesium concentration produced similar effects on fiber
volley responses during HFS and burst stimulation.
I examined the possible contribution of a calcium-dependent current, such as a
BK- or SK-mediated current, with mixed results. BK channels do not appear to be
responsible for activity-dependent fiber volley changes, as the BK channel blocker,
iberiotoxin, produced only one significant effect, reducing the latency changes during
the last 20 stimuli 500ms-interval stimulation. The SK channel blocker, apamin, had
reliable effects on fiber volley responses during 100ms interval burst stimulation as well
as during the last 20 stimuli of HFS. No effects were seen in the longer burst intervals.
This indicates that if SK channels are involved in regulating Schaffer collateral
excitability, they have a relatively limited function during specific activity patterns rather
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than a general role. I do not have an explanation for the SK channels being more
involved in regulating excitability during 100ms interval stimulation than during any of
the others (see discussion paragraphs below). In fact, when I first obtained these results
with apamin, I was concerned that this apparently significant finding might have been a
sampling error. For this reason, I repeated the experiment (accounting for the larger nvalue for the apamin experiment compared to the other experiments in this chapter) to
determine if a sampling error had occurred. However, both replications, which were
pooled for analysis, yielded the same results: significant effects of apamin during 100ms
interval burst stimulation. The effects of apamin during HFS and 100ms interval burst
stimulation point to SK channels playing a role during select periods of activity, with SK
channels playing a larger role during 100ms interval stimulation than 100 Hz HFS.
If the role of SK channels is to mediate part of the afterhyperpolarization (Sah
and Faber 2002), then blocking SK channels should have promoted axon
depolarization, leading to greater NaV channel inactivation and reduced fiber volley
amplitudes – the opposite of the effect I observed. It is possible that blocking SK
channels might have lowered extracellular potassium build-up around axons during
periods of high activity, and this could have minimized activity-dependent axon
depolarization and NaV inactivation thereby reducing excitability depression. If that were
the case, then blocking BK channels should also have had an obvious effect, and the
effect of apamin would have been noticeable during other stimulation conditions as well,
not just during HFS or 100ms interval burst stimulation. The afterhyperpolarization
mediated by SK channels has a decay time constant similar to the burst stimulation
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intervals I used. In their review, Sah and Faber (2002) give a decay time from 50 to a
few hundred milliseconds for the SK channel-dependent afterhyperpolarization. This
time frame is well within not only the 100ms interval burst stimulation, but also the
200ms-interval and 500ms-interval, suggesting that apamin should have had similar
effects during the longer burst intervals as well.
Apamin has also been shown to block the Na +/K+ pump at a lower concentration
than I used (Zemkovà et al. 1988a, Zemkovà et al. 1988b). During repetitive stimulation,
activation of axonal Na+/K+ pump has been shown to occur, and the electrogenic activity
of the pump causes membrane hyperpolarization (Van Essen 1973, Morita et al. 1993).
Blocking the Na+/K+ pump would therefore have reduced a hyperpolarizing influence on
axon membrane potential, leading to greater membrane depolarization, greater Na V
channel inactivation, and reduced fiber volley amplitudes (Vaillend et al. 2002) during
HFS and burst stimulation. However, apamin had the opposite effect, enhancing fiber
volley amplitudes, indicating that this possible effect on the Na +/K+ pump did not
contribute to my findings.
Divalent cations affect ion channel gating by binding to the negative charges on
the lipid bilayer surface (Cuckierman 1988, Elinder et al. 1996, Mahieu et al. 2010),
and/or by binding directly to the channels (Cuckierman 1993). The result of increased
extracellular divalent cation concentration is typically seen as a reduction in excitability,
with sodium, potassium, and TRP channels showing a depolarized shift in voltagedependence (Cuckierman 1988, Elinder et al. 1996, Mahieu et al. 2010). In other words,
in the presence of elevated extracellular divalent cations, voltage-dependent channels
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sense a greater membrane polarization (that is, membrane hyperpolarization). During
periods of intense activity, the consequence of membrane surface change screening
would be to maintain excitability by counteracting other depolarizing influences, such as
accumulation of extracellular potassium in the extracellular space surrounding the
axons. The results I obtained with elevated extracellular magnesium are consistent with
such an effect of membrane surface charge screening. In the absence of any clear
involvement of either CaV or KCa channels, the results I obtained with increased
extracellular calcium are most likely to also reflect a membrane surface charge
screening effect.
In this chapter, I also examined whether the effects of increasing extracellular
magnesium were due to magnesium blocking K IR channels. Increasing extracellular
magnesium reduced the excitability depression seen in Schaffer collaterals during the
last part of stimulation. Magnesium block is voltage-dependent, and affects the outward
current more so than the inward current (for review, see Reimann and Ashcroft 1999). If
magnesium effects were due to blocking KIR channels, magnesium should have allowed
the axons to become more depolarized during HFS and burst stimulation, leading to
greater NaV inactivation, and decreased excitability. During the first 20 stimuli of HFS, I
did see both barium and high extracellular magnesium reducing excitability by reducing
the latency decrease seen in controls. Similarly, both barium and high extracellular
magnesium reduced the latency decreases that occurred in controls during the first 20
stimuli of burst stimulation, supporting the idea that the effects of high extracellular
magnesium are due to blocking K IR channels. However, analyses of the response
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amplitudes and latency changes found no effect of barium on the amplitudes and
latency changes during the last 20 stimuli of high-frequency and burst stimulation,
arguing against a role for KIR channels during this period of stimulation. Blocking K IR
channels with barium was shown to have no effect on the fiber volley latency changes
compared to control, rather than decrease the latency changes as high extracellular
magnesium did. Also, there was a lack of effect of barium on fiber volley amplitudes
during the last 20 stimuli, which was also unlike magnesium. This supports the idea
that, at least for the last 20 stimuli, the effects of increasing extracellular magnesium
may be due to surface-charge screening effects, rather than due to blocking K IR
channels. Together, the data points to a role for K IR channels during the early hyperexcitable phase, but not during the depression phase.
In the next chapter, I investigate whether the excitability changes in the distal
Schaffer collaterals is due to a member, or members, of one of the K V channel families. I
also investigate whether KV channels are responsible for the differences observed
between proximal and distal Schaffer collateral segments that were documented in the
preceding chapter.
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CHAPTER 5: NON-SPECIFIC BLOCK OF KV CHANNELS GREATLY DEPRESSES
SCHAFFER COLLATERAL EXCITABILITY DURING HIGH-FREQUENCY AND BURST
STIMULATION
This work will be part of a manuscript to be submitted to a peer-reviewed journal.
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INTRODUCTION
The voltage-gated potassium (KV) channel family is one of great diversity and, as
mentioned in Chapter 1, plays a pivotal role in controlling neuronal excitability and shaping
the action potential waveform. For instance, block of channels sensitive to α-dendrotoxin, like
KV1.1 and 1.3, has been shown to increase excitability in neocortical layer 5 pyramidal
neurons (Bekkers and Delaney 2001) and in CA1 pyramidal neurons (Metz et al. 2007), and
increased synchronization in the networks of organotypic slices (Cudmore et al. 2010). Similar
work with KV7 channels has shown that block of the K V7-mediated current can increase
excitability (Gu et al. 2005, Vervaeke et al. 2006, George et al. 2009; for review, see Maljevic
et al. 2008).
In Chapter 3, I described the biphasic changes in function that occur in distal Schaffer
collaterals during high-frequency and burst stimulation. These changes include an early
increase in excitability, characterized by an increase in fiber volley amplitudes and a decrease
in conduction latencies, followed by a decrease in excitability, characterized by amplitude
depression and increased conduction latency. These changes were not seen in the proximal
Schaffer collaterals, which showed only a decrease in excitability (amplitude depression and
increased conduction latency). In Chapter 4, I investigated the effects of altered extracellular
127

divalent cation concentrations, and the potential contribution of Ca V and KCa channels.
In this chapter, I investigated the possible roles of K V channels in activity-dependent
excitability changes in Schaffer collaterals, as well as their possible contribution to the
regional differences between proximal and distal Schaffer collaterals. I first examined the
effects of two non-specific blockers, tetraethylammonium (TEA) and 4-aminopyridine (4-AP),
and then proceeded to more specific KV channel blockers in an attempt to determine the
contribution of specific KV channel subtypes to the excitability changes and regional
differences. Because action potential repolarization is essential for resetting the axon
membrane so that further action potentials can be generated, I hypothesized that nonselective block of KV channels would reduce or abolish the hyper-excitable period in distal
Schaffer collaterals and exacerbate the depression of excitability in both proximal and distal
Schaffer collateral. Based on findings from prior publications (Bekkers and Delaney 2001, Gu
et al. 2005, George et al. 2009, Cudmore et al. 2010, Klinger et al. 2011; for review, see Lai
and Jan 2006, Vacher et al. 2008), I also hypothesized that activity-dependent excitability
changes in distal Schaffer collaterals are mediated by the K V1 family, while excitability
changes in the proximal Schaffer collaterals are mediated by the K V7 family.. Because of the
large amount of data to present, I will describe the effects of the non-specific and specific K V
blockers on the fiber volleys and population spikes in different subsections in this chapter.
METHODS SPECIFIC TO THIS CHAPTER
CHANNEL BLOCKERS
To examine the role of KV channels, I first recorded fiber volleys and population spikes
during 100Hz HFS and 100-500ms interval burst stimulation in normal ACSF, then applied a
potassium channel blocker and repeated the HFS and burst stimulation. Non-specific
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potassium channel blockers used were: tetraethylammonium (TEA; 10mM) and 4aminopyridine (4-AP, 100μM), both applied for at least 20min. Specific potassium channel
blockers used were: UK78282 (3μM), a KV1.4 blocker; tityustoxin-Kα (100nM), a KV1.2
blocker; kaliotoxin-1 (100nM), a KV1.1/1.2/1.3 blocker; XE-991 (10μM), a KV7.2 channel
blocker; and ICA 069673 (10μM), a KV7.2/7.3 activator; all applied for at least 20-30min.
Application times and concentrations were chosen based on time and concentration required
to produce a maximal, steady-state change in responses or prior publications for blockers that
did not produce measurable changes in responses. All blockers were prepared as 100-1000
fold concentrated stock solutions (in DMSO, water, or for peptides, sterile PBS), which were
diluted into ACSF for application to slices. TEA and 4-AP were purchased from Sigma,
UK78282 was purchased from Tocris, Kaliotoxin-1 and tityustoxin-Kα from Alomone Labs,
ICA 069673 from Santa Cruz, and XE-991 from Abcam.
DATA ANALYSIS AND STATISTICS
Continuous HFS caused biphasic changes in excitability (early increase, late
decrease), at least for distal axon responses. To quantify the early excitability increase, I
analyzed the amplitude and latency changes during the first 20 stimuli. To quantify the late
excitability depression, I analyzed the final (last 20 stimuli) changes in amplitude latency.
Burst stimulation also caused biphasic changes in excitability, but in addition, there were
position-dependent changes in excitability within bursts (e.g., consistent excitability increase
or decrease from position 1 to position 4 within a burst, with partial or complete recovery
between bursts). In addition, because TEA and 4-AP caused response depression to occur
much more quickly during HFS and burst stimulation (especially at the shorter intervals; for
example, see Figure 5.1 below), I analyzed amplitude and latency changes during stimuli 38-
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42 of HFS and stimuli 33-52 (bursts 8-12) of burst stimulation. For all measurements,
statistical significance was assessed by paired t-tests or repeated measures analysis of
variance (ANOVA), as appropriate, with p<0.05 accepted as significant. When repeatedmeasures ANOVA was used, post-hoc paired comparisons were made using paired t-tests
with a Bonferroni correction; the Bonferroni correction is conservative with respect to Type-I
errors, but may increase Type-II errors. All error bars show ± 1 S.E.M.
RESULTS
TEA ENHANCED THE AMPLITUDE DEPRESSION AND LATENCY INCREASES IN FIBER
VOLLEYS DURING HFS AND BURST STIMULATION
Application of the non-specific KV channel blocker TEA (10mM) to hippocampal slices
(n=8) profoundly altered the normal pattern of change in fiber volleys (see Figs 5.1 and 5.2).
The early hyper-excitable phase was reduced in duration, and there was both a more rapid
transition to depression and a greater magnitude of depression. During burst stimulation,
especially at the 100ms and 200ms intervals, TEA application caused a period of depression
around burst 10 (stimulus 41) that was greater than the depression at the end of stimulation
(Fig. 5.1B,C). Effects of TEA on amplitude and latency were complementary: where TEA
caused greater or more rapid amplitude depression there were corresponding increases in
conduction latency.
Effects of TEA on fiber volleys during the first 20 stimuli. Application of TEA failed to
significantly alter fiber volley amplitude changes during HFS. Although it appears that TEA
might have reduced amplitudes for position 1 of 100ms interval burst stimulation (Fig. 5.3A),
ANOVA failed to detect any main effects of TEA or significant interactions of TEA application
with position number for any interval of burst stimulation; the only significant effect was for
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Figure 5.1. Effects of TEA on fiber volley amplitudes. Fiber volley amplitudes recorded before
(closed circles) and after (open squares) TEA application during (A) 100Hz HFS, (B) 100ms, (C)
200ms, and (D) 500ms burst intervals.

position, which was significant for all burst intervals (100ms: p<0.01, 200ms: p=0.001, 500ms:
p<0.005).
Analysis of latency changes during the first 20 stimuli of HFS did detect a significant
effect of TEA: in contrast to the decrease in latency during HFS in control ACSF, after TEA
application, fiber volley latencies increased (p<0.05, see Fig 5.2A). Also unlike the amplitude
data, ANOVA detected a significant main effect of TEA for all burst intervals (p<0.01 for all,
see Fig. 5.4), as well as a significant interaction between TEA and position for all burst
intervals (p<0.05 for all). No significant effect of position was detected. Post-hoc comparisons
revealed significant increases in latency at positions 3 and 4 during 100ms-interval (p<0.01
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Figure 5.2. Effects of TEA on fiber volley latency changes. Fiber volley latency changes
recorded before (closed cirlcles) and after (open squares) TEA application during (A) 100 Hz HFS,
(B) 100ms, (C) 200ms, and (D) 500ms burst intervals.

for both) and 500ms-interval burst stimulation (position 3: p=0.005; position 4: p<0.005), and
a significant increase in latency for responses at positions 2-4 during 200ms-interval
stimulation (p=0.01 for all).
Effects of TEA during stimuli 38-42 and bursts 8-12. Fiber volley amplitudes depresses
much faster during HFS in TEA compared to control. To quantify this effect, I compared
amplitude changes from around stimulus 40 (mean of stimuli 38-42), near the steady state
depression during HFS in TEA: in TEA, fiber volleys were significantly more depressed
compared to control (p<0.005). For burst stimulation, I compared averaged responses from
the 5 bursts centered around this same time point (bursts 8-12; Fig. 5.5): ANOVA detected a
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Figure 5.3. Effects of TEA on fiber volley amplitudes by position during the first 20 stimuli
of burst stimulation. Fiber volley amplitudes by position recorded before (closed circles) and
after (open squares) TEA application during (A) 100ms, (B) 200ms, and (C) 500ms burst intervals.

significant main effect of TEA for all intervals (100ms: p<0.001, 200ms: p<0.001, 500ms:
p<0.05), and a significant interaction between TEA and position for the 200ms interval
(p<0.001). There was also a significant main effect of position for 500ms interval stimulation
(p<0.05). Post-hoc comparisons revealed a significant decrease in fiber volley amplitude at all
burst positions for the 100ms interval (p≤0.001 for all), positions 2-4 for the 200ms interval
(p<0.001 for all), and positions 1 and 4 for the 500ms interval (p<0.01 for both).
Analysis of the latency changes for stimuli 38-42 during HFS showed a significant
increase after TEA application (p<0.05). Analysis of variance for latency changes during burst
8-12 detected a significant main effect of TEA for all intervals (Fig. 5.6; 100ms: p=0.001,
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Figure 5.4. Effects of TEA on fiber volley latency changes by position during the first 20
stimuli of burst stimulation. Fiber volley latency changes by position recorded before (closed
circles) and after (open squares) TEA application during (A) 100ms, (B) 200ms, and (C) 500ms
burst intervals. *Significant difference between control and TEA by post-hoc paired comparison
(see text for more details).

200ms: p<0.005, 500ms: p=0.005) and a significant interaction between TEA and position for
all intervals (100ms: p<0.05, 200ms: p<0.001, 500ms: p<0.001). Post-hoc comparisons
detected a significant increase in the latency changes at positions 1, 3, and 4 for 100ms
interval stimulation (p<0.005 for all), at positions 2-4 for 200ms interval stimulation (position 2:
p<0.01, position 3: p<0.005, position 4: p=0.005), and at positions 2-4 for 500ms interval
stimulation (position 2: p=0.01, position 3 and 5: p<0.005). Analysis of variance also showed a
significant main effect of position number for 100ms and 200ms interval burst stimulation
(p<0.05 and p<0.005, respectively).
Effects of TEA on fiber volleys during last 20 stimuli. I compared the amplitudes during
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Figure 5.5. Effects of TEA on fiber volley amplitudes by position during bursts 8-12. Fiber
volley amplitudes by position recorded before (closed circles) and after (open squares) TEA
application during (A) 100ms, (B) 200ms, and (C) 500ms burst intervals. *Significant difference
between control and TEA by post-hoc paired comparison (see text for more details).

the last 20 stimuli of HFS, but did not detect a significant change in amplitudes after TEA
application. TEA reduced fiber volley amplitudes during the last 20 stimuli of 100ms interval
burst stimulation (Fig. 5.7A) and ANOVA detected a significant main effect of TEA and a
significant main effect of position for the 100ms interval data only (p=0.001 and p=0.005,
respectively). Post-hoc comparisons detected a significant decrease in amplitude for positions
2-4 during 100ms interval burst stimulation (position 2: p<0.005, position 3: p<0.005, position
4: p<0.005). No significant interactions between TEA and position number were detected for
any interval of burst stimulation.
In contrast to the lack of effect on fiber volley amplitudes during the last 20 stimuli, TEA
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Figure 5.6. Effects of TEA on fiber volley latency changes by position during bursts 8-12.
Fiber volley latency changes by position recorded before (closed circles) and after (open squares)
TEA application during (A) 100ms, (B) 200ms, and (C) 500ms burst intervals. *Significant
difference between control and TEA by post-hoc paired comparison (see text for more details).

application significantly enhanced the latency increase during HFS (p<0.01, Fig. 5.2A).
Moreover, TEA had similar effect on fiber volley latencies during burst stimulation at all three
intervals (significant main effect of TEA application: 100ms, p<0.05; 200ms, p<0.005; 500ms,
p<0.01; Figs. 5.2 and 5.8), There were also significant interactions between TEA application
and position number for 100ms and 200ms interval burst stimulation (p<0.05 for both). Posthoc comparisons detected a significant increase in the latency changes at position 3 during
100ms interval burst stimulation (p<0.012) and positions 2-4 during 200ms interval burst
stimulation (p<0.005 for all) and 500ms interval burst stimulation (position 2: p=0.012, position
3 and 4: p<0.01).
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Figure 5.7. Effects of TEA on fiber volley amplitudes by position during the last 20 stimuli
of burst stimulation. Fiber volley amplitudes by position recorded before (closed circles) and
after (open squares) TEA application during (A) 100ms, (B) 200ms, and (C) 500ms burst intervals.
*Significant difference between control and TEA by post-hoc paired comparison (see text for more
details).

To summarize, non-selective block of KV channels by TEA dramatically affected distal
Schaffer collateral excitability, seen by larger and more rapid amplitude depression and
latency increases. In the next subsection, I examine effects of TEA on proximal Schaffer
collateral responses (population spikes) that were recorded simultaneously with the fiber
volleys that were analyzed in this subsection.
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Figure 5.8. Effects of TEA on fiber volley latency changes by position during the last 20
stimuli of burst stimulation. Fiber volley amplitudes by position recorded before (closed circles)
and after (open squares) TEA application during (A) 100ms, (B) 200ms, and (C) 500ms burst
intervals. *Significant difference between control and TEA by post-hoc paired comparison (see
text for more details).

TEA EFFECTS ON POPULATIONS SPIKES DURING HFS AND BURST STIMULATION
The effects of TEA application on proximal axon responses (population spikes) were
markedly different compared to distal axon responses (fiber volleys). Whereas TEA caused
greater and more rapid depression of fiber volley amplitudes, TEA actually appeared to
increase population spike amplitude early during stimulation (Fig. 5.9). Also in contrast to
effects on fiber volleys, TEA had smaller and less consistent effects on the latency changes of
population spikes (Fig. 5.10).
Effects of TEA on population spikes during the first 20 stimuli. Application of TEA did
not significantly alter population spike amplitude changes during the first 20 stimuli of HFS.
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Figure 5.9. Effects of TEA on population spike amplitudes. Population spike amplitudes recorded
before (closed circles) and after (open squares) TEA application during (A) 100 Hz HFS, (B) 100ms,
(C) 200ms, and (D) 500ms burst intervals.

Analysis of population spike amplitude changes during burst stimulation revealed a significant
main effect of TEA application on amplitudes for the 100ms interval and 200ms intervals
(p<0.01 and p<0.005, respectively; Fig. 5.11A and B), a significant effect of position for all
three burst intervals (100ms: p<0.05, 200ms: p<0.05, 500ms: p<0.005), and a significant
interaction between TEA treatment and position for the 200ms interval (p<0.01). Post-hoc
comparisons detected a significant increase in amplitude at positions 1 and 2 for both 100ms
(position 1: p=0.001, position 2: p<0.01) and 200ms intervals (position 1: p<0.005, position 2:
p<0.001).
As with population spike amplitude changes, analysis of the latency changes during
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Figure 5.10. Effects of TEA on population spike latency changes. Population spike latency
changes recorded before (closed circles) and after (open squares) TEA application during (A) 100 Hz
HFS, (B) 100ms, (C) 200ms, and (D) 500ms burst intervals.

the first 20 stimuli of HFS did not detect a significant change after TEA application. Analysis of
variance detected a significant main effect of TEA for the 100ms interval (p<0.05; Fig. 5.12A),
a significant effect of position number for all three burst intervals (100ms: p<0.001, 200ms:
p<0.01, 500ms: p<0.001), and a significant interaction between TEA and position for the
500ms interval burst stimulation (p<0.05). Post-hoc comparisons detected a significant
increase in latency only at position 1 during 500ms interval burst stimulation (p<0.01).
Effects of TEA on population spikes during stimuli 38-42 and bursts 8-12. As with
previous comparisons of population spike amplitudes during HFS, TEA did not have a
significant effect on mean amplitude change during stimuli 38-42. Unlike the fiber volleys, the

140

Figure 5.11. Effects of TEA on population spike amplitudes by position during the first 20
stimuli of burst stimulation. Population spike amplitudes by position recorded before (closed
circles) and after (open squares) TEA application during (A) 100ms, (B) 200ms, and (C) 500ms
burst intervals. *Significant difference between control and TEA by post-hoc paired comparison
(see text for more details).

population spikes showed an increase in amplitude after TEA application at position 1 during
100ms interval stimulation and at positions 3 and 4 during 200ms interval stimulation (Fig.
5.13A and B). Analysis of variance of amplitude changes by position during burst stimulation
detected a significant main effect of TEA for the 200ms interval (p<0.05), a significant main
effect of position for the 100ms and 200ms intervals (p<0.05 and p<0.005, respectively), and
a significant interaction between TEA and position for the 100ms and 200ms intervals (p<0.05
and p=0.001, respectively). Post-hoc analysis detected a significant increase at position 1
during 100ms interval burst stimulation (p<0.001) and significant decrease at position 3 during
200ms interval burst stimulation (p<0.005),
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Figure 5.12. Effects of TEA on population spike latency changes by position during the first
20 stimuli of burst stimulation. Fiber volley amplitudes by position recorded before (closed
circles) and after (open squares) TEA application during (A) 100ms, (B) 200ms, and (C) 500ms
burst intervals. *Significant difference between control and TEA by post-hoc paired comparison
(see text for more details).

For latency changes, again TEA application failed to have a significant effect during
stimuli 38-42 of HFS (Fig. 5.14). Latency changes by position during burst stimulation were
significantly affected by TEA application, but only for the 100ms interval, where there was a
significant main effect of TEA application (p<0.01) and for the 500ms interval, where there
was a significant interaction between TEA and position (p<0.05). Post hoc comparisons
detected a significant increase in the latency changes after TEA application for position 1 of
the 500ms interval data (p=0.01). As in previous comparisons, position number within bursts
continued to be a significant factor (100ms: p=0.001, 200ms: p<0.001, 500ms: p<0.005).
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Figure 5.13. Effects of TEA on population spike amplitudes by position of burst 8-12.
Population amplitudes by position recorded before (closed circles) and after (open squares) TEA
application during (A) 100ms, (B) 200ms, and (C) 500ms burst intervals. *Significant difference
between control and TEA by post-hoc paired comparison (see text for more details).

Effects of TEA on population spikes during the last 20 stimuli. Population spike
amplitude changes during the last 20 stimuli of HFS were not significantly affected by TEA
application. In contrast, ANOVA detected significant main effects of TEA during burst
stimulation for 100ms and 200ms intervals (p<0.05 and <0.01, respectively; see Fig. 5.15), a
significant main effect of position for the 100ms and 200ms intervals (p<0.005 and p<0.001,
respectively), and a significant interaction between TEA and position for the 100ms interval
(p<0.05). Post-hoc comparisons detected a significant decrease in amplitude only at position
4 during 100ms interval burst stimulation (p<0.005).
As was the case with population spike amplitudes, latency changes during the last 20
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Figure 5.14. Effects of TEA on population spike latency changes by position of burst 8-12.
Population amplitudes by position recorded before (closed circles) and after (open squares) TEA
application during (A) 100ms, (B) 200ms, and (C) 500ms burst intervals. *Significant difference
between control and TEA by post-hoc paired comparison (see text for more details).

stimuli of HFS were not significant different after TEA application. Application of TEA
appeared to affect response latencies during burst stimulation (Fig. 5.16), but ANOVA
detected only significant main effects of position (100ms: p=0.001, 200ms: p<0.001, 500ms:
p<0.05), and a significant interaction between TEA treatment and position for 200ms interval
burst stimulation (p<0.05). Post-hoc analysis detected a significant increase in latency after
TEA application at position 1 during 500ms interval stimulation (p<0.01).
To summarize, population spikes were more resistant to alteration by TEA application
than were fiber volleys, and when population spikes were affected by TEA, they were typically
altered oppositely to the fiber volleys. For example, during the first 20 stimuli, when TEA had
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Figure 5.15. Effects of TEA on population spike amplitudes by position during the last 20
stimuli of burst stimulation. Population spike amplitudes by position recorded before (closed
circles) and after (open squares) TEA application during (A) 100ms, (B) 200ms, and (C) 500ms
burst intervals. *Significant difference between control and TEA by post-hoc paired comparison
(see text for more details).

an effect, it increased population spike amplitudes and reduced population spike latencies,
whereas fiber volley amplitudes were decreased and latencies increased. In the next section,
I examined the effects of another nonspecific K V channel blocker, 4-AP, to see if I would obtain
the same pattern of results.
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Figure 5.16. Effects of TEA on population spike latency changes by position during the last
20 stimuli of burst stimulation. Population spike latency changes by position recorded before
(closed circles) and after (open squares) TEA application during (A) 100ms, (B) 200ms, and (C)
500ms interval burst stimulation.

4-AP DECREASED DISTAL SCHAFFER COLLATERAL AXON EXCITABILITY DURING
HIGH-FREQUENCY AND BURST STIMULATION
When I applied 4-AP (100μM) to hippocampal slices (n=6), I obtained results that were
similar to TEA. Application of 4-AP caused a more rapid and larger depression in distal
Schaffer collateral excitability. Fiber volley amplitudes rapidly became smaller than in control
ACSF (Fig. 5.17), and fiber volley latencies rapidly became longer (Fig. 5.18).
Effects of 4-AP on fiber volleys during the first 20 stimuli. Analysis of the amplitudes
during the first 20 stimuli of HFS did not detect any significant changes by 4-AP. When I
plotted the amplitudes by position for the first 20 responses, instead of response amplitudes
increasing after the first response in a burst, I observed a tendency for subsequent response
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Figure 5.17. Effects of 4-AP on fiber volley amplitudes. Fiber volley amplitudes recorded before
(closed circles) and after (open squares) 4-AP application during (A) 100 Hz HFS, (B) 100ms, (C)
200ms, and (D) 500ms burst intervals.

amplitudes to decrease after the first response in a burst when 4-AP was applied (Fig. 5.19).
For burst stimulation, ANOVA detected a significant main effect of 4-AP for the 500ms interval
(p<0.01), a significant effect of position for the 100ms interval (p<0.005), and a significant
interaction between 4-AP and position for the 100ms and 200ms intervals (p=0.001 and
p<0.05, respectively). Post-hoc comparisons revealed a significant decrease in amplitude
only at position during 500ms interval burst stimulation (p<0.01).
Latency changes during the first 20 stimuli of HFS were significant altered by 4-AP
application (p<0.01), with the latency decrease in control ACSF becoming a latency increase
in 4-AP. Analysis of variance for the latency changes by position during burst stimulation (Fig.
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Figure 5.18. Effects of 4-AP on fiber volley latency changes. Fiber volley latency changes
recorded before (closed circles) and after (open squares) 4-AP application during (A) 100 Hz HFS, (B)
100ms, (C) 200ms, and (D) 500ms burst intervals.

5.20) revealed significant main effects of 4-AP for all interval (100ms: p<0.005, 200ms:
p<0.005, 500ms: p<0.01), a significant effect of position for the 100ms interval (p=0.001), and
a significant interaction between 4-AP treatment and position for all three intervals (100ms:
p<0.005, 200ms: p=0.005, 500ms: p<0.005). Post-hoc comparisons detected significant
increases latency after 4-AP treatment for positions 2-4 of 100ms interval burst stimulation
(p<0.01, p=0.001, and p=0.001, respectively), 200ms interval burst stimulation (p=0.01,
p<0.005, p<0.005, respectively), and 500ms interval burst stimulation (p<0.01, p<0.01,
p<0.005, respectively).
Effects of 4-AP on fiber volleys during stimuli 38-42 and bursts 8-12. Mean fiber volley
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Figure 5.19. Effects of 4-AP on fiber volley amplitudes by position during the first 20 stimuli of
burst stimulation. Fiber volley amplitudes by position recorded before (closed circles) and after
(open squares) 4-AP application during (A) 100ms, (B) 200ms, and (C) 500ms burst intervals.
*Significant difference between control and 4-AP by post-hoc paired comparison (see text for more
details).

amplitudes from stimuli 38-42 of HFS were significantly reduced after 4-AP application
(p<0.05). Fiber volley amplitude changes averaged by position for bursts 8-12 were
significant similarly altered by 4-AP for all intervals (main effect of 4-AP treatment for 100ms:
p<0.05, 200ms: p<0.05, 500ms: p<0.01; Fig. 5.21). There was also a significant main effect of
position for 200ms interval burst stimulation (p<0.05), and significant interactions between 4AP and position for the 200ms and 500ms intervals (p=0.001 and p<0.005, respectively).
Post-hoc comparisons detected a significant decrease in amplitude at position 2 during
100ms interval stimulation (p=0.005), at position 4 during 200ms interval stimulation (p=0.01),
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Figure 5.20. Effects of 4-AP on fiber volley latency changes by position during the first 20
stimuli of burst stimulation. Fiber volley latency changes by position recorded before (closed
circles) and after (open squares) 4-AP application during (A) 100ms, (B) 200ms, and (C) 500ms burst
intervals. *Significant difference between control and 4-AP by post-hoc paired comparison (see text
for more details).

and at positions 3 and 4 during 500ms interval stimulation (p=0.005 for both).
In contrast to the effects on fiber volley amplitudes, fiber volley latency changes during
stimuli 38-42 of HFS were not significantly affected by 4-AP application, however, there were
significant effects of 4-AP on latencies during burst stimulation (Fig. 5.22). Analysis of
variance detected significant main effects of 4-AP for all intervals (100ms: p<0.05, 200ms:
p<0.05, 500ms: p=0.001), and there were also significant interactions between 4-AP and
position for all intervals (100ms: p<0.05, 200ms: p<0.05, 500ms: p<0.001). Finally, there was
a significant main effect of position, but only for 100ms interval burst stimulation (p<0.05).
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Figure 5.21. Effects of 4-AP on fiber volley amplitudes by position during bursts 8-12. Fiber
volley amplitudes by position recorded before (closed circles) and after (open squares) 4-AP
application during (A) 100ms, (B) 200ms, and (C) 500ms burst intervals. *Significant difference
between control and 4-AP by post-hoc paired comparison (see text for more details).

Post-hoc comparisons detected significant increases in latency changes at position 2 for the
100ms interval (p=0.012), and at positions 2-4 for the 500ms interval (p<0.005, p<0.005,
p=0.001, respectively).
Effects of 4-AP on fiber volleys during the last 20 stimuli. Fiber volley amplitudes during
the last 20 stimuli of HFS were significantly decreased by 4-AP (p=0.01). Analysis of fiber
volley amplitudes by position during the last 20 stimuli of burst stimulation (Fig. 5.23)
demonstrated a significant effect of 4-AP application for all intervals (100ms: p<0.001,
200ms: p<0.005, 500ms: p<0.05), as well as a significant effect of position for the 100ms and
200ms intervals (p<0.005 and p<0.05, respectively), and a significant interaction between 4151

Figure 5.22. Effects of 4-AP on fiber volley latency changes by position during bursts 8-12.
Fiber volley amplitudes by position recorded before (closed circles) and after (open squares) 4-AP
application during (A) 100ms, (B) 200ms, and (C) 500ms burst intervals. *Significant difference
between control and 4-AP by post-hoc paired comparison (see text for more details).

AP treatment and position for the 200ms interval (p<0.05). Post-hoc comparisons detected
significant decreases in response amplitudes after 4-AP treatment for positions 2-4 of 100ms
interval burst stimulation (p<0.001, p<0.001, p=0.001, respectively) and 200ms interval burst
stimulation (p<0.001, p<0.001, p<0.005, respectively).
The latency changes during the last 20 stimuli of HFS underwent significantly greater
increases after 4-AP application (p<0.005). Analysis of latency changes by position during
burst stimulation revealed similar increases in fiber volley latencies during the last 20 stimuli
(Fig. 5.24) with significant main effects of 4-AP treatment detected for all burst intervals
(100ms: p<0.005, 200ms: p<0.005, 500ms: p=0.001) as well as significant interactions
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Figure 5.23. Effects of 4-AP on fiber volley amplitudes by position during the last 20 stimuli of
burst stimulation. Fiber volley amplitudes by position recorded before (closed circles) and after
(open squares) 4-AP application during (A) 100ms, (B) 200ms, and (C) 500ms burst intervals.
*Significant difference between control and 4-AP by post-hoc paired comparison (see text for more
details).

between 4-AP treatment and position (100ms: p<0.005, 200ms: p<0.001, 500ms: p<0.001). A
significant main effect of position was detected only for the 100ms interval (p<0.05). Post-hoc
comparisons indicated significant increases in latency at all burst positions (1-4) for all burst
intervals (100ms position 1-4: p=0.001, p=0.011, p=0.001, p<0.01; 200ms positions 1-4:
p=0.001, p<0.005, p<0.005, p<0.005; 500ms positions 1-4: p<0.001, p<0.001, p=0.001,
p=0.001).
In summary, 4-AP and TEA both caused similar decreases in distal Schaffer collateral
(fiber volley) excitability. This can be seen in the large decreases in response amplitude and
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Figure 5.24. Effects of 4-AP on fiber volley latency changes by position during the last 20
stimuli of burst stimulation. Fiber volley latency changes by position recorded before (closed
circles) and after (open squares) 4-AP application during (A) 100ms, (B) 200ms, and (C) 500ms burst
intervals. *Significant difference between control and 4-AP by post-hoc paired comparison (see text
for more details).

increases in conduction latency after both TEA and 4-AP application. In the next section, I
examined the effects of 4-AP on proximal Schaffer collaterals (population spike responses)
recorded in the same slices and at the same time as the fiber volley responses described in
this section.
EFFECTS OF 4-AP ON POPULATION SPIKE RESPONSES DURING HIGH-FREQUENCY
AND BURST STIMULATION
Like TEA, 4-AP had smaller effects on population spikes (proximal axon responses)
than fiber volleys (distal axon responses). Population spike amplitudes during burst
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Figure 5.25. Effects of 4-AP on population spike amplitudes. Population spike amplitudes
recorded before (closed circles) and after (open squares) 4-AP application during (A) 100 Hz HFS, (B)
100ms, (C) 200ms, and (D) 500ms burst intervals.

stimulation (Fig. 5.25B-D) were affected somewhat more that during HFS (Fig. 5.25A), with a
similar pattern for population spike latencies (Fig. 5.26).
Effects of 4-AP on population spikes during the first 20 stimuli. Application of 4-AP did
not significantly alter population spike amplitudes during the first 20 stimuli of HFS. During
burst stimulation, 4-AP caused an increase in population spike amplitude (Fig. 5.27), whereas
4-AP tended to decrease fiber volley amplitudes (Fig. 5.19). Analysis of variance detected
significant main effects of 4-AP for the first 20 stimuli at the 100ms and 200ms intervals
(p<0.01 and p<0.05, respectively), and a significant interaction between 4-AP treatment and
position for the 500ms interval (p=0.001). There were also significant effects of position for all
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Figure 5.26. Effects of 4-AP on population spike latency changes. Population spike latency
changes recorded before (closed circles) and after (open squares) 4-AP application during (A) 100 Hz
HFS, (B) 100ms, (C) 200ms, and (D) 500ms burst intervals.

three intervals (100ms: p=0.005, 200ms: p=0.001, 500ms: p<0.001). Post-hoc comparisons
showed a significant increase in amplitude at positions 1 and 3 for the 100ms interval
(position 1: p<0.005, position 3: p=0.001) and 200ms interval (position 1: p=0.01, position 3:
p<0.005), and a significant increase in amplitude at position 3 for the 500ms interval (p<0.01).
Analysis of the latency changes during the first 20 stimuli of HFS detected no
significant effect of 4-AP application. Likewise, during the first 20 stimuli of burst stimulation
ANOVA failed to detect significant main effects of 4-AP treatment (Fig. 5.28), although there
was a significant interaction between 4-AP treatment and position number for the 100ms and
500ms intervals (p<0.001 and p<0.05, respectively). However, post-hoc analysis did not
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Figure 5.27. Effects of 4-AP on population spike amplitudes by position during the first 20
stimuli during burst stimulation. Population spike amplitudes by position recorded before (closed
circles) and after (open squares) 4-AP application during (A) 100ms, (B) 200ms, and (C) 500ms burst
intervals. *Significant difference between control and 4-AP by post-hoc paired comparison (see text
for more details).

detect a significant difference in the latency changes after 4-AP application. As I have
observed in previous experiments, there were significant effects of position within bursts for
all intervals (100ms: p<0.001, 200ms: p<0.001, 500ms: p=0.001).
Effects of 4-AP on the population spikes stimuli 38-42 and bursts 8-12. Analysis of
mean population spike amplitudes and latency changes for stimuli 38-42 of HFS failed to
detect a significant effect of 4-AP application. In contrast, there were significant effects of 4AP application on population spike amplitudes by position during burst stimulation for all
intervals (100ms: p<0.005, 200ms: p<0.05, 500ms: p<0.001; Fig. 5.29), a significant effect of
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Figure 5.28. Effects of 4-AP on population spike latency changes by position during the first 20
stimuli of burst stimulation. Population spike latency changes by position recorded before (closed
circles) and after (open squares) 4-AP application during (A) 100ms, (B) 200ms, and (C) 500ms burst
intervals.

position for all burst intervals (100ms: p<0.01, 200ms: p<0.001, 500ms: p<0.001), and a
significant interaction between 4-AP and position for the 500ms interval stimulation (p<0.005).
Post-hoc comparisons detected significant increases in amplitude at positions 1 and 2 during
100ms interval stimulation (p=0.001 for both) and at positions 3 and 4 during 500ms interval
burst stimulation (p<0.001 and p=0.005, respectively).
Analysis of variance of latency changes by position during burst stimulation detected a
significant interaction between 4-AP and position only for the 100ms interval data (p<0.05;
Fig. 5.30), and no significant main effects of 4-AP treatments. Post-hoc comparisons did not
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Figure 5.29. Effects of 4-AP on population spike amplitudes by position during bursts 8-10.
Population spike latency changes by position recorded before (closed circles) and after (open
squares) 4-AP application during (A) 100ms, (B) 200ms, and (C) 500ms burst intervals.

detect any significant difference after 4-AP application. There were significant main effects of
position for all intervals (100ms: p<0.001, 200ms: p<0.001, 500ms: p<0.01).
Effects of 4-AP on population spikes during the last 20 stimuli. Although graphical
comparison of population spike amplitudes during the last 20 stimuli of HFS did not suggest a
large effect of 4-AP (Fig. 5.25A), amplitudes were significantly smaller in 4-AP compared to
control ACSF (p<0.05). In contrast, 4-AP appeared to slightly increase population spike
amplitudes during the last 20 stimuli of burst stimulation (Fig. 5.31). This impression was
confirmed by ANOVA, which detected a significant main effect of 4-AP application for the
200ms and 500ms intervals (p<0.005 and p<0.05, respectively). Moreover, there were
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Figure 5.30. Effects of 4-AP on population spike latency changes by position during bursts 810. Population spike latency changes by position recorded before (closed circles) and after (open
squares) 4-AP application during (A) 100ms, (B) 200ms, and (C) 500ms burst intervals.

significant interactions between 4-AP and position for all intervals of burst stimulation (100ms:
p<0.05, 200ms: p<0.005, 500ms: p<0.005). Post-hoc comparisons revealed significant
increases in amplitude at positions 3 and 4 for the 200ms interval (p=0.01, p=0.001,
respectively), and at position 3 for the 500ms interval (p<0.005). A significant main effect of
position was also present for all intervals (100ms: p<0.005, 200ms: p<0.001, 500ms:
p=0.001).
Application of 4-AP had few effects on latency changes during the final 20 stimuli. For
HFS, latency changes were not statistically different between control and 4-AP. For burst
stimulation, (Fig. 5.32) there were no significant main effects of 4-AP application for any of the
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Figure 5.31. Effects of 4-AP on population spike amplitudes by position during the last 20
stimuli during burst stimulation. Population spike amplitudes by position during the last 20 stimuli
recorded before (closed circles) and after (open squares) 4-AP application during (A) 100ms, (B)
200ms, and (C) 500ms burst intervals. *Significant difference between control and 4-AP by post-hoc
paired comparison (see text for more details).

three intervals, but there was a significant interaction between 4-AP and position number for
the 200ms interval (p<0.05). Post-hoc comparisons, however, did not detect any significant
effects of 4-AP on latency changes. There was a significant main effect of position for all
intervals (p<0.001 for all).
In summary, effects of 4-AP application differed depending on the portion of the
Schaffer collateral axon examined (distal vs proximal). The distal portion was more sensitive
to 4-AP application than the proximal portion, as seen by the more drastic effects on fiber
volley amplitudes and latency changes compared to population spike amplitudes and latency
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Figure 5.32. Effects of 4-AP on population spike latency changes by position during the last 20
stimuli during burst stimulation. Population spike latency changes by position during the last 20
stimuli recorded before (closed circles) and after (open squares) 4-AP application during (A) 100ms,
(B) 200ms, and (C) 500ms burst intervals.

changes (compare Figs. 5.13 and 5.19, and Figs. 5.14 and 5.20). A similar difference in effect
of 4-AP between distal and proximal Schaffer collaterals was also observed for TEA
application. Both TEA and 4-AP are non-specific K V channel blockers, so these findings
cannot implicate specific KV channel types in the excitability changes and regional differences.
To try to determine which specific KV channel types are involved in these activity-dependent
excitability changes and regional differences, I repeated the above experiments using more
specific KV channel blockers. In the next set of recordings, I examined the effects of UK78282, a specific blocker of KV1.3 and 1.4 channels (Gutman et al. 2005).
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UK-78282, A SPECIFIC BLOCKER OF KV1.3/1.4 CHANNELS HAD NO EFFECT ON FIBER
VOLLEYS DURING HIGH-FREQUENCY AND BURST STIMULATION
The drug UK-78282 is an effective blocker of both K V1.3 and 1.4 channels (IC50s of
approximately 200nM, Gutman et al. 2005). Although my previous findings do not strongly
point to either of these channels (K V1.3 requires greater than 100μM 4-AP for effective block,
and KV1.4 is largely insensitive to TEA, Gutman et al. 2005), I assessed their possible
contribution to activity-dependent changes in Schaffer collaterals by comparing responses to
HFS and burst stimulation in control ACSF and after applying UK-78282 (3μM). In agreement
with the poor sensitivity of these channel types to 4-AP or TEA, UK-78282 application had
little or no effect on fiber volley amplitudes or latency changes (Figs. 5.33 and 5.34).
Effects of UK-78282 on fiber volleys during the first 20 stimuli. Analysis of fiber volley
amplitudes during HFS and burst stimulation failed to detect any effects of UK-78282 or
interactions between UK-78282 and stimulus position (Fig. 5.35). Analysis of the amplitudes
by position did reveal a significant main effect of position, however, for the 200ms and 500ms
intervals (p<0.005 and p=0.001, respectively). Analysis of latency changes during HFS and
burst stimulation (Fig. 5.36) also failed to detect a significant effect of UK-78282 or a
significant interaction of UK-78282 and position. Again, as I have repeatedly observed, there
was a significant effect of position (for 500ms interval, p<0.001).
Effects of UK-78282 on fiber volleys during the last 20 stimuli. Analysis of mean fiber
volley amplitudes during the last 20 stimuli of HFS did not detect a significant effect of UK78282 application. For burst stimulation (Fig. 5.37), ANOVA failed to detect any significant
main effects of UK-78282 application. However, there was a significant interaction between
UK-78282 and position for the 500ms interval (p<0.05), but post-hoc analysis did not detect
any significant effects of UK-78282. Again, ANOVA detected significant effects of position
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Figure 5.33. Effects of UK-78282 on fiber volley amplitudes. Fiber volley amplitudes recorded
before (closed circles) and after (open squares) UK-78282 application during (A) 100 Hz HFS, (B)
100ms, (C) 200ms, and (D) 500ms burst intervals.

(100ms interval: p<0.005. 500ms interval, p<0.001).
Analysis of the latency change data from the last 20 stimuli of HFS and burst
stimulation yielded no significant effects of UK-78282 application and no significant
interactions between UK-78282 and position (Fig. 5.38). There were significant effects of
stimulus position for the 100ms and 500ms intervals (p<0.01 and p=0.01, respectively).
In summary, UK-78282 had no effect on activity-dependent changes in distal Schaffer
collateral excitability. Next, I examined the effects of UK-78282 on proximal Schaffer collateral
response (population spikes).
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Figure 5.34. Effects of UK-78282 on fiber volley latency changes. Fiber volley latency changes
recorded before (closed circles) and after (open squares) UK-78282 application during (A) 100 Hz
HFS, (B) 100ms, (C) 200ms, and (D) 500ms burst intervals.
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Figure 5.35. Effects of UK-78282 on fiber volley amplitudes by position of the first 20
responses during burst stimulation. Fiber volley amplitudes by position of the first 20 responses
recorded before (closed circles) and after (open squares) UK-78282 application during (A) 100ms, (B)
200ms, and (C) 500ms burst intervals.
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Figure 5.36. Effects of UK-78282 on fiber volley latency changes by position during the first 20
stimuli of burst stimulation. Fiber volley latency changes by position of the first 20 responses
recorded before (closed circles) and after (open squares) UK-78282 application during (A) 100ms, (B)
200ms, and (C) 500ms burst intervals.
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Figure 5.37. Effects of UK-78282 on fiber volley amplitudes by position during the last 20
stimuli of burst stimulation. Fiber volley amplitudes by position during the last 20 stimuli recorded
before (closed circles) and after (open squares) UK-78282 application during (A) 100ms, (B) 200ms,
and (C) 500ms burst intervals.
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Figure 5.38. Effects of UK-78282 on fiber volley latency changes by position during the last 20
stimuli of burst stimulation. Fiber volley latency changes by position during the last 20 stimuli
recorded before (closed circles) and after (open squares) UK-78282 application during (A) 100ms, (B)
200ms, and (C) 500ms burst intervals.

UK-78282, A SPECIFIC BLOCKER OF KV1.3/1.4 CHANNELS HAD LITTLE EFFECT ON
POPULATION SPIKES DURING HIGH-FREQUENCY AND BURST STIMULATION
Visual inspection of population spike amplitudes (Fig. 5.39) and latency changes (Fig.
5.40) during HFS and burst stimulation suggested small or no effects of UK-78282.
Effects of UK-78282 on population spikes during the first 20 stimuli. Analysis of mean
amplitudes during the first 20 stimuli of HFS did not detect a significant difference between
control ACSF and UK-78282. While ANOVA revealed no significant main effect of UK-78282
on population spike amplitudes during burst stimulation (Fig. 5.41) for any interval, there was
a significant interaction between UK-78282 treatment and position number for the 200ms
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Figure 5.39. Effects of UK-78282 on population spike amplitudes. Population spike amplitudes
recorded before (closed circles) and after (open squares) UK-78282 application during (A) 100 Hz
HFS, (B) 100ms, (C) 200ms, and (D) 500ms burst intervals.

interval (p<0.05), and post-hoc analysis detected a significant decrease in amplitude by UK78282 at position 2 for the 200ms interval (p<0.01). Unlike previous experiments, ANOVA did
not detect a significant main effect of position.
Analysis of latency changes during the first 20 stimuli of HFS and burst stimulation
(Fig. 5.42) did not detect a significant effect of UK-78282 application, nor were there any
significant interactions between UK-78282 and position. There were, however, significant
main effects of position for all intervals of burst stimulation (100ms: p<0.05, 200ms: p=0.01,
500ms: p=0.001).
Effects of UK-78282 on population spikes during the last 20 stimuli. Mean population
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Figure 5.40. Effects of UK-78282 on population spike latency changes. Population spike latency
changes recorded before (closed circles) and after (open squares) UK-78282 application during (A)
100 Hz HFS, (B) 100ms, (C) 200ms, and (D) 500ms burst intervals.

spike amplitudes and latency changes during the last 20 stimuli of HFS were not significantly
affected by UK-78282 application. Analysis of variance did, however, detect significant main
effects of UK-78282 treatment on population spike amplitudes during burst stimulation (Fig.
5.43) for the 100ms and 200ms intervals (p<0.01 and p<0.05), a significant main effect of
position for the 100ms interval (p<0.001), but no significant interactions between UK-78282
and position for any interval. Post-hoc analysis did not detect any significant effects of UK78282 application. Analysis of variance for latency changes during the last 20 stimuli of burst
stimulation did not detect any significant main effects of UK-78282 nor any significant
interactions between UK-78282 and position, but did detect significant main effects of position
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Figure 5.41. Effects of UK-78282 on population spike amplitudes by position during the first 20
stimuli of burst stimulation. Population spike amplitudes by position recorded before (closed
circles) and after (open squares) UK-78282 application during (A) 100ms, (B) 200ms, and (C) 500ms
burst intervals. *Significant difference between control and 4-AP by post-hoc paired comparison (see
text for more details).

for all intervals (p<0.001 for all; Fig. 5.44).
In summary, while UK-78282 failed to affect distal Schaffer collaterals, UK-78282 did
have some small but nonetheless significant effects on the amplitudes of proximal Schaffer
collateral responses during burst stimulation (but not during HFS). Also, neither fiber volley or
population spike latency changes were affected by UK-78282, unlike what I observed in the
earlier TEA and 4-AP experiments. Based on the results I obtained with UK-78282, it appears
that KV1.3 and 1.4 channels do not contribute to activity-dependent changes in distal Schaffer
collaterals, however, my results would be consistent with a minor contribution of these
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Figure 5.42. Effects of UK-78282 on population spike latency changes by position during the
first 20 stimuli of burst stimulation. Population spike latency changes by position recorded before
(closed circles) and after (open squares) UK-78282 application during (A) 100ms, (B) 200ms, and (C)
500ms burst intervals.

channels to activity-dependent changes proximal Schaffer collaterals. To gain more
information about the potential contribution of specific K V channel types, I repeated these
experiments using kaliotoxin, a blocker of the K V1.1-1.3 channels (Grissmer et al. 1994,
Mourre et al. 1999).
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Figure 5.43. Effects of UK-78282 on population spike amplitudes by position during the last 20
stimuli of burst stimulation. Population spike amplitudes by position during the last 20 stimuli
recorded before (closed circles) and after (open squares) UK-78282 application during (A) 100ms, (B)
200ms, and (C) 500ms burst intervals.
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Figure 5.44. Effects of UK-78282 on population spike latency changes by position during the
last 20 stimuli of burst stimulation. Population spike latency changes by position during the last 20
stimuli recorded before (closed circles) and after (open squares) UK-78282 application during (A)
100ms, (B) 200ms, and (C) 500ms burst intervals.

KALIOTOXIN, A BLOCKER OF KV1.1 AND 1.3 CHANNEL SUBTYPES HAD LITTLE
EFFECT ON FIBER VOLLEYS DURING HIGH-FREQUENCY OR BURST STIMULATION
As described earlier in the Introduction, block of α-dendrotoxin-sensitive channels can
increase excitability in neocortical layer 5 pyramidal neurons and CA1 pyramidal neurons
(Bekkers and Delaney 2001, Lopantsev et al. 2003, Metz et al. 2007). α-Dendrotoxinsensitive channels include KV1.1 and 1.3, both of which are sensitive to 10mM TEA (Gutman
et al. 2005). To examine whether the effects of TEA could have been due to block of these
channels, I applied kaliotoxin (100nM, n=5 slices) to hippocampal slices and simultaneously
recorded fiber volleys and population spikes using the same stimulation protocols used
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Figure 5.45. Effects of kaliotoxin on fiber volley amplitudes. Fiber volley amplitudes recorded
before (closed circles) and after (open squares) kaliotoxin application during (A) 100 Hz HFS, (B)
100ms, (C) 200ms, and (D) 500ms burst intervals.

earlier. At the concentration I used, kaliotoxin should substantially block K V1.1 and 1.3
channels (Grissmer et al. 1994, Mourre et al. 1999). Kaliotoxin had minimal effect on
responses, however, arguing against contribution of K V1.1 and 1.3 channels (Figs. 5.45 and
5.46).
Effects of kaliotoxin on fiber volleys during the first 20 stimuli. Analysis of fiber volley
amplitudes during the first 20 stimuli of HFS revealed no significant changes after kaliotoxin
treatment. Analysis of variance detected a significant main effect of kaliotoxin treatment in the
200ms-interval data (p<0.05; Fig. 5.47) and a significant interaction between kaliotoxin
application and position in the 100ms-interval data (p=0.001), but post-hoc analysis did not
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Figure 5.46. Effects of kaliotoxin on fiber volley latency changes. Fiber volley latency changes
recorded before (closed circles) and after (open squares) kaliotoxin application during (A) 100Hz
HFS, (B) 100ms, (C) 200ms, and (D) 500ms burst intervals.

detect any significant changes by kaliotoxin. There were significant main effects of position for
all intervals (100ms: p=0.001; 200ms: p=0.001; 500ms: p<0.001).
Analysis of mean latency changes during the first 20 stimuli of HFS revealed no effect
of kaliotoxin. Analysis of variance did not detect any significant main effects of kaliotoxin or
any significant interactions between kaliotoxin and position for any of the burst stimulation
intervals (Fig. 5.48), but ANOVA did detect significant effects of position for all burst intervals
(100ms: p<0.005; 200ms: p<0.001; 500ms: p<0.001).
Effects of kaliotoxin on fiber volleys during the last 20 stimuli. Analysis of the
amplitudes during the last 20 stimuli of HFS did not detect a significant difference in amplitude
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Figure 5.47. Effects of kaliotoxin on fiber volley amplitudes by position during the first 20
stimuli of burst stimulation. Fiber volley amplitudes by position recorded before (closed circles) and
after (open squares) kaliotoxin application during (A) 100ms, (B) 200ms, and (C) 500ms burst
intervals.

after kaliotoxin application. Analysis of variance failed to detect any significant main effects of
kaliotoxin treatment during burst stimulation (Fig. 5.49), but did detect a significant interaction
between kaliotoxin application and position for the 100ms and 500ms intervals (p=0.005 and
p<0.01, respectively). There were significant main effects of position for all intervals (100ms:
p<0.001; 200ms: p<0.001; 500ms: p<0.001) and a significant interaction between kaliotoxin
application and position in the 100ms-interval and 500ms-interval data (p=0.005 and p<0.01,
respectively). Post-hoc analysis did not detect any significant differences between kaliotoxin
and control.

178

Figure 5.48. Effects of kaliotoxin on fiber volley latency changes by position during the first 20
stimuli of burst stimulation. Fiber volley latency changes by position recorded before (closed
circles) and after (open squares) kaliotoxin application during (A) 100ms, (B) 200ms, and (C) 500ms
burst intervals.

Analysis of the mean latency changes during the last 20 stimuli of HFS did not reveal a
significant effect of kaliotoxin application. Analysis of variance for the latency changes by
position during the last 20 stimuli of burst stimulation (Fig. 5.50) detected a significant main
effect of kaliotoxin for the 100ms-interval data (p<0.005), and significant main effects of
position for the 200ms and 500ms intervals (p=0.001 and p<0.001, respectively). No
significant interaction between kaliotoxin and position were detected for any interval, and
post-hoc comparisons did not detect any significant effects of kaliotoxin.
In summary, kaliotoxin consistently failed to affect fiber volley responses during 100 Hz
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Figure 5.49. Effects of kaliotoxin on fiber volley amplitudes by position during the last 20
stimuli of burst stimulation. Fiber volley amplitudes by position recorded before (closed circles) and
after (open squares) kaliotoxin application during (A) 100ms, (B) 200ms, and (C) 500ms burst
intervals.

stimulation, but did have sporadic effects during burst stimulation. However, when a
significant main effect of kaliotoxin, or a significant interaction between kaliotoxin and position,
was detected in the fiber volley data, it was difficult to see a consistent pattern (e.g., an effect
on fiber volley amplitudes during 200ms interval burst stimulation compared to an effect on
latency changes during 100ms interval burst stimulation). Without a consistent pattern, it is
difficult to see how kaliotoxin-sensitive channels might be regulating distal Schaffer collateral
excitability (see Discussion, below). In the next section, I examined the effects of kaliotoxin on
proximal Schaffer collateral responses (population spikes).
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Figure 5.50. Effects of kaliotoxin on fiber volley latency changes by position during the last 20
stimuli of burst stimulation. Fiber volley latency changes by position recorded before (closed
circles) and after (open squares) kaliotoxin application during (A) 100ms, (B) 200ms, and (C) 500ms
burst intervals.

KALIOTOXIN, A BLOCKER OF KV1.1 AND 1.3 CHANNEL SUBTYPES HAD NO EFFECT
ON POPULATION SPIKES DURING HIGH-FREQUENCY OR BURST STIMULATION
No effects of kaliotoxin were observed during the first or last 20 stimuli. Graphical
display of population spike amplitudes (Fig. 5.51) and latency changes (Fig. 5.52) suggested
no effect of kaliotoxin on responses during either high-frequency or burst stimulation. Paired ttests and ANOVAs supported this visual impression: there were no significant effects of
kaliotoxin or significant interactions between kaliotoxin and burst position number for either
the first 20 or last 20 stimuli (see Figs. 5.53-5.56). The only significant effects were for
position number during burst stimulation. For latency changes during the first 20 stimuli,
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Figure 5.51. Effects of kaliotoxin on population spike amplitudes. Population spike amplitudes
recorded before (closed circles) and after (open squares) kaliotoxin application during (A) 100 Hz
HFS, (B) 100ms, (C) 200ms, and (D) 500ms burst intervals.

ANOVA detected a significant main effect of position for the 500ms interval only (p<0.001).
For amplitude changes during the last 20 stimuli, ANOVA detected a significant main effect of
position for the 200ms interval data only (p=0.005). Finally, for latency changes during the last
20 stimuli, ANOVA detected a significant effect of position for the 500ms interval only
(p=0.005).
In summary, kaliotoxin, which blocks KV1.1 and 1.3 channels at the concentration I
used, had no effect on the proximal Schaffer collateral responses (population spikes). The
lack of effect of kaliotoxin on proximal Schaffer collateral responses, and the finding of some
significant, but subtle, effects for distal Schaffer collateral responses (fiber volleys) may
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Figure 5.52. Effects of kaliotoxin on population spike latency changes. Population spike latency
changes recorded before (closed circles) and after (open squares) kaliotoxin application during (A)
100Hz HFS, (B) 100ms, (C) 200ms, and (D) 500ms burst intervals.

indicate that KV1.1 and KV1.3 channel subtypes have a somewhat more prominent role in the
distal Schaffer collaterals. This possibility, along with alternative interpretations, will be
considered in detail in the Discussion section of this chapter (below). In the next set of
recordings, I repeated these experiments using tityustoxin, a specific blocker of K V1.2
channels, to determine if these channels might have a more prominent role in regulating
activity-dependent changes in Schaffer collateral function.
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Figure 5.53. Effects of kaliotoxin on population spike amplitudes by position during the first 20
stimuli of burst stimulation. Population spike amplitudes by position during the first 20 stimuli
recorded before (closed circles) and after (open squares) kaliotoxin application during (A) 100ms, (B)
200ms, and (C) 500ms burst intervals.
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Figure 5.54. Effects of kaliotoxin on population spike latency changes by position during the
first 20 stimuli of burst stimulation. Population spike amplitudes by position during the first 20
stimuli recorded before (closed circles) and after (open squares) kaliotoxin application during (A)
100ms, (B) 200ms, and (C) 500ms burst intervals.
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Figure 5.55. Effects of kaliotoxin on population spike amplitudes by position during the last 20
stimuli during burst stimulation. Population spike amplitudes by position during the last 20 stimuli
recorded before (closed circles) and after (open squares) kaliotoxin application during (A) 100ms, (B)
200ms, and (C) 500ms burst intervals.
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Figure 5.56. Effects of kaliotoxin on population spike latency changes by position during the
last 20 stimuli of burst stimulation. Population spike latency changes by position during the last 20
stimuli recorded before (closed circles) and after (open squares) kaliotoxin application during (A)
100ms, (B) 200ms, and (C) 500ms burst intervals.

TITYUSTOXIN, A SPECIFIC BLOCKER OF KV1.2 CHANNELS, HAD LITTLE EFFECT ON
FIBER VOLLEYS DURING HIGH-FREQUENCY AND BURST STIMULATION
Effects of tityustoxin on fiber volleys. I tested possible effects of the KV1.2 blocker
tityustoxin (100nM) in another set of slices (n=5). Slices first received HFS and burst
stimulation in control ACSF, and again after application of tityustoxin. Amplitude (Fig. 5.57)
and latency change plots (Fig. 5.58) suggested no effect of tityustoxin, and this impression
was largely supported by statistical analyses. For the first 20 stimuli of HFS, there were no
significant effects of tityustoxin on amplitude or latency changes. Likewise, for burst
stimulation there were no significant main effects of tityustoxin nor any significant interactions
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Figure 5.57. Effects of tityustoxin on fiber volley amplitudes. Fiber volley amplitudes recorded
before (closed circles) and after (open squares) tityustoxin application during (A) 100 Hz HFS, (B)
100ms, (C) 200ms, and (D) 500ms burst intervals.

between tityustoxin treatment and position number for either amplitudes (Fig. 5.59) or latency
changes (Fig. 5.60). The only significant effects were for position (for amplitudes, p<0.001 for
all intervals; for latency changes, p<0.001, p<0.01, p=0.005; 100ms, 200ms, and 500ms,
respectively). For the last 20 stimuli of HFS, there were no significant effects of tityustoxin on
amplitude or latency changes. For burst stimulation there were no significant main effects of
tityustoxin nor any significant interactions between tityustoxin treatment and position number
for either amplitudes (Fig. 5.61) or latency changes (Fig. 5.62), with one exception: for latency
changes during 200ms interval burst stimulation, there was a significant main effect of
tityustoxin (p<0.005 ) and a significant interaction between tityustoxin and position number
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Figure 5.58. Effects of tityustoxin on fiber volley latency changes. Fiber volley amplitudes
recorded before (closed circles) and after (open squares) tityustoxin application during (A) 100Hz
HFS, (B) 100ms, (C) 200ms, and (D) 500ms burst intervals.

(p<0.05 ). Post-hoc analysis detected an increase in latency only at position 2 for the 200ms
interval (p=0.005) There were also significant effects for position (for amplitudes, p<0.05,
p=0.001, p<0.001; for latency changes, p<0.05,: p=0.001, p<0.001; 100ms, 200ms, and
500ms, respectively).
In summary, tityustoxin application had little effect on the distal Schaffer collaterals.
The only effect of the toxin was on the latency changes during the last 20 stimuli of burst
stimulation at the 200ms interval. Based on this general lack of effect, it does not appear that
tityustoxin-sensitive channels contribute in a critical way to regulating activity-dependent
changes in the distal Schaffer collaterals. In the next section, I examine the proximal Schaffer
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Figure 5.59. Effects of tityustoxin on fiber volley amplitudes by position during the first 20
stimuli of burst stimulation. Fiber volley amplitudes by position recorded before (closed circles) and
after (open squares) tityustoxin application during (A) 100ms, (B) 200ms, and (C) 500ms burst
intervals.

collateral responses, population spikes, that were recorded simultaneously with the fiber
volley data in this section.
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Figure 5.60. Effects of tityustoxin on fiber volley latency changes by position during the first
20 stimuli of burst stimulation. Fiber volley latency changes by position recorded before (closed
circles) and after (open squares) tityustoxin application during (A) 100ms, (B) 200ms, and (C) 500ms
burst intervals.
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Figure 5.61. Effects of tityustoxin on fiber volley amplitudes by position during the last 20
stimuli of burst stimulation. Fiber volley amplitudes by position recorded before (closed circles) and
after (open squares) tityustoxin application during (A) 100ms, (B) 200ms, and (C) 500ms burst
intervals.
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Figure 5.62. Effects of tityustoxin on fiber volley latency changes by position during the last 20
stimuli of burst stimulation. Fiber volley latency changes by position during the last 20 stimuli
recorded before (closed circles) and after (open squares) tityustoxin application during (A) 100ms, (B)
200ms, and (C) 500ms burst intervals. *Significance detected between control and tityustoxin data by
post-hoc comparisons (see text for details).

TITYUSTOXIN, A SPECIFIC BLOCKER OF KV1.2 CHANNELS, HAD LITTLE EFFECT ON
POPULATION SPIKES DURING HIGH-FREQUENCY AND BURST STIMULATION
Graphical comparison between control ACSF and tityustoxin treated responses
suggested few if any effects on population spike amplitudes (Fig. 5.63) or latency changes
(Fig. 5.64) during either HFS or burst stimulation. Statistical analyses revealed no significant
effects of tityustoxin treatment during HFS; the two sections below give ANOVA results for
burst stimulation.
Effects of tityustoxin on population spikes during the first 20 stimuli of burst stimulation.
Analysis of variance did not detect a significant main effect of tityustoxin on population spike
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Figure 5.63. Effects of tityustoxin on population spike amplitudes. Population spike amplitudes
recorded before (closed circles) and after (open squares) tityustoxin application during (A) 100Hz
HFS, (B) 100ms, (C) 200ms, and (D) 500ms burst intervals.

amplitudes for any of the intervals (Fig. 5.65), but it did detect a significant interaction
between tityustoxin treatment and position number for the 200ms interval (p=0.01), as well as
significant main effects of position number for both the 100ms and 200ms intervals (p<0.05
and p=0.001, respectively). Post-hoc analysis revealed a significant decrease in amplitude at
burst position 4 for the 200ms interval (p=0.001). Tityustoxin treatment failed to have any
significant main effects for latency changes during burst stimulation (Fig. 5.66), for any
interval, nor were there any significant interactions between tityustoxin treatment and position
number, for any interval. There were significant main effects of position number for the
100ms and 200ms intervals (p<0.05 for both).
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Figure 5.64. Effects of tityustoxin on population spike latency changes. Population spike latency
changes recorded before (closed circles) and after (open squares) tityustoxin application during (A)
100Hz HFS, (B) 100ms, (C) 200ms, and (D) 500ms burst intervals.

Effects of tityustoxin on population spikes during the last 20 stimuli of burst stimulation.
Analysis of variance for population spike amplitudes and latency changes did not detect any
significant main effects of tityustoxin treatment, nor any significant interactions between
tityustoxin treatment and position number for burst stimulation at any interval (Figs. 5.67 and
5.68). The only significant effects that were detected were main effects for position number:
for population spike amplitudes, main effects of position were significant for the 200 and
500ms intervals (p=0.005 and p<0.05, respectively), and for population spike latency
changes, main effects of position were significant for all three intervals (100ms: p<0.05,
200ms: p<0.05, 500ms, p<0.005).
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Figure 5.65. Effects of tityustoxin on population spike amplitudes by position during the first
20 stimuli of burst stimulation. Population spike amplitudes by position during the first 20 stimuli
recorded before (closed circles) and after (open squares) tityustoxin application during (A) 100ms, (B)
200ms, and (C) 500ms burst intervals.

In summary, tityustoxin, a specific blocker of KV1.2 channels, had very little effect on
population spikes. The only significant effects detected were for burst stimulation at the
200ms interval, where tityustoxin decreased population spike amplitudes. The lack of effect of
tityustoxin on population spikes during HFS and minimal effect during burst stimulation
suggests that KV1.2 channels play a minor role, at best, in regulating proximal Schaffer
collateral excitability during periods of high activity. In the next section, I examined the
possible role(s) of the KV7 channel family using a specific inhibitor of KV7.2/7.3 channels, the
drug XE-991, or a specific activator of KV7.2/7.3 channels, the drug ICA069673. Previous
studies (reviewed above Chapter 1, see also Brown and Passmore 2009) have implicated the
196

Figure 5.66. Effects of tityustoxin on population spike latency changes by position during the
first 20 stimuli of burst stimulation. Population spike latency changes by position during the first 20
stimuli recorded before (closed circles) and after (open squares) tityustoxin application during (A)
100ms, (B) 200ms, and (C) 500ms burst intervals.

KV7 channel family in regulating excitability and there is evidence that K V7 channels are
selectively localized to the AIS (reviewed above in Chapter 1, see also Klinger et al. 2007).
Members of he KV7 channel family are therefore especially good candidates for determining
the different response patterns during HFS and burst stimulation for proximal vs distal
Schaffer collaterals.
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Figure 5.67. Effects of tityustoxin on population spike amplitudes by position during the last
20 stimuli of burst stimulation. Population spike amplitudes by position during the last 20 stimuli
recorded before (closed circles) and after (open squares) tityustoxin application during (A) 100ms, (B)
200ms, and (C) 500ms burst intervals.
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Figure 5.68. Effects of tityustoxin on population spike latency changes by position during the
last 20 stimuli of burst stimulation. Population spike latency changes by position recorded before
(closed circles) and after (open squares) tityustoxin application during (A) 100ms, (B) 200ms, and (C)
500ms burst intervals.

XE-991, A SPECIFIC BLOCKER OF KV7 CHANNELS, HAD LITTLE EFFECT ON FIBER
VOLLEY RESPONSES
In another set of slices (n=8), I applied the K V7 channel blocker XE-991 (10μM) and
repeated the stimulation protocols used above. Visual inspection of fiber volley amplitudes
(Fig. 5.69) and latency changes (Fig. 5.70) during HFS and burst stimulation did not suggest
any effects of XE-991 application.
Effects of XE-991 on fiber volley responses during the first 20 stimuli. Analysis of mean
amplitudes during the first 20 stimuli of HFS did not detect a significant difference between
control ACSF XE-991. For burst stimulation (Fig. 5.71), ANOVA did not detect a significant
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Figure 5.69. Effects of XE-991 on fiber volley amplitudes. Fiber volley amplitudes recorded before
(closed circles) and after (open squares) XE-991 application during (A) 100 Hz HFS, (B) 100ms, (C)
200ms, and (D) 500ms burst intervals.

main effect of XE-991 treatment, and only detected a significant interaction between XE-991
and position for the 200ms interval (p<0.05), however, post-hoc analysis did not detect any
significant effects of XE-991 for the 200ms interval. There were significant main effects of
position for both the 200ms and 500ms interval (p<0.001, p<0.01, respectively).
Analysis of latency changes during the first 20 stimuli of HFS did not detect a
significant effect of XE-991 application, and ANOVAs for latency changes during burst
stimulation (Fig. 5.72) also failed to detect any significant main effects of XE-991 or any
significant interactions between XE-991 and position. Analysis of variance did detect
significant main effects of position for the 100ms and 500ms intervals (p<0.05 and p<0.005).
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Figure 5.70. Effects of XE-991 on fiber volley latency changes. Fiber volley latency changes
recorded before (closed circles) and after (open squares) XE-991 application during (A) 100 Hz HFS,
(B) 100ms, (C) 200ms, and (D) 500ms burst intervals.

Effects of XE-991 on fiber volleys during the last 20 stimuli. Analysis of mean
amplitudes and latency changes during the last 20 stimuli of HFS failed to find any significant
changes in responses after XE-991 application. For burst stimulation, ANOVA did not detect
any significant main effects on fiber volley amplitudes for XE-991 treatment, nor any
significant interactions between XE-911 treatment and position number (Fig. 5.73). Analysis of
variance did, however, detect a significant effect of position for the 100ms and 500ms
intervals (p<0.001 for both). Analysis of variance for latency changes during burst stimulation
(Fig. 5.74) did not reveal a significant main effect of XE-991 treatment, but did detect a
significant interaction between XE-991 and position, but only for the 200ms interval (p<0.05).
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Figure 5.71. Effects of XE-991 on fiber volley amplitudes by position during the first 20 stimuli
of burst stimulation. Fiber volley amplitudes by position recorded before (closed circles) and after
(open squares) XE-991 application during (A) 100ms, (B) 200ms, and (C) 500ms burst intervals.

Post-hoc analysis did not reveal any significant effects of XE-991 application. A significant
main effect of position was detected for the 100ms and 500ms intervals (p=0.001 for both).
In summary, the only effects on distal Schaffer collateral (fiber volleys) function that
could be attributed to XE-991 involved interactions between XE-991 treatment and burst
position but only during stimulation at the 200ms interval. If these limited effects of XE-991
represent true contributions of KV7 channels, then opposite effects should be obtained with a
KV7 activator (ICA069673). Results for the KV7 activator are presented later. In the next
section, I examine effects of XE-991 on the proximal Schaffer collateral responses (population
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Figure 5.72. Effects of XE-991 on fiber volley latency changes by position during the first 20
stimuli of burst stimulation. Fiber volley latency changes by position recorded before (closed
circles) and after (open squares) XE-991 application during (A) 100ms, (B) 200ms, and (C) 500ms
burst intervals.

spikes).
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Figure 5.73. Effects of XE-991 on fiber volley amplitudes by position during the last 20 stimuli
of burst stimulation. Fiber volley amplitudes by position recorded before (closed circles) and after
(open squares) XE-991 application during (A) 100ms, (B) 200ms, and (C) 500ms burst intervals.
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Figure 5.74. Effects of XE-991 on fiber volley latency changes by position during the last 20
stimuli of burst stimulation. Fiber volley latency changes by position recorded before (closed
circles) and after (open squares) XE-991 application during (A) 100ms, (B) 200ms, and (C) 500ms
burst intervals.

XE-991, A SPECIFIC BLOCKER OF KV7 CHANNELS, HAD LITTLE EFFECT ON
POPULATION SPIKES DURING HIGH-FREQUENCY OR BURST STIMULATION
Visual inspection of XE-991 effects on population spike responses (see Fig.
5.75, 5.76) suggested a possible effect of on amplitudes during 100ms interval burst
stimulation (Fig. 5.75B), but not other effects on amplitudes or latency changes.
Effects of XE-991 on population spikes during the first 20 stimuli. T-test analysis of
mean amplitude and latency changes during the first 20 stimuli of HFS failed to detect any
effects of XE-991. Likewise, analysis of variance for amplitude (Fig. 5.77) and latency
changes (Fig. 5.78) during the first 20 stimuli of burst stimulation failed to detect any
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Figure 5.75. Effects of XE-991 on population spike amplitudes. Population spike amplitudes
recorded before (closed circles) and after (open squares) XE-991 application during (A) 100 Hz HFS,
(B) 100ms, (C) 200ms, and (D) 500ms burst intervals.

significant main effects of XE-991 or any significant interactions between XE-991 and position
number for any of the three stimulation intervals. Significant main effects for position number
were, however, obtained for amplitudes (100ms and 200ms intervals, p<0.001 and p<0.005,
respectively) and for latency changes (for all three intervals, p<0.001, p<0.001, p<0.05, 100500ms).
Effects of XE-991 on population spikes during the last 20 stimuli. Paired t-tests did not
detect any significant effects of XE-991 application on population spike amplitudes or latency
changes during the last 20 stimuli of HFS. Analysis of variance for amplitudes during burst
stimulation (Fig. 5.79) did not reveal any significant main effects for XE-991 treatment, but did
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Figure 5.76. Effects of XE-991 on population spike latency changes. Population spike latency
changes recorded before (closed circles) and after (open squares) XE-991 application during (A) 100
Hz HFS, (B) 100ms, (C) 200ms, and (D) 500ms burst intervals.

reveal a significant interaction between XE-991 treatment and position number, but only for
the 100ms interval data (p<0.05). Post-hoc analysis did not detect any significant effects of
XE-991 application. Analysis of variance for latency changes during burst stimulation (Fig.
5.80) did not reveal any significant main effects of XE-991 treatment, nor any significant
interactions between XE-991 and position number. Significant main effects of position were
detected for population spike amplitudes during burst stimulation at 200ms and 500ms
intervals (p<0.001 and p<0.05, respectively), and for latency changed during burst stimulation
at all three intervals (100-500ms: p<0.05, p<0.005, p<0.005, respectively)
In summary, like with the distal Schaffer collaterals, XE-991 application had no effect
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Figure 5.77. Effects of XE-991 on population spike amplitudes by position during the first 20
stimuli of burst stimulation. Population spike amplitudes by position recorded before (closed
circles) and after (open squares) XE-991 application during (A) 100ms, (B) 200ms, and (C) 500ms
burst intervals.

on proximal Schaffer collateral excitability during HFS, and had few effects on proximal
Schaffer collateral excitability during burst stimulation. In the next two sections, I examine
effects of the KV7 activator, ICA069673, on proximal and distal Schaffer collaterals. If the
effects I obtained with XE-991 represent involvement of K V7 channels, then the activator
should produce results opposite to those reported here.
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Figure 5.78. Effects of XE-991 on population spike latency changes by position during the first
20 stimuli of burst stimulation. Population spike latency changes by position recorded before
(closed circles) and after (open squares) XE-991 application during (A) 100ms, (B) 200ms, and (C)
500ms burst intervals.
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Figure 5.79. Effects of XE-991 on population spike amplitudes by position during the last 20
stimuli during burst stimulation. Population spike amplitudes by position during the last 20 stimuli
recorded before (closed circles) and after (open squares) XE-991 application during (A) 100ms, (B)
200ms, and (C) 500ms burst intervals.
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Figure 5.80. Effects of XE-991 on population spike latency changes by position during the last
20 stimuli of burst stimulation. Population spike latency changes by position recorded before
(closed circles) and after (open squares) XE-991 application during (A) 100ms, (B) 200ms, and (C)
500ms burst intervals.

ICA069673, A SPECIFIC ACTIVATOR OF KV7 CHANNELS, HAD NO EFFECT ON FIBER
VOLLEYS DURING HIGH-FREQUENCY OR BURST STIMULATION
I applied the KV7 activator ICA069673 (10μM, n=6 slices) and repeated the same HFS
and burst stimulation protocols used above. Visual inspection of amplitudes (Fig. 5.81) and
latency changes (Fig. 5.82) during stimulation suggested possible effects of ICA069673
during burst stimulation, however, statistical analysis failed to detect any significant effects
other than for position number (see below).
Effects of ICA069673 during the first 20 stimuli. Analyses of mean amplitudes and
latency changes during HFS failed to detect any significant effects of ICA069673 application.
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Figure 5.81. Effects of ICA069673 on fiber volley amplitudes. Fiber volley amplitudes recorded
before (closed circles) and after (open squares) ICA application during (A) 100 Hz HFS, (B) 100ms,
(C) 200ms, and (D) 500ms burst intervals.

Analysis of variance for amplitudes and latency changes during burst stimulation did not
detect any significant main effects for ICA0696737 treatment, nor any significant interactions
between ICA0696737 treatment and position number. The only significant effects detected
were for position number during burst stimulation: for fiber volley amplitudes at all burst
intervals (Fig. 5.83; p=0.001, p<0.05, p<0.05 for 100-500ms intervals, respectively) and for
fiber volley latency changes (Fig. 5.84; p=0.001 and p<0.001 for 200ms and 500ms intervals).
Effects of ICA069673 during the last 20 stimuli. Statistical analysis of fiber volley
amplitudes and latency changes during the last 20 stimuli of HFS and burst stimulation (see
Figs. 5.85 and 5.86) yielded identical results compared to those obtained during the first 20
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Figure 5.82. Effects of ICA069673 on fiber volley latency changes. Fiber volley latency changes
recorded before (closed circles) and after (open squares) ICA application during (A) 100 Hz HFS, (B)
100ms, (C) 200ms, and (D) 500ms burst intervals.

stimuli: no significant effects of ICA069673 and no significant interactions of ICA069673 with
position number. Position number during burst stimulation – independent of ICA069673
treatment – did continue to be significant: for fiber volley amplitudes, there were significant
main effects of position for all three intervals (100ms: p<0.001, 200ms: p<0.005, 500ms:
p<0.001), and for fiber volley latency changes, there was a significant main effect of position
for the 500ms interval (p<0.001).
In summary, ICA069673, either independently or interacting with position number,
failed to affect distal Schaffer collateral excitability during either the beginning (first 20 stimuli)
or end (last 20 stimuli) of HFS or burst stimulation. The failure of ICA069673 to have any
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Figure 5.83. Effects of ICA069673 on fiber volley amplitudes by position during the first 20
stimuli of burst stimulation. Fiber volley amplitudes by position recorded before (closed circles) and
after (open squares) ICA application during (A) 100ms, (B) 200ms, and (C) 500ms burst intervals.

effects contrasts with the effect I obtained with XE-991 treatment (significant interactions
between XE-991 treatment and burst position but only during burst stimulation at the 200ms
interval). This failure to obtain consistent results with the Kv7 inhibitor and activator (XE-991
and ICA069673) is discussed in more detail at the end of this chapter (see Discussion
section). In the final section of this chapter, I examine whether activating K V7 channels with
ICA069673 affects proximal axon responses.
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Figure 5.84. Effects of ICA069673 on fiber volley latency changes by position during the first
20 stimuli of burst stimulation. Fiber volley latency changes by position recorded before (closed
circles) and after (open squares) ICA application during (A) 100ms, (B) 200ms, and (C) 500ms burst
intervals.
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Figure 5.85. Effects of ICA069673 on fiber volley amplitudes by position during the last 20
stimuli of burst stimulation. Fiber volley amplitudes by position recorded before (closed circles) and
after (open squares) ICA application during (A) 100ms, (B) 200ms, and (C) 500ms burst intervals.
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Figure 5.86. Effects of ICA069673 on fiber volley latency changes by position during the last 20
stimuli of burst stimulation. Fiber volley latency changes by position recorded before (closed
circles) and after (open squares) ICA application during (A) 100ms, (B) 200ms, and (C) 500ms burst
intervals.

ICA069673, A SPECIFIC ACTIVATOR OF KV7 CHANNELS, DID NOT AFFECT
POPULATION SPIKES DURING HIGH-FREQUENCY OR BURST STIMULATION
Visual inspection of population spike amplitudes (Fig. 5.87) and latency changes (Fig.
5.88) during HFS and burst stimulation suggested possible effects of ICA069673 on latency
changes, but as described below, ICA069673 treatment consistently failed to produce
significant effects, either independently or in interaction with position number during burst
stimulation.
Effects of ICA069673 on population spikes during the first 20 stimuli. Similar to the
fiber volley data, analyses of the amplitudes and latency changes during the first 20 stimuli of
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Figure 5.87. Effects of ICA069673 on population spike amplitudes. Population spike amplitudes
recorded before (closed circles) and after (open squares) ICA application during (A) 100 Hz HFS, (B)
100ms, (C) 200ms, and (D) 500ms burst intervals.

HFS did not detect any significant changes after ICA069673 was applied. Likewise, ANOVA
did not detect any significant main effects of ICA069673, nor any significant interactions
between ICA069673 and position number, for either population spike amplitudes (Fig. 5.89) or
population spike latency changes (Fig. 5.90). Analysis of variance also failed to detect any
significant main effects of position number during burst stimulation on amplitudes, however,
there were significant main effects for position number on latency changes (for 100ms and
200ms intervals, p=0.005 and p<0.001, respectively).
Effects of ICA069673 during the last 20 stimuli. There were no significant effects of
ICA069673 treatment on population spike amplitudes or latencies during HFS, and no
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Figure 5.88. Effects of ICA069673 on population spike latency changes. Population spike latency
changes recorded before (closed circles) and after (open squares) ICA application during (A) 100Hz
HFS, (B) 100ms, (C) 200ms, and (D) 500ms burst intervals.

significant main effects of ICA069673 or interactions of ICA069673 with position number
during burst stimulation (Figs. 5.91 and 5.92). The only significant effects obtained were for
position number on latency change during burst stimulation (200ms and 500ms intervals,
p<0.001 for both).
In summary, treating slices with the KV7 channel activator, ICA069673, consistently
failed to alter excitability of proximal Schaffer collaterals during either HFS or burst
stimulation. The absence of any effects of ICA069673 on population spikes (proximal Schaffer
collaterals) is consistent with the similar absence of any effects of the ICA0696737 activator
on fiber volleys (distal Schaffer collaterals).
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Figure 5.89. Effects of ICA069673 on population spike amplitudes by position during the first
20 stimuli of burst stimulation. Population spike amplitudes by position recorded before (closed
circles) and after (open squares) ICA application during (A) 100ms, (B) 200ms, and (C) 500ms burst
intervals.
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Figure 5.90. Effects of ICA069673 on population spike latency changes by position of the first
20 responses during the first burst stimulation. Population spike latency changes by position
recorded before (closed circles) and after (open squares) ICA application during (A) 100ms, (B)
200ms, and (C) 500ms burst intervals.
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Figure 5.91. Effects of ICA069673 on population spike amplitudes by position during the last
20 stimuli during burst stimulation. Population spike amplitudes by position recorded before
(closed circles) and after (open squares) ICA application during (A) 100ms, (B) 200ms, and (C)
500ms burst intervals.

222

Figure 5.92. Effects of ICA069673 on population spike latency changes by position during the
last 20 stimuli during burst stimulation. Population spike latency changes by position recorded
before (closed circles) and after (open squares) ICA application during (A) 100ms, (B) 200ms, and (C)
500ms burst intervals.

DISCUSSION
The dramatic effects of TEA and 4-AP on distal Schaffer collaterals (fiber volleys)
during both HFS and burst stimulation point to a critical role of K V channels in regulating
activity-dependent excitability changes in Schaffer collateral function. In addition, the relatively
minor effects of both blockers on proximal Schaffer collaterals (population spikes) indicates
that the regional differences between proximal and distal Schaffer collaterals involve one or
more KV channel subtype that are sensitive to both TEA and 4-AP. Both TEA and 4-AP affect
many potassium channels over a broad range of concentrations, so these findings cannot
implicate a specific KV channel subtype, or even a specific K V channel family. In an attempt to
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determine more specifically which K V channel subtypes are critical in Schaffer collateral
function, I examined effects of compounds which are relatively selective modulators of K V
channels that are known to be expressed by CA3 pyramidal cells and localized to their axons:
UK-78282, a blocker of KV1.3 and 1.4 channels, kaliotoxin, a blocker of K V1.1 and 1.3
channels, tityustoxin, a blocker of KV1.2 channels, XE-991, a blocker of KV7 channels, and
ICA069673, an activator of KV7 channels. By comparing results obtained with these
compounds, I might be able to determine which specific channels subtypes are most
important. For example, if tityustoxin could replicate effects of TEA and 4-AP, but other
channel modulators could not, this would implicate K V1.2 channels. Unfortunately, the pattern
of results I obtained with the selective channel modulators does not implicate a single channel
subtype.
Effects on distal Schaffer collaterals. The non-selective blockers, TEA and 4-AP, both
caused more rapid excitability depression of distal Schaffer collaterals, with a greater final
magnitude of depression. These results indicate that potassium channels blocked by these
compounds are essential for maintaining excitability in the distal Schaffer collaterals during
periods of high activity. The KV1.3 and 1.4 channel blocker, UK-78282, failed to reproduce
these effects of TEA and 4-AP. In fact, UK-78282 had virtually no significant effects on distal
Schaffer collateral function during HFS or burst stimulation; the only significant effect detected
was on fiber volley latency changes during burst stimulation at the 500ms interval, and in this
case, the effect was to increase excitability during the final 20 stimuli (UK-78282 partially
inhibited the latency increases that were obtained in control ACSF). Because UK-78282 failed
to produce similar excitability increases during other intervals of burst stimulation or HFS, it is
even possible that the sole effect of UK-78282 was due to a sampling error (Type I error).
Regardless, the results I obtained with UK-78282 strongly suggest that neither K V1.3 or KV1.4
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channels are important contributors to activity-dependent changes in distal Schaffer collateral
function.
The next blocker I examined, kaliotoxin, blocks KV1.1 and KV1.3 channels with high
affinity. Because UK-78282 (KV1.3 and 1.4 channel blocker) largely failed to affect distal
Schaffer collaterals, any effects of kaliotoxin that differ from UK-78282 can be attributed to
block of KV1.1 channels. Kaliotoxin, like UK-78282, had relatively weak and inconsistent
effects on distal Schaffer collateral excitability. Kaliotoxin increased fiber volley amplitudes
during the first 20 stimuli of burst stimulation (but only at 100ms and 200ms intervals), and
had similar effects during the last 20 stimuli of burst stimulation (but only at 100ms and 500ms
intervals), but failed to significantly alter the normal fiber volley latency changes during any
interval of burst stimulation. Since the effects of kaliotoxin were confined to only one measure
of excitability (amplitude), and were not observed for the other measure of excitability (latency
change), and since these effects were less dramatic than those of TEA and 4-AP, it seems
that KV1.1 channels at best have a relatively weak role in regulating activity-dependent
changes in distal Schaffer collateral excitability. Moreover, any contribution of K V1.1 channels
is opposite to that of TEA and 4-AP sensitive channels, since kaliotoxin effects were to
marginally enhance excitability, whereas effects of TEA and 4-AP were to markedly reduce
excitability.
The next specific blocker I examined, tityustoxin, affects K V1.2 channels. Tityustoxin
completely failed to significantly alter distal Schaffer collateral excitability during either HFS or
burst stimulation. The absence of any effects of tityustoxin suggest no role whatsoever for
KV1.2 channels in regulating activity-dependent excitability of distal Schaffer collaterals.
The last two channel modulators that I examined, XE-991 and ICA069673, both affect
KV7 channel function, but in opposite directions: XE-991 inhibits K V7 channels, whereas
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ICA069673 activates KV7 channel. Because these two modulators have opposite effects on
KV7 channel function, they would be expected to produce opposite changes in distal Schaffer
collateral function if KV7 channels played an important role. I did observe some significant
effects of the inhibitor XE-911: (1) XE-991 increased fiber volley amplitudes (indicating
increased excitability) during the first 20 stimuli of burst stimulation, but only for the 200 ms
interval, but (2) XE-991 increased fiber volley latencies (indicating decreased excitability)
during the last 20 stimuli of burst stimulation, again only for the 200ms interval. These effects,
however, are not consistent, occurring at different times (beginning vs. end) of stimulation,
and indicating opposite changes in excitability (increase vs. decrease). Moreover, the KV7
channel activator ICA069673 completely failed to affect distal Schaffer collateral excitability
during either HFS or burst stimulation. Taken together, the weak and inconsistent results I
obtained with the KV7 channel modulators cannot implicate these channels in distal Schaffer
collateral function. This conclusion is consistent with prior studies which indicated KV7
channels localize with highest density to the AIS of the proximal axon (Klinger et al. 2011). I
discuss the possible contribution of KV7 channels to proximal Schaffer collateral function
below.
Effects on proximal Schaffer collaterals. One of the most surprising findings I obtained
in this chapter was the weak effect of the non-selective blockers on proximal Schaffer
collateral function. Effects of both TEA and 4-AP on proximal Schaffer collaterals were weak,
and much less dramatic than on distal Schaffer collaterals. The lack of effect of TEA and 4-AP
on proximal Schaffer collaterals suggests, surprisingly, that potassium channels are not major
regulators of activity-dependent changes in proximal Schaffer collateral function. In addition,
the lack of effect of TEA and 4-AP predicts that more selective K V channel blockers would be
similarly lacking in effect. This expectation proved correct. The K V1.3 and 1.4 channel blocker
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UK-78282 had limited and inconsistent effects on proximal Schaffer collateral excitability: (1)
UK-78282 treatment caused a significant decrease in population spike amplitudes during the
first 20 stimuli of burst stimulation at the 200ms interval only and (2) caused significant
decreases in population spike amplitudes during the last 20 stimuli of burst stimulation at the
200ms and 500ms intervals. However, these two significant effects were not matched by
corresponding changes in population spike conduction latencies (the other index of excitability
that I measured). At best, the absence of consistent finding might support relatively weak
roles for KV1.3 and 1.4 channels in regulating proximal Schaffer collateral function. In addition,
the absence of any significant effects of UK-78282 on other intervals of burst stimulation or
HFS suggests a role limited to specific patterns of activity, rather than a general role in
regulating excitability.
Kaliotoxin, a blocker of KV1.1 and KV1.3 channels, completely failed to have any
significant effects on proximal Schaffer collateral excitability during either HFS or burst
stimulation. The absence of any effects of kaliotoxin suggests that the limited findings for UK78282 might be mediated by KV1.4 channels, but not by KV1.3 channels.
Tityustoxin, which blocked KV1.2 channels, had only one significant effect on
population spike responses: a decrease in amplitudes during the first 20 stimuli of burst
stimulation at the 200ms interval. The absence of any other significant effects of tityustoxin,
including consistent effects on conduction latencies, calls into question any meaningful role
for KV1.2 channels in regulating activity-dependent excitability changes of proximal Schaffer
collaterals. At best, the possible role of K V1.2 channels is even less critical than KV1.4
channels.
Finally, the KV7 channel inhibitor, XE-991, had only one significant effect on population
spike responses, a decrease in population spike amplitudes during the first 20 stimuli of burst
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stimulation at the 100ms interval. The absence of any corresponding effects of XE-991 on
latency changes, and the complete absence of any significant effects of the K V7 activator
ICA069673, strongly suggest that these channels do not contribute to activity-dependent
changes in proximal Schaffer collateral function. This conclusion is surprising, given prior
findings that KV7 channels cluster in the CA3 neuron AIS (Klinger et al. 2011; a portion of the
proximal axon), and prior findings that K V7 channels are important regulators of firing
triggered by direct depolarization of CA3 and CA1 somata, or by synaptic input to CA1 cell
dendrites (Gu et al. 2005, Vervaeke et al. 2006, George et al. 2009). This apparent
inconsistency may be explained by a critical role for K V7 channels in regulating action
potential initiation and/or frequency in CA3 pyramidal neurons, rather than axonal action
potential conduction.
Which potassium channels are critical? My findings with TEA and 4-AP indicate that
potassium channels are critical regulators of distal Schaffer collateral function, yet my
examination of specific KV1 and KV7 channels blockers failed to implicate these channel
types. Which potassium channel types could be critical? There are several possibilities. First,
the responsible channel(s) could be a member of a K V family that I did not investigate. For
example, KV2 channels have been localized to CA3 axons (Sarmiere et al. 2008). However,
KV2 channels are not strong candidates since these localization studies suggest they are
enriched in proximal axons (AIS). In addition, KV2 channel subtypes are not blocked by TEA
and/or 4-AP at the concentrations I used (Gutman et al. 2005), indicating that they cannot
account for the TEA and 4-AP sensitivity of distal Schaffer collaterals. While I limited my focus
to channel types that have been localized to the axons of CA3 pyramidal neurons (either
Schaffer collaterals or the AIS), it is far from impossible that other K V channel types are
present on these axons, but have not yet been studied for their localization.
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Second, it is possible that a previously unidentified ion channel is responsible for the
activity-dependent excitability changes and the regional differences (distal vs. proximal) in
Schaffer collateral function. In order to explain my results, any such ion channel would need
to be sensitive to both TEA and 4-AP, but largely insensitive to UK-78282, kaliotoxin,
titiyustoxin, XE-991, and ICA069673.
Third, it is conceivable that many of the K V channels I investigated are important but
redundant regulators of Schaffer collateral function. If this were true, then blocking any subset
of these channel types might fail to produce significant effects, due to compensation by the
unblocked channel types.
A fourth possibility is that the KV1 channels present on distal Schaffer collaterals exist
as heteromers which are resistant to the specific blockers at the concentrations that I used.
Consistent with this possibility, Al-Sabi et al. (2010) showed that different homo- and
heterotetramers of KV1.1 and 1.2 may have reduced sensitivity to TEA. However, the same
study showed that both kaliotoxin and tityustoxin binding to K V1 targets was not affected to
the same degree as TEA sensitivity (Al-Sabi et al. 2010). If this same finding applies to other
KV1 heteromers, then this possibility could be discounted.
In summary, the results I obtained in this chapter point to a critical function of TEA and
4-AP sensitive potassium channels in regulating the function of distal Schaffer collaterals
during periods of high activity. My results also indicate, surprisingly, that TEA and 4-AP
sensitive potassium channels have relatively little role in regulating activity-dependent
functions of proximal Schaffer collaterals. Although TEA and 4-AP sensitive potassium
channels have a critical function in distal Schaffer collaterals, I was unable to implicate
specific KV channel subunits in this function.
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CHAPTER 6: SUMMARY, CONCLUSIONS, AND POSSIBLE FUTURE DIRECTIONS
SUMMARY AND CONCLUSIONS
In my dissertation, I have described activity-dependent changes in the function of
Schaffer collaterals. During whole-cell recordings, continuous stimulation at higher
frequencies (50-100Hz) caused greater depression in axon excitability than stimulation at
lower frequencies (10-20Hz). Depression at these higher frequencies was characterized by
larger reductions in antidromic action potential amplitude, greater increases in conduction
latency, and increased probability of failure by the end of stimulation. In order to compare
activity-dependent changes from different regions of the Schaffer collaterals, I recorded
extracellular population responses (compound action potentials) from the proximal (population
spikes) and distal (fiber volleys) portions of Schaffer collaterals. Population spikes (proximal
axon response) and antidromic action potentials were similarly affected by HFS: both showed
amplitude depression and latency increases during HFS, with higher frequencies having
greater effects than lower frequencies. The fiber volleys (distal axon response), however,
underwent biphasic changes during stimulation. Early on (first 20-30 stimuli), fiber volley
amplitudes transiently increased, but as HFS continued amplitudes became depressed. Fiber
volley latencies showed opposite changes, with decreases in latency early during stimulation
followed by later increases. These biphasic changes in fiber volleys reflect an early period of
increased excitability (the hyper-excitable phase), followed by a later period of depressed
excitability.
The same basic patterns of change were replicated when I used burst stimulation
instead of continuous HFS, with shorter burst intervals producing greater changes (both
hyper-excitability and depression of excitability) than longer burst intervals. In addition, with
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burst stimulation, I also observed characteristic changes in excitability within each burst for
the fiber volleys, but not the population spikes. During burst stimulation at intervals of 200ms
and longer, fiber volley amplitudes increased within each burst and the fiber volley latencies
decreased, demonstrating a short-term hyper-excitability similar to that observed during the
first 20-30 stimuli of HFS. However, when burst stimulation was given at 100ms intervals, this
pattern of excitability change within bursts was inverted, with amplitudes decreasing and
latencies increasing within each burst.
The differences in how proximal and distal Schaffer collaterals respond during
stimulation could be due to differences in ion channel localization between the two regions.
For example, there could be differences in K V channel expression (see below; also, see
Chapter 1). Alternatively, the depression seen in proximal axons may be due to the
stimulation paradigm I used. Axons do not normally propagate signals antidromically.
Therefore, it is possible that the depression in proximal Schaffer collateral excitability may be
due to abnormal signal conduction rather than any structural or functional differences. This is
an idea worth investigating in the future (see next section).
The excitability changes I observed in the distal Schaffer collaterals were sensitive to
the concentrations of extracellular divalent cations. When the overall extracellular divalent
cation concentration was maintained (raising extracellular calcium concentration while
lowering extracellular magnesium concentration and vice-versa), increasing calcium
enhanced excitability, while lowering calcium depressed excitability. These effects were most
clearly observed during HFS; while similar effects were also generally observed during burst
stimulation, opposite effects were sometimes observed for latency change increases during
the last 20 stimuli. If the overall extracellular divalent cation concentration was not maintained,
the effects on excitability appeared to depend on the ion species being manipulated.
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Increasing extracellular calcium concentration without adjusting magnesium concentration
had mixed effects on distal Schaffer collateral responses: increases in response amplitudes
point to enhanced excitability, while the increases in the response latency changes point to
reduced excitability. Increasing extracellular magnesium also had mixed effects on excitability,
with reduced excitability during the normal hyper-excitable period, seen as reduction in the
normal latency decreases during the first 20 stimuli, but reduced depression during the last 20
stimuli, seen as increasing response amplitudes.
Some of these results can be explained by surface-charge screening effects due to
increased extracellular divalent cations (as discussed earlier in Chapter 1). This is a
reasonable interpretation, as most of my manipulations involving both specific and nonspecific CaV blockers had little to no effect on distal Schaffer collateral excitability, and the one
manipulation which led to a sizable effect (4mM cobalt) can be attributed to surface-charge
screening, since similar effects were obtained with elevated extracellular magnesium.
The excitability changes seen in distal Schaffer collateral axons were also found to be
sensitive to apamin, an SK channel blocker. Applying apamin enhanced distal Schaffer
collateral excitability, but only for burst stimulation at 100ms intervals. This result suggests
that SK channels may have a role in regulating Schaffer collateral excitability during specific
patterns of activity. Alternatively, the effects of apamin could have been through a different
mechanism. Others have shown that apamin can block the Na +/K+ pump at a concentration
10-fold lower than what I used (Zemková et al. 1988a, 1988b). Inhibition of the Na +/K+ pump
seems an unlikely explanation for my findings, however, since inhibiting the Na +/K+ pump
should have affected excitability during all of the stimulation protocols I used. More
investigation is necessary to conclusively identify the mechanism(s) behind apamin's effects
(see below).
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Non-specific block of KV channels by TEA and 4-AP had dramatic effects on distal
Schaffer collateral excitability. Applying TEA and 4-AP not only abolished most of the early
hyper-excitable period, it also enhanced the later excitability depression period, altering the
distal Schaffer collaterals response to stimulation so that it closely resembled the response of
the proximal Schaffer collaterals. This effect points to a major role of K V channels in shaping
the excitability changes that occur in the distal axon segments during periods of high activity.
Unlike the distal Schaffer collaterals, however, the proximal Schaffer collaterals were much
less affected by TEA and 4-AP. This difference between distal and proximal regions of the
Schaffer collaterals leads to the conclusion that the region-specific differences in Schaffer
collateral function are due to differences in ion channel expression.
Based on my data, I propose the model shown in Figure 6.1. My data suggests that the
proximal portion of the axon acts as a safety filter, allowing physiological signals to continue to
the rest of the axon while attenuating abnormal and potentially harmful signals. Past the filter,
the distal portions of the axon boosts the remaining signal so to ensure reliable conduction
through the axon arbor where most synaptic boutons lie and extensive branching occurs.
Both the boutons and branch points have been implicated in action potential conduction
failure (Lüscher and Shiner 1990), so it is logical that the axon would have a mechanism in
place to ensure that physiological signals can be propagated past these areas to all
synapses. The specific mechanisms that the proximal and distal axons use to perform the
filtering and boosting functions are still unknown. My data show K V channels play a critical
role in boosting signals, as non-specific KV channel block caused excitability depression in the
distal axons similar to what was observed in the proximal axons in control ACSF. However,
there is still much work to be done to elucidate the exact mechanism behind the distal axon
excitability changes (see below).
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Figure 6.1. Model of the function of the activity-dependent changes in Schaffer collateral axon
function. Schematic diagram of a CA3 pyramidal neuron showing dendrites and soma in black,
proximal portion of the axon in red, and distal portion of the axon in green. The proximal axon acts as a
filter reducing or preventing the spread of non-physiological, and potentially harmful, excitation to the
circuit. Past the filter, the distal axon portion has a boosting mechanism that allows for the
physiological excitation that was able to pass through the filter to be enhanced so the excitation can
conduct through the branch points and boutons which have been implicated as areas of potential
conduction failure. While details of this boosting mechanism are yet unknown, KV channels are
critically important.

As for the proximal axons, the mechanism is less clear. Logically, K V channels might
appear to be a good candidate for the filter mechanism, since one of their functions is to
regulate excitability. There is a large concentration of K V channels at the initial segment, again
pointing to KV channels as possible candidates for the filter mechanism, but the filter does not
necessarily have to be at the initial segment. However, block of K V channels had little to no
effect on the proximal responses, arguing against a role for K V channels in the filter. If KV
channels do contribute to the filter function, they must be resistant to the non-specific K V
channel blockers I used, possibly a different channel type(s) than is present on distal axons,
or else the same type(s) that has been modified, via associations with β-subunits or
phosphorylation for instance, to resist the blockers I used. Again, more work is needed (see
below).
I do not have a clear explanation for the apparent contribution of apamin-sensitive
channels to distal axon function. If apamin acted by blocking SK channels, then the SK
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channels must play a limited role in distal axon function, reducing the amount of signal boost
only during specific patterns of activity (burst firing at intervals of around 100ms). More work
is needed to identify what the apamin-sensitive mechanism is. For example, the possible
effects of apamin on the Na+/K+ pump needs to be investigated.
I also do not have a explanation of the role of calcium in regulating Schaffer collateral
excitability changes. My data shows that extracellular calcium is necessary for the early
hyper-excitable phase. It appears that at least some of the function of calcium is independent
of membrane surface-charge screening. CaV channels would be an attractive candidate
mechanism, however, my data argue against this. Again, more work is needed to determine
how extracellular calcium contributes to the activity-dependent changes in distal Schaffer
collateral axon function.
POSSIBLE FUTURE DIRECTIONS
There is, and always will be, more to be done. That can be said about any project a
person takes up whether it is for academic, career, or personal reasons. And when a person
begins to feel that the project is complete, and nothing else reasonable needs to be done, it is
eventually followed by ideas of what else could have been done to make the project better or
more complete than what it is now. Or what should have been done to make the results more
concrete and clear. I feel that way now, as I draw this work to a close. There is so much that
needs to be explored.
It is unfortunate that these thoughts and feelings come at the same time that a person
feels, deep-down, it is time to draw the project to a close. Whether that feeling comes from an
honest assessment that you have truly done all you could, the need to finish something
because of time and resource constraints, or from the exhaustion that embodies the
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frustration and toil that always accompanies a big project, inevitably all projects must end. I
hope at a later date to return to this line of research, if it hasn't already been fully explored by
the time I can return to it. So, at the risk of giving away all of my best ideas, I would like to
share with you thoughts I have for experiments that might be used to answer the unresolved
questions.
Does manipulating extracellular divalent cations affect proximal axon function similar to
distal axon function? This can be investigated easily by repeating the divalent cation
experiments using dual recordings (fiber volleys and population spikes). If proximal and distal
axons respond differently to manipulation of divalent cations, this could be followed-up
experimentally by focal application of CaV blockers onto proximal Schaffer collaterals. Focal
application of blockers could determine if different Ca V channel subtypes are responsible for
the different effects that divalent cation manipulation has on proximal and distal axon
segments.
Was the lack of effect of specific CaV 2.1 or 2.2 blockers caused by compensation from
unblocked CaV channel subtypes? This can also be easily investigated by using a blocker
cocktail for both CaV2.1 and 2.2 (conotoxin + agatoxin) or a genetic knockdown model.
Are apamin's effects due to blocking SK channels? For this question, I could use a
different SK channel blocker to see if I can repeat the apamin results. Or instead of using a
blocker, this experiment could be done using a conditional knockdown animal model. Before
tissue collection, the knockdown could be induced which may give a clearer view of the role of
SK channels. For comparison, I could repeat my experiments using a Na +/K+-pump poison
like ouabain.
Does apamin increase proximal axon excitability similar to distal axon excitability? This
can be easily done using the same dual recording technique I used for my other experiments.
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If apamin does increase proximal axon excitability, it would point to a common apaminsensitive mechanism that reduces excitability in both the proximal and distal axons. If not,
then the mechanism used by the distal axons becomes more intricate and different from the
proximal axons. I can also use ouabain in these experiments for comparison, similar to its use
in the experiments described above.
Do intracellular calcium stores affect the excitability changes? To answer this question,
the experiments can be repeated with an internal calcium chelator, or a drug that interferes
with intracellular calcium store function, like thapsigargin.
Is there a way to directly assess effects of experimental manipulations on the
membrane functions of individual axons? Schaffer collaterals are too small for direct
membrane potential recordings. However, others (Raastad and Shepherd 2003, Meeks and
Mennerick 2004) have used single-axon extracellular recordings to examine single axon
function. Single axon recordings should give more direct insight into the effects of activity on
individual fibers, but would still not give information about membrane potential changes. A
computational modeling approach might also give insight into Schaffer collateral membrane
potential changes during periods of high activity.
Why did specific KV channel subtype blockers fail to affect the excitability changes and
regional differences? A cocktail of specific KV blockers could be used to determine if the lack
of effect of specific blockers was due to compensation by other unblocked K V channel
subtypes.
Do other unmyelinated axons show similar changes in excitability? My experiments
could be repeated on the unmyelinated mossy fibers of granule cells.
I studied proximal axon function using antidromic action potentials -- do proximal
Schaffer collaterals behave the same way when conducting orthodromic action potentials? It
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should be possible to stimulate CA3 somata/AISs at the location where I recorded population
spikes, and measure compound action potentials (conducted in the orthodromic direction)
with a recording electrode at the CA3/CA1 border. This would allow me to directly answer this
question.
Can my results be replicated in vivo? I could repeat my experiments by electrically
stimulating Schaffer collaterals and recording fiber volleys and population spikes in a live
animal after a learning task like the Morris Water maze. This would be tricky as the fiber volley
can be obscured by the field excitatory post-synaptic potential, but I may be able to separate
the two by adjusting the recording electrode position and the stimulus electrode strength.
Unlike blocking synaptic transmission pharmacologically, which can affect learning and
memory formation by itself, this method would preserve the function of the circuit while
allowing me to study the changes in axon function. As the rat is learning, I could stimulate the
Schaffer collateral fibers with brief periods of burst stimulation to see whether this stimulation
positively affects LTP and learning and memory. Varying the burst intervals would allow me to
observe what type of stimulation is more effective on LTP.
How are the excitability changes I observed affected by neuropathologies, like
Alzheimer's disease and traumatic brain injury? My experiments could be repeated using a
disease or injury model to answer this question.
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