In this work we present a fully randomized approximation scheme for counting the number of perfect matchings in a dense bipartite graphs, that is equivalent to get a fully randomized approximation scheme to the permanent of a dense boolean matrix. We achieve this known solution, through novel extensions in the theory of suitable nonreversible, Markov chains which mix rapidly and have a near-uniform distribution.
Introduction
Many problems involving the counting of the number of solutions of combinatorial structures, are well known to be in the di cult class #P and their exact counting is apparently intractable Pap94] . The most notorious of these problems is to compute the permanent of a dense matrix, that turns out to be equivalent to count the number of perfect matchings in a dense bipartite graph. The hardness of these counting problems has led to approximate the counting. Pioneering work in this line was the paper KLM89] where they construct a Randomized Fully Approximation Scheme for some di cult counting problems. Later, it was discovered that for the problems which have certain structural property, approximate counting is equivalent to almost uniform generation JVV86]. The almost uniform generation problem consist in picking at random an element of a nite set characterized by some property, with a relative error of at most with respect to the probability that a given element is chosen.
A technique that has proved to be very useful to solve the almost uniform generation problem, is the Markov Chain technique. Given a problem, de ne a Markov chain where the states are all possible solutions, plus possibly a small fraction of \near-solutions", and the transitions are certain probabilistics rules that allow us to remain in the same state or to pass to a new state. Under certain properties of the underlying graph, it can be proved that a polynomial (in the input size) random walk on the states give us an almost randomly generated element from the stationary distribution of the Chain. The di culty of this method is to prove rapid convergence to the stationary distribution, what is called the \rapid mixing" property. Broder used the Markov chain technique to approximate the value of the permanent of a dense matrix Bro86]. The rapid mixing property of his chains was shown by Jerrum and Sinclair JS90] , and their proof relies heavily on the reversibility of the Markov chain Sin93] .
In this note, we show how to use non-reversible Markov chain to obtain the same result of Jerrum-Sinclair. An ergodic Markov chain is reversible if 8i; j 2 S satisfy the Balance Equation 1 (i) p ij = 1 (j) p ji : Given a graph G = (V; E), a matching is a subset of edges such that no two edges have a vertex in common. The size of a matching is the number of edges in it. Let n] denote the set f0; : : : ; n ? 1g. For k 2 n], M k (G) will denote the set of matchings of size k in G. From now on, G will denote the input graph. It is well known that testing if G has a perfect matching is in RNC MVV87].
We will consider bipartite graphs of the form G = (V 1 ; V 2 ; E), jV 1 j = jV 2 j = n. We say that a bipartite graph is dense if every every vertex is connected to at least n=2 vertices.
3 A near-uniform, non-reversible Markov chain for M n and M n?1
Let G = (V 1 ; V 2 ; E) be a dense bipartite graph, with jV 1 j = jV 2 j = n. From now on, G will denote the input graph. Let M 1 be the Markov chain de ned by Broder Bro86] for the almost uniform generation of elements in M n M n?1 .
De nition of Markov Chain M 1 on state-space M n M n?1 : Given a matching m 2 M n M n?1 and a uniformly sampled random edge e = (u; v).
(1) With probability 1=2 remain in the same state, otherwise We modify M 1 to obtain a second Markov chain M 2 in the following way: Use the same set of states M n M n?1 and modify the transitions, De nition of Markov Chain M 2 on state-space M n M n?1 : Given a matching m 2 M n M n?1 and a uniformly sampled random edge e = (u; v) and let f be a su ciently small function of n (through the paper we will get tight upper-bounds to its value), (1) With probability 1=2 remain in the same state, otherwise Proof. To see that M 2 is ergodic and aperiodic, just take into account that there is some positive probability of going form any state to any other state in n steps (just as in M 1 ), and that the self loop probability of each element is at least 1/2.
To show that the stationary distribution is almost uniform, we use the balance equations. 
jM n j + jM n?1 j and p j k (f)
jM n j + jM n?1 j which satis es equation (2). To show that M 2 mixes rapidly, we just need to prove that the conductance of the chain M 2 is greater than 1 over a polynomial in n, as the strong aperiodicity of the chain allows us to drop the condition of reversibility in the standard use of the conductance.
Theorem 5. The conductance 2 of the chain M 2 satis es 2 1=poly (n). Thus M 2 is rapidly mixing, in the sense that at time t = poly (n), jjẽ(t)jj (1= poly (n))jjẽ(0)jj. 2) with probability f=4 choose to remove e and e 1 , or (2.2.3) with probability f=4 choose to remove e and e 2 , or (2.2.4) with probability f=2 choose to keep the new e (and remove e 1 and e 2 ). Theorem 6. The chain M 3 is ergodic, it has a nite state space and it is strongly aperiodic. Proof. Notice that for any m i 2 M k ; 1 k n ? 1 we have p ii > 1=2 because by de nition it is equal to 1=2 plus the probability that we have greater than zero of idle moves. Then the statement of the Theorem follows from the arguments in the previous section.
Theorem 7. The steady-state probabilities of M 3 are as follows:
(1) For m 2 fM n M n?1 g, Prfmg ?
1 jM n j + jM n?1 j O(hf) jM n j + jM n?1 j ; where h is the number of transitions from a particular m j 2 M n?1 to any m 1 2 M n?2 .
(2) 9c 3 > 1 such that 8m 2 M k ; k n ? 2, we get Prfmg c 1 c 3 jMnj+jM n?1 j Proof. Consider the balance equations for state m j 2 M n?1 , using the previous notation, theLet us turn into the mixing properties of M 3 . We have that M 3 is a non-reversible, strongly aperiodic and ergodic chain. Moreover as we have shown, the steady-state probability for states in M n M n?1 follows closely the uniform distribution for M n M n?1 . Notice that the probabilities for any state in M k ; k n ? 2 drop quickly. How fast is M 3 mixing?. To answer this question is hard, especially for sets of states in M k ; k n ? 2. But we only need M 3 to mix rapidly with respect to perfect matchings and near-perfect matchings. De an underlying graph which is exactly as the one for M 3 and with respect to the one of M 2 it has a few edges added; the ones to and from . Therefore by Theorem 7 we get jedges out Bj jBj 1 poly (n) . Thus we have (B) 1 poly (n) and the theorem is proved. As a corollary of Theorem 9, and the previous Lemma we get the following result, Corollary 1. The Markov chain M 3 is rapidly mixing as far as the states in M n M n?1 is concerned. It is also rapidly mixing with respect to P m i 2 i . Let be the probability distribution induced by the experiment of selecting a sequencẽ e = e 1 ; e 2 ; : : : ; e n+1 of n + 1 random edges from the graph, break it at the rst edge where the induced subgraph does not form a matching, and discard the remaining edges.
Notice that is a probability distribution over the ordered set of all matchings in the graph.
Let us de ne another Markov chain M 4 with the same state space as M 3 and transitions de ned as follows: Select a matching m according to , and a single transition is the result of following in M 3 the path de ned by m.
As a consequence of this de nition, we have Theorem 10. The chain M 4 is rapidly-mixing and its steady-state distribution is the same as M 3 .
Conclusions
From now on, the same arguments given in Bro86], and Sin93], can be used to obtain a fully approximation scheme to the total number of perfect matchings, and therefore to approximate the permanent of a dense boolean matrix.
Similar techniques like the ones developed in this paper can be applied to other counting problems that have been approximated using the Markov approach: Counting 2-factors in dense graphs JS90], counting the number of Hamiltonian cycle in dense graphs DFJ94], and counting the number of Eulerian orientations in a graph MP92].
We believe that in the future, there could be many independent applications for our treatment of non-uniform, non-reversible chains that are \close" to uniform and also are \partial rapid mixing".
