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Abstract
Placenta segmentation from fetal Magnetic Resonance (MR) images is important for
fetal surgical planning. However, accurate segmentation results are difficult to achieve
for automatic methods, due to sparse acquisition, inter-slice motion, and the widely
varying position and shape of the placenta among pregnant women. Interactive meth-
ods have been widely used to get more accurate and robust results. A good interactive
segmentation method should achieve high accuracy, minimize user interactions with
low variability among users, and be computationally fast. Exploiting recent advances
in machine learning, I explore a family of new interactive methods for placenta seg-
mentation from fetal MR images. I investigate the combination of user interactions
with learning from a single image or a large set of images. For learning from a single
image, I propose novel Online Random Forests to efficiently leverage user interactions
for the segmentation of 2D and 3D fetal MR images. I also investigate co-segmentation
of multiple volumes of the same patient with 4D Graph Cuts. For learning from a large
set of images, I first propose a deep learning-based framework that combines user
interactions with Convolutional Neural Networks (CNN) based on geodesic distance
transforms to achieve accurate segmentation and good interactivity. I then propose
image-specific fine-tuning to make CNNs adaptive to different individual images and
able to segment previously unseen objects. Experimental results show that the pro-
posed algorithms outperform traditional interactive segmentation methods in terms of
accuracy and interactivity. Therefore, they might be suitable for segmentation of the
placenta in planning systems for fetal and maternal surgery, and for rapid characteriza-
tion of the placenta by MR images. I also demonstrate that they can be applied to the
segmentation of other organs from 2D and 3D images.
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Chapter 1
Introduction
The placenta plays a critical role in the growth and development of the fetus dur-
ing pregnancy. Disorders of the placenta including abnormal placental structure and
function are a cause of some diseases such as Twin-Twin Transfusion Syndrome
(TTTS) [1, 2] and Intrauterine Growth Restriction (IUGR) [3]. They may also lead
to poor maternal and fetal outcome including antepartum haemorrhage [4] and still-
birth [5]. With the advance of medical imaging techniques, such as Ultrasound and
Magnetic Resonance Imaging (MRI), in vivo imaging of the placenta is becoming in-
creasingly important, as it provides detailed structural and functional information for
understanding the placenta. This supports a better assessment of fetal growth [6], more
reliable diagnosis of fetal and maternal disease [7], and improved planning and guid-
ance for fetal surgical treatment [8, 9]. Segmentation of the placenta from medical
images allows quantitative measurements of the volume and shape of the placenta,
which is desirable for placenta characterization, diagnosis, and surgical planning and
guidance. Since automatic segmentation methods can rarely achieve sufficiently accu-
rate and robust results for clinical use, taking advantage of user interactions to guide
the segmentation attracts many attentions, and remains the state of the art for existing
commercial surgical planning systems. However, most existing interactive methods
do not work well on placenta images, or require a large amount of user interactions
and increase burden on the user. This thesis will explore novel interactive methods to
segment the placenta with high accuracy and a minimal amount of user interactions,
and demonstrate their application to other 2D and 3D segmentation tasks.
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This chapter starts with an introduction of placental anatomy and abnormality
in 1.1, and reviews clinical imaging of the placenta in 1.2. The current trend of pla-
centa segmentation is presented in 1.3. Objectives and challenges of this research are
described in 1.4. Contributions of this thesis are listed in 1.5. In 1.6, I summarize the
structure of this thesis.
1.1 Placental Anatomy and Abnormality
The placenta is an organ that attaches to the maternal uterine wall, and connects to
the developing fetus by the umbilical cord. It starts to develop after the blastocyst is
implanted into the maternal endometrium, and separates from the uterine wall during
the last stage of labor. Vessels in the umbilical cord branch out over the surface of
the placenta, and further divide to form an extensive arterio-capillary-venous system.
The main functions of the placenta include providing oxygen and nutrients to the fe-
tus, removing waste products from the fetus, immunity and endocrine function, etc.
Therefore, the placenta plays a critical role in the growth and development of the fetus
during pregnancy. Figure 1.1 shows an illustration of the placenta and the fetus.
The human placenta usually has a disc shape, with the center being the thickest,
and edges being the thinnest. The average weight of the placenta at term is 508g,
and there is a positive correlation between placental weight and fetal weight [11]. It
has been documented that the placental volume in the second trimester can be used to
predict birth weight [12], and a relation between placental weight and birth weight was
found in previous studies [13]. The placental volume and weight can be an indicator of
nutritional or environmental problems during pregnancy [13], and it has been proposed
as part of a screening test for the prediction of growth-restricted babies [14].
A range of placental abnormalities lead to poor maternal and fetal outcome. They
are also a major contributor of obstetric haemorrhage. Previous studies reported pla-
cental abnormalities accounted for more than one third of pregnancy-related deaths
due to haemorrhage [4]. Abnormalities of the placenta include attachment disorders,
abnormal placental volume, weight, blood flow and shape, among others [15].
Placental attachment disorders (a.k.a. morbidly adherent placentas) [18] are due
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Figure 1.1: An illustration of the placenta and the fetus. Image from Biology Forums [on-
line] [10].
Uterus 
Uterus wall 
Placenta 
Cervix 
Normal Accreta Increta Percreta 
Figure 1.2: An illustration of normal placenta, placenta accreta, increta and percreta. Image
from Singapore General Hospital [online] [16].
to an abnormally adherent placenta invading the myometrium, and are associated with
life-threatening postpartum haemorrhage. The types of morbidly adherent placentas
include placenta accreta, increta and percreta. Placenta accreta refers to the condition
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Figure 1.3: An illustration of normal placenta and different types of placenta previa. Image
from Faculty of Medicine [online] [17].
in which the placenta is attached too deeply and too firmly into the uterus. In the case
of placenta increta, the placenta is attached even more deeply into the muscle wall of
the uterus. In the case of placenta percreta, the placenta grows through the uterus,
sometimes extending to nearby organs such as the bladder. Figure 1.2 illustrates the
normal placenta and placenta accreta, increta and percreta.
The position in the uterus where the placenta is attached has a large variation
among different pregnant women. The placenta normally grows on the upper part of
the uterus, and occasionally grows on the lower part of the uterus. Placenta previa is
a condition where the placenta attaches to the lower part of the uterus and covers the
cervix. In this case, there is a risk of bleeding during labor if the placenta is in front of
the baby. Placenta previa can be categorized into three types: low implantation where
the placenta implants in the lower portion instead of the upper portion of the uterus,
partial placenta previa where a portion of the cervical orifice of the uterus is already
covered by the placenta, and complete placenta previa where the placenta occludes the
entire cervical orifice of the uterus. Figure 1.3 shows the normal placenta and different
types of placenta previa.
Previous studies documented clinical associations with placental weight and fe-
tal/placental weight ratio. For example, a large placenta may be related to maternal
diabetes and a high placental weight is associated with a poor perinatal outcome [19].
A small placenta may be related to trisomies [19]. Common causes of unusually large
placentas are villous edema, maternal diabetes mellitus, severe maternal anemia, fe-
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Figure 1.4: An illustration of placental shape abnormalities.
tal anemia, congenital syphilis, large intervillous thrombi, and a large blood clot be-
neath the chorionic roof of the placenta. Factors related to small placentas include
low maternal weight before conception, low pregnancy weight gain, accelerated pla-
cental maturation and major fetal malformations. All these factors are associated with
low maternal gestational blood volume expansion with resulting low blood flow from
the uterus to the placenta. The most important risk factor is fetal growth retardation,
i.e., IUGR, a condition where a fetus is unable to achieve its genetically determined
potential size [20].
Some abnormalities of placental shape can lead to postpartum haemorrhage, e.g.,
circumvallate placenta, bilobed placenta, succenturiate lobed placenta, and placenta
membranacea [15]. Circumvallate placenta is a condition where the fetal membranes
create an edge of double folded membrane, as shown in Figure 1.4(a). There is an
inward insertion of membranes from the edge towards the center of the placenta. This
is often in association with a marginal infarction, haemorrhage, or fibrin deposition.
Bilobed placenta occurs when the placenta is occasionally separated into two lobes,
as shown in Figure 1.4(b). It increases the risk of vaginal bleeding during and after
pregnancy. In the case of succenturiate lobed placenta, one or more small accessory
lobes develop in the membranes at a distance from the main placenta, as shown in
Figure 1.4(c). The accessory lobe may be retained in the uterus after delivery, causing
serious haemorrhage. Placenta membranacea is a rare placental disorder characterized
by the presence of fetal membranes (complete or partially) covered by chorionic villi,
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Figure 1.5: Laser photocoagulation of placental vessels in twin-twin transfusion syndrome.
Image from Japan Fetal Therapy Group [online] [21].
which is illustrated in Figure 1.4(d). It may occasionally give rise to serious haemor-
rhage because of associated placenta previa or accreta.
In the case of twin pregnancy, some twin-specific anomalies of the placenta in-
crease risks of birth defects, and can impact significantly perinatal morbidity and
mortality [22]. In TTTS [1, 2], there is an important blood flow transfer through
unidirectional arteriovenous anastomoses with an insufficient compensatory counter-
transfusion. Blood can be transferred from one twin (the donor) to the other (the recip-
ient). This leads the donor to have decreased blood volume, restricting the growth of
the donor. The recipient has increased blood volume, leading to higher risks of heart
failure [23]. Intrauterine laser ablation has been an established surgical treatment for
TTTS [8]. In this procedure, a fetoscope is used to image blood vessels on the surface
of the placenta and the vessels found to connect the twins are coagulated using the
laser. An illustration of laser photocoagulation of placental vessels in TTTS is shown
in Figure 1.5.
Another twin-specific anomaly of the placenta is in the case of Selective Intrauter-
ine Growth Restriction (SIUGR) [24]. Approximately 10% of monochorionic twins
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encounter SIUGR because of uneven share of the placenta between the twins. In this
case, one twin does not get enough oxygen and nutrients from the placenta. This leads
to poor growth of that twin, i.e, selective growth restriction. SIUGR is increasingly
considered to be an important complication of monochorionic twins and it has po-
tential risks of Intrauterine Fetal Demise (IUFD) or neurological adverse outcome for
both twins [25]. The term SIUGR is applicable in monochorionic pregnancies when
the estimated fetal weight of the small fetus falls below the 10th percentile, which is
widely accepted as a diagnostic criterion [26]. Current treatment methods of SIUGR
in monochorionic twins include expectant management, cord coagulation or selective
termination and laser photocoagulation [27].
1.2 Clinical Imaging of the Placenta
With the development of medical imaging, several modalities are now clinically avail-
able to image the developing fetus and the placenta, e.g., 2D and 3D Ultrasound (US),
fetal MRI and others. Different modalities can provide complementary information
with different contrast, resolution, field of view, etc.
1.2.1 Ultrasound
Ultrasound has been the primary imaging method for prenatal diagnosis of fetal
anomalies. The creation of an ultrasound image involves three steps: producing sound
waves, receiving echoes and reconstructing an image from these echoes. Typically, a
piezoelectric transducer produces a sound wave the frequency of which can range from
1 to 18 MHz. Superficial structures are usually imaged at a higher frequency with bet-
ter axial and lateral resolution while deeper structures are imaged at a lower frequency
with greater penetration [29]. After sound waves are transmitted into the body, they are
partially reflected at the interlayer between tissues with different acoustic impedance
or scattered from small structures. Some reflected waves return to the transducer and
lead to vibrations of the transducer. The transducer turns the vibrations into electric
pulses and transforms them into a digital image. With the received echoes, the scanner
can determine the strength of each echo and the time it took the echo to be received
from when it was transmitted. Therefore, the scanner can locate the pixel in the im-
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Figure 1.6: An illustration of fetal ultrasound. Image from Wikipedia [online] [28].
age related to a reflected echo and determine its intensity [30]. An illustration of fetal
ultrasound imaging is shown in Fig. 1.6.
Several modes of ultrasound can be used in medical imaging. A-mode allows
scanning a line through the body. B-mode or 2D mode scans a plane through the body,
which is most commonly used. Another important mode of ultrasound imaging is the
Doppler ultrasound. It makes use of the Doppler shift principle and can reflect the
direction and velocity of blood flow. It is most widely used in the detection of fetal
cardiac pulsation and pulsations in various fetal blood vessels including those in the
placenta [31]. In addition, 3D ultrasound can provide a three-dimensional imaging of
the fetus, and it allows the operator to obtain views that might not be available using or-
dinary 2D scanning. 3D ultrasound can provide better volumetric measurements of fe-
tal organs, such as the fetal lungs [32], the fetal heart [33] and the placenta [34]. Other
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ultrasound imaging techniques are also used for different contrasts, such as Contrast-
Enhanced Ultrasound (CEUS), ultrasound molecular imaging, elastography [35] and
compression ultrasonography [36], etc.
For fetal growth assessment, fetal ultrasound can be used for gestational age de-
termination and fetal size measurement. For example, the measurement of crown-rump
length can be made in early pregnancy to obtain an accurate estimation of the gesta-
tional age [37]. The measurement of biparietal diameter and femur length can also
be used for dating at early stage of pregnancy [38]. The abdominal circumference
is an important measurement to make in late pregnancy and it reflects fetal size and
weight, which is useful in fetal growth monitoring [6]. Many structural abnormalities
in the fetus can also be reliably diagnosed by an ultrasound scan. Common examples
include spinal bifida, hydrocephalus, duodenal atresia and congenital cardiac abnor-
malities [39]. Fetal ultrasound has become an effective tool for localization of the site
of the placenta and determining its lower edges. It can be used to make a diagnosis or
an exclusion of placenta previa [40].
Ultrasound imaging has a lot of advantages. It is widely available and inexpen-
sive compared with MRI. It can provide realtime imaging with high spatial resolution
with high frequency transducers. It is safe without ionizing radiation and rarely causes
discomfort to the patient. However, ultrasound imaging has low soft-tissue contrast
and small field of view. It performs very poorly when there is an extreme difference
in acoustic impedance. The image quality is corrupted by noises and artifacts. In ad-
dition, ultrasound imaging is operator-dependent, and the acquisition of good-quality
images needs a high level of skill and experience.
1.2.2 Fetal MRI
With advantages such as large field of view, lack of ionizing radiation and good soft
tissue contrast, MRI is widely used for diagnosis and surgical planning for adults.
In the past two decades, fetal MRI has emerged as a clinically useful supplement to
ultrasound and is increasingly used for prenatal and perinatal management [41]. Fetal
MRI has advantages in demonstrating pathology of the fetal brain, fetal lungs, complex
syndromes, and conditions associated with reduction of amniotic fluid [42].
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Similar to MR imaging of adults, different protocols can be used for imaging of
the fetus [42]. However, the complex pattern of motion during fetal scanning leads to
several specific protocols for fetal MRI [43]. Basically there are two types of motion:
maternal motion and fetal motion. With regard to the former, fetal MRI faces similar
problems as abdominal MR imaging of adults. Fetal movements include fetal bulk
motion, fetal extremity movements and internal fetal movements (e.g, heart beat). The
fetal bulk motion interferes a lot with image quality.
Single-shot Fast Spin-echo (SSFSE) T2-weighted imaging is standard in fetal
MRI. This sequence provides a stack of 2D slices by using a single excitation pulse
that is followed by a rapid train of refocused echoes, providing all the data needed for
a 2D slice. Because the center of k-space is sampled within a fraction of a second, the
intra-plane motion is essentially frozen and motion-induced artifacts in 2D slices are
nearly absent. However, the motion can still occur between neighboring slices and cor-
rupt the 3D volume. There is also a widespread use of Half-Fourier Single-shot Turbo
Spin-echo (HASTE) T2-weighted sequences, which is similar to SSFSE. They can ex-
cellently depict the fetal brain, fluid filled cavities, the fetal lungs and the placenta,
etc [42, 44].
Several kinds of T1-weighted sequences have also been used in fetal MRI. Fast
Low Angle Shot (FLASH) sequences are the most robust ones. Though T1-weighted
sequences provide little information over the T2-weighted SSFSE sequences, they are
suitable for detection of haemorrhage, calcification, fat deposition and fetal organs
with high T1-hyperintensity (e.g, the thyroid and the liver) [45].
Fetal MRI can also be performed using balanced Steady-state Free Precession
(SSFP) sequences as balanced Fast Field Echo (b-FFE) [46]. Balanced SSFP se-
quences differ from standard gradient echo sequences by reusing transverse magne-
tization to form a steady-stage magnetization. They are extremely fast,6 and provide
good signal with the contrast being a mixture of T1 and T2. B-FFE is a preferred
sequence for visualization of the fetal heart and vessels [47].
Other MRI techniques such as Diffusion Weighted Imaging (DWI) and Magnetic
Resonance Spectroscopy (MRS) have also been applied to fetal MRI. DWI has been
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used for anatomic characterization of fetal brain development [48] and study of placen-
tal insufficiency related to IUGR [49]. MRS has been used for assessment of normal
fetal brain maturation [50] and placental metabolism [51]. However, these protocols
require long scan time and have low image resolution.
1.2.3 Other Modalities
In addition to ultrasound and MRI that are not ionizing, low dose fetal Computed
Tomography (CT) can be used in the prenatal evaluation of skeletal abnormalities [52].
However, it carries a risk of fetal exposure to radiation. Some invasive techniques can
also be employed for imaging of the fetus and the placenta, such as fetoscopy and
photoacoustic imaging. However, photoacoustic imaging has never been demonstrated
in the clinic.
Fetoscopy is an endoscopic procedure that uses one specific type of endoscope,
i.e., fecoscope, to look into the uterus and allows access to the fetus, the amniotic
cavity, the umbilical cord and the placenta. Fetoscope is often used with ultrasound for
image guided interventional procedures, such as the intrauterine treatment of tracheal
occlusion [53], fetal blood sampling and imaging of the placenta for laser ablation in
TTTS [54]. However, fetoscope has limited ability to image the vasculature beneath
the placental surface due to strong light scattering in biological tissues [55].
In order to achieve better visualization of the placental vasculature, researchers
have started to investigate the use of photoacoustic techniques for imaging of the pla-
centa [55]. In photoacoustic imaging [56], laser pulses are delivered into biological
tissues. The tissues absorb part of the delivered energy and expand as a result of
heating. The transient thermoelastic expansion leads to ultrasonic emission, which is
detected by ultrasonic transducers to produce images. Since blood usually has orders
of magnitude higher absorption than surrounding tissues, photoacoustic imaging can
provide good visualization of blood vessels. It has the potential to monitor placenta
oxygenation [57] and assist minimally invasive fetal surgeries [55].
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1.3 Segmentation of the Placenta
The task of placenta segmentation is to extract the placenta from medical images such
as ultrasound and MR images. An accurate segmentation result can provide reliable
measurements of the volume and 3D shape of the placenta. This can help the as-
sessment of fetal growth (e.g, estimating fetal weight [19]) and diagnosis of placental
abnormality (e.g, bilobed placenta and succenturiate lobed placenta [58]). A segmen-
tation can also be used to model the variability of shapes of the placenta [59] or predict
postnatal outcome [60]. In image-guided intrauterine fetal surgeries such as laser ab-
lation therapy of TTTS, a fusion of endoscopic image mosaics with a 3D model of the
placenta helps to improve planning and guidance in the surgical treatment [61, 62, 9].
The 3D model requires an accurate segmentation of the placenta from 3D Ultrasound
or fetal MR images.
Previous works of placenta segmentation focused on dealing with ultrasound im-
ages. For example, in [63], a random walker method was used to segment the placenta
from 3D ultrasound. The marching cubes algorithm was used in [62] to segment 3D ul-
trasound for image guidance of fetal surgery. A deep learning method was used in [64]
to segment the placenta of the first trimester from 3D ultrasound.
Despite previous works for ultrasound-based placenta segmentation, fetal ultra-
sound has a limited field of view. It is hard to image the entire placenta in a single
ultrasound frame or volume, especially for the second and third trimester. In addition,
speckle noise and low contrast of fetal ultrasound have a negative impact on the seg-
mentation accuracy. In contrast, fetal MRI can provide better soft tissue contrast and
larger field of view, which makes it possible to capture the entire placenta and fetus
even in a large gestational age. However, segmentation of the placenta from fetal MR
images has rarely been studied.
1.4 Objectives and Challenges
This thesis aims to segment the placenta from fetal MR images for fetal surgical plan-
ning or characterization of the placenta. However, accurate placenta segmentation
from fetal MR images is a challenging task due to several reasons.
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(a) Axial view (b) Sagittal view (c) Coronal view (d) Axial view
Figure 1.7: Examples of fetal MR images. (a), (b) and (c) are from one patient while (d) is
from another. Note the motion artifacts and different appearances in odd and even
slices in (b) and (c). The position of the placenta is anterior in (a), but posterior in
(d).
First, some inherent challenges in medical images make accurate segmentation
difficult to achieve. They include imaging noise, ambiguous boundaries as a result of
partial volume effect and low contrast. In addition, bias field inconsistency commonly
exists in MRI and leads to nonuniform intensity and spatial changes in tissue statistics,
i.e., mean and variance [65].
Secondly, differently from regular adult MRI, fetal MRI suffers from low 3D
image quality due to large inter-slice spacing and movement of the fetus. In order
to reduce the scan time and avoid slice cross-talk artifacts, contiguous slices are not
acquired sequentially, but in an interleaved manner with large inter-slice spacing, typ-
ically 3-4mm. Free movement of the fetus in the uterus during the scanning can cause
severe motion artifacts [66]. Imaging protocols such as SSFSE allow the motion ar-
tifacts to be nearly absent in each slice, but inter-slice motion still corrupts the volu-
metric data. The interleaved acquisition leads to different appearances between neigh-
boring slices. Fig. 1.7 shows some examples of fetal MR images, where (a), (b) and
(c) are axial, sagittal and coronal views of the same acquisition, respectively. The data
has a high 2D resolution in axial view. However, the image quality in sagittal and
coronal view is very poor. In Fig. 1.7(b) and (c), there is a low resolution. It can be
observed that the appearance is inhomogeneous among different slices, and the motion
between neighboring slices additionally corrupts the image quality. Although some
novel reconstruction techniques [67, 65, 68, 69, 70] can obtain super-resolution volu-
metric data with better image quality from sparsely acquired slices, they were mainly
developed for the fetal brain. These methods have yet to demonstrate their utility for
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placental imaging and require a dedicated non-standard acquisition protocol.
Thirdly, the placenta has a considerable variation of position and shape among
different patients. For example, Fig. 1.7(a) shows the placenta is anterior in one patient
but in Fig. 1.7(d) the placenta is posterior in another patient. The shape variation is also
complex as shown in Fig. 1.4. Such complex variations make it hard to use statistical
prior-knowledge such as shape/appearance models or propagated atlases [71, 72].
These issues make automatic segmentation of the placenta from fetal MR images
very difficult. Previous works on medical image segmentation have shown that lever-
aging user inputs helps to obtain more precise segmentation results [73]. Motivated
by these observations, this thesis investigates developing interactive methods to ad-
dress the segmentation challenges where interventions given by the user can improve
the accuracy of the placenta segmentation. However, requiring a large amount of user
interactions can increase burden on the user. A good interactive segmentation method
should require as few user interactions as possible, leading to interaction efficiency.
Thus, the objective of this thesis is to develop minimally interactive methods for
segmentation of the placenta from fetal MR images so that accurate segmentation re-
sults can be obtained with a minimal amount of user interactions.
1.5 Thesis Contribution
This thesis focuses on developing interactive methods for placenta segmentation from
fetal MR images. I investigate leveraging machining learning techniques to obtain high
accuracy with a minimal amount of user interactions. Contributions of this thesis are
summarized as following:
• A family of novel interactive segmentation methods based on state-of-the-art
machine learning techniques (Random Forests and Deep Learning) are proposed
for placenta segmentation from 2D slices, 3D volumes and multiple volumes of
the same patient (4D), respectively.
• An Online Random Forests (ORF)-based interactive segmentation method is
proposed to segment the placenta from 2D or 3D fetal MR images. To address
the problem with imbalanced and gradually given scribbles, ORFs are extended
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to generic Dynamically Balanced Online Random Forests (DyBa ORFs) that are
more suitable than existing ORFs for scribble-based interactive segmentation.
• A minimally interactive framework (Slic-Seg) dealing with a single and multiple
motion-corrupted fetal MR volumetric images is proposed. It only requires user
interactions in a single slice to segment one volume and is able to refine an
initial segmentation using inter-slice and inter-image consistency based on co-
segmentation with 4D Graph Cuts.
• Two deep learning-based frameworks for interactive segmentation are devel-
oped. The first framework (DeepIGeoS) combines Convolutional Neural Net-
works (CNNs) and user interactions that are used for inference, and it improves
the efficiency and reduces the user interaction time for accurate segmentation.
The second framework (BIFSeg) proposes image-specific fine-tuning to improve
segmentation accuracy and can segment previously unseen objects, which re-
duces the requirement of annotations for training and is adaptive to a specific
test image.
1.6 Thesis Structure
This chapter gives an introduction of placenta segmentation, which summarizes the
clinical background, objectives, challenges and contributions of this research.
Chapter 2 gives a literature review of state-of-the-art works for segmentation of
medical images, including fetal MR images.
Chapter 3 deals with segmentation of the placenta from a 2D slice based on learn-
ing from user-provided scribbles. To deal with imbalanced training data with a chang-
ing imbalance ratio, I propose a dynamically balanced ORF and apply it to interactive
segmentation [74].
In chapter 4, I propose a framework to segment the placenta from a volumetric
fetal MR image with a minimal amount of user-interactions using ORFs and slice-by-
slice propagation. This is the first work to apply online learning to segment motion-
corrupted fetal MR images [75]. In addition, I propose a probability-based 4D Graph
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Cuts method to deal with multiple motion-corrupted volumes of the same patient, and
this leads to improved segmentation accuracy [76].
In chapter 5, I investigate the application of CNNs to interactive segmentation
and propose a new deep learning-based framework named as DeepIGeoS [77]. The
framework includes combining user-interactions with CNNs through geodesic distance
transforms, resolution-preserving networks, and a Conditional Random Field (CRF)
that can be jointly trained with CNNs.
In chapter 6, another deep learning-based interactive segmentation method called
BIFSeg is proposed. It combines CNNs with bounding boxes and optional scribbles
with image-specific fine-tuning. The proposed method allows a trained model to deal
with previously unseen objects.
Chapter 7 concludes this thesis, and discusses future works and applications be-
yond fetal MR images.
Chapter 2
Literature Review
This section reviews state-of-the-art works on segmentation of medical images, includ-
ing fetal MR images. Section 2.1 and Section 2.2 give an introduction of automatic
and interactive segmentation methods, respectively. Section 2.3 reviews conditional
random fields and graph cuts used in image segmentation, and Section 2.4 reviews
co-segmentation methods. Section 2.5 introduces some basics of deep convolutional
neural networks. In Section 2.6, related works on fetal MR image segmentation are
reviewed.
2.1 Automatic Segmentation of Medical Images
This section classifies automatic image segmentation methods into four main cate-
gories: segmentation with low-level features, segmentation with active contours, seg-
mentation with prior models and segmentation with machine learning. More detailed
overviews of automatic image segmentation techniques can be found in [78, 79].
2.1.1 Segmentation with Low-level Features
Using low-level features such as pixel intensity and edges is one of the simplest and
fastest segmentation methods. A typical algorithm in this category is thresholding [80],
which assumes the image is formed from regions with different gray levels. It uses a
threshold function to segment the image into the foreground and the background. For
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Figure 2.1: Examples of kernels of edge detectors.
example:
g(x,y) =
foreground, if X(x,y)≥ Tbackground, if X(x,y)< T (2.1)
where X(x,y) is the pixel intensity at position (x,y) and T is a threshold value. Finding
a proper threshold value is difficult for many medical images. The Otsu’s thresholding
proposes to find the threshold value automatically based on minimizing the intra-class
variance [81]. A global single thresholding can hardly provide satisfactory results for
images with inhomogeneous appearance. Adaptive local thresholding and multi-level
thresholding are proposed to deal with more complex image contexts [82].
Edge detection methods rely on local changes of intensity along object boundaries
for segmentation. To extract the edge, typically an edge detector is used, such as
Roberts detector, Sobel detector, Prewitt detector and LoG edge detector [83]. Three
examples of edge detectors are shown in Fig. 2.1. Due to noise and low contrast of
medical images, these simple detectors using local gradient can hardly achieve accurate
results. More advanced edge detection methods such as mathematical morphology [84]
and neural networks [85] considering a larger image context are proposed to reduce
false positives and better enhance edges.
Region growing [86] starts the segmentation with a seed point and checks adjacent
pixels against a predefined homogeneity criterion. Pixels meeting the criterion are
added to the region. Repetitive applications of the criterion lead to a growth of the
segmented region. Intensity threshold and gradient magnitude are often used as the
growing criterion [87]. However, the segmentation result depends on the selected seed
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point in many applications. Instead of being selected manually, the seed point can
be automatically located based on image texture [88]. In addition, the homogeneity
criterion can be made adaptive to local image context to improve the segmentation
performance on medical images [89].
2.1.2 Segmentation with Active Contours
Active contours [90] are curves defined within an image domain that deform under the
influence of internal and external forces. The internal force depends on the curve itself
while the external force is based on the image context. These forces are defined so that
the curve can conform to an object boundary, which gives a segmentation result. A
typical example of active contours is the snakes model [91], which is a curve v(s) =
[x(s), y(s)], s ∈ [0,1]. The segmentation process is an energy minimization problem
defined as following:
E =
∫ 1
0
Eint(v(s))+Eext(v(s))ds (2.2)
where Eint is the internal energy based on the first and second derivatives of v(s) with
respective to s:
Eint(v(s)) =
1
2
(
α|v′(s)|2+β |v′′(s)|2
)
(2.3)
where α and β are weighting parameters for the curve’s tension and rigidity, respec-
tively.
Eext(v(s)) =−|∇X(v(s))|2 (2.4)
where ∇ is the gradient operator. Snakes have two main limitations: they are sensitive
to initialization and cannot cope with boundary concavities and topological changes.
The Gradient Vector Flow (GVF) was proposed to obtain a better performance to deal
with boundary concavities [90].
The level set method was proposed to deal with complex topological changes for
active contours [92]. It represents the curve or surface as the zero iso-contour of a
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function φ that evolves at different time:
φ(v(t), t) = 0 (2.5)
Taking the time derivative on both sides of the equation leads to:
φt +∇φ(v(t), t) ·v′(t) = 0 (2.6)
This yields an evolution equation for φ :
φt +F |∇φ |= 0 (2.7)
Where F is the speed function F = ∇φ · v′(t)/|∇φ |. It can be redefined by different
variants [93, 94, 95].
2.1.3 Segmentation with Prior Models
Methods that incorporate high-level knowledge such as a-priori information have
proven to be more stable against local image artifacts and perturbations than conven-
tional low-level algorithms [72].
Shape models are often used to constrain active contours. The Active Shape
Model (ASM) [96] learns patterns of shape variability from a training set, and allows
the prior shape to deform to fit a test image in ways consistent with the training set. The
shape model can be represented implicitly by a signed distance function to drive level
set evolution [97]. Several techniques such as Gaussian distribution modeling, mani-
fold learning or sparse representation have been used to model shape variations [98].
Active Appearance Models (AAMs) are extended from ASMs where shape and inten-
sity of an image patch are integrated into a statistical model [99].
Atlas-based segmentation methods use one or multiple pre-labeled images (at-
lases) to propagate the labels to new images by registration [100]. Multi-atlas label
fusion methods have been extensively studied in recent years [101]. Such methods
register each atlas with labels to a target image and obtain the label of the target image
by fusing labels of the atlases. Label fusion can be done with several strategies, such as
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majority voting, atlas selection, simultaneous truth and performance level estimation,
locally weighted label fusion and joint label fusion [102, 103].
2.1.4 Segmentation with Machine Learning
Machine learning methods learn patterns from a set of data and use them to guide the
segmentation. These methods include unsupervised learning and supervised learning.
Unsupervised methods do not need annotated training images, and work like density
estimation in statistics or clustering to summarize and present data by their main fea-
tures. Supervised methods require a set of training images with their corresponding
labels.
2.1.4.1 Segmentation with Unsupervised Learning
The K-means algorithm is one of the most popular unsupervised learning methods [86].
It partitions the image into K clusters based on the mean of each cluster, i.e., each pixel
is assigned to the cluster with the nearest mean based on Euclidean distance. The user
should select the value of K to segment the image. The segmentation might be sensitive
to outliers, initial values and noise. Some derivative methods have been proposed to
address these problems [104]. Fuzzy C-mean is an extension of K-means. It uses a
fuzzy partition rather than a hard partition, i.e., a pixel is partitioned to a cluster with
a probability. It has proven useful in producing good segmentation for images with
noise and intensity inhomogeneity [105].
Mixture models solved with Expectation Maximization (EM) is also a widely used
unsupervised learning method [86]. It is an iterative process to calculate a maximum-
likelihood estimation. In the first step (E step), the expectation of likelihood is calcu-
lated. In the second step (M step), the maximum-likelihood estimation is calculated.
The iteration continues until the stop condition is true. The EM algorithm is often used
to estimate a Gaussian Mixture Model (GMM) of the observed image intensity [106].
It can also be combined with atlases with a spatial prior for higher segmentation accu-
racy [107].
The Auto-Encoder (AE) is one type of unsupervised learning with deep neural
networks [108]. A basic AE has two parts including an encoder and a decoder. The
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encoder maps an input to a hidden representation, and the decoder maps the hidden
representation to a reconstructed version of the input. AE can learn high-level fea-
tures automatically from a dataset without supervision, and such features can be used
for segmentation tasks. In [109], stacked AEs were used to automatically learn deep
feature representations of Cryosection brain images, and these features were sent to a
Softmax classifier for segmentation. In [110], deep feature representations learned by
stacked AEs were used to guide atlas-based new infant brain segmentation from MR
images.
2.1.4.2 Segmentation with Supervised Learning
Supervised learning for segmentation uses a classifier that is learned from a set of
training images with annotations. After learning, the classifier is used to segment new
images. Many algorithms can be used for classification, and some typical examples
are k-Nearest Neighbor, Bayesian classifier, decision trees, neural networks, Support
Vector Machine (SVM), etc [111].
Random Forest (RF) [112] is one of the most widely used learning methods for
medical image segmentation, and has proven to be efficient with competitive perfor-
mance. A random forest is a set of decision trees. Traditional decision trees have
shown problems related to over-fitting and lack of generalization. Random forests mit-
igate such problems by introducing randomness in the training stage and combining
the output of multiple randomized trees in the testing stage [113]. In [114], entangled
decision forests were proposed to capture long-range semantic context for segmenta-
tion, where the binary tests at each tree node depend on the results of tests applied
earlier in the same tree and at image points offset from the voxel to be classified. In
the GeoF method [115], generalized geodesic distance transforms of probability maps
were used as extra features (a.k.a auto-context) for RFs to achieve spatially consistent
semantic image segmentation.
Recently, deep learning techniques with CNNs are achieving increasing success
in image segmentation [116]. CNNs can find the most suitable features through au-
tomatic learning instead of manual design. Typical CNNs such as AlexNet [117],
GoogleNet [118], VGG [119] and ResNet [120] were originally designed for image
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classification tasks. Some early works adapted these networks for pixel labeling with
patch or region-based methods [121, 122]. Such methods achieved higher accuracy
than traditional methods that relied on hand-crafted features, but they suffered from
inefficiency for testing.
In [123], a Fully Convolutional Network (FCN) was proposed to take an entire 2D
image as input and obtain a dense segmentation. In order to overcome the problem of
potential loss of spatial resolution due to multi-stage max-pooling and downsampling,
it uses a stack of deconvolution (a.k.a. upsampling) layers and activation functions
to upsample the feature maps. Inspired by the convolution and deconvolution frame-
work of FCNs, a U-shape network (U-Net) was proposed for 2D biomedical image
segmentation [124].
DeepLab [125] is another state-of-the-art 2D CNN for semantic segmentation.
It uses dilated convolution (a.k.a. atrous convolution) [126] to enlarge the receptive
field of convolution kernels, so that the network can capture larger context without
increasing the number of parameters. DeepLab also proposes convolution at multiple
sampling rates so that image context at multiple scales can be integrated for better per-
formance. In addition, it uses a fully connected Conditional Random Field (CRF) [127]
for spatial regularization.
For 3D segmentation, DeepMedic [128] was proposed to segment image patches
with a dual pathway that processes the input image at multiple scales. A 3D fully
connected CRF was proposed for post-processing. However, the patch-based segmen-
tation limits the size of context that can be used, and has low efficiency during testing.
In [129], the U-Net was extended to its 3D version and used to learn from a sparsely
annotated training set. In [130], a similar structure called V-Net was proposed to seg-
ment the prostate from 3D MR images.
HighRes3DNet [131], of which I am a co-author, is a high-resolution, compact
convolutional network for volumetric image segmentation. The network uses dilated
convolution to preserve resolution of 3D feature maps, and employs residual connec-
tions to improve the training speed. It has achieved state-of-the-art performance for
brain parcellation with fewer parameters than 3D U-Net [129] and V-Net [130].
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2.2 Interactive Segmentation Methods
Interactive segmentation methods have been widely used [73]. They provide a balance
between manual delineation, which often gives accurate and robust results with long
segmentation time, and automatic segmentation, which saves time for user interac-
tions but often lacks robustness. In practical applications, an interactive segmentation
method should achieve high accuracy, minimize user interactions, be computationally
fast and achieve low variance of results obtained by different users. For interactive seg-
mentation, user interactions can be given in several ways including seed points [132],
scribbles [133, 134, 135], bounding boxes [136] and others [137, 73].
2.2.1 Interactive Segmentation without Machine Learning
A series of traditional interactive segmentation methods define some specific rules to
generate the segmentation based on user interactions. The seeded region growing [132]
expands the segmented region of an object from seeds based on the gray value of pix-
els. User-guided 3D active contour segmentation [138, 90] employs the user inputs as
seeds or initial contours of the target organ, and defines the external forces of active
contours based on image gradient. Live-wire [139] uses gradient information to com-
pute optimal boundaries as the user moves the mouse starting form a manually speci-
fied seed point. Geodesic Framework [134] and GeoS [140] classify a pixel based on
its weighted geodesic distance to scribbles. The Random Walks method [135] assigns
a pixel with the label for which a random walker is most likely to reach first. Grow-
Cut [141] uses scribbles to set the initial state of a cellular automation for the pixel
labeling task of a 3D image. These methods are popular as a general framework for
many applications, but require a large amount of user interactions (e.g., user-provided
scribbles or seed points) to get accurate results.
2.2.2 Interactive Segmentation using Machine Learning
Machine learning methods have been widely used to improve the segmentation per-
formance and reduce the amount of user interactions. Graph Cuts [133] takes user-
provided scribbles as hard constraints, and uses them to estimate intensity distributions
of the foreground and the background, which is often based on GMMs [133, 142, 143].
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GrabCut [136] uses iterated Graph Cuts for foreground extraction. It requires the
user to provide a bounding box for the target, and iteratively updates a GMM and
the Graph Cuts, leading to reduced user interactions compared with the original Graph
Cuts method. The 4D Active Cut [144] actively selects candidate regions based on the
segmentation confidence for querying the user, without the need to refine the segmen-
tation slice by slice. In [145], intelligent scribble guidance based on logistic regression
was proposed to reduce user interactions. TurtleSeg [146] applies active learning to 3D
medical image segmentation by constructing an “uncertainty field” in order to alleviate
the user from choosing where to provide interactive input.
Despite their success in many applications, most of the above-mentioned inter-
active methods rely on low dimensional features, and need many user interactions to
deal with images with low contrast and weak boundaries. To tackle this problem,
algorithms based on high-level features have been proposed to get more accurate seg-
mentation with fewer user interactions. High-level features are often combined with
machine learning methods for better distinguishing different types of tissues in medical
images. For example, in [147], an SVM classifier using intensity and Gabor features
was trained on user-selected seed points for tumor and ventricle segmentation from
brain MR images.
Random Forest can be efficiently used for interactive segmentation, as it is very
fast to compute while yielding state-of-the-art performance in machine learning and
vision problems. In [148], RFs were used for interactive texture segmentation, where
the RFs learn from user-provided scribbles in an image and then predict the label of the
remaining pixels. The ImageJ/Fuji software provides a plugin called Trainable Weka
Segmentation [149] that uses classifiers including RFs to learn from user inputs and
classify the remaining pixels. Ilastik [150] also uses RFs to learn from labels provided
by the user with a set of nonlinear features. It can provide realtime feedback to allow
interactive refinement of the result. The Super-Region Volume Segmentation method
(SuRVoS) [151] partitions a volumetric image into hierarchical segmentation layers
(named super regions), and learns from user inputs to label the rest of the volume with
RFs, SVM, Gradient Boosting and other algorithms. In [152], RFs were combined with
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various image features extracted from multiple scales to segment the coronary artery
from 3D computed tomography angiography images. That method was shown to re-
quire limited user intervention and to achieve robust segmentation results. In [153], an
Online Random Forest (ORF) was used to efficiently update the results for interactive
segmentation. The ORF avoids learning from scratch when new user interactions are
added.
Recently, using deep CNNs to improve interactive segmentation has been attract-
ing increasing attention due to CNNs’ automatic feature learning and high perfor-
mance. For instance, 3D U-Net [129] learns from sparsely annotated data and can
be used for semi-automatic segmentation. ScribbleSup [154] also trains CNNs for se-
mantic segmentation supervised by scribbles. DeepCut [155] combines CNNs with
user-provided bounding box annotations for fetal brain and lung segmentation from
fetal MR images. But these methods are not fully interactive for testing since they do
not accept further interactions for refinement. In [156], a deep interactive object selec-
tion method was proposed where user-provided clicks are transformed into Euclidean
distance maps and then concatenated with the input of FCNs.
2.3 Conditional Random Fields and Graph Cuts
Graphical models such as CRFs have been widely used to enhance segmentation
accuracy by introducing spatial consistency for automatic and interactive meth-
ods [157, 158, 159, 160]. CRFs are a type of discriminative undirected probabilistic
graphical model that can be used to encode relationships between observations and
construct consistent interpretation.
Let X be a random variable over data sequences to be labeled, and Y be a random
variable over corresponding label sequences. Each component yi of Y is assumed to
range over a finite label setL = {0, 1, ..., L - 1}. CRFs construct a conditional model
P(Y |X) from paired observation and label sequences:
P(Y |X) = 1
Z(X)
exp
(
−∑
i
ψ(yi)− ∑
(i, j)∈N
φ(yi,y j)
)
(2.8)
where Z(X) is the normalization factor known as the partition function. ψ(yi) is a
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unary potential function that is defined based on observed image intensity and a like-
lihood function. φ(yi,y j) is the pairwise potential function that encourages spatial
coherence by penalizing discontinuities between pixel pairs. N is the set of all pixel
pairs and it is typically defined as neighboring pixels in the image. Inference of Y in
CRFs can be implemented by maximizing the probability in Eq. (2.8). In practice this
is commonly casted as a Graph Cuts problem that minimizes an energy function.
E(Y ) =∑
i
ψ(yi)+ ∑
(i, j)∈N
φ(yi,y j) (2.9)
Graph Cuts algorithms can quickly find global optima for submodular ener-
gies [161]. If the pairwise energy φ(yi,y j) is positive when yi 6= y j and zero when
yi = y j, then E(Y ) is submodular and can be solved by Graph Cuts [162]. A graph
G = 〈V ,E 〉 consists of a set of nodes (e.g., pixels, voxels or other features) and a set
of directed edges that connect them. For binary image segmentation, G contains two
additional nodes called terminals that correspond to the set of labels. The two terminals
are called the source, s, and the sink, t. Normally the edges include two types: n-links
that connect pairs of neighboring pixels/voxels and t-links that connect pixel-terminal
pairs. Every edge is assigned some cost. The cost of n-links is derived from φ in
Eq. (2.9), and it corresponds to a penalty for discontinuity between neighboring pixels.
The cost of a t-link is derived from ψ in Eq. (2.9), and it corresponds to a penalty for
assigning the corresponding label to the pixel. An s/t cut on the graph partitions the
nodes into two disjoint subsets S and T such that s ∈S and t ∈ T . The cost of a
cut C = {S ,T } is defined as the sum of the costs of “boundary” edges. Graph Cuts
algorithms aim to find a cut that has the minimum cost among all cuts, i.e., minimum
cut (min-cut). This problem can be solved by finding a maximum flow from the source
s to the sink t. Based on the theorem of Ford and Fulkerson [163], a maximum flow
from s to t saturates a set of edges in G dividing the nodes into two disjoint subsets
{S ,T } corresponding to a min-cut. Therefore, min-cut and max-flow problems are
equivalent.
The algorithms to solve min-cut/max-flow problems can be categorized into two
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types: augmenting paths [163] and push-relabel [164]. Augmenting paths-based algo-
rithms work by pushing flow along non-saturated paths from s to t until the maximum
flow in G is reached. Push-relabel algorithms maintain a labeling of nodes giving
a lower bound estimate on the distance to the sink along non-saturated edges, and it
pushes excess flows towards nodes with smaller estimated distance to the sink. Boykov
and Kolmogorov [158] extended standard augmenting path techniques to achieve im-
proved empirical performance. This extended method builds two search trees, one
from the source and the other from the sink, to detect augmenting paths. It also reuses
these trees in each iteration to avoid building them from scratch. It was shown in [158]
that this method significantly outperforms standard algorithms in terms of computa-
tional efficiency on typical problem instances in image restoration, stereo and object
segmentation tasks.
For multi-label segmentation, Graph Cuts can be used with alpha-expansion or
alpha-beta swap algorithms [165]. Let α denote one possible label, the main idea of
the alpha-expansion algorithm is to successively segment all α and non-α pixels with
Graph Cuts. The algorithm changes the value of α at each iteration and iterates through
all the possible labels for α until it converges [165]. The alpha-beta swap algorithm
successively uses Graph Cuts to segment all α pixels from pixels with a different label
β , and changes the α − β combination at each iteration. The algorithm will iterate
through all the possible combinations until it converges.
In order to better model long-range connections within the image, a fully con-
nected CRF was proposed in [166] to establish pairwise potentials on all pairs of pixels
in the image. To make the inference of the fully connected CRF efficient, in [127], the
pairwise edge potential was defined by a linear combination of Gaussian kernels.
φ(yi,y j) = µ(yi,y j)k(fi, f j) (2.10)
where µ(yi,y j) is a label compatibility function that introduces a penalty for nearby
similar pixels that are assigned with different labels. Vectors fi and f j are feature
vectors for pixel i and j in arbitrary feature space. k(fi, f j) is defined in terms of the
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image intensity values xi and x j and positions vi and v j:
k(fi, f j) = ω1exp
(
− |vi− v j|
2
2θ 2α
− |xi− x j|
2
2θ 2β
)
+ω2exp
(
− |vi− v j|
2
2θ 2γ
)
(2.11)
where the first and second terms use a bilateral filter and a spatial filter, respectively.
ω1 and ω2 are parameters controlling the weights of these two terms. θα , θβ , θγ are
parameters for these filters. In [127], a mean field approximation method with high
dimensional filtering [167] was proposed to infer this CRF efficiently.
Parameters of CRFs in above works were manually tuned or learned by grid search
with low efficiency. In [162], a maximum margin learning method was proposed to
learn CRFs using Graph Cuts. Other methods including structured output SVM [168],
approximate marginal inference [169] and gradient-based optimization [170] were also
proposed to learn parameters in CRFs. They treat the learning of CRFs as an indepen-
dent step after training classifiers.
The CRF-RNN network [171] formulated dense CRFs as RNNs so that the CNNs
and CRFs can be jointly trained in an end-to-end system for segmentation. However,
the pairwise potentials in [171] are limited to weighted Gaussians and not all the pa-
rameters are trainable due to the permutohedral lattice implementation [167]. In [172],
a Gaussian mean field network was proposed and combined with CNNs where all the
parameters were trainable. More freeform pairwise potentials for a pair of super-pixels
or image patches were proposed in [173, 174], but such CRFs have a low resolution.
In [175] a generic CNN-CRF model was proposed to handle arbitrary potentials for
labeling body parts in depth images, but it has not yet been validated with other seg-
mentation applications.
2.4 Co-segmentation of Multiple Images
In recent years, co-segmentation methods, which combine multiple images that pro-
vide complementary information, have been demonstrated to be able to achieve better
segmentation results than methods working on a single image. For example, in [176],
a general framework was proposed to use both positron emission tomography (PET)
images and CT images simultaneously for tumor segmentation. This method utilizes
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the strength of each imaging modality: the good contrast of PET and the high spa-
tial resolution of CT. In [145], an algorithm for interactive co-segmentation was pro-
posed to extract a foreground object from a group of related images. In [143], a Graph
Cut approach was used to segment heart structures from multiple cardiac MR im-
ages. In [177], a coupled continuous max-flow model was proposed to jointly segment
functional and structural pulmonary MR images. These works demonstrate that co-
segmentation approaches yield better performance than single-image segmentation in
terms of accuracy and robustness.
Considering the deformation of the same target among several different images
in [178], a framework was proposed for integrating segmentation and registration
through active contours that can simultaneously segment and register features from
multiple images. In [179], a general framework was introduced for co-segmentation
and registration of the kidney from contrast enhanced ultrasound images and traditional
ultrasound images. In [180], a level set-based framework was proposed for simulta-
neous registration, segmentation and shape interpolation from misaligned images with
large inter-slice spacing.
2.5 Basics of Deep Convolutional Neural Networks
CNN is a special type of neural networks. It is designed to better utilize spatial in-
formation by taking 2D or 3D images as input with three mechanisms: local receptive
field, shared weights and pooling [181]. An illustration of these mechanisms is shown
in Fig. 2.2. Let A(l)j be the j-th feature map at l-th layer. A convolution layer uses a
learnable kernel k(l)i j to represent a connection between A
(l−1)
i and A
(l)
j .
A(l)j = f
(M(l−1)
∑
i=1
A(l−1)i ∗ k(l)i j +b(l)j
)
(2.12)
where M(l−1) is the number of feature maps in layer l−1 and ∗ is a convolution oper-
ator. b(l)j is a bias parameter and f (·) is a non-linear activation function, e.g., sigmoid,
tanh, rectified linear unit (ReLU) and leaky ReLU.
Fig. 2.3 shows four different non-linear activation functions. The sigmoid non-
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Kernel 3x3, Stride 1 Kernel 2x2, Stride 2 
Input feature map Convolution layer Pooling layer 
Figure 2.2: An illustration of mechanisms of convolutional neural networks: local receptive
field, shared weights and pooling.
(a) Sigmoid (b) Tanh (c) ReLU (d) Leaky ReLU
Figure 2.3: Four different non-linear activation functions.
linearity has the mathematical form σ(x) = 1/(1+e−x). It maps a real-valued number
to a value in the range between 0 and 1. A sigmoid function is monotonic and dif-
ferentiable, with a non-negative first derivative which is bell shaped. A drawback of
the sigmoid neuron is that the neuron’s activation saturates at either tail of 0 or 1,
which makes the gradient at these regions almost zero, i.e., vanishing gradient prob-
lems. In addition, sigmoid outputs are not zero-centered. This can introduce unde-
sirable zig-zagging dynamics in the gradient updates for the weights. The tanh func-
tion squashes a real-valued number to the range (-1,1), with the mathematical form
tanh(x) = 2σ(2x)− 1. This function has a similar shape to that of sigmoid, but its
outputs are zero-centered.
The ReLU function became popular in recent years [182]. It is defined as
f (x) = max(0,x). Despite the simplicity, ReLU has several advantages. It was found
to largely accelerate the convergence of training of deep neural networks compared to
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the sigmoid/tanh functions, due to its linear and non-saturating form. It can be simply
implemented by thresholding an array of activations at zero, without expensive expo-
nential operations. A drawback of ReLU is that it can lead some neurons to “die”
during training, where the neuron becomes stuck in a perpetually inactive state, i.e.,
the “dying ReLU” problem.
Leaky ReLU allows a small, positive gradient when the unit is not active. It is
defined as f (x) = max(x,ax) where a≤ 1 is a parameter. Leaky ReLU is one attempt
to fix the “dying ReLU” problem. Instead of outputting zero when x < 0, it will instead
have a small negative slope a. He et al. [182] made a of each neuron trainable, and
proposed a Parametric Rectified Linear Unit (PReLU) that generalizes the traditional
rectified unit.
For image classification and segmentation tasks, the softmax function is often
used in the final layer of a neural network, so that a “probability” corresponding to
each class or discrete label can be obtained. Softmax is a generalization of the lo-
gistic function that “squashes” a K-dimensional vector z of arbitrary real values to a
K-dimensional vector σ(z) of real values. Each entry of the output is in the range (0,
1), and the sum of all the entries is 1. The function is defined as:
σ(z) j =
ez j
∑Kk=1 ezk
for j = 1,2, ...,K (2.13)
Before the training process, the parameters of a neural network need to be initial-
ized. The initial values of convolution parameters are usually set to random numbers
that are very close to zero with a variance. He et al. [182] concluded that the variance
of ReLU neurons in the network should be 2.0/n, where n is the number of inputs.
The learning of a neural network is a process to minimize an empirical loss func-
tion based on training samples. Let gi be the ground truth for sample i, and the cor-
responding prediction result by a neural network is yi. The loss function for training
is:
L =
1
N
N
∑
i=1
Li(yi,gi) (2.14)
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where N is the number of training samples. Li(yi,gi) represents the loss between yi
and gi. For regression problems, Li is usually defined as a squared difference function
Li(yi,gi) = (yi − gi)2. For classification problems, the logarithmic loss function is
often used. It measures the performance of a classification model which outputs a
probability for each class. In this case, the ground truth is represented as a one-hot
vector gi. Assume the number of classes is K, then it equals to the length of gi. For
k = 1,2, ...,K, gik=1 if k = gi and 0 otherwise. Let pi be the vector of probability
corresponding to each class predicted by the network. The logarithmic loss is defined
as:
Li(gi,pi) =−
K
∑
k=1
giklog(pik) (2.15)
For binary classification problems where K = 2, Eq. (2.15) becomes the cross
entropy loss function. Let pi represent the probability of i being labeled as 1. The
cross entropy loss is:
Li(gi, pi) =−
(
gilog(pi)+(1−gi)log(1− pi)
)
(2.16)
Let ω represent the parameters of the neural network. With the loss function in
Eq. (2.14), the parameters of a deep neural network can be iteratively updated through
gradient-based optimization methods. The most commonly used optimization method
is Stochastic Gradient Descent (SGD). In SGD, the true gradient of L(ω) is approxi-
mated by the gradient at a single training sample. The simplest update of ω has the
form (vanilla SGD):
ωt = ωt−1−η∇Li(ω) (2.17)
where t is the step index and η is the learning rate. As the algorithm sweeps through
the training set, it performs the parameter update for each training sample. The training
set can be traversed for several epochs until the algorithm converges.
Since the gradient at a single sample is a noisy approximation of the true gradient,
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training with vanilla SGD may cause the model parameters to jump around. To alle-
viate this problem, parameters can be updated using “momentum”, which helps better
converge rates on deep neural networks.
vt = βvt−1+η∇Li(ω) (2.18)
ωt = ωt−1− vt (2.19)
where β is a parameter for the momentum. Using momentum corresponds to cal-
culating exponentially weighted averages of the gradients at different iteration steps,
and it provides a better estimate of the true gradient. Therefore, it might work better
than vanilla SGD. In addition, in each step the gradient can be computed against a
small set of training samples, i.e., mini-batch. It usually results in smoother conver-
gence. Several other variants of SGD have also been proposed for better convergence
of training, e.g, using adaptive sub-gradient (AdaGrad) [183], adaptive learning rate
(RMSProp) [184], and adaptive moment estimation (Adam) [185].
Ioffe et al. [186] proposed batch normalization to accelerate deep network training
by explicitly forcing the activations throughout a network to take on a unit Gaussian
distribution. Batch normalization allows the use of higher learning rates and makes the
training less sensitive to initializations.
In order to prevent the network from over-fitting training samples, some regular-
ization methods can be used. L2 regularization penalizes the squared magnitude of
all parameters, whereas L1 regularization penalizes their absolute magnitudes, leading
to the weight vectors becoming sparse during optimization. Max-norm constraint en-
forces an absolute upper bound on the magnitude of the weight vector for neurons and
uses projected gradient descent to enforce the constraint. It has been shown that batch
normalization also acts as a regularization method [186].
Srivastava et al. [187] proposed Dropout as an effective and simple way to prevent
neural networks from over-fitting. The core idea is to randomly drop units along with
their connections from the neural network during training. It can be interpreted as
extracting a random sub-network from the full neural network, and only updating the
parameters of the sub-network. At test time, there is no dropout applied, which can
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be interpreted as evaluating an averaged prediction across the ensemble of all sub-
networks. Dropout was found to improve the performance of neural networks in a wide
variety of applications such as object classification, speech recognition and biological
data analysis [187].
2.6 Segmentation of Fetal MR Images
This thesis deals with the task of placenta segmentation from fetal MR images. How-
ever, only a few works have been reported for this task. For fetal MR image segmen-
tation, most previous works have focused on the fetal brain [188, 189, 190]. Thus, I
give a review of not only placenta segmentation, but also segmentation of the fetus or
other fetal organs and segmentation of objects from motion-corrupted volumes that are
related to the work in this thesis.
There are mainly two categories of methods for segmentation of fetal organs from
fetal MR images. The first one is to segment the target organ directly from a single
motion-corrupted volume. In [188], a shape prior model was used to extract head struc-
tures from 2D fetal MR images, and the results were used to guide a 3D segmentation.
In [190], an automatic way was proposed to segment the fetal brain slice-by-slice by lo-
calizing the brain area first and then using RFs for patch classification. The segmented
results are used to construct a high-resolution volume. In [191], an auto-context CNN
was introduced to extract fetal brains from fetal MR images for entire brain analy-
sis. In [192], median filtering was used as pre-processing to attenuate motion artifacts
between slices, and a method based on RFs and steerable features was proposed to
localize and segment the heart, the lungs and the liver of the fetus. In [193], a graph-
based method was used for whole body segmentation from fetal MR images.
The second category first uses multiple volumes to reconstruct a single high-
resolution volume and then segments the reconstructed image. In [71, 189, 194], a
registration between many 2D slices and a 3D volume was used to reconstruct a high-
resolution volume from multiple motion-corrupted fetal MR images, and after that the
fetal brain was segmented by a probabilistic atlas-based method.
In terms of placenta segmentation, in [63], a random walker algorithm was used
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to interactively segment the placenta from 3D ultrasound. In [195], a 3D multi-scale
CNN was adopted to automatically segment the placenta from motion-corrupted MR
images. However, accurate and robust results are hard to achieve due to the poor quality
of 3D fetal MR images and the large variation of the placenta among pregnant women.
This thesis focuses on developing interactive methods for accurate segmentation of the
placenta from fetal MR images, including 2D slices, 3D volumes and multiple volumes
of the same patient (4D).
Chapter 3
Dynamically Balanced Online
Random Forests for Interactive
Scribble-based Segmentation
3.1 Introduction
The method and results presented in this chapter have been published as a conference
paper in MICCAI 2016 [74].
In this chapter, I propose an Online Random Forest (ORF)-based interactive
method for placenta segmentation from 2D fetal MR slices. The goal is to extract
the placenta from the background, and this is a binary segmentation problem, i.e.,
pixel-wise binary classification problem.
For binary classification problems, let P and N represent the set of positive sam-
ples and negative samples. The whole training set S = P∪N is balanced if the sizes
of P and N are close, i.e., |P| ≈ |N|. When |P| is considerably smaller or larger than
|N|, then S becomes imbalanced. In this chapter, I define the imbalance ratio of S
as γ = |N|/|P|, i.e., the ratio between negative sample number and positive sample
number. For a balanced training set, γ is close to 1.0.
In the context of scribble and learning-based segmentation, the user-provided
scribbles for the foreground and background are used to train a classifier. The pos-
itive samples are pixels in the foreground scribbles, and the negative samples are pix-
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els in the background scribbles. During interactive segmentation, the scribbles for the
foreground and background are usually imbalanced. Fig. 3.1(a) shows an example of
scribbles at the beginning of an interactive segmentation process, where the user draws
more background scribbles than foreground scribbles, and the imbalance ratio γ is 2.0.
Traditional RFs deal with imbalanced training data with the assumption that the im-
balance ratio is fixed during the learning process [196, 197]. However, when the user
draws scribbles gradually, the imbalance ratio between the foreground and background
scribbles can change. For example, γ becomes 0.7 and 1.8 in Fig. 3.1(b) and Fig. 3.1(c)
respectively when the user provides more scribbles. Although ORFs have been used
for interactive binary segmentation in [148, 153], they have limited ability to learn
from imbalanced training data with a changing imbalance ratio. Failing to deal with
this problem could limit the performance of RFs for interactive segmentation.
To overcome this problem, I propose a generic Dynamically Balanced Online
Random Forest (DyBa ORF) to deal with incremental and imbalanced training data
with a changing imbalance ratio.
I validate DyBa ORF with two different applications: learning-based interactive
segmentation of the placenta from fetal MR images and adult lungs from chest ra-
diographs. In these applications, the segmentation tasks are challenging due to low
contrast between the target and the background as well as inhomogeneous appear-
ances. This motivates the use of high-level features combined with DyBa ORF-based
learning rather than a traditional GMM, which is often used to model low dimensional
features and not well suited to online learning. The experiments demonstrate DyBa
ORF outperforms traditional ORFs in these two applications, with its ability to achieve
comparable accuracy and higher efficiency compared with its offline counterpart.
3.2 Method
The workflow of using DyBa ORF for interactive placenta segmentation is shown in
Figure 3.2. In the proposed method, the user draws scribbles to label some pixels to
be the foreground and the background, respectively. These pixels are used as training
data of DyBa ORF. After training, the DyBa ORF predicts the label of the remaining
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(a) Initial scribbles
imbalance ratio              
(b) More foreground scribbles
imbalance ratio
(c) More background scribbles
imbalance ratio  = 2.0   = 0.7   = 1.8
Figure 3.1: An illustration of imbalanced training data with a changing imbalance ratio for
interactive segmentation. Foreground scribbles (red) and background scribbles
(blue) are imbalanced, and the ratio of background scribbles to foreground scrib-
bles changes from (a) to (c) when the user draws scribbles additionally.
input scribbles probability segmentation result 
user 
interactions 
DyBa ORF 
learning CRF 
Figure 3.2: Workflow of using DyBa ORF for interactive placenta segmentation.
pixels and gives a probability of each pixel belonging to the foreground. To get a
more spatially consistent result, a CRF is used to reduce noise in the segmentation
result. The user may give some additional scribbles to refine the initial result. The new
scribbles are added to the existing training set of DyBa ORF, which is dynamically
updated on the fly without learning from scratch. The updated DyBa ORF gives a new
probability prediction, and then the CRF is applied again. These steps are iterated until
the user accepts the segmentation result.
3.2.1 Feature Extraction
For each pixel, features are extracted from a local Region of Interest (ROI) centered
on it. In each ROI, the extracted features include gray level features, texture features
and wavelet features that have shown effective in previous works [198]. The gray
level features are based on mean and standard deviation of intensity in a local patch.
Texture features are acquired by gray level co-occurrence matrix (GLCM) [199]. The
co-occurrence probability is a second-order method for generating texture features. It
64 Chapter 3. Dynamically Balanced ORF for Interactive Segmentation
Table 3.1: Gray level co-occurrence texture statistics.
Maximum probability max{Pi j} for all (i, j)
Uniformity ∑P2i j
Entropy ∑Pi jlogPi j
Dissimilarity ∑Pi j|i− j|
Contrast ∑Pi j(i− j)2
Correlation ∑ (i−µx)( j−µy)Pi jσxσy
Inverse difference ∑ Pi j1+|i− j|
Inverse difference moment ∑ Pi j1+(i− j)2
represents the conditional joint probability of all pairwise combination of gray levels
in a spatial window given an inter-pixel offset (δ ) [200]. The probability measure is
defined as:
Pi j =
Ni j
G
∑
i
G
∑
j
Ni j
(3.1)
where Ni j represents the number of occurrences of quantized gray levels i and j within
the given window with a certain offset δ . G is the total number of quantized gray lev-
els. The sum in the denominator represents the total number of gray level pairs (i, j)
within the window. Statistics based on the co-occurrence probabilities are used to gen-
erate texture features. Commonly used statistics are shift-invariant, such as uniformity,
entropy and contrast. These statistics as listed in Table 3.1.
Wavelet features are based on Discrete Wavelet Transform (DWT) [201]. It cap-
tures both frequency and location information, which is a key advantage over Fourier
transforms. DWT decomposes a signal into a set of mutually orthogonal wavelet ba-
sis functions that are spatially localized. 2D DWT decomposes an image into wavelet
coefficients with horizontal and vertical high/low-pass filters. The outputs give the de-
tail coefficients from the high-pass filter and approximation coefficients from the low-
pass filter [202]. One of the most common basis functions is the Haar wavelet [203].
Fig. 3.3 illustrates examples of 2D Haar wavelet decomposition. For each level of
DWT, there are four bounds: LL, LH, HL and HH, where L stands for low-pass fil-
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(a) Original image (b) One-level Haar wavelet coefficients
(c) Two-level Haar wavelet coefficients
Level1 LH Level1 HH
Level1 HLLevel1 LL
Level2 LL
Level2 LH
Level2 HL
Level2 HH
Level1 HHLevel1 LH
Level1 HLL: low-pass filtering
H: high-pass filtering
Figure 3.3: Examples of Haar wavelet decomposition.
tering and H stands for high-pass filtering. The LL band contains approximation co-
efficients and it corresponds roughly to a down-sampled version of the original image.
The LH, HL and HH bands contain the horizontal, vertical and diagonal detail coeffi-
cients, respectively. Statistical measurements such as mean and standard deviation of
the Haar wavelet coefficients in a local patch are calculated as wavelet features. The
extracted features based on gray level, texture and wavelet are used to train a classifier
for segmentation in the following section.
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3.2.2 Dynamically Balanced Online Random Forests
3.2.2.1 Traditional ORFs and their Limitations
Random Forest is a widely used machine learning method [112] that has shown to be
efficient with competitive performance. A Random Forest is a set of N binary decision
trees with split nodes and leaf nodes. A split node executes a binary split function
to propagate a sample to its left or right child, and a leaf node stores all the training
samples that have been propagated to it. The split function for the j-th split node is:
f jθ (xi) ∈ {0,1} (3.2)
where xi is a training or testing sample for the split node and θ is the parameter of the
split function. xi is sent to the left child if f
j
φ (xi) = 0 or the right child if f
j
φ (xi) = 1.
During the construction of a tree, a node in the tree splits when the number of
samples in that node is higher than a threshold value and a split criterion is satisfied.
θ for each split function is optimized by maximizing the split criterion of the corre-
sponding split node. The split criterion is often based on Information Gain, Gini Index
or Variance Reduction [204]. Assume a split node s has a left child node sl and a right
child node sr, the Information Gain is defined as:
IG(s) = H(s)−
( Nl
Nl +Nr
H(sl)+
Nr
Nl +Nr
H(sr)
)
(3.3)
where Nl and Nr are the number of samples in sl and sr, respectively. H(s) is the
entropy of a node: H(s) = ∑Jj=1−p jlog2 p j where p j is the probability of class j in
node s. Gini Index is defined as:
GI(s) = G(s)−
( Nl
Nl +Nr
G(sl)+
Nr
Nl +Nr
G(sr)
)
(3.4)
where G(s) is the Gini impurity: G(s) = ∑Jj=1 p j(1− p j). Previous studies found that
Information Gain and Gini Index lead to very close performance and it is difficult to
conclude which one of them is better [205]. Variance Reduction is often employed for
regression problems where the target variable is continuous.
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In the testing stage, the distribution of class labels stored in a leaf is used for
prediction. Each test sample xi in a slice X is propagated through all trees in the forest.
For the nth tree, a posterior probability pn(yi|xi,X) is obtained from the leaf that the
test sample falls into, where yi is the label of xi. The final posterior is achieved as the
average across all the N trees.
p(yi|xi,X) = 1N
N
∑
n=1
pn(yi|xi,X) (3.5)
To overcome over-fitting, the training set of each tree is obtained by randomly
resampling (a.k.a. bootstrap aggregating, or Bagging) the original training set for the
forest. In [206], the traditional RFs were extended to Online Random Forests (ORF) to
deal with online learning problems. The ORFs [206] use online Bagging that models
the sequential arrival of data as a Poisson distribution Pois(λ ) with a rate of λ . Each
tree is updated on each new training sample k times where k ∼Pois(λ ) and the expec-
tation of k is λ . To deal with offline learning with imbalanced data, weighting samples
and re-sampling the training set were proposed in [197]. For online learning with im-
balanced data, different values of λ for Poisson distributions were used in [153] for
different classes based on the imbalance ratio. After receiving new training samples
that lead to a new imbalance ratio, this method samples the new data with a rate based
on the new imbalance ratio to grow existing trees, but does not update the set of exist-
ing sampled training data that has been sampled with a rate based on the old imbalance
ratio. Thus, it fails to be truly adaptive to imbalance ratio changes.
3.2.2.2 Dynamically Balanced Online Bagging
For the sake of simplicity, this chapter focuses on a binary classification problem, and
the proposed method can be easily extended to multi-class problems. Suppose at an
initial stage of online learning, the training data for the forests is represented by a tuple
S0(P0, N0) where P0 is a set of positive samples and N0 is a set of negative samples.
The initial imbalance ratio is defined as γ0 = |N0|/|P0|. There are three options to
deal with imbalanced data: weighting samples, up-sampling the minority class, and
down-sampling the majority class [197]. This chapter chooses to down-sample the
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majority class for efficiency. Suppose Pois(λ ) is used to resample the minority class,
then Pois(λp0) and Pois(λn0) are used to resample P0 and N0, respectively:
λp0 =
λ , if γ0 ≥ 1.0λγ0, otherwise ; λn0 =
λ/γ0, if γ0 ≥ 1.0λ , otherwise (3.6)
Thus, each sample in P0 is expected to be sampled λp0 times, and each sample in N0 is
expected to be sampled λn0 times. The sampled training set for a certain tree is denoted
as S∗0(P
∗
0 , N
∗
0 ), where P
∗
0 and N
∗
0 are sampled from P0 and N0, respectively. |P∗0 | has an
expectation of λp0|P0|, and |N∗0 | has an expectation of λn0|N0| = λn0γ0|P0| = λp0|P0|.
Therefore, the sampled training set S∗0 is balanced and it is used to construct the tree.
When a set of new training samples S†(P†, N†) arrive, S† is added into S0. A
merged training set S1(P1, N1) is obtained, where P1 = P0∪P† and N1 = N0∪N†. The
new imbalance ratio is γ1 = |N1|/|P1|. In an offline situation, Pois(λp1) and Pois(λn1)
should be used to sample P1 (obtaining P∗1 ) and N1 (obtaining N
∗
1 ), respectively, where
λp1 and λn1 are defined based on γ1 and λ in the same way as shown in Eq. (3.6).
For online learning, instead of sampling P1 and N1 to get P∗1 and N
∗
1 from scratch, the
proposed method dynamically updates P∗0 and N
∗
0 to obtain P
∗
1 and N
∗
1 . It generates
an Add Set A and a Remove Set R from both S† and S0 based on the imbalance ratio
change in the following way:
For the newly arrived sample set S†, a standard balanced sampling procedure is
applied by using Pois(λp1) and Pois(λn1) to sample P† (obtaining P∗† ) and N† (obtaining
N∗† ), respectively. This results in a sampled subset S
∗
†(P
∗
† , N
∗
† ), and S
∗
† is added to A.
For the old sample set S0, its positive subset P0 and negative subset N0 are dealt
with respectively. The expected sampling rate for P0 should be the same as that for P†,
and the expected sampling rate for N0 should be the same as that for N†. For N0, with
the new Poisson distribution Pois(λn1), each sample in N0 is expected to be sampled λn1
times. The expected difference of sampling rate between before and after N† arrives
is δn = λn1− λn0. If δn > 0, it means after the new data arrive, more negative data
should be sampled from N0 in order to keep the same sampling rate Pois(λn1) as used
for N†. N0 is additionally sampled with Pois(δn) to get an Add Set An that is added
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Figure 3.4: An example of dynamically balanced Bagging. The initial training data set has
more negative samples (N0) than positive samples (P0). P0 and N0 are resampled
with Pois(λp0 = 1) and Pois(λn0 = |P0|/|N0|), respectively. Thus, the sampled
result P∗0 and N
∗
0 are balanced. When new training data (positive P† and negative
N†) arrive, P† and N† are resampled with Pois(λp1 = 1) and Pois(λn1 = |P1|/|N1|),
respectively, where P1 = P0∪P† and N1 = N0∪N†. In the case of δn = λn1−λn0 >
0, to make N0 and N† be sampled with the same parameter (λn1), more samples are
sampled from N0 with Pois(δn), obtaining N∗δ . Thus, the new resampled positive
set P∗1 = P
∗
0 ∪P∗† and negative set N∗1 = N∗0 ∪N∗δ ∪N∗† are balanced.
to A. An example of this situation is shown in Fig. 3.4. If δn < 0, it means after the
new data arrive, fewer positive samples from N∗0 are needed to keep the same sampling
rate Pois(λn1) as used for N†. A random number r ∼Pois(|δn|× |N0|) is generated, and
min(r, |N∗0 |) samples are sampled from N∗0 to obtain a Remove Set Rn that is added to
R.
The same steps are used to deal with S0’s positive subset P0, so that either an Add
Set Ap or a Remove Set Rp is obtained. Thus, the whole Add Set is A = S∗†∪Ap∪An,
and the whole Remove Set is R= Rp∪Rn. To get the updated training sample set S∗1 for
a tree on the fly, R is removed from S∗0 and A is added to it: S
∗
1=(S
∗
0−R)∪A. Thanks to
the way R and A are generated, S∗1 is balanced and adapted to the new imbalance ratio
γ1.
3.2.2.3 Tree Growing and Shrinking
Instead of reconstructing trees from scratch, the Remove Set R and Add Set A are used
to update an existing tree that has been constructed based on S∗0, to make the updated
tree adapted to the imbalance ratio change. Each sample in R and A is propagated from
the root to a leaf. Assume a subset Rl of R and a sub set Al of A fall into one certain
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Figure 3.5: An example of tree update based on an Add set and a Remove set.
leaf l with an existing sample set Sl old , the sample set of l is updated as Sl new =
(Sl old−Rl)∪Al . Then, tree growing or shrinking is implemented on l based on Sl new.
If |Sl new|> 0, a split test is executed for l and its children are created (i.e. growing) if
applicable based on the same split rules as used in the tree constructing stage [112]. If
|Sl new| = 0, l is deleted (i.e. shrinking). Its parent merges the left and right child and
becomes a leaf. The parent of a deleted leaf is tested for growing or shrinking again if
applicable. An example of tree growing and shrinking is shown in Fig. 3.5.
3.2.3 Conditional Random Fields
In the testing stage of ORF, the posterior probability for each pixel is obtained inde-
pendently. This leads the result to be sensitive to noise and lack spatial consistency. To
address this problem and infer the label set for all the pixels in a slice, a CRF is used
for global spatial regularization. The label set Y of a slice is determined by minimizing
the following energy function.
E(Y ) = ∑
i∈X
ψ(yi|xi,X)+λ1 ∑
{i, j}∈N1
φ(yi,y j|X) (3.7)
ψ(yi|xi,X) =− log p(yi|xi,X) (3.8)
φ(yi,y j|X) = Bi, j ·δi, j (3.9)
where λ1 is a coefficient to adjust the weight between two potentials. The unary po-
tential ψ(yi|xi,X) measures the cost for assigning a class label yi to pixel i in a slice X ,
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and probability p comes from the output of ORF. N1 is the set of all unordered pairs
of {i, j} of neighboring pixels in the slice. The pairwise potential φ(yi,y j|X) is defined
as a contrast sensitive Potts model. δi, j equals to 1 if yi 6= y j and 0 otherwise. Bi, j
measures the energy due to the difference in intensity between two neighboring pixels.
This chapter uses a typical definition of Bi, j proposed by Boykov et al. [133]:
Bi, j =
1
dist(i, j)
· exp
(
−(xi− x j)
2
2σ21
)
(3.10)
where xi and x j denote the intensity of pixel i and j respectively. Here intensity values
are used rather than feature values for efficiency. dist(i, j) is the spatial distance be-
tween two neighboring pixels, and σ1 controls the sensitivity of difference between xi
and x j. The energy minimization in Eq. (3.7) is solved by a max-flow algorithm [133].
3.3 Experiments and Results
DyBa ORF was compared with three counterparts: 1) SP ORF: a traditional ORF with
a single Poisson distribution Pois(λ ) for both foreground and background class without
considering the imbalance, 2) MP ORF: a traditional ORF [153] with multiple Poisson
distributions based on Eq. (3.6). It uses two fixed values of λp0 and λn0 for the fore-
ground and background class respectively to address the data imbalance problem, but
does not deal with the change of imbalance ratio, and 3) OffBa RF: an offline counter-
part that uses Poisson distributions based on λp1 and λn1 and learns from scratch when
new data arrive. The parameter settings were: λ = 1.0, λ1 = 5.0, σ1 = 4.8, tree number
50, the maximal tree depth 20, the minimal sample number for split 6. The ROI size
for feature extraction was 9×9. The code was implemented in C++ and made publicly
available1.
3.3.1 Validation of DyBa ORF
In the first part of experiments, DyBa ORF was validated as an online learning algo-
rithm with four of the UCI data sets2 that are widely used in machine learning com-
munity [207, 208]: QSAR biodegradation, Musk (Version 1), Cardiotocography and
1 https://github.com/gift-surg/DyBaORF
2http://archive.ics.uci.edu/ml/datasets.html
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Figure 3.6: Performance of DyBa ORF and counterparts on UCI QSAR biodegradation data
set. Training data were gradually obtained from 50% to 100%.
Wine. The positive class labels for them are “RB”,“1”,“8” and “8”, respectively. Each
of these data sets has an imbalance between the positive and negative class. A Monte
Carlo cross-validation with 100 repetition times was used. In each repetition, 20%
positive samples and 20% negative samples were randomly selected to constitute test
data. The remaining 80% samples were used as training data T in an online manner.
The initial training set S0 contained the first 50% of T and it was gradually enlarged
by the second 50% of T , with 5% of T arriving each time in the same order as they
appeared in T .
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Table 3.2: G-mean of DyBa ORF and counterparts on four UCI data sets after 100% training
data arrived during online learning. The bold font shows values that are not signif-
icantly different from the corresponding results of OffBa RF(p-value of Student’s
t-test>0.05). The G-mean of SP ORF on Wine is zero due to classifying all the
samples into the negative class.
Data Set Biodegradation Musk(version1) Cardiotocography Wine
OffBa RF 83.33±2.50 82.78±4.44 97.06±1.69 76.14±3.34
DyBa ORF 83.57±2.55 83.06±4.08 97.09±1.56 76.50±3.91
MP ORF 81.80±2.90 73.83±6.95 95.52±1.16 74.99±4.39
SP ORF 80.92±2.98 81.65±4.93 87.59±5.41 0.00±0.00
For quantitative evaluations, I measured classification sensitivity, specificity and
the update time of the forest when new data arrive. In addition, I used G-mean, which
is a more suitable evaluation measure for imbalanced data than the overall accuracy
and has been used in previous works [209, 207].
G-mean =
√
sensitivity× specificity (3.11)
Table 3.2 shows the final G-mean on all the four datasets after 100% T arrived.
The performances on the QSAR biodegradation data set are presented in Fig. 3.6,
which shows a decreasing sensitivity and increasing specificity for SP ORF and MP
ORF. In contrast, OffBa RF keeps high sensitivity and G-mean when the imbalance ra-
tio increases. The sensitivity and specificity of DyBa ORF are close to those of OffBa
RF, but DyBa ORF takes much less time to update the forest when new data arrive.
3.3.2 Interactive Segmentation of the Placenta and Adult Lungs
In this experiment, DyBa ORF was applied to two different 2D segmentation tasks:
placenta segmentation from fetal MR images and adult lung segmentation from chest
radiographs. Stacks of MR images from 16 patients in the second trimester were ac-
quired with SSFSE. The images have a slice dimension of 512×448 and a pixel spacing
of 0.7422mm×0.7422mm. A slice in the middle of each placenta was used, with the
ground truth manually delineated by a Radiologist. Lung images and ground truth3
were downloaded from the JSRT Database4. Data from the first 20 normal patients
3http://www.isi.uu.nl/Research/Databases/SCR/
4http://www.jsrt.or.jp/jsrt-db/eng.php
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were used in this study. The image size was 2048×2048, and the pixel spacing was
0.175mm×0.175mm. At the start of segmentation, the user drew an initial set of scrib-
bles to indicate the foreground and background. After using the RFs and CRF to get an
initial segmentation, the user gave more scribbles several times for refinement. During
each round of refinement, RFs were updated based on the new scribbles and used to
predict the probability at each pixel.
The segmentation results were compared with the ground truth for quantitative
evaluations. This section uses the Dice similarity coefficient.
Dice =
2|Rs∩Rg|
|Rs|+ |Rg| (3.12)
where Rs and Rg represent the region segmented by an algorithm and the ground truth,
respectively.
Fig. 3.7 shows examples of interactive segmentation of the placenta based on the
proposed method. In this segmentation task, scribbles are drawn gradually so that the
user can refine an initial segmentation. In Fig. 3.7, the first column shows the initial
scribbles and the corresponding probability map given by different RFs. Note that
at this start stage, the four compared RFs have similar performances. In the second
column, the user gives more scribbles for the background, and the scribbles are highly
imbalanced. It can be observed the SF ORF and MP ORF predict more pixels as
the background compared with OffBa RF, leading to some under-segmentations. In
contrast, the result of DyBa ORF is close to that of OffBa RF, which leads to better
segmentation accuracy. Fig. 3.8 shows examples of adult lung segmentation. It can be
observed that SP ORF and MP ORF achieve lower performance compared with OffBa
RF and DyBa ORF when there is a change of the imbalance ratio of scribbles.
Quantitative evaluations of these two segmentation tasks after the last stage of
interaction are listed in Table 3.3 and Table 3.4, respectively. The measurements for
evaluation are: G-mean and Dice score (DS) of the probability map thresholded by
0.5, DS after using CRF, and the average update time after the arrival of new scribbles.
Table 3.3 and Table 3.4 show that DyBa ORF achieves a higher accuracy than SP ORF
and MP ORF, and a comparable accuracy with OffBa RF, with significantly reduced
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Figure 3.7: Visual comparison of DyBa ORF and counterparts for placenta segmentation from
fetal MR images. The first row shows two stages of interaction, where scribbles
are extended with a changing imbalance ratio. Probability higher than 0.5 is high-
lighted by green color. The last column shows the final segmentation and the
ground truth.
update time (p-value of Student’s t-test<0.05).
76 Chapter 3. Dynamically Balanced ORF for Interactive Segmentation
User-provided 
Foreground 
User-provided 
Background 
Segmentation 
Result 
Ground 
Truth 
DyBa 
ORF 
MP 
ORF 
SP  
ORF 
OffBa 
RF 
Probabiltiy Probabiltiy After Using CRF 
Scribbles 
Figure 3.8: Visual comparison of DyBa ORF and counterparts for adult lung segmentation
from radiographs. The first row shows two stages of interaction, where scrib-
bles are extended with a changing imbalance ratio. Probability higher than 0.5 is
highlighted by green color. The last column shows the final segmentation and the
ground truth.
3.4 Discussion and Conclusion
Experimental results show that SP ORF achieves the worst performance, as it does not
explicitly deal with data imbalance. MP ORF [153] performs better compared with SP
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Table 3.3: G-mean and Dice Score (DS) of DyBa ORF and counterparts for placenta segmen-
tation. G-mean and DS(RF) were measured on probability given by RFs. DS(CRF)
was measured on the result after using CRF. tu is the time for forests update after the
arrival of new scribbles. The bold font shows values that are not significantly differ-
ent from the corresponding results of OffBa RF(p-value of Student’s t-test>0.05).
Method G-mean(%) DS(RF)(%) DS(CRF)(%) Average tu(s)
OffBa RF 84.24±4.02 74.97±7.20 89.32±3.62 1.80±0.92
DyBa ORF 83.09±4.18 75.25±6.88 89.17±3.73 0.42±0.22
MP ORF 78.21±8.12 71.98±9.76 85.14±9.13 0.37±0.18
SP ORF 74.49±6.94 69.40±8.55 79.32±12.07 0.53±0.26
Table 3.4: G-mean and Dice Score (DS) of DyBa ORF and counterparts for adult lung segmen-
tation. G-mean and DS(RF) were measured on probability given by RFs. DS(CRF)
was measured on the result after using CRF. tu is the time for forests update after the
arrival of new scribbles. The bold font shows values that are not significantly differ-
ent from the corresponding results of OffBa RF(p-value of Student’s t-test>0.05).
Method G-mean(%) DS(RF)(%) DS(CRF)(%) Average tu(s)
OffBa RF 90.80±2.30 86.87±3.89 94.25±1.62 7.40±1.17
DyBa ORF 90.08±2.36 86.69±3.56 94.06±1.64 1.52±0.43
MP ORF 85.51±3.82 82.95±4.43 90.53±3.59 1.14±0.30
SP ORF 83.38±5.52 80.93±6.70 87.27±9.18 2.19±0.68
ORF, but it fails to be adaptive to imbalance ratio changes. OffBa RF, which learns
from scratch for each update, and DyBa ORF, which considers the new imbalance
ratio in both existing and new data, are adaptive to imbalance ratio changes. Com-
pared with OffBa RF, DyBa ORF achieves similar accuracy with reduced update time,
which shows that DyBa ORF is more suitable for interactive image segmentation. In
addition, the results indicate that the SP ORF and MP ORF need some additional user
interactions to achieve the same accuracy as obtained by DyBa ORF. This indirectly
demonstrates that the proposed model is helpful in reducing user interactions and sav-
ing interaction time.
In this chapter, the data imbalance problem is addressed by down-sampling the
majority class. In Section 3.2.2.2, the dynamically balanced online Bagging can also
be implemented through up-sampling the minority class or weighting different sam-
ples. However, up-sampling the minority class leads to more samples and therefore
longer time to train and update the trees in the forest compared with down-sampling
the majority class. This is less efficient for interactive image segmentation. Weighting
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different samples has less randomness compared with the above two alternative meth-
ods. In addition, it leads to a weighted version of Information Gain or Gini Index.
When the imbalance ratio changes, the weights for different samples and therefore the
Information Gain or Gini Index at all the split nodes need to be re-computed in order
to be adapted to the new imbalance ratio, which results in a reconstruction of the trees.
Thus, this is also not as efficient as down-sampling the majority class.
In conclusion, this chapter presents a Dynamically Balanced Online Random For-
est to deal with incremental and imbalanced training data with a changing imbalance
ratio, which occurs in the scribble-and-learning-based image segmentation. The pro-
posed method is adaptive to imbalance ratio changes by combining a dynamically bal-
anced online Bagging and a tree growing and shrinking strategy to update the Random
Forests. Experimental results show that it achieved a higher accuracy than traditional
ORFs, with a higher efficiency than its offline counterpart. Thus, it is more suitable
for interactive image segmentation. It can also to be applied to other online learning
problems with imbalanced data and a changing imbalance ratio.
Chapter 4
Slic-Seg: Minimally Interactive
Segmentation of the Placenta from
Sparse and Motion-corrupted
Volumetric Images
4.1 Introduction
This chapter relies mostly on materials from my MedIA paper [76], which is extended
from a MICCAI paper [75] and a workshop paper [210].
In this chapter, I extend the interactive 2D segmentation method proposed in
Chapter 3 to deal with volumetric fetal MR images. I first deal with segmentation
from a single volume (3D), and then combine multiple volumes of the same patient
(4D) for segmentation.
For single volume segmentation, considering the large inter-slice spacing (i.e.,
sparse acquisition) and motion between neighboring slices, it is difficult to take ad-
vantage of 3D contextual information for segmentation. Therefore, the sparse and
motion-corrupted volume is treated as a stack of 2D slices. I propose a slice-by-slice
learning-based semi-automatic approach named Slic-Seg that combines high-level fea-
tures, ORFs and CRFs. It is different from traditional interactive 3D segmentation
methods in the following ways: 1) It aims to make better use of user inputs to improve
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segmentation accuracy and reduce the number of user interactions. User interactions
are only required in a single start slice. The remaining slices in the same volume
are segmented sequentially and automatically, without additional user interactions. 2)
ORF is employed for efficient learning based on high-level features, allowing the train-
ing set to be expanded on the fly, so that the learning can be adapted to the appearance
change in different slices. As a result, the method can achieve high performance with
a minimal number of user inputs.
The motivation for multi-volume segmentation is that fetal MR images are usu-
ally acquired from multiple views that provide complementary resolution. The high
intra-slice resolution and low inter-slice resolution make it difficult to get a good seg-
mentation result from a single 3D volume. Thus, combining multiple volumes of the
same patient can take advantage of more image contextual information that has a poten-
tial to provide better segmentation results. In this chapter, I propose a co-segmentation
framework with a probability-based 4D Graph Cuts to utilize the complementary res-
olution of multiple volumes acquired from different views of the same patient.
4.2 Method
The workflow of the proposed method (Slic-Seg) for single volume segmentation is
depicted in Fig. 4.1, and the co-segmentation framework for multiple volumes are
shown in Fig. 4.2. For single volume segmentation, the user selects a start slice and
draws a few scribbles in that slice to indicate the foreground and the background,
respectively. An ORF is used to efficiently learn from these scribbles and predict the
probability of each unlabeled pixel belonging to the foreground or the background.
That probability is incorporated into a 2D CRF to get the segmentation result of the
start slice, based on which new training data are automatically obtained and added to
the training set of the ORF on the fly. As shown in Fig. 4.1, to get the segmentation
result for a volumetric placenta image, the remaining slices are segmented sequentially
and automatically without additional user interactions.
For co-segmentation of multiple volumes of the same patient (Fig. 4.2), each vol-
ume is first segmented independently by the single volume Slic-Seg. Then these vol-
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Figure 4.1: The workflow of single volume segmentation by Slic-Seg. User interactions are
only required in the start slice. The remaining slices in the same volume are seg-
mented sequentially and automatically with Online Random Forests.
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Figure 4.2: Co-segmentation of multiple volumes.
umes are co-segmented by a 4D Graph Cuts framework that takes advantage of the
complementary resolution of different volumes and enforces a consistency between
them. The 4D Graph Cuts leads to refined segmentation results of all the volumes.
4.2.1 Segmentation of a Single Volume
As a pre-processing step, slices in a stack are rigidly aligned to correct gross motion
between them. The 2D rigid alignment is implemented by using ITK1 [211] with nor-
malized correlation metric and a gradient decent optimizer. Then, histogram matching
is implemented to address the different contrast between slices. The features for each
pixel are the same as those used in Chapter 3 (Section 3.2.1). The segmentation of a
single volume consists of two stages: 1) interactive segmentation of the start slice, and
2) automatic propagation to the remaining slices.
1https://itk.org
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4.2.1.1 Interactive Segmentation of the Start Slice
The start slice is selected from the middle part of the placenta in the volume, which is
easy and convenient for the user to locate. Segmentation of the start slice follows the
2D slice segmentation method presented in the previous chapter (Fig. 3.2). The start
slice is segmented through an ORF that learns from scribbles provided by the user. The
raw output of the ORF is postprocessed with a 2D CRF for spatial regularization. The
user may give additional scribbles to get a good segmentation of the start slice.
4.2.1.2 Automatic Segmentation Propagation
After the segmentation of the start slice, the constructed ORF and the segmentation re-
sult of the start slice are used to guide an automatic propagation-based segmentation of
the remaining slices. Considering the potential inhomogeneous appearance in different
slices, as shown in Fig. 1.7, the ORF learned from the start slice may not work well on
a slice far from it. Thus, updating the ORF using training data from more slices can
help the ORF be more robust when dealing with slices with different appearances.
During the propagation, after one slice Si is segmented, new training data are
generated based on the segmentation result of Si. Though the segmentation of Si may
not be very accurate, the central region of the segmented result has a high confidence to
be the foreground, and pixels outside the segmentation with a distance to the segmented
boundary have a high confidence to be the background. Therefore, these pixels can be
used as new training data for the ORF. Morphological erosion operators are employed
to get the skeleton of the segmentation result of Si, and the skeleton is used as new
positive training data. The background is also eroded by a morphological operator
with a given radius (i.e. 10 pixels), and the erosion result is used as new negative
training data.
As shown in Fig. 4.1, the new training data obtained from Si are added to the
existing training set of the ORF on the fly. The ORF is updated and used to test the
next slice Si+1. This results in a probability map, which is combined with a 2D CRF
to get the label of Si+1. In practice, the segmentation is propagated from the start
slice to two ends of the placenta in two directions. A CRF is used in every slice
of the volumetric image. The propagation towards either direction stops when the
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segmentation result of a new slice does not include the foreground label. After the
propagation, the segmentation of all the slices are stacked to construct the volumetric
segmentation result.
4.2.1.3 Variants of Single Volume Slic-Seg
In order to analyze how each component of the above described method affects the
segmentation, three of its variants are considered for comparison:
Offline Slic-Seg: this variant only leverages user-provides scribbles in the start
slice as training data for an offline RF. The offline RF is not updated when the segmen-
tation of a new slice is obtained during the propagation. It uses the same high-level
features and CRF as used by the proposed Slic-Seg.
Slic-Seg using low-level features: this variant is the same as the proposed Slic-
Seg except that it employs only intensity-based features rather than high dimensional
features including GLCM and Haar wavelet.
Slic-Seg without CRF: this method uses the same high-level features and ORF
as used by the proposed Slic-Seg, but omits the CRF. To get the binary segmentation
label, the output of the ORF is thresholded (threshold probability is 0.5) and then the
largest connected component is selected to reduce noises in the prediction of ORF.
Then, morphological opening and closing operations based on a square kernel of size
3×3 are used to get a smoothed result.
4.2.2 Co-segmentation of Multiple Volumes
Since the single volume Slic-Seg implements spatial regularization by using the CRF
in each 2D slice, the consistency between neighboring slices is not explicitly modeled.
In addition, it deals with each volumetric image independently, and the large inter-
slice spacing may corrupt segmentation results during the propagation. To address
these problems, I propose to refine the segmentation results of single volume Slic-
Seg. The refinement step co-segments volumes acquired from different views of the
same patient by taking advantage of their complementary resolution in a probability-
based 4D Graph Cuts framework, as shown in Fig. 4.2. The framework is general for
multiple volumes. In the experiments, this chapter uses the volumes from axial and
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sagittal views of the same patient.
4.2.2.1 Preprocessing of Multiple Volumes
Before the co-segmentation, an intra-volume 2D rigid registration is used to align the
slices within each volume to alleviate the motion between slices. The rigid registration
uses the same method as in Section 4.2.1. Then, an inter-volume 3D registration is
used to compensate the motion and deformation between different volumes. The fast
Free-Form Deformation (FFD) algorithm [212, 213] is used to register the sagittal view
volume to the axial view volume of the same patient. The registration was performed
at 3 levels with final grid spacing 6mm×6mm×12mm. The mis-alignment of the pla-
centa between different volumes may not be perfectly addressed due to the complex
motion and deformation. Thus, it is more reasonable to not impose the use of a single
underlying segmentation (i.e. hard constraint) for all volumes, but rather penalize dis-
crepancies between the segmentation of different volumes after registration (i.e. soft
constraint).
4.2.2.2 4D Graph Cuts for Co-segmentation
In Chapter 3, X and Y were used to represent a 2D slice and its label, respectively. In
the remaining sections of this chapter, X and Y are used to represent a 3D volume and
its 3D labeling result, respectively. Suppose K motion-corrupted volumetric images
X (1), X (2), ... X (K) of the same patient that are sparsely acquired from different views
(with large inter-slice spacing), the user provides scribbles in a start slice for each
volume respectively. These volumes are initially segmented by the single volume Slic-
Seg independently. The outputs of Slic-Seg for these volumes are P(1), Y ′(1), P(2), Y ′(2),
..., P(K), Y ′(K) respectively, where P(k) denotes the output probability image for volume
k, and Y ′(k) is the corresponding segmentation that will be refined in the following step.
To refine these initial segmentation results and get the final labels Y (1), Y (2), ...,
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Figure 4.3: Three different kinds of neighboring pixels used in Eq. (4.1). {a, b}, {a, c}, {a, d},
{a, e} are intra-slice neighboring pixels (N1). {d, f} are inter-slice neighboring
pixels (N2). {a, g} are inter-volume neighboring pixels (N3).
Y (K), Eq. (3.7) is extended by incorporating inter-slice and inter-volume consistency:
E(Y (1), ...,Y (K)) =
K
∑
k=1
∑
i∈X (k)
ψ(yi|xi,X (k))+λ1 ∑
{i, j}∈N1
Bi, j ·δi, j
+λ2 ∑
{i, j}∈N2
B′i, j ·δi, j +λ3 ∑
{i, j}∈N3
B′′i, j ·δi, j (4.1)
where ψ is defined in a similar way as shown in Eq. (3.8), and it denotes the unary
potential based on the prediction of the ORF. Bi, j, B′i, j and B′′i, j are the intra-slice, inter-
slice and inter-volume pairwise energy terms, respectively. λ1, λ2 and λ3 are coeffi-
cients to adjust the weights of these pairwise energy terms. N1 is the set of pixel pairs
within a 2D slice. N2 andN3 are the set of all unordered pairs {i, j} of corresponding
pixels from two neighboring slices and two volumetric images, respectively.
The three different types of neighboring pixels are depicted in Fig. 4.3, where {a,
b}, {a, c}, {a, d} and {a, e} show intra-slice neighboring pixels that belong toN1. {d,
f} shows inter-slice neighboring pixels in a single volume that belong to N2. {a, g}
shows inter-volume neighboring pixels that belong toN3. To get the inter-image pixel
pairs from two volumes X (1) and X (2), for one pixel i in a volume X (k1) (k1 = 1, 2),
its nearest pixel j in X (1) and X (2) is found, and {i, j} is added to N3 if j ∈ X (k2)
(k2 = 1, 2) and k1 6= k2.
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Bi, j measures the energy due to the intensity difference between two intra-slice
neighboring pixels. It is the same function as defined in Eq. (3.10). Here intensity
values are used rather than feature values for efficiency. This chapter uses a typical
definition of Bi, j proposed by Boykov et al. [133].
Bi, j =
1
dist(i, j)
· exp
(
−(xi− x j)
2
2σ21
)
(4.2)
where σ1 controls the sensitivity of difference between xi and x j. Due to the inhomo-
geneous appearance between different slices and between different images, it is less
reasonable to define the inter-slice term and inter-image term based on the intensity
difference of a pixel pair as in Eq. (4.2). Instead, this chapter uses the difference of
foreground probability between a pixel pair to define these two terms. The foreground
probability for each pixel is obtained by the ORF prediction in the first phase, i.e., sin-
gle volume Slic-Seg. The idea is to penalize an inter-slice or inter-image pair of pixels
being labeled as the same class when they have a large difference in the probability of
being the foreground.
B′i, j =
1
dist(i, j)
· exp
−(p(k)i − p(k)j )2
2σ22
 (4.3)
where p(k)i = p(yi = 1|xi,X (k)), and {i, j} ∈N2.
B′′i, j = exp
−(p(k1)i − p(k2)j )2
2σ23
 (4.4)
where i ∈ X (k1), j ∈ X (k2), and {i, j} ∈N3. σ2 and σ3 control the sensitivity of prob-
ability difference. The last term in Eq. (4.1) deals with corresponding pixels from
different volumes. It is related to the fourth dimension in the 4D Graph Cuts frame-
work and has a different meaning from the first three spatial dimensions. Therefore,
the distance between such corresponding pixels is not used to weight the energy in
Eq. (4.4). Instead, the weight is set to a constant value and it has been incorporated
into λ3. The energy minimization problem in Eq. (4.1) is solved by the max-flow al-
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gorithm [133], after which the final segmentation results of X (1), X (2), ..., X (K) are
obtained simultaneously.
4.3 Experiments and Results
4.3.1 Data and Evaluation Methods
Scans of 16 fetuses in the second trimester in two different views were collected using
single shot fast spin echo (SSFSE): 1) axial view with slice dimension 512×448, voxel
spacing 0.7422mm×0.7422mm, slice thickness 3mm, and 2) sagittal view with slice
dimension 256×256, voxel spacing 1.484mm×1.484mm, slice thickness 4mm. The
slice number ranges from 50 to 70 among different volumes. For single volume Slic-
Seg, a start slice in the middle region of the placenta was selected, and scribbles were
provided in the start slice. The algorithm was implemented in C++ with a MATLAB
Graphical User Interface (GUI)2. Feature extraction was implemented with Compute
Unified Device Architecture (CUDA)3 for a faster speed. The experiments were per-
formed on a Mac laptop (OS X 10.9.5) with 16G RAM and an Intel Core i7 CPU
running at 2.5GHz and an NVIDIA GeForce GT 750M GPU. For the ORF, λ was set
to 1.0. Tree number was 20 and the maximal tree depth was 10. The minimal sample
number for split was 6. The ROI size for feature extraction was 9×9. Parameter setting
for 4D Graph Cuts was: K=2, λ1=40, λ2=10, λ3=3, σ1=2.5, σ2=0.005, σ3=0.08. The
effect of parameter change on the segmentation performance is presented in Fig. 4.4.
It shows that the performance is relatively stable when λ1 ∈ [10,100], λ2 ∈ [1,30] and
λ3 ∈ [0.1,10].
Slic-Seg was compared with two other slice-by-slice propagation implementa-
tions: an intensity distribution-based Graph Cuts [133] (ID-GC Propagation) and a
Geodesic Framework4 [134] (Geo-Propagation). For ID-GC, the parameter λ men-
tioned in [133] was set to 10. For Geodesic Framework, there was no parameter tuned
by the user. During the propagation, these methods implemented the same morpho-
logical operations as in Section 4.2.1.2 on the segmentation of a new slice to generate
2 Online available: https://github.com/gift-surg/SlicSeg
3http://www.nvidia.co.uk/object/cuda-parallel-computing-uk.html
4Implementation from: http://www.robots.ox.ac.uk/˜vgg/software/iseg/
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Figure 4.4: The effect of parameter change of Slic-Seg on the segmentation performance. The
ranges of λ1, λ2, λ3, σ2 and σ3 are denoted by logarithms. The dashed lines
indicate the parameter setting in the experiments.
hard constraints for the next slice automatically. Comparisons are also made between
Slic-Seg and its three variants: offline Slic-Seg, Slic-Seg using low-level features and
Slic-Seg without CRF. All these methods used the same user-provided scribbles in the
start slice.
The segmentation results were compared with the ground truth that were manual
segmentations given by an experienced Radiologist. For quantitative evaluations, the
Dice similarity coefficient defined in Eq. (3.12) and the Average Symmetric Surface
Distance (ASSD) were used.
ASSD =
1
|Ss|+ |Sg|
(
∑
i∈Ss
d(i,Sg)+ ∑
i∈Sg
d(i,Ss)
)
(4.5)
where Ss and Sg represent the set of surface points of the placenta segmented by an
algorithm and the ground truth, respectively. d(i,Sg) is the shortest Euclidean distance
between the point i and the surface Sg.
To evaluate the intra- and inter-user variability, eight users were asked to perform
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the segmentation task independently. Each user provided the scribbles for segmenta-
tion twice. The agreement between different segmentation results was measured by
Fleiss’ kappa coefficient [214]:
κ =
P¯a− P¯e
1− P¯e (4.6)
where P¯a is the relative observed agreement, and P¯e is the hypothetical probability of
chance agreement. P¯a and P¯e are averaged results across all the pixels.
4.3.2 Interactive Segmentation in the Start Slice
Fig. 4.5 shows an example of interactive segmentation in the start slice with scribbles
drawn at different positions. It can be observed that with the given scribbles, Slic-Seg
achieves the best segmentation accuracy. In addition, Slic-Seg is less sensitive to the
position of scribbles than the other methods. Fig. 4.6 shows the effects of different
scribble lengths. The first column shows an initial set of scribbles. It can be observed
that with the given scribbles, Slic-Seg obtains a result that is close to the ground truth,
which outperforms the other alternatives. In the second column, scribbles are extended
from those in the first column. The other methods have an improved performance with
the extended scribbles, but they still have some mis-segmentations, which require more
user interactions to be corrected. This illustrates that Slic-Seg requires fewer scribbles
to get good segmentation in the start slice than the other methods.
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Figure 4.5: Segmentation of the placenta by different methods in the start slice with scribbles
drawn at different positions. Note the better segmentation of Slic-Seg compared
with the other methods.
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Figure 4.6: Segmentation of the placenta by different methods in the start slice with different
scribble lengths.
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Figure 4.8: Quantitative evaluation of slice-by-slice propagation for placenta segmentation
from one volume. The scribbles were only provided in the start slice that is de-
noted by slice index 0. The evaluation was based on the segmentation results given
by eight users.
4.3.3 Automatic Propagation in the Remaining Slices
Fig. 4.7 shows an example of the propagation of different methods with the same user
inputs (scribble length: 495 mm) in the start slice S0. Si represents the ith slice follow-
ing the start slice. In Fig. 4.7, though a good segmentation is obtained in the start slice
due to an extensive set of scribbles, the errors of offline Slic-Seg, Geo-Propagation and
ID-GC Propagation become increasingly large during the propagation. For Slic-Seg
with low-level features, in a slice that is close to the start slice (e.g. i≤ 6), it can obtain
good results. When a new slice is further away from the start slice (e.g. i≥ 12), it fails
to track the placenta with high accuracy. For Slic-Seg without CRF, the performance
fluctuates during the propagation. In contrast, Slic-Seg has a more stable and higher
performance during the propagation.
Fig. 4.8 shows the Dice coefficient and ASSD for each slice in one volumetric
image which was segmented by all the eight users. For each slice, error bars are used
to show the first quartile, median and the third quartile of the Dice coefficient and
ASSD. Fig. 4.8 shows that Slic-Seg and its variants have a better performance in the
start slice and during the propagation than Geo-Propagation and ID-GC Propagation.
Offline Slic-Seg and Slic-Seg with low-level features have a decreased accuracy in
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Figure 4.9: The change of Dice (left) and ASSD (right) with increasing length of scribbles that
were provided in the start slice. The performance was evaluated for the segmenta-
tion of one volume with scribbles given by eight users.
remote slices. The fluctuating performance of Slic-Seg without CRF is also obvious in
Fig. 4.8. The comparison shows that Slic-Seg outperforms the other methods during
the propagation. In addition, the lower dispersion of Slic-Seg indicates its reduced
variability between users compared with the other counterparts.
4.3.4 Interactivity and User Variability
Fig. 4.9 shows the effects of scribble length on the accuracy for segmentation of the
total volume. During the user’s drawing scribbles, the order of points on the scrib-
bles for the foreground and the background was recorded, and these recorded scribbles
were used sequentially and incrementally for segmentation, with the length changing
from 50mm to 550 mm. It can be seen in Fig. 4.9 that Slic-Seg achieves a higher accu-
racy than the others, with its Dice and ASSD plateauing when the length of scribbles
was extended to around 200-300mm. Fig. 4.9 also shows the use of ORF, high-level
features and CRF improves the segmentation accuracy.
Since the number of slices containing the placenta varies among different vol-
umes, the runtime of propagation-based segmentation is measured in terms of the
average runtime for propagation per slice, which is defined as the ratio of the total
propagation time for the volume to the number of slices containing the placenta in
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Table 4.1: Average runtime per slice (in seconds) for the propagation using different meth-
ods. The feature extractions for Slic-Seg and its variants are GPU-based, and the
propagations of all the methods are CPU-based.
Slic-Seg
Offline
Slic-Seg
Slic-Seg with
low-level
features
Slic-Seg
without
CRF
ID-GC
Propagation
Geo-
Propagation
1.05±0.13 0.84±0.06 0.55±0.10 0.93±0.08 0.12±0.04 0.61±0.07
Table 4.2: Intra- and inter-operator variability of Slic-Seg for segmentation of volumetric im-
ages. κ is the Fleiss’s kappa coefficient defined in Eq. 4.6.
User Dice ASSD(mm) κ
1 0.81±0.02 2.73±0.62 0.931
2 0.82±0.03 2.57±0.60 0.936
3 0.81±0.03 2.75±0.61 0.949
4 0.80±0.03 2.81±0.73 0.941
5 0.82±0.02 2.58±0.61 0.948
6 0.82±0.02 2.63±0.61 0.945
7 0.82±0.02 2.61±0.74 0.941
8 0.81±0.03 2.76±0.67 0.936
All 0.82±0.02 2.67±0.63 0.932
that volume. The time consumption by the compared algorithms is listed in Table 4.1.
Note that the feature extractions for Slic-Seg and its variants are implemented on a
GPU, and the propagations of all the methods are implemented on a CPU. Table 4.1
shows ID-GC Propagation has the shortest runtime, and Slic-Seg has a longer runtime
that is 1.05±0.13s per slice but still acceptable for interactive segmentation.
The mean value and standard deviation of Dice and ASSD, as well as the intra-
and inter-user Fleiss’ kappa coefficient are presented in Table 4.2, which shows a low
intra- and inter-user variability of Slic-Seg. The quantitative measurement across all
the users is 0.82± 0.02 in terms of Dice, and 2.67± 0.63mm in terms of ASSD. In
addition, the intra-user κ ranges from 0.931 to 0.949, and the inter-user κ is 0.932,
which indicates the proposed interactive segmentation method has high intra- and inter-
user agreement with low variability.
4.3.5 Co-segmentation of Volumes in Multiple Views
After the two volumetric images acquired in axial and sagittal views of the same patient
are segmented by single volume Slic-Seg respectively, the initial segmentation results
are refined by a co-segmentation step with the proposed 4D probability-based (4D PR)
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Table 4.3: Quantitative comparison of different interactive segmentation methods for single
volume segmentation. The axial view images have a high axial-view resolution
and a low sagittal-view resolution. The sagittal view images have a low axial-view
resolution and a high sagittal-view resolution. The best value in each row is shown
in bold font.
ITK-SNAP GeoS 3D ID-GC Grow Cut Slic-Seg
Axial
Dice 0.79±0.03 0.81±0.03 0.79±0.02 0.80± 0.03 0.82±0.02
ASSD (mm) 2.94±0.72 2.68±0.67 3.19±0.61 2.78± 0.66 2.35±0.47
Time (m) 1.98±0.25 2.78±0.82 3.13±0.50 2.84± 0.39 1.36±0.29
Sagittal
Dice 0.81±0.02 0.79±0.03 0.79±0.02 0.78± 0.03 0.81±0.03
ASSD (mm) 2.73±0.48 3.40±0.76 3.57±0.96 2.99± 0.85 2.84±0.54
Time (m) 1.78±0.27 1.70±0.65 1.63±0.18 2.01± 0.19 0.80±0.23
Graph Cuts. The proposed refinement method is compared with three variants: 3D
probability-based refinement (3D PR) using Graph Cuts, 3D intensity-based refine-
ment (3D IR) and 4D intensity-based refinement (4D IR) using Graph Cuts. The 3D
methods only consider a single volume for refinement, and the intensity-based meth-
ods define the inter-slice and inter-image binary terms based on pixel intensity rather
than the probability obtained by the ORF.
Fig. 4.10 shows an example of the initial segmentation by Slic-Seg and the refined
results by 3D/4D IR/PR respectively. Image X (1) and X (2) are acquired in axial and
sagittal views of the same patient, respectively. X (1) has a high resolution in axial view
with a low resolution in sagittal view. X (2) has a low resolution in axial view with a
high resolution in sagittal view. The first row shows the initial segmentations of X (1)
and X (2). They have some errors compared with the ground truth. The following rows
show the refined segmentation results by the four different refinement methods. The
dark orange arrows in each row indicate differences between the initial segmentation
and the refined results. For the intensity-based methods, although some errors in the
initial segmentation are corrected (the dark orange arrows in the last column), addi-
tional mis-segmentations are introduced (highlighted by the cyan arrows). Thus, these
two methods fail to improve segmentation accuracy. In contrast, the probability-based
methods improve the segmentation without causing extra errors. The last two rows
show 4D PR outperforms 3D PR in the refinement stage.
For quantitative evaluations, the proposed Slic-Seg with slice-propagation is com-
pared with four other popular interactive methods for single volume segmentation:
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Axial View of X(1) Sagittal View of X(1) Axial View of X(2) Sagittal View of X(2) 
Slic-Seg 
Slic-Seg 
+ 3D IR 
Slic-Seg  
+ 4D IR 
Slic-Seg 
+ 3D PR 
Slic-Seg 
+ 4D PR 
Segmentation Result Ground Truth Difference between Methods 
Mis-segmentation Introduced by Intensity-based Refinement 
Figure 4.10: Visual comparison of initial segmentation by single volume Slic-Seg and refine-
ment by 3D/4D Graph Cuts using intensity/probability respectively. X (1) and X (2)
are acquired in two views of the same patient with complementary resolution. IR
and PR refer to intensity- and probability-based refinements, respectively.
ITK-SNAP [138], GeoS [140], 3D ID-GC [133] and GrowCut [215]. For these four
methods that are not designed to accept scribbles only in a start slice, scribbles are pro-
vided in multiple slices, and after the initial segmentation the user can provide more
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Table 4.4: Quantitative comparison of refinement methods based on co-segmentation. The ax-
ial view images have a high axial-view resolution and a low sagittal-view resolution.
The sagittal view images have a low axial-view resolution and a high sagittal-view
resolution. The best value in each row is shown in bold font.
Slic-Seg 3D IR 4D IR 3D PR 4D PR
Axial
Dice 0.82±0.02 0.80±0.03 0.81±0.02 0.87± 0.03 0.89±0.02
ASSD (mm) 2.35±0.47 3.28±0.62 3.00±0.46 2.16± 0.26 1.89±0.39
Time (m) 1.36±0.29 1.83±0.36 2.03±0.40 1.79± 0.38 1.96±0.43
Sagittal
Dice 0.81±0.03 0.80±0.04 0.81±0.03 0.86± 0.02 0.88±0.02
ASSD (mm) 2.84±0.54 3.29±0.72 2.95±0.58 2.41± 0.45 1.99±0.38
Time (m) 0.80±0.23 1.08±0.25 1.47±0.28 1.14± 0.26 1.40±0.30
scribbles and execute the algorithm again to correct the result. The results after several
rounds of correction when the user accepts are used for evaluation.
Quantitative evaluations of these different interactive methods are shown in Ta-
ble 4.3, and a comparison between variants of the co-segmentation method is shown in
Table 4.4. Table 4.3 and Table 4.4 list the evaluation results of images acquired in both
axial and sagittal views. Table 4.3 shows that Slic-Seg requires less time for segmen-
tation than the other methods. For images acquired in axial view, Slic-Seg achieves
the best accuracy. For images acquired in sagittal view, Slic-Seg is better than the oth-
ers except ITK-SNAP. However, Slic-Seg is not significantly lower than ITK-SNAP
(p-value of Student’s t-test>0.05), and it only requires scribbles in a start slice while
ITK-SNAP needs user interactions in multiple slices.
The refined results of Slic-Seg by co-segmentation using 4D PR (Table 4.4) are
better than that of ITK-SNAP (Tabel 4.3). Table 4.4 shows Slic-Seg with 4D PR has
a better performance than the other counterparts of co-segmentation. In terms of the
refinement, 3D IR and 4D IR achieves lower Dice values and higher ASSD values
compared with the initial segmentation obtained by single volume Slic-Seg, which
indicates that they fail to improve the segmentation accuracy. In contrast, accuracy of
the probability-based refinement methods is higher than that of single volume Slic-Seg,
and 4D PR performs better than 3D PR. The p-value between them is 6.9×10−11 in
terms of Dice and 1.1×10−10 in terms of ASSD.
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4.4 Discussion and Conclusion
For the interactive segmentation with propagation for single volume segmentation, the
experiments show that Slic-Seg achieves higher accuracy than Geodesic Framework
and Graph Cuts when scribbles are given only in a start slice. The latter two methods
rely on low-level gradient or intensity information to model the placenta and the back-
ground, which may not be accurate enough in fetal MR images with poor 3D quality.
Slic-Seg uses high-level features of multiple aspects including intensity, texture and
wavelet coefficients. This provides a better description of differences between the pla-
centa and the background, which outperforms Slic-Seg with low-level features. In
addition, online training of the ORF overcomes the potential appearance change when
the slice-by-slice segmentation propagates to a remote slice, and the employment of
CRF leads to a spatially regularized result of the ORF prediction. These factors al-
low Slic-Seg to have a good performance during the propagation. Although the use of
high-level features increases the computational time, the average runtime of Slic-Seg
for one slice is 1.05s, which is acceptable for interactive segmentation. In addition,
it is possible to pre-compute the features so that runtime can be reduced during the
propagation.
The experiments show that with the increase of scribble length, better segmen-
tation results are achieved by all the compared methods. However, Slic-Seg requires
fewer user interactions to reach the plateau accuracy. This results in the minimization
of user interactions, considering it only needs user-provided scribbles in the start slice.
Besides, Table 4.2 shows high intra- and inter-operator agreements, which indicates a
low variability within and between users.
There are three reasons to refine the segmentation results of single volume Slic-
Seg for placenta segmentation from fetal MR images. First, the large inter-slice spacing
and inhomogeneous appearance between slices make accurate segmentation hard to
achieve from a single volumetric image. Second, single volume Slic-Seg applies CRFs
only in 2D slices, without taking into account the inter-slice connectivity, which may
lead to jagged surfaces in 3D space. In addition, post-segmentation refinement can be
helpful considering errors in the automatic propagation. The skeleton of the foreground
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and eroded background in a segmented slice are used to guide the segmentation of the
following slice, which makes the error in a slice less likely to be propagated to its
following slice. As is shown in Fig. 4.8, the propagation of Slic-Seg is robust in most
slices, and the accumulated error becomes large only in terminal slices due to a large
change of the shape of the placenta between two sequential slices. It has been shown
that the proposed automatic refinement leveraging multiple volumes with 4D Graph
Cuts can reduce errors related to the initial propagation.
The proposed refinement method combines the complementary resolution of im-
ages acquired in different views, and reduces the segmentation errors by incorporating
inter-slice and inter-image consistency. The experiment shows intensity-based 3D and
4D Graph Cuts do not improve the segmentation accuracy, indicating that sole intensity
information is not sufficient for good segmentation. In contrast, by defining the inter-
slice and inter-image pairwise energy based on probability obtained by the ORF using
high-level features, a large improvement of accuracy is obtained as shown in Table 4.4.
In addition, the 4D PR achieves a higher improvement in the refinement step than 3D
PR, which demonstrates the co-segmentation of two images leads to higher accuracy
than using a single volumetric image. In the current co-segmentation implementation,
theN3 neighborhoods are defined based on the nearest voxels from different volumes.
Considering the potential alignment error, the method might be improved by defining
the inter-image neighborhoods based on the voxels in a local area weighted by the dis-
tance or similarity, therefore mutual information or patch-based analysis [216] might
be helpful for a more robust segmentation. Note that although two images are co-
segmented in the experiment, the proposed method is formulated in Eq. (4.1) so that it
can deal with more volumetric images.
Though the ORF-based methods presented in Chapter 3 and Chapter 4 are effi-
cient for online learning from a single image, they have two limitations to deal with
a large number of images. First, the features used by ORFs are manually designed
for a local patch. These features are selected based on experience but may not be the
most effective ones. Second, these methods either learn from a single slice or a single
volume, while ignoring the information from other patients. With the availability of
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data from a large number of patients, learning from a set of data can help the classifier
become more robust and capable to generalize when dealing with images of different
patients. Such limitations can be addressed by Deep Learning [217, 218], which can
learn the most suitable features automatically from a large set of annotated training
data.
In conclusion, this chapter presents an interactive, learning-based method for pla-
centa segmentation from sparse and motion-corrupted fetal MR volumes. The pro-
posed method can deal with segmentation from a single volume and multiple volumes,
respectively. A slice-by-slice propagation method using ORFs and CRFs is used to
segment a single volume. It only requires user inputs in a start slice, and the remaining
slices are segmented sequentially and automatically to get a volumetric segmentation.
The segmentation can be further refined by co-segmentation of multiple volumes in
different views of the same patient using a probability-based 4D Graph Cuts method.
Experimental results demonstrate the proposed segmentation framework has a stable
performance between and within users, and the co-segmentation achieves a large im-
provement of accuracy compared with single-volume segmentation. Therefore, this
approach might be suitable for segmentation of the placenta in planning systems for
fetal and maternal surgery, and for rapid characterization of the placenta by MR im-
ages. Its first clinical application might be fetoscopic placement optimization in the
treatment of twin-twin transfusion syndrome.

Chapter 5
Deep Interactive Geodesic Framework
for Placenta Segmentation
5.1 Introduction
The work presented in this chapter is from my article published in TPAMI [77].
This chapter revisits the problem of 2D segmentation of the placenta studied in
Chapter 3. Rather than learning from a single slice, this chapter uses CNNs to learn
from a set of annotated images to obtain accurate and robust segmentation results with
reduced user interactions.
This chapter aims to integrate user interactions into a CNN framework to obtain
accurate and robust segmentation of medical images and, at the same time, this chapter
aims to make the interactive framework more efficient with a minimal number of user
interactions by using CNNs. With the good performance CNNs have shown in auto-
matic image segmentation tasks [122, 123, 125, 121, 128], they have the potential to
reduce the number of user interactions for interactive image segmentation. However,
only a few works have been reported on applying CNNs to interactive segmentation
tasks [129, 154, 155, 156].
The contributions of this chapter are four-fold. 1). A deep CNN-based interactive
framework is proposed for medical image segmentation. It uses one CNN to get an
initial automatic segmentation, which is refined by another CNN that takes as input the
initial segmentation and user interactions; 2). This chapter presents a new way to com-
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bine user interactions with CNNs based on geodesic distance maps that are used as ex-
tra channels of the input for CNNs. The experimental results show that using geodesic
distance can lead to improved segmentation accuracy compared with using Euclidean
distance; 3). A resolution-preserving CNN structure is proposed and it leads to more
accurate segmentation results compared with traditional CNNs with resolution loss,
and 4). The current Recurrent Neural Network (RNN)-based CRFs [171] for segmen-
tation is extended so that the back-propagatable CRFs can employ user interactions as
hard constraints and all the parameters of potential functions can be trained in an end-
to-end way. Experimental results show the new method achieves a large improvement
from automatic CNNs, and obtains comparable accuracy for placenta segmentation
with fewer user interventions and less user time compared with traditional interactive
methods. Appendix A demonstrates that the proposed method also works well on clav-
icle segmentation from radiographs. In Appendix B, it is shown that this method can
be extended to a 3D version with validations on 3D brain tumor segmentation from
adult MR images.
5.2 Method
The proposed deep interactive segmentation method based on CNNs and geodesic dis-
tance transforms (DeepIGeoS) is depicted in Fig. 5.1. To minimize the number of
user interactions, DeepIGeoS uses two CNNs: an initial segmentation proposal net-
work (P-Net) and a refinement network (R-Net). P-Net takes as input a raw image
with m channels and gives an initial automatic segmentation. Then the user checks
the segmentation and provides some interactions (clicks or scribbles) to indicate mis-
segmented regions. R-Net takes as input the original image, the initial segmentation
and the user interactions to provide a refined segmentation. P-Net and R-Net use a
resolution-preserving structure that captures high-level features from a large receptive
field without the loss of resolution. They share the same structure except the input
of R-Net has m+ 3 channels. Based on the initial automatic segmentation obtained
by P-Net, the user might give clicks/scribbles to refine the result more than one time
through R-Net. Differently from previous works [74] that re-train the learning model
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P-Net	with		
CRF-Net(f)	
(automa4c)	
Agreed	by	
the	user	?	
R-Net	with		
CRF-Net(fu)	
yes 
no 
Input image Initial segmentation 
User interactions 
Refined segmentation Final segmentation 
Figure 5.1: Overview of the proposed deep interactive segmentation method (DeepIGeoS). P-
Net automatically proposes an initial segmentation that is refined by R-Net with
user-interactions indicating mis-segmentations. CRF-Net(f) is the proposed back-
propagatable CRF that uses freeform pairwise potentials. It is extended to CRF-
Net(fu) that uses user interactions as hard constraints.
each time when new user interactions are given, the proposed R-Net is only trained
with user interactions once, since it takes a considerable time to re-train a CNN model
with a large training set.
To make the segmentation result more spatially consistent and to use scribbles as
hard constraints, both P-Net and R-Net are connected with a CRF, which is modeled
as an RNN (CRF-Net) so that it can be trained jointly with P-Net/R-Net by back-
propagation. Freeform pairwise potentials are used in the CRF-Net. The way user
interactions are used is presented in 5.2.1, and the structures of P-Net and R-Net are
detailed in 5.2.2. In 5.2.3, the implementation of the proposed CRF-Net is described.
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User interactions on 
initial automatic 
segmentation 
(a) 
(b) (c) 
(d) (e) 
Input of R-Net 
Figure 5.2: Input of R-Net using geodesic distance transforms of user interactions. (a) The
user gives clicks/scribbles to correct foreground(red) and background(cyan) on the
initial segmentation. (d) and (e) are geodesic distance maps based on foreground
and background interactions, respectively. The original image (b) is combined
with the initial automatic segmentation (c) and geodesic distance maps (d), (e) by
channel-concatenation, and the concatenated output is used as the input of R-Net.
5.2.1 User Interactions-based Geodesic Distance Maps
In the proposed method, scribbles are provided by the user to refine an initial automatic
segmentation obtained by P-Net. A scribble labels a set of pixels as the foreground
or background. Interactions with the same label are converted into a distance map.
In [156], the Euclidean distance was used due to its simplicity. However, the Euclidean
distance treats each direction equally and does not take the image context into account.
In contrast, the geodesic distance helps to better differentiate neighboring pixels with
different appearances, and improves label consistency in homogeneous regions [140].
GeoF [115] uses the geodesic distance to encode variable dependencies in the feature
space and it is combined with Random Forests for semantic segmentation. However,
it is not designed to deal with user interactions. This chapter proposes to encode user
interactions via geodesic distance transforms for CNN-based segmentation.
Suppose S f and Sb represent the set of pixels belonging to foreground scribbles
and background scribbles, respectively. Let i be a pixel in an image X , then the un-
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signed geodesic distance from i to the scribble set S(S ∈ {S f ,Sb}) is:
G(i,S,X) = min
j∈S
Dgeo(i, j,X) (5.1)
Dgeo(i, j,X) = min
p∈Pi, j
∫ 1
0
‖∇X(p(s)) ·u(s)‖ds (5.2)
where Pi, j is the set of all paths between pixel i and j. p is one feasible path and it
is parameterized by s ∈ [0,1]. u(s) is a unit vector that is tangent to the direction of
the path and is defined as u(s) = p′(s)/‖p′(s)‖. If no scribbles are drawn for either the
foreground or the background, the corresponding geodesic distance map is filled with
random numbers.
Fig. 5.2 shows an example of the geodesic distance transforms of user interac-
tions. The geodesic distance maps of user interactions and the initial automatic seg-
mentation have the same height and width as X . They are concatenated with the raw
channels of X so that a concatenated image with m+3 channels is obtained, which is
used as the input of the refinement network R-Net.
5.2.2 P-Net: Resolution Preserving 2D CNN using Dilated Convo-
lution
CNNs in the proposed method are designed to capture high-level features from a large
receptive field without the loss of resolution of the feature maps. They are adapted
from VGG-16 [119] and made resolution-preserving. Fig. 5.3 shows the structure of
P-Net. It consists of six blocks of layers. The first and second blocks have two convo-
lution layers respectively, and each of the following three blocks has three convolution
layers. The convolution kernels in the first five blocks have a fixed size 3×3 and a
fixed number of output channels C = 64. The stride of each convolution layer is set
to 1. The five blocks have dilation parameters of 1, 2, 4, 8 and 16, respectively, so
they capture features at different scales. Features from these five blocks are concate-
nated and fed into the sixth block that serves as a classifier. In the sixth block, two
dropout layers are used to prevent over-fitting, and two convolution layers are used to
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Figure 5.3: Structure of P-Net with CRF-Net(f). The numbers in each dark blue box denote
convolution kernel size and number of output channels. The number on the top
denotes dilation parameter. The stride of each convolution layer is set to 1 so that
the resolution is kept the same through the network. The R-Net uses the same
structure except its input has three additional channels shown in Fig. 5.2 and the
CRF-Net(f) is replaced by CRF-Net(fu) (Section 5.2.3). In Chapter 6, P-Net is also
used for bounding box-based 2D segmentation and extended for 3D segmentation.
map the concatenated features to a classification score for each pixel corresponding to
the foreground or the background class. These two convolution layers use convolution
kernels of size 1×1 and dilation parameter 1, and their output channels are 128 and 2
respectively. A softmax layer is used after the sixth block to convert the classification
scores to probabilities of belonging to different classes.
In order to get a more spatially consistent segmentation and add hard constraints
when scribbles are given, a CRF is applied on the basis of the output from block 6.
The CRF is implemented by a recurrent neural network (CRF-Net, detailed in 5.2.3),
which can be jointly trained with R-Net. The CRF-Net gives a regularized prediction
for each pixel, which is fed into a cross entropy loss function layer during training.
R-Net uses the same structure as P-Net except that its number of input channels
is m+3 and it employs user interactions in the CRF-Net. To obtain an exponential
increase of the receptive field, VGG-16 uses a max-pooling and downsampling layer
after each block. However, this implementation would decrease the resolution of fea-
ture maps exponentially. Therefore, to preserve resolution through the network, the
proposed method removes the max-pooling and downsampling layers and uses dilated
convolution in each block.
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Let X be a 2D image of size W ×H, and let Krq be a square dilated convolution
kernel with a size of (2r+1)×(2r+1) and a dilation parameter of q, where r ∈ Z and
q ∈ Z. The dilated convolution of X with Krq is defined as:
Xc(x,y) =
r
∑
i=−r
r
∑
j=−r
X(x−qi, y−q j)Krq(i+ r, j+ r) (5.3)
For the proposed P-Net/R-Net, r is set to 1 for block 1 to block 5, so the size of a
convolution kernel becomes 3×3. The dilation parameter in block i is set to:
qi = d×2i−1, i = 1, 2, ..., 5 (5.4)
where d ∈ Z is a system parameter controlling the base dilation parameter of the net-
work. d is set to 1 in the experiments.
The receptive field of a convolution kernel Krq is (2rq+1)×(2rq+1). Let Ri×Ri
denote the receptive field of block i, and Ri can be computed as:
Ri = 2
( i
∑
j=1
τ j× (rq j)
)
+1, i = 1, 2, ..., 5 (5.5)
where τ j denotes the number of convolution layers in block j, with a value of 2, 2, 3, 3,
3 for the five blocks respectively. When r = 1, the receptive field size of each block is
R1 = 4d+1, R2 = 12d+1, R3 = 36d+1, R4 = 84d+1, R5 = 180d+1, respectively.
Thus, these blocks can capture features at different scales.
5.2.3 CRF-Net: Back-propagatable CRF with Freeform Pairwise
Potential and User Constraints
In [171], a CRF based on RNN was proposed and it can be trained by back-
propagation. Rather than using Gaussian functions, this chapter extends this CRF so
that the pairwise potentials can be freeform functions, which is referred to as CRF-
Net(f). In addition, this chapter integrates user interactions in the CRF-Net(f) in the
interactive refinement context, which is referred to as CRF-Net(fu). The CRF-Net(f)
is connected to P-Net and the CRF-Net(fu) is connected to R-Net.
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Let Y be the label map assigned to an image X and the label set be L = {0,
1, ..., L− 1 }. The Gibbs distribution P(Y = y|X) = 1Z(X)exp(−E(y|X)) models the
probability of Y given X in a CRF, where Z(X) is the normalization factor known as
the partition function, and E(y) is the Gibbs energy:
E(y) =∑
i
ψ(yi)+ ∑
(i, j)∈N
φ(yi,y j) (5.6)
where the unary potential ψ(yi) measures the cost of assigning label yi to pixel i, and
the pairwise potential φ(yi,y j) is the cost of assigning labels yi,y j to pixel pair i, j. N
is the set of all pixel pairs. In the proposed method, the unary potential is obtained
from the P-Net or R-Net that gives initial scores of different classes for each pixel. The
pairwise potential is defined as:
φ(yi,y j) = µ(yi,y j) f (f˜i j,di j) (5.7)
where di j is the Euclidean distance between pixels i and j. µ(yi,y j) is the compatibility
between the label of i and that of j, and represented by a matrix of size L×L. f˜i j =
fi− f j, where fi and f j represent the feature vectors of i and j, respectively. The feature
vectors can either be learned by a network or be derived from image features such
as spatial location with intensity values. For experiments the latter one is used in this
chapter, as in [171, 127, 133] for simplicity and efficiency. f (·) is a function in terms of
f˜i j and di j. Instead of defining f (·) as a single Gaussian function [133] or a combination
of several Gaussian functions [171, 127], this chapter defines it as a freeform function
represented by a fully connected neural network (Pairwise-Net) that can be learned
during training. The structure of Pairwise-Net is shown in Fig. 5.4. The input is a
vector composed of f˜i j and di j. There are two hidden layers and one output layer.
Graph Cuts [133, 162] can be used to minimize Eq. (5.6) when φ (·) is submodular
such as when the segmentation is binary with µ(·) being the delta function and f (·)
being positive [161]. However, this is not the case for the proposed method since it
learns µ(·) and f (·) where µ(·) may not be the delta function and f (·) could be negative.
Continuous max-flow [159] can also be used for the minimization, but its parameters
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Figure 5.4: Structure of Pairwise-Net for pairwise potential function f (f˜i j,di j). f˜i j is the differ-
ence of features between a pixel pair i and j. di j is the Euclidean distance between
them.
are manually designed. Alternatively, mean-field approximation [171, 127, 172] is
often used for efficient inference of the CRF while allowing learning parameters by
back-propagation. Instead of computing P(Y |X) directly, an approximate distribution
Q(Y |X) =∏i Qi(yi|X) is computed so that the KL-divergence D(Q||P) is minimized.
This yields an iterative update of Qi(yi|X) [171, 127, 172].
Qi(yi|X) = 1Zi e
−E(yi) =
1
Zi
e−ψ(yi)−φ(yi) (5.8)
φ(yi = l|X) = ∑
l′∈L
µ(l, l′) ∑
j∈Ni
f (f˜i j,di j)Q j(l′|X) (5.9)
whereL is the label set, andNi is the set of neighboring pixels of i. For the proposed
CRF-Net(fu), with the set of user-provided scribbles S f b = S f ∪Sb, the probability of
pixels in the scribble set is forced to be 1 or 0. The following equation is used as the
update rule for each iteration:
Qi(yi|X) =

1 if i ∈ S f b and yi = si
0 if i ∈ S f b and yi 6= si
1
Zi
e−E(yi) otherwise
(5.10)
where si denotes the user-provided label of a pixel i that is in the scribble set S f b. Q is
updated through a multi-stage mean-field method in an RNN following the implemen-
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Figure 5.5: Fast geodesic distance transforms based on raster-scan. At each position of for-
ward pass (a) or backward pass (b), the gradients between current pixel and its
four neighborhoods within the kernel are calculated.
tation in [171]. Each mean-field layer splits Eq. 5.8 into four steps including message
passing, compatibility transform, adding unary potentials and normalizing [171].
5.2.4 Implementation Details
The computation of geodesic distance transforms follows the raster-scan algorithm
proposed in [140] that is fast due to accessing the image memory in contiguous blocks.
As shown in Fig. 5.5, this method calculates the geodesic distance by applying a for-
ward pass scanning and a backward pass scanning with a 3 × 3 kernel. In the forward
pass, the image is scanned from the top-left to the bottom-right corner. The upper-left,
upper, upper-right and left components of the image gradient ∇X are computed. In the
backward pass, the image is scanned from the bottom-right to top-left corner. Image
gradients in terms of right, lower-left, lower, lower-right are computed. More precise
geodesic distance can be obtained by using larger kernels. As suggested by [140], a 3
× 3 kernel is used for its efficiency and good performance.
For the proposed CRF-Net with freeform pairwise potentials, two observations
motivate the use of pixel connections based on local patches instead of full connections
within the entire image. First, the permutohedral lattice implementation [127, 171]
allows efficient computation of fully connected CRFs only when pairwise potentials
are Gaussian functions. However, a method that relaxes the pairwise potentials as
freeform functions represented by a network (Fig. 5.4) cannot use that implementation
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and therefore would be inefficient for fully connected CRFs. Suppose an image with a
size of M×N, a fully connected CRF has MN(MN−1) pixel pairs. For a small image
with M = N = 100, the number of pixel pairs would be almost 108, which requires not
only large amount of memory but also long computational time. Second, though long-
distance dependency helps to improve segmentation in most RGB images [127, 171,
125], this would be very challenging for medical images since the contrast between
the target and background is often low [176]. In such cases, long-distance dependency
may lead the label of a target pixel to be corrupted by the large number of background
pixels with similar appearances. Therefore, to maintain a good efficiency and avoid
long-distance corruptions, the pairwise connections for one pixel are defined within a
local patch centered on that. In the experiment, the patch size is set to 7×7 based on
experience.
µ(·) is initialized as µ(yi, y j) = [yi 6= y j], where [·] is the Iverson Bracket [171].
A fully connected neural network (Pairwise-Net) with two hidden layers is used to
learn the freeform pairwise potential function (Fig. 5.4). The first and second hidden
layers have 32 and 16 neurons, respectively. In practice, this network is implemented
by an equivalent fully convolutional neural network with 1×1 kernels. A pre-training
step is used to initialize the Pairwise-Net with an approximation of a contrast sensitive
function [133]:
f0(f˜i j,di j) = exp
(
− ||f˜i j||
2
2σ2 ·F
)
· ω
di j
(5.11)
where F is the dimension of feature vector fi and f j, and ω and σ are two parameters
controlling the magnitude and shape of the initial pairwise function, respectively. In
this initialization step, σ is set to 0.08 and ω is set to 0.5 based on experience. Similar
to [127, 125, 171], fi and f j are set as values in input channels (i.e, image intensity
in this case) of P-Net for simplicity of implementation and for obtaining contrast-
sensitive pairwise potentials. To pre-train Pairwise-Net, a training set T ′ = {X ′,Y ′} of
size 100k is generated, where X ′ is the set of features simulating the concatenated f˜i j
and di j, and Y ′ is the set of prediction values simulating f0(f˜i j,di j). For each sample
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s in T ′, the feature vector x′s has a dimension of F + 1 where the first F dimensions
represent the value of f˜i j and the last dimension denotes di j. The c-th channel of x′s is
filled with a random number k′, where k′ ∼ Norm(0,2) for c≤ F and k′ ∼U(0,8) for
c = F + 1. The ground truth of prediction value y′s for x′s is obtained by Eq. (5.11).
After generating X ′ and Y ′, a Stochastic Gradient Descent (SGD) algorithm with a
quadratic loss function is used to pre-train the Pairwise-Net so that it is initialized with
an approximation of Eq. (5.11).
For pre-processing, all the images are normalized by the mean value and standard
deviation of training set. Training images are augmented by vertical or horizontal
flipping, random rotation with angle range [−pi/8,pi/8], random zoom with scaling
factor range [0.8, 1.25]. The cross entropy loss function and SGD algorithm are used
for optimization, with minibatch size 1, momentum 0.99 , weight decay 5×10−4. The
learning rate is halved every 5k iterations. Since a proper initialization of the P-Net
and CRF-Net(f) is helpful for a faster convergence of the joint training, the P-Net with
CRF-Net(f) is trained in three steps. First, the P-Net is pre-trained with initial learning
rate 10−3 and maximal number of iterations 100k. Second, the Pairwise-Net in the
CRF-Net(f) is pre-trained as described above. Third, the P-Net and CRF-Net(f) are
jointly trained with initial learning rate 10−6 and maximal number of iterations 50k.
After the training of P-Net with CRF-Net(f), simulation of user interactions is im-
plemented for the training of R-Net with CRF-Net(fu). First, P-Net with CRF-Net(f)
is used to obtain an automatic segmentation for each training image. The segmentation
is compared with the ground truth to find mis-segmented regions. Then the user in-
teractions on each mis-segmented region are simulated by randomly sampling n pixels
in that region. Suppose the size of one connected under-segmented or over-segmented
region is Nm, n for that region is set to 0 if Nm < 30 and dNm/100e otherwise based on
experience. Examples of simulated user interactions on a training image are shown in
Fig. 5.6. With these simulated user interactions on the initial segmentation of training
data, the training of R-Net with CRF-Net(fu) is implemented through SGD, which is
similar to the training of P-Net with CRF-Net(f).
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Figure 5.6: Simulated user interactions on a training slice. Green: automatic segmentation
given by P-Net with CRF-Net(f). Yellow: ground truth. Red and cyan dots are
simulated clicks on under-segmentations and over-segmentations, respectively.
The Caffe1 [219] deep learning library was used to implement the proposed P-Net
and R-Net with CRF-Net. The training process was done on the UK Emerald cluster2
via a single node with two 8-core E5-2623v3 Intel Haswells and two K80 NVIDIA
GPUs and 128GB memory. The testing process with user-interactions was performed
on a Mac laptop (OS X 10.9.5) with 16G RAM and an Intel Core i7 CPU running at
2.5GHz and an NVIDIA GeForce GT 750M GPU. A Matlab GUI was developed for
the interactive segmentation task.
5.3 Experiments
5.3.1 Data and Comparison Methods
For the experiments, MRI scans for 25 pregnant women in the second trimester were
collected with SSFSE. The data were acquired in axial view with pixel size between
0.74 mm×0.74 mm and 1.58 mm×1.58 mm and slice thickness 3 - 4 mm. Each slice
was resampled with a uniform pixel size of 1 mm×1 mm and cropped by a box of
size 172×128 containing the placenta. 17 volumes with 624 slices were used for train-
ing. Three volumes with 122 slices were used for validation and five volumes with
179 slices were used for testing. The ground truth was manually delineated by an
experienced Radiologist.
The performance of the proposed P-Net was compared with that of FCN [123] and
1http://caffe.berkeleyvision.org
2http://www.ses.ac.uk/high-performance-computing/emerald
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DeepLab [125]. Pre-trained models of FCN3 and DeepLab4 based on ImageNet5 [220]
were fine-tuned for placenta segmentation from fetal MR images. These two networks
were extended from VGG-16 [119] so that they allow obtaining the label of an image
through one single forward pass. However, the output resolution of these two networks
was 1/8 of the input resolution, thus the outputs were zoomed in by a factor of 8
to obtain a segmentation with the original resolution. For fine-tuning, the “step” SGD
optimization method was used with initial learning rate 10−5, maximal iterations 100k.
The step policy was the same as that used for P-Net training. Since the input of FCN
and DeepLab should have three channels, each of the gray-level images was duplicated
twice and concatenated into a three-channel image as the input. The P-Net was also
compared with its variant P-Net(b5) that only uses features from block5 (Fig. 5.3)
instead of concatenated multi-scale features.
The proposed CRF-Net(f) with freeform pairwise potentials was compared with
two counterparts: 1). Dense CRF as an independent post-processing step for the output
of P-Net. The implementation presented in [127, 125] was used in experiments. In-
stead of being learned by back-propagation, the parameters of this CRF were manually
tuned based on a coarse-to-fine search scheme as suggested by [125]. 2). CRF-Net(g)
which refers to the CRF that can be trained jointly with CNNs by using Gaussian pair-
wise potentials [171].
Three methods of dealing with user interactions were compared. 1). Min-cut
user-editing [136], where the initial probability map (output of P-Net in this case) is
combined with user interactions to solve an energy minimization problem with min-
cut [133]; 2). Using the Euclidean distance of user interactions in R-Net, which is
referred to as R-Net(Euc), and 3). The proposed R-Net with the geodesic distance of
user interactions.
DeepIGeoS was also compared with four other interactive segmentation methods:
1). Geodesic Framework [221] that computes a probability based on the geodesic dis-
tance from user-provided scribbles for pixel classification; 2). Graph Cuts [133] that
3https://github.com/shelhamer/fcn.berkeleyvision.org
4https://bitbucket.org/deeplab/deeplab-public
5http://www.image-net.org
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FCN 
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Segmentation Ground truth Foreground interactions Background interactions 
Figure 5.7: Initial automatic segmentation results of the placenta by P-Net. P-Net(b5) only
uses the features from block 5 shown in Fig. 5.3 rather than the concatenated multi-
scale features. Note the more accurate and detailed segmentation results of P-Net
compared with FCN [123] and DeepLab [125]. The last row shows interactively
refined results by DeepIGeoS.
models segmentation as a min-cut problem based on user interactions; 3). Random
Walks [222] that assigns a pixel with a label based on the probability that a random
walker reaches a foreground or background seed first, and 4). Slic-Seg [76] that uses
Online Random Forests to learn from the scribbles and predict the labels of the re-
maining pixels. For quantitative evaluations of the segmentation results, the Dice
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Figure 5.8: Visual comparison of placenta segmentation by P-Net with different CRFs. The
last row shows interactively refined results by DeepIGeoS.
score defined in Eq. (3.12) and the ASSD defined in Eq. (4.5) were used. The Stu-
dent’s t-test was used to compute the p-value in order to see whether the results of two
algorithms significantly differ from each other.
5.3.2 Automatic Segmentation by P-Net with CRF-Net(f)
Fig. 5.7 shows the automatic segmentation results obtained by different networks. It
shows that FCN is able to capture the main region of the placenta. However, the seg-
mentation results are blob-like with smooth boundaries. DeepLab is better than FCN,
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Table 5.1: Quantitative comparison of placenta segmentation by different networks and CRFs.
CRF-Net(g) [171] constrains pairwise potential as Gaussian functions. CRF-Net(f)
is the proposed CRF that learns freeform pairwise potential functions. Significant
improvement from P-Net (p-value<0.05) is shown in bold font.
Method Dice(%) ASSD(pixels)
FCN [123] 81.47±11.40 2.66±1.39
DeepLab [125] 83.38±9.53 2.20±0.84
P-Net(b5) 83.16±13.01 2.36±1.66
P-Net 84.78±11.74 2.09±1.53
P-Net + Dense CRF 84.90±12.05 2.05±1.59
P-Net + CRF-Net(g) 85.44±12.50 1.98±1.46
P-Net + CRF-Net(f) 85.86±11.67 1.85±1.30
but its blob-like results are similar to those of FCN. This is mainly due to the downsam-
pling and upsampling procedure employed by these methods. In contrast, P-Net(b5)
and P-Net obtain more detailed results. It can be observed that P-Net performs better
than the other three networks. However, there are still some obvious mis-segmented
regions by P-Net. A quantitative comparison of these networks based on all the testing
data is shown in Table 5.1. P-Net achieves higher Dice score and lower ASSD com-
pared with the other three networks. Compared with P-Net(b5), P-Net improves Dice
from 83.16±13.01% to 84.78±11.74% and reduces the ASSD from 2.36±1.66 pixels
to 2.09±1.53 pixels.
Based on the output of P-Net, three different CRFs are applied for spatial regular-
ization respectively: Dense CRF, CRF-Net(g) with Gaussian pairwise potentials and
CRF-Net(f) with freeform pairwise potentials. A visual comparison of them is shown
in Fig. 5.8. In the first column, the placenta is under-segmented by P-Net. Dense CRF
leads to very small improvements on the result. CRF-Net(g) and CRF-Net(f) improve
the result by preserving more placenta regions, and the later shows a better segmen-
tation. In the second column, P-Net obtains an over-segmentation of adjacent fetal
brain and maternal tissues. Dense CRF does not improve the segmentation noticeably,
but CRF-Net(g) and CRF-Net(f) remove more over-segmentated areas. CRF-Net(f)
shows a better performance than the other two CRFs. The quantitative evaluation of
these three CRFs is presented in Table 5.1, which shows Dense CRF leads to a result
that is very close to that of P-Net (p-value > 0.05), while the last two CRFs signifi-
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Table 5.2: Quantitative comparison of different refinement methods for placenta segmentation.
The initial segmentation is obtained by P-Net + CRF-Net(f). R-Net(Euc) uses Eu-
clidean distance instead of geodesic distance. Significant improvement from R-Net
(p-value<0.05) is shown in bold font.
Method Dice(%) ASSD(pixels)
Before refinement 85.86±11.67 1.85±1.30
Min-cut user-editing [136] 87.04±9.79 1.63±1.15
R-Net(Euc) 88.26±10.61 1.54±1.18
R-Net 88.76±5.56 1.31±0.60
R-Net(Euc) + CRF-Net(fu) 88.71±8.42 1.26±0.59
R-Net + CRF-Net(fu) 89.31±5.33 1.22±0.55
cantly improve the segmentation (p-value < 0.05). In addition, CRF-Net(f) is better
than CRF-Net(g). Fig. 5.8 and Table 5.1 indicate that large mis-segmentation exists
in some images, therefore R-Net with CRF-Net(fu) is used to refine the segmentation
interactively in the following section.
5.3.3 Interactive Refinement by R-Net with CRF-Net(fu)
Fig. 5.9 shows examples of interactive refinement based on R-Net with CRF-Net(fu)
that uses freeform pairwise potentials and employs user interactions as hard con-
straints. The first row in Fig. 5.9 shows initial automatic segmentation obtained by
P-Net + CRF-Net(f). The user gives clicks/scribbles to indicate the foreground (red)
or the background (cyan). The other rows in Fig. 5.9 show the results for five variants
of refinement. These refinement methods correct most of the mis-segmented areas but
perform at different levels in dealing with local details, as indicated by white arrows.
Fig. 5.9 shows that R-Net with geodesic distance performs better than min-cut user-
editing and R-Net(Euc) that uses Euclidean distance. CRF-Net(fu) can further improve
the segmentation.
For a quantitative comparison, the segmentation accuracy after the first iteration
of user refinement was measured, where the same initial segmentation and the same
set of user interactions were used by the five refinement methods. The results are
presented in Table 5.2, which shows that the combination of the proposed R-Net us-
ing geodesic distance and CRF-Net(fu) leads to more accurate segmentations than the
other refinement methods with the same set of user interactions. The Dice score and
ASSD of R-Net + CRF-Net(fu) are 89.31±5.33% and 1.22±0.55 pixels, respectively.
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Figure 5.9: Visual comparison of different refinement methods for placenta segmentation. The
first row shows the initial automatic segmentation obtained by P-Net + CRF-
Net(f), on which user interactions are added for refinement. The remaining rows
show refined results. R-Net(Euc) is a counterpart of the proposed R-Net, and it
uses Euclidean distance.
5.3.4 Comparison with Other Interactive Methods
DeepIGeoS was compared with Geodesic Framework [221], Graph Cuts [133], Ran-
dom Walks [222] and Slic-Seg [76] for placenta segmentation. A visual comparison is
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Figure 5.10: Visual comparison of DeepIGeoS and other interactive methods for placenta seg-
mentation. The first column shows initial scribbles (except for DeepIGeoS) and
the resulting segmentation. The second column shows final refined results with
the entire set of scribbles. The user decided on the level of interactions required
to achieve a visually acceptable result.
shown in Fig. 5.10. All these methods obtain an initial segmentation and then refine
it. The first column shows the initial segmentation, where DeepIGeoS obtains a good
result without user interactions while the other methods obtain worse results even with
a large number of user interactions. The second column shows refined results, where
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Figure 5.11: Quantitative comparison of placenta segmentation by different interactive meth-
ods in terms of Dice, ASSD, total interactions (scribble length) and user time.
DeepIGeoS only needs two short strokes to get an accurate segmentation, while the
other methods additionally require more scribbles to get similar results. Two users (an
Obstetrician and a Radiologist) were asked to use these methods to segment the pla-
centa respectively. For each method, the segmentation of an image was refined until
the user accepted the segmentation result. A quantitative comparison of these interac-
tive methods is presented in Fig. 5.11. It shows that these interactive methods obtain
similar accuracy for the final segmentation results, but DeepIgeoS needs fewer user
interactions and less user time than the others.
5.4 Discussion and Conclusion
Differently from traditional interactive segmentation methods that require user inputs
to get an initial segmentation, DeepIGeoS relies on a CNN to get the initial segmen-
tation automatically and only requires the user to give interactions on mis-segmented
areas. Therefore, it can considerably reduce the number of user interactions and user
time. Though CNNs are the state-of-the-art automatic segmentation methods, the ex-
periments have shown that the automatic methods provide a good starting point but
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still need to be refined for higher accuracy. Experimental results demonstrate that the
use of interactive refinement methods like DeepIGeoS is valuable and reasonable to
achieve segmentation results that are satisfying for the user, while reducing the num-
ber of necessary interactions.
In chapter 3, the learning model was updated on the fly each time when new
user interactions are given. Re-training the model during the interactive segmentation
process is reasonable and efficient when ORFs are used and when the training set
is a single image. However, it is inefficient for CNNs due to back-propagation and
learning from a large dataset. Therefore, differently from Chapter 3 that re-trains the
ORFs when new user interactions are given [74], the proposed R-Net is only trained
once beforehand to deal with user interactions. Experimental results demonstrate this
is enough to achieve good interactive efficiency and accurate segmentation results with
only a small number of user interactions.
The proposed interactive segmentation framework can also be used to deal with
other organs. In Appendix A, supplementary results of using DeepIGeoS for clavicle
segmentation from chest radiographs are presented. The results also show that DeepI-
GeoS can achieve accurate segmentation efficiently and it requires noticeable fewer
user interactions and less user time than traditional interactive segmentation methods.
Appendix B demonstrates that DeepIGeoS can be extended to deal with 3D images,
and shows that the 3D version of DeepIGeoS performs better than traditional interac-
tive 3D segmentation methods such as GeoS [140] and ITK-SNAP [138]. It can also
be extended to deal with a stack of motion-corrupted slices. Since the training dataset
contains slices with different appearances, to segment one motion-corrupted volume,
each slice can be segmented by the CNN independently and then a post-processing
considering intra-volume consistency can be applied. For multiple volumes of the
same patient, each volume can be first segmented independently in this way and the
results provide an initialization for the co-segmentation framework presented in Chap-
ter 4. In addition, extending DeepIGeoS to interactive multi-organ or multi-modal
segmentation is also of interest.
In conclusion, this chapter presents a deep learning-based interactive framework
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for placenta segmentation from fetal MR images. A P-Net is proposed to get an initial
automatic segmentation and an R-Net is proposed to refine the result based on user in-
teractions. The user interactions are transformed into geodesic distance maps and then
integrated into the input of R-Net. This chapter also proposes a resolution-preserving
network structure with dilated convolution for dense prediction, and extends the ex-
isting RNN-based CRF so that it can learn freeform pairwise potentials and take ad-
vantage of user-interactions as hard constraints. Segmentation results of placenta from
fetal MR images show that the proposed method achieves better results than automatic
CNNs. Compared with traditional interactive segmentation methods, it also obtains
highly accurate results, but requires fewer user interactions and less user time. It can
also be easily employed to deal with other segmentation tasks, as shown in Appendix A
and B.

Chapter 6
Deep Interactive Segmentation with
Image-specific Fine-tuning
6.1 Introduction
The work presented in this chapter is from my article published in TMI [223].
Chapter 5 has shown deep interactive segmentation with CNNs can achieve accu-
rate segmentation with reduced user interactions compared with traditional interactive
segmentation methods. Though DeepIGeoS achieves a high performance for placenta
segmentation, it relies on a large number of annotated images for training. The model
is trained to capture the representation of the placenta, therefore it cannot be used to
segment other organs or unseen objects. For example, to segment the fetal lungs, some
annotated images of fetal lungs are needed to train the CNN model. For medical im-
ages, annotations are often expensive to acquire as both expertise and time are needed
to produce accurate annotations. This limits the performance of CNNs to segment
objects for which annotations are not available at training time.
In addition, interactive segmentation often requires image-specific learning to deal
with the large context variation among different images, but current CNNs are not
adaptive to different test images as parameters of the model are learned from training
images and then fixed during the testing, without image-specific adaptation. It has been
shown that image-specific adaptation of a pre-trained Gaussian Mixture Model (GMM)
helps to improve segmentation accuracy [224]. However, transitioning from simple
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GMMs to powerful but complex CNNs in this context has not yet been demonstrated.
The aims of this chapter are two-fold: 1) to improve CNNs’ ability to generalize
to different organs so that the requirement of annotated data can be reduced for training
and the model can deal with unseen object classes, and 2) to allow a pre-trained CNN
model to be adaptive to a specific test image, which has a potential to improve the
segmentation accuracy.
The contributions of this chapter are four-fold. First, this chapter proposes a novel
deep learning-based framework for interactive 2D and 3D medical image segmentation
by incorporating CNNs into a bounding box and scribble-based segmentation pipeline.
Second, this chapter proposes to use image-specific fine-tuning to adapt a CNN model
to each test image independently. The fine-tuning can be either unsupervised (without
additional user interactions) or supervised where user-provided scribbles will guide
the learning process. Third, this chapter proposes a weighted loss function considering
network and interaction-based uncertainty during image-specific fine-tuning. Fourth,
this chapter presents the first attempt to employ CNNs to segment previously unseen
objects. The proposed framework is validated with 2D segmentation of multiple organs
from fetal MR slices, where only two types of these organs are annotated for training;
and 3D segmentation of brain tumor core (excluding edema) and whole brain tumor
(including edema) from different MR sequences, where only tumor cores in one MR
sequence are annotated for training.
6.2 Method
The proposed interactive segmentation framework using deep learning with image-
specific fine-tuning is depicted in Fig. 6.1. It is referred to as BIFSeg. To deal with
different (including previously unseen) objects in a unified framework, this chapter
proposes to use a CNN that takes as input the content of a bounding box of one instance
and gives a binary segmentation. In the testing stage, the bounding box is provided by
the user, and the segmentation and the CNN are alternatively refined through unsuper-
vised (without additional user interactions) or supervised (with user-provided scrib-
bles) image-specific fine-tuning. The framework is general, flexible and can handle
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Figure 6.1: The proposed interactive segmentation framework (BIFSeg). 2D images are shown
for examples. In the training stage, each instance is cropped with its bounding box,
and the CNN model is trained for binary segmentation. In the testing stage, image-
specific fine-tuning with optional scribbles and a weighted loss function is used.
Note that the object class (e.g. a maternal kidney) in the test image may have not
been present in the training set.
both 2D and 3D segmentations. In this chapter I choose to use the network structures
proposed in Chapter 5. The contribution of BIFSeg is nonetheless largely different
from DeepIGeoS in Chapter 5 as BIFSeg focuses on segmentation of previously un-
seen object classes and fine-tunes the CNN model on the fly for image-wise adaptation
that can be guided by user interactions.
6.2.1 CNN Models
For 2D images, this chapter adopts the 2D P-Net (Fig. 5.3) for bounding box-based
binary segmentation. To ensure efficient fine-tuning and fast response to user interac-
tions, only parameters of the classifier (block 6) are fine-tuned. Thus, features in the
concatenation layer for the test image can be stored before the fine-tuning.
For 3D images, this chapter extends the 2D P-Net (Fig. 5.3) with 3D convolutions.
As shown in Fig. 6.2, the 3D network structure is similar to 2D P-Net. It consists of
six blocks of layers. The first five blocks use convolution with dilation parameters 1,
2, 4, 8 and 16, respectively, so that they extract features at different scales. The first
two blocks use convolution kernels of size 3× 3× 3, and the following three blocks
use convolution kernels of size 3× 3× 1. This leads to an anisotropic receptive field
85×85×9. Compared with slice-based networks, it employs 3D contexts. Compared
130 Chapter 6. Deep Interactive Segmentation with Image-specific Fine-tuning
3x
3x
3,
 6
4
3x
3x
3,
 6
4
3x
3x
3,
 6
4
3x
3x
3,
 6
4
3x
3x
1,
 6
4
3x
3x
1,
 6
4
3x
3x
1,
 6
4
3x
3x
1,
 6
4
3x
3x
1,
 6
4
3x
3x
1,
 6
4
3x
3x
1,
 6
4
3x
3x
1,
 6
4
3x
3x
1,
 6
4
1 31 2 2 3 43 4 4 5 55
Block 1 Block 2 Block 3 Block 4 Block 5
1x
1x
1,
 2
Block 6
1x
1x
1,
 1
6
1x
1x
1,
 1
6
1x
1x
1,
 1
6
1x
1x
1,
 1
6
1x
1x
1,
 1
6
1 1 1 1 1 1
In
pu
t I
m
ag
e
Convolution 
Layer with ReLU
Concatenate 
Layer
Dropout 
Layer
Ou
tp
ut
Softmax
Layer
Figure 6.2: Proposed network with dilated convolution for 3D segmentation (PC-Net). The
numbers in each dark blue box denote convolution kernel size and number of out-
put channels. The number on the top denotes dilation parameter. For 2D segmen-
tation in this Chapter, the P-Net proposed in Chapter 5 (Fig. 5.3) is used. During
the image-specific fine-tuning process, the first five blocks in P-Net/PC-Net are
fixed and only block 6 (the classifier) is fine-tuned.
with large isotropic 3D receptive fields [131], it has less memory consumption during
inference [225]. Besides, anisotropic acquisition is often used in MR images. Features
in blocks 1 to 5 are compressed by 1× 1× 1 convolutions to save space and then the
compressed features are fed into a concatenation layer. The concatenated features are
used as the input of block 6 that serves as a classifier with 1×1×1 convolutions. This
3D network with feature compression is referred to as PC-Net. Similarly to 2D P-Net,
the first five blocks are fixed and only the classifier (block 6) is fine-tuned during the
proposed image-specific fine-tuning process.
6.2.2 Training of CNNs
The training stage for 2D/3D segmentation is shown in the first row of Fig. 6.1.
Consider a K-ary segmentation training set T = {(X1,Y1), (X2,Y2), ...} where Xp
is one training image and Yp is the corresponding label map. The label set of T is
{0, 1, 2, ..., K−1} with 0 being the background label. Let Nk denote the number of
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instances of the kth object type, so the total number of instances is Nˆ = ∑k Nk. Each
image Xp can have instances of multiple object classes. Suppose the label of the qth in-
stance in Xp is lpq, Yp is converted into a binary image Ypq based on whether the value
of each pixel in Yp equals to lpq. The bounding box Bpq of that training instance is
automatically calculated based on Ypq and expanded by a random margin in the range
of 0 to 10 pixels/voxels. Xp and Ypq are cropped based on Bpq. Thus, T is converted
into a cropped set Tˆ = {(Xˆ1,Yˆ1), (Xˆ2,Yˆ2), ...} with size Nˆ and label set {0, 1} where 1
is the label of the instance foreground and 0 the background. With Tˆ , the CNN model
(e.g, P-Net or PC-Net) is trained to extract the target from its bounding box, which is
a binary segmentation problem irrespective of the object type. A cross entropy loss
function is used for training.
6.2.3 Unsupervised and Supervised Image-specific Fine-tuning
In the testing stage, let Xˆ denote the sub-image inside a user-provided bounding box
and Yˆ be the target label of Xˆ . The set of parameters of the trained CNN is θ . With
the initial segmentation Yˆ0 obtained by the trained CNN, the user may provide (i.e.,
supervised) or not provide (i.e., unsupervised) a set of scribbles to guide the update of
Yˆ0. Let S f and Sb denote the scribbles for foreground and background, respectively,
so the entire set of scribbles is S = S f ∪Sb. Let si denote the user-provided label of a
pixel in the scribbles, then si = 1 if i ∈ S f and si = 0 if i ∈ Sb. The proposed method
minimizes an objective function that is similar to GrabCut [136] but it uses P-Net or
PC-Net instead of a GMM:
arg min
Yˆ ,θ
{
E(Yˆ ,θ) =∑
i
ψ(yˆi|Xˆ ,θ)+λ∑
i, j
φ(yˆi, yˆ j|Xˆ)
}
subject to : yˆi = si if i ∈ S
(6.1)
where E(Yˆ ,θ) is constrained by user interactions if S is not empty. ψ and φ are the
unary and pairwise energy terms, respectively. λ is the weight of φ .
An unconstrained optimization of an energy similar to E is used in [155] for
weakly supervised learning. In that work, the energy was based on the probability
and label map of all the images in a training set, which is a different task from this
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work that focuses on a single test image. This chapter follows a typical choice of
φ [133]:
φ(yˆi, yˆ j|Xˆ) = [yˆi 6= yˆ j]exp
(
−(Xˆ(i)− Xˆ( j))
2
2σ2
)
· 1
di j
(6.2)
where [·] is 1 if yˆi 6= yˆ j and 0 otherwise. di j is the Euclidean distance between pixel i
and pixel j. σ controls the effect of intensity difference. ψ is defined as:
ψ(yˆi|Xˆ ,θ) =−logP(yˆi|Xˆ ,θ) (6.3)
P(yˆi|Xˆ ,θ) is the probability given by softmax output of the CNN. Let pi = P(yˆi =
1|Xˆ ,θ) be the probability of pixel i belonging to the foreground, then:
logP(yˆi|Xˆ ,θ) = yˆilogpi+(1− yˆi)log(1− pi) (6.4)
The optimization of Eq. (6.1) can be decomposed into steps that alternatively
update the segmentation label Yˆ and network parameters θ [155, 136]. In the label
update step, the algorithm fixes θ and solves for Yˆ , and Eq. (6.1) becomes a CRF
problem:
arg min
Yˆ
{
E(θ) =∑
i
ψ(yˆi|Xˆ ,θ)+λ∑
i, j
φ(yˆi, yˆ j|Xˆ)
}
subject to : yˆi = si if i ∈ S
(6.5)
For implementation ease, the constrained optimization in Eq. (6.5) is converted to
an unconstrained equivalent:
arg min
Yˆ
{
∑
i
ψ ′(yˆi|Xˆ ,θ)+λ∑
i, j
φ(yˆi, yˆ j|Xˆ)
}
(6.6)
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ψ ′(yˆi|Xˆ ,θ) =

+∞ if i ∈ S and yˆi = si
0 if i ∈ S and yˆi 6= si
−logP(yˆi|Xˆ ,θ) otherwise
(6.7)
Since θ and therefore ψ ′ are fixed, and φ is submodular, Eq. (6.6) can be solved by
Graph Cuts [133]. In the network update step, the algorithm fixes Yˆ and solves for θ :
arg min
θ
{
E(Yˆ ) =∑
i
ψ(yˆi|Xˆ ,θ)
}
subject to : yˆi = si if i ∈ S
(6.8)
Thanks to the constrained optimization in Eq. (6.5), the label update step necessarily
leads to yˆi = si for i ∈ S. Eq. (6.8) can be treated as an unconstrained optimization:
arg min
θ
{
−∑
i
(
yˆilogpi+(1− yˆi)log(1− pi)
)}
(6.9)
6.2.4 Weighted Loss Function during Network Update Step
During the network update step, the CNN is fine-tuned to fit the current segmenta-
tion Yˆ . Compared with a standard learning process that treats all the pixels equally,
this chapter proposes to weight different kind of pixels considering their confidence.
First, user-provided scribbles have much higher confidence than the other pixels, and
they should have a higher effect on the loss function, leading to a weighted version of
Eq. (6.3):
ψ(yˆi|Xˆ ,θ) =−w(i)logP(yˆi|Xˆ ,θ) (6.10)
w(i) =
ω if i ∈ S1 otherwise (6.11)
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where ω ≥ 1 is the weight associated with scribbles. ψ defined in Eq. (6.10) allows
Eq. (6.5) to remain unchanged for the label update step. In the network update step,
Eq. (6.9) becomes:
arg min
θ
{
−∑
i
w(i)
(
yˆilogpi+(1− yˆi)log(1− pi)
)}
(6.12)
Note that the energy optimization problem of Eq. (6.1) remains well-posed with
Eq. (6.10), (6.11), and (6.12).
Second, Yˆ may contain mis-classified pixels that can mis-lead the network up-
date process. To address this problem, this chapter proposes to fine-tune the net-
work by ignoring pixels with high uncertainty (low confidence) in the test image.
The uncertainty includes network-based uncertainty and scribble-based uncertainty.
The network-based uncertainty is based on the network’s softmax output. Since yˆi
is highly uncertain (has low confidence) if pi is close to 0.5, this chapter defines the
set of pixels with high network-based uncertainty as Up = {i|t0 < pi < t1} where t0
and t1 are the lower and higher threshold values of foreground probability, respec-
tively. The scribble-based uncertainty is based on the geodesic distance to scribbles.
Let G(i,S f ) and G(i,Sb) denote the geodesic distance [140] from pixel i to S f and
Sb, respectively. Since the scribbles are drawn on mis-segmented areas for refine-
ment, it is likely that pixels close to S have been incorrectly labeled by the initial
segmentation. Let ε be a threshold value for the geodesic distance. This chapter de-
fines the set of pixels with high scribble-based uncertainty as Us = U
f
s ∪Ubs where
U fs = {i|i /∈ S,G(i,S f ) < ε, yˆi = 0}, Ubs = {i|i /∈ S,G(i,Sb) < ε, yˆi = 1}. Therefore, a
full version of the weighting function is (an example is shown in Fig. 6.3):
w(i) =

ω if i ∈ S
0 if i ∈Up∪Us
1 otherwise
(6.13)
The new definition of w(i) is well motivated in the network update step. However, in
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Input Foreground probability Binary output Scribbles Weight map 
Initial segmentation Foreground scribble Background scribble User-provided  bounding box 
Figure 6.3: An example of weight map for image-specific fine-tuning. In the last image, the
weight is 0 for pixels with high uncertainty (black), ω for scribbles (white), and 1
for the remaining pixels (gray).
the label update step, introducing zero unary weights in Eq. (6.5) would make the label
update of corresponding pixels entirely driven by the pairwise potentials. Therefore,
this chapter choose to keep Eq. (6.5) unchanged.
6.2.5 Implementation Details
The Caffe1 [219] deep learning library was used to implement the P-Net and PC-Net.
The training process was done via one node of the Emerald cluster2 with two 8-core
E5-2623v3 Intel Haswells, a K80 NVIDIA GPU and 128GB memory. The training of
CNNs used stochastic gradient decent, with momentum 0.9, batch size 1, weight decay
5×10−4, maximal number of iterations 60k, initial learning 10−3 that was halved every
5k iterations. For each application, the images in each modality were normalized by
the mean value and standard deviation of the training images. During training, the
bounding box for each object was automatically generated based on the ground truth
label with a random margin in the range of 0 to 10 pixels/voxels. For convolutions
at the border of an input, spatial reflection padding [226] was used to ensure that the
output had the same size as the input.
For the testing with user interactions, the trained CNN models were deployed to
a MacBook Pro (OS X 10.9.5) with 16GB RAM, an Intel Core i7 CPU running at
2.5GHz and an NVIDIA GeForce GT 750M GPU. A Matlab GUI and a PyQt GUI
were used for user interactions on 2D and 3D images, respectively. The bounding box
1http://caffe.berkeleyvision.org
2http://www.ses.ac.uk/high-performance-computing/emerald
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was provided by the user. For image-specific fine-tuning, Yˆ and θ were alternatively
updated for four iterations. In each network update step, the learning process used a
learning rate 10−2 and iteration number 20. A grid search with the training data was
used to get proper values of λ , σ , t0, t1, ε and ω . Their numerical values are listed in
the specific experiments sections 6.3.2 and 6.3.3.
6.3 Experiments and Results
The proposed framework was validated with two applications: 2D segmentation of
multiple organs from fetal MR images and 3D segmentation of brain tumors from con-
trast enhanced T1-weighted (T1c) and Fluid-attenuated Inversion Recovery (FLAIR)
images. For both applications, the experiments additionally investigated the segmenta-
tion performance on previously unseen objects that had not been present in the training
set.
6.3.1 Comparison Methods and Evaluation Metrics
To investigate the performance of different networks with the same bounding box, this
chapter compares P-Net with FCN [123] and U-Net [124] for 2D images, and compares
PC-Net with DeepMedic [128] and HighRes3DNet [131] for 3D images3. The original
DeepMedic works on multiple modalities, and this chapter adapts it to work on a single
modality. All these methods were evaluated on the laptop during the testing except for
HighRes3DNet that was run on the cluster due to the laptop’s limited GPU memory. To
validate the proposed unsupervised/supervised image-specific fine-tuning, this chapter
compares BIFSeg with 1) the initial output of P-Net/PC-Net, 2) post-processing the
initial output with a CRF (using user interactions as hard constraints if they are given),
and 3) image-specific fine-tuning based on Eq. (6.1) with w(i) = 1 for all the pixels,
which is referred to as BIFSeg(-w).
BIFSeg was also compared with other interactive segmentation methods: Grab-
Cut [136], Slic-Seg [76] and Random Walks [135] for 2D segmentation, and
GeoS [140], GrowCut [141] and 3D GrabCut [228] for 3D segmentation. The 2D/3D
GrabCut used the same bounding box as used by BIFSeg, and they used 3 and 5 com-
3DeepMedic and HighRes3DNet were implemented in NiftyNet [227] http://niftynet.io
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ponents for the foreground and background GMMs, respectively. Slic-Seg, Random
Walks, GeoS and GrowCut required scribbles without a bounding box for segmen-
tation. The segmentation results by an Obstetrician and a Radiologist were used for
evaluation. For each method, each user provided scribbles to update the result multiple
times until the user accepted it as the final segmentation. The Dice score between
a segmentation and the ground truth defined in Eq. (3.12) was used for quantitative
evaluations. The p-value between different methods was computed by the Student’s
t-test.
6.3.2 2D Segmentation of Multiple Organs from Fetal MR Images
6.3.2.1 Data
Stacks of T2-weighted MR images from 18 pregnant women in the second trimester
were acquired by SSFSE with pixel size 0.74 to 1.58 mm and inter-slice spacing 3 to
4 mm. Due to the large inter-slice spacing and inter-slice motion, interactive 2D seg-
mentation is more suitable than direct 3D segmentation [76]. The placenta and fetal
brain from ten volumes (356 slices) were used for training. The other eight volumes
(318 slices) were used for testing. From the test images, this chapter aims to segment
the placenta, fetal brain, and previously unseen fetal lungs and maternal kidneys. Man-
ual segmentations by a Radiologist were used as the ground truth. P-Net was used for
this segmentation task. To deal with organs at different scales, the input of P-Net was
resized so that the minimal value of width and height was 128 pixels. Parameter set-
ting was λ = 3.0, σ = 0.1, t0 = 0.2, t1 = 0.7, ε = 0.2, ω = 5.0 based on a grid search
performed on the training data.
6.3.2.2 Initial Segmentation based on P-Net
Fig. 6.4 shows the segmentation of different organs from fetal MR images with user-
provided bounding boxes. The first row presents the bounding box for each target
organ. The other rows show the results of GrabCut and three different networks. It
can be observed that GrabCut achieves a poor segmentation except for the fetal brain
where there is a good contrast between the target and the background. For the placenta
and fetal brain, FCN, U-Net and P-Net achieve visually similar results that are close to
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Table 6.1: Quantitative comparison of initial segmentation of fetal MR images from a bound-
ing box. ∧ denotes previously unseen objects. In each row, bold font denotes the
best value. * denotes p-value < 0.05 compared with the others.
FCN U-Net P-Net GrabCut
Dice
(%)
Placenta 85.31±8.73 82.86±9.85 84.57±8.37 62.90±12.79
Fetal brain 89.53±3.91 89.19±5.09 89.44±6.45 83.86±14.33
Fetal lungs∧ 81.68±5.95 80.64±6.10 83.59±6.42* 63.99±15.86
Maternal kidneys∧ 83.58±5.48 75.20±11.23 85.29±5.08* 73.85±7.77
Machine time (s) 0.11±0.04* 0.24±0.07 0.16±0.05 1.62±0.42
the ground truth. However, for fetal lungs and maternal kidneys that are previously un-
seen in the training set, FCN and U-Net lead to a large region of under-segmentation.
In contrast, P-Net performs noticeably better than FCN and U-Net when dealing with
these two unseen objects. A quantitative evaluation of these methods is listed in Ta-
ble 6.1. It shows that P-Net achieves the best accuracy for unseen fetal lungs and
maternal kidneys with average machine time 0.16s.
6.3.2.3 Unsupervised Image-specific Fine-tuning
For unsupervised refinement, the initial segmentation result obtained by P-Net was re-
fined by CRF, BIFSeg(-w) and BIFSeg without additional scribbles, respectively. The
results are shown in Fig. 6.5. The second to fourth rows show the foreground prob-
ability given by P-Net before and after the fine-tuning. In the second row, the initial
output of P-Net has a probability around 0.5 for many pixels, which indicates a high
uncertainty. After image-specific fine-tuning, most pixels in the outputs of BIFSeg(-
w) and BIFSeg have a probability close to 0.0 or 1.0. The remaining rows show the
segmentations by P-Net and the three refinement methods, respectively. The visual
comparison shows that BIFSeg performs better than P-Net + CRF and BIFSeg(-w).
Quantitative measurements are presented in Table 6.2. It shows that BIFSeg achieves
a larger improvement of accuracy from the initial segmentation when compared with
the use of CRF or BIFSeg(-w). In this 2D case, BIFSeg takes 0.72s in average for
unsupervised image-specific fine-tuning.
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GrabCut 
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Figure 6.4: Visual comparison of initial segmentation of multiple organs from fetal MR images
with a bounding box. GrabCut learns from a single image and the other methods
learn from a training set. All the methods use the same bounding box for each test
instance. Note that fetal lungs and maternal kidneys are previously unseen objects
but P-Net works well on them.
6.3.2.4 Supervised Image-specific Fine-tuning
Fig. 6.6 shows examples of supervised refinement with additional scribbles. The sec-
ond row shows the initial segmentation given by P-Net. In the third row, red and blue
scribbles are drawn in mis-segmented regions to label the corresponding pixels as the
foreground and background, respectively. The same initial segmentation and scribbles
are used for P-Net + CRF, BIFSeg(-w) and BIFSeg. All these methods improve the
segmentation. However, some large mis-segmentations can still be observed for P-Net
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Figure 6.5: Visual comparison of P-Net and three unsupervised refinement methods without
additional scribbles for segmentation of fetal MR images. The foreground proba-
bility is visualized by heatmap.
+ CRF and BIFSeg(-w). In contrast, BIFSeg achieves better results with the same set
of scribbles. For a quantitative comparison, I measured the segmentation accuracy af-
ter a single round of refinement using the same set of scribbles. The result is shown
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Figure 6.6: Visual comparison of P-Net and three supervised refinement methods for segmen-
tation of fetal MR images. The same initial segmentation and scribbles are used
for P-Net + CRF, BIFSeg(-w) and BIFSeg.
in Table 6.3. BIFSeg achieves significantly better accuracy (p-value < 0.05) for the
placenta, and previously unseen fetal lungs and maternal kidneys compared with P-Net
+ CRF and BIFSeg(-w).
6.3.2.5 Comparison with other interactive methods
The two users (an Obstetrician and a Radiologist) used Slic-Seg [76], GrabCut [136],
Random Walks [135] and BIFSeg for the fetal MR image segmentation tasks respec-
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Figure 6.7: User time and Dice score of different interactive methods for segmentation of fetal
MR images. ∧ denotes previously unseen objects for BIFSeg.
Table 6.2: Quantitative comparison of P-Net and three unsupervised refinement methods with-
out additional scribbles for segmentation of fetal MR images. ∧ denotes previously
unseen objects. In each row, bold font denotes the best value. * denotes p-value <
0.05 compared with the others.
P-Net P-Net+CRF BIFSeg(-w) BIFSeg
Dice
(%)
Placenta 84.57±8.37 84.87±8.14 82.74±10.91 86.41±7.50*
Fetal brain 89.44±6.45 89.55±6.52 89.09±8.08 90.39±6.44
Fetal lungs∧ 83.59±6.42 83.87±6.52 82.17±8.87 85.35±5.88*
Maternal kidneys∧ 85.29±5.08 85.45±5.21 84.61±6.21 86.33±4.28*
Additional machine time (s) - 0.02±0.01* 0.71±0.12 0.72±0.12
tively. For each image, the user implemented the segmentation interactively until the
result was accepted by the user. The user time and final accuracy of these methods are
Table 6.3: Quantitative comparison of different supervised refinement methods for segmen-
tation of fetal MR images. P-Net gives an initial segmentation, and the last three
columns show refinement results with additional scribbles. ∧ denotes previously
unseen objects. In each row, bold font denotes the best value. * denotes p-value <
0.05 compared with the others.
P-Net P-Net+CRF BIFSeg(-w) BIFSeg
Dice
(%)
Placenta 84.57±8.37 88.64±5.84 89.79±4.60 91.93±2.79*
Fetal brain 89.44±6.45 94.04±4.72 95.31±3.39 95.58±1.94
Fetal lungs∧ 83.59±6.42 88.92±3.87 89.21±2.95 91.71±3.18*
Maternal kidneys∧ 85.29±5.08 87.51±4.53 87.78±4.46 89.37±2.31*
Additional machine time (s) - 0.02±0.01* 0.72±0.11 0.74±0.12
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presented in Fig. 6.7. It shows that BIFSeg takes noticeably less user time with similar
or higher accuracy compared with the other three interactive segmentation methods.
6.3.3 3D Segmentation of Brain Tumors from T1c and FLAIR Im-
ages
6.3.3.1 Clinical Background and Data
Gliomas are the most common brain tumors in adults with little improvement in treat-
ment effectiveness despite considerable research works [229]. With the development
of medical imaging, brain tumors can be imaged by different MR protocols with dif-
ferent contrasts. For example, T1-weighted images highlight enhancing part of the tu-
mor and FLAIR acquisitions highlight the peritumoral edema. Segmentation of brain
tumors can provide better volumetric measurements and therefore has enormous po-
tential value for improved diagnosis, treatment planning, and follow-up of individual
patients. However, automatic brain tumor segmentation remains technically challeng-
ing because 1) the size, shape, and localization of brain tumors have considerable
variations among patients; 2) the boundaries between adjacent structures are often am-
biguous.
To validate the proposed method with 3D brain tumor images, I used the 2015
Brain Tumor Segmentation Challenge (BRATS) training set [229]. The ground truth
were manually delineated by experts. This dataset was collected from 274 cases with
multiple modalities with different contrasts. T1c highlights the tumor without peri-
tumoral edema, designated “tumor core” as per [229]. FLAIR highlights the tumor
with peritumoral edema, designated “whole tumor” as per [229]. This chapter inves-
tigates interactive segmentation of tumor cores from T1c images and whole tumors
from FLAIR images, which is different from previous works on automatic multi-label
and multi-modal segmentation [230, 128]. For tumor core segmentation, I randomly
selected 249 T1c volumes as the training set and used the remaining 25 T1c volumes
as the testing set. Additionally, to investigate dealing with unseen objects, I employed
such trained CNNs to segment whole tumors in the corresponding FLAIR images of
these 25 volumes that were not present in the training set. All these images had been
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Table 6.4: Dice score of initial segmentation of 3D brain tumors from a bounding box. All the
methods use the same bounding box for each test image. ∧ denotes unseen objects.
In each row, bold font denotes the best value. * denotes p-value < 0.05 compared
with the others.
DeepMedic HighRes3DNet PC-Net GrabCut
Tumor core 76.68±11.83 83.45±7.87 82.66±7.78 69.24±19.20
Whole tumor∧ 84.04±8.50 75.60±8.97 83.52±8.76 78.39±18.66
skull-stripped and resampled to isotropic 1mm3 resolution. To deal with 3D tumor
cores and whole tumors at different scales, the cropped image region inside a bounding
box was resized so that its maximal value of width, height and depth is 80. Parameter
setting was λ = 10.0, σ = 0.1, t0 = 0.2, t1 = 0.6, ε = 0.2, ω = 5.0 based on a grid search
with the training data.
6.3.3.2 Initial Segmentation based on PC-Net
Fig. 6.8(a) shows an initial result of tumor core segmentation from T1c with a user-
provided bounding box. Since the central region of the tumor has a low intensity
close to that of the background, 3D GrabCut has a poor performance with under-
segmentations. DeepMedic leads to some over-segmentations. HighRes3DNet and
PC-Net obtain similar results, but PC-Net is less complex and has a lower memory
consumption. Fig. 6.8(b) shows the initial segmentation result of a previously un-
seen whole tumor from FLAIR. 3D GrabCut fails to get a high accuracy due to in-
tensity inconsistency in the tumor region. The CNNs outperform 3D GrabCut, and
DeepMedic and PC-Net perform better than HighRes3DNet. A quantitative compari-
son is presented in Table 6.4. It shows that the performance of DeepMedic is low for
T1c but high for FLAIR, and that of HighRes3DNet is the opposite. This is because
DeepMedic has a small receptive field and tends to rely on local features. It is difficult
to use local features to deal with T1c, due to its complex appearance but easier to deal
with FLAIR since the appearance is less complex. HighRes3DNet has a more com-
plex model and tends to over-fit the tumor core. In contrast, PC-Net achieves a more
stable performance on tumor cores and previously unseen whole tumors. The average
machine time for 3D GrabCut, DeepMedic, and PC-Net is 3.87s, 65.31s and 3.83s,
respectively (on the laptop), and that for HighRes3DNet is 1.10s (on the cluster).
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Figure 6.8: Visual comparison of initial segmentation of 3D brain tumors from a bounding
box. GrabCut learns from a single image. The other methods are trained on T1c
with tumor cores. The whole tumor in FLAIR is previously unseen in the training
set. All the methods use the same bounding box for each test image.
6.3.3.3 Unsupervised Image-specific Fine-tuning
Fig. 6.9 shows unsupervised fine-tuning for brain tumor segmentation based on the ini-
tial output of PC-Net without additional user interactions. In Fig. 6.9(a), the tumor core
is under-segmented in the initial output of PC-Net. CRF improves the segmentation to
some degree, but large areas of under-segmentation still exist. The segmentation result
of BIFSeg(-w) is similar to that of CRF. In contrast, BIFSeg performs better than CRF
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Figure 6.9: Visual comparison of PC-Net and unsupervised refinement methods without addi-
tional scribbles for 3D brain tumor segmentation. The same initial segmentation
obtained by PC-Net is used by different refinement methods.
Table 6.5: Quantitative comparison of PC-Net and unsupervised refinement methods without
additional scribbles for 3D brain tumor segmentation. Tm is the machine time for
refinement. ∧ denotes previously unseen objects. In each row, bold font denotes the
best value. * denotes p-value < 0.05 compared with the others.
PC-Net PC-Net+CRF BIFSeg(-w) BIFSeg
Dice
(%)
Tumor core 82.66±7.78 84.33±7.32 84.67±7.44 86.13±6.86*
Whole tumor ∧ 83.52±8.76 83.92±7.33 83.88±8.62 86.29±7.31*
Tm(s)
Tumor core - 0.12±0.04* 3.36±0.82 3.32±0.82
Whole tumor∧ - 0.11±0.05* 3.16±0.89 3.09±0.83
and BIFSeg(-w). A similar situation is observed in Fig. 6.9(b) for the segmentation of
previously unseen whole tumor. A quantitative comparison of these methods is shown
in Table 6.5. BIFSeg improves the average Dice score from 82.66% to 86.13% for
tumor core, and from 83.52% to 86.29% for whole tumor. For BIFSeg, the time to get
an initial segmentation by PC-Net is less than 4s in average and the additional time for
unsupervised image-specific fine-tuning is around 3s in average (Table 6.5).
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Figure 6.10: Visual comparison of PC-Net and three supervised refinement methods with
scribbles for 3D brain tumor segmentation. The refinement methods use the same
initial segmentation and set of scribbles.
6.3.3.4 Supervised Image-specific Fine-tuning
Fig 6.10 shows refined results of brain tumor segmentation with additional scribbles
provided by the user. The same initial segmentation based on PC-Net and the same
scribbles are used by CRF, BIFSeg(-w) and BIFSeg. It can be observed that CRF and
BIFSeg(-w) correct the initial segmentation moderately. In contrast, BIFSeg achieves
better refined results for both tumor cores in T1c and whole tumors in FLAIR. For a
quantitative comparison of these refinement methods, the segmentation accuracy was
148 Chapter 6. Deep Interactive Segmentation with Image-specific Fine-tuning
Table 6.6: Quantitative comparison of PC-Net and three supervised refinement methods with
additional scribbles for 3D brain tumor segmentation. Tm is the machine time for
refinement. ∧ denotes previously unseen objects. In each row, bold font denotes the
best value. * denotes p-value < 0.05 compared with the others.
PC-Net PC-Net+CRF BIFSeg(-w) BIFSeg
Dice
(%)
Tumor core 82.66±7.78 85.93±6.64 85.88±7.53 87.49±6.36*
Whole tumor∧ 83.52±8.76 85.18±6.78 86.54±7.49 88.11±6.09*
Tm(s)
Tumor core - 0.14±0.06* 3.33±0.86 4.42±1.88
Whole tumor∧ - 0.12±0.05* 3.17±0.87 4.01±1.59
Figure 6.11: User time and Dice score of different interactive methods for 3D brain tumor
segmentation. ∧ denotes previously unseen objects for BIFSeg.
measured after a single round of refinement using the same set of scribbles based on
the same initial segmentation. The results are shown in Table 6.6. BIFSeg achieves
an average Dice score of 87.49% and 88.11% for tumor cores and previously unseen
whole tumors, respectively, and it significantly outperforms CRF and BIFSeg(-w). For
supervised fine-tuning, the computational time is around 4s for one image. It is 1s
longer than unsupervised fine-tuning due to the geodesic distance transform based on
scribbles.
6.3.3.5 Comparison with other interactive methods
The two users (an Obstetrician and a Radiologist) used GeoS [140], GrowCut [141],
3D GrabCut [228] and BIFSeg for the brain tumor segmentation tasks respectively. For
each method, the user gave interactions until the result was visually accepted. The user
time and final accuracy of these methods are presented in Fig. 6.11. It shows that these
interactive methods achieve similar final Dice scores for each task. However, BIFSeg
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takes significantly less user time to get the results, which is 82.3s and 68.0s in average
for tumor core and whole tumor, respectively.
6.4 Discussion and Conclusion
For 2D images, the proposed P-Net is trained with the placenta and the fetal brain
only, but it performs well on previously unseen fetal lungs and maternal kidneys. For
3D images, the PC-Net is only trained with tumor cores in T1c, but it also achieves
good results for whole tumors in FLAIR that are not present for training. This is a
major advantage compared with traditional CNNs and even transfer learning [231] or
weakly supervised learning [155], since for some objects it does not require annotated
instances for training at all. It therefore reduces the efforts needed for gathering and
annotating training data and can be applied to some unseen organs directly.
The proposed framework accepts bounding boxes and optional scribbles as user
interactions. Bounding boxes in the test images are provided by the user, but they
could potentially be obtained by automatic detection [190] to further increase effi-
ciency. Compared with DeepIGeoS proposed in Chapter 5, BIFSeg does not obtain the
initial segmentation automatically and requires a user-provided bounding box to start
with. Drawing a bounding box can take some additional user time (about 4s for a 2D
object and about 12s for a 3D object), but it provides flexibility to deal with different
organs including those are not present in the training set. In addition, cropping the
image with a bounding box can lead to less memory requirements and speed up the
computation compared with using an entire image.
Experimental results show that the image-specific fine-tuning improves the seg-
mentation performance. This acts as a post-processing step after the initial segmenta-
tion and outperforms CRF. Table 6.2 and 6.3 show that BIFSeg significantly outper-
forms CRF and BIFSeg(-w) except for the fetal brain. This is because it is relatively
easy to segment the fetal brain due to its good contrast and strong edge information, so
that CRF and BIFSeg(-w) can also achieve a very good performance. In contrast, seg-
mentation of the placenta, fetal lungs and maternal kidneys is more challenging, and
BIFSeg is more advantageous to deal with these organs than CRF and BIFSeg(-w).
150 Chapter 6. Deep Interactive Segmentation with Image-specific Fine-tuning
Experiments also show that taking advantage of uncertainty plays an important
role for the image-specific fine-tuning process. The uncertainty is defined based on
the softmax probability and the geodesic distance to scribbles, if scribbles are given.
Recent works [232] suggest that test-time dropout also provides classification uncer-
tainty. However, test-time dropout is less suitable for interactive segmentation since it
leads to longer computational time.
In conclusion, this chapter proposes an efficient deep learning-based framework
for interactive 2D/3D medical image segmentation. It uses a bounding box-based CNN
for binary segmentation and can segment previously unseen objects. A unified frame-
work is proposed for both unsupervised and supervised refinements of the initial seg-
mentation, where image-specific fine-tuning based on a weighted loss function is pro-
posed. Experiments on segmenting multiple organs from 2D fetal MR images and
brain tumors from 3D MR images show that the proposed method performs well on
previously unseen objects, and the image-specific fine-tuning outperforms CRF. BIF-
Seg achieves similar or higher accuracy with fewer user interactions in less time than
traditional interactive segmentation methods.
Chapter 7
Conclusion and Future Work
7.1 Conclusion
This thesis presents the development of minimally interactive segmentation algorithms
and their application to placenta segmentation from fetal MR images. Segmentation of
the placenta is important for characterization of the placenta and fetal surgical planing.
However, automatic segmentation of the placenta from fetal MR images is challenging
since fetal MR images are often acquired with high 2D resolution but low 3D reso-
lution, inter-slice motion and large inter-slice spacing. In addition, the placenta has
complex variations of shape and position among patients. To address these problems,
I investigated interactive segmentation of the placenta from a single 2D slice, a stack
of motion-corrupted slices and multiple volumes, respectively. I used machine learn-
ing methods including Random Forests and Convolutional Neural Networks to better
exploit user interactions which can lead to good segmentation results with only a few
user interactions and a short user time. The developed algorithms can reduce burden
on the user and provide accurate placenta segmentation efficiently.
Chapter 3 presented an ORF-based interactive method for placenta segmentation
from a 2D slice. This method uses ORFs to learn from user-provided scribbles and
predict the labels of the remaining pixels. When the user draws scribbles, the fore-
ground and background scribbles are usually imbalanced, and the imbalance ratio can
change during the interactive segmentation process. Traditional ORFs have a limited
ability to deal with imbalanced training data with a changing imbalance ratio. I pro-
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posed a generic Dynamically Balanced Online Random Forest to address this problem.
I validated the proposed method through placenta segmentation from fetal MR slices
and adult lung segmentation from radiographs. Experimental results showed that the
proposed method achieved accurate segmentation by efficiently learning from scrib-
bles, and demonstrated that the proposed DyBa ORF was more suitable for interactive
segmentation than traditional ORFs.
Chapter 4 investigated segmentation of the placenta from a single volume (i.e.,
a stack of motion-corrupted slices) and multiple volumes with a minimal number of
user interactions. For single volume segmentation, I proposed an efficient framework
named Slic-Seg that is based on ORFs and slice-by-slice propagation. It only requires
user interactions in one slice to start the segmentation process and deals with the re-
maining slices automatically without additional user interactions. To take advantage
of complementary information of multiple volumes of the same patient, I proposed a
4D Graph Cuts-based framework to co-segment multiple volumes simultaneously us-
ing the results of single volume Slic-Seg as initialization. Experimental results showed
that the single volume Slic-Seg achieved accurate results with a stable performance be-
tween and within users, and demonstrated that the co-segmentation was able to further
improve the segmentation accuracy.
Chapter 5 and Chapter 6 investigated the application of deep learning to inter-
active image segmentation. In chapter 5, I proposed a deep interactive segmentation
method (DeepIGeoS) based on CNNs and geodesic distance transforms of user inter-
actions. DeepIGeoS uses a P-Net to obtain an initial automatic segmentation, and then
uses an R-Net that takes as input the initial segmentation and user interactions to get
a refined segmentation. User interactions are transformed into geodesic distance maps
and used as two additional channels of the input for R-Net. I also proposed a resolution
preserving network structure to avoid the potential loss of details of feature maps, and
introduced a back-propagatable CRF-Net that can learn freeform pairwise potentials
and leverage user interactions as hard constraints. Experimental results showed that
DeepIGeoS achieved a large improvement from automatic CNNs, and obtained simi-
lar accuracy with fewer user interactions and less user time compared with traditional
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interactive image segmentation methods.
In Chapter 6, I focused on the segmentation of multiple organs where only a
subset of organs were annotated for training. I proposed a CNN and bounding box-
based segmentation method (BIFSeg) that can deal with unseen objects. To make a
pre-trained CNN to be more adaptive to a test image, I proposed unsupervised and
supervised image-specific fine-tuning based on a weighted loss function that took the
network- and interaction-based uncertainty into consideration. Experimental results
with both 2D and 3D segmentation tasks showed that BIFSeg worked well on previ-
ously unseen objects, and the fine-tuning method outperformed traditional CRFs for
post-processing. BIFSeg reduces the requirement of annotated images for training,
and makes the CNN-based framework more flexible to deal with different modalities
and different organs.
7.2 Future Work
The works in this thesis can be extended in four aspects in the future: segmentation
with unsupervised and weakly supervised learning, fetal MR image segmentation using
3D CNNs, multi-organ and multi-modal segmentation and some clinical applications
of the methods proposed in this thesis.
7.2.1 Segmentation with Unsupervised and Weakly Supervised
Learning
In Chapter 3 and Chapter 4, the ORF-based segmentation methods learned from user
interactions in a test image. They are flexible to deal with complex variations of ap-
pearance, shape and position of the placenta among different images. However, they
used manually designed features for the learning of ORFs. These features were se-
lected based on experience and calculated from local patches, therefore this may limit
the performance of these ORF-based segmentation methods. Automatic unsupervised
feature learning has shown to be more effective in several studies [233]. For exam-
ple, the study in [234] has shown that data-adaptive features obtained by unsupervised
learning with stacked auto-encoders outperformed hand-crafted features for MR brain
image registration. In [235], unsupervised feature learning was used for multiple or-
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gan detection in MR images. Such methods can learn high-level features automatically
without annotations. Therefore, in the future, they can be used to learn features from
an unlabeled dataset during offline training. These learned features can be used to train
an ORF in an online fashion during the interactive segmentation.
In Chapter 5 and Chapter 6, the CNNs were trained with a large number of im-
ages and they required pixel-level annotations. Giving pixel-level annotations for a
large dataset is very time-consuming and difficult. Thus, reducing the requirement of
annotations for training is highly desired. Though BIFSeg investigated the problem
of dealing with unseen objects for which annotations are not provided, it still needed
full annotations of a subset of organs for training. Recently, several weakly supervised
CNNs have been proposed for image segmentation. For example, ScribleSup [154]
trains CNNs for semantic segmentation supervised by scribbles instead of full annota-
tions. DeepCut [155] uses bounding boxes as annotations to train CNNs for segmenta-
tion of fetal brain and fetal lungs. These works show that it is promising to use weakly
supervised learning for placenta segmentation.
7.2.2 Fetal MR Image Segmentation Using 3D CNNs
Chapter 5 and Chapter 6 validated the proposed DeepIGeoS and BIFSeg with 2D fe-
tal MR slices. These methods can be extended to deal with 3D segmentation of the
placenta. Differently from the slice-by-slice propagation in Slic-Seg, 3D CNNs allow
an end-to-end prediction for volumetric images by encoding the 3D information in the
networks. In this context, some specific designs of the networks may be necessary. For
example, dealing with the motion between slices may need to be considered for 3D
convolution. In addition, stacks of fetal MR slices have an anisotropic resolution due
to the large inter-slice spacing. Therefore, convolution with anisotropic kernels can
be more suitable for such images. I have proposed the idea of anisotropic convolution
for multi-modal brain tumor segmentation in BraTS challenge 2017 [225]. That work
uses anisotropic networks that take a stack of slices as input with a large receptive field
in 2D and a relatively small receptive field in the out-plane direction that is orthogo-
nal to the 2D slices. The anisotropic networks achieved good performance for brain
tumor segmentation, and they are also suitable for fetal MR images with anisotropic
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resolution.
The development of image reconstruction techniques can improve the quality of
motion-corrupted images. For example, in [236], an efficient total variation algorithm
was proposed for fetal brain reconstruction. In [? ], a patch-to-volume registration
approach was proposed to reconstruct fetal MR images with a large field of view. Re-
cently, a point-spread-function-aware slice-to-volume registration approach was pro-
posed for abdominal MR image reconstruction [237] and it can be potentially used for
fetal MR image reconstruction. In the future, it is of interest to segment the placenta
from a reconstructed fetal MR volume with a high 3D resolution.
7.2.3 Multi-organ and Multi-modal Segmentation
The developed algorithms in this thesis focused on the placenta, and they were pro-
posed for binary segmentation. In clinical practice, it is often desirable to segment
multiple organs for better assessment or surgical planning. For example, segmenting
the fetal brain, the fetal lungs, the fetal liver, the fetal heart and the placenta can help
to make a more comprehensive assessment of fetal growth. In the laser ablation ther-
apy of TTTS, segmenting the whole fetus in addition to the placenta may help a better
surgical planning. Chapter 6 has investigated the segmentation of four different or-
gans from fetal MR images with BIFSeg. BIFSeg allows a sequential segmentation
of multiple organs, but it does not support a simultaneous segmentation. Extending
the developed algorithms to deal with multi-organ segmentation with higher efficiency
would be of highly clinical relevance. In addition, in many applications such as brain
tumor segmentation, multi-modal images are used. In Chapter 6 and Appendix B, I
only took advantage of a single modality for the interactive segmentation. In [225], I
investigated automatic multi-modal segmentation of brain tumors and the results show
that user interactions are desirable for better robustness. Therefore, extending these
proposed methods for multi-modal interactive segmentation is also of interest. The
challenge may come from computational complexity, as dealing with multi-modal 3D
images makes it more difficult for efficient interactive segmentation.
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7.2.4 Clinical Applications
There are several potential clinical applications of the proposed segmentation methods
in this thesis. First, the segmentation results of the placenta can be used for fast char-
acterization of the placenta during pregnancy, providing detailed information about
the shape, position and orientation. For example, Salafia et al. [238] investigated the
effect of placenta shape on placental functional efficiency. The segmentation results
lay a foundation for comprehensive shape analysis of the placenta, which can be used
to estimate placental efficiency. This also helps to predict fetal growth restriction and
postnatal outcome, as demonstrated in [60]. Second, a 3D segmentation result gives a
more reliable measurement of the volume of the placenta compared with analyzing 2D
images. This can be used to measure the growth of the placenta throughout gestation.
Plasencia et al. [12] showed that the placenta volume at 11-13 weeks of gestation can
be used for prediction of birth weight. Therefore, the developed segmentation methods
can facilitate the birth weight prediction. Third, the segmentation results can be used as
masks for high-resolution image reconstruction [68, 236] and modeling of the placenta
for surgical planning and guidance [9, 61, 62]. In addition, the developed methods in
Chapter 5 and Chapter 6 are also suitable for brain tumor segmentation, and they can
be applied to brain tumor growth measurement and treatment planning [229].
Appendix A
Clavicle Segmentation from Chest
Radiographs using DeepIGeoS
This appendix provides supplementary experimental results of applying DeepIGeoS
proposed in Chapter 5 to clavicle segmentation from chest radiographs.
A.1 Clinical Background and Experimental Data
Chest radiographs are widely used for the detection and diagnosis of lung diseases
such as lung cancer. Some findings on chest radiographs such as sharply circumscribed
nodules or masses can indicate the presence of lung cancer. However, due to super-
imposition of multiple structures including ribs and clavicles, lung nodule detection
and analysis is challenging. Segmenting the bone structures from chest radiographs
can help to digitally suppress bones thus increase the visibility of nodules [239]. In
particular, clavicle suppression might aid radiologists in detecting pathologies in the
lung apex for certain lung diseases such as tuberculosis. Thus, accurate clavicle seg-
mentation is needed to improve pathology detection. This task is challenging due to
low contrast and inhomogeneous appearance in the clavicle region resulting from su-
perimposition of several structures. In [240], it was shown that segmenting the clavicle
is more difficult than segmenting the heart and the lungs. In [241], pixel classification
was combined with an active shape model for automatic clavicle segmentation, while
the result showed large mis-segmented areas in some images.
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Table A.1: Quantitative comparison of clavicle segmentation by different networks and CRFs.
Significant improvement from P-Net (p-value < 0.05) is shown in bold font.
Method Dice(%) ASSD(pixels)
FCN [123] 81.08±13.73 3.38±2.31
DeepLab [125] 82.27±10.80 3.09±1.47
P-Net(b5) 82.15±11.08 3.21±1.91
P-Net 84.18±10.94 2.79±1.78
P-Net + Dense CRF 83.52±11.69 2.84±1.86
P-Net + CRF-Net(g) 84.51±10.45 2.72±1.57
P-Net + CRF-Net(f) 84.83±10.52 2.65±1.52
Table A.2: Quantitative comparison of different refinement methods for clavicle segmenta-
tion. The initial segmentation is automatically obtained by P-Net + CRF-Net(f).
R-Net(Euc) uses Euclidean distance instead of geodesic distance. Significant im-
provement from R-Net (p-value < 0.05) is shown in bold font.
Method Dice(%) ASSD(pixels)
Before refinement 84.83±10.52 2.65±1.52
Min-cut user-editing 87.45±8.73 2.29±1.34
R-Net(Euc) 88.34±8.91 2.20±1.17
R-Net 89.33±7.85 1.86±1.02
R-Net(Euc) + CRF-Net(fu) 88.83±8.32 1.96±1.09
R-Net + CRF-Net(fu) 90.22±6.41 1.73±0.87
This experiment uses the publicly available JSRT database1 which consists of
247 radiographs with image resolution 2048×2048 and pixel size 0.175 mm×0.175
mm. Ground truth of 93 images were provided by the SCR database2 based on manual
segmentation by an expert. The ground truth delineated the part of clavicle projected
over the lungs and mediastinum. Data in the SCR database had been split into two
groups with 47 and 46 images respectively. For the first group, this experiment used
40 images as training data and the other 7 images as validation data. All the images in
the second group were used as testing data. Each original image was downsampled into
a size of 512×512 pixels and manually cropped with two 200×160 boxes covering the
left and right clavicles respectively. The DeepIGeoS method proposed in Chapter 5
was employed for experiments. The implementation details have been described in
Section 5.2.4. The following results are presented in the same way as Section 5.3.
1http://www.jsrt.or.jp/jsrt-db/eng.php
2http://www.isi.uu.nl/Research/Databases/SCR
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Figure A.1: Initial automatic segmentation results of the clavicle by different networks. The
last row shows interactively refined results by DeepIGeoS.
A.2 Results
A.2.1 Automatic Segmentation by P-Net with CRF-Net(f)
Fig. A.1 shows examples of automatic segmentation of the clavicle by P-Net, which
is compared with FCN [123], DeepLab [125] and P-Net(b5). In the first case, FCN
segments the clavicle roughly, with some missed regions near the boundary. DeepLab
reduces the missed regions but leads to some over-segmentation. P-Net(b5) obtains
a result similar to that of DeepLab. In contrast, P-Net achieves a more accurate seg-
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Figure A.2: Visual comparison of clavicle segmentation by P-Net with different CRFs. The
last row shows interactively refined results by DeepIGeoS.
mentation which is closer to the ground truth. In the second case, FCN only cap-
tures a small region of the clavicle, while DeepLab captures a larger region with both
under-segmentation and over-segmentation. P-Net(b5) and P-Net obtain better results
compared with FCN and DeepLab. A quantitative evaluation of these four networks
is presented in Table A.1. The result shows FCN has the lowest performance. P-Net
achieves the most accurate segmentation compared with the other three networks. It
achieves 84.18±10.94% in terms of Dice and 2.79±1.78 pixels in terms of ASSD.
The effect of different types of CRFs working with P-Net is shown in Fig. A.2.
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It can be observed that CRF-Net(f) improves the segmentation better than Dense CRF
and CRF-Net(g). A quantitative measurement of different CRFs is listed in Table A.1.
The result shows only CRF-Net(f) obtains significantly better segmentation than P-Net
with p-value < 0.05.
A.2.2 Interactive Refinement by R-Net with CRF-Net(fu)
Fig. A.3 shows examples of interactive refinement of clavicle segmentation using R-
Net with CRF-Net(fu). The first row shows initial segmentation obtained by P-Net +
CRF-Net(f). User interactions are given on that result to indicate mis-segmented ar-
eas. With the same set of user interactions, this section compares the refined results
of five methods: min-cut user editing [136] and R-Net using geodesic or Euclidean
distance transforms with or without CRF-Net(fu). Fig. A.3 shows that the segmenta-
tion is largely improved by refinements. The white arrows show the local difference
between these five refinement methods. It can be found that more accurate results are
obtained by using geodesic distance than using Euclidean distance, and CRF-Net(fu)
can further help to improve the segmentation. For a quantitative comparison, I mea-
sured the segmentation accuracy after the first iteration of user refinement (applying
R-Net once) using these methods with the same set of scribbles. The quantitative eval-
uation is listed in Table A.2, showing that the proposed R-Net with geodesic distance
and CRF-Net(fu) achieves higher accuracy than the other variants, with a Dice score
of 90.22±6.41% and ASSD of 1.73±0.87 pixels.
A.2.3 Comparison with Other Interactive Methods
Fig. A.4 compares DeepIGeoS with Geodesic Framework [221], Graph Cuts [133],
Random Walks [222] and Slic-Seg [76] for clavicle segmentation. The first column
shows initial scribbles (except for DeepIGeoS) and the resulting segmentation. The
second column shows final refined results with the entire set of scribbles. The initial
automatic segmentation by DeepGeoS has some errors at the head of the clavicle, and
it is refined by only two short strokes given by the user. In contrast, the other four
interactive methods rely on a large amount of interactions for initial segmentation, and
the additional scribbles given for refinement are also long. A quantitative comparison
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between these methods based on the results given by two users (an Obstetrician and a
Radiologist) is shown in Fig. A.5. Compared with the traditional interactive methods,
DeepIGeoS achieves similar Dice and ASSD values, but with far fewer scribbles and
less user time.
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Figure A.3: Visual comparison of different refinement methods for clavicle segmentation. The
first row shows the initial automatic segmentation obtained by P-Net + CRF-
Net(f), on which user interactions are added for refinement. The remaining rows
show refined results. R-Net(Euc) is a counterpart of the proposed R-Net and uses
Euclidean distance.
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Initial Final 
DeepIGeoS 
Geodesic Framework 
Graph Cuts 
Random Walks 
Slic-Seg 
Segmentation Ground truth Foreground interactions Background interactions 
Figure A.4: Visual comparison of DeepIGeoS and other interactive methods for clavicle seg-
mentation. The first column shows initial scribbles (except for DeepIGeoS) and
the resulting segmentation. The second column shows final refined results with
the entire set of scribbles. The user decided on the level of interaction required to
achieve a visually acceptable result.
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Figure A.5: Quantitative comparison of clavicle segmentation by different interactive methods
in terms of Dice, ASSD, total interactions (scribble length) and user time.

Appendix B
3D DeepIGeoS for Brain Tumor
Segmentation
In this appendix, I present a 3D version of DeepIGeoS and its application to 3D brain
tumor segmentation. This is based on part of my article published in TPAMI [77].
B.1 Data
The clinical background of brain tumor segmentation has been introduced in Sec-
tion 6.3.3. In this appendix, I investigate interactive segmentation of the whole tumor
from FLAIR images. The 2015 Brain Tumor Segmentation Challenge (BraTS) [229]
training set with images of 274 cases were used in this experiment. The ground truth
were manually delineated by several experts. As a first demonstration of deep inter-
active segmentation in 3D, I only use FLAIR images in the dataset and only segment
the whole tumor. I randomly selected 234 cases for training and used the remaining
40 cases for testing. All these images had been skull-stripped and resampled to size of
240×240×155 with isotropic resolution 1mm3. Each image was cropped based on the
bounding box of its non-zero region.
B.2 3D Networks and Implementation
For 3D segmentation, this chapter reuses the PC-Net presented in Fig. 6.2 that is an
extension of P-Net proposed in Chapter 5 (Fig. 5.3). To make it clear that this network
works on 3D images, this chapter refers to it as 3D P-Net. The segmentation pro-
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Table B.1: Quantitative comparison of 3D brain tumor segmentation by different networks and
CRFs. Significant improvement from 3D P-Net (p-value < 0.05) is shown in bold
font.
Method Dice(%) ASSD(pixels)
DeepMedic [128] 83.87±8.72 2.38±1.52
HighRes3DNet [131] 85.47±8.66 2.20±2.24
3D P-Net(b5) 85.36±7.34 2.21±2.13
3D P-Net 86.68±7.67 2.14±2.17
3D P-Net + Dense CRF 87.06±7.23 2.10±2.02
3D P-Net + CRF-Net(f) 87.55±6.72 2.04±1.70
cess follows the workflow shown in Fig. 5.1 and 3D P-Net is used with a CRF-Net(f)
for segmentation. The refinement network is referred to as 3D R-Net which shares
the same structure as 3D P-Net except its input has three additional channels and the
CRF-Net(f) is replaced by CRF-Net(fu). The geodesic distance transformation, CRF-
Net(f) and CRF-Net(fu) are also extended to their 3D versions. The patch size for 3D
CRF-Net is set to 5×5×3 for computational efficiency. The 3D networks are imple-
mented by Tensorflow1 [242] using NiftyNet2 [131]. The training process was done
via two 8-core E5-2623v3 Intel Haswells and two K80 NVIDIA GPUs and 128GB
memory. The testing process with user interactions was performed on a MacBook Pro
(OS X 10.9.5) with 16GB RAM and an Intel Core i7 CPU running at 2.5GHz and an
NVIDIA GeForce GT 750M GPU. A PyQt GUI was developed for the 3D interactive
segmentation task.
B.3 Results
B.3.1 Automatic Segmentation by 3D P-Net with CRF-Net(f)
Fig. B.1 shows examples of automatic segmentation of brain tumor by 3D P-Net, which
is compared with DeepMedic [128], HighRes3DNet [131] and 3D P-Net(b5) that is a
variant of 3D P-Net and only uses features from block 5 (Fig. 6.2) instead of concate-
nated multi-scale features. In the first column, DeepMedic segments the tumor roughly,
with some missed regions near the boundary. HighRes3DNet reduces the missed re-
gions but leads to some over-segmentation. 3D P-Net(b5) obtains a similar result to
1https://www.tensorflow.org
2http://niftynet.io
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DeepMedic 
HighRes3DNet 
3D P-Net(b5) 
3D P-Net 
3D P-Net + 
3D R-Net +  
CRF-Net(fu)  
Segmentation Ground truth Foreground interaction Background interaction 
Figure B.1: Initial automatic 3D segmentation of brain tumor by different networks. The last
row shows interactively refined results by DeepIGeoS.
that of HighRes3DNet. In contrast, 3D P-Net achieves a more accurate segmentation,
which is closer to the ground truth. More examples in the second and third column in
Fig. B.1 also show 3D P-Net outperforms the other networks. Quantitative evaluation
of these four networks is presented in Table B.1. DeepMedic achieves an average dice
score of 83.87%. HighRes3DNet and 3D P-Net(b5) achieve similar performance, and
they are better than DeepMedic. 3D P-Net outperforms these three counterparts with
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3D P-Net 
3D P-Net + 
Dense CRF 
3D P-Net + 
CRF-RNN(f) 
3D P-Net + 
CRF-RNN(f) 
+ 
3D R-Net + 
CRF-Net(fu) 
Figure B.2: Visual comparison between Dense CRF and the proposed CRF-Net(f) for 3D brain
tumor segmentation. The last column shows interactively refined results by DeepI-
GeoS.
86.68±7.67% in terms of Dice and 2.14±2.17 pixels in terms of ASSD. Note that the
proposed 3D P-Net has far fewer parameters compared with HighRes3DNet. It is more
memory efficient and therefore can perform inference on a 3D volume in interactive
time.
Since CRF-RNN [171] was only implemented for 2D, in the context of 3D seg-
mentation this chapter only compared 3D CRF-Net(f) with 3D Dense CRF [128] that
uses manually tuned parameters. Visual comparison between these two types of CRFs
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User interactions on 
initial segmentation 3D R-Net(Euc) 
3D R-Net(Euc) +  
CRF-Net(fu) 3D R-Net 
3D R-Net +  
CRF-Net(fu) 
Segmentation result Ground truth 
User interaction on foreground User interaction on background 
Min-cut user-editing 
Figure B.3: Visual comparison of different refinement methods for 3D brain tumor segmenta-
tion. The initial segmentation is obtained by 3D P-Net + CRF-Net(f), on which
user interactions are given. 3D R-Net(Euc) is a counterpart of the proposed 3D
R-Net and it uses Euclidean distance.
working with 3D P-Net is shown in Fig. B.2. It can be observed that CRF-Net(f)
achieves more noticeable improvement compared with Dense CRF that is used as post-
processing without end-to-end learning. Quantitative measurement of Dense CRF and
CRF-Net(f) is listed in Table B.1. It shows that only CRF-Net(f) obtains significantly
better segmentation than 3D P-Net with p-value < 0.05.
B.3.2 Interactive Refinement by 3D R-Net with CRF-Net(fu)
Fig. B.3 shows examples of interactive refinement of brain tumor segmentation using
3D R-Net with CRF-Net(fu). The initial segmentation is obtained by 3D P-Net +
CRF-Net(f). With the same set of user interactions, I compared the refined results of
min-cut user-editing and four variations of 3D R-Net: using geodesic or Euclidean
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Table B.2: Quantitative comparison of different refinement methods for 3D brain tumor seg-
mentation with the same set of scribbles. The segmentation before refinement is
obtained by 3D P-Net + CRF-Net(f). 3D R-Net(Euc) uses Euclidean distance in-
stead of geodesic distance. Significant improvement from 3D R-Net (p-value <
0.05) is shown in bold font.
Method Dice(%) ASSD(pixels)
Before refinement 87.55±6.72 2.04±1.70
Min-cut user-editing 88.41±7.05 1.74±1.53
3D R-Net(Euc) 88.82±7.68 1.60±1.56
3D R-Net 89.30±6.82 1.52±1.37
3D R-Net(Euc) + CRF-Net(fu) 89.27±7.32 1.48±1.22
3D R-Net + CRF-Net(fu) 89.93±6.49 1.43±1.16
ITK-SNAP GeoS 3D P-Net DeepIGeoS 
Segmentation Ground truth 
Figure B.4: Visual comparison of 3D brain tumor segmentation using GeoS, ITK-SNAP, and
DeepIGeoS that is based on 3D P-Net.
distance transforms with or without CRF-Net(fu). Fig. B.3 shows that min-cut user-
editing achieves a small improvement.
It can be found that more accurate results are obtained by using geodesic distance
than using Euclidean distance, and CRF-Net(fu) can further help to improve the seg-
mentation. For quantitative comparison, I measured the segmentation accuracy after
the first iteration of refinement, in which the same set of scribbles were used for dif-
ferent refinement methods. The quantitative evaluation is listed in Table B.2, showing
that the proposed 3D R-Net with geodesic distance and CRF-Net(fu) achieves higher
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Figure B.5: Quantitative evaluation of 3D brain tumor segmentation by DeepIGeoS, GeoS and
ITK-SNAP.
accuracy than the other variations with a Dice score of 89.93±6.49% and ASSD of
1.43±1.16 pixels.
B.3.3 Comparison with Other Interactive Methods
Fig. B.4 shows a visual comparison between GeoS [140], ITK-SNAP [138] and DeepI-
GeoS. In the first row, the tumor has a good contrast with the background. All the
compared methods achieve very accurate segmentations. In the second row, a lower
contrast makes it difficult for the user to identify the tumor boundary. Benefited from
the initial tumor boundary that is automatically identified by 3D P-Net, DeepIGeoS
outperforms GeoS and ITK-SNAP. Quantitative comparison is presented in Fig. B.5.
It shows DeepIGeoS achieves higher accuracy compared with GeoS and ITK-SNAP.
In addition, the user time for DeepIGeoS is about one third of that for the other two
methods.

Appendix C
List of Abbreviations
AAM: Active Appearance Model
AE: Auto-Encoder
ASM: Active Shape Model
ASSD: Average Symmetric Surface Distance
b-FFE: Balanced Fast Field Echo
BRATS: Brain Tumor Segmentation Challenge
CEUS: Contrast Enhanced Ultrasound
CNN: Convolutional Neural Network
CPU: Central Processing Unit
CRF: Conditional Random Field
CT: Computed Tomography
CUDA: Compute Unified Device Architecture
DWI: Diffusion Weighted Imaging
DWT: Discrete Wavelet Transform
EM: Expectation Maximization
FCN: Fully Convolutional Network
FFD: Free-Form Deformation
FLAIR: Fluid-Attenuated Inverse Recovery
FLASH: Fast Low Angle Shot
GLCM: Gray Level Co-occurrence Matrix
GMM: Gaussian Mixture Model
176 Appendix C. List of Abbreviations
GPU: Graphics Processing Unit
GUI: Graphical User Interface
GVF: Gradient Vector Flow
HASTE: Half Fourier Single Shot Turbo Spin Echo
IUFD: Intra-Uterine Fetal Demise
IUGR: Intra-Uterine Growth Restriction
MRI: Magnetic Resonance Imaging
MRS: Magnetic Resonance Spectroscopy
ORF: Online Random Forest
PET: Positron Emission Tomography
RAM: Random Access Memory
RF: Random Forest
RNN: Recurrent Neural Network
ROI: Region of Interest
SGD: Stochastic Gradient Decent
SIUGR: Selective Intra-Uterine Growth Restriction
SSFP: Steady State Free Precession
SSFSE: Single Shot Fast Spin Echo
SVM: Support Vector Machine
T1c: Contrast Enhanced T1-Weighted Imaging
TTTS: Twin-Twin Transfusion Syndrome
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