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proved. The time-change theorem used for this purpose allows for short and transparent arguments.
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1. Introduction
In this paper we study the convergence of a d-dimensional continuous local martingale M as
‘time’ tends to innity. We suppose that there exist normalizing matrices Kt such that as
t!1, we have kKtk ! 0 and
Kt hMitKTt P! T ; (1.1)
where  is some random matrix (T denotes transposition and kk is a certain matrix norm, see
the beginning of section 2). Our main result, theorem 5.1, states that under this condition,
we have weak convergence of the normalized martingale KtMt to a mixture of normals.
Recently, a similar result has been reported by Ku¨chler and Srensen in [8] (see also the
book [9]). In their setup, unlike in the present paper, M is a square integrable martingale
(not necessarily continuous) with covariance matrices t = E (MtMTt ), that determine the
normalization in (1.1) via the additional assumption that there exists a positive denite limit
of KttKTt as t ! 1. The latter assumption is typically tedious to verify in practice (see
[8], section 4). It seems therefore worthwhile to notice once again that in the special case of
our concern, when M is continuous, all we need is assumption (1.1).
The result of Ku¨chler and Srensen is in fact a Cramer-Wold extension of a one-
dimensional result in [3]. We will use the same device in the course of proving theorem
5.1 to reduce the statement of the theorem to a statement about one-dimensional local mar-
tingales. However, our basic one-dimensional results rely on totally dierent arguments than
those of [3]. The fact that we focus on continuous martingales allows for using a so-called
time-change device, by viewing each one-dimensional continuous local martingale as a time-
changed Brownian motion. In this way, a statement about continuous local martingales
reduces to the corresponding statement about Brownian motions. The time-change device is
a quite powerful tool in general and indeed, it leads to short and transparent proofs of the
one-dimensional results presented in section 4.
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This paper is organized as follows. In section 2 we introduce some notation and recall
basic facts about weak convergence in Polish spaces. In section 3 we present some necessary
facts concerning continuous local martingales, in particular the time-change theorem men-
tioned above. A rst application of this theorem yields sucient conditions for a sequence
of continuous local martingales to converge to 0, see lemmas 3.3 and 3.4. In section 4 we
focus rst on the simplest particular case of a one-dimensional martingale whose quadratic
variation satises condition (1.1) with deterministic  (or rather its one-dimensional analogue
(4.1) in section 4). A simple time-change argument yields a limit result in this case, see (4.4)
below. In the remainder of section 4 we discuss how to handle the general case of a random
limit  in (4.1). This leads us to treating so-called nested sequences of local martingales,
see corollary 4.2 for a limit result on such sequences that is a consequence of theorem 4.1
on nested Brownian motions. This result provides the main argument in the proof of our
theorem 5.1 in section 5.
2. Preliminaries
In the concluding section 5 we need some elementary facts on matrix norms, see e.g. [4]. We
denote Euclidean norms by j  j. If A is an n m matrix, we write kAk = supfjAxj : x 2
Rm; jxj = 1g. We will use the fact that this norm has the following properties (I denotes the
identity matrix, B is another matrix such that AB is dened and x 2 Rm):
kIk = 1; kAT k = kAk; kABk  kAkkBk; kAxk  kAkjxj:
We continue by recalling some basic facts on weak convergence. For more details, see e.g.
[2]. Let X be a Polish space, i.e. X is a separable, complete metric space. Let P;P1;P2; : : :
be probability measures on the Borel sets of X . We say that Pn converges weakly to P if for
all bounded continuous functions f : X ! R, we have R f dPn ! R f dP. We denote this by
Pn  P. If the probability measures Pn and P are the laws of X -valued random elements
Xn and X, we also write Xn  X instead of Pn  P. By the portmanteau theorem (see [2],
theorem 2.1) Xn  X is equivalent to P(Xn 2 B) ! P(X 2 B) for all X-continuity sets
B 2 B(X ). It follows from the denition of weak convergence that if Y is another Polish space
and  : X ! Y is continuous, then Xn  X implies (Xn) (X). This result is known as
the continuous mapping theorem. We will also use some results about weak convergence in
product spaces. Let X Y be the product of two Polish spaces. In order to prove that
(Xn; Yn) (X;Y ) (2.1)
in X  Y, it suces to verify that for all X-continuity sets A 2 B(X ) and Y -continuity sets
B 2 B(Y) we have
P(Xn 2 A;Yn 2 B)! P(X 2 A;Y 2 B)
(see [2], theorem 3.1). Another useful result is Slutsky’s lemma (theorem 4.4 of [2]). It states
that if Y is deterministic, then (2.1) is equivalent to Xn  X and Yn  Y .
A second mode of convergence used below is convergence in probability. If X;X1;X2; : : :
are random elements with values in a metric space (X ; d), then we say that Xn converges in
probability to X if
8 " > 0 : P(d(Xn;X) > ")! 0:
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We denote this mode of convergence by the symbol P!. Of course, this only makes sense either
if all the random elements are dened on the same probability space, or if X is deterministic.
This convergence depends on the metric d only through the topology it induces on X . So we
may replace d by any other equivalent metric. The two modes of convergence coincide if the
limit is deterministic, i.e. if X is deterministic, we have
Xn  X () Xn P! X:
We will consider continuous random processes as random elements of the space C[0;1).
This is the space of all continuous functions f : [0;1)! R, endowed with the metric
d(f; g) =
1X
n=1
2−n

max
tn
jf(t)− g(t)j ^ 1

:
Under this metric, C[0;1) is a Polish space. By C+0 [0;1) we denote the subspace of C[0;1)
that consists of all functions f that are non-decreasing and start in 0, i.e. f(0) = 0. Since
C+0 [0;1) is closed in C[0;1), it is a Polish space. We will use the fact that the following
maps are continuous (X is an arbitrary Polish space):
 : C[0;1) [0;1)! R; (f; t) = f(t); (2.2)
 : C[0;1)C+0 [0;1)! C[0;1);  (f; g) = f  g: (2.3)
 : C[0;1) C+0 [0;1) X ! C[0;1)X ; (f; t; x) = (f(t); x): (2.4)
We will also need the following characterization of convergence in C+0 [0;1). For a proof, see
e.g. [6], theorem VI.2.15.
Lemma 2.1. Let f; f1; f2; : : : 2 C+0 [0;1) and suppose that D is a dense subset of [0;1). If
for all t 2 D we have fn(t)! f(t), then fn ! f in C+0 [0;1).
3. The time-change device
In this paper we consider local martingales M = fMtgt0 with continuous sample paths
t 7! Mt. All local martingales M are assumed to start in 0, i.e. M0 = 0. Throughout this
section and the next, local martingales are one-dimensional. We assume that all ltrations
satisfy the so-called usual conditions. So if fFtgt0 is a ltration on (Ω;F ;P), we assume
that Ft = \s>tFs, for all t  0 and that F0 contains all P-null events in F . This technical
assumption assures the existence of the quadratic variation process hMi of a continuous local
martingale M . Recall that this is the unique (up to indistinguishabilty) continuous, non-
decreasing process starting in 0 such that M2 − hMi is again a local martingale. So we can
consider a one-dimensional continuous local martingale M as a random element of C[0;1)
and its quadratic variation hMi as a random element of C+0 [0;1). For these and other basic
facts about continuous local martingales, see e.g. [7], chapter 1. The following well-known
theorem will play a central role in the sequel. It states that each continuous local martingale
can be embedded in a Brownian motion. A proof of this theorem can be found in [7], theorem
3.4.6 and problem 3.4.7.
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Theorem 3.1 (Time-Change Theorem). Let M = (Mt;Ft : t  0) be a continuous local
martingale and for s  0, dene
s = infft  0 : hMit > sg; Gs = Fs :
The underlying probability space can be suitably extended in order to support a Brownian
motion W with respect to the ltration fGtg, such that a.s.
Mt = WhMit ; 8 t  0:
Remark 3.2. See [7], remark 4.1 on p. 169 for the exact construction of the extended prob-
ability space. It is important to note that the extension does not change the law of the local
martingale. In this paper we study properties of sequences of such laws and therefore we
may assume that each continuous local martingale M in question is embedded in a Brow-
nian motion W in the sense of the above theorem. We will call W the Brownian motion
corresponding to M .
We now apply the time-change device to prove the following simple lemma. It gives a
sucient condition for a sequence of continuous local martingales to converge to 0.
Lemma 3.3. For each n 2 N, let Mn be a continuous local martingale. If hMni  0, then
Mn  0.
Proof. Let Wn be the Brownian motion corresponding to Mn. Of course, the weak limit of
the sequence Wn is again a Brownian motion W . By Slutsky’s lemma, it then follows from the
assumption that (W n; hMni) (W; 0). Since Mn =  (Wn; hMni), where  is the continuous
map dened by (2.3), the proof is complete by the continuous mapping theorem.
Next we present a lemma that is usually proved by using the Lenglart inequality (see [7],
problem 1.5.25). The alternative proof provided below is based on a time-change argument.
Lemma 3.4. For each n 2 N, let Mn be a continuous local martingale. Suppose that all the
Mn are dened on the same probability space. If for some dense D  [0;1), we have
hMnit P! 0; 8 t 2 D; (3.1)
then Mn  0.
Proof. From assumption (3.1) it follows by lemma 2.1 that we have hMni P! 0. This is
equivalent to hMni 0, so the statement follows from the preceding lemma.
4. Nested local martingales
In section 5 our main result concerning the limiting behavior of a continuous local martingale
will be proved. The main argument used in the course of this proof will be presented at
the end of this section, see corollary 4.2 concerning nested sequences of continuous local
martingales. In order to explain why it is necessary to treat such nested sequences, we rst
consider the following special case.
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Let M be a one-dimensional continuous local martingale. Suppose that for a certain
non-negative number  and positive numbers kt
hMit
kt
P!  as t!1: (4.1)
Let W be the Brownian motion corresponding to M . For each t  0 dene the process W t
by putting W ts = Wkts=
p
kt, for all s  0. Then the scaling property of Brownian motion
implies that each process W t is again a Brownian motion. For all t  0 we have
Mtp
kt
= W thMit
kt
:
Each W t is a Brownian motion, so we have W t  B, where B is a Brownian motion. Since
 is deterministic, we have by Slutsky’s lemma the implication
W t  B; hMit
kt
P! 

)

W t;
hMit
kt

 (B; )

: (4.2)
By the continuous mapping theorem it thus follows that for any continuous map 


W t;
hMit
kt

 (B; ): (4.3)
In the special case of the map  dened by (2.2) the left hand side is equal to Mt=
p
kt and
the right hand side equals B, so (4.3) yields
Mtp
kt
 N(0; ): (4.4)
Hence in this simple case the time-change device already gives us a desired result, a
central limit theorem for the normalized martingale Mt=
p
kt. But when  is random, the
matter is more complicated. We can no longer use Slutsky’s lemma to justify the implication
(4.2). For this purpose we will prove theorem 4.1 which tells us that thanks to the special
nesting relation between the Brownian motions W t, they are asymptotically independent of
hMit =kt. This means that in the case of a random  the implication (4.2) also holds, with
B a Brownian motion that is independent of .
It will be convenient to formulate the nesting condition in terms of ltrations. For all
n 2 N, let fFnt gt0 be a ltration on the probability space (Ω;F ;P). Following [3], we call
the sequence fFnt gt0 nested if there exists a sequence tn # 0 such that
Fntn  Fn+1tn+1
for all n 2 N, and
1_
n=1
Fntn =
1_
n=1
Fn1:
Any sequence tn # 0 for which these conditions are satised is called an N -sequence. If for
example Fnt = Fant, where an is some sequence converging to 1, then the ltrations are
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nested and tn = 1=
p
an is an N -sequence. A sequence of adapted processes Xn = (Xnt ;Fnt :
t  0) on (Ω;F ;P) is called nested if the corresponding ltrations fFnt gt0 are nested. As in
[3] and [5], this nesting condition will lead to so-called stable limit results. Suppose the r.v.’s
Xn and X are all dened on the same probability space. If Xn  X, then the convergence
is called stable if for each r.v. Y on the same probability space we also have joint weak
convergence of the pair (Xn; Y ). See e.g. [1] for more details on stable convergence.
We will obtain a limit result for nested continuous local martingales as a corollary of the
following theorem concerning nested Brownian motions, that turn out to be asymptotically
independent of any other random element.
Theorem 4.1. Let W n = (Wnt ;Fnt : t  0) be a sequence of Brownian motions on the
probability space (Ω;F ;P). If for all n 2 N there exists an fFnt g-stopping time n such that
(i) n
P! 0,
(ii) Fnn  Fn+1n+1 8n 2 N,
(iii)
W1
n=1Fnn =
W1
n=1Fn1,
then, for all random elements X on (Ω;F ;P) with values in a Polish space (X ;B(X )), we
have (W n;X) (W;X), where W is a Brownian motion that is independent of X.
Proof. For n 2 N dene the process V n by
V nt =
(
Wnt −W nn ; t > n
0; t  n:
Observe that Wn− V n = fWnn^tgt0 is a continuous local martingale, with quadratic varia-
tion process fn ^ tgt0. It then follows from (i) and lemma 3.4 that Wn − V n  0. Hence,
by Slutsky’s lemma, it suces to show that (V n;X)  (W;X), where W is a Brownian
motion, independent of X. We will show that for all W -continuity sets A 2 B(C[0;1)) and
X-continuity sets B 2 B(X ), we have
P(V n 2 A;X 2 B)! P(W 2 A)P(X 2 B)
(recall that this is sucient, see section 2). The fact that W n−V n  0 implies in particular
that V n converges weakly to a Brownian motion. Hence, by the portmanteau theorem, we
have
P(V n 2 A)! P(W 2 A);
for all W -continuity sets A 2 B(C[0;1)). In view of the inequality
jP(V n 2 A;X 2 B)− P(W 2 A)P(X 2 B)j 
jP(V n 2 A;X 2 B)− P(V n 2 A)P(X 2 B)j+
jP(V n 2 A)P(X 2 B)− P(W 2 A)P(X 2 B)j
it remains to show that jP(V n 2 A;X 2 B)− P(V n 2 A)P(X 2 B)j ! 0.
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For notational convenience, put G = W1n=1Fn1. From assumptions (ii) and (iii) it follows,
by the Martingale Convergence Theorem, that for all B 2 B(X )
P(X 2 B j Fnn)
L1−! P(X 2 B j G):
Consequently, we have for all A 2 B(C[0;1)) and B 2 B(X )E [1fV n2AgP(X 2 B j Fnn)]− E [1fV n2AgP(X 2 B j G)]! 0:
By the strong Markov property, V n is independent of Fnn . This implies that the rst expec-
tation in the preceding display is equal to P(V n 2 A)P(X 2 B). The G-measurability of V n
implies that the second expectation is equal to P(V n 2 A;X 2 B).
Corollary 4.2. Let (Mnt ;Fnt : t  0) be a nested sequence of continuous local martingales
and suppose that there exists an N-sequence tn such that
hMnitn
P! 0:
Let t  0 be xed. If there exists a non-negative random variable C, such that
hMnit P! C;
then, for each random element X dened on (Ω;F ;P) with values in some Polish vector space
X , we have
(Mnt ;X) (WC ;X);
where W is a Brownian motion that is independent of (C;X).
Proof. Let (Wnt ;Gnt : t  0) be the Brownian motion corresponding to (Mnt ;Fnt : t  0) and
dene n = hMnitn . Then n is a fGnt g-stopping time (see the time-change theorem). By
construction, all conditions of the preceding theorem are satised. It then follows from this
theorem and Slutsky’s lemma that
(Wn; hMnt i ;X) = (Wn; C;X) + (0; hMnt i − C; 0) (W;C;X);
where W is a Brownian motion that is independent of the pair (C;X). Now write (Mnt ;X) =
(Wn; hMnt i ;X), with  the continuous map dened in (2.4) and apply the continuous map-
ping theorem. We get (Mnt ;X) = (W
n; hMnt i ;X) (W;C;X) = (WC ;X).
5. The main theorem
The following theorem is the main result of the paper. The conditions of the theorem involve
matrices Kt of which we require that kKtk ! 0. Since all norms on a Euclidean space generate
the same topology, this is equivalent to the condition that each entry of Kt converges to 0.
As usual, Nd(0;) denotes a d-dimensional normal distribution with mean vector 0 and
covariance matrix .
5. The main theorem 8
Theorem 5.1. Let (Mt;Ft : t  0) be a d-dimensional continuous local martingale. If there
exist invertible, non-random d d-matrices (Kt : t  0) such that as t!1
(i) Kt hMitKTt P! T
where  is a random d d-matrix,
(ii) kKtk ! 0,
then, for each Rk-valued random vector X dened on the same probability space as M , we
have
(KtMt;X) (Z;X); as t!1;
where Z  Nd(0; I) and Z is independent of (;X).
Remark 5.2. In terms of stable convergence (see section 4), we may reformulate the state-
ment of the theorem as follows:
KtMt  V (stably);
where V has characteristic function u 7! E exp[−12uT Tu].
Proof of theorem 5.1. First observe that for all x 2 Rd and y 2 Rk, we have
E eix
T Z+iyTX = E e−
1
2
xT T x+iyTX :
So in terms of characteristic functions we have to prove that for all x 2 Rd and y 2 Rk
E eix
TKtMt+iyTX ! E e− 12xT T x+iyTX as t!1:
That is, we need to prove
(xTKtMt; Y ) (xT Z; Y ) as t!1; (5.1)
for all x 2 Rd and all real-valued random variables Y , where Z  Nd(0; I) and Z is indepen-
dent of (; Y ).
Let an be an arbitrary sequence so that an ! 1. We introduce the one-dimensional
continuous processes Mn as follows:
Mnt = x
TKanMant; t  0:
Observe that for all n 2 N, Mn is a continuous local martingale with respect to the ltration
fFantg and that
hMnit = xTKan hMiantKTanx; t  0: (5.2)
In this notation (5.1) reduces to
(Mn1 ; Y ) (xT Z; Y ): (5.3)
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In order to prove (5.3) we will show that every subsequence aln of an has a further subsequence
akn, such that
Mkn1 ; Y

 (xT Z; Y ):
We can choose a subsequence akn of aln and numbers 0 < tn # 0, so that
akntn " 1 and kKaknK−1akn tnk ! 0: (5.4)
Indeed, since kKalnk ! 0 and 1 = kIk  kKalnkkK−1aln k, we have kK−1alnk ! 1. So we can
choose the subsequence akn in such a way that the following inequalities are satised:
kKaknk 
1
nkK−1alnk
and akn  naln: (5.5)
Now put tn = aln=akn . By the second of the inequalities we have tn  1=n, so tn # 0.
Moreover, akntn = aln, which tends to 1 cf. the rst condition in (5.4). As for the second
condition in (5.4), it is satised as well since by the inequality in (5.5)
kKaknK−1akn tnk  kKaknkkK
−1
akn tn
k  1
n
;
which means that the sequences akn and tn possess the desired properties.
We are going to apply corollary 4.2 to the local martingales Mkn . We saw already that
Mkn is a continuous local martingale w.r.t. the ltration fFakn tg, so it is clear that the Mkn
are nested. By the rst relation in (5.4), tn is an N -sequence. Moreover, by (5.2) we have
k
D
Mkn
E
tn
k = kxTKakn hMiakn tn K
T
akn
xk
= kxT (KaknK−1akn tn)Kakn tn hMiakn tn K
T
akn tn
(KaknK
−1
akn tn
)Txk
 kKaknK−1akn tnk
2kKakn tn hMiakn tn K
T
akn tn
kjxj2:
So it follows by the second relation in (5.4) and by assumption (i) that
〈
Mkn

tn
P! 0.
The preceding paragraph shows that the assertion of corollary 4.2 can be applied to the
local martingales Mkn . To this end, observe that by assumption (i)D
Mkn
E
1
= xTKakn hMiakn K
T
akn
x
P! xT Tx:
It then follows from the corollary that
Mkn1 ; Y

 (WxT T x; Y );
where W is a Brownian motion, independent of (xT Tx; Y ). Finally, use the independence
of W and (xT Tx; Y ) to see that (WxT T x; Y ) has the same distribution as (xT Z; Y ),
where Z  Nd(0; I) and Z is independent of (; Y ).
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