Abstract The aim of this paper was to estimate the number of defects in software and remove them successfully. This paper incorporates Weibull distribution approach along with inflection S-shaped Software Reliability Growth Models (SRGM). In this combination two parameter Weibull distribution methodology is used. Relative Prediction Error (RPE) is calculated to predict the validity criterion of the developed model. Experimental results on actual data from five data sets are compared with two other existing models, which expose that the proposed software reliability growth model predicts better estimation to remove the defects. This paper presents best software reliability growth model with including feature of both Weibull distribution and inflection S-shaped SRGM to estimate the defects of software system, and provide help to researchers and software industries to develop highly reliable software products. 
Introduction
The Software reliability model specifies the general form of the dependence of the failure process on the factors mentioned. Most software reliability models (SRM) are based on using a stable programme in a stable way. This means that neither the code nor the operational profile is changing. If the programme and environment do change, they often do so and are usually handled in a piecewise fashion. Thus the models focus mainly on fault removal. If either fault introduction, fault removal or operational profile changes are occurring, the failure intensity will be constant, and the model should simplify to accommodate this fact. In general terms, a good model enhances communication on a project and provides a common framework of understanding for the software development process developing a software reliability model that is useful in practice involves substantial theoretical work, tool building and the accumulation of a body of loss from practical experience. Research on software reliability engineering has been conducted during the past three decades and numerous statistical models have been proposed for estimating software reliability [1] . Most existing models for predicting software reliability are based purely on the observation of software product failures where they require a considerable amount of failure data to obtain an accurate reliability prediction. To estimate the failure and faults in software products Software Reliability Growth Models (SRGM) have been developed to measuring the growth of reliability of software which is being improved. The component based software system reliability increases as the component reliability increases [2] . Software reliability modelling and estimation are a measure concern in the software development process particularly during the software testing phase as unreliable software can cause a failure in the computer system that can be hazardous [3] . The software error detection phenomenon in software testing in model by a Nonhomogeneous Poisson Process (NHPP) is presented. Least Square estimation (LSE) and Maximum likelihood estimation (MLE) are used for the reliability parameters. The software reliability data analysis used actual data sets. Several SRGM have been developed by a literature to monitor the relationship between expected faults removal and execution calendar time [4] . A fault identified from one release on a failure reported by the user is also expected to occur in the other existing software release and can be simultaneously removed if present. Software reliability growth models are the tool used to evaluate software quantitatively and estimate and predict the reliability of the software during testing operational environment. SRGM described the failure occurrence andnor failure removal phenomenon of the testing process and consequently enhancement in the reliability with respect to time (CPU time, calendar time or execution time or test cases) [5] .
Most of the existing research in this area considers that similar testing efforts and strategy are required on debugging efforts. However this may not be true in practice. Different faults may require different amount testing efforts and testing strategy for their removal [6] . The logistic testing efforts' functions into both exponential type and S-shaped software reliability model have been incorporated [7] . Most of the SRGM belongs to one of the two categories: exponential and Sshaped. In exponential SRGM software reliability growth model is defined by the mathematical relationship that exists between the time span of using a programme and the cumulative number of error discovered while S-shaped reliability growth is more often observed in real projects. There are many reasons why observed software reliability growth curves often become S-shaped. S-shape Software reliability growth curve is typically caused by the definition of failure [8] . The Weibull distribution is one of the most widely used lifetime distributions in reliability engineering (Hribar Lovre). Two parameter Weibull is the most popular distribution for analysing any lifetime data [9, 10] . Weibull distribution has been applied in the area of reliability quality control duration, and failure time modelling. This distribution can be widely and effectively used Figure 3b RPE of Yamada model on DS-III.
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Goodness of fit curve for Yamada model in reliability applications because it has wide variety of shapes in its density and failure rate functions making it useful for fitting much type of data. The amount of testing effort spent on software testing can be depicted as a Weibull type curve. In the modelling software development of effort was often described by the Weibull type curves. The discrete Weibull distribution can describe flexibility stochastic behaviour of the failure occurrence times. The Weibull distribution has the following properties: decrease software failure rate for 0 < b < 1, constant failure rate b = 1, and increasing software failure rate b > 1 [11] . Maximum availability is illustrated in the case where the system failure obeys the Weibull distribution [12] . The Weibull based method is significantly better than the Laplacian based rate prediction [13] . Both logistic and Weibull distributions will result in a cumulative distribution function with an S-shaped for the lifetime software product [14] . Weibull distribution becomes special cases of the EW distribution. Thus the EW distribution is the useful and widely applicable reliability model for optimal accelerated life test [15] . The Weibull distribution fits the actual data, and it more appropriately describes the distribution of the software faults' full distribution [16] . This paper describes a new approach for estimation of the software reliability using Weibull S-shaped software reliability growth model. For this model based on new approach prediction established using curve fitting method and regression analysis. The MLE is used for fitting the Weibull probability function in actual defect data and regression analysis has been used to estimate the fault defects. This paper has been organized as follows: Section 2 presents Basic assumptions and Model descriptions by Software reliability growth model. Section 3 describes parameter estimation and various data sets used to check the validation of the model. Various Data analysis and compression between developed model and two other reliability growth models: Delay S-shaped software reliability growth model (Yamada model) and inflection S-shaped software reliability growth model (Ohba model) have been presented in Section 4. Discussion on various results and conclusion is incorporated in Section 5. Figure 6b RPE of Ohba model on DS-I.
Software reliability growth model
Basic assumptions of the Software Reliability Growth Model (SRGM) are as follows:
All faults in a programme are mutually independent from the failure detection point of view. The probability of failure detection at any time is proportional to the current number of faults in a programme. The proportionality of failure detections and fault isolations is constant. The probability of fault isolation at any time is proportional to the current number of faults not isolated. The detected faults can be entirely removed. The software system is subject to failures at random times caused by error remaining in the system. Error removal phenomenon in software testing is modelled by NHPP.
Basic descriptions on SRGMs are given next.
Exponential software reliability growth model
The most widely used model developed by Goel and Okumoto to analyse software failure data in a NHPP is exponential SRGM with mean value function [17] .
Delay S-shaped software reliability growth model
The delay S-shaped SRGM defining the failure observation and fault removal as a two phase process consists of failure detection and its removal on isolation. It takes into account the time taken to isolate and remove a fault. It is further assumed that the number of faults isolated and removed at any time instant is proportional to the remaining number of detected faults to be removed from the software. Failure detection, fault isolation and removal rate per fault are assumed to be same and equal to b. where m f (t) is the expected number of failures in (0, t]. Solving (2) and (3) we get the mean value function as [17] m r ðtÞ ¼ að1 À ð1 þ btÞe Àbt Þ ð 4Þ
Inflection S-shaped software reliability growth model
The inflection S-shaped software reliability growth model has been developed to analyse the software failure detection process and its underlying reasons by modifying the logistic curve model which is widely used by Japanese computer makers for assessing the reliability growth of their software products. The underlying concept is that the observed software reliability growth becomes S-shaped if faults in a programme are mutually dependent [18] .
where u is the failure detection rate in the sense of the JelinskiMoranda model, w is the inflection parameter and m(t) is the number of failures detected up to time t. The inflection parameter is defined for given r by the following equation:
where r is the inflection rate which indicates the ratio of the number of detectable faults to total number of faults in the programme.
An alternate life distribution model that is also widely used is the Weibull distribution. The Weibull distribution function may be stated in several ways, but the most general way is
This is called three parameter distribution functions. The parameter d is a minimum life parameter which is after assumption to have value zero (0) and b is a shape parameter. The interpretation of the parameter d is that it is the time before which no failures occur. When expressed in this manner, it seems reasonable to set d = 0. Then the form of the two parameter Weibull distribution function is 
This (8) is called Weibull distribution with two scale parameter. b is a shape parameter and h is a scale parameter and assumed the value of h = 1, the form Weibull distribution becomes
Compare Eq. (9) with Eq. (1).
Replace the value of nominator ð1 À e ðÀbtÞ Þ in Eq. (6) by (9) .
Eq. (10) 
Model validation
To check the validity of the proposed model to describe the software reliability growth, it has been tested on different data sets, 4 (four) data sets cited from [19] , which have 4 (four) releases and another from [20] . These data sets represent significant changes in fault detection as testing progress and hence suit better for analysis purpose.
DS-I, DS-II, DS-III, and DS-IV
These data are cited from [19] from the Release-1 (The software was tested for 20 weeks in which 100 faults were discovered.), Release-2 (The software was tested for 19 weeks in which 120 faults were discovered), Release-3 (The software was tested for 12 weeks in which 61 faults were discovered), and Release-4 (The software was tested for 19 weeks in which 42 faults were discovered) respectively. The Parameter Estimation results for the developed SRGM are given in Table 1 .
DS-V
These data are cited from [20] , and fault data set is for a radar system of size 124 KLOC (Kilo Line of Code) tested for 35 weeks in which 1301 faults were removed. The Parameter estimation results for the developed SRGM are given in Table 1 . Table 3 . In the starting actual defects were found for the removal of the actual defects. The estimation results are shown in Table 4 . In the starting actual defects were found (6) from the data set and by the Yamada model (2.570151037) defects have been removed. The fitting of the model is illustrated graphically in Figs. 3a and 3b and shows the relative predictive error to check the validity of the model. Fig. 4a is based on DS-I, in which cumulative number of defects and test time in weeks are denoted by Y-axis and X-axis respectively. In this figure blue line represents actual defects and Red line represents Yamada model estimation for the removal of the actual defects. The estimation results are shown in Table 5 . In the starting actual defects were found Table 6 . In the starting actual defects were found (7) from the data set and by the Yamada model (6.42387355) defects have been removed. The fitting of the model is illustrated graphically in Figs. 5a and 5b and shows the relative predictive error to check the validity of the model. Table 7 . In the starting actual defects were found (16) from the data set and by the Ohba model (8.697695695) defects have been removed. The fitting of the model is illustrated graphically in Figs. 6a and 6b and shows the relative predictive error to check the validity of the model. Fig. 7a is based on DS-II, in which cumulative number of defects and test time in weeks are denoted by Y-axis and X-axis respectively. In this figure Blue line represents actual defects and Red line represents Ohba model estimation for the removal of the actual defects. The estimation results are shown in Table 7 . In the starting actual defects were found (13) from the data set and by the Ohba model (7.086181539) defects have been removed. The fitting of the model is illustrated graphically in Figs. 7a and 7b and shows the relative predictive error to check the validity of the model. Fig. 8a is based on DS-III, in which cumulative number of defects and test time in weeks are denoted by Y-axis and X-axis respectively. In this figure Blue line represents actual defects and Red line represents Ohba model estimation for the removal of the actual defects. The estimation results are shown in Table 8 . In the starting actual defects were found (6) from the data set and by the Ohba model (2.6590445723) defects have been removed. The fitting of the model is illustrated graphically in Figs. 8a and 8b and shows the relative predictive error to check the validity of the model. Fig. 9a is based on DS-IV, in which cumulative number of defects and test time in weeks are denoted by Y-axis and X-axis respectively. In this figure blue line represents actual defects and Red line represents Ohba model estimation for the removal of the actual defects. The estimation results are shown in Table 9 . In the starting actual defects were found (1) from the data set and by the Ohba model (1.795337903) defects have been removed. The fitting of the model is illustrated graphically in Figs. 9a and 9b and shows the relative predictive error to check the validity of the model. Fig. 10a is based on DS-V, in which cumulative number of defects and test time in weeks are denoted by Y-axis and X-axis respectively. In this figure blue line represents actual defects and Red line represents Ohba model estimation for the removal of the actual defects. The estimation results are shown in Table 10 . In the starting actual defects were found (7) from the data set and by the Ohba model (13.82504733) defects have been removed. The fitting of the model is illustrated graphically in Figs. 10a and 10b and shows the relative predictive error to check the validity of the model. Table 12 . In the starting (First Week) actual defects were found (16) from the data set (DS-I) and Developed model has removed (15.52661312) defects, while in Table 2 and Fig. 1a Yamada model removed (3.073942722) defects only. From Table 7 and Fig. 6a , Ohba model has removed (8.697695695) defects only. Similarly in the Second week of the same data set (24) defects were found. Yamada model removed (10.36422371) defects, while Ohba model removed (17.40593238) defects. For same data set developed model has removed (21.23806167) defects. Similarly all defect removal has been represented in Tables 3, 8 and 13 . Graphical illustrations have also been represented in Figs. 1a, 6a, 11a respectively. Thus the performance of Developed model for the removal of software fault defects is better than the other two models namely: Yamada Delay Sshaped SRGM and Ohba inflection S-shaped SRGM. The best fitting of the model is illustrated graphically in Figs. 11a and 11b and shows relative predictive error to check the validity of the developed model. Fig. 12a is based on DS-II, in which cumulative number of defects and test time in weeks are denoted by Y-axis and X-axis Figure 13b RPE of Developed model on DS-III.
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respectively. In this figure Blue line represents actual defects and Red line represents Proposed model estimation for the removal of the actual defects. The estimation results are shown in Table 13 . In the starting (First Week) actual defects were found (13) from the data set (DS-II) and Developed model has removed (12.08273502) defects, while in Table 3 and Fig. 2a Yamada model removed (3.172376338) defects only. From Table 8 and Fig. 7a , Ohba model has removed (7.086181539) defects only. Similarly in the Second week of the same data set (18) Table 14 . In the starting (First Week) actual defects were found (6) from the data set (DS-III) and Developed model has removed (3.561997647) defects, while in Table 4 and Fig. 3a Yamada model removed (2.570151037) defects only. From Table 9 and Fig. 8a , Ohba model has removed (2.659044572) defects only. Similarly in the Second week of the same data set (9) defects were found. Yamada model removed (8.542716316) defects, while Ohba model removed (6.840980399) defects. For same data set developed model has removed (7.42494498) defects. Similarly all defect removal RelaƟve PredicƟve Error Table 15 . In the starting (First Week) actual defects were found (1) from the data set (DS-IV) and Developed model has removed (2.956096201) defects, while in Table 5 and Fig. 4a Yamada model removed (0.88268485) defects only. From Table 10 and Fig. 9a , Ohba model has removed (1.795337903) defects only. Similarly in the Second week of the same data set (3) defects were found. Yamada model removed (3.086805743) defects, while Ohba model removed (3.952718601) defects. For same data set developed model has removed (4.601670069) defects. Similarly all defect removal has been represented in Tables 5, 10 Table 16 . In the starting (First Week) actual defects were found (7) from the data set (DS-V) and Developed model has removed (41.28357825) defects, while in Table 6 and Fig. 5a Yamada model removed (6.42387355) defects only. From Table 11 and Fig. 10a , Ohba model has removed (13.82504733) defects only. Similarly in the Second week of the same data set (29) defects were found. Yamada model removed (24.21799158) defects, while Ohba model removed (30.3358062) defects. For same data set developed model has removed (55.50168818) defects. Similarly all defect removal has been represented in Tables 6, 11 The model under comparison is used to simulate the fault data, and the difference between the expected valuesmðt i Þ and observed data x i is measured by MSE as follows:
where k is the number of observations. The lower MSE indicates less fitting error, thus better goodness of fit.
Coefficient of Multiple Determinations (R 2 )
This goodness of fit measure can be used to investigate whether a significant trend exists in the observed failure intensity. We define this coefficient as the ratio of the sum of squares resulting from the trend model to that from constant model subtracted from 1. That is
2 measures the percentage of the total variation about the mean accounted for the fitted curve. It ranges in value from 0 to 1. Small values indicate that the model does not fit the data well the larger the R 2 , the better the model explains the variation in the data.
Predictive validity criterion
Relative Prediction Error (RPE) is described by the following expression:
Predictive validity is defined as the capability of the SRGM to determine the future fault/failure behaviours from present and past fault/failure behaviour (i.e. data). This capability is significant only when failure behaviour is changing. The RPE ratio will approach 0 (zero). If the RPE value is negative/ positive the model is said to underestimate/overestimate the future failure phenomenon. A value close to zero for RPE indicates more accurate prediction, thus more confidence in the model and better predictive validity. The value of RPE is said to be acceptable if it is within ±10%.
Result and discussion
Obtained results and various discussions have been illustrated in this section with comparison of the developed software reliability model with Yamada delay S-shaped and Ohba inflection S-shaped models. Table 17 compares two models: Yamada delay S-shaped model and Ohba inflection S-shaped model with developed software reliability growth model. All these models have been used to remove the defects of software failures. Models have been applied on 5 different software failure data sets and observed estimated values of the software fault removals. To check the goodness of fit of the models, MSE and R 2 have been evaluated. RPE has also been calculated to check the confidence, capability and validity of the developed model. Performance of the models has been Table 17 to verify the validity of the models. The closeness of the RPE values to Zero verifies the best validity of the developed model. So, on the basis of the above observations developed model has better goodness of fit and has valid model with comparison of the other two models. Similarly from Table 17 , various observations of the developed software reliability growth model for different data sets declare that the developed model has better goodness of fit and proves that it is a valid software reliability growth model.
Conclusion
In this paper, new SRGM have been developed to use Weibull distribution with inflection S-shaped software reliability growth model and predicted estimation using SPSS software.
The estimated values of developed model have been compared with two existing models: Yamada delay S-shaped model and Ohba inflection S-shaped model. Results estimated by developed models are far better than existing two models and very close to the actual defects. To judge the performance and reliability of the model, two types of compression criterion: Goodness of Fit Criterion (GFC) and Predictive Validity Criterion (PVC) have been used. From the numerical observations developed model provides considerably improved results with better predictability due to lower MSE, higher R 2 , and near to zero RPE. The results obtained in Table 17 show better goodness of fit and wider applicability of the model to different types of failure data sets of the software.
