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Abstract
In this paper, we analyze the forecasting performance of a set of widely used
window selection methods in the presence of data revisions and recent structural
breaks. Our Monte Carlo and empirical results for U.S. real GDP and inflation
show that the expanding window estimator often yields the most accurate fore-
casts after a recent break. It performs well regardless of whether the revisions
are news or noise, or whether we forecast first-release or final values. We find
that the differences in the forecasting accuracy are large in practice, especially
when we forecast inflation after the break of the early 1980s.
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1. Introduction
Macroeconomic time series are often serially correlated. This implies that their own past
values are themselves useful predictors. Therefore, it is not surprising that autoregressive
(AR) models are used extensively in economic forecasting. The previous literature has found
that it is difficult to outperform AR models in practice. For example, Rossi (2013) and Stock
and Watson (2003) find that only a few macroeconomic predictors systematically improve
upon the AR benchmark when forecasting inflation and output growth.
However, the parameters of AR models fitted to many macroeconomic time series are
unstable over time (see, e.g., Stock and Watson, 1996). This observed parameter instability
can arise as a result of several reasons. For instance, changes in tastes, technology, legislation,
institutional arrangements, or government policy can cause changes in the dynamics of the
economy. Structural breaks are crucial because they often have a major impact on forecasting
performance: a forecasting model that performed well before the break might perform ex-
tremely poorly after the break (see, e.g., Clements and Hendry, 1998; Rossi, 2013). Because
tastes, technology, legislation, institutional arrangements, and government policy are likely
to change in the future, structural breaks are also likely to happen in the future. Therefore,
information about the forecasting performance of AR models when these models undergo
structural breaks is needed. Given the empirical success of AR models and their widespread
use in practice, we believe that this is an important area to investigate.
A key question in the presence of structural instability is how many observations to use to
estimate the parameters of a model so that, when used to generate a forecast, a loss function
such as the root mean squared forecast error (RMSFE) will be minimized. This issue has
been analyzed by Eklund et al. (2013), Giraitis et al. (2013), Pesaran and Pick (2011),
Pesaran and Timmermann (2005, 2007), and Pesaran et al. (2013). This literature typically
assumes that the break has occurred in the distant past. In such a case, the standard solution
to the window selection problem is to test for breaks and use only observations after the most
recent break. The estimates of the timing of the break(s) can be obtained, for example, using
methods developed by Altissimo and Corradi (2003), Andrews (1993), Andrews et al. (1996),
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and Bai and Perron (1998, 2003). In the presence of recent breaks, this so called post-break
window strategy is not feasible. As noted by Eklund et al. (2013), structural break tests
are not designed for detecting recent breaks. Instead, the breaks are observed with a long
lag. Even if real-time detection were possible, the post-break window strategy would not be
useful. The parameters of the forecasting model are estimated with adequate accuracy only if
the number of observations is at least two to three times the number of parameters (see, e.g.,
the discussion in Pesaran and Timmermann, 2005). Hence, the post-break window strategy
is applicable only when the (last) break has occurred sufficiently long ago.
Forecasting after a recent break has received very little attention in the literature. How-
ever, in practice, forecast errors are often very large after structural breaks (Clements and
Hendry, 2006). This suggests that improving forecast accuracy after a recent break is a
central issue in economic forecasting.
Another issue that has often been overlooked in the literature is the real-time nature of
the data used in many applications. For example, GDP and inflation series are published
with a lag and are subject to revisions. These revisions are usually quite large and hence
forecasts based on final revised data may differ considerably from those based on real-time
data. Practical forecasting is inherently a real-time exercise, and therefore ingnoring the
real-time nature of the data leads to a wide discrepancy between theory and practice.
We introduce two innovations on the existing literature. First, we focus on forecasting in
the presence of recent breaks. To this end, several break processes are considered, including
changes in the intercept, autoregressive parameter, and error variance. Second, we take into
account that most macroeconomic time series are subject to data revisions. We follow the
standard practice in the literature and allow revisions to be characterized either as news or
noise, in the sense of Mankiw and Shapiro (1986). To the best of our knowledge, there are no
other papers analyzing the window selection problem when the data are subject to revision.
The end of the Great Moderation and the Financial Crisis of 2008 provide an excellent
motivation for our exercise. It is well-known that the volatility of many U.S. macroeconomic
series has declined since the mid-1980s (see, e.g., McConnell and Perez-Quiros, 2000). Recent
data suggest that this phenomenon, called the Great Moderation, came to an end with
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the Financial Crisis. Furthermore, monetary policy has changed fundamentally since the
beginning of the crisis. The nominal short-term interest rate has been stuck at the zero lower
bound and the Federal Reserve has used unconventional monetary policy, both of which
should change the dynamics of key macro variables. So, forecasting these days, one would
certainly run into the aforementioned too-few-data-after-the-break problem and the results
of this paper will be relevant.
We consider a set of widely used methods for forecasting in the presence of structural
instability. These methods include rolling windows, exponentially weighted moving average
models, and the average window method advocated by Pesaran and Pick (2011) and Pesaran
and Timmermann (2007). The potential gains in forecasting performance from using these
methods compared to the expanding window method are demonstrated through Monte Carlo
simulations and empirical examples.
The main finding from this study is that, at least for macroeconomic time series such as
U.S. real GDP and inflation (defined as the growth rate of the GDP deflator), the expanding
window estimator tends to produce more accurate forecasts than the alternative window se-
lection methods considered here. Our simulation results indicate that the expanding window
method performs particularly well when the parameters remain constant over time or when
the innovation variance changes. Our empirical results suggest that the expanding window
estimator is overwhelmingly the best estimation strategy when we forecast inflation after the
break in the early 1980s. In this case, the alternative methods produce 7.5–52.9 percent
larger forecast errors than the expanding window estimator. The expanding window method
also performs well when we make real-time GDP growth forecasts for the period 2008:Q4–
2011:Q1. However, we find that, in this case, the differences in relative performances are
more modest.
The remainder of the paper is organized as follows. Section 2 introduces the notation
and the statistical framework. Section 3 provides a brief overview of the window selection
methods. Section 4 presents the Monte Carlo simulation results and Section 5 presents the
empirical results. Section 6 concludes. The appendices at the end of the paper provide the
technical details.
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2. Statistical framework
An important feature of real-time data is that the data for a period are not released until
some time has passed after the end of that period. Therefore, for instance, a forecaster
at period T+1 has access to the vintage T+1 values of real GDP and inflation up to time
period T. Furthermore, the data are revised over time, so the first-released values and the final
values may differ considerably. Although the real-time nature of macroeconomic time series
clearly matters for forecasting, data revisions are rarely incorporated into the theoretical
models. One exception is the statistical framework suggested by Jacobs and van Norden
(2011) and further developed by Clements and Galva˜o (2013). This framework for modeling
data revisions, which we will closely follow, relates a data vintage estimate to the true value
plus an error or errors. In particular, the period t+s vintage estimate of the value of y in
period t, denoted by yt+st
1 , where s = 1,...,l 2 , can be expressed as a sum of the true value
y˜t, a news component v
t+s
t , and a noise component ε
t+s
t , so that y
t+s
t = y˜t + v
t+s
t + ε
t+s
t .
This framework follows the standard practice in the literature and assumes that revisions
either add news or reduce noise. Data revisions are said to be news if revisions are uncorre-
lated with the previously published vintages, cov(yt+kt , v
t+s
t ) = 0 ∀k ≤ s. This implies that
the initially released data are optimal forecasts of the later data. On the other hand, data
revisions reduce noise if each vintage release is equal to the true value plus a noise, so that
noise revisions are uncorrelated with the truth, cov(y˜t, ε
t+s
t ) = 0. For further discussion of
the properties of news and noise revisions, see Croushore (2011) and Jacobs and van Norden
(2011). The distinction between news and noise revisions is important in practice because
revisions to different macroeconomic time series have different characteristics. For example,
Clements and Galva˜o (2013) find that, at least since the mid-1980s, data revisions to output
growth appear to be mainly news whereas those to inflation are mainly noise.
Following Clements and Galva˜o (2013) and Jacobs and van Norden (2011), we stack
1Throughout this paper, superscripts refer to vintages and subscripts to time periods. This notation
has become standard in the literature.
2For simplicity, we assume that we observe l different estimates of yt before the true value, y˜t, is
observed. In practice, however, the true value may never be observed.
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the l different vintage estimates of yt, vt and εt into vectors yt = (y
t+1
t , ..., y
t+l
t )
′
, vt =
(vt+1t , ..., v
t+l
t )
′
and εt = (ε
t+1
t , ..., ε
t+l
t )
′
, respectively. Now we can express each vintage of yt
as follows
yt = iy˜t + vt + εt, (1)
where i is an l×1 vector of ones. For the true values we consider the following AR(1) process
subject to a single structural break at time T1
y˜t =

ρ1 +
l∑
i=1
µv1i + β1y˜t−1 + σ1η1t +
l∑
i=1
σv1iη2t,i, for t < T1,
ρ2 +
l∑
i=1
µv2i + β2y˜t−1 + σ2η1t +
l∑
i=1
σv2iη2t,i, for t ≥ T1,
(2)
where η1t and η2t,i (i = 1,. . . ,l) are NIID (0,1) disturbances.
3
The news and noise processes of each vintage are specified by
v1t =

vt+11t
vt+21t
...
vt+l1t

= −

l∑
i=1
µv1i
l∑
i=2
µv1i
...
µv1l

−

l∑
i=1
σv1iη2t,i
l∑
i=2
σv1iη2t,i
...
σv1lη2t,l

, ε1t =

εt+11t
εt+21t
...
εt+l1t

= −

µε11
µε12
...
µε1l

+

σε11η3t,1
σε12η3t,2
...
σε1lη3t,l

(3)
for t < T1 and
3We focus on the shortest possible lag length, because we want to minimize the number of possible
breaks in the autoregressive structure. Furthermore, it is easier to calibrate the parameters (see the
discussion below) when the lag order is one. Eklund et al. (2013) and Pesaran and Timmermann
(2005) also consider an AR(1) specification in the presence of breaks.
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v2t =

vt+12t
vt+22t
...
vt+l2t

= −

l∑
i=1
µv2i
l∑
i=2
µv2i
...
µv2l

−

l∑
i=1
σv2iη2t,i
l∑
i=2
σv2iη2t,i
...
σv2lη2t,l

, ε2t =

εt+12t
εt+22t
...
εt+l2t

= −

µε21
µε22
...
µε2l

+

σε21η3t,1
σε22η3t,2
...
σε2lη3t,l

(4)
for t ≥ T1.
The shocks are assumed to be mutually independent, i.e., if ηt =
[
η1t,η
′
2t,η
′
3t
]′
, then
E(ηt) = 0 and E(ηtη
′
t) = I. We assume that y˜t is a stationary process, so that |βj | < 1 (for j
= 1,2). Because y˜t is a stationary process and both the news and noise terms are stationary,
(1) implies that yt is also a stationary process. Note that the means of the news and noise
terms, denoted by µvji and µεji (for j = 1,2 and i = 1,...,l), are allowed to be non-zero. This
is an important feature because in practice revisions to macroeconomic data have non-zero
means (see, e.g., Aruoba, 2008; Clements and Galva˜o, 2013; Croushore, 2011).
As discussed earlier, this framework is similar to that adopted in Clements and Galva˜o
(2013) and Jacobs and van Norden (2011). The main point of departure from their framework
is that we allow the process of the true values to be subject to a recent structural break. Our
setup is quite general and allows for changes in intercept, slope, and error variance immedi-
ately after the break. Another novelty of our framework is that the means and variances of
the news and noise revisions are also allowed to change.
3. Forecasting methods
In the presence of data revisions and structural breaks, a forecaster faces two key questions.
First, a forecaster has to decide how to take into account the real-time nature of the data
when estimating the parameters of the forecasting model. The most commonly used approach,
called the end-of-sample vintage approach (EOS), uses observations from the latest available
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(T+1) vintage
yT+1t = α0 + α1y
T+1
t−1 + et,EOS , for t = 2, ..., T. (5)
The forecast of yT+1 is conditioned on the latest available vintage value of the forecast origin
data, so that yˆT+1,EOS = αˆ0 + αˆ1y
T+1
T . Although popular in practice, the EOS approach
has a fundamental shortcoming: a large part of the data used in model estimation has been
revised many times (early in the sample), while the forecast is conditioned on first-release
data (the latest observation).
An alternative estimation strategy is the real-time vintage approach (RTV) suggested
by Koenig et al. (2003). The central idea in the RTV approach is that the data used in
estimation and the data on which the forecast is conditioned should be of a similar maturity.
Therefore, the forecasting model is estimated on first-release data
yt+1t = β0 + β1y
t
t−1 + et,RTV , for t = 2, ..., T, (6)
and the corresponding forecast is yˆT+1,RTV = βˆ0 + βˆ1y
T+1
T . Note that the two forecasts are
conditioned on exactly the same data. The only difference between the two approaches is the
data used in the estimation.
The results in Clements and Galva˜o (2013) and Koenig et al. (2003) indicate that the
RTV approach produces more accurate forecasts than the EOS approach. However, it is not
known whether this result holds in the presence of structural instability. Thus, our plan is
to shed light on the relative accuracy of these two methods in the presence of recent breaks.
The second question a forecaster faces is how much data to use to estimate the parameters
of the forecasting model. One solution to this window selection problem is to test for breaks
and use only observations over a post-break window. If the structural break has occurred
recently, this post-break window strategy is infeasible for two reasons. First, it is difficult
or even impossible to estimate accurately the timing of a recent break. Second, even if an
accurate detection of a recent break were possible, the post-break window strategy is infeasible
because a sufficient number of post-break observations, say at least two to three times the
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number of parameters, is required for accurate estimation. Once the real-time nature of the
data is taken into account, the problems associated with the post-break window strategy
get compounded since the break may not be as apparent in real-time. Moreover, post-break
observations are less ’mature’, which will cause problems with accuracy.
An alternative solution is to use robust estimation strategies. An estimation strategy is
said to be robust if no information about the structural break is needed for its implementation.
Therefore, robust methods are also valid in the presence of recent breaks. In this paper, we
focus exclusively on robust methods. We compare the forecasting performance of a set of
widely used estimation strategies when the underlying time series process has undergone a
recent structural break. Common to all of these strategies is that the estimation window
should exceed a minimum length, denoted by ω.
The first strategy is the expanding window estimator
βˆT,EXP =
(
T∑
t=1
xt−1x
′
t−1
)−1 T∑
t=1
x
′
t−1yt,
where xt = (1, yt)
′
. The expanding window estimator uses the whole data sample avail-
able at the forecast origin. The expanding window forecast for period T+1 is computed by
yˆT+1,EXP = βˆ
′
T,EXPxT .
The second strategy is the rolling window estimator
βˆT,ROLL(m) =
(
T∑
t=T−m+1
xt−1x
′
t−1
)−1 T∑
t=T−m+1
x
′
t−1yt,
where m ∈ ω, ..., T is the length of the rolling window. The parameters are estimated us-
ing the m most recent observations. The resulting forecast for period T+1 is computed by
yˆT+1,ROLL(m) = βˆT,ROLL(m)
′
xT . Giacomini and White (2006) argue that when the fore-
casting model is misspecified (due to inadequately modeled dynamics, inadequately modeled
heterogeneity, incorrect functional form, or any combination of these), the rolling window
estimator often provides more reliable forecasts than the expanding window estimator.
The third alternative is the exponentially weighted moving average (EWMA) method.
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This method, unlike rolling regressions, gives a positive weight to each observation. The cen-
tral idea is that if the relation of interest has changed over time, the most recent observations
are more informative than the earlier ones. Thus, the most recent observations receive the
highest weight in the estimation:
βˆT,EWMA =
(
λ
T∑
t=1
(1− λ)T−txt−1x′t−1
)−1
λ
T∑
t=1
(1− λ)T−tx′t−1yt,
where 0 < λ < 1 is the down-weighting parameter. The forecast for period T+1 is com-
puted by yˆT+1,EWMA = βˆ
′
T,EWMAxT . Pesaran and Pick (2011) find that the choice of the
down-weighting parameter greatly affects the forecasting performance of the EWMA method.
A final alternative is the average window (AveW) method suggested by Pesaran and
Timmermann (2007). This method builds on the common finding that forecast combinations
often reduce forecast errors (see, e.g., Timmermann, 2006). Therefore, rather than selecting
a single estimation window, the AveW method combines forecasts from models estimated on
different observation windows. The AveW method gives an equal weight to each forecast,
yˆT+1,AveW = (T − ω + 1)−1
T∑
m=ω
yˆT+1,ROLL(m),
where yˆT+1,ROLL(m) denotes the forecast generated by a rolling window of size m.
4. Monte Carlo simulations
In this section, we evaluate the forecasting performance of alternative window selection meth-
ods in a set of Monte Carlo experiments. These experiments are based on the statistical
framework introduced in Section 2. Our interest in this paper lies in the point forecasts
shortly after a structural break. Therefore, we assume that a single break has occurred at
time T1 = T . One-step ahead forecasts are made recursively for the next ten periods, i.e., for
the periods T+1,...,T+10. We assume that no breaks occur during the forecasting period.
To ensure that our simulation results are empirically relevant, we calibrate the parame-
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ters on actual U.S. output and inflation data. We start by considering the case where the
parameters remain stable over time (experiment 1 in Table 1). In this case the mean of
the true process lies between 2.0 and 2.5, which corresponds roughly to the average annual
inflation and real GDP growth since the mid-1980s. The parameters of this model are used
as benchmarks in the rest of the experiments. We consider both moderate (0.25) and large
(0.5) changes in the autoregressive parameter in either direction (experiments 2–5). We also
consider changes in the error variance. We allow σ to increase from 1.5 to 4.5 (experiment
6) and decrease from 1.5 to 0.5 (experiment 7). Finally, we study the effects of breaks in the
constant term (experiments 8–9).
We assume that the revisions are either pure news (σvi ̸= 0, σεi = 0 for i = 1, ..., l) or
pure noise (σvi = 0, σεi ̸= 0 for i = 1, ..., l). This allows us to analyze whether the properties
of the revision process matters for the window selection problem. We set l = 14, so that we
observe 14 different estimates of yt before the true value, y˜t, is observed. Following Clements
and Galva˜o (2013), we assume that the first and the fifth revisions are non-zero mean. The
means of these revisions are set to four and two percent of the mean of the first-release data,
yt+1t , both before and after the break. Similarly, the standard deviation of the first revision is
set to 40 percent of the standard deviation of the first-release data. The standard deviations
of revisions 2–13 and 14 are set to 20 and 10 percent of the standard deviation of the first-
release data, respectively. For convenience, the parameter values used in the Monte Carlo
experiments are reported in Table 1.4
We examine the ability of various window selection methods to forecast both the first-
release values (yt+2t+1) and the final values (y
t+16
t+1 ). Because we assume that revisions have
non-zero mean, the final values differ systematically from the first-release values. As a conse-
quence, the forecasting models in (5) and (6) produce unbiased forecasts for the first-release
values, but biased forecasts for the final values. In order to produce unbiased forecasts for the
final values, we use the bias correction method suggested by Clements and Galva˜o (2013). The
4Formulas for the means and standard deviations of the first-release and final data are presented
in Appendix A. This appendix also presents the formulas for the means and standard deviations of
data revisions when the revisions are either pure news or pure noise. Appendix B gives the means
and standard deviations of the first-release and final data for each experiment.
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bias correction is the sample estimate of the difference between the final value and the first-
release value calculated using data up to the forecast origin. To be more specific, the forecast
for the final value is computed using the formula yˆt+16t+1 = yˆ
t+2
t+1 +(t− 14)−1
t−14∑
i=1
(yi+15i − yi+1i ).
An alternative approach, of course, would be to use the fully revised data as the left hand side
variable in (5) and (6). As discussed in Clements and Galva˜o (2013), these two approaches
are asymptotically equivalent. However, the bias correction method yields more accurate
forecasts in small samples.
We focus on a set of widely used robust estimation strategies, including the rolling win-
dow, the exponentially weighted moving average (EWMA), and the average window (AveW)
method. We analyze the forecasting performance of a short rolling window using the most
recent 20 observations and a long rolling window using the most recent 40 observations.
These rolling windows correspond to five and 10 years of quarterly data, respectively. The
down-weighting parameter, λ, in the EWMA method is set to 0.05 (henceforth EWMAS).
In addition, we follow Eklund et al. (2013) and consider a method that combines different
down-weighting parameters. More specifically, we calculate an equally weighted forecast us-
ing down-weighting parameters of 0.1, 0.2 and 0.3 (henceforth EWMAA). We assume that
the minimum estimation window length, ω, in the AveW method is 10 observations.
The expanding window estimator is the most efficient estimation method when the un-
derlying time series process is stable over time. Therefore, it is used as a benchmark in our
Monte Carlo simulations. For each robust estimation strategy we compute RMSFE values
relative to those produced by the expanding window benchmark. Values below (above) unity
indicate that the candidate method produces more (less) accurate forecasts than the bench-
mark. Relative RMSFE values are computed with sample sizes T = 50, 100, and 150. The
results are based on 10,000 replications and are shown in Tables 2–5.
First, we compare the forecasting performance of alternative window selection methods
when the revisions are pure news. The results, presented in Tables 2 and 3, reveal that
the forecasting methods that generate the lowest RMSFE values in most of the experiments
are the expanding window benchmark and the EWMAS method. Indeed, the expanding
window estimator produces the most accurate forecasts in 52 of the 108 dependent vari-
13
able/experiment/vintage approach/sample size combinations considered here. It performs
particularly well when the parameters remain stable over time (experiment 1) or when the
variance of the time series changes (experiments 6 and 7). There is a simple explanation for
these findings. When the parameters remain fixed over time, it is optimal to use as many
observations as possible in the estimation. Similarly, when a break only affects the volatility
of the series, the variance of the parameter estimation error can be reduced by using a longer
estimation window. The expanding window estimator performs poorly only when the autore-
gressive parameter is subject to large changes (experiments 4 and 5). Such breaks imply huge
changes in the mean of the process, and are thus unlikely to occur in practice. Therefore, the
weak performance of the expanding window estimator in the presence of large slope shifts
should not be overemphasized. Interestingly, we find that it is more difficult to outperform
the benchmark when the RTV approach is used. Similarly, the expanding window method
performs better when the first-release values are the ones to be forecast.
Another prominent window selection method is the EWMAS approach. This approach
performs well when the autoregressive parameter increases substantially after the break (ex-
periment 4). In this case, the improvements over the expanding window benchmark are quite
large, ranging from 0.6 to 8 percent. The EWMAS method also does particularly well in
experiment 5 when we forecast first-release values, and in experiment 9 when we forecast the
final values. Note that the EWMAS method improves upon the benchmark more often when
the EOS approach is used.
In the few cases where the expanding window or EWMAS approach do not dominate,
the EWMAA and AveW methods generate the best forecasts. The AveW method produces
forecasts that are very close to those produced by the expanding window estimator. Therefore
both the gains and losses in relative accuracy are more modest than with the other methods.
The EWMAA method, on the other hand, performs well when the slope parameter decreases
substantially after the break (experiment 5) and we forecast the final values, but extremely
poorly in the vast majority of the experiments. The rolling windows fare no better: they
rarely improve upon the benchmark and never produce the most accurate forecasts.
Our results indicate that the choice between the EOS and RTV approaches is not clear-
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cut: the RTV approach yields more accurate forecasts in experiments 1, 3, 5, 7, and 9,
whereas the EOS approach yields more accurate forecasts in experiment 6. The evidence for
experiments 2, 4, and 8 is mixed. Hence, the EOS approach can be recommended only when
the volatility of the series increases after a break. Another point worth noticing is that the
sample size also matters for forecasting accuracy. We find that the selection of the estimation
window becomes more important when the sample size increases.
The results for noise revisions are reported in Tables 4 and 5. These results are qualita-
tively similar to those presented in Tables 2 and 3, suggesting that the news versus noise issue
does not matter much for the relative ranking of the alternative window selection methods.
If anything, the view that emerges from Tables 2–5 is that the expanding window estimator
performs slightly better when the revisions reduce noise. In such cases, it produces the best
forecasts in 55 of the 108 cases. The EWMAS method also performs quite well when the
revisions reduce noise. However, the evidence for its predictive ability is not as convincing
as it is when the revisions are news. The results for noise revisions imply that it is more
difficult to improve upon the benchmark when the EOS approach is used. This is a surprising
result because the opposite was the case when the revisions were news. Again, the expanding
window estimator performs better when the first-release values are the ones to be forecast.
When the revisions reduce noise, the ranking between the EOS and RTV approaches is
very different. The EOS approach produces more reliable forecasts in experiments 2, 4, 5,
and 8, whereas the RTV approach produces more accurate forecasts in experiments 3, 6, and
9. The evidence for experiments 1 and 7 is mixed. Once again, the choice of the estimation
window matters more when the sample size is large. The results reported in Tables 2–5 reveal
that the differences in the forecasting accuracy are larger when the revisions reduce noise.
This result suggests that the choice of correct estimation window is more important when
the revisions reduce noise.
To sum up, our results are consistent with the view that the news versus noise issue does
not matter much for the relative ranking of alternative window selection methods. We find
that the expanding window estimator often produces the best forecasts after a recent break—
regardless of whether the revisions add news or reduce noise. However, the news versus noise
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issue matters for the relative accuracy of the EOS and RTV approaches. In general, our
results suggest that the RTV approach yields more accurate forecasts when the revisions add
news, whereas the EOS approach generates more reliable forecasts when the revisions reduce
noise. This result is consistent with the findings in Clements and Galva˜o (2013).
5. Empirical application
In this section, we compare the forecasting performance of the alternative window selection
methods discussed above using actual U.S. data. We consider one-step ahead forecasts of real
GDP and GDP deflator inflation (at an annualized rate). All forecasts are out-of-sample.
In other words, at each forecast origin t+1, the t+1 vintage estimates of data up to period
t are used to estimate the parameters of a forecasting model that is then used to generate
a forecast for period t+1. All real-time data is quarterly and the sample period runs from
1965:Q4 to 2012:Q2. Different vintages of real GDP and GDP deflator series are obtained
from the Federal Reserve Bank of Philadelphia’s real-time database.
The goal of our application is to compare the different forecasting performances in the
presence of a recent break. As discussed in the Introduction, structural break tests provide
inaccurate estimates of the timing of the break(s). Therefore, a problem that arises in this
analysis is how to select the relevant forecasting periods. To this end we consider the following
strategy. In Figure 1, we plot the first-release quarterly growth rates of real GDP and GDP
deflator over the 1965:Q4–2012:Q2 period. A time period is considered as a starting point
of a forecasting period if the latest available observation differs considerably from the earlier
ones. Our approach suggests that 2008:Q3 is a potential break point in the dynamics of the
GDP growth. As a result, the GDP forecasts are made for the period 2008:Q4–2011:Q1. On
the other hand, we find that the behavior of the inflation series changed after 1982:Q1 and
hence the GDP deflator inflation forecasts are made for the period 1982:Q2–1984:Q3.
The performance of the various window selection methods compared to the expanding
window benchmark is summarized in Table 6. Panel A shows the results for the real GDP
forecasts, whereas Panel B has the inflation forecasts. The first row in both Panels provides
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Figure 1: First-release growth rates
GDP growth
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5
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GDP deflator inflation
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Notes: The figure depicts the quarterly growth rates of real GDP and GDP deflator (annual-
ized) over the 1965:Q4–2012:Q2 period. The shaded areas denote out-of-sample forecasting
periods.
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Table 6: Out-of-sample relative RMSFE values
A. GDP growth
First-release Final value
EOS RTV EOS RTV
Expanding window 3.219 2.776 4.419 3.967
m = 20 1.081 1.210 1.031 1.128
m = 40 1.047 1.120 1.003 1.077
EWMAS 1.033 1.166 1.002 1.103
EWMAA 1.052 1.273 1.019 1.157
AveW 0.998 1.084 0.991 1.056
B. GDP deflator inflation
First-release Final value
EOS RTV EOS RTV
Expanding window 1.003 0.961 1.559 1.484
m = 20 1.529 1.502 1.460 1.488
m = 40 1.347 1.328 1.293 1.315
EWMAS 1.104 1.115 1.123 1.149
EWMAA 1.426 1.075 1.280 1.143
AveW 1.217 1.202 1.212 1.227
Notes: Forecasting periods for real GDP growth and GDP deflator inflation are 2008:Q4–
2011:Q1 and 1982:Q2–1984:Q3, respectively. The first row in each panel shows the root mean
squared forecast error for the expanding window estimator. Subsequent rows show the ratio
of the RMSFE of a candidate window selection method to the RMSFE of the benchmark
expanding window estimator. Forecasts of final values are bias corrected first-release forecasts.
The correction is based on the sample mean of the difference between the final values, yt+15t ,
and the first-release values, yt+1t , calculated with data up to the forecast origin. We use y
t+16
t+1
as true values for GDP deflator inflation and the vintage 2012:Q2 values as true values for real
GDP growth.
the RMSFE value of the benchmark expanding window estimator. The subsequent rows
show the RMSFE of a candidate window selection method relative to the RMSFE of the
benchmark. Forecasts of final values are bias corrected first-release forecasts. The correction
is based on the sample mean of the difference between the final values, yt+15t , and the first-
release values, yt+1t , calculated with data up to the forecast origin. We use y
t+16
t+1 as true
values for inflation and the vintage 2012:Q2 values as true values for real GDP growth. To
ensure that our empirical results are comparable to our Monte Carlo results, we consider an
AR(1) specification.5
The AveW and the expanding window estimator produce the most accurate real GDP
5We also considered AR(2) and AR(4) models. The results for these specifications are qualitatively
similar to those presented in Table 6.
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forecasts. When we use the EOS approach, the AveW method does marginally better than
the expanding window estimator. By contrast, the expanding window estimator turns out
to be the best method when the RTV approach is used. For the GDP deflator inflation,
the expanding window estimator is overwhelmingly the best estimation window method. It
produces the most accurate forecasts in each of the four dependent variable/vintage approach
combinations considered here. The differences in the forecasting abilities are very large. The
relative RMSFE values range between 1.075 and 1.529, indicating that the alternative window
selection methods produce 7.5-52.9 percent larger forecast errors than the expanding window
benchmark.
Our simulation results are useful in explaining why it is difficult to outperform the ex-
panding window estimator after a recent break. For example, if the break only affects the
innovation variance, σ2, our simulation results indicate that the expanding window estimator
produces the most accurate forecasts. The two breaks considered here most likely caused
changes in the innovation variance. In particular, the results in the literature indicate that
the variance of the inflation series has reduced substantially since the early 1980s. This
would explain why none of the alternative methods systematically improve upon the expand-
ing window benchmark. Another reason for the good performance of the expanding window
estimator lies in the fact that the means of the series have declined after the breaks (at least
temporarily). The simulation results show that when the mean declines after the break, the
expanding window estimator performs well relative to the alternatives (see experiments 3
and 9). Note also that the differences in the relative predictive abilities are larger for the
GDP deflator inflation. As discussed in Section 2, revisions to the GDP deflator inflation are
mainly noise, whereas those to the GDP are mainly news (see, e.g., Clements and Galva˜o,
2013). Thus, our results suggest that the differences in the relative predictive abilities are
larger when the revisions reduce noise. In addition, our results indicate that, in general, the
expanding window method performs better when the first-release values are the ones to be
forecast. These two findings are consistent with our simulation results in Tables 2–5.
The rolling window methods and the EWMAA method perform poorly in our empirical
applications. In particular, a short rolling window typically produces forecasts that are sub-
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stantially worse than those produced by the expanding window benchmark. These empirical
findings are in line with our Monte Carlo simulations. Indeed, our simulation results suggest
that these methods rarely outperform the expanding window estimator.
The results in Table 6 also indicate that one key determinant of the forecasting per-
formance is the choice of how to use the real-time data to estimate the parameters of the
forecasting model. A substantial amount of the literature on real-time forecasting uses the
EOS approach. In our empirical examples, the RTV approach produces more accurate fore-
casts after a recent break regardless of whether we consider forecasting the real GDP or the
GDP deflator inflation. We find that the RTV approach yields improvements of 4.8%–13.8%
over the EOS approach.
6. Conclusions
This paper analyzes the forecasting performance of various window selection methods after
a recent break when the data are subject to revision. Several practical recommendations
for choosing the estimation window emerge from our analysis. First, our Monte Carlo and
empirical results suggest that the expanding window method usually provides the most ac-
curate forecasts after a recent break. It performs well regardless of whether the revisions add
news or reduce noise, or whether we forecast the first-release or the final values. Thus, the
evidence in favor of the expanding window estimator seems well established. Second, we find
that rolling windows perform the worst of all the methods. They never produce the most
accurate forecasts in any of the cases considered here. Furthermore, they rarely improve
upon the expanding window estimator. This is an important result because rolling windows
are used extensively in the literature. In short, our results suggest that the use of rolling
windows should be rethought, at least when making forecasts after a recent break. Third, our
results imply that whether the revisions add news or reduce noise does not matter much for
the relative ranking of the alternative window selection methods. Finally, no clear ranking
between the EOS and RTV vintage approaches emerges. In general, our Monte Carlo results
suggest that the RTV approach produces more accurate forecasts when the revisions add
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news, whereas the EOS approach yields more reliable forecasts when the revisions reduce
noise. The RTV approach performs particularly well in our empirical examples.
Our results could be extended in several ways. We have considered only cases where
the autoregressive process has been subject to a single, recent break. In practice, however,
autoregressive processes are likely to be subject to multiple breaks. Therefore, analyzing
the forecasting performance in the presence of multiple breaks might be a fruitful area for
future research. In addition, our statistical framework neglects some important features of
the actual data revision process, including time variations in the revision mean and variance.
Incorporating these features into the statistical framework may lead to a better understanding
of the relative forecasting accuracy of alternative window selection methods in the presence
of data revisions.
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Appendix A
In this Appendix, we derive formulas for the means and variances of the first-release data,
yt+1t , and final data, y˜t . Recall that y˜t = ρ +
∑l
i=1 µvi + βy˜t−1 + ση1t +
∑l
i=1 σviη2t,i and
yt+1t = y˜t −
∑l
i=1 µvi −
∑l
i=1 σviη2t,i − µε1 + σε1η3t,1. Both yt+1t and y˜t are (covariance)
stationary processes. We set l = 14, so that we observe 14 different estimates of yt before
the true value, y˜t, is observed. The expected value of y˜t is
E(y˜t) = µy˜ =
ρ+
l∑
i=1
µvi
1− β .
Therefore, the expected value of yt+1t is
E(yt+1t ) = E(y˜t)−
l∑
i=1
µvi − µε1
=
ρ+ β
l∑
i=1
µvi
1− β − µε1 .
If the revisions are pure news, the expected values of the first-release and final data are
E(y˜t) =
ρ+
l∑
i=1
µvi
1− β and E(y
t+1
t ) =
ρ+ β
l∑
i=1
µvi
1− β .
If the revisions are pure noise, the expected values of the first-release and final data are
E(y˜t) =
ρ
1− β and E(y
t+1
t ) =
ρ
1− β − µε1 .
The revisions are defined by rit = y
t+1+i
t − yt+it , for i = 1,...,l. For example, the first
revision at time t is equal to r1t = y
t+2
t − yt+1t , i.e., the difference between the second-
release value and the first-release value. Equations (1), (2), and (3) imply that yt+1t =
ρ+ βy˜t−1+ ση1t−µε1 + σε1η3t,1 and yt+2t = ρ+µv1 + βy˜t−1+ ση1t+ σv1η2t,1−µε2 + σε2η3t,2.
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Hence,
r1t = y
t+2
t − yt+1t = µv1 + σv1η2t,1 − µε2 + σε2η3t,2 + µε1 − σε1η3t,1.
Following Clements and Galva˜o (2013), we assume that the first and the fifth revisions have
non-zero mean. To be more specific, we assume that the means of the first and fifth revisions
are, respectively, δ and δ/2 times the mean of the first-release data. In what follows, we set
δ = 0.04. Our assumptions imply that for news revisions,
E(r1t ) = µv1
E(r2t ) = µv2
...
E(r14t ) = µv14 ,
so that µv2 = µv3 = µv4 = µv6 = ... = µv14 = 0, E(r
1
t ) = µv1 and E(r
5
t ) = µv5 . Setting
E(r1t ) = δE(y
t+1
t ) yields
µv1 = δ
ρ+ β
l∑
i=1
µvi
1− β .
Using the fact that E(r1t ) = 2E(r
5
t ), i.e., µv1 = 2µv5 , we can express µv1 and µv5 as
µv1 =
δρ
1− (1 + 1.5δ)β and µv5 =
µv1
2
.
The situation is more complicated if the revisions are pure noise. The structure of the DGP
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and our assumptions imply that
E(r1t ) = −µε2 + µε1 = δE(yt+1t )
E(r2t ) = −µε3 + µε2 = 0
E(r3t ) = −µε4 + µε3 = 0
E(r4t ) = −µε5 + µε4 = 0
E(r5t ) = −µε6 + µε5 =
δ
2
E(yt+1t )
E(r6t ) = −µε7 + µε6 = 0
...
E(r13t ) = −µε14 + µε13 = 0
E(r14t ) = µε14 = 0.
Revisions 6–14 have zero mean, which implies that µε6 = µε7 = ... = µε13 = µε14 = 0. Because
µε6 = 0, µε5 equals
δ
2E(y
t+1
t ). This finding implies that µε2 = µε3 = µε4 = µε5 =
δ
2E(y
t+1
t ).
Finally, we find that µε1 =
3δ
2 E(y
t+1
t ). So, if the revisions are pure noise,
µε1 =
1.5
(1 + 1.5δ)
δρ
(1− β) , µε2 = ... = µε5 =
δ
2(1 + 1.5δ)
ρ
(1− β) , µε6 = ... = µε14 = 0.
Next, we derive the variance of y˜t. The true values can be expressed as follows
(y˜t − µy˜) = β(y˜t−1 − µy˜) + ση1,t +
l∑
i=1
σviη2t,i, (7)
where µy˜ denotes the expected value of y˜t. The variance of y˜ can be found by multiplying
(7) by (y˜t − µy˜) and taking expectations:
E(y˜t−µy˜)2 = βE [(y˜t − µy˜)(y˜t−1 − µy˜)]+E [(y˜t − µy˜)ση1t]+E
[
(y˜t − µy˜)
l∑
i=1
σviη2t,i
]
. (8)
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Note that
E [(y˜t − µy˜)ση1t] = σ2E(η21t) = σ2 and
E
[
(y˜t − µy˜)
l∑
i=1
σviη2t,i
]
=
l∑
i=1
σ2viE(η
2
2t,i) =
l∑
i=1
σ2vi .
Thus, (8) can be rewritten as
γ0 = βφ1γ0 + σ
2 +
l∑
i=1
σ2vi , (9)
where γ0 denotes the variance and φ1 the first autocorrelation coefficient. Using the fact that
for an AR(1) process, φ1 = β, we have
γ0 =
σ2 +
l∑
i=1
σ2vi
1− β2 .
The variance of yt+1t can be derived as follows
var(yt+1t ) = var(y˜t −
l∑
i=1
µvi −
l∑
i=1
σviη2t,i − µε1 + σε1η3t,1)
var(yt+1t ) = var(y˜t) +
l∑
i=1
σ2vivar(η2t,i) + σ
2
ε1var(η3t,1)− 2
l∑
i=1
σvicov(y˜t, η2t,i)
+2σε1cov(y˜t, η3t,1)− 2
l∑
i=1
σviσε1cov(η2t,i, η3t,1).
Because cov(y˜t, η2t,i) =
l∑
i=1
σvi , cov(y˜t, η3t,1) = 0, and cov(η2t,i, η3t,1) = 0, we have
var(yt+1t ) = var(y˜t) +
l∑
i=1
σ2vi + σ
2
ε1 − 2
l∑
i=1
σ2vi
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=σ2 +
l∑
i=1
σ2vi
1− β2 −
l∑
i=1
σ2vi + σ
2
ε1
=
σ2 + β2
l∑
i=1
σ2vi
1− β2 + σ
2
ε1 .
Therefore, when the revisions are pure news, we have
σ2
yt+1t
=
σ2 + β2
l∑
i=1
σ2vi
1− β2 .
When the revisions are pure noise, the variance is
σ2
yt+1t
=
σ2
1− β2 + σ
2
ε1 .
Next, we derive the variances of the data revisions. Let σ2ri (for i = 1,...,l) denote the
variance of the ith revision. The variance of the first revision is
var(r1t ) = var(y
t+2
t − yt+1t ) = var(µv1 + σv1η2t,1 − µε2 + σε2η3t,2 + µε1 − σε1η3t,1).
If the revisions are pure news, var(r1t ) = σ
2
r1 = var(µv1 + σv1η2t,1) = σ
2
v1var(η2t,1) = σ
2
v1 .
If the revisions are pure noise, var(r1t ) = σ
2
r1 = var(−µε2 + σε2η3t,2 + µε1 − σε1η3t,1) =
σ2ε2var(η3t,2) + σ
2
ε1var(η3t,1) = σ
2
ε2 + σ
2
ε1 .
We set σr1 = ασyt+1t
, where α denotes the ratio of the standard deviation of the first
revision to the standard deviation of the first-release data. Furthermore, we assume that
σr2,...,r13 =
α
2σyt+1t
and that σr14 =
α
4σyt+1t
. In what follows, we set α = 0.4. Thus, the
variance of the first revision, when the revisions are pure news, can be found by solving the
equation
σ2v1 = α
2
σ2 + β2
l∑
i=1
σ2vi
1− β2 .
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Note that 1/4σ2v1 = σ
2
v2 = ... = σ
2
v13 and 1/16σ
2
v1 = σ
2
v14 . This implies that
∑l
i=1 σ
2
vi =
4.0625σ2v1 . Using this fact we can express the variance of the first revision as
σ2v1 = α
2σ
2 + 4.0625β2σ2v1
1− β2 .
After some algebra, we find that
σ2v1 =
α2σ2
1− (1 + 4.0625α2)β2 .
So, the formulas for the standard deviations are
σv1 =
√
α2σ2
1− (1 + 4.0625α2)β2 , σv2 = ... = σv13 = σv1/2, σv14 = σv1/4.
Next, we consider noise revisions. We have
σ2r1 = σ
2
ε2 + σ
2
ε1
σ2r2 = σ
2
ε3 + σ
2
ε2
...
σ2r13 = σ
2
ε14 + σ
2
ε13
σ2r14 = σ
2
ε14 .
Using the fact that revisions 2–13 have equal variance, we find that
σ2ε2 = σ
2
ε4 = ... = σ
2
ε12 = σ
2
ε14 and σ
2
ε3 = σ
2
ε5 = ... = σ
2
ε13 .
Note that σr13 = α/2σyt+1t
and σr14 = α/4σyt+1t
, implying that 4σ2r14 = σ
2
r13 . Therefore,
4σ2ε14 = σ
2
ε14 + σ
2
ε13 ,
which in turn implies that σ2ε13 = 3σ
2
ε14 . Plugging σ
2
ε2 = ... = σ
2
ε14 = (
α
4 )
2
[
σ2
1−β2 + σ
2
ε1
]
into
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σ2ε2 + σ
2
ε1 = α
2σ2
yt+1t
yields
α2
16
[
σ2
1− β2 + σ
2
ε1
]
+ σ2ε1 = α
2
[
σ2
1− β2 + σ
2
ε1
]
.
After some algebra, we find that
σ2ε1 =
15α2
16− 15α2
σ2
1− β2 .
So, the formulas for the standard deviations are
σε1 =
√
15α2
16− 15α2
σ2
1− β2 ,
σε2 = σε4 = ... = σε14 =
√(α
4
)2 16
16− 15α2
σ2
1− β2 ,
σε3 = σε5 = ... = σε13 =
√
3
(α
4
)2 16
16− 15α2
σ2
1− β2 .
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Appendix B
Means and standard deviations
News
Experiment E(y˜1t) E(y˜2t) E(y
t+1
1t ) E(y
t+1
2t ) σy˜1t σy˜2t σyt+11t
σ
yt+12t
1 2.255 2.255 2.128 2.128 2.514 2.514 1.957 1.957
2 2.255 5.171 2.128 4.878 2.514 7.187 1.957 5.595
3 2.255 1.442 2.128 1.361 2.514 2.035 1.957 1.584
4 1.442 5.171 1.361 4.878 2.035 7.187 1.584 5.595
5 5.171 1.442 4.878 1.361 7.187 2.035 5.595 1.584
6 2.255 2.255 2.128 2.128 2.514 7.541 1.957 5.871
7 2.255 2.255 2.128 2.128 2.514 0.838 1.957 0.652
8 2.255 3.383 2.128 3.191 2.514 2.514 1.957 1.957
9 2.255 1.128 2.128 1.064 2.514 2.514 1.957 1.957
Noise
Experiment E(y˜1t) E(y˜2t) E(y
t+1
1t ) E(y
t+1
2t ) σy˜1t σy˜2t σyt+11t
σ
yt+12t
1 2.000 2.000 1.887 1.887 1.732 1.732 1.879 1.879
2 2.000 4.000 1.887 3.774 1.732 2.268 1.879 2.460
3 2.000 1.333 1.887 1.258 1.732 1.549 1.879 1.680
4 1.333 4.000 1.258 3.774 1.549 2.268 1.680 2.460
5 4.000 1.333 3.774 1.258 2.268 1.549 2.460 1.680
6 2.000 2.000 1.887 1.887 1.732 5.196 1.879 5.636
7 2.000 2.000 1.887 1.887 1.732 0.577 1.879 0.626
8 2.000 3.000 1.887 2.830 1.732 1.732 1.879 1.879
9 2.000 1.000 1.887 0.943 1.732 1.732 1.879 1.879
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