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Abstract—In this paper we propose using Texture Spectrum (T-
Spec) as the feature extractor method component for Computer-
Aided Diagnosis systems, particularly regarding medical lung
images. We claim that employing T-Spec for this purpose offers
several advantages to represent texture at low computational cost.
Moreover, when combined with literature approaches, T-Spec
can increase the capability of representing texture for several
domains. We tested our approach using two distinct datasets, by
classifying their instances considering the T-Spec features along
with the RandomForest classifier. Our results showed that T-Spec
has achieved good accuracy and requires less computational time
and resources. When combined with literature methods, T-Spec
has achieved a higher accuracy rate for lung images considering
previous approaches.
Keywords-feature-extractor method; image representation;
texture-spectrum;
I. INTRODUCTION
The advent of Digital Imaging and Communications in
Medicine (DICOM) as a commercial medical image standard
has enabled the storage of a very large number of studies in
several platforms [1], [2]. The analysis of those studies has
become focus of several researches in many areas such as
image processing [3], [4], machine learning [5] and databases
[6].
A computational tool that employs concepts of those distinct
areas may be used as a ”second opinion” to radiologists when
analyzing a new case [2]. Computer-aided diagnosis (CAD)
systems can automatically detect and quantify radiological
patterns [7]. To detect several abnormalities is still a great
challenge due to human body peculiarities. Particularly, the
detection of lung abnormalities presents huge difficulty due
to the small vascular structures, scars, and fibrotic tissues that
need to be identified and classified.
CAD systems are usually composed of two stages. The
first stage is the representation of the image as a Feature
Vector (FV), through a particular Feature Extractor Method
(FEM). Such methods act as a (non-bijective) function that
represents the original image in another domain. Formally,
given a medical image domain S, a FEM : S → F is a
computational function able to represent an image in a domain
F. The second stage is composed of a machine learning
strategy, which enables the classification of the FV, usually
relying on past cases.
The FEM definition is important because impacts on the
image classification [4], [8]. Moreover, it is related to the
reduction of the semantic gap - a situation where the system
misunderstand the real intentions of the health professional
[9], [5].
This paper presents a particular implementation and discus-
sion of the FEM Texture Spectrum [10], [11] and its appli-
cability on the lung’s CT domain. Although several methods
for the texture description (and patterns variations) have been
proposed in the literature [12], [3], it is necessary to compare
their precision in specific domains in order to determine which
to employ, according to the computational requirements.
The texture spectrum was initially used as a texture filtering
[11]. The key concept of this method is the computation of
the relative intensity relations between the pixels in a small
neighborhood and not on their absolute intensity values [8].
Such intensities are represented as histograms, which are
employed to determine a texture class in a look-up table
strategy.
We used a public texture dataset [13] to measure the
precision of the FEM Texture Spectrum along with the Ran-
domForest [14], [15] classifier over the Weka [15] engine.
We compared the achieved precision by Texture Spectrum and
the main competitors such as Haralick, Haar and Daubechies
Wavelets. The results showed that the Texture Spectrum can
represent well the texture features and is much faster than the
competitors.
Finally, we also propose to compose the Haralick and Tex-
ture Spectrum to represent and further classify lung images.
Such representation can benefit lung CAD systems. Our results
showed that our composed FEM has achieved an overall
precision higher than the traditional FEMs for this purpose.
The remainder of this paper is structured as follows: Section
2 describes the related work and the main concepts, while
Section 3 describes the Texture Spectrum implementation and
our proposed method. Section 4 shows the experiments and
Section 5 presents the conclusions and future works.
II. RELATED WORK
A reliable algorithm to minimize possible errors is a manda-
tory requisite, when analyzing medical images. Literature
approaches such as the Haralick features can represent textures
at cost of draining computational resources, demanding a large
time to process a large number of images, as they are provided
by most of hospitals and universities. An alternative is the
Texture Spectrum (T-Spec), a statistical approach to analyze
texture. The following sections describe with details the T-
Spec and main state-of-the-art approaches.
A. Haralick
The Haralick technique uses the concept of textures to
distinguish the existing elements from a certain image. Since
texture is not a stored information, but a pattern that repeat
with a certain frequency, groups of pixels are analyzed. To
do so, the algorithm builds a matrix MN×N , where N is the
maximum value of gray scale of the image.
New matrices are derived from M , which one representing
the quantity of adjacent pixels. By adjacent are related all the
pixels not farther than a given distance from the queried pixel,
in any direction (expressed as angle). The directions employed
are usually 0◦, 45◦, 90◦ and 135◦. Those matrices are called
gray level spatial-dependence matrices.
For each value of distance it is necessary to create a new
level spatial-dependence matrix, the same number of matrices
will be created. This is the main drawback of the technique:
as new matrices are created and computed the processing time
and required memory space increases exponentially.
Once all the gray level spatial-dependence matrices are built,
several features can be extracted through defined expressions,
such as entropy, variance and correlation [12]. The approach
of Haralick is precisely the correlation of the gray levels in the
image, which is characterized as the overall spatial relationship
of the pixels.
The applicability of Haralick features in medical CAD
systems can be argued due to its lack of performance when
processing a large number of images. However, it still presents
a high capability of representing textures.
B. Wavelets
Wavelets were not originally conceived to capture texture,
but they enable to represent several image patterns [4]. Unlike
Haralick, wavelets techniques are faster, once they are math-
ematical functions capable to describe or decompose another
function or a data set. Their behavior can be described as
a wave-like oscillation that repeats in a given certain range.
This feature allows to decompose functions regarding both
frequency and time domains and study them separately in the
corresponding scales.
Images can be represented as a two dimensional array or
a bi-dimensional signal which represents the space-amplitude.
Particularly, the Haar function allows discrete wavelet trans-
form to image coding and edge extraction, being widely used
for image processing [3].
On the other hand, Daubechies wavelets are based on a
particular function, which can be viewed as an extension of
the Haar wavelets and it is capable to pick up detail that
was missed by the Haar wavelet algorithm. They are widely
used in solving self-similarity properties of a signal and signal
discontinuities.
Therefore, Daubechies wavelets usually require more pro-
cessing power that makes its algorithm slower than Haar
wavelets. Both methods provide a consolidated basis to com-
press and represent images of any format, including the
medical domain.
C. Texture Spectrum
The original proposal of T-Spect assumes that the texture
feature can be represented according to a pixels’ neighbor-
hood. To do so, each pixel of the image is represented with a
’texture unity’ value. Then, six general features of the image
can be extracted, regarding correlative expressions. Those
steps are detailed above.
1) Texture Unit: The T-Spect technique demands an anal-
ysis of the all eight neighboring pixels for each pixel in the
image to detect a texture unit. It considers the clockwise direc-
tion (as shown in Figure 1) from the first pixel to upper left to
define a value, regarding nine pixels. Let Vi denote the value of
the pixel i, then V = {V0, V1, V2, V3, V4, V5, V6, V7, V8} is
the processed region for each i analyzed pixel. Thus, a texture
unit is described as TU = {E1, E2, ..., E8}, where Ei is
given by the expression:
0, if Vi < V0
1, if Vi = V0
2, if Vi > V0
(1)
T-Spec defines each texture unit using the following expres-
sion:
Ntu =
8∑
1
Ei3
(i−1) (2)
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Fig. 1. Analyzed region to determine the T-Spec value for a pixel (V0).
Where Ntu is the texture unit number and Ei is the i
th
element of TU. This expression allows the representation of
6561 distinct texture units. For instance, consider the region
V of Figure 2. The calculated texture unit number for this
example is 6095. The amount of distinct Ntus are stored into
a single vector S in a histogram strategy.
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Fig. 2. Example of the T-Spec texture mapping.
2) Texture Features: After the image transformation into
texture units it is possible to describe certain features through
the expressions:
• Black-white symmetry (BWS), which is given by the
following expression:
BWS =
[
1−
∑3279
i=0 |S(i)− S(3281 + i)|∑6560
i=0 S(i)
]
×100 (3)
• Geometric symmetry (GS), which is given by the follow-
ing expression:
GS =
[
1−
1
4
4∑
j=1
∑6560
i=0 |Sj(i)− Sj+4(i)|∑6560
i=0 Sj(i)
]
×100 (4)
where j is the sorting parameter.
• Degree of direction (DD), which is given by the following
expression:
DD =
[
1−
1
6
3∑
m=1
4∑
n=m+1
∑6560
i=0 |Sm(i)− Sn(i)|
2
∑6560
i=0 Sm(i)
]
×100
(5)
where n and m are the sorting parameter.
• Micro-horizontal structure (MHS), which is given by the
following expression:
MHS =
[∑6560
i=0 S(i)×HM(i)
]
,
HM(i) = P (E1, E2, E3)× P (E5, E6, E7)
(6)
where P (E1, E2, E3) is a binary AND between the cal-
culated values E1, E2, E3.
• Micro-vertical structure (MVS), which is given by the
following expression:
MV S =
[∑6560
i=0 S(i)× VM(i)
]
,
V M(i) = P (E1, E7, E8)× P (E3, E4, E5)
(7)
• Micro-diagonal 1 structure (MDS1), which is given by
the following expression:
MDS1 =
[∑6560
i=0 S(i)×DM
1(i)
]
,
DM1(i) = P (E1, E2, E8)× P (E4, E5, E6)
(8)
• Micro-diagonal 2 structure (MDS2), which is given by
the following expression:
MDS2 =
[∑6560
i=0 S(i)×DM
2(i)
]
,
DM2(i) = P (E2, E3, E4)× P (E6, E7, E8)
(9)
• Central symmetry (CS), which is given by the following
expression:
CS =
[ 6560∑
i=0
S(i)×K(i)2
]
(10)
where K(i) is the number of pairs that have the same value
in elements (E1, E5), (E2, E6), (E3, E7), (E4, E8).
Composing those six extracted values into a feature vector,
enables the image represenation in R6.
III. MATERIALS AND METHODS
A. The T-Spec Implementation
We employed the the original concepts for texture classifi-
cations of the original T-Spec proposal. The texture features
contained in an interval for the calculation of the texture
units were used, although with some adaptation to the lung
domain. As aforementioned, each texture unit is defined by
TU = E1, E2, ..., E8. We also added an extra parameter to
define Ei. Let ∆ ∈ N be a tolerable pixel value variation, then
Ei, can be expressed as:
0, if Vi < (V0 −∆)
1, if Vi = (V0 −∆) < Vi < (V0 +∆)
2, if Vi > (V0 +∆)
(11)
When ∆ = 0, we have the particular case of the original
proposal. The use of Delta (∆) enables better flexibility to
parametrize this feature extractor method. Another important
adjust is also required. As the texture unit is defined by a 3×3
region and the comparison of each value is made in function
of the central pixel, the pixels of the image edges require an
alternative treatment when compared to the remaining pixels.
In the original paper no indication is provided about how
to deal with this problem. For the medical images domain,
we have assumed the hypothesis that the lung is generally
presented near the image center and the edges present little to
none information.
Even for images containing regions of interest (ROI), the
most important area to be analyzed is expected to be in the
image center, corroborating our hypothesis.Therefore, we opt
to not calculate the texture units for those pixels, which are
only used for the calculus of texture units of innermost pixels.
We implemented the texture features of the Section II-C2.
The black-white symmetry, geometric symmetry and degree of
direction were implemented exactly how they are described in
original paper but the remaining features need to be normal-
ized to enable a further classification. This normalization is
mainly due to the fact that the size of the images affects the
oriented texture features (micro-horizontal structure, micro-
vertical structure, micro-diagonal structure and the central
symmetry). Therefore, we apply the following normalization
rule:
R =
V ∗ 100
T
(12)
where V is the features value of the original texture and T
is the number of pixels of image. A last adjust is referred to
the micro-structures. To do so, we consider that the function
P (Ex, Ey, Ez) returns 1, when its parameters values are
identically (Ex = Ey = Ez). Otherwise, P returns 0.
B. Image Classification Workflow - Composing a FEM
Classifying an image represented as a feature vector is
related to machine learning techniques. As most of CAD
architectures employ classifier techniques, we use our T-Spec
implementations along with the Weka1 framework, based on its
1http://www.cs.waikato.ac.nz/ml/weka/
implementation of the RandomForest classifier. Weka enables
to test the precision of distinct feature extractor methods,
automatically setting the statistical and validation parameters
for datasets. Thus, we define the following steps to test our
implementation:
1) Open the image from the datasets;
2) Extract texture/pattern features from images;
3) Save extracted features into a .arff file;
4) Employ RandomForest on Weka to perform a ten-fold
cross-validation over the entire dataset.
The second step is performed outside the Weka system. It is
when the T-Spec values are extracted. In this stage, it is also
possible to compose the T-Spec values with another literature
methods, such as the Haralick features.
Compose features can increase and decrease the capability
of computationally representing an image. Particularly, we
integrated T-Spec and Haralick features into a new FEM -
a texture ”combo” - aimed at increasing the texture represen-
tation’ power for the lung image domain. The resulting scalar
feature vector is still embedded in an Rn dimensional space.
IV. EXPERIMENTS AND RESULTS
Our first experiment aims at comparing T-Spec with the
main competitor Haralick and as well as Wavelets of Haar
and Daubechies, regarding precision, texture representation
capability and required computational efforts. We designed a
new FEM with T-Spec and Haralick to compare its precision
against the Haralick and T-Spec alone usage.
Our second experiment is designed for the particular domain
of lung images. To perform such experiments, we employed
two datasets (described in Section IV-A) over the Weka engine,
using the RandomForest classifier.
A. Datasets Description
For our first experiment we used a public dataset [13] -
called SPARSE TEXT - composed of 1000 images of textures
from nature wild classified into 25 classes. The images are
particular regions of interest of distinct nature surfaces, such
as wood and rock. The instances of each class are equally
balanced (40 images per class), enabling an analysis of generic
representation power of the compared FEMs. The images are
in .jpg format.
In our second experiment, we employed a dataset - called
HC LUNG - provided by experts of the Medical School of
Ribeira˜o Preto and composed of lung images of 6 classes
which represent the following abnormalities suspicion: consol-
idation, emphysema, thickening, honeycomb, ground glass and
healthy (absence of abnormalities). The images are in .dicom
format and are the most representative slice of several studies.
B. Experiment 1 - Generic texture recognition
In our first experiment we extracted the feature from the
images of SPARSE TEXT dataset by using our implementa-
tion of T-Spec and the techniques of Haralick and Wavelets
of Haar and Daubechies. All algorithms were implemented on
C++, employing the Qt framework2.
Figure 4 (a) illustrates a visual representation of an instance
from the SPARSE TEXT. In this example, the representation
of the original image by texture-units can be visualized in
Figure 4 (b).
!"# !$#
Fig. 4. Sample of SPARSE TEXT dataset, the (a) original nature-wild texture
and the visual (b) texture-unit representation.
We measured the demanded time to extract the features from
the dataset. The average time regarding one instance and the
the entire dataset is shown in Table I. The T-Spec was 22%
faster than Haralick, yet slower than the implementation of
Haar and Daubechies wavelets.
TABLE I
TIME DEMANDED TO THE FEATURE EXTRACTION PROCESS
Haar Daubechies Haralick T-Spec
Mean 0.449506 s 0.535495 s 1.715204 s 1.331705 s
Total 449.506 s 535.495 s 1715.204 s 1331.705 s
We also performed a classification of the extracted features,
using the RandomForest classifier. We measured the Precision
× Recall (P × R) levels considering the 25 classes of the
SPARSE TEXT.
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Fig. 5. Precision × Recall graph, considering the 25 classes of the
SPARSE TEXT for each compared feature extractor method.
Figure 5 presents the P × R graph, considering the av-
erage precision achieved by each technique. For this dataset
of generic texture surfaces, both T-Spec and Haralick have
showed a better precision than that obtained by the wavelets
technique. The Haralick method has achieved a better preci-
sion than the T-Spec. We highlight this trade-off : T-Spec was
2http://qt.digia.com/
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Fig. 3. Samples of HC LUNG dataset regarding (a) consolidation (b) thickening (c) honeycomb (d) ground glass (e) emphysema and (f) healthy.
faster than Haralick, but presents a lower precision. Choosing
which method to use as well how to combine them, depends on
the application domain. We composed a new FEM - namely
”Combo” - with the FEMs T-Spec and Haralick aiming at
improving the precision in detection of textures, particularly
in lung images, along with the RandomForest classifier. In the
generic case, the Combo achieved a higher precision than the
competitors.
C. Experiment 2 - Lung texture recognition
TABLE II
TIME DEMANDED TO FEATURE EXTRACTION PROCESS REGARDING LUNG
IMAGES
Haar Daubechies Haralick T-Spec
Mean 0.361602 s 0.461354 s 1.179894 s 0.991219 s
Total 88.954092 s 113.493084 s 290.253924 s 243.839874 s
For our second experiment we extracted the feature from the
images of HC LUNG using T-Spec, Haralick and Wavelets of
Haar and Daubechies. Figure 3 illustrates the visual repre-
sentation of an instance regarding the classes: ’consolidation’
(Figure 3 (a)), ’thickening’ (Figure 3 (b)), ’honeycomb’ (Fig-
ure 3 (c)), ’ground glass’ (Figure 3 (d)), ’emphysema’ (Figure
3 (e)) and ’normal’ (Figure 3 (f)).
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Fig. 6. P × R graph regarding class ’consolidation’
The demanded time to perform the feature extraction con-
sidering the HC LUNG is shown in Table II. As in the
earlier experiment, the T-Spec method was faster than Har-
alick and slower than the wavelets methods. Notice that, we
also employed the Combo strategy to final classification. We
performed (P × R) experiments regarding the six classes of the
dataset, whose the results are shown in Figures 6 - 11. Figure
6 shows the P × R graph regarding the class ’consolidation’.
The designed FEM Combo achieved a precision 6% higher
than the competitors and was always more accurate, even for
low recall values.
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Fig. 7. P × R graph regarding class ’emphysema’
Considering the class ’emphysema’, Figure 7 presents the P
× R graph for the compared FEMs. In this case, the ”Combo”
FEM achieved a precision 5% higher than the competitors and
was more accurate for all recall values.
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Fig. 8. P × R graph regarding class ’thickening’
Figure 8 presents the P × R graph considering the class
’honeycomb’. The composed FEM achieved a precision 2%
higher than the rivals considering almost all recall values.
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Fig. 9. P × R graph regarding class ’honeycomb’
Figure 9 shows the P × R graph of the class ’thickening’.
The composed FEM Combo has obtained a precision slightly
smaller than T-Spec for the most significant levels of recall,
yet being a little more accurate in average.
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Fig. 10. P × R graph regarding class ’normal’
Figure 10 shows the P × R graph regarding the class
’normal’. In this case, the ”Combo” FEM achieved a precision
3% higher than the competitors and was more accurate for all
recall values.
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Fig. 11. P × R graph regarding class ’ground glass’
Finally, Figure 11 shows the P × R graph regarding the
class ’ground glass’. In our approach, we achieved a precision
9% higher than the competitors and was more accurate for all
recall values. All the experiments were performed into an Intel
i5 R© 2.67 GhZ with 4Gb memory under Windows R© Seven
Professional. Using a composed feature vector has increased
the classification accuracy in 7.25% in average.
V. CONCLUSION
We have implemented a new version of T-Spec and pro-
posed an alternative approach to represent texture features
by combining T-Spec with Haralick. We presented a com-
parative study regarding FEM texture performances and an
approach of how to represent lung images. Our performed
experiments have shown a trade-off between time-required
and texture representation for general purposes. However, it
was possible to achieve a better accuracy by composing a
new FEM with T-Spec and Haralick for the images regarding
lung tomography. Through this composition, our performed
experiments achieved a higher hit ration when classifying lung
images along with the RandomForest classifier. The results
experiments with general textures have shown that the texture
spectrum showed a better execution time with a gain of
approximately 22% when compared to the main competitor
Haralick. The composed FEM strategy has shown a gain up to
7.5% in accuracy for lung images, which was our primary goal.
As future work we will investigate how to compose FEMs that
can represent texture and shape for medical lung images.
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