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Розробка аналітичного методу обмеження складності нейро-нечітких 
моделей гарантованої точності  
Б. Т. Ситнік, В. О. Бриксін, С. І. Яцько, Я. В. Ващенко 
Запропоновано аналітичний метод обмеження складності нейро-
нечітких моделей, що забезпечують гарантовану точність їх реалізації при 
апроксимації функцій, які мають дві і більше похідних. Метод дозволяє визна-
чати необхідне мінімальне число параметрів для систем із застосуванням не-
чіткої логіки та нейронних моделей. 
Проведена оцінка необхідного числа нейронів (термів) моделі, що забез-
печують необхідну точність наближення площі модельної кривої до системної 
на ділянках апроксимації функції. Оцінку похибки апроксимації отримано по 
залишковим членам розкладання в формі Лагранжа площ апроксимованої сис-
темної функції в ряд Маклорена. Отримані результати дозволяють визначати 
необхідне число ділянок апроксимації та кількість нейронів (термів) для забез-
печення заданої відносної і абсолютної похибки апроксимації. 
Проведена оцінка необхідного числа нейронів (термів), що забезпечують 
необхідну точність реалізації моделі по максимальному відхиленню між сис-
темною і модельною кривими на ділянці апроксимації. Це дозволяє обирати, в 
залежності від заданої необхідної точності, число термів нечітких змінних, 
вхідних і вихідних змінних, лінгвістичних правил, координат модальних значень 
на осях вхідних і вихідних змінних.  
Для перевірки правильності запропонованих рішень проведено моделю-
вання системних кривих в середовищі Matlab/Simulink, яке підтвердило гаран-
товану точність їх реалізації у відповідності до приведених раніше аналітич-
них розрахунків.  
Отримані результати можуть бути застосовані в сучасних інтелектуа-
льних технічних системах керування, контролю, діагностики та прийняття 
рішення. Використання запропонованих методів по вибору і використанню мі-
німальної кількості термів (нейронів) сприятиме зменшенню затребуваної об-
числювальної потужності в нелінійних системах 
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1. Вступ
Відомо, що рухомі технічні об'єкти з нелінійними і змінними параметрами
(напр., транспорт, роботи, дрони) функціонують в умовах впливу на них 
збурень залежно від маси, вітру, траєкторії і профілю, перешкод змінної 
інтенсивності [1]. Для здійснення їх контролю необхідна нелінійна корекція 











траєкторій руху, обмеження необхідної швидкості руху в уставці регулятора 
швидкості та ін. [2].  
Застосування традиційних цифрових ПІД-регуляторів в даному випадку 
виявляється недостатньо ефективним, зважаючи на значну кількість 
випадкових, хаотичних, нелінійних і нечітких змінних параметрів в 
характеристичних рівняннях замкненої системи [3].  
Для завдання потрібних нелінійних траєкторій руху рухомих об’єктів та 
нелінійної корекції параметрів налаштування регуляторів в системах керування 
необхідна гарантована точність реалізації їх моделей [4].  
У випадках, коли застосування традиційних методів керування системою 
виявляється недостатньо через відсутність точних знань про об'єкт керування, 
застосовуються спеціальні методи розрахунку та прийняття рішень. До таких 
алгоритмів відносять адаптивні технології, нечітку логіку, штучні нейромережі, 
генетичні алгоритми. 
 
2. Аналіз літературних даних та постановка проблеми 
В [5] авторами отримана спрощена аналітична оцінка мінімально 
необхідної кількості ділянок апроксимації кривої траєкторії руху другого 
порядку методом трапецій з гарантованою точністю. Для кривих вищих 
порядків така оцінка відсутня [6]. Для врахування в законі керування всіх 
змінних в часі, що впливають на процес керування, використовуються 
адаптивні [7], ситуаційні [8], нечіткі [9], нейронні і нейро-нечіткі моделі і 
регулятори [10], генетичні алгоритми [11]. Зазначені алгоритми здатні 
покращувати властивості систем керування і прийняття рішення, однак 
ефективність їх функціонування визначається оптимальною структурою для 
можливостей вирішення визначеного класу задач. Ефективність методів 
нейронечіткого моделювання та керування зростає, якщо їх використовувати 
спільно з методами, заснованими на інтелектуальних машинах [12]. 
Аналіз робіт даній області [13–15] показав відсутність аналітичних 
залежностей для визначення складності моделей в залежності від заданої 
точності їх реалізації.  
В [13], наприклад, взяті за основу дослідження по психології про те, що 
людина із середніми здібностями в змозі одночасно зберігати в пам'яті від 5 до 
9 інформаційних гранул (термів). Таким чином, при реалізації нечіткої 
продукційної моделі число термів вхідних і вихідних змінних рекомендується 
вибирати від 5 до 7. Число r продукційних правил запропоновано визначати за 
формулою 
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де z – число нечітких множин, ω – число входів xi моделі. 
Число параметрів p для завдання функцій приналежності рекомендується 
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а при реалізації моделі з використанням ШНМ початкове число нейронів m в 
проміжному шарі ШНМ рекомендується вибирати за формулою 
 
,m pl          
 
де p і l число вхідних і вихідних нейронів, відповідно. 
Однак зазначена рекомендація не дозволяє мінімізувати число термів 
нечітких змінних або число нейронів в проміжному шарі ШНМ в залежності від 
необхідної точності реалізації моделі.  
В [14] число нейронів m в проміжному шарі ШНМ рекомендується 
коригувати до досягнення заданої точності апроксимації. Для генетичних 
алгоритмів [15] в процесі навчання ШНМ для досягнення необхідної точності 
моделювання в пошукових процедурах також необхідно знати необхідну 
кількість хромосом, мутацій, відстаней між ними і т.п. 
Таким чином, зазначається на недостатності існуючих методів з 
визначення мінімально необхідної кількості термів або нейронів, здатних 
забезпечити гарантовану точність реалізації моделі.  
Рішення даної задачі можна отримати за оцінкою наближення площі 
модельної кривої до системної або за максимальним відхиленням між 
системною і модельною кривими на ділянках апроксимації функції. 
 
3. Ціль та задачі дослідження 
Метою роботи є розробка аналітичного методу обмеження складності 
нейро-нечітких моделей, що забезпечують гарантовану точність їх реалізації 
при апроксимації функцій. Це має забезпечити зменшення надлишковості та 
раціональний вибір числа термів нечітких змінних або нейронів в залежності 
від заданої необхідної точності. 
Для досягнення мети були поставлені такі завдання: 
– розробити методику оцінки необхідного числа нейронів (термів) моделі, 
що забезпечують необхідну точність наближення площі модельної кривої до 
системної на ділянках апроксимації функції; 
– розробити методику оцінки необхідного числа нейронів (термів), що 
забезпечують необхідну точність реалізації моделі по максимальному 
відхиленню між системною і модельною кривими на ділянці апроксимації; 
– розглянути прикладну реалізацію створення нечіткої моделі та моделі з 
використанням ШНМ для системи із заданою залежністю. 
 
4. Модель системи та розробка методу обмеження складності нейро-
нечітких моделей гарантованої точності 
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що має 2l похідних, наприклад, для 2l≥2: 
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Приклад графіка yc=fc(x) системної кривої c cy x  і модельних кривих 





Рис. 1. Графіки залежностей кривої, що апроксимується, і апроксимуючих 
кривих 
 
4. 1. Оцінка числа нейронів (термів) для наближення модельної кривої 
до системної 
Для оцінки необхідного числа нейронів (термів) моделі, що забезпечують 
необхідну точність наближення площі модельної кривої до системної на 
ділянках апроксимації функції виконано оцінку похибки апроксимації. Оцінку 
похибки апроксимації можна отримати по залишковим членам розкладання в 
формі Лагранжа площ системної функції fc(x) в ряд Маклорена. Координата 
абсциси модельованої системної функції xc і безрозмірна відносна координата 
абсциси модельної функції x пов'язані співвідношенням 
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Для обчислення площі під кривою fс(x) із заданою точністю на сегменті  
(–Δxc, Δxc), тобто визначеного інтегралу – первісної функції Fc(x), з 
використанням інтерполяційного полінома Тейлора або Маклорена. 
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З урахуванням (5) 
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З (7) отримаємо число n ділянок апроксимації (8) кривої fс(x) нейронної або 
нечіткої моделі на ділянці (a, b) із заданою похибкою Δc апроксимується за 
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Аналогічно, із заданою абсолютною похибкою Δ на сегменті (–h, h), при 
a=0 і b=1 обчислимо площу F(x) під кривою f(x) за допомогою розкладання 
первісної функції F(x) в ряд Маклорена із залишковим членом у формі 
Лагранжа 
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З (16) отримаємо число n ділянок апроксимації (17) кривої f(x) нейронної 
або нечіткої моделі [7] на ділянці (0, 1) із заданою абсолютною похибкою 
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Наприклад, для функції 2, y x  2 2( ) 0.02  kf x  для n=10, h=0.1, і для 
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З виразу (21) отримаємо координати абсцис модальних значень наступної 
точки x2k+1 моделі кривої по координаті попередньої точки x2k-1 і заданому 
значенню похибки δ 
 
2 2 1 .  k kx x                    (22) 
 
У табл. 1 для xmax=1, xmin=0 наведена залежність числа n необхідних 
ділянок апроксимації і числа нейронів або термів m нечітких змінних x, у 
залежно від заданих значень похибок апроксимації δ або Δ. 
 
Таблиця 1 
Залежності похибки апроксимації від числа ділянок, нейронів або термів 
δ 0.5 0.2 0.1 0.05 0.02 0.01 
∆ 0.00335μ 0.00134μ 0.00067μ 0.000335μ 0.000134μ 0.000067 μ 
n 2 5 10 20 50 100 
m 3 6 11 21 51 101 
 
4. 2. Оцінка числа нейронів (термів) для забезпечення точності 
реалізації моделі 
На наступному етапі досліджень проведена оцінка необхідного числа 
нейронів (термів), що забезпечують необхідну точність реалізації моделі по 
максимальному відхиленню між системною і модельною кривими на ділянці 
апроксимації. Модель цієї системи y будемо шукати у вигляді відрізків прямих 
ліній, що проходять через точки з координатами x1, у1 і x2, у2, що знаходяться на 
кривій, яка апроксимується, із заданою максимальною погрішністю відхилення 
Δmax. Запишемо рівняння прямої що проходить через дві точки кривої з 
координатами x1, у1 і x2, у2 
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З урахуванням (1) зробимо в (12) підстановку 
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Похибку апроксимації Δ визначимо як максимальне відхилення між 
системною fc(x) і модельною f(x) кривими на ділянці апроксимації із 
співвідношення (26) 
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і отримаємо залежність координати наступної точки x2 по координаті 
попередньої точки кривої x1 і заданому значенню максимальної похибки Δmax. 
Приклад реалізації модельованої системи гарантованої точності, що 
описується відносно початку координат 0 (0, 0) рівнянням нецентральної кривої 
2-го порядку виду 
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розглянуто авторами в [5]. Перетворення рівняння (28) представляє собою 
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Перетворення рівняння параболи (28) і перенесення початку координат в 
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дає модельовану систему, описувану рівнянням параболи (29). 
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Модель цієї системи в [5] знайдена у вигляді відрізків прямих ліній, що 
проходять через точки з координатами x1, у1 і x2, у2 параболи (29) із заданою 
максимальною погрішністю Δmax відхилення між кривою (29) і прямою (25). 
Запишемо рівняння прямої, що проходить через дві точки з координатами x1, у1 
і x2, у2. З урахуванням (29) в (25) зроблена підстановка 
 
2
1 1 , y x  а 
2
2 2 . y x  
 
В результаті отримано 
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 1 2 1 2( ) .   y x x x x x                   (30) 
 
Похибка апроксимації Δ визначена як різниця 
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Максимум похибки визначено з умови 
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x                     (32) 
 
Підставимо (32) в (31) і отримаємо залежність координати наступної точки 
x2 кривої, від координати попередньої точки x1 і заданого значення 
максимальної похибки Δmax 
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З урахуванням позначення 
  








необхідне число ділянок апроксимації n і число нейронів або термів m нечітких 
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У табл. 2 в залежності від числа ділянок апроксимації n і числа термів m 
нечітких змінних x і у отримані значення відносної похибки апроксимації δ і 
абсолютної похибки апроксимації Δmax. Обираючи необхідні значення δ або 
Δmax отримуємо значення n або m, які гарантують необхідну точність реалізації 
моделей. 
 
Таблиця 2  
Залежності похибок від числа ділянок апроксимації, термів і нечітких змінних 
n 1 2 3 4 5 10 20 
m 2 3 4 5 6 11 21 
δ 1 0,25 0,11 0,0625 0,04 0,01 0.0025 
Δmax 0.25μ 0.0625μ 0.0275μ 0.016μ 0.01μ 0.0025μ 0.000625μ 
 
5. Прикладна реалізація створення нечіткої моделі та моделі з 
використанням ШНМ 
Розглянуто приклад створення нечіткої моделі для системи із заданою 
залежністю 2. cy x  Функції приналежності значень вхідних і вихідних 
параметрів моделі мають вигляд наведений на рис. 2 і задана система правил: 
 
Ri: ЯКЩО xi=Txi TO yi=Tyi. 
 
На рис. 2, а наведено графік залежності 2 cy x  (крива 1). Очевидно, що 
при рівномірному розташуванні на осях ХУ координат модальних значень 
термів вхідної змінної x і вихідної змінної y, модельна (апроксимуюча) крива 2 
буде представляти собою пряму лінію. У такому випадку вузлові точки 
модельної кривої будуть знаходитись на точках перетину координат їх 
модальних значень. Це призведе до великої похибки нечіткої моделі 2. 
Координати модальних значень термів вихідної змінної апроксимуючої 
кривої нечіткої моделі yi=f(xi) (Ту0, Ту1, Тy2, Тy3) пропонується вибирати з умови 
(рис. 2, б) 
 
2. i iy x                    (39) 
 
В такому разі вузлові точки модельної кривої 2 виявляться 
розташованими на кривій 1 нерівномірно, що забезпечить задану точність 
моделювання. 











а                                                               б 
 
Рис. 2. Значення трикутних термів вхідної змінної x (Тх0, Тх1, Тх2, Тх3) і вихідної 
змінної y (Ту0, Ту1, Тy2, Тy3), модальні значення яких розташовані на осях 




Рис. 3. Нейронна модель гарантованої точності 
 
На рис. 4 наведені графіки залежностей кривої, що моделюється (крива 
1), і модельної кривої 2 нейронної моделі, що представляє суму трикутних 
функцій активізації всіх нейронів, зміщених на величину xi.  
Оберемо координати модальних значень функцій активізації нейронів з 







 а yci – 
модальними значення модельованої кривої у вузлах апроксимації xi (рис. 4). В 
даному випадку вузлові точки модельної кривої 2 виявляться розташованими 














Рис. 4. Графіки залежностей кривої, що моделюється 2 cy x  (крива 1), і 
модельної кривої 2 нейронної моделі 
 
Для перевірки правильності запропонованих рішень проведено 
моделювання різних алгоритмів апроксимації в середовищі Matlab/Simulink. 
Результати моделювання при апроксимації нечіткою логікою наведено на 
рис. 5, штучними нейромережами – на рис. 6. 
Результати імітаційного моделювання вказують на відповідність похибки 






















Рис. 5. Результати моделювання апроксимації нечіткою логікою: а – терми 











Рис. 6. Результати моделювання апроксимації штучними нейромережами (зліва) 
та похибка апроксимації (справа): а – для кривої, заданої 3 точками;  











6. Обговорення результатів дослідження аналітичного методу 
обмеження складності нейро-нечітких моделей гарантованої точності  
Таким чином, запропоноване рішення з вибору координат модальних 
значень термів нечітких моделей, числа n ділянок апроксимації і числа m 
функцій приналежності Ti термів нечіткої моделі, числа функцій активації 
нейронів Ni. Розрахунок вказаних параметрів можливо здійснювати за 
формулами (21)–(22) та (33)–(39), в залежності від заданої точності модельної 
реалізації. 
На відміну від розглянутих у розділі 2 методів, які передбачають підбір 
значень (налаштування) параметрів нейро-нечітких моделей, розроблений 
метод вирішує дану задачу аналітично при завданні гарантованої точності. 
Перевагою запропонованого методу є універсальність його реалізації для 
обмеження складності нечітких і нейронних моделей систем, що описуються 
функціями, які мають 2l похідних.  
До неврахованих факторів даного дослідження відноситься невизначеність 
впливу шумів та збурень на точність апроксимації системної кривої та 
порівняння їх з існуючими методами. 
Подальший розвиток досліджень бачиться у врахуванні динаміки роботи 
елементів нейро-нечітких моделей моделей у часі. 
 
8. Висновки 
1. Розроблено методику оцінки необхідного числа нейронів (термів) 
моделі, що забезпечують необхідну точність наближення площі модельної 
кривої до системної. Оцінку похибки апроксимації виконано по залишковим 
членам розкладання площ системної функції в ряд Маклорена. 
2. Розроблено методику оцінки необхідного числа нейронів (термів), що 
забезпечують необхідну точність реалізації моделі по максимальному 
відхиленню між системною і модельною кривими на ділянці апроксимації. 
Отримані залежності похибки від числа ділянок апроксимації і кількості термів 
нечітких змінних дозволяють встановити заданий рівень гарантованої точності 
реалізації моделей. 
3. Розглянуто розв’язок прикладної задачі створення нечіткої моделі та 
моделі з використанням ШНМ для системи із заданою залежністю 2. cy x  
Наведені результати імітаційного моделювання вказують на точне співпадіння 
результатів з розрахунковими аналітичними значеннями.  
Це вказує на правильність розробленого підходу та можливості його 
використання в прикладних задачах.  
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