we construct integral representations and give the exact description of the set of pairs (1/p, 1/q) for which the operators are bounded from L p to L q .
We mention the related work [6] , [7] , devoted to L p -L q estimates for the operators with symbols b(|ξ|)|ξ| α e i|ξ| γ , where 0 < α < n, γ > 0, and b(t) is a fixed smooth function on R for |x| ≤ 1, and k(x) = 0 for |x| > 1, 0 < α < (n + 1)/2. The above-mentioned operators appeared in the study of the Cauchy problem for the wave equation (see references). Contrary to our case their kernels are summable at infinity, which makes the problem rather different.
In [3] the L p -L q estimates for the operators A α = A α 1 were obtained and we use that result. But our case is quite different, since consideration of the "locally nonsummable" range of α and the function a(|ξ|) in the symbol lead to considerable difficulties.
We give integral representations for the operators A α a on smooth functions. As the main result, we give sufficient and necessary conditions on the parameters p, q, α for the operator A α a to be bounded from L p to L q . The result is obtained under some additional conditions on the function a(|ξ|) (Theorem 4.1). In fact, the conditions are used, mainly, for the necessity part, and without these (for a(|ξ|) ∈ L ∞ ) we give sufficient conditions, which are essentially the same as those mentioned above (Theorem 4.3).
I wish to express my gratitude to Dr. M. Porter for helpful comments.
Preliminaries.
We begin with the definitions:
ix·ξ dx is the Fourier transform and
is the inverse Fourier transform; throughout the paper we assume b(|ξ|) to be a smooth function, described in the Introduction; [a] denotes the integral part of a real number a;
is the Schwartz class of rapidly decreasing smooth functions and S is the space of tempered distributions;
is the class of infinitely differentiable functions; C ∞ 0 is the subclass of C ∞ consisting of the functions with compact support; the space Φ ≡ Φ(R n ) is defined to consist of the Schwartz functions ϕ such that the Fourier transform ϕ and all its derivatives vanish at the origin; the dual space Ψ ≡ Ψ (R n ) = F Φ is equipped with the countable set of norms
Thus the space Φ can be equipped with the dual topology. The spaces Φ, Ψ were introduced by P. I. Lizorkin (see [4] , [5] ) and one may find information about them also in [10] , [11] . The symbols Φ , Ψ stand for the spaces of distributions on Φ, Ψ respectively. We recall that Φ is dense in L p , 1 < p < ∞ (see the above-mentioned references). As usual, L q p denotes the Banach space of S -distributions T such that the closure in L p of the convolution T * U ,
stands for the space of L p -L q multipliers (see [2] ).
By J ν (z) we denote the first kind Bessel function of order ν. From [13] (see also [17] ) we have the following estimate:
is analytic in the interior of Λ and continuous on Λ, and there exists a constant β < π such that
The above assumptions are just as the classical ones (see [14] , [16] ) with the only difference that we assume f, g ∈ C ∞ 0 instead of that f and g are both simple functions. This is required in (3.4) below. Nevertheless, it is easy to verify that the interpolation theorem for analytic families of operators holds under the above assumptions as well. Namely: [16] ). Suppose {T z }, z ∈ Λ, is an admissible family of linear operators satisfying
Our next goal is to give a boundedness result for some auxiliary operators, which we shall use below. Let B α 1 , B α 2 be the multiplier operators with symbols
respectively. Here b(|ξ|) is a smooth function, described above.
As was mentioned in the Introduction, the operator B α 1 (as well as more general ones) was deeply studied in [6] (see also [8] ) for real α. A slight modification of a result from [6] (a particular case of Theorem 4.2 there) leads us to the following fact.
and only if either
Proof. The proof is straightforward: we only need to note that (see [6] )
and next to take into account that M p p is a normed ring with the pointwise operations of multiplication and addition (see [2] ). Thus, having established the equality
being the multiplier operator with symbol |ξ|
we can now use the above-mentioned Theorem 4.2 from [6] to obtain (1) and (2) . Next, (3) follows by duality arguments.
We now turn to the operator B α 2 .
Proposition 2.3. Let 0 < Re α < n.
Proof. We first note that this proposition was proved in [3] for (n − 1)/2 < α < n, where the following representation was used (for part (2)):
Here I α is the Riesz potential and A is the multiplier operator with symbol
The direct analysis of the result from [3] shows that this proposition is in fact valid for complex α in the corresponding strip, thus (2.2) holds for complex α at least in the strip n/2 ≤ Re α < n.
Let now 0 ≤ Re α < n/2. It is sufficient to note that the representation (2.2) holds for 2 < p < n/Re α. In fact, the symbol |ξ| 
It is well known (see [2] ) that in this situation (with r = p) the translation invariant operator corresponding to the symbol 
and then apply convexity and duality arguments.
Integral representation.
For f ∈ S and (n + 1)/2 < Re α < n we define
where Ω α,a (|x|) is the kernel (1.1). For 0 ≤ Re α ≤ (n + 1)/2 the integral (3.3) no longer makes sense, as was mentioned above. But we can understand it for nonintegral α in the sense of distributions in the following way. Using the representation (3.3) for large Re α ((n + 1)/2 < Re α < n) we have
As the above iterated integral is absolutely convergent for large Re α, interchanging the order of integration we obtain
Applying the well known formula
integrating by parts and neglecting the boundary terms, we obtain
Thus, for α in the range max{0, (n + 1)/2 − k} < Re α ≤ (n + 1)/2 − k + 1, we define, for f ∈ S,
where s ∈ (0, ∞) and
For Re α = 0 we set
It is useful to note that for all 0 ≤ Re α < n we can use (3.6) as it coincides with the above definitions in the corresponding strips. (1) The "kernel" Ω k α,a (|x|) is continuous on R n \ {0} and satisfies the estimate
is analytic in the strip 0 < Re α < n and continuous on 0 ≤ Re α < n.
Proof. The first assertion of the theorem follows directly from the estimate (2.1). The second one is obvious.
To prove the last assertion we note that the right side of (3.6) in fact represents a function analytic at least in the strip −1/2 < Re α < n. This follows from the fact that the formally differentiated (in α) integral A α a f (x) still converges absolutely uniformly in α on some neighborhood of each point of the strip, which can be seen by applying (2.1) as above.
Now we are about to prove the Fourier transform formula for the oper-
Proof. Let first (n + 1)/2 < Re α < n. Then the inverse Fourier transform
exists in the regular sense (as a conditionally convergent integral). In fact, applying the Bochner formula (see [12] , p. 485) we have
which agrees with (3.10). Thus, we can write
Since S is a space with continuous shift, according to the previous equality, we have
Now, to obtain (3.8) for (n + 1)/2 < Re α < n it is sufficient to multiply both sides of (3.11) by g(x), integrate on R n with respect to x and interchange the order of integration on the right side.
Therefore, for f, g ∈ S, in the strip (n + 1)/2 < Re α < n we have (3.12)
But in fact, (3.12) holds for all α with 0 ≤ Re α < n, since both the leftand right-hand sides of (3.12) are functions of α analytic for 0 < Re α < n and continuous on 0 ≤ Re α < n. This can be seen for the right side (as in Theorem 3.1) from the fact that the formal derivative (with respect to α) is also an absolutely convergent integral (uniformly in α on some neighborhood of each α with Re α < n). For the left side this follows from Theorem 3.1. Hence, the equality (3.8) is proved. To prove (3.9) we note that for a bounded together with all its derivatives, a(|x|) ∈ C ∞ b (R n \ 0), the symbol m α,a (|ξ|) is a Ψ -multiplier. Thus, for (n + 1)/2 < Re α < n the equality (3.9) follows from (3.11) and then can be extended to 0 ≤ Re α < n by analyticity as above.
Remark 3.3. Below, the particular case of the operators A α a when a(|x|) = 1 will play an essential role. In this case we have the representation
for |x| < 1, and
for |x| > 1. Here F (a, b; c; d) is the Gauss hypergeometric function.
The above representation as well as the Fourier transform formula were obtained in [9] (see also [3] ). In fact, one can check at once that the corresponding Fourier integral (3.10) is still conditionally convergent for (n − 1)/2 < Re α < n and then apply the formulae 6.699.1, 6.699.2 from [1] .
It is important that in this case we have the exact behavior of the kernel Ω α (|x|). Using (3.14), (3.15) one can easily show that Ω α (|x|) is continuous on R n \ {x ∈ R n : |x| = 1} and has the following asymptotics:
as |x| → ∞, and
as |x| → 1. For (n + 1)/2 < Re α < n or Re α = (n + 1)/2, Im α = 0 the kernel Ω α (|x|) is bounded (see [9] for details).
4.
The main result. Now we are in a position to prove the main result of the present paper. 
Proof. I. We first prove a reduced form of the theorem, i.e. we consider the case of the operator A α with the restrictions:
Since L q p is a Banach space, for p satisfying (4.19), (4.20) we have the representation
2 are the operators introduced above). Now the reduced form of the theorem immediately follows from Propositions 2.2 and 2.3.
II. We now turn to the general case. We first note that for p, α satisfying (4.19), (4.20) we have the representation
where M a is the multiplier operator with symbol a(|ξ|) (thus, it is an isomorphism on L p , 1 < p < ∞). In fact, the representation (4.21) in the S -distribution sense can be easily verified for f ∈ S, 0 ≤ Re α < n passing to the Fourier images according to Theorem 3.2. Next, this implies that (4.21) is valid for a.e.
α M a f are regular functionals from S (see Theorem 3.1) which coincide in the distribution sense. Then it can be extended to L p , since both the left-and right-hand sides of (4.21) are bounded operators from L p to L q , 1/q = 1/p − Re α/n with p, α from (4.19), (4.20 
In fact, for the boundedness of the right side of (2.1), see I above. For the left side we refer to the Hardy-Littlewood theorem (see [2] ), which states that a multiplier
III. For p, α satisfying (4.19), (4.20), due to (4.21) the boundedness results for the operator A α obviously imply those for A α a , as well as the "only if" part.
In the case p = n/Re α, n/2 ≤ Re α < n we still obviously have
The operator A α is not bounded from L n/Re α to L ∞ , since otherwise, from the converse of Hölder's inequality we would have Ω α ∈ L n/(n−Re α) , which is impossible in view of the asymptotics (3.16). Due to (4.22) and the conditions a(|x|), 1/a(|x|) ∈ M p p , 1 < p < ∞, the same conclusion is true for the operator A α a as well. IV. We now turn to the case
In this situation we cannot obtain the information directly from (4.21), but for q < ∞ we can use the previous result, applying duality arguments.
Let us consider the excluded case q = ∞. For Re α > (n + 1)/2 the ope- V. Summarizing the results obtained in II-IV we can draw the following conclusion. We have actually proved the "if" part of the theorem, except the case Re α = 0, but this case is obvious, since the symbol m α,a (|x|) ∈ L ∞ for imaginary α. Thus, the sufficiency part of the theorem is proved.
We have also proved the "only if" part with the restrictions (4.19), (4.20) and also in the following particular cases:
provided n/2 ≤ Re α < n, and
Considering the case where p, q, α do not satisfy the conditions (4.19), (4.20), (i)-(iii), and Re α = 0 it is sufficient to make the following observations (obviously, we are now considering only those parameters which do not satisfy the sufficient conditions of the theorem). Each (1/p, 1/q), p ≤ q, under consideration can be connected with a "point of boundedness" by an interval passing through a "point of unboundedness" . If A α a were bounded from L p to L q this would contradict the convexity of the set of "points of boundedness". Let first p 0 = q 0 . By symmetry we may actually assume that 1
with some fixed δ ∈ (0, (2n + 1)/(4n) 
.
Our next claim is that we have the representation is an isomorphism in L p , 1 < p < ∞, the relation (4.25) shows that A α a is bounded from L p t to L q t with 1/p t , 1/q t from (4.24), which contradicts the results for 0 < Re α < n, obtained above in II-V.
The case p 0 = q 0 , p 0 = 2 can be considered in the same way. Here we may assume p 0 < 2, sufficiently close to 2, and for the second point we can take, for example, (3/4, 1/2), which corresponds to Re α = n/4. The proof of the theorem is complete. In fact, this follows from the Hardy-Littlewood theorem mentioned above in II. From (3.7) (with k = 0) we see that for (n + 1)/2 < Re α < n the operator A α a is bounded from L 1 to L ∞ and also (see [15] , Comment on p. 121) is of weak type (1, n/(n − Re α)). Now, applying the Marcinkiewicz interpolation theorem ( [16] , [15] ) we obtain (1).
We know that for Re α = (n + 1 + ε)/2 (with ε > 0 sufficiently small) the operator A In the same way, noticing that for Re α = (n − δ)/2 the operator A α a is bounded from L p , p = n/(n − δ/2), to L 2 and, as already mentioned, for Re α = (n + 1 + δ)/2, it is bounded from L 1 to L ∞ , we obtain the boundedness of A Re α− n − δ 2 .
