In this paper, we present a fast and practical algorithm for a map-matching problem searching a path on a given graph that minimizes Fréchet distance from a given trajectory, which is a natural measurement based on the sequential order of the trajectory. However, it sometimes costs seriously to compute the Fréchet distance while making correspondences to on a path on the graph in the order from the beginning of the trajectory as a naive method (as the denition) since it often occurs to backtrack and recompute. We developed an incremental technique for updating the Fréchet distance between the trajectory and a path to overcome the problem stated above. It enables the proposed algorithm to evaluate distances for any candidate paths faster than the naive one. In addition, we can adopt Dijkstra's graph searching manner due to the technique and omit to search and evaluate some useless candidates which have no relations with the solution. That also contributes to accelerate the algorithm. Experimental results show that our algorithm was more than fty times faster than the algorithm of Alt (J. Algorithms 2003), which is formulated as a optimization problem repeating to solve decision problems with a binary search on a set of candidates of the Fréchet distance.
INTRODUCTION
With the development of technology and a number of lowcost GPS-equipped devices, a massive amount of location information has been collected [27] . GPS receivers are widely used in aircraft, ships, and motor vehicles for both business and personal use. They are extensively used for eet management and asset tracking in the logistics and retail industries [11] . The development of applications and services for collecting location information from GPS devices as well as from other sources such as global systems for mobile communication and Wi-Fi networks enables people to share their experiences with friends through location histories.
Furthermore, with trajectories that are sequences of locational positions collected by GPS, we can track each movement of a person or an object. However, the raw data has uncertainty caused by measurement errors from GPS accuracy and sampling errors from the sampling rate [21] . These factors make it dicult to identify trajectories.
For this purpose, several map-matching methods that search a path on a given graph, representing a road map or a more abstract map, use a small distance from a given trajectory.
These are presented in [3, 5, 6, 14, 15, 16, 17, 19, 22] .
Furthermore, other related methods have been proposed that consolidate similar trajectories by using the distance of curves [1, 7, 8, 31] .
The Fréchet distance is one such distance measure for curves. d (f (α(t)) , g (β(t))) .
Here, the functions α and β are monotonically increasing DOI: 10.1145/2835185.2835186 continuous functions that satisfy α(0) = lI , α(1) = rI , β(0) = lJ , and β(1) = rJ . We denote the Euclidean distance by d :
The most important property of the Fréchet distance is monotonicity of the functions α and β. The property is related to the sequential orders of the points on trajectories (or the directions of the trip).
The Fréchet distance is a natural distance measure for comparing curves. In general, the trajectory data may contain complex movements such as loops or U-turns, and so may the structure of road maps. If we consider only the distances between the points of the trajectory and paths, we cannot measure the similarity between them accurately. The
Fréchet distance is more appropriate than other distance measures like the Hausdor distance [4] . By considering the sequential order of trajectories, we can obtain better similarity between them by using the Fréchet distance. [3, 6] There are two main problems with researching problems that involve the Fréchet distance of curves. The rst is a decision problem, which involves deciding whether the distance of curves is at most a given threshold ε or not. The second is an optimization problem, which involves solving the Fréchet distance of curves.
Similarly, we obtain two problems for graph search problems. For the decision problem on a graph, we search a path whose distance from a trajectory is at most a given threshold ε. For the optimization problem on a graph, we search a path that minimizes the distance from the trajectory.
Alt et al. [3] presented an algorithm for the decision problem in O(pq log p) time, where we denote p and q as the length of the trajectory and the size of the graph, respectively. Furthermore, they present a method for solving the optimization problem in O(pq log(pq) log p) time by using an application of the above algorithm. This involves executing O(log(pq)) number of iterations of the algorithm of their decision problem. For the optimization problem, some approximation approaches were presented [6, 12, 18, 25] .
In this paper, we study algorithms for the optimization problem on a graph. The algorithms presented by Alt et al. [2, 3] are theoretically ecient. However, if the target is the optimization problem, then it is natural to directly construct an algorithm for the problem. Then, we present a fast and practical algorithm for a map-matching problem that searches a path on a given graph that minimizes the Fréchet distance from a given trajectory, which is a natural measurement based on the sequential order of the trajectory.
If we compute the Fréchet distance while making correspondences to a path on a graph in the order from the beginning of the trajectory as a naive method, backtracking and recomputing often occurs, which sometimes has serious computational cost.
The contributions of this paper are described as follows.
• We developed an incremental technique for updating the Fréchet distance between the trajectory and a path by combining critical values (see Section 4). The technique enables the proposed algorithm to evaluate distances for any candidate paths faster than the naive one.
• In addition, we can adopt Dijkstra's graph searching manner with the technique and omit searching and evaluating useless candidates that have no relation to the solution. This also contributes to accelerating the algorithm.
As a result, experimental results show that our algorithm is more than fty times faster than that of Alt et al. [3] , which uses a binary search on a set of candidates of the Fréchet distance.
With our algorithm of map-matching with Fréchet distance, we can translate from raw GPS data with errors into smooth ways on the road networks. In addition, as a future work, we would like to match a trajectory to other trajectories in a dataset, for searching a similar person or constructing taxi-sharing systems. It may take much cost for the huge dataset. Then, our fast algorithm will work well.
PRELIMINARIES
In this section, we give basic notations and denitions. A trajectory is a sequence of points on a two-dimensional Eu-
A graph G is dened as a pair (V, E) comprising a set of vertices V and a set of edges E. We regard trajectories and paths on graphs as polygonal curves. Then, we measure the distances between a trajectory and a path on a graph.
In this paper, we consider the following problem. 
On map matching with the Fréchet distance
The Fréchet distance is a natural distance measure for comparing curves. It is generally said to be more appropriate 
RELATED WORK
Many topological map-matching algorithms were introduced.
White et al. [26] studied map-matching algorithms for inaccurate networks. They present algorithms with dierent type of matching, that is, point-to-point, point-to-curve, and curve-to-curve matching. Their most advanced algorithm with curve-to-curve matching uses a local measure of the distances of curves, although the Fréchet distance is a global measure of the distances of curves. Greenfeld [15] presents a map-matching algorithm for GPS data and digital map with inaccuracies and errors. The algorithm is based on distance and orientation, and it uses a greedy strategy for massive incoming data. He uses local similarity for the greedy incremental method. Quddus et al. [22] developed map-matching algorithms based on various similarities. They perform eciently for junctions and intersections if we select the proper parameters of weighting factors.
However, as introduced above, they are incremental methods with local similarity. Brakatsoulas et al. [6] studied three algorithms. The rst is an incremental algorithm with local similarity, the second is a global algorithm [3] with the Fréchet distance, which is a global measure, and the third is a global algorithm with weak Fréchet distance. The global algorithms produced better matching results, although the incremental algorithm ran faster.
Another type of map-matching algorithms was introduced by Lou et al. [17] and Newson et al. [19] based on hidden Markov models, which are the statistical models. They presented map-matching algorithms for low sampling and noisy trajectory data. It is important future work to study the differences between topological and statistical map-matching methods.
THE ALGORITHM OF ALT ET AL.
In this section, we present a summary of the algorithms presented by Alt et al. [2, 3] . Furthermore, we explain important notations and properties for computing Fréchet distances, which is key in the implementation of our algorithm described in Section 6. We can refer to both Alt et al. [2] and Alt et al. [3] for computing of Fréchet distances.
Particularly, in Alt et al. [3] , they apply their method to polygonal curves (Alt et al. [2] ) to graph search problems.
Alt's algorithms for the decision problem
In Alt et al. [2] , they introduce free space diagrams to solve the decision problem on curves with a threshold ε, where we decide whether the Fréchet distance between two given curves is at most ε or not. Figure 2 shows the curves f , g and a corresponding free space diagram with a threshold ε. In the diagram, on the white point (x, y), the distance of the points f (x) and g(y) is at most ε. Conversely, on the black point, the distance of the corresponding points on the curves f and g is greater than ε. [2] Now, if we can draw a monotone curve on a connected white area in the free space diagram, as shown in Figure 2 , we may dene monotone functions α and β with Denition 1, which satises d (f (α(t)) , g (β(t))) ≤ ε. We call such a curve a feasible curve. Then, the Fréchet distance between curves f and g is at most ε if and only if we have a feasible curve on the free space diagram with threshold ε. and 0 ≤ j ≤ |g|. We denote white intervals as Lij : Alt et al. [3] developed the above-mentioned method into a decision problem on a graph with a threshold ε, where we search a path on a given graph whose Fréchet distance from a given trajectory is at most ε. Figure 5 shows the free space surface for a graph, which corresponds to the free space diagram for the curves. Similar to the case of curves, if we have a feasible curve on the free space surface with threshold ε, then we have a solution, which is a path on the graph whose Fréchet distance from the trajectory is at most ε.
Alt's algorithms for the optimization problem
For the optimization problem, in Alt et al. [2] , they proposed the following method, which applies the algorithm to the decision problem.
On a free space diagram, the white area becomes smaller as the threshold ε decreases. Similarly, the white intervals for the decision problem, we get a critical value equal to the Fréchet distance.
In conclusion, Alt et al. [2, 3] constructed the algorithm for the decision problem and applied it to the optimization problem. Their algorithms are theoretically ecient. However, if the target is the optimization problem, it is natural to directly construct an algorithm for the problem. In this paper, we present a fast and practical algorithm for the optimization problem with a property of critical values.
A property of critical values
One of the most important properties of critical values is the third condition, condition c) in 4.2.1, which is a base of eciency of the algorithms of Alt et al. [2, 3] and our algorithm proposed in Section 6.
For the case of aij = b kj in condition c), the ith and kth points of the curve f correspond to the jth segment of g. However, if we have a feasible curve on a corresponding white area, we must check the white intervals on all of the lth points (i ≤ l ≤ k) and jth segments. Thus, we have to 
The above two cases contain all three cases of Condition 4.2.1. For condition a), the case of (i, j) = (0, 0) and g(q) ). For 
COMPUTING THE FRÉCHET DISTANCE
In this section, we propose an incremental technique for updating the Fréchet distance between a trajectory and a path. Critical values for graph search problem i) ε ii) ε
In Figure 7 , the Fréchet distance of each steps i, ii, and iii is ε We can consider updating distances for the additional pairs of the points of a trajectory in the same way.
Critical values were introduced in Alt et al. [3] only as candidates of the Fréchet distance. However, by using the critical values as in this section, we can compute and update the Fréchet distance directly.
PROPOSED ALGORITHM
In this section, we present an algorithm for the optimization problem on a graph dened as Problem 1.
We propose a Dijkstra-type algorithm with a priority that is the Fréchet distance between a candidate path and the corresponding part of the trajectory. The key of our algorithm is how we compute and update the Fréchet distance. We make it possible to compute the distance with the property of the critical values, which are discussed in Section 4.3.
This section is organized as follows. In Section 6.1, we provide the architecture of the proposed algorithm. In Section 6.2, we introduce a model to update the distances, andnally, in Section 6.3, we describe an improvement to the algorithm.
Architecture of the proposed algorithm
The proposed method follows a Dijkstra-type algorithm [10] .
The Dijkstra-type algorithm is based on a best rst searching strategy, where we can omit searching and evaluating useless candidates that have no relation to the solution. It also accelerates the algorithm.
In general, the Dijkstra algorithm is a graph search algorithm for nding the shortest path in a directed graph with weighted edges. A priority is dened as a function that monotonically increases as the search steps progress in the Dijkstra algorithm [10] . We have the following iteration.
First, we select a candidate that minimizes the priority.
Then, we proceed to the neighborhoods of the current vertex corresponding to the selected candidate and then update the priority. Finally, we add it as a new candidate. At the end of the iterations, we obtain a path that minimizes the priority.
The key to designing a Dijkstra-type algorithm is the priority. With Dijkstra's algorithm for computing the shortest path, there are non-negative weights on each edge, and we dene the priority as a summation of the weights of edges on the path. Following the search steps, the value of priority monotonically increases with the addition of non-negative values. Thus, we can obtain a path that minimizes the priority, which is a shortest path.
In comparison, in our algorithm, we dene the priority as 
Updating distances
In this section, we introduce the updating of the Fréchet distances between a candidate path and the corresponding parts of the trajectory, which is the key procedure of the overall algorithm.
We compute and update the Fréchet distances between a candidate path and the corresponding parts of the trajectory. Algorithm 2 shows this procedure. In the above algorithm, we compute distances for every point 
append all the tuples of Q to P 
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12: 12 ). This makes our algorithm faster for long trajectories.
Candidate pruning
Finally, we present an improvement on the proposed algo- 
EXPERIMENTAL EVALUATION
In this section, we present an experimental evaluation to conrm that our algorithm is fast and practical. The experiment was done by using articial and actual data to investigate the computational times of our algorithm with the algorithm of Alt et al. [3] .
Experiment settings
For the experiments, we prepared the following four datasets. T-drive. The second dataset is a sample of a T-drive trajectory dataset published on the web ! (See also [23, 24] ).
ICDM10.
It contains the trajectories of more than ten thousand taxis from February 2nd to the 8th in Beijing. We sampled 5,000
subtrajectories that travel about 20 kilometers in the area dened in Table 1 .
For the graph, we used a map from Mapzen " , which provides citywide maps extracted from the OpenStreetMap # database. We omitted links with the tags footway, cycleway, and so on where the taxis could not drive.
Bikely. The third dataset is one we collected from the Bikely Table 1 . For the graph, we used a map from Mapzen similarly to the T-drive dataset, where we did not omit links with the tags footway, cycleway, and so on.
GeoLife. The fourth dataset is GeoLife GPS trajectory dataset published on the web % (See also [28, 29, 30 ]) It contains the trajectories of 182 users in ve years in Beijing. We sampled 4,837 subtrajectories that have label Walk and travel at most 2 kilometers in the area dened in Table 1 . For the graph, we used a map from Mapzen same as the T-drive dataset, where we did not omit links. We performed the experiment with the four algorithms described as follows. As we see in Section 4.2, the algorithm used by Alt et al. [3] has iterations for selecting critical values and executing the algorithm for the decision problem.
In this experiment, we investigated the total computational time by using a binary search on a set of candidates of the Comparing the computational times for each dataset, the times for the Bikely and the GeoLife datasets were larger than those for the other datasets. As we see in Table 1 , the average lengths of the edges of the graph for the Bikely and the GeoLife datasets were smaller than those of the other datasets. Additionally, the computational time for the ICDM10 dataset was larger than that for the T-drive dataset. The average distance interval of the ICDM10 dataset was smaller than that of the T-drive dataset. 
Result

Scalability
We also tested scalability of our algorithm (Ours Table   3 .
Maximum memory usage for each case of (1), (2) , and (3) were 5.10 GB, 5.07 GB, and 3.51 GB, respectively. For the computation time, Table 3 and Figure 9 shows the experimental results. As the result, our algorithm performs linearly in computation time with the sizes of trajectories and graphs, except for the largest case of (3).
For the case of (3), we sampled the largest graph by choosing large area, which included the suburbs near mountains, where the road network was very sparse. Though the graph is very large, the number of candidate paths for a given trajectory may be small.
Discussion
The main factor in the increase in speed of our algorithm is the reduction in the number of iterations. We designed and proposed an algorithm with only one iteration, although we need some iterations to execute the algorithm for the decision problem in order to determine the Fréchet distance in the algorithm of Alt et al. [3] . In fact, Alt's algorithm Note that we can use parametric search [9] instead of binary search in the algorithm of Alt et al. [3] . Actually, experimental results by van Oostrum et al. [20] shows the algorithm with parametric search and quicksort is faster than that with binary search for the optimization problem solving the Fréchet distance of curves. However, since some iterations are needed in their architecture, the total computation time must be greater than that of the last iteration. Practically, we nd that our algorithm is at least four times faster than the last iteration (Alt [Decision] ).
In addition, our algorithm was a Dijkstra-type algorithm, where we compute and update distances only for the prior candidate in each step; thus, we do not have to compute distances for all candidates except for in the worst case scenarios. Additionally, the algorithm of Alt et al. [3] uses a breadth-rst search, which is the same as Ours [Breadth] . 
CONCLUSION
We proposed a fast and practical algorithm for the optimization problem on a graph that searches a path on a given graph that minimizes the Fréchet distance from a given trajectory. We proposed a Dijkstra-type algorithm with a priority that is the Fréchet distance between a candidate path and the corresponding part of the trajectory. Experimental results show that our algorithm was more than fty times faster than that of Alt et al. [3] , which uses the binary search method.
In the future, we will work on the development of trajectoryanalysis technologies, which can be used to recommend destinations or predict travel times. For this, we will use wellcorrected trajectory data obtained with our map-matching method or we will consolidate similar trajectories.
