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Abstract
Under a Lipschitz condition on distribution dependent coefficients, the central limit
theorem and the moderate deviation principle are obtained for solutions of McKean-
Vlasov type stochastic differential equations, which extend from the corresponding
results for classical stochastic differential equations to the distribution dependent set-
ting.
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1 Introduction
In recent years, McKean-Vlasov stochastic differential equations (SDEs for short) have re-
ceived increasing attentions by researchers. They are also called as mean-field SDEs or
distribution dependent SDEs, which are much more involved than classical SDEs as the
drift and diffusion coefficients depending on the solution and the law of solution. In a nut-
shell, this kind of equations play important roles in characterising non-linear Fokker-Planck
equations and environment dependent financial systems, see [8, 9, 11, 12, 17, 20, 21, 23] and
references therein. Also, this kind of SDEs have been applied to characterise partial dif-
ferential equations (PDEs for short) involving the Lions derivative (L-derivative for short),
which was introduced by P.-L. Lions in his lecture notes [5], see also [4, 13, 15, 18, 19] for
more details. Additionally, [22] investigated the distribution dependent SDEs for Landau
type equations. The analysis of stochastic particle systems (that is why McKean-Vlasov
equations can be treated as the limiting behaviour of individual particles) has developed as
crucial mathematic tools modelling economic and finance systems.
It is well known that the key point of LDPs is to show the probability property of a rare
event, see [1, 3, 10, 14, 24]. In the case of stochastic process, the idea is to find a deterministic
path around which the diffusion is concentrated with high probability. In a nutshell, the
stochastic motion can be interpreted as a small perturbation of the deterministic path.
There are two main approaches to investigate LDPs, one is weak convergence method, the
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other one is based on exponential approximation argument. For instance, [10] investigated
the Freidlin-Wentzell LDP in path space for McKean-Vlasov equations and the functional
iterated logarithm law by using techniques of exponential approximation arguments. In this
paper, we investigate the central limit theorem (CLT for short) and the moderate deviation
principle (MDP for short) for solutions of distribution dependent SDEs by using the weak
convergence approach. It is worth noting that the weak convergence approach results in a
convenient representation formula for the LDPs rate function.
The motivation of the MDP study comes from [19], which investigate the Bismut formula
for Lions derivative of distribution dependent SDEs and applications under the Lipschitz
conditions on coefficients.
Let P(Rd) be the space of all probability measures on Rd, consider the following distri-
bution dependent SDE on Rd:
(1.1) dXǫt = bt(X
ǫ
t ,LXǫt )dt+
√
ǫσt(X
ǫ
t ,LXǫt )dWt, X
ǫ
0 = x,
where Wt is the d-dimensional Brownian motion defined on a complete filtered probability
space (Ω, {Ft}t≥0,P), LXǫt is the law of Xǫt , and
b : [0,∞)× Rd ×P(Rd)→ Rd, σ : [0,∞)× Rd ×P(Rd)→ Rd⊗d.
To give the main results, in the sequel, we first recall the theory of LDP.
Consider the Cameron-Martin space associated with the Brownian motion {Wt; t ∈
[0, T ]}, the space of all absolutely continuous paths on the interval [0, T ] which starts at
0 and have derivative almost everywhere which is L2([0, T ]) integrable, that is,
H =
{
h ∈ C([0, T ];Rd) : h(0) = 0, h(·) =
∫ ·
0
h˙(s)ds; h˙ ∈ L2([0, T ];Rd)
}
.
It is again a Hilbert space with inner product 〈h1, h2〉H :=
∫ T
0
〈h˙1(s), h˙2(s)〉ds. Let A denote
the class of Rd valued {Ft}-predictable processes h(ω, ·) belonging to H a.s. Let
SN := {h ∈ H;
∫ T
0
|h˙(s)|2ds ≤ N}.
SN is endowed with the weak topology induced from H. Define
AN := {h ∈ A , h(ω) ∈ SN , P− a.s.}.
We also recall the definition of L-derivative. Let
P2(R
d) =
{
µ ∈ P(Rd) : µ(| · |2) :=
∫
Rd
|x|2µ(dx) <∞
}
.
Then P2(R
d) is a Polish space under the Wasserstein distance
W2(µ, ν) := inf
π∈C (µ,ν)
(∫
Rd×Rd
|x− y|2π(dx, dy)
) 1
2
, µ, ν ∈ P2(Rd),
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where C (µ, ν) is the set of couplings of µ, ν; that is, a probability measure π on the product
space (Rd×Rd,F×F ) such that π(·×Rd) = µ and π(Rd×·) = ν. Moreover, the Wasserstein
metric induces a topology on P2(R
d), which has been shown to be the topology of weak
convergence of measure together with the convergence of all moments of order up to 2, see
[6, Chapter5]. We will use 0 denote vectors with components 0.
Definition 1.1. Let f : P2(R
d)→ R.
(1) f is called L-differentiable at µ ∈ P2(Rd), if the functional
L2(Rd → Rd, µ) ∋ φ 7→ f(µ ◦ (Id+ φ)−1)
is Fre´chet differentiable at 0 ∈ L2(Rd → Rd, µ); that is, there exists a γ ∈ L2(Rd →
R
d, µ) such that
(1.2) lim
µ(|φ|2)→0
|(f)(µ ◦ (Id+ φ)−1)− (f)(µ)− µ(〈φ, γ〉)|√
µ(|φ|2) = 0,
where µ(〈φ, γ〉) := ∫
Rd
〈φ(ξ), γ(ξ)〉µ(dξ). In this case, we donote DLf(µ) = γ and call
it the L-derivative of f at µ.
(2) If the L-derivative DLf(µ) exists for all µ ∈ P2(Rd), then f is called L-differentiable.
If moreover, for every µ ∈ P2(Rd) there exists a µ-version DLf(µ)(·) such that
DLf(µ)(x) is jointly continuous in (x, µ) ∈ Rd×P2(Rd), we denote f ∈ C(1,0)(P2(Rd)).
In this paper, we use the symbol ”⇒ ” to denote convergence in distribution.
The following uniform LDP criteria was presented in [16].
Lemma 1.1. For any ǫ > 0, let Γǫ be a measurable mapping from C([0, T ];Rd) into
C([0, T ];Rd). Suppose that {Γǫ}ǫ>0 satisfies the following assumptions: There exists a mea-
surable map Γ0 : C([0, T ];Rd)→ C([0, T ];Rd) such that
(a) For every N < +∞ and any family {hǫ; ǫ > 0} ⊂ AN satisfying that hǫ converges in
distribution as SN -valued random variables to h as ǫ→ 0, then
Γǫ
(
W· +
1√
ǫ
∫ ·
0
h˙ǫ(s)ds
)
⇒ Γ0
(∫ ·
0
h˙(s)ds
)
as ǫ→ 0.
(b) For every N < +∞, the set {Γ0(∫ ·
0
h˙(s)ds); h ∈ SN} is a compact subset of C([0, T ];Rd).
Then the family {Γǫ(W·)}ǫ>0 satisfies a large deviation principle in C([0, T ];Rd) with the
rate function I given by
(1.3) I(g) := inf
h∈H;g=Γ0(∫ ·
0
h˙(s)ds)
{1
2
∫ T
0
|h˙(s)|2ds
}
, g ∈ C([0, T ];Rd)
with inf ∅ =∞ by convention.
The rest of the paper is organised as follows. In Sect.2 we give the assumptions and the
main results Theorem 2.1 and 2.2; Sect.3 are Sect.4 are devoted to the proofs of Theorem
2.1 and 2.2, respectively.
Throughout this paper, we let C(α, β) stand for a general constant which depends on
parameters α, β, and may change from occurrence to occurrence.
3
2 Main results
We make the following assumptions about (1.1).
(H1) The coefficients b : [0,∞)× Rd ×P2(Rd) → Rd, σ : [0,∞) × Rd ×P2(Rd) → Rd⊗d
are continuous. There exists a increasing function K : [0,∞)→ [0,∞) such that
|bt(x, µ)− bt(y, ν)|+ ‖σt(x, µ)− σt(y, ν)‖
≤ K(t)(|x− y|+W2(µ, ν)), t ≥ 0, x, y ∈ Rd, µ, ν ∈ P2(Rd),
(2.1)
and
(2.2) |bt(0, δ0)|+ ‖σt(0, δ0)‖ ≤ K(t), t ≥ 0,
where and in what follows, for x ∈ Rd, δx stands for the Dirac measure at x, ‖ · ‖ is
the operator norm.
(H2) The coefficient bt(x, µ) are differentiable with respect to x and µ respectively, and its
derivative functions satisfy
|∇bt(·, µ)(x)−∇bt(·, ν)(y)| ≤ K(t)(|x− y|+W2(µ, ν)),
‖DLbt(x, ·)(µ)−DLbt(y, ·)(ν)‖ ≤ K(t)(|x− y|+W2(µ, ν)),
max{‖∇bt(·, µ)(x)‖, ‖DLbt(x, ·)(µ)‖} ≤ K(t)
hold for all t ≥ 0, (x, µ) ∈ Rd ×P2(Rd).
Remark 2.1. In our setting, bt(x, µ) = (b
i
t(x, µ))i=1,··· ,d is a R
d-valued function, and σt(x, µ) =
(σijt (x, µ))i,j=1,··· ,d is a R
d⊗d-valued function, thus, we write DLbt(x, µ) = (DLbit(x, µ))i=1,··· ,d.
Intuitively, as the parameter ǫ tends to 0 in (1.1), the diffusion term vanishes and we
have the following ordinary differential equation
(2.3) dX0t = bt(X
0
t , δX0t )dt,
with the same initial datum as (1.1), that is, X00 = x. Since x is deterministic, we deduce
that δX0
·
is a Dirac measure centered on the path X0· .
In the following, we shall investigate the deviations ofXǫ from the solutionX0 of ordinary
differential equation, that is, the asymptotic behaviour of the trajectory,
X
ǫ
t =
1√
ǫλ(ǫ)
(Xǫt −X0t ), t ∈ [0, T ].(2.4)
(LDP) The case λ(ǫ) = 1/
√
ǫ provides some large deviation estimates. [10] proved that the
law of the solution Xǫ satisfies an LDP by means of the discussion of exponential
tightness.
(CLT) If λ(ǫ) ≡ 1, we are in the domain of the CLT. We will show that Xǫ−X0√
ǫ
converges to
a stochastic process as ǫ→ 0, see Theorem 2.1.
4
(MDP) To fill in the gap between the CLT scale and the LDP scale, we will study the MDP,
that is, the deviation scale λ(ǫ) satisfies
λ(ǫ)→∞, √ǫλ(ǫ)→ 0, as ǫ→ 0.(2.5)
In the MDP case, we will prove that {Xǫ; ǫ ∈ (0, 1)} satisfies an LDP, see Theorem 2.2
below.
Our first main result is the following central limit theorem.
Theorem 2.1. Under assumptions (H1) and (H2),
E
(
sup
0≤t≤T
∣∣∣Xǫ(t)−X0(t)√
ǫ
− Z(t)
∣∣∣p) . ǫ,
where Z is determined by
dZt = ∇Ztb(X0t , δX0t )dt+ E〈DLbt(y, ·)(δX0t )(X0t ), Zt〉|y=X0t dt + σ(X0t , δX0t )dWt.(2.6)
Our second result is that Xǫ, ǫ ∈ (0, 1) satisfies the MDP, that is the following theorem.
Theorem 2.2. Under assumptions (H1) and (H2), X
ǫ
· =
Xǫ
·
−X0
·√
ǫλ(ǫ)
satisfies an LDP on
C([0, T ];Rd) with the speed λ2(ǫ) and with the rate function I, which is defined as follows:
(2.7) I(g) := inf
{h∈H;g=Γ0(∫ ·
0
h˙(s)ds)}
{1
2
∫ T
0
|h˙(s)|2ds
}
, g ∈ C([0, T ];Rd),
where Γ0(
∫ ·
0
h˙(s)ds) := Y h· satisfies the following equation:
(2.8) dY ht =
{
∇Y ht bt(·, δX0t )(X0t ) + σt(X0t , δX0t )h˙(t)
}
dt.
3 Proof of Theorem 2.1
We first recall a formula of L-derivative due to [19].
Lemma 3.1. Let (Ω,F ,P) be an atomless probability space, and let X, Y ∈ L2(Ω→ Rd,P)
with LX = µ. If either X and Y are bounded and f is L-differentiable at µ, or f ∈
C(1,0)(P2(R
d)), then
(3.1) lim
ǫ→0
f(LX+ǫY )− f(µ)
ǫ
= E〈DLf(µ)(X), Y 〉.
Consequently,
(3.2)
∣∣∣ lim
ǫ↓0
f(LX+ǫY )− f(µ)
ǫ
∣∣∣ = |E〈DLf(µ)(X), Y 〉| ≤ E‖DLf(µ)‖√E|Y |2.
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The existence and uniqueness of solution to (1.1) has been proved in [22]. The following
Lemma gives the uniformly p-th moment estimates of solutions to (1.1) and (2.3).
Lemma 3.2. Under assumption (H1), for X00 = X
ǫ
0 = x ∈ Rd, we have
(3.3) E
(
sup
0≤t≤T
|Xǫt |p
)
∨
(
sup
0≤t≤T
|X0t |p
)
<∞, p ≥ 2.
Proof. It is easy to get from (H1),
(3.4) |bt(x, µ)| ∨ ‖σt(x, µ)‖ ≤ K(t)(1 + |x|+W2(µ, δ0)).
Noting that W2(LXǫs , δ0)
p ≤ (E|Xǫs|2)p/2, by the Burkholder-Davis-Gundy (BDG for
short) inequality and (3.4), one has
E
(
sup
0≤t≤T
|Xǫt |p
)
≤ 3p−1xp + C(T, p)E
∫ T
0
(1 + |Xǫs|p)ds,
thus, the desired assertion follows from Gronwall’s inequality.
Proof of Theorem 2.1
Proof. For notation brevity, we set Zǫ· :=
Xǫ
·
−X0
·√
ǫ
, then
dZǫt =
1√
ǫ
(bt(X
ǫ
t ,LXǫt )− bt(X0t , δX0t ))dt+ σt(Xǫt ,LXǫt )dWt.(3.5)
We are going to prove limǫ→0E
(
sup0≤t≤T |Zǫt − Zt|p
)
= 0. To this end, we claim that
E
(
sup
0≤t≤T
|Xǫt −X0t |p
)
≤ C(T, p).(3.6)
Notice that
E
(
sup
0≤t≤T
|Xǫt −X0t |p
)
≤ 2p−1
{
E
∣∣∣ ∫ T
0
(bs(X
ǫ
s ,LXǫs)− bs(X0s , δX0s ))ds
∣∣∣p + ǫp/2E( sup
0≤t≤T
∣∣∣ ∫ t
0
σs(X
ǫ
s ,LXǫs)dWs
∣∣∣p}
=: 2p−1(I1(T ) + I2(T )).
With Lemma 3.2 in hand, we know the boundedness of p-th moment of Xǫt and X
0
t , t ∈ [0, T ]
and the coefficient b is L-differentiable at LX0
·
. By Lemma 3.1, (2.2) and assumption (H2),
we have
I1(T ) ≤ (2T )p−1
{∫ T
0
E|(bs(Xǫs ,LXǫs)− bs(X0s ,LXǫs))|pds
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+∫ T
0
E|(bs(X0s ,LXǫs)− bs(X0s , δX0s ))|pds
}
≤ (2T )p−1
{∫ T
0
E
∣∣∣ ∫ 1
0
∇bs(Rǫs(r),LXǫs)|Xǫs −X0s |dr
∣∣∣pds
+ E
∣∣∣ ∫ 1
0
〈DLbs(y, ·)(LRǫs(r))(Rǫs(r)), Xǫs −X0s 〉|y=X0sdr
∣∣∣pds}
≤ C(T, p)
∫ T
0
E|Xǫs −X0s |pds,
where Rǫs(r) = X
0
s + r(X
ǫ
s −X0s ), r ∈ [0, 1].
By the assumption (H1) and BDG’s inequality, we get
I2(T ) ≤ ǫp/2C(T, p)
(∫ T
0
(
E|σs(Xǫs,LXǫs)− σs(0, δ0)|2 + E|σs(0, δ0)|2
)
ds
)p/2
≤ ǫp/2C(T, p)
(∫ T
0
(E|Xǫs |2 +K2(s))ds
)p/2
≤ ǫp/2C(T, p)(1 +
∫ T
0
E|Xǫs |pds),
where the third inequality due to the fact that W2(LXǫs , δ0)
2 ≤ E|Xǫs|2.
The claim follows by combining the above the estimates, (3.3) and the Gronwall inequal-
ity.
By the definitions of Zǫt and Zt, we derive that
Zǫt − Zt =
∫ t
0
( 1√
ǫ
(bs(X
ǫ
s,LXǫs)− bs(X0s ,LXǫs))−∇Zǫsbs(X0s ,LXǫs)
)
ds
+
∫ t
0
( 1√
ǫ
(bs(X
0
s ,LXǫs)− bs(X0s , δX0s ))− E〈DLbs(y, ·)(δX0s )(X0s ), Zǫs〉|y=X0s
)
ds
+
∫ t
0
(σs(X
ǫ
s,LXǫs)− σs(X0s , δX0s ))dWs
+
∫ t
0
(∇Zǫsbs(X0s ,LXǫs)−∇Zsbs(X0s , δX0s ))ds
+
∫ t
0
(E〈DLbs(y, ·)(δX0s )(X0s ), Zǫs〉|y=X0s − E〈DLbs(y, ·)(δX0s )(X0s ), Zs〉|y=X0s )ds.
By (H2), (3.1), Ho¨lder’s inequality and BDG’s inequality, we have
E
(
sup
0≤t≤T
|Zǫt − Zt|p
)(3.7)
≤ C(T, p)
∫ T
0
E
∣∣∣ ∫ 1
0
∇Zǫsbs(Rǫs(r),LXǫs)dr −∇Zǫsbs(X0s ,LXǫs)
∣∣∣pds
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+ C(T, p)
∫ T
0
E
∣∣∣ ∫ 1
0
〈DLbs(y, ·)(LRǫs(r))(Rǫs(r)), Zǫs〉|y=X0sdr
− 〈DLbs(y, ·)(LX0s )(X0s ), Zǫs〉|y=X0s
∣∣∣pds+ C(T, p) ∫ T
0
E|σs(Xǫs,LXǫs)− σs(X0s ,LX0s )|pds
+ C(T, p)
∫ T
0
(
E|∇Zǫs−Zsbs(X0s ,LXǫs)|p + E|∇Zsbs(X0s ,LXǫs)−∇Zsbs(X0s , δX0s )|p
)
ds
+ C(T, p)
∫ T
0
∣∣∣E〈DLbs(y, ·)(δX0s )(X0s ), Zǫs〉|y=X0s − E〈DLbs(y, ·)(δX0s )(X0s ), Zs〉|y=X0s ∣∣∣pds
≤ C(T, p)ǫp/2
∫ T
0
E|Zǫs|2pds + C(T, p)
∫ T
0
E
(
|Zǫs|
∫ 1
0
W2(LRǫs(r), δX0s )dr
)p
ds
+ C(T, p)
∫ T
0
(ǫp/2E|Zǫs|p + EW2(LXǫs , δX0s )p)ds
+ C(T, p)
∫ T
0
(
E|Zǫs − Zs|p + E|Zs|pW2(LXǫs , δX0s )p
)
ds
≤ C(T, p)ǫp/2 + C(T, p)
∫ T
0
E|Zǫs − Zs|pds,
where Rǫs(r) = X
0
s+r(X
ǫ
s−X0s ), r ∈ [0, 1], and we used
∫ 1
0
W2(LRǫs(r), δX0s )dr ≤
√
ǫ
2
(E|Zǫs|2)1/2,
W2(LXǫs , δX0s ) ≤ ǫ1/2(E|Zǫs|2)1/2 and (3.6) in the last inequality.
By the Gronwall inequality, it yields from (3.7) that
E
(
sup
0≤t≤T
|Zǫt − Zt|p
)
≤ CT,pǫp/2.
The desired assertion is obtained by taking ǫ→ 0.
4 Proof of Theorem 2.2
From (1.1), (2.3), (2.4), we can see that X
ǫ
satisfies the following equation:
(4.1) X
ǫ
t =
1√
ǫλ(ǫ)
∫ t
0
[bs(X
ǫ
s,LXǫs)− bs(X0s , δX0s )]ds+
1
λ(ǫ)
∫ t
0
σs(X
ǫ
s,LXǫs)dWs.
Notice that the law ofX0t can be approximated by LXǫt as ǫ→ 0, we then define the following
equation:
(4.2) Y
ǫ
t =
1√
ǫλ(ǫ)
∫ t
0
[bs(Y
ǫ
s , δX0s )− bs(X0s , δX0s )]ds+
1
λ(ǫ)
∫ t
0
σs(Y
ǫ
s , δX0s )dWs,
where dY ǫt = bt(Y
ǫ
t , δX0t )dt +
√
ǫσt(Y
ǫ
t , δX0t )dWt and Y
ǫ
t =
Y ǫt −X0t√
ǫλ(ǫ)
.
We recall that the heuristics underlying large deviations theory is to identify a determin-
istic path around which the diffusion is concentrated with overwhelming probability, so that
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the stochastic motion can be seen as a small random perturbation of this deterministic path.
This means in particular that the law of X
ǫ
t is close to some Dirac mass if ǫ is small. We
therefore proceed in two steps toward the aim of proving a large deviation principle for X
ǫ
.
In the first step, we replace the law LXǫt of X
ǫ
t by its suspected limit, that is, we approximate
the law of X
ǫ
t. In this way, we avoid the difficulty of the dependence on the law of X
ǫ
, thus,
we obtain a diffusion which is defined by means of a classical SDE. In the second step, we
prove that this diffusion is exponentially equivalent to X
ǫ
. Since LDPs does not distinguish
between exponentially equivalent families, we deduce that X
ǫ
satisfies an LDP with the good
rate function I(g) given in (2.7).
To make the content self-contained. In the following subsection, we give the sketch proof
of LDP for Y
ǫ
.
4.1 Large deviation principle for Y
ǫ
Lemma 4.1. Under the hypotheses of Theorem 2.2, the family of (Y
ǫ
)ǫ>0 satisfies a large
deviation principle in C([0, T ];Rd) equipped with the topology of the uniform norm with the
good rate function I(g) given in (2.7).
According to the Lemma 1.1, in order to prove Lemma 4.1, we only need to verify the
conditions (a) and (b) in Lemma 1.1.
By the Yamada-Watanabe theorem, there exists a measurable map Γǫ : C([0, T ];Rd) →
C([0, T ];Rd) such that Y
ǫ
· = Γ
ǫ
(
1
λ(ǫ)
W·
)
.
Since EP
(
exp
{
1
2
∫ T
0
|h˙ǫ(s))|2ds
})
<∞, hǫ ∈ AN , that is, if hǫ ∈ AN , then the Novikov’s
condition holds. By the Girsanov theorem, we know that
1
λ(ǫ)
W˜t =
1
λ(ǫ)
Wt +
∫ t
0
h˙ǫ(s)ds
is a Brownian motion under the probability measure Pǫ := RTP, where
RT = exp
{
−
∫ T
0
h˙ǫ(s)d
Ws
λ(ǫ)
− 1
2
∫ T
0
|h˙ǫ(s)|2ds
}
is a martingale.
Furthermore, we obtain that Y
ǫ,hǫ
· = Γ
ǫ
(
1
λ(ǫ)
W· +
∫ ·
0
h˙ǫ(s)ds
)
, which solves
dY
ǫ,hǫ
t =
1√
ǫλ(ǫ)
[bt(Y
ǫ,hǫ
t , δX0t )− bt(X0t , δX0t )]dt(4.3)
+
1
λ(ǫ)
σt(Y
ǫ,hǫ
t , δX0t )dWt + σt(Y
ǫ,hǫ
t , δX0t )h˙ǫ(t)dt,
where Y ǫ,hǫt := X
0
t +
√
ǫλ(ǫ)Y
ǫ,hǫ
t .
The following Lemmas play the key roles in the proof of Lemma 4.1.
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Lemma 4.2. Under Assumptions (H1) and (H2), for any h ∈ H, equation (2.8) admits a
unique solution Y h· in C([0, T ];R
d). Moreover, for any N > 0, there exists a constant CN,T
such that
(4.4) sup
h∈SN
{
sup
0≤t≤T
|Y ht |
}
≤ CN,T .
Proof. By (H1) and (H2), the coefficients of (2.8) satisfy the Lipschitz condition, therefore
equation (2.8) admits a unique solution. Moreover, noting the coefficient functions satisfy
the linear growth condition and the fact that W2(LY ht , δ0)
2 ≤ |Y ht |2, we can obtain the
estimate (4.4) by using the Gronwall inequality. Here we omit the details of the proof.
Firstly, we prove that the condition (b) of Lemma 1.1 holds.
Lemma 4.3. Under assumptions (H1) and (H2), for any positive number N < ∞, the
family
KN :=
{
Γ0
( ∫ ·
0
h˙(s)ds
)
; h ∈ SN
}
,
is compact in C([0, T ];Rd), where the map Γ0 is defined in Theorem 2.2.
Proof. If the map Γ0 is continuous from SN to C([0, T ];R
d). Then for any N <∞, the fact
that KN is compact follows from the compactness of SN and the continuity of the map Γ
0
from SN to C([0, T ];R
d).
In the sequel, we prove that Γ0 is a continuous map from SN to C([0, T ];R
d). Let hn → h
in SN as n→∞. Then
Y hnt − Y ht =
∫ t
0
∇{Y hns −Y hs }bs(·, δX0s )(X
0
s )ds+
∫ t
0
σs(X
0
s , δX0s )(h˙n(s)− h˙(s))ds
=: In1 (t) + I
n
2 (t).
By (H2), (3.3) and (3.4), it is easy to see that
|In1 (t)| ≤
∫ t
0
K(s)(1 + |X0s |+W2(δX0s , δ0))|Y hns − Y hs |ds.
Let gn(t) =
∫ t
0
σs(X
0
s , δX0s )h˙n(s)ds. By (H1), Lemma 3.2, and hn, h ∈ SN , we derive that
|gn(t)| ≤
( ∫ t
0
‖σs(X0s , δX0s )‖2ds
)1/2(∫ t
0
|h˙n(s)|2ds
)1/2
≤
( ∫ t
0
K2(s)(1 + |X0s |+W2(δX0s , δ0))2ds
)1/2(∫ t
0
|h˙n(s)|2ds
)1/2
<∞.
Similarly, we see that for any 0 ≤ t1 ≤ t2 ≤ T ,
|gn(t2)− gn(t1)| ≤
∫ t2
t1
‖σs(X0s , δX0s )‖|h˙n(s)|ds
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≤
∫ t2
t1
K(s)(1 + |X0s |+W2(δX0s , δ0))|h˙n(s)|ds
≤ C(T )(t2 − t1)1/2
(∫ t2
t1
|h˙n(s)|2ds
)1/2
≤ C(T,N)(t2 − t1)1/2.
Hence, the family of function {gn}n≥1 are equicontinuous in C([0, T ];Rd).
According to the Azela`-Ascoli theorem, {gn}n≥1 is relatively compact in C([0, T ];Rd), let
g be any limit point of {gn}n≥1. Noticing hn → h on SN , we have
lim
n→∞
∫ t
0
σs(X
0
s , δX0s )h˙n(s)ds =
∫ t
0
σs(X
0
s , δX0s )h˙(s)ds, ∀t ∈ [0, T ],
that is, limn→∞ supt∈[0,T ] |In2 (t)| = 0. This, together with (3.3), yields that
sup
0≤t≤T
|Y hnt − Y ht | ≤
∫ T
0
K(t)(1 + |X0t |+W2(δX0t , δ0))|Y hnt − Y ht |dt + sup
0≤t≤T
In2 (t),
by the Gronwall inequality, we arrive at
sup
0≤t≤T
|Y hnt − Y ht | ≤ exp
{∫ T
0
K(t)(1 + |X0t |+W2(δX0t , δ0))dt
}
sup
0≤t≤T
In2 (t)
≤ C(T,N) sup
0≤t≤T
In3 (t)→ 0, as n→∞.
Thus we proved that the Γ0 is a continuous map, the proof is therefore completed.
Before verify condition (a), we give an estimate for the second moment of Y
ǫ,hǫ
t .
Lemma 4.4. For every fixed N ∈ N, let hǫ ∈ AN and Y ǫ,hǫ· be given by (4.3). Then we have
(4.5) E
(
sup
0≤t≤T
|Y ǫ,hǫt |2
)
≤ C(N, T ),
where C(N, T ) is a constant which is independent of ǫ.
Proof. By (4.3), we have
Y
ǫ,hǫ
t =
∫ t
0
1√
ǫλ(ǫ)
[bs(Y
ǫ,hǫ
s , δX0s )− bs(X0s , δX0s )]ds
+
∫ t
0
1
λ(ǫ)
σs(Y
ǫ,hǫ
s , δX0s )dWs +
∫ t
0
σs(Y
ǫ,hǫ
s , δX0s )h˙ǫ(s)ds
=:
3∑
i=1
J ǫ,hǫi (t).
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By (H2), we have that
E
(
sup
0≤t≤T
|J ǫ,hǫ1 (t)|2
)
≤ T
ǫλ2(ǫ)
∫ T
0
E
∣∣∣ ∫ 1
0
∇bs(X0s + r(Y ǫ,hǫs −X0s ), δX0s )|Y ǫ,hǫs −X0s |dr
∣∣∣2ds
≤ C(N, T )
∫ T
0
E|Y ǫ,hǫs |2ds.
By the BDG inequality, (3.3) and (3.4), one has
E
(
sup
0≤t≤T
|J ǫ,hǫ2 (t)|2
)
≤ 4
λ2(ǫ)
∫ T
0
K2(s)E[1 + |Y ǫ,hǫs |2 +W2(δX0s , δ0)2]ds
≤ C(N, T )
λ2(ǫ)
∫ T
0
[1 + E|Y ǫ,hǫs −X0s |2 + E|X0s |2]ds
≤ C(N, T )
λ2(ǫ)
∫ T
0
[1 + ǫλ2(ǫ)E|Y ǫ,hǫs |2 + E|X0s |2]ds
≤ C(N, T )
λ2(ǫ)
+ ǫC(N, T )
∫ T
0
E|Y ǫ,hǫs |2ds.
For J ǫ,hǫ3 (t), it follows from (H1), (3.3) and hǫ ∈ AN that
E
(
sup
0≤t≤T
|J ǫ,hǫ3 (t)|2
)
= E
∣∣∣ ∫ T
0
[
σs(Y
ǫ,hǫ
s , δX0s )− σs(X0s , δX0s ) + σs(X0s , δX0s )
]
h˙ǫ(s)ds
∣∣∣2
≤ C(T )
∫ T
0
K2(s)E[1 + |X0s |2 +W2(δX0s , δ0)2]|h˙ǫ(s)|2ds
+ C(T )ǫλ2(ǫ)
∫ T
0
K2(s)E|Y ǫ,hǫs |2|h˙ǫ(s)|2ds
≤ C(N, T )
(
1 +
(
sup
0≤t≤T
|X0t |2
)
+ ǫλ2(ǫ)E
(
sup
0≤t≤T
|Y ǫ,hǫt |2
))∫ T
0
|h˙ǫ(s)|2ds
≤ C(N, T )
(
1 + ǫλ2(ǫ)E
(
sup
0≤t≤T
|Y ǫ,hǫt |2
))
.
Thus, we arrived at
E
(
sup
0≤t≤T
|Y ǫ,hǫt |2
)
≤ C(N, T )
(
1 +
1
λ2(ǫ)
+ ǫλ2(ǫ)E
(
sup
0≤t≤T
|Y ǫ,hǫt |2
)
+ (1+ ǫ)
∫ T
0
E|Y ǫ,hǫt |2dt
)
.
Taking ǫ > 0 sufficiently small such that C(N, T )ǫλ2(ǫ) ≤ 1
2
leads to
E
(
sup
0≤t≤T
|Y ǫ,hǫt |2
)
≤ C(N, T )
(
1 +
1
λ2(ǫ)
+ (1 + ǫ)
∫ T
0
E
(
sup
0≤s≤t
|Y ǫ,hǫs |2
)
dt
)
.
The desired assertion follows from Gronwall’s inequality and due to the fact that 1
λ2(ǫ)
→ 0
as ǫ→ 0.
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We are now in the position to verify the condition (a) of Lemma 1.1.
Lemma 4.5. Assume that (H1), (H2) hold. For every fixed N ∈ N, let hǫ, h ∈ AN be such
that hǫ converges in distribution to h as ǫ → 0. Then Γǫ
(
1
λ(ǫ)
W· +
∫ ·
0
h˙ǫ(s)ds
)
converges in
distribution to Γ0
( ∫ ·
0
h˙(s)ds
)
in C([0, T ];Rd).
Proof. By the Skorokhod representation theorem [2, Theorem 6.7, p70], there exists a proba-
bility space (Ω˜, F˜ , F˜t, P˜), and a Brownian motion W˜ on this basis, a family of F˜t-predictable
processes {h˜ǫ; ǫ > 0}, h˜ taking values on AN , P˜- a.s., such that the joint law of (hǫ, h,W )
under P coincides with the law of (h˜ǫ, h˜, W˜ ) under P˜ and
lim
ǫ→0
〈h˜ǫ − h˜, g〉 = 0, ∀g ∈ H, P˜− a.s.
Let Y˜ ǫ,h˜ǫ be the solution of (4.3) replacing hǫ by h˜ǫ and W by W˜ , and Y˜
h˜ be the solution of
(2.8) replacing h by h˜. Thus, to this end, it suffices to verify
lim
ǫ→0
‖Y˜ ǫ,h˜ǫ − Y˜ h˜‖ = 0, in probability.
In the sequel, we drop off the ·˜ in the notation for the sake of simplicity.
By the definitions of Y ht , Y
ǫ,hǫ
t , i.e., (2.8), (4.3), it yields that
Y
ǫ,hǫ
t − Y ht
=
[
1√
ǫλ(ǫ)
∫ t
0
[bs(Y
ǫ,hǫ
s , δX0s )− bs(X0s , δX0s )]ds−
∫ t
0
∇Y hs bs(·, δX0s )(X0s )ds
]
+
∫ t
0
[
σs(Y
ǫ,hǫ
s , δX0s )h˙ǫ(s)− σs(X0s , δX0s )h˙(s)
]
ds +
1
λ(ǫ)
∫ t
0
σs(Y
ǫ,hǫ
s , δX0s )dWs
=:
3∑
i=1
Iǫ,hǫi (t).
By (H2), we have
|Iǫ,hǫ1 (t)| =
∫ t
0
∣∣∣ ∫ 1
0
∇
Y
ǫ,hǫ
s
bs(·, δX0s )(X0s + r(Y ǫ,hǫs −X0s ))dr −∇Y hs bs(·, δX0s )(X0s )
∣∣∣ds
≤
∫ t
0
∣∣∣ ∫ 1
0
∇{Y ǫ,hǫs −Y hs }bs(·, δX0s )(X
0
s + r(Y
ǫ,hǫ
s −X0s ))dr
∣∣∣ds
+
∫ t
0
∣∣∣ ∫ 1
0
∇Y hs bs(·, δX0s )(X0s + r(Y ǫ,hǫs −X0s ))dr −∇Y hs bs(·, δX0s )(X0s )
∣∣∣ds
≤
∫ t
0
K(s)|Y ǫ,hǫs − Y hs |ds+
∫ t
0
√
ǫλ(ǫ)
2
K(s)|Y hs ||Y ǫ,hǫs |ds
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By (4.4), (4.5), it follows that
E
(
sup
0≤t≤T
|Iǫ,hǫ1 (t)|2
)
. ǫλ2(ǫ) +
∫ T
0
E|Y ǫ,hǫs − Y hs |2ds.
By (H2) and Ho¨lder’s inequality, it follows that
|Iǫ,hǫ2 (t)|
≤
∣∣∣ ∫ t
0
[
σs(Y
ǫ,hǫ
s , δX0s )− σs(X0s , δX0s )
]
h˙ǫ(s)ds
∣∣∣ + ∣∣∣ ∫ t
0
σs(X
0
s , δX0s )(h˙ǫ(s)− h˙(s))ds
∣∣∣
≤
∫ t
0
K(s)|Y ǫ,hǫs −X0s ||h˙ǫ(s)|ds+
∫ t
0
|σs(X0s , δX0s )(h˙ǫ(s)− h˙(s))|ds
≤ √ǫλ(ǫ)
∫ t
0
K(s)|Y ǫ,hǫs ||h˙ǫ(s)|ds+
∫ t
0
K(s)(1 + |X0s |)|h˙ǫ(s)− h˙(s)|ds,
thus,
E
(
sup
0≤t≤T
|Iǫ,hǫ2 (t)|2
)
. ǫλ2(ǫ) +
∫ T
0
E|h˙ǫ(s)− h˙(s)|2ds.
By the BDG inequality, (3.4) and (4.4), we arrive at
E
(
sup
0≤t≤T
|Iǫ,hǫ3 (t)|2
)
≤ 1
λ2(ǫ)
∫ T
0
E
(
‖σs(Y ǫ,hǫs , δX0s )− σs(X0s , δX0s )‖2 + ‖σs(X0s , δX0s )‖2
)
ds
.
1
λ2(ǫ)
+ ǫ
∫ T
0
E|Y ǫ,hǫs |2ds.
Taking the above estimates into consideration, it follows that
E
(
sup
0≤t≤T
|Y ǫ,hǫt − Y ht |2
)
.
1
λ2(ǫ)
+ ǫ(λ2(ǫ) + 1) +
∫ T
0
E|h˙ǫ(s)− h˙(s)|2ds+
∫ T
0
E|Y ǫ,hǫs − Y hs |2ds,
thus, the desired assertion follows from the Gronwall inequality and taking ǫ→ 0.
Proof of Lemma 4.1
The conclusion of Lemma 4.1 follows from Lemma 1.1, Lemmas 4.3 and 4.5.
4.2 X
ǫ
and Y
ǫ
are exponentially equivalent
Lemma 4.6. For any δ > 0, we have
lim sup
ǫ→0
ǫ log
(
P
{
sup
0≤t≤T
|Xǫt − Y ǫt| ≥ δ
})
= −∞.(4.6)
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The proofs of Lemma 4.6 is based on the following lemma, which corresponds to [7,
Lemma 5.6.18].
Lemma 4.7. Let bt, σt be progressively measurable processes, and let
dzt = btdt +
√
ǫσtdwt, t ≥ 0,
where z0 is deterministic. Let τ1 ∈ [0, 1] be a stopping time with respect to the filtration of
{wt, t ∈ [0, 1]}. Suppose that the coefficients of the diffusion matrix σ are uniformly bounded,
and for some constants M,B, ρ and any t ∈ [0, τ1],
|σt| ≤M(ρ2 + |zt|2)1/2, |bt| ≤ B(ρ2 + |zt|2)1/2.
Then for any δ > 0 and any ǫ ≤ 1,
ǫ log P( sup
t∈[0,τ1]
|zt| ≥ δ) ≤ K + log
(ρ2 + |z0|2
ρ2 + δ2
)
,
where K = 2B +M2(2 + d).
Proof of Lemma 4.6
Proof. Without loss generality, we may choose R > 0 such that the initial data x is in the
ball BR+1(0)(center 0 and radius R + 1). We also assume that X
0
t do not leave this ball up
to time T . We define the stopping time τ ′R := inf
{
t : t ≥ 0
∣∣∣|Xǫt| ∨ |Y ǫt| ≥ R + 1}, then we
denote by τR = min{T, τ ′R}.
In the sequel, we consider zt := X
ǫ
t −Y ǫt, the new process satisfies the following equation
dzt =
∫ t
0
bsds+
√
ǫ
∫ t
0
σsdWs,(4.7)
with
bt :=
bt(X
ǫ
t ,LXǫt )− bt(Y ǫt , δX0t )√
ǫλ(ǫ)
, σt :=
σt(X
ǫ
t ,LXǫt )− σt(Y ǫt , δX0t )√
ǫλ(ǫ)
.
Notice that, both bt and σt are progressively measurable process , we now assume t ≤ τR.
|bt| =
|bt(Xǫt ,LXǫt )− bt(Xǫt , δX0t ) + bt(Xǫt , δX0t )− bt(Y ǫt , δX0t )|√
ǫλ(ǫ)
≤ K(t)W2(LX
ǫ
t
, δX0t )√
ǫλ(ǫ)
+
K(t)|Xǫt − Y ǫt |√
ǫλ(ǫ)
≤ K(t)(ρ2(ǫ) + |zt|2)1/2,
where ρ2(ǫ) = sup0≤t≤T E|Xǫt|2. In the same vein, we have
|σt| ≤ K(t)(ρ2(ǫ) + |zt|2)1/2.
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Notice that X
ǫ
0 = Y
ǫ
0, by the Lemma 4.7, we have for any δ, ρ
ǫ and for any ǫ small enough,
we have
ǫ logP
(
sup
t∈[0,τR]
|zt| ≥ δ
)
≤ KT + log
( ρ2(ǫ)
ρ2(ǫ) + δ2
)
.
As ρ2(ǫ) converges to 0, as ǫ→ 0, we deduce that
lim sup
ǫ→0
ǫ logP
(
sup
t∈[0,τR]
|zt| ≥ δ
)
= −∞.
Now, since
{|Xǫ − Y ǫ|∞ ≥ δ} ⊂ {τR ≤ T} ∪
{
sup
0≤t≤τR
|Xǫt − Y ǫt| ≥ δ
}
,
we can conclude as long as we show that
lim
R→∞
lim sup
ǫ→0
ǫ log
(
P{τR < T}
)
= −∞.
By ηR, we denote the first time Y
ǫ
exits from the ball BR(0) ( center 0 and radius R). If
Y
ǫ
τR
is not in the ball BR+1(0), then we have immediately ηR < T . If X
ǫ
t is not in the ball
BR+1(0), by taking δ <
1
2
, we know that with probability Y
ǫ
τR
is not in the ball BR(0), which
means ηR < T . Therefore we have P{τR < T} = P{ηR < T}. That is to say, to end the
proof, it is sufficient to prove that the probability that Y
ǫ
exits the ball BR(0) is very small
as ǫ goes to zero, i.e.
lim
R→∞
lim sup
ǫ→0
ǫ log
(
P{ηR < T}
)
= −∞.
Recall that Y
ǫ
satisfies an LDP for the uniform norm with good rate function I(g) given in
(2.7). Then, for any closed set F ⊂ C([0, T ];Rd) we have
lim sup
ǫ→0
ǫ logP{Y ǫ ∈ F} ≤ − inf
g∈F
I(g).
As a consequence,
lim sup
ǫ→0
ǫ log
(
P{τR < T}
)
= lim sup
ǫ→0
ǫ log
(
P{ηR < T}
)
= lim sup
ǫ→0
ǫ log
(
P
{
sup
0≤t≤T
|Y ǫt| ≥ R
})
≤ − inf
{h∈H;g=Γ0(∫ ·
0
h˙(s)ds),‖g‖∞≥R}
1
2
∫ T
0
|h˙(s)|2ds.
We remark that the infimum of I(g) on the set of paths exiting from the ball BR(0) goes to
infinity as R goes to infinity. Noting that
|g(t)| ≤
∫ t
0
|∇g(s)bs(·, δX0t )(X0t ) + σs(X0s , δX0s )h˙(s)|ds
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≤
∫ t
0
|K(s)g(s)|ds+
∫ t
0
|K(s)h˙(s)|ds
≤ Ct
(∫ t
0
|g(s)|2ds
)1/2
+ Ct
(∫ t
0
|h˙(s)|2ds
)1/2
,
and the Gronwall inequality, we have
|g(t)|2 ≤ Ct
∫ t
0
|h˙(s)|2ds,
the desired assertion arrived at by taking R→∞.
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