Abstract: In this paper, a skew and uni-/bi-modal extension of the Student-t distribution is considered. This model is more flexible and has wider ranges of skewness and kurtosis than the other skew distributions in literature. Fisher information matrix for the proposed model and some submodels are derived. With a simulation study and some real data sets, applicability of the proposed models are illustrated.
generalized-t (SGT) distribution as the scale mixture of a skew exponential power and generalized gamma distributions. Ma and Genton (2004) proposed a flexible class of skew-symmetric distributions and captured skewness, heavy tails and multimodality systematically. Another generalization of the SN distribution is the Balakrishnan skew-normal (BSN) introduced by Balakrishnan (2002) , as a discussant of Arnold and Beaver (2002) . Shafiei and Doostparast (2014) proposed a generalization of skew-t distribution of Azzalini and Capitanio (2003) , as a scale mixture of the BSN distribution, named Balakraisnan skew-t (BST) distribution. Gómez et al. (2011) extended the class of skew-symmetric distributions by proposing the class of skew flexible elliptical distributions. Ali et al. (2010) introduced skew symmetric inverse reflected distributions. Their proposed distributions are skew-symmetric distributions, defined based on the reflected gamma, reflected Weibull and the reflected Pareto distributions.
The classes mentioned above, include the SN distribution as a particular case. Many authors proposed an asymmetric normal family of distributions with a different structure than the SN class considered by Azzalini (1985) . For example: Mudholkar and Huston (2000) (Epsilon-skew-normal distribution), Kim (2005) (Two piece skew-normal distribution), Elal-Olivero (2010) (Alpha-skewnormal distribution), Arellano-Valle et al. (2010) (Extended epsilon skew-normal distribution) and Rosco et al. (2011) 
(Sinh-arcsinhed t distribution).
With this setup, the rest of the paper is organized as follows. In Section 2, the skew-flexible-tnormal (SFTN) distribution is introduced and some of its statistical properties are discussed. In Section 3, the moments of the SFTN distribution are derived and the additional flexibility of the model in covering skewness and kurtosis with respect to other skew models is shown. In Section 4, the Fisher information matrix is obtained. With a simulation study in Section 5, consistency of the maximum likelihood estimators of the parameters are illustrated. Three famous real data sets in the literature are considered in Section 6 to illustrate the applicability of the proposed models. A special case of the SFTN model is when ν = 1, which follows from (2.2).
Corollary 2.4. A random variable Z has the skew-flexible-cauchy-normal (SFCN) distribution
with parameters λ, δ ∈ R, denoted by Z ∼ SF CN (λ, δ), if its pdf is given by
Uni-/bi-modality property
Now, we investigate the properties related to the uni/bi-modality of SF T N (λ, δ, ν) distribution.
It is easy to verify
and hence the pdfs (2.2) and (2.3) is not differentiable at z = 0.
Set ∂ ∂z log(f (z; λ, δ, ν)) to zero, we conclude that zero points z 1 ∈ R + and z 2 ∈ R − (if there exist any) can be found by solving the following equations
.
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The second derivative test can be applied to show that z 1 and z 2 are two different modes. For δ < 0 and λ = 0, the zero points are z 1 = −δ, z 2 = δ and pdfs (2.2) and (2.3) are bimodal. For δ < 0, if λ → +∞ then zero point z 1 → −δ and if λ → −∞ then zero point z 2 → δ which proves the unimodality of these pdfs. Numerical calculations show that these pdfs are unimodal for the finite λ and δ > 0. Figure 1 depicts examples of the SFTN and SFCN distributions given in (2.2) and (2.3). 
Stochastic Representation and data generation
In the following proposition, we give a stochastic representation of the SFTN distributed random variable. This representation will be useful for calculating the moments and random data generation.
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Proof. Let Z = T S. Then the pdf of Z is given by
which is of the form (2.2).
The p-th quantile of the random variable T ∼ T t (0,+∞) (ν; −δ, 1) is
where qt (α; ν) is the α-th quantile of the Student-t ν distribution. In the special case when ν = 1, it reduces to Q T (p; δ, 1) = tan
To simulate the data from SF T N and SF CN distributions, we can use the Proposition 2.5 and the above results and present the following corollary. 
Moments
To derive the moments of SFTN distribution, the following lemma is useful.
Lemma 3.1. (Ho et al. (2012) ) Let X ∼ T t (δ,+∞) (ν; 0, 1) and µ n = E(X n ), then
Using Lemma 3.1, the moments of T ∼ T t (0,+∞) (ν; −δ, 1) can be obtained as follows, 
Proof. Following Proposition 2.5,
, n = 2k + 1 , which completes the proof.
Using Proposition 3.2, we can obtain the skewness and kurtosis coefficients of Z ∼ SF T N (θ) , which are defined by To show the superiority and flexibility of the SFTN model in covering the skewness and kurtosis of the data, we also compute the maximum ranges of skewness and kurtosis for the families, STN (Gómez et al. (2007) ), skewed distributions generated by the normal kernel (Nadarajah and Kotz (2003)), alpha-skew-normal (Elal-Olivero (2010)), extended-skew-normal ), epsilon-skew-normal (Mudholkar and Huston (2000)), skew-flexible-normal (Gómez et al. (2011) ), epsilon-half-normal (Castro et al. (2012) ), normal-skew-normal (Gómez et al. (2013) ) and our proposed model. Table 2 gives these ranges.
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Inference
In the following, inference aspects are discussed for the proposed distribution. The inference procedures are based on the maximum likelihood estimation (MLE) method.
Let Z ∼ SF T N (λ, δ, ν), then SFTN family of distributions with location-scale parameters is defined as the distribution of X = µ + σZ for µ ∈ R and σ ∈ R + and the corresponding pdf is given by
and denoted by X ∼ SF T N (η) where η= (µ, σ, λ, δ, ν). Also location-scale version of the random
and denoted by X ∼ SF CN (ξ) where ξ= (µ, σ, λ, δ).
Let X 1 , X 2 , ..., X n be a random sample drawn from the SFTN distribution. The log-likelihood B J P S -A c c e p t e d M a n u s c r i p t function for η is n i=1 ℓ(η|X i ), where ℓ(η|X) is the log-likelihood for η based on a single observation X from (4.1), that is,
and τ (z) = log(Φ (λz)). Now, the score function is
, where
where
ν and Ψ is di-gamma function.
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Fisher information matrix
In this section, we derive the Fisher information matrix (FIM) of the SFTN distribution. Suppose that η represents the vector of MLEs for the model (4.1) based on a random sample X = (X 1 , X 2 , ..., X n ) with associated log-likelihood (4.3). Let I (η) denotes the FIM for η based on a single observation X, i.e.,
It is well-known that in most setting, a set of non-restrective regularity assumtions can be identified which will ensure that √ n ( η − η) is asymtotically multivariate normal with mean 0 and covariance matrix I −1 (η). To estimate I (η) for the approximation of I −1 (η), it is common to use either the expected FIM or the observed FIM. The expected FIM is defined as 5) whereas the observed FIM is defined as
Perhaps the primary advantage of using I ( η) over n −1 I ( η, X) as an estimator of I (η) is that I ( η) is the MLE of I (η). Yet in many instances, evaluating the expectation in (4.5) is either unfeasible or impractical, making n −1 I ( η, X) the estimator of choise.
For computing the expectations of the second derivatives of (4.3) (See Appendix), it suffices to apply the following expressions,
where c (ν), ∆ ν (.), p i and d j (.) are defined in Lemma 3.1, R(z) = φ(λz)
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Also we need the partial derivatives
and the following integrals
du , i = 0, 1, 2,
Φ (λu) du , j = 1, 2,
which must be computed numerically.
After simple algebraic computations, the FIM, for ν > 4, derived as
where h (ν) = 
Some special cases
Now for some special submodels from SFTN family, FIMs are derived. In the particular case, when δ = 0 and λ = 0 in (4.1), skew-t-normal model (Gómez et al. (2007) ) is obtained. In this case
, should be calculated numerically with δ = 0 and expectations a i,j and b j in (4.6) can be written as:
Thus the elements of the FIM (4.8) reduce to
In this case the FIM is nonsingular for finite values of ν (ν > 4). Also, when λ = δ = 0, the model SFTN reduces to Student-t ν . In this case d 0 (θ j ) = 1 and the elements of the FIM (4.8) are as follows,
In this case, the FIM is also nonsingular for finite ν (ν > 4). Notice that the FIM of the SFN, SN and normal models are derived from the results for models SFTN, submodels STN and Student-t ν as ν → ∞, respectively (See Gómez et al. (2011) ).
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Further for the standard model (2.2), profile FIM reduces to
(4.9)
Numerical illustration
Now to illustrate the consistency of the MLEs of the parameters in the models SF T N and SF CN , we apply the methodology discussed in Corollary 2.6 to simulate the data from these models.
We consider standard cases SF T N (λ,δ, ν) and SF CN (λ,δ). The MLEs of the parameters for n = 50, 100, 200, 300, 500, 1000 simulated data are evaluated by the function "optim" available in software R. For the function "optim", we use the method "L-BFGS-B", which use a limited-memory modification of the quasi-Newton method.
The simulations from the models SF T N (0.5, −0.5, 4) and SF T N (2, 0, 8) are performed 15000 times and the average and the estimated mean square errors (EMSE) are reported in Tables 3   and 4 respectively. Also simulations from the models SF CN (−0.3, 0.2) and SF CN (1, −1) are Using FIM (4.9), with different sample sizes, we can derive the 95% confidence interval for the shape/skewness parameters λ and δ with fixed ν > 4. We generate the samples of sizes n = 50, 100, 200, 300, 500, 1000 from the model SF T N (λ, δ, ν). Our simulation are done 15000 times and coverage probability (CP) of the 95% confidence intervals and average length (AL) of simulated 95% confidence intervals for the parameters are computed and the results are given in Table 6 . Histograms of the standardized MLEs of parameters λ and δ for the simulated samples of 
Illustrations with real data sets
To illustrate the applicability of the proposed models, we analyze three real data sets available from different sources. To compare the fitting of various models, we use the Akaike (AIC) information criteria and the Bayesian information criteria (BIC) which defined as AIC = 2m − 2ℓ θ|X and BIC = m Ln(n)−2ℓ θ|X where ℓ θ|X is the maximized log-likelihood, n is the sample size and m is the number of the model parameters. In this section, for fitting SFTN distribution with pdf introduced in (4.1) to a set of data, the parameters θ = (µ, σ, λ, δ, ν) are estimated by maximizing ℓ (θ|X), using the method of "Profile maximum likelihood ". That is for some fixed values of ν (ν = 1, 2, 3, ...), the likelihood function is maximized with respect to the other parameters. In
Examples 1-2, using the profile method, the parameter ν is estimated as 6 and 5, respectively, and Table 7 . Graphical results are shown in To illustrate more, we used a set of data that were part of an extensive study on the association of plasma retinol and beta-carotene levels with the risk of developing certain types of cancer Example 3. Nickel concentration data set
The data set is related to nickel concentration in 86 soil samples analyzed at the Mining Department in University of Atacama-Chile. Table 9 
