We consider the problem of testing whether the observations X 1 ; . . . ; X n of a time series are independent with unspecified (possibly nonidentical) distributions symmetric about a common known median. Various bounds on the distributions of serial correlation coefficients are proposed: exponential bounds, Eaton-type bounds, Chebyshev bounds and Berry-Esse´en-Zolotarev bounds. The bounds are exact in finite samples, distribution-free and easy to compute. The performance of the bounds is evaluated and compared with traditional serial 
Introduction
Let X 1 ; X 2 ; . . . ; X n be a time series of length n: In many situations, it is of interest to test whether the X t 's are independent against an alternative of serial dependence, say, at lag k ðkX1Þ: If under the null hypothesis the observations are assumed to be identically distributed with known mean m; a natural test consists in rejecting the null hypothesis for large or small values of the autocorrelation coefficient
where 1pkpn À 1: Under general regularity conditions, the distribution of r k is approximately normal with mean zero and variance n À1 ; see Anderson (1971, Chapter 8) or Brockwell and Davis (1991, Chapter 7) .
When the observations are not identically distributed or their distributions are heavy-tailed, such a procedure can clearly be inappropriate. In this paper, we study the null hypothesis H 0 under which the observations X 1 ; . . . ; X n are independent but possibly nonidentically distributed, with distributions symmetric about known medians m t : No assumption about the existence of the moments of X 1 ; . . . ; X n is made, and the distribution of the observations can be discrete. Since X t can be replaced by X t À m t ; we can, without loss of generality, assume that m 1 ¼ Á Á Á ¼ m n ¼ 0: Consequently, we shall henceforth set m t ¼ 0; t ¼ 1; . . . ; n:
The hypothesis H 0 is ''nonparametric'' in the sense that no finite-dimensional parameter vector can determine entirely the probability distribution of the observations X 1 ; X 2 ; . . . ; X n : Following standard terminology [see Lehmann (1986, Sections 3 .1 and 3.5)], a test of H 0 has level a if the probability of rejecting H 0 is not greater than a under any distribution of X ¼ ðX 1 ; . . . ; X n Þ 0 included in H 0 ð0oao1Þ: If moreover the supremum of the rejection probabilities over H 0 is equal to a; one says that the test has size a: Since H 0 covers a wide spectrum of probability distributions and because of the ''parametric origin'' of the coefficient r k ; the distribution of r k under H 0 depends on the form of the distributions of the observations. Without additional assumptions, it is unknown. Consequently, no similar critical region of the type jr k j4c (where c is a nonstochastic critical point which depends on the level of the test) does exist: i.e., for 0oco1; the probability of the event jr k j4c is not constant over the set of data generating processes (DGP) in H 0 ; and finding a valid critical value involves bounding the distribution of r k over H 0 or considering data-dependent critical regions for r k : In particular, there is strictly no guarantee that the actual sizes of tests based on the asymptotic (normal) distributions of r k will be less than or equal to their nominal level (as tests of H 0 ) in finite samples. The same will hold a fortiori for critical values obtained under parametric assumptions, e.g., the assumption that X 1 ; . . . ; X n are independent and identically distributed (i.i.d.) random variables according to a Nð0; s 2 Þ distribution [in which case exact critical values may be computed using Imhof's algorithm]: such critical values-though they belong to daily practice-simply do not yield valid tests of the nonparametric hypothesis H 0 :
The objective of this paper is to develop finite-sample (a-level) tests based on r k for the nonparametric null hypothesis H 0 : In other words, we need to ensure that the probability of rejecting H 0 is not greater than a under any DGP in H 0 : This problem is quite distinct from the one where one tries to approximate the distribution of r k under some specific distribution included in H 0 (like the i.i.d. Gaussian model). Following a classical nonparametric technique, we shall do this here by using an appropriate conditioning. When X 1 ; X 2 ; . . . ; X n are absolutely continuous, the vector of absolute values jX j ¼ ðjX 1 j; . . . ; jX n jÞ 0 is a complete sufficient statistic for H 0 : Further, classical arguments of similarity and Neyman structure lead one to consider tests that are conditional with respect to the complete sufficient statistic jX j; see Lehmann (1986, Chapter 4) . Indeed, conditioning on jX j is a necessary requirement to obtain a valid test under conditions of general heterogeneity (heteroskedasticity); see Lehmann and Stein (1949) , Pratt and Gibbons (1981, Section 5.10 ), Hallin (1991, Section 1), and Dufour (2003, Section 4.2) . The conditional distribution of X ¼ ðX 1 ; X 2 ; . . . ; X n Þ 0 given jX j is then determined by the distribution of the signs of X 1 ; . . . ; X n : Since, under H 0 ; the signs are independent symmetric Bernoulli variables, the conditional distribution of r k (given the vector of absolute values jX j) may in principle be computed, e.g., by enumeration. In practice, however, the conditional distribution of r k depends on each specific sample, because it is a function of jX j; and so finding critical values may be difficult. This problem is also met in the well-known case of permutation t-tests; see Pratt and Gibbons (1981, Chapter 4) . For the problem of testing H 0 against location-shift alternatives, simple bounds for the conditional and unconditional distributions of the t-statistic were provided in Edelman (1986 Edelman ( , 1990 and Hallin (1991, 1993) ; similar bounds for general linear signed rank statistics have also been proposed in Dufour and Hallin (1992) . Beyond the important advantage of exactness for any sample size, extensive comparisons in Dufour and Hallin (1991 , 1993 indicate that the bounds studied (exponential, Chebyshev-type, Eaton-type, Berry-Esse´en) can be surprisingly tight, especially if one takes the minimum of the various bounds.
In this paper, we give analogous results for tests of H 0 based on r k against serial dependence alternatives. Four types of bounds are presented: (1) exponential bounds (Proposition 1); (2) improved Eaton bounds (Proposition 2); (3) Chebyshev-type bounds (Proposition 3); (4) Berry-Esse´en-Zolotarev bounds (Proposition 4). The exponential bounds are based on the conditional moment generating function of r k (given jX j), the improved Eaton and Chebyshev-type bounds on conditional moments of r k (a truncated third moment in the case of the Eaton bound), while the Berry-Esse´en-Zolotarev bound is based on the normal distribution function. The exponential, Eaton, Chebyshev and Berry-Esse´en bounds extend to the case of autocorrelation coefficients the bounds proposed in Dufour and Hallin (1991 , 1993 .
All these bounds are exact in finite samples and simple to compute. They are applicable despite the presence of general forms of nonnormality and heteroskedasticity (provided the symmetry hypothesis holds). In particular, no assumption on the existence of moments is required, and the variables considered may have continuous or discrete distributions. None of the bounds given uniformly dominates the others. While the three first classes of bounds are especially useful to obtain upper bounds for small tail areas, the Berry-Esse´en bounds can be tighter for larger tail areas (i.e., tails associated with points that are closer to the center of the distribution) and yield lower bounds on tail areas as well. Conservative conditional (given jX j) as well as unconditional conservative p-values, or critical points, for tests based on r k can be obtained from any one of these bounds. Since all the bounds are simple to compute, the obvious strategy here is to take the smallest p-value yielded by the different bounds (or, equivalently, the tightest critical point). Such p-values provide a useful nonparametric check on the significance of tests based on autocorrelation coefficients. The exponential bounds are described in Section 2, the Eaton and Chebyshev bounds are given in Section 3, while the Berry-Esse´en bounds are derived in Section 4. In Section 5, simulation results on the performance of the bounds are presented. In Section 6, we illustrate the use of the bounds by applying them to data on commercial paper interest rates in the U.S. We conclude in Section 7.
Exponential bounds
In the following proposition, we derive exponential bounds for the tail areas of the conditional distribution of r k given jX j under the null hypothesis that X 1 ; . . . ; X n are independent with distributions symmetric about zero. The notation a.s. means almost surely, while the symbol '':¼'' represents a definition. The proofs of the propositions appear in Appendix A.
Proposition 1 (Exponential bounds). Let X 1 ; . . . ; X n be independent random variables with distributions symmetric about zero, jX j ¼ ðjX 1 j; . . . ; jX n jÞ 0 ; and
where we use the convention 0=0 ¼ 0: Then the conditional distribution of t k given jX j is symmetric about zero and
a.s., for all y40 and 1pkpn À 1; where y k :¼y=D k ðjX jÞ; coshðxÞ:¼ðe x þ e Àx Þ=2; n Ã k :¼cardðft : jX t X tþk ja0; 1ptpn À kgÞ is the number of products X t X tþk different from zero, 
and the four bounds in (4) are set equal to zero when D k ðjX jÞ ¼ 0:
From the symmetry of the conditional distribution of r k ; it is clear that P½jr k jXy j jX j ¼ 2P½r k Xy j jX j ¼ 2P½r k p À y j jX j a.s., so that (4) can also be used to bound P½r k p À y and P½jr k jXy j jX j for any y40: In (4), four bounds on the tail areas P½r k Xy j jX j are given. Denote them by E 1k pE 2k pE 3k pE 4k in ascending order. These bounds are increasingly looser, but the larger ones are easier to compute. In particular, E 2k ; E 3k and E 4k only require information about the second empirical moments of the sample (r k and P X 2 t ), which may be useful when the complete observation vector X ¼ ðX 1 ; . . . ; X n Þ 0 is not available to an investigator. The exponential bound E 4k ¼ expðÀy 2 k =2Þ is similar to a bound given by Edelman (1986) and Efron (1969) for the case of t-statistics; for an earlier related result, see also Hoeffding (1963) . In contrast with the case of t-statistics, however, this bound now explicitly depends on jX j through D k ðjX jÞ: The second largest bound E 3k ¼ expðÀy
k uniformly improves the latter by explicitly taking into account the sample size and the lag. It is based on a result given by Eaton (1970) for linear combinations of independent Bernoulli variables. For example, for n À k ¼ 10 and y k ¼ 3; we have E 3k ¼ 0:0064 while E 4k ¼ 0:0111: Similarly, the bound E 2k ¼ expðÀy 2 k Þ Q nÀk t¼1 coshðw kt y k Þ improves the two previous ones by explicitly taking into account the weights w kt ; t ¼ 1; . . . ; n À k: When the weights are equal, i.e., w kt ¼ 1= ffiffiffiffiffi n Ã k p ; t ¼ 1; . . . ; n À k; the bounds E 2k and E 3k coincide. In other cases, E 2k can yield substantial improvements over E 3k ; especially when the data contain a large outlier. For example, if w kt ! 0; n Ã k ¼ 10 and y k ¼ 3; the ratio E 2k =E 3k converges to 0.1933. Finally, the smallest bound E 1k B k ðy k ; jX jÞ is obtained by finding the infimum of the function M k ðzÞ ¼ expðÀzy k Þ Q nÀk t¼1 coshðw kt zÞ for zX0; and can yield substantial improvement over the previous bounds. The function B k ðy; jX jÞ has the following more explicit expression:
where z Ã k is the unique positive number that solves the equation
It is fairly easy to compute B k ðy; jX jÞ by numerical methods; for further discussion, see Dufour and Hallin (1992, pp. 315-317) .
Since they depend on jX j only through D k ðjX jÞ; the two largest bounds E 3k and E 4k in (4) also yield simple unconditional bounds: for all y40;
However, in most practical cases, the weights w kt are known so that the better bounds E 1k and E 2k are available: conditional critical values based on the latter always yield less conservative tests (both conditionally and unconditionally).
Bounds based on moments
The exponential bounds described in Proposition 1 are based on the conditional moment generating function of r k given jX j: In this section, we give two sets of bounds based on considering appropriate conditional moments of r k : The first one applies results from Eaton (1970) , Pinelis (1994) and Dufour and Hallin (1993) , and is based on minimizing a truncated third order moment. We denote by jðyÞ ¼ ð2pÞ À1=2 expðÀy 2 =2Þ and FðyÞ the Nð0; 1Þ density and distribution functions, and by ðyÞ þ the positive part of any real number y; i.e., ðyÞ þ ¼ maxð0; yÞ:
Proposition 2 (Improved Eaton-Pinelis bounds). Under the assumptions and notations of Proposition 1, we have 
f c :¼½ðjxj À cÞ þ 3 ; m j :¼m!=½j!ðm À jÞ!; and
Calculation of the bounds, B Ã EP ðy; mÞ and B EP ðyÞ is discussed in Dufour and Hallin (1993) , where the associated (conservative) critical values for standard significance levels are also reported. It is of interest to note that the bound B EP enjoys an optimality property in the sense that it is tightest among all bounds based on expectations of convex functions of a standard normal variable; see Pinelis (1994) and Dufour and Hallin (1993) . Note also that the function B E ðy; mÞ is monotonic increasing in m; i.e., B E ðy; mÞpB E ðy; m þ 1Þ for y40:
Another related method consists in bounding the tail areas of r k with Chebyshevtype inequalities. As observed in Dufour and Hallin (1992) , such bounds can be quite tight, especially if they are based on higher-order moments (i.e., moments of order greater than 2). We summarize these in the following proposition.
Proposition 3 (Generalized Chebyshev bounds). Let the assumptions and notations of Proposition 1 hold. Then, for any positive even integer p and for any y40;
and
a.s., where Y ðmÞ refers to a Bin ðm; 0:5Þ random variable, p
To implement the first bound in (13), we need the conditional moments of r k given jX j: These can be established easily from (24), (25) and (26) in the proof of Proposition 1 and equations (3.2)-(3.6) in Dufour and Hallin (1992) ; the appropriate expressions are given in Appendix B. Even moments E½r p k j jX j of order greater than 12 can be established by analogous methods, but the algebra is correspondingly more involved. These moments as well as higher order ones can also be established by using symbolic manipulation programs. The standardized binomial moments can be computed up to any desired order from formulae (3.8) and (3.9) in Dufour and Hallin (1992) , and so the two larger bounds in (13) above can be obtained easily for any value of p: Clearly, the bounds in (13) can be computed for several values of p and the minimum of these bounds again provides a valid bound. The bound (14) is the explicit solution of this minimization process (over all even values of pX2) based on the third bound in (13), which is based on the moments of a Nð0; 1Þ distribution.
Berry-Esse´en-Zolotarev bounds
The results of the two previous sections yield upper bounds on the tail areas of autocorrelation coefficients under the null hypothesis of independence, and they can therefore be used to check whether we can safely reject the null hypothesis at a given level under relatively weak nonparametric assumptions. Further, these bounds are reasonably tight only when y is not too small (say, y41:5). In many cases, it would also be helpful to have a lower bound which could be used to decide whether an autocorrelation coefficient unambiguously lies in the acceptance region of the (conditional) test based on r k :
Unfortunately, it appears much more difficult to obtain lower bounds similar to the upper bounds previously given. In order to obtain such lower bounds as well as upper bounds whose behavior may be more satisfactory for lower values of y; we will consider bounds of the Berry-Esse´en type. More precisely, in the following proposition, we combine results of van Beek (1972) and Zolotarev (1965) to bound the difference between the conditional distribution of r k and the standard normal one.
Proposition 4 (Berry-Esse´en-Zolotarev bounds). Under the assumptions and notations of Proposition 1 and provided X t X tþk a0 for at least one t ð1ptpn À kÞ; we have
for all y, where FðyÞ denotes the N(0,1) distribution function.
It is clear that inequality (15) can provide both upper and lower bounds on the tail areas of r k :
This implies that the normal approximation is good when P jw kt j 3 is small. It also follows from (15) that the conditional distribution of r k given jX j-hence also its unconditional distribution-converges to a normal distribution when P jw kt j 3 goes to zero. But, of course, the main interest of (15) lies in the fact that it is an operational finite-sample approximation result, not a convergence theorem.
Simulation experiment
In order to provide some evidence on the size and power of the proposed bounds, we considered an AR(1) process of the form
where the variables v t ; t ¼ 1; . . . ; n; are i.i.d., the d t 's are scale parameters which determine the form of the heteroskedasticity, and X t ¼ 0 (fixed). Two types of distributions for v t were considered:
For the error heterogeneity, the patterns described in Table 1 were studied. Results of our simulation are reported in Tables 2-4 . In these tables, the statistics jtðr 1 Þj; jtðr 1 Þj; jtðr k Þj and jtðr k Þj represent four alternative ways of standardizing traditional (parametric) autocorrelation coefficients, while E 11 is the best exponential bound. The autocorrelation statistics are:
where r k is defined in (2), is the usual ''centered'' autocorrelation coefficient, while m k ¼ Àðn À kÞ=½nðn þ 1Þ and s 2 k ¼ ðn À kÞ=½nðn þ 2Þ are the adjusted mean and variance suggested in Dufour and Roy (1985) for the case of a sequence of i.i.d. observations. For each of the above parametric statistics, we also report the results of tests based on four ways of computing critical values: (1) standard asymptotic normal critical values; (2) critical points based on the Imhof algorithm assuming the observations are i.i.d. Gaussian (the Imhof critical values were also cross-checked by simulation); (3) critical values obtained by simulation under each specific distribution and heteroskedasticity pattern considered; (4) critical values based on the largest critical point that we found over the set of distributions and heteroskedasticity patterns considered-i.e. models Ml-M8 with v t following a Nð0; 1Þ or a Cauchy distribution-which are all included in the null hypothesis of independence. Of course, the second method is the best choice under the assumptions made by the Imhof algorithm, but will not control the level (in the sense of ensuring that the probability of rejecting the null hypothesis of independence is not larger than the level) in other cases covered by the null hypothesis of independence (e.g., with heteroskedasticity); for further discussion of the Imhof algorithm, see Imhof (1961) , Koerts and Abrahamse (1969) and Dufour and King (1991) . The third method provides a theoretical benchmark that cannot be achieved in practice, because the heteroskedasticity pattern is not specified by the null hypothesis of independence. The fourth method is the one closest to what one would like to do for a distributionfree test that is robust to non-normality and heteroskedasticity of unknown form, Table 2 , while powers for j ¼ 0:2; 0:9 appear in Tables 3-4. 1 Size and power frequencies were evaluated using 10,000 replications. Critical values for the ''sizecorrected'' tests were obtained out of a preliminary simulation involving 100,000 replications. Most calculations were performed with Fortran 90 programs (Sun Workshop Compiler Fortran 90 4.2) on a Unix server. Critical values based on the Imhof algorithm were obtained using the SHAZAM computer program (version 9, Whistler et al., 2001) .
ARTICLE IN PRESS
d t ¼ 1 t ¼ 1; . . . ; n M2 One outlier I d t ¼ 10 if t ¼ n=2 ¼ 1 otherwise M3 One outlier II d t ¼ 100 if t ¼ n=2 ¼ 1 otherwise M4 Exponential I d t ¼ e t=10 t ¼ 1; . . . ; n M5 Exponential II d t ¼ e t=2 t ¼ 1; . . . ; n M6 Two outliers I d t ¼ 10 if t ¼ n 2 or n 2 þ 1 ¼ 1 otherwise M7 Two outliers II d t ¼ 100 if t ¼ n 2 or n 2 þ 1 ¼ 1 otherwise M8 Two outliers III d t ¼ 10 6 if t ¼ n 2 or n 2 þ 1 ¼ 1 otherwise

We see from these results that the bounds constitute the only method that allows one to control the level of the test for all the patterns considered, in the sense that the probability of type I error is never larger than the nominal level 0.05 of the test. By contrast, the probability of type I error can get as large as 0.54 for n ¼ 30 and 0.65 for n ¼ 60 in the limited number cases considered in this experiment, so the size of the tests considered is at least as large as these numbers, even though the nominal size is 0.05.
2 In particular, tests based on exact critical values designed for i.i.d. Gaussian observations behave very poorly in such circumstances.
Once standard tests are corrected for size, the bounds can lead to substantial power gains. This holds despite the fact that our ''size corrections'' are incomplete, so the powers of the tests that are not based on bounds are overestimated. The adjustments required to correct the size of these procedures are simply too ''large'' to yield useful tests of the nonparametric hypothesis considered. This shows clearly that the distribution-free bounds presented in this paper can at least provide a useful check on the reliability of serial dependence tests that are not provably distributionfree.
We also observed that the tightest exponential bound E 11 ¼ B 1 ðy 1 ; jX jÞ yields the best results in terms of power (for a level of 0.05), with a performance that is very close to the one provided by the minimum value over all the bounds (which may be supplied by a different bound, depending on the sample).
1 More complete results are available from the discussion paper version of this article (Dufour et al., 2004) . In particular, these include results for three sample sizes (n ¼ 30; 60; 100) and a larger set of values of the autoregressive coefficient (j ¼ 0:2; 0:3; 0:4; 0:5; 0:6; 0:8; 0:9).
2 Under a sufficiently important heteroskedasticity, it is not clear that traditional test statistics have the usual asymptotic normal distribution, so there is no presumption that standard asymptotic theory will work well here or exhibit convergence. This can be contrasted with the fact that the conditional distribution-free tests proposed here are provably exact under the same circumstances.
Application to commercial paper rate
In this section, we illustrate how the bounds derived above can be used by applying them to U.S. data on interest rates. We will study the autocorrelation structure of the first and second differences of the logarithm of the commercial paper rate [denoted by lnðr t Þ] from 1951 to 1983 (quarterly, 132 observations). The source of the data is Balke and Gordon (1986, pp. 789-808) .
For these two series, we report in Tables 5 and 6 the usual centered version of traditional autocorrelationsr k [defined in (23)] and the uncentered autocorrelations r k [in (2)], for k ¼ 1; . . . ; 20: Since both series have means very close to zero, there is very little difference between the two sets of autocorrelation coefficients (see also the t-statistics reported in the tables). Even though we are mostly interested by the minimal upper bound on the p-value for testing independence, we also report the individual bounds for the sake of comparison (but one would not normally report all this information). The bounds reported are for two-sided tests, i.e., we compute bounds on P½jr k jXy j jX j ¼ 2P½r k Xjyj j jX j at y ¼r k (observed value of r k ). The upper bounds on P½r k Xjyj j jX j computed are based on the four exponential bounds E 1k pE 2k pE 3k pE 4k from (4), the improved Eaton-Pinelis-type bounds B Ã EP and B EP from (10), Chebyshev bounds based on the exact conditional even moments of r k ; binomial moments and normal moments as given in (13)- (14), and the Berry-Esse´en-Zolotarev type bound BE U given by (16). The Chebyshev bound (C) based on the exact moments of r k is the minimal value yielded by the six first even moments ðp ¼ 2; 4; . . . ; 12Þ; the one based on the binomial moments is the best over the first 15 even moments ðp ¼ 2; 4; . . . ; 30Þ; while the normal moment bound is based on (14). We also report the Berry-Esse´en lower bound obtained from (16). All the upper bounds we consider (except B Ã EP and B EP ) can take values larger than 1.0: since a probability cannot be greater than 1.0, any one of these bounds can be improved by taking the minimum given by the bound the 1.0. Consequently, when an upper bound exceeds one, we report 1.0 in the table. Similarly, when the lower bound is less than zero, we report 0.0 in the table.
From the results in Table 5 , we see that the series X t ¼ ð1 À BÞ lnðr t Þ ¼ lnðr t Þ À lnðr tÀ1 Þ exhibits four autocorrelations r k (at lags k ¼ 1; 2; 6; 7) whose absolute values exceed two asymptotic standard errors (jr k jX2= ffiffi ffi n p ¼ 2= ffiffiffiffiffiffiffi ffi 131 p ¼ 0:175). Among these, three ðk ¼ 1; 6; 7Þ are clearly significant at level 0.05 under the assumption that X 1 ; . . . ; X n have distributions symmetric about zero. It is also of interest to note that the autocorrelations at lags k ¼ 3; 5; 8; 9; 12; 13; 14; 18 are clearly not significant at level 0.05. Depending on cases, the best upper bound is obtained by using either a Chebyshev (C), Eaton-type (B Ã EP ) or Berry-Esse´en bound. The autocorrelations for the second differences X t ¼ ð1 À BÞ 2 lnðr t Þ in Table 6 exhibit only one autocorrelation (at k ¼ 2) whose absolute value is greater than two asymptotic standard errors (jr k jX2= ffiffi ffi n p ¼ 2= ffiffiffiffiffiffiffi ffi 130 p ¼ 0:175). The nonparametric upper bound on the p-value for jr 2 j indicates that this is significant even for a level as low as 0.00002; the best upper bound is given here by the exponential bound E 1 : In this case, all the upper bounds (except the Berry-Esse´en one) indicate that this is significant at level 0.005. The Berry-Esse´en lower bound indicates that the 8 À0.0174 À0.0086 1.0000 1.0000 1.0000 1.0000 1.0000
1.0000 1.0000 (2) 1.0000 (2) 1.0000 1.0000 1.0000 0.4774 9 À0.0230 À0.0136 1.0000 1.0000 1.0000 1.0000 1.0000
1.0000 1.0000 (2) 1.0000 (2) 12 À0.0179 À0.0077 1.0000 1.0000 1.0000 1.0000 1.0000
1.0000 1.0000 (2) 1.0000 (2) 1.0000 1.0000 1.0000 0.4990 13 0.0118 0.0210 1.0000 1.0000 1.0000 1.0000 1.0000
1.0000 1.0000 (2) 1.0000 (2) 1.0000 1.0000 1.0000 0.2967 14 0.0296 0.0400 1.0000 1.0000 1.0000 1.0000 1.0000
1.0000 1.0000 (2) 1.0000 (2) 1.0000 1.0000 (2) 1.0000 (2) 1.0000 1.0000 1.0000 0.6052 14 À0.0308 À0.0307 1.0000 1.0000 1.0000 1.0000 1.0000
1.0000 1.0000 (2) 1.0000 (2) 1.0000 1.0000 1.0000 0.1379 15 0.0082 0.0082 1.0000 1.0000 1.0000 1.0000 1.0000
1.0000 1.0000 (2) 1.0000 (2) 1.0000 1.0000 1.0000 0.4532 16 0.0364 0.0364 1.0000 1.0000 1.0000 1.0000 1.0000
1.0000 1.0000 (2) 1.0000 (2) autocorrelations at lags k ¼ 5; 12; 13 are clearly not significant at level 0.05. Overall the second differences of lnðr t Þ seem to have a simpler autocorrelation structure than the first differences ð1 À BÞ lnðr t Þ:
Conclusion
In this paper, we suggested several ways of bounding the distribution of serial correlation coefficients, under a nonparametric null hypothesis of serial independence, allowing for both discrete and continuous distributions as well as general heterogeneity of unknown form. As required in the case of a sufficiently general heteroskedasticity, the proposed technique is based on the conditional distribution of the autocorrelations given the absolute values of the observations, which is then bounded by considering the distribution of the signs. The bounds proposed are valid for any sample size and do not rely on asymptotic approximations. In order to do that we assumed that the observations have symmetric (nonidentical) distributions with respect to known medians.
These are, of course, real restrictions. But minimal distributional assumptions are needed to get testable hypotheses. The symmetry assumption is quite common in econometrics and statistics and holds for many important distributional families (e.g., Gaussian distributions, Cauchy distributions, a wide class a stable laws, etc.) Relaxing it will require the introduction of alternative assumptions, such as i.i.d. observations (which precludes heteroskedasticity); see Dufour and Roy (1985) and Hallin and Puri (1992) . Of course, which set of restrictions is most appropriate will depend on the context. The assumption that the observations have known medians can be relaxed more easily. For example, if we assume that the observations have the same median, it is possible to obtain an exact confidence interval for this unknown median (which plays the role of a nuisance parameter), for example by inverting a sign test or the nonparametric t test described in Dufour and Hallin (1991) . One can then test serial independence by using a two-stage confidence procedure similar to the ones proposed in Dufour (1990) , Campbell and Dufour (1997) and Dufour and Kiviet (1998) in other contexts. Designing such a procedure, or alternative ones that would deal such nuisance parameters, goes beyond the scope of the present article and will be considered in a subsequent paper.
