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Abstract
Let X1, X2, . . . , Xn be independent exponential random variables such that Xi has failure rate  for
i = 1, . . . , p and Xj has failure rate ∗ for j = p + 1, . . . , n, where p1 and q = n − p1. Denote by
Di:n(p, q) = Xi:n − Xi−1:n the ith spacing of the order statistics X1:nX2:n · · · Xn:n, i = 1, . . . , n,
where X0:n ≡ 0. It is shown that Di:n(p, q) lrDi+1:n(p, q) for i = 1, . . . , n − 1, and that if ∗ then
Di:n(p, q) lr Di+1:n+1(p+1, q),Di:n+1(p, q+1) lr Di:n(p, q) andDi:n(p, q) lr Di:n(p+1, q−1)
for i = 1, . . . , n, where  lr denotes the likelihood ratio order. The main results are used to establish the
dispersive orderings between spacings.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let X1, . . . , Xp be a random sample of size p from an exponential distribution with failure rate
, and let Xp+1, . . . , Xn be another independent random sample of size q from an exponential
distribution with failure rate ∗, where q = n − p1, p1, and two samples are indepen-
dent. Denote by X1:nX2:n · · · Xn:n the order statistics of random variables X1, . . . , Xn.
 Supported by Program for New Century Excellent Talents in University (No.: NCET-04-0569), and two grants of
USTC and Chinese Academy of Sciences.
∗ Corresponding author.
E-mail address: thu@ustc.edu.cn (T. Hu).
0047-259X/$ - see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmva.2006.08.011
744 S. Wen et al. / Journal of Multivariate Analysis 98 (2007) 743–756
The spacings and normalized spacings are, respectively, deﬁned by
Di:n(p, q; , ∗) = Xi:n − Xi−1:n for i = 1, . . . , n,
and
D∗i:n(p, q; , ∗) = (n − i + 1)Di:n(p, q; , ∗) for i = 1, . . . , n,
where X0:n ≡ 0. To simplify notation, we shall write Di:n(p, q) and Di:n(, ∗) instead of
Di:n(p, q; , ∗) when there is no ambiguity, and the dependence of spacings on the parameters
(p, q) and (, ∗) are emphasized, respectively. The notation D∗i:n(p, q) and D∗i:n(, 
∗) have a
similar interpretation. Denote by Di:n(n, 0), i = 1, . . . , n, and D∗i:n(n, 0), i = 1, . . . , n, the
spacings and the normalized spacings corresponding to independent and identically distributed
(iid) exponential random variables X1, . . . , Xn with failure rate , respectively. It is well known
that D∗1:n(n, 0), . . . , D∗n:n(n, 0) are also iid exponential random variables with failure rate .
The exponential distributions have been proven to be very useful in applied probability, statis-
tics, reliability, operations research, and other ﬁelds. In the context of reliability, they have the
property that they never get aged with time and have constant failure rates, and their spacings
correspond to times elapsed between successive failures of components in a system. There has
been a lot of work done in the literature on stochastic comparisons of spacings of iid exponential
variables. Several authors have studied comparisons of spacings of noniid exponential variables,
including Pledger and Proschan [14], Kochar andKorwar [10], Kochar andRojo [11]. For a review
on this topic, see [9]. Recently, Khaledi and Kochar [8] proved that
D∗i:n(n − 1, 1)hrD∗i+1:n(n − 1, 1) for i = 1, . . . , n − 1, (1.1)
in a single-outlier exponential model, while in a multiple-outlier exponential model with p2
and q2, Hu et al. [4] established that
(D1:n(2, ∗), . . . , Dn:n(2, ∗)) lr(D1:n(1, ∗), . . . , Dn:n(1, ∗)) (1.2)
for 1∗2 and, hence,
Di:n(2, ∗) lrDi:n(1, ∗) for 1∗2, (1.3)
where hr and  lr denote the hazard rate order and the multivariate (univariate) likelihood ratio
order. The formal deﬁnitions of the univariate hazard and likelihood ratio orders can be found in
Section 2. For the deﬁnition of the multivariate likelihood ratio order, one can refer to Shaked
and Shanthikumar [15, Section 4.E]. A counterexample is also given in Hu et al. [4] to show that
(1.2) and (1.3) are not, in general, true for ∗ < 1 < 2.
The purpose of this paper is to investigate the likelihood ratio ordering of spacings from a
multiple-outlier exponential model by using a tool of permanent theory. Speciﬁcally, we establish
the following results.
Theorem 1.1. Di:n(p, q) lrDi+1:n(p, q) for p1, q1 and i = 1, . . . , n − 1.
Theorem 1.2. If ∗, p1 and q1, then
(1) Di:n(p, q) lrDi+1:n+1(p + 1, q) for i = 1, . . . , n;
(2) Di:n+1(p, q + 1) lrDi:n(p, q) for i = 1, . . . , n; and
(3) Di:n(p, q) lrDi:n(p + 1, q − 1) for i = 1, . . . , n.
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The proofs of Theorems 1.1 and 1.2 are given in Section 3. In Section 2, we recall the deﬁnitions
of some stochastic orders and of permanents, and give three useful lemmas, two of which concern
permanent inequalities. Applications and conjectures are presented in Section 4.
Throughout this paper, the terms ‘increasing’ and ‘decreasing’ mean ‘nondecreasing’ and ‘non-
increasing’, respectively.
2. Preliminaries
2.1. Deﬁnition of some stochastic orders
For the sake of handy reference, we ﬁrst recall some deﬁnitions of stochastic orders that will
be useful in this paper.
Let F and G be the respective survival functions of random variables X and Y . Then X is said
to be smaller than Y in the usual stochastic order, denoted by X stY , if F(x)G(x) for all x.
Also, X is said to be smaller than Y in the hazard rate order, denoted by XhrY , if G(x)/F (x) is
increasing in x for which the ratio G(x)/F (x) is well deﬁned. On the other hand, X is said to be
smaller than Y in the reversed hazard rate order, denoted by X rhY , if G(x)/F (x) is increasing
in x for which the ratio G(x)/F (x) is well deﬁned. If f and g are the respective density functions
of X and Y , and g(x)/f (x) is increasing in x, then X is said to be smaller than Y in the likelihood
ratio order, denoted by X lrY . The likelihood ratio order implies the hazard rate and reversed
hazard rate orders, which in turn imply the usual stochastic order. We also writeF ∗G ifX∗Y ,
where ∗ is  st, hr,  rh or  lr .
The reader is referred to Shaked and Shanthikumar [15] and Müller and Stoyan [13] for various
kinds of stochastic orders and their inter-relationship.
2.2. Permanents and representations of density functions of order statistics
The key tool used to prove the main results is the theory of permanents. We ﬁrst recall the
deﬁnition of permanents, and introduce some useful notation.
If A = (aij ) is an n × n matrix, then the permanent of A is deﬁned as∑∏ni=1 ai(i), where
the summation is over all permutations  = ((1), . . . , (n)) of (1, 2, . . . , n). If d1, . . . ,dn are
vectors in n, then we will denote by [d1, . . . ,dn] the permanent of the n×nmatrix (d1, . . . ,dn).
The permanent[
d1︸︷︷︸
r1
, d2,︸︷︷︸
r2
. . .
]
is obtained by taking r1 copies of d1, r2 copies of d2, and so on. If ri equals 1, then we omit
it in the notation above. Similarly, if ri = 0, then it is understood that di is not present in the
permanent; and if ri < 0 for some i, then the permanent is deﬁned to be zero.
Let X1, . . . , Xn be independent random variables, and let fi , Fi and F i denote the density,
distribution and survival functions of Xi, i = 1, . . . , n. The column vector (f1(x), . . . , fn(x))′
will be denoted simply by f(x), whereas F(x)will denote the column vector (F1(x), . . . , Fn(x))′.
The notation F(x) has a similar interpretation.
It is useful to represent the joint density functions of order statistics by using the the-
ory of permanents when the underlying random variables are not identical (see [2–6]).
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Let 11 < 2 < · · · < mn. The joint density function of (X1:n, . . . , Xm:n) is given by
1,...,m:n(s1, . . . , sm)
=K1,...,m:n
×
⎡
⎢⎣F(s1)︸ ︷︷ ︸
1−1
, f(s1),F(s2) − F(s1)︸ ︷︷ ︸
2−1−1
, f(s2), . . . ,F(sm) − F(sm−1)︸ ︷︷ ︸
m−m−1−1
, f(sm),F(sm)︸ ︷︷ ︸
n−m
⎤
⎥⎦ (2.1)
for s1 < · · · < sm, where
K1,...,m:n =
[
(1 − 1)!(n − m)!
m∏
i=2
(i − i−1 − 1)!
]−1
. (2.2)
From (2.1) and (2.2), it follows that the density function of the spacing Di:n = Xi:n − Xi−1:n is
given by
gi,n(x) = 1
(i − 2)!(n − i)!
∫ ∞
0
⎡
⎣F(u)︸︷︷︸
i−2
, f(u), f(u + x),F(u + x)︸ ︷︷ ︸
n−i
⎤
⎦ du (2.3)
for x ∈ + ≡ [0,+∞) and i = 2, . . . , n.
2.3. Lemmas
The following three lemmas are useful in deriving the main results of this paper. The ﬁrst one
is the well-known Alexandroff ’s inequality for permanents.
Lemma 2.1 (van Lint [16]). Let a1, . . . , an−1 be nonnegative vectors in n-dimensional real
space n, and let b be any vector in n, where n2. Then
[a1, a2, . . . , an−1,b]2[a1, a2, . . . , an−1, an−1] · [a1, a2, . . . , an−2,b,b].
Let em be the column vector of size m of all ones. We also write x
sgn= y to mean that x and y
have the same sign.
Lemma 2.2 (Hu and Zhu [5]). Let
B =
((
h11ep
h21eq
)
, . . . ,
(
h1,n−2ep
h2,n−2eq
))
be an n × (n − 2) matrix with nonnegative entries, where p + q = n2. Then[(
a1ep
a2eq
)
,
(
b1ep
b2eq
)
,B
] [(
c1ep
c2eq
)
,
(
d1ep
d2eq
)
,B
]
−
[(
a1ep
a2eq
)
,
(
d1ep
d2eq
)
,B
] [(
b1ep
b2eq
)
,
(
c1ep
c2eq
)
,B
]
sgn= (a1c2 − a2c1)(b2d1 − b1d2).
The next lemma can be used to establish the monotonicity property of a fractional expression
of which both numerator and denominator are integrals.
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Lemma 2.3 (Misra and van der Meulen[12]). Let  be a subset of the real line , and let X
be a nonnegative random variable having a distribution function belonging to the family P =
{H(·|),  ∈ }, which satisﬁes that
H(·|1) st[ st]H(·|2) whenever 1, 2 ∈  and 1 < 2.
Let (x, ) be a real-valued function deﬁned on  ×. Then
(i) E[(X, )] is increasing in , if (x, ) is increasing in  and increasing [decreasing]
in x;
(ii) E[(X, )] is decreasing in , if (x, ) is decreasing in  and decreasing [increasing]
in x.
3. Proofs of the main results
Let X1, . . . , Xp be a random sample of size p from an exponential distribution with failure rate
, and let Xp+1, . . . , Xn be another independent random sample of size q from an exponential
distributionwith failure rate ∗, where n = p+q. Denote by f (x) and f ∗(x) the density functions
of X1 and Xn, respectively, and deﬁne
 =
(
ep
∗ep
)
and f(u) =
(
f (u)ep
∗f ∗(u)eq
)
.
For convenience, we introduce the following notation:
[i, j, k, l]p,q =
⎡
⎢⎣F(u)︸︷︷︸
i
, f(u)︸︷︷︸
j
, f(u + x)︸ ︷︷ ︸
k
,F(u + x)︸ ︷︷ ︸
l
⎤
⎥⎦
p,q
, (3.1)
[i, j˜ , k, l]p,q =
⎡
⎢⎣F(u)︸︷︷︸
i
, f(u)︸ ︷︷ ︸
j
, f(u + x)︸ ︷︷ ︸
k
,F(u + x)︸ ︷︷ ︸
l
⎤
⎥⎦
p,q
, (3.2)
[i, j, k˜, l]p,q =
⎡
⎢⎣F(u)︸︷︷︸
i
, f(u)︸︷︷︸
j
, f(u + x)︸ ︷︷ ︸
k
,F(u + x)︸ ︷︷ ︸
l
⎤
⎥⎦
p,q
, (3.3)
(i, j, k, l)p,q =
⎛
⎜⎝F(u)︸︷︷︸
i
, f(u)︸︷︷︸
j
, f(u + x)︸ ︷︷ ︸
k
,F(u + x)︸ ︷︷ ︸
l
⎞
⎟⎠
p,q
, (3.4)
where i, j, k and l are integers such that i + j + k + l = p + q for (3.1), (3.2) and (3.3),
and i + j + k + lp + q for (3.4). The notation (i, j˜ , k, l)p,q and (i, j, k˜, l)p,q have a similar
interpretation. To simplify notation, we shall drop the sufﬁxes p, q in (3.1)–(3.4) when there is
no ambiguity.
To prove Theorems 1.1 and 1.2, we ﬁrst prove the following three lemmas concerning the TP2
(totally positivity of order 2) and monotonicity properties of some permanents. Recall that a non-
negative function(x, y) : X ×Y →  is said to be TP2 if(x, y)(x∗, y∗)(x, y∗)(x∗, y)
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for all x, x∗ ∈ X and y, y∗ ∈ Y such that xx∗ and yy∗, where X and Y are subsets of the
real line. It is well known that the TP2 property of  is equivalent to
(x, y) · 
2(x, y)
x y
 (x, y)
x
(x, y)
y
for x ∈ X , y ∈ Y
if  is twice differentiable (see [7]).
Lemma 3.1. For i = 2, . . . , n, deﬁne
(u, x) = [i − 2, 1, 1, n − i]p,q . (3.5)
Then (u, x) is TP2 in (u, x) ∈ 2+.
Proof. Without loss of generality, we may assume that ∗. For ﬁxed i = 2, . . . , n, deﬁne
I = {k : max{i − 2 − p, 0}k min{i − 2, q}. By Laplace expansion along the ﬁrst i − 2
columns of the permanent, we have
(u, x) =
∑
k∈I
(
q
k
)(
p
i − 2 − k
)
[i − 2, 0, 0, 0]i−2−k,k · [0, 1, 1, n − i]p−i+k+2,q−k
=
∑
k∈I
(
q
k
)(
p
i − 2 − k
)
(i − 2)![F(u)]i−2−k[F ∗(u)]k
×exp{−[(p − i + k + 2) + (q − k)∗]u}
⎡
⎣, f(x),F(x)︸︷︷︸
n−i
⎤
⎦
p−i+k+2,q−k
=
∑
k∈I
ak(u)bk(x), (3.6)
where
ak(u) =
(
q
k
)(
p
i − 2 − k
)
(i − 2)![F(u)]i−2−k[F ∗(u)]k
×exp{−[(p − i + k + 2) + (q − k)∗]u}, u0,
bk(x) =
[
, f(x),F(x)
n−i
]
p−i+k+2,q−k
, x0.
Note that
ak+1(u)
ak(u)
= ck e
∗u − 1
eu − 1 ,
where ck is a positive constant. Since the function exy − 1 is TP2 in (x, y) ∈ 2+, it follows that
ak(u) is TP2 in (k, u) ∈ I × +. Applying the basic composition formula of Karlin [7, p. 17] in
(3.6), we conclude that (u, x) is TP2 in (u, x) ∈ 2+ if bk(x) is TP2 in (k, x) ∈ I × +.
Now, we turn to prove that bk(x) is TP2 in (k, x) ∈ I × +. Set
k = (p − i + k + 1) + (q − k)∗, 	k = (p − i + k + 2) + (q − k − 1)∗.
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By Laplace expansion along the ﬁrst column of the permanents, we have
⎡
⎣f(x),F(x)︸︷︷︸
n−i
⎤
⎦
p−i+k+1,q−k
= exp{−kx}
⎡
⎢⎣, en−i+1︸ ︷︷ ︸
n−i
⎤
⎥⎦
p−i+k+1,q−k
= (n − i)!ke−kx,
⎡
⎣f(x),F(x)︸︷︷︸
n−i
⎤
⎦
p−i+k+2,q−k−1
= (n − i)!	ke−	kx .
Then, again by Laplace expansion along the ﬁrst column of the permanent,
bk(x) = (p−i+k+2)
⎡
⎣f(x),F(x)︸︷︷︸
n−i
⎤
⎦
p−i+k+1,q−k
+(q−k)∗
⎡
⎣f(x),F(x)︸︷︷︸
n−i
⎤
⎦
p−i+k+2,q−k−1
= (n − i)!{(p − i + k + 2)ke−kx + (q − k)∗	ke−	kx}.
Observing that k+1 = 	k = k + ( − ∗) and 	k+1 = k+1 + ( − ∗) = k + 2( − ∗), we
get that
bk+1(x)
bk(x)
= (p − i + k + 3)k+1e
−[k+(−∗)]x + (q − k − 1)∗	k+1e−[k+2(−
∗)]x
(p − i + k + 2)ke−kx + (q − k)∗	ke−[k+(−∗)]x
= (p − i + k + 3)k+1 + (q − k − 1)
∗	k+1e(
∗−)x
(p − i + k + 2)ke−(∗−)x + (q − k)∗	k
is increasing in x ∈ + for each k ∈ I; that is, bk(x) is TP2 in (k, x) ∈ I × +. This completes
the proof. 
Lemma 3.2. For i = 2, . . . , n − 1, deﬁne
1(x, u) = [i − 1, 1, 1, n − i − 1]p,q[i − 2, 1, 1, n − i]p,q , (x, u) ∈ 
2+. (3.7)
Then 1(x, u) is increasing in (x, u) ∈ 2+.
Proof. First we prove that1(x, u) is increasing in x ∈ +. Taking partial derivativewith respect
to x, we have

x
1(x, u)
sgn= 
x
[i − 1, 1, 1, n − i − 1][i − 2, 1, 1, n − i]
−[i − 1, 1, 1, n − i − 1] 
x
[i − 2, 1, 1, n − i]
= −{[i−1, 1, 1˜, n−i−1]+(n−i−1)[i−1, 1, 2, n−i−2]}[i − 2, 1, 1, n − i]
+{[i−2, 1, 1˜, n−i]+(n − i)[i−2, 1, 2, n−i−1]}[i−1, 1, 1, n−i−1]
= 
1 + 
2,
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where

1 = (n − i)[i − 1, 1, 1, n − i − 1][i − 2, 1, 2, n − i − 1]
−(n − i − 1)[i − 1, 1, 2, n − i − 2][i − 2, 1, 1, n − i]
 (n − i − 1){[i − 1, 1, 1, n − i − 1][i − 2, 1, 2, n − i − 1]
−[i − 1, 1, 2, n − i − 2][i − 2, 1, 1, n − i]}
def= (n − i − 1)
¯1, (3.8)

2 = [i − 1, 1, 1, n − i − 1][i − 2, 1, 1˜, n − i]
−[i − 2, 1, 1, n − i][i − 1, 1, 1˜, n − i − 1]. (3.9)
Applying Lemma 2.2 in (3.8) and (3.9) twice with
B= (i−2, 1, 1, n−i−2), a =F(u), b= c=F(u+x), d= f(u+x)
and
B= (i − 2, 1, 0, n − i − 1), a =F(u), b= f(u + x), c=F(u + x),
d= f(u + x),
respectively, we get that

¯1
sgn= [F(u)F ∗(u + x) − F ∗(u)F (u + x)][F ∗(u + x)f (u + x) − F(u + x)f ∗(u + x)]
sgn= ( − ∗)[ex(eu − 1) − e∗x(e∗u − 1)]0,
and

2
sgn= [F(u)F ∗(u+x)−F ∗(u)F (u+x)][f ∗(u+x)f (u+x)−f (u+x)∗f ∗(u+x)]
sgn= ( − ∗)[ex(eu − 1) − e∗x(e∗u − 1)]0.
Then (/x)1(x, u)0 for all (x, u) ∈ 2+. That is, 1(x, u) is increasing in x ∈ + for
each u.
Next, we proceed to prove that 1(x, u) is increasing u ∈ + for each x. Note that

u
1(x, u)
sgn= [i − 2, 1, 1, n−i]{(i − 1)[i − 2, 2, 1, n−i−1]−[i−1, 1˜, 1, n − i − 1]
−[i − 1, 1, 1˜, n − i − 1] − (n − i − 1)[i − 1, 1, 2, n − i − 2]}
−[i−1, 1, 1, n−i−1]{(i−2)[i−3, 2, 1, n−i]−[i−2, 1˜, 1, n−i]
−[i − 2, 1, 1˜, n − i] − (n − i)[i − 2, 1, 2, n − i − 1]}
= 
1 + 
2 + 
3 + 
4,
where

3 = (i − 1)[i − 2, 2, 1, n − i − 1][i − 2, 1, 1, n − i]
−(i − 2)[i − 1, 1, 1, n − i − 1][i − 3, 2, 1, n − i],
 (i − 2){[i − 2, 2, 1, n − i − 1][i − 2, 1, 1, n − i]
−[i − 1, 1, 1, n − i − 1][i − 3, 2, 1, n − i]} def= (i − 2)
¯3, (3.10)

4 = [i − 1, 1, 1, n − i − 1][i − 2, 1˜, 1, n − i]
−[i − 1, 1˜, 1, n − i − 1][i − 2, 1, 1, n − i]. (3.11)
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Applying Lemma 2.2 in (3.10) and (3.11) twice with
B= (i − 3, 1, 1, n − i − 1), a =F(u), b= f(u), c=F(u + x), d=F(u)
and
B= (i−2, 0, 1, n − i − 1), a =F(u), b= f(u), c=F(u+x), d= f(u),
respectively, we get that 
30 and 
40. Therefore, (/u)1(x, u)0 for all (x, u) ∈ 2+.
This completes the proof of the lemma. 
Lemma 3.3. For i = 2, . . . , n, deﬁne
2(x, u) = [i − 2, 1, 1, n − i]p−1,q+1[i − 2, 1, 1, n − i]p,q , (x, u) ∈ 
2+. (3.12)
(1) If ∗, then 2(x, u) is increasing in (x, u) ∈ 2+;
(2) If ∗, then 2(x, u) is decreasing in (x, u) ∈ 2+.
Proof. We give the proof of part (1) since parts (1) and (2) are equivalent. Suppose that ∗.
Taking derivative of 2(x, u) with respect to u, we get that

u
2(x, u)
sgn= [i − 2, 1, 1, n − i]p,q{(i − 2)[i − 3, 2, 1, n − i]p−1,q+1
−[i − 2, 1˜, 1, n − i]p−1,q+1 − [i − 2, 1, 1˜, n − i]p−1,q+1
−(n − i)[i − 2, 1, 2, n − i − 1]p−1,q+1}
−[i − 2, 1, 1, n − i]p−1,q+1{(i − 2)[i − 3, 2, 1, n − i]p,q
−[i − 2, 1˜, 1, n − i]p,q − [i − 2, 1, 1˜, n − i]p,q
−(n − i)[i − 2, 1, 2, n − i − 1]p,q}
= (i − 2)J1 + J2 + J3 + (n − i)J4,
where
J1 = [i − 3, 2, 1, n − i]p−1,q+1[i − 2, 1, 1, n − i]p,q
−[i − 3, 2, 1, n − i]p,q [i − 2, 1, 1, n − i]p−1,q+1,
J2 = [i − 2, 1, 1, n − i]p−1,q+1[i − 2, 1˜, 1, n − i]p,q
−[i − 2, 1, 1, n − i]p,q [i − 2, 1˜, 1, n − i]p−1,q+1,
J3 = [i − 2, 1, 1, n − i]p−1,q+1[i − 2, 1, 1˜, n − i]p,q
−[i − 2, 1, 1, n − i]p, q[i − 2, 1, 1˜, n − i]p−1,q+1,
J4 = [i − 2, 1, 1, n − i]p−1,q+1[i − 2, 1, 2, n − i − 1]p,q
−[i − 2, 1, 1, n − i]p,q [i − 2, 1, 2, n − i − 1]p−1,q+1.
For convenience of notation, deﬁne the following matrices:
A1 = (i − 3, 1, 1, n − i)p−1,q+1, B1 = (i − 3, 1, 1, n − i)p,q;
A2 = (i − 2, 0, 1, n − i)p−1,q+1, B2 = (i − 2, 0, 1, n − i)p,q;
A3 = (i − 2, 1, 0, n − i)p−1,q+1, B3 = (i − 2, 1, 0, n − i)p, q;
A4 = (i − 2, 1, 1, n − i − 1)p−1,q+1, B4 = (i − 2, 1, 1, n − i − 1)p,q .
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For j = 1, . . . , 4 and  = 1, . . . , n, let A()j and B()j denote the permanents of matrices obtained
from Aj and Bj by deleting their th rows, respectively. It is easy to see that A(n)j = B(1)j for
j = 1, . . . , 4. By Lemma 2.1, it follows that
[B(1)j ]2B(n)j A(1)j ,
and, hence,
j ≡ p(q + 1)B(1)j A(n)j − q(p − 1)A(1)j B(n)j 0, j = 1, . . . , 4.
Observing that ∗ implies that F  rh[hr]F ∗, by Laplace expansion along suitable columns
of permanents, we have
J1 = {(p − 1)f (u)A(1)1 + (q + 1)f ∗(u)A(n)1 }{pF(u)B(1)1 + qF ∗(u)B(n)1 }
−{pf (u)B(1)1 + qf ∗(u)B(n)1 }{(p − 1)F (u)A(1)1 + (q + 1)F ∗(u)A(n)1 }
= 1[f ∗(u)F (u) − f (u)F ∗(u)]0,
J2 = {(p − 1)f (u)A(1)2 + (q + 1)f ∗(u)A(n)2 }{pf (u)B(1)2 + q∗f ∗(u)B(n)2 }
−{pf (u)B(1)2 + qf ∗(u)B(n)2 }{(p − 1)f (u)A(1)2 + (q + 1)∗f ∗(u)A(n)2 }
= 2( − ∗)f (u)f ∗(u)0,
J3 = {(p − 1)f (u + x)A(1)3 + (q + 1)f ∗(u + x)A(n)3 }
×{pf (u + x)B(1)3 + q∗f ∗(u + x)B(n)3 }
−{pf (u + x)B(1)3 + qf ∗(u + x)B(n)3 }
×{(p − 1)f (u + x)A(1)3 + (q + 1)∗f ∗(u + x)A(n)3 }
= 3( − ∗)f (u + x)f ∗(u + x)0,
J4 = {(p − 1)F (u + x)A(1)4 + (q + 1)F
∗
(u + x)A(n)4 }
×{pf (u + x)B(1)4 + qf ∗(u + x)B(n)4 }
−{pF(u + x)B(1)4 + qF
∗
(u + x)B(n)4 }
×{(p − 1)f (u + x)A(1)4 + (q + 1)f ∗(u + x)A(n)4 }
= 4[f (u + x)F ∗(u + x) − f ∗(u + x)F (u + x)]0.
Therefore, (/u)2(x, u)0 for all (x, u) ∈ 2+.
On the other hand, it is seen that (/x)2(x, u)
sgn= J3 + (n − i)J40. This completes the
proof of the lemma. 
We are now in a position to give proofs of Theorems 1.1 and 1.2.
Proof of Theorem 1.1. Let gi,n(x|p, q) denote the density function of Di:n(p, q) for each i. It
sufﬁces to prove that for ﬁxed i = 1, . . . , n − 1,
1,i (x) = gi+1,n(x|p, q)
gi,n(x|p, q)
is increasing in x ∈ +.
S. Wen et al. / Journal of Multivariate Analysis 98 (2007) 743–756 753
For i2, it follows from (2.3) that
1,i (x) = n − i
i − 1
∫∞
0 [i − 1, 1, 1, n − i − 1]p,q du∫∞
0 [i − 2, 1, 1, n − i]p,q du
= n − i
i − 1Ex[1(x, U)], (3.13)
where 1(x, u) is deﬁned by (3.7), and the nonnegative random variable U has a distribution
function belonging to the family P = {H(·|x), x ∈ +} with corresponding densities given by
h(u|x) = d(x)[i − 2, 1, 1, n − i]p,q = d(x)(x, u), u ∈ +, (3.14)
here d(x) is the normalizing constant, and (x, u) is deﬁned by (3.5). From Lemma 3.1, it
follows that H(·|x) lrH(·|x′) and, hence, H(·|x) stH(·|x′) whenever 0xx′. Furthermore,
by Lemma 3.2, we know that1(x, u) is increasing in (x, u) ∈ 2+. Therefore, applying Lemma
2.3 in (3.13) yields that 1,i (x) is increasing in x ∈ +.
Next, consider the case i = 1. It follows from (2.3) that
g2,n(x|p, q) = 1
(n − 2)!
∫ ∞
0
[0, 1, 1, n − 2]p,q du
= 1
(n − 2)!
∫ ∞
0
e−(p+q
∗)
⎡
⎣, f(x),F(x)︸︷︷︸
n−1
⎤
⎦
p,q
du
= 1
(n − 2)!(p + q∗)
⎡
⎣, f(x),F(x)︸︷︷︸
n−2
⎤
⎦
p,q
, x ∈ +. (3.15)
Also, it is seen that g1,n(x|p, q) = (p + q∗)e−(p+q∗)x for x ∈ +. Then
1,1(x) = 1
(n − 2)!(p + q∗)2
⎡
⎣ex, , en︸︷︷︸
n−2
⎤
⎦
p,q
is increasing in x ∈ +. This completes the proof of the theorem. 
Proof of Theorem 1.2. (1) It sufﬁces to prove that for ﬁxed i = 1, . . . , n,
2,i (x) = gi+1,n+1(x|p + 1, q)
gi,n(x|p, q)
is increasing in x ∈ +.
For i2, it follows from (2.3) that
2,i = 1
i − 1 · Ex[3(x, U)], (3.16)
where
3(x, u) = [i − 1, 1, 1, n − i]p+1,q[i − 2, 1, 1, n − i]p,q , (x, u) ∈ 
2+, (3.17)
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and the nonnegative random variable U is deﬁned in the proof of Theorem 1.1. By Laplace
expansion along the ﬁrst column of the permanent in the numerator of (3.17), we have
3(x, u) = (p + 1)F (u)[i − 2, 1, 1, n − i]p,q + qF
∗(u)[i − 2, 1, 1, n − i]p+1,q−1
[i − 2, 1, 1, n − i]p,q
= (p + 1)F (u) + qF ∗(u) [i − 2, 1, 1, n − i]p+1,q−1[i − 2, 1, 1, n − i]p,q ,
which is increasing in (x, u) ∈ 2+ by Lemma 3.3. Since it is shown that H(·|x) is stochastically
increasing in x ∈ +, applying Lemma 2.3 in (3.16) yields that 2,i (x) is increasing in x ∈ +.
For i = 1, it follows from (3.15) that
2,1(x) = e
(p+q∗)x
(n − 1)![(p + 1) + q∗](p + q∗)
⎡
⎣, f(x),F(x)︸︷︷︸
n−1
⎤
⎦
p+1,q
= 1[(p + 1) + q∗](p + q∗)
×{(p + 1)(p + q∗) + q∗[(p + 1) + (q − 1)∗]e(∗−)x},
which is increasing in x ∈ + since ∗. This completes the proof of part (1).
(2) The desired result for i = 1 is trivial sinceD1:n(p, q) andD1:n+1(p, q+1) have exponential
distributions with failure rates p+ q∗ and p+ (q + 1)∗, respectively. We now consider the
general case i = 2, . . . , n. From (2.3), it follows that
3,i (x) = gi,n+1(x|p, q + 1)
gi,n(x|p, q) =
1
n − i + 1 · E[4(x, U)], (3.18)
where the random variable U is deﬁned in the proof of Theorem 1.1, and
4(x, u) = [i − 2, 1, 1, n − i + 1]p,q+1[i − 2, 1, 1, n − i]p,q
= pF(u + x)[i−2, 1, 1, n−i]p−1,q+1+(q + 1)F
∗(u + x)[i − 2, 1, 1, n − i]p,q
[i − 2, 1, 1, n − i]p,q
= pF(u + x)2(x, u) + (q + 1)F ∗(u + x),
here 2(x, u) is deﬁned by (3.12). By Lemma 3.3, 4(x, u) is decreasing in (x, u) ∈ 2+.
Applying Lemma 2.3 in (3.18) yields that3,i (x) is decreasing in x ∈ +. That is,Di:n+1(p, q+
1) lrDi:n(p, q) for i2. This completes the proof of part (2).
(3) For i = 1, the result is trivial. For ﬁxed i = 2, . . . , n, it follows from (2.3) that
4,i (x) = gi,n(x|p + 1, q − 1)
gi,n(x|p, q) = Ex[5(x, U)],
where
5(x, u) = [i − 2, 1, 1, n − i]p+1,q−1[i − 2, 1, 1, n − i]p,q , (x, u) ∈ 
2+,
and the random variable U is deﬁned in the proof of Theorem 1.1. By Lemma 3.3, we get that
5(x, u) is increasing in (x, u) ∈ 2+ since ∗. Again, applying Lemma 2.3 yields the desired
result. This completes the proof of the theorem. 
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4. Applications and conjectures
4.1. Dispersive ordering of spacings
Recall from Shaked and Shanthikumar [15, Section 2.B] that a random variable X with distri-
bution function F is said to be smaller than another random variable Y with distribution function
G in the dispersive order, denoted by XdispY , if
F−1() − F−1()G−1() − G−1() whenever 0 <  <  < 1,
where F−1 and G−1 are the right continuous inverses of F and G, respectively. A consequence
of XdispY is that |X1 − X2| st|Y1 − Y2| and
E[(X − EX)]E[(Y − EY)]
for all convex functions  such that the expectations exist, where X1, X2 and Y1, Y2 are two
independent copies of X and Y , respectively; see [15, Theorem 2.B.10]. In particular, XdispY
implies that Var(X)Var(Y ).
Bagai and Kochar [1] proved that, for two nonnegative random variables X and Y , if XhrY
and if either X of Y is decreasing failure rate (DFR), then XdispY . Observe that the spacings
Di,n of heterogeneous exponential random variables are DFR (see [10, Corollary 2.1]) and that
the likelihood ratio order implies the hazard rate order. We then obtain the following corollaries
of Theorems 1.1 and 1.2.
Corollary 4.1. Di:n(p, q)dispDi+1:n(p, q) for p1, q1 and i = 1, . . . , n − 1.
Corollary 4.2. If ∗, p1 and q1, then
(1) Di:n(p, q)dispDi+1:n+1(p + 1, q) for i = 1, . . . , n;
(2) Di:n+1(p, q + 1)dispDi:n(p, q) for i = 1, . . . , n; and
(3) Di:n(p, q)dispDi:n(p + 1, q − 1) for i = 1, . . . , n.
4.2. Conjectures
This paper is devoted to establishing the likelihood ratio orderings of spacings from two samples
of exponential distributions. It is still unknown whether Theorems 1.1 and 1.2(2) hold for the
normalizing spacings. For heterogeneous exponential random variables, let Di:n(D∗i:n) denote
their ith spacing (normalizing spacing). Pledger and Proschan [14] proved that D∗i:n stD∗i+1:n
for i = 1, . . . , n − 1. Kochar and Korwar [10], and Kochar and Rojo [11] explored whether this
result can be strengthened. They obtained that
D∗1:n lrD∗i:n for i = 1, . . . , n, (4.1)
and conjectured that D∗i:nhrD∗i+1:n for i = 1, . . . , n − 1. It should be pointed out that (4.1)
enables one to compare the spacings of heterogeneous exponential random variables with failure
rates 1, . . . , n to those of iid exponential random variables with the common failure rate ¯ =
1
n
∑n
i=1 i in the likelihood ratio order. However, such a comparison is not the case in Theorem
1.2. To end this paper, we make the following conjectures.
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Conjectures. Let X1, X2, . . . , Xn+1 be independent exponential random variables with Xi hav-
ing failure rate i for each i. Then
(1) Di:n lrDi+1:n for i = 1, . . . , n − 1;
(2) Di:n lrDi+1:n+1 for i = 1, . . . , n if n+1
n
min
k=1 k; and
(3) Di:n+1 lrDi:n i = 1, . . . , n if n+1 nmax
k=1 k .
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