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This note is concerned with the existence of continuously differen-
tiable solutions for the nonlinear system of differential equations
f
(
x′(t)
)= g(t, x(t)),
x(0) = x0,
where Ω is an open set containing (0, x0), g : Ω ⊆ R× Rn → Rn
is continuous and f : Rn → Rn satisﬁes Im(g) ⊆ Im( f ). The set of
points x such that f is not locally Lipschitz in an open neighbor-
hood of x is denoted by Λ f . We prove the existence of at least
one C1 solution x : [0, T ] → Rn to the system if f is continuous,
coercive and if each y in the set
f
(
Λ f ∪
{
x /∈ Λ f : ∂ f (x) is not of maximal rank
})
has exactly one preimage in Rn .
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
This note is concerned with the existence of continuously differentiable solutions for the system of
differential equations
f
(
x′(t)
)= g(t, x(t)), (1)
x(0) = x0, (2)
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satisﬁes Im(g) ⊆ Im( f ).
We ﬁnd nontrivial assumptions on f in such a way that the corresponding differential inclusion
x′(t) ∈ f −1(g(t, x(t))),
x(0) = x0
admits at least one C1 solution. We shall prove in Section 2 the following result:
Theorem 1. Let Ω be an open set containing (0, x0) and g : Ω ⊆ R × Rn → Rn be a continuous function.
Suppose f :Rn → Rn is continuous and we denote
Λ f =
{
x ∈ Rn: f is not locally Lipschitz in an open neighborhood of x}.
If f satisﬁes the following conditions:
• Im(g) ⊆ Im( f ),
• f is coercive,
• f (Λ f ∪ {x /∈ Λ f : ∂ f (x) is not of maximal rank}) ⊆ {y ∈ Im( f ): card f −1(y) = 1},
then there exists at least one C1 solution x : [0, T ] →Rn to the Cauchy problem (1)–(2).
In Section 3, we shall illustrate Theorem 1 by several nontrivial examples. The following subsec-
tions describe brieﬂy the needful tools for Theorem 1.
1.1. Bressan–Wang Theorem
An ordinary differential inclusion is a relation of the kind
x′(t) ∈ F (t, x(t)), (3)
x(0) = x0, (4)
where F : Ω ⊆ R × Rn → P(Rn)1 is a set-valued map. The existence of C1 solutions for differential
inclusions with a nonconvex right-hand side F (t, x) is an active area of research. The author recently
proved in [9] that (3)–(4) admits a C1 solution if F is a continuous multiple-valued function in the
sense of Almgren. Roughly, F has ﬁnitely many values and is continuous with respect to an appro-
priate metric. For more details about Almgren’s multiple-valued functions, the reader is invited to
consult [1,4,8].
A. Bressan and Z. Wang [3] recently generalized the result above, relying on an assumption which
is quite the opposite of convexity. Namely, they assume that the multifunction is Hausdorff continuous
and has compact and totally disconnected values. Recall that a set K ⊂Rn is totally disconnected if, for
every a,b ∈ K with a = b one can ﬁnd disjoint open sets A, B such that a ∈ A, b ∈ B and K ⊆ A ∪ B .
For example, every countable subset of Rn is totally disconnected. Cantor-like or fractal sets provide
many other examples of uncountable and totally disconnected sets.
Bressan–Wang Theorem. Let Ω ⊆ R × Rn be an open set containing (0, x0) and let F : Ω → P(Rn) be a
Hausdorff continuous multifunction such that each set F (t, x) is compact and totally disconnected. Then there
exist T > 0 and a continuously differentiable solution x : [0, T ] →Rn to the differential inclusion
1 P(Rn) denotes the set of nonempty subsets of Rn .
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x(0) = x0.
For the basic properties of set-valued functions and differential inclusions we refer to the book [2].
An interesting survey of the theory of differential inclusions can be found in [5]. [7,10] and [11]
contain classical results about the existence of C1 solutions for nonconvex differential inclusions.
1.2. Clarke’s Theorem
The fundamental Inverse Mapping Theorem for maps from Rn to Rn requires regularity and conti-
nuity of the derivative of the map around the given point. Clarke’s Theorem [6] gives conditions under
which a locally Lipschitz (not necessarily differentiable) function admits (locally) a Lipschitz inverse.
Let f : Rn → Rn satisfy a Lipschitz condition in a neighborhood of a point x0 in Rn . The usual
n × n Jacobian matrix of partial derivatives, when it exists, is denoted Jac f (x). We topologize the
vector space M of n × n matrices with the norm
‖M‖ =max |mij|,
where M = (mij), 1 i, j  n.
Deﬁnition 1. The generalized Jacobian of f at x0, denoted ∂ f (x0), is the convex hull of all matrices
M of the form
M = lim
i→∞
Jac f (xi),
where (xi) converges to x0 and f is differentiable at xi for each i.
It is a consequence of Rademacher’s Theorem that f is almost everywhere differentiable near x0.
Deﬁnition 2. ∂ f (x0) is said to be of maximal rank if every matrix M in ∂ f (x0) is of maximal rank.
Clarke’s Theorem. If ∂ f (x0) is of maximal rank, then there exists an open neighborhood U of x0 such that
f : U → f (U ) is bi-Lipschitz.
When f is C1, ∂ f (x0) reduces to Jac f (x0), and the function f : U → f (U ) above is necessarily a
C1-diffeomorphism.
2. Main results
We start with basic notations and deﬁnitions. The Euclidean norm of x ∈ Rn is denoted by |x|.
Pc(Rn) is the set of nonempty compact subsets of Rn . The Hausdorff distance between two compact
sets A, B ∈Pc(Rn) is deﬁned by
dH(A, B) :=max
{
max
a∈A d(a, B),maxb∈B
d(A,b)
}
,
where d(A,b) := mina∈A |a − b| and d(a, B) := minb∈B |a − b|. The critical set of f ∈ C1 is
{x: det(Jac f (x)) = 0}.
Deﬁnition 3. A function f :Rn →Rn is said to be coercive if
lim|x|→∞
∣∣ f (x)∣∣= ∞.
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Λ f =
{
x ∈ Rn: f is not locally Lipschitz in an open neighborhood of x}.
If
f
(
Λ f ∪
{
x /∈ Λ f : ∂ f (x) is not of maximal rank
})⊆ {y ∈ Im( f ): card f −1(y) = 1}, (5)
then the (possibly multivalued) inverse function f −1 : Im( f ) →Pc(Rn) is Hausdorff continuous and f −1(y)
is a ﬁnite set for each y ∈ Im( f ).
Proof. Suppose y is a point of Im( f ) such that card f −1(y) = ∞. We may choose a sequence (xn) ⊆
f −1(y) of distinct points. The coercivity of f implies that the sequence (xn) is bounded. We extract
a subsequence still denoted (xn) which converges to x. It follows from the continuity of f that
f (x) = lim
n→∞ f (xn) = y
hence x ∈ f −1(y). It follows from card f −1(y) = ∞ and (5) that x /∈ Λ f . Given ε > 0, there exists
N > 0 such that |xn − x| < ε for all n > N . Hence f is not locally 1 − 1 at x. By Clarke’s Theorem,
∂ f (x) is not of maximal rank. (5) implies the contradiction card f −1(y) = 1. Consequently, f −1(y) is
a ﬁnite set for each y ∈ Im( f ).
In order to prove the Hausdorff continuity of f , we shall consider two cases:
• Let y¯ ∈ Im( f ) be such that card f −1( y¯) = 1 and suppose that f −1( y¯) = {x¯}. In order to prove that
f −1 is Hausdorff continuous at y¯, we have to show that
∀ε > 0 ∃δ > 0 s.t. |y − y¯| < δ ⇒ max
x∈ f −1(y)
|x¯− x| < ε.
If it is not the case, there exist ε > 0 and a sequence (yn) such that yn → y¯ and
max
x∈ f −1(yn)
|x¯− x| ε
for each n ∈N. Consequently, there exists a sequence (xn) such that xn ∈ f −1(yn) and
|x¯− xn| ε (6)
for each n ∈ N. If the sequence (xn) is bounded, we can extract a subsequence still denoted (xn)
which converges to x. By the continuity of f , we obtain
y¯ = lim
n→∞ yn = limn→∞ f (xn) = f (x)
and (6) implies that |x¯− x| ε which contradicts the assumption card f −1( y¯) = 1. If the sequence
(xn) is not bounded, the coercivity of f implies the contradiction
∞ > | y¯| = lim
n→∞|yn| = limn→∞
∣∣ f (xn)∣∣= ∞.
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card f −1( y¯) < ∞ hence we can write f −1( y¯) = {x¯1, x¯2, . . . , x¯n}. For i = 1, . . . ,n, the assump-
tion (5) implies that f is locally Lipschitz around x¯i and ∂ f (x¯i) is of maximal rank. We start
by showing that
∀ε > 0 ∃δ > 0 s.t. |y − y¯| < δ ⇒ max
i=1,...,n
d
(
x¯i, f
−1(y)
)
< ε.
Fix ε > 0. Clarke’s Theorem implies the existence of an open neighborhood Ux¯i of x¯i such that
f : Ux¯i → f (Ux¯i )
is a homeomorphism for i = 1, . . . ,n. We suppose w.l.o.g. that diam(Ux¯i ) < ε for i = 1, . . . ,n.
The set
⋂n
i=1 f (Ux¯i ) is an open neighborhood of y¯ and we may choose an open ball U ( y¯, δ) ⊆⋂n
i=1 f (Ux¯i ). It is then clear that
max
i=1,...,n
d
(
x¯i, f
−1(y)
)
< ε
for each y ∈ U ( y¯, δ). In order to prove that f −1 is Hausdorff continuous at y¯, it remains to show
that
∀τ ∃δ > 0 s.t. |y − y¯| < δ ⇒ max
x∈ f −1(y)
d
(
x, f −1( y¯)
)
< τ.
If this is not the case, there exist τ > 0 and a sequence (ym) such that ym → y¯ and
max
x∈ f −1(ym)
d
(
x, f −1( y¯)
)
 τ
for each m ∈ N. Consequently, there exists a sequence (xm) such that xm ∈ f −1(ym) and
d
(
xm, f
−1( y¯)
)
 τ (7)
for each m ∈N. If the sequence (xm) is not bounded, the coercivity of f implies the contradiction
∞ > | y¯| = lim
m→∞|ym| = limm→∞
∣∣ f (xm)∣∣= ∞.
Assume now that the sequence (xm) is bounded and suppose w.l.o.g. that ε < τ . (7) implies that
xm /∈⋃ni=1 Ux¯i for each m ∈ N. We can extract a subsequence still denoted (xm) which converges
to x and it follows that
x /∈
n⋃
i=1
Ux¯i . (8)
By the continuity of f , we obtain
y¯ = lim
m→∞ ym = limm→∞ f (xm) = f (x)
hence x ∈ f −1( y¯). It is in contradiction with (8) and the fact that (Ux¯i )ni=1 is an open covering of
f −1( y¯). 
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Remark. The assumption
f
(
Λ f ∪
{
x /∈ Λ f : ∂ f (x) is not of maximal rank
})⊆ {y ∈ Im( f ): card f −1(y) = 1}
is necessary in Theorem 2. Indeed let C be the middle third Cantor set. The function f (x) = d(x,C)
(see Fig. 1) is Lipschitz, coercive and f −1 is discontinuous at the point 1/6 since
lim
y→( 16 )+
dH
(
f −1(y), f −1(1/6)
)
 2/3.
In fact f −1 is discontinuous at 1
3 j2
for j = 1,2, . . . .
The function f (x) = 3x− x3 indicates that the assumption (5) cannot be replaced by the weakened
condition
f
(
Λ f ∪
{
x /∈ Λ f : ∂ f (x) is not of maximal rank
})⊆ {y ∈ Im( f ): card f −1(y) < ∞}.
Indeed f is locally Lipschitz, coercive and f ′(x) = 0 if and only if x = ±1. We easily see that f −1 is
discontinuous at f (±1). Remark also that f ′(±2) = 0. (See Fig. 2.)
Proof of Theorem 1. Theorem 2 implies that f −1 ◦ g : Ω ⊆ Rn × Rn → Pc(Rn) is Hausdorff con-
tinuous and each set f −1(g(t, x)) is ﬁnite. By Bressan–Wang Theorem, there exists a C1 solution
x : [0, T ] →Rn to the differential inclusion
x′(t) ∈ f −1(g(t, x(t))),
x(0) = x0.
x is also a classical solution to (1)–(2). 
776 J. Goblet / J. Differential Equations 247 (2009) 770–778Fig. 2. f (x) = 3x− x3 has a Hausdorff discontinuous inverse.
3. Examples
We will introduce several functions to which Theorem 2 applies. Consequently, these functions can
play the role of f in Theorem 1.
Example 1. Consider the function
f (x1, x2, . . . , xn) =
(
u(x1), v(x1, x2, . . . , xn)
)
,
where u :R→ R and v = (v1, v2, . . . , vn−1) :Rn →Rn−1 are C1 functions. Suppose that the following
conditions are checked:
(1) f is coercive.
(2) u has a unique critical point x∗ ∈R.
(3) If
det
⎛
⎜⎝
∂v1(x1,...,xn)
∂x2
∂v1(x1,...,xn)
∂x3
. . .
∂v1(x1,...,xn)
∂xn
.
.
.
.
.
. . . .
.
.
.
∂vn−1(x1,...,xn)
∂x2
∂vn−1(x1,...,xn)
∂x3
. . .
∂vn−1(x1,...,xn)
∂xn
⎞
⎟⎠= 0,
then x1 = x∗ .
(4) v(x∗, ·) is one-to-one.
Then f satisﬁes the assumptions of Theorem 2.
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det
(
Jac f (x1, . . . , xn)
)= u′(x1)det
⎛
⎜⎝
∂v1(x1,...,xn)
∂x2
∂v1(x1,...,xn)
∂x3
. . .
∂v1(x1,...,xn)
∂xn
.
.
.
. . . . . .
.
.
.
∂vn−1(x1,...,xn)
∂x2
∂vn−1(x1,...,xn)
∂x3
. . .
∂vn−1(x1,...,xn)
∂xn
⎞
⎟⎠ .
It follows from assumptions (2) and (3) that the critical set of f is
C := {(x∗, x2, . . . , xn): (x2, . . . , xn) ∈ Rn−1}.
It is clear that
u−1
(
u
(
x∗
))= {x∗} (9)
since x∗ is the unique critical point of u. (9) and the assumption (4) implies that each point in f (C)
has a unique preimage. 
The function f (x1, x2) = (x21, x2ecos x1 ) belongs to the class described in Example 1.
Example 2. Consider the function
f (x1, x2) =
([(x1(t) + ix2(t))n],[(x1(t) + ix2(t))n]),
where (z) [resp. (z)] denotes the real [resp. imaginary] part of the complex number z, i2 = −1
and n is a positive integer. In fact f is the complex power zn . One readily checks that f is coercive,
Λ f = ∅, det(Jac f (x1, x2)) = n2(x21 + x22)n−1 for each (x1, x2) ∈R2 and f −1(0,0) = {(0,0)}. This class of
functions has already been studied by the author in [9].
Example 3. The function
f (x) = (|x1|, x2)
is clearly Lipschitz and coercive. One readily checks that det(Jac f (x1, x2)) = 0 if x1 = 0 and
∂ f (0, x2) =
{(
s 0
0 1
)
: −1 s 1
}
is not of maximal rank. Each point of the form f (0, x2) has a unique preimage (0, x2).
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