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Abstract
We study a class of nonlinear martingale problems in one dimension, that involve a singular
integral of the density in the drift term, and are related to systems of particles with singular
interactions. First, we prove existence and uniqueness of regular solutions of the associated
nonlinear evolution equation. Then, we establish a suitable framework and conditions where
the martingale problem is well posed. This extends the results of Bonami et al. (J. Funct. Anal.
165 (1999) 390) to a wide class of coefﬁcients and initial conditions. Finally, we obtain our
solution of the martingale problem as the chaotic limit of some systems of particles interacting
through regular approximating kernels.
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1. Introduction
Let u0 be a real probability measure and la0 a real parameter. In this work we
study from an analytical and a probabilistic point of view, the following nonlinear
evolution equation in one dimension:
@u
@t
¼Lnt u  l
@ðuHuÞ
@x
;
uð0Þ ¼ u0 ð1Þ
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Here, Lnt is the adjoint of the operator Lt ¼
1
2
s2ðt; xÞ @
2
@x2 þ bðt; xÞ
@
@x and Huðt; Þ is
the Hilbert transform of uðt; Þ; deﬁned by
Huðt; xÞ ¼ lim
e-0
Z
jxyj>e
uðt; yÞ
x  y
dy:
This singular McKean–Vlasov equation was introduced by Ce´pa and Le´pingle [5],
and describes the macroscopic behavior of a system of diffusing particles on the
real line, interacting through electrostatic repulsion. The interaction is of mean
ﬁeld type and involves the singular kernel 1
x
: More precisely, when l is positive
and s and b are homogeneous and Lipschitz continuous functions, the authors
proved strong existence and uniqueness for the system of stochastic differential
equations:
dX it ¼ sðX
i
t Þ dW
i
t þ bðX
i
t Þ dt þ
l
N
X
jai
dt
X it  X
j
t
; i ¼ 1;y; N ;
under the condition
X 1t p?pX Nt ; 0ptoN; X i0 ¼ xi;N0 ; i ¼ 1;y; N;
where for each NAN the reals x1;N0 p?pxN ;N0 are given. The laws of the
empirical measure process mNt ¼
1
N
PN
i¼1 dX it are tight if m
N
0 converges to a probability
measure u0; and the limiting laws concentrate on probability measure-
valued functions satisfying an integro-differential version of Eq. (1). When s is
constant and b afﬁne, they show uniqueness of probability measure-valued
solutions of the equation, entailing the convergence of the empirical measure
process.
The connection between systems of interacting particles and nonlinear evolution
equations has been studied by many authors, going back to McKean [13]; for
detailed expositions on the general McKean–Vlasov models, the reader may consult
Sznitman [21] or Me´le´ard [14]. A central point is the existence of a nonlinear process
associated with the system. The time-marginal laws of this process appear explicitly
in its (nonhomogeneous) generator, and the McKean–Vlasov equation is the
evolution equation satisﬁed by the family of them. When the interactions are regular
and the system is exchangeable, a unique nonlinear process exists, and describes the
limiting behavior of one particle when their number tends to inﬁnity (one has further
the propagation of chaos property, which is in that case equivalent to a trajectorial
law of large numbers, see [21]).
Important examples of systems of particles in one dimension, that interact
through a singular kernel, are the spectral measure processes of some matrix-
valued diffusions. In Chan [7], Ornstein–Ulhenbeck matrix-valued processes are
considered in relation with the Wigner law. See also Rogers and Shi [18]. In [3],
Cabannal-Duvillard and Guionnet study the large deviations properties of the
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spectral measure process of the Hermitian Brownian motion, in connection with
free probability. The interacting kernel in these cases is the function 1
x
; and
similar convergence results as in [5] are obtained. The associated McKean–Vlasov
equation is however different from [5], having no diffusive term. A situation
somewhat closer to (1) is studied by Ce´pa and Le´pingle [6]. The authors carry
out a similar program as in [5] on Dyson’s model for the eigenvalues of unitary
random matrices consisting of Brownian particles interacting on the circle. The
interacting kernel is cotðx
2
Þ and the associated McKean–Vlasov equation is a periodic
version of (1).
The law of a nonlinear process associated with (1) can be deﬁned as a probability
measure P on Cð½0; T 	;RÞ solving the following martingale problem:

 fðXtÞ  fðX0Þ 
Z t
0
½LsfðXsÞ ds þ lHuðs; XsÞf
0ðXsÞ	 ds
is a continuous P-martingale; for all fAC2b;
where X is the canonical process;

 P0 ¼ u0 and PtðdxÞ ¼ uðt; xÞ dx; tA	0; T 	: ð2Þ
Existence and uniqueness for (2) was shown by Bonami et al. [1] when s is constant,
b is afﬁne, l > 0 and u0 ¼ d0: The authors prove by complex analysis technics that
the solution of (1) given in [5] has densities uðtÞ that are real analytic together with
HuðtÞ: The self-similarity of u and its uniqueness (in the case they considered) reduce
the nonlinear problem to a linear one, with a drift coefﬁcient Huðt; xÞ satisfying
jjHuðt; ÞjjNpCt
1
2: Their arguments strongly rely on the particular choice of the
coefﬁcients and the initial condition.
The aim of this work is to construct the nonlinear process (2) in a general setting,
including a wide class of coefﬁcients s and b and initial conditions u0; as well as other
singular integrals than the Hilbert transform H: We follow an approach similar as
Me´le´ard [15,16] for the 2d-Navier–Stokes equation or Bossy and Talay [2] for the
Burger’s equation. However, the kernel 1
x
is worst behaved as the Biot–Savart kernel
of the ﬁrst (with an integrable singularity at the origin in 2 dimensions), or the
Heavyside function of the latter.
We also point out that in all the aforementioned works, the uniqueness and
regularity results for the equations are fundamental for the probabilistic results. As
far as we know, there are no general results about (1) in that sense. Therefore, a ﬁrst
problem to treat is the existence of solutions uðt; Þ of (1), for which the Hilbert
transform Huðt; Þ has enough regularity to correctly deﬁne (2) (in the solutions
obtained in [5], the product u Hu has a distribution sense).
We assume that the coefﬁcients s and b are Ho¨lder-continuous bounded functions,
and that the initial condition u0 is in L
p (a priori, not necessarily a probability
density). When 2ppoN we prove existence for (1) in the space LNð½0; T 	; LpÞ for
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small values of T
1
2
1
2pjju0jjpjlj; and in L
Nð½0;N½; LpÞ if u0AL1-Lp and jju0jj1jlj is
small enough. This is done by a contraction argument, inspired from the Navier–
Stokes equation (see for instance [4, Chapter 1]). The choice of the Lp spaces relies
upon the properties of the fundamental solution of Lt þ @@t and the well-known
continuity of the Hilbert transformH : Lp-Lp: A global uniqueness result is given
in LNð½0; T 	; LpÞ:
Under further regularity assumptions, the obtained solution takes values in the
Sobolev space W 1;p (see the notation below) and satisﬁes jjHuðt; ÞjjNpCt
1
2:
Then, with every u in LNð½0; T 	; LpÞ solving the mild version of (1) and such that u0
is a probability density, we associate a solution P of problem (2) (Indeed, by
following Jourdain [10], we can associate a martingale problem with every solution
uALNð½0; T 	; LpÞ for a general u0AL1-Lp). Our regularity assumptions imply the
uniqueness for the martingale problem in the class of probability measures on
Cð½0; T 	;RÞ with densities in LNð½0; T 	; LpÞ:
Finally, we construct on a given time interval ½0; T 	 some systems of particles,
interacting through regular (bounded) kernels that converge to 1
x
as the number of
particles tends to inﬁnity. If the above mentioned conditions ensuring existence for
(1) are met, the laws of the systems are chaotic and have the limiting law P: This
result provides the theoretical framework for a Monte Carlo algorithm to simulate
solutions of the singular equation (1), in the spirit of Chorin’s vortex algorithm for
the 2d-Navier–Stokes equation (see [8]).
1.1. Notations
* C1;2 is the set of real functions on ½0; T 	  R with continuous derivatives up to the
ﬁrst order in tA½0; T 	 and up to the second order in xAR: C1;2b is the subspace of
bounded functions in C1;2 with bounded derivatives. For fAC1;2; f0 always
denotes the spatial derivative.
* D is the space of inﬁnitely differentiable functions on R with compact support. Ci
is the space of i-times differentiable real functions and Cib denotes the subspace of
bounded functions in Ci having bounded derivatives.
* For all 1pppN we denote by jj  jjp the norm in the space Lp ¼ LpðRÞ; and pn is
the Ho¨lder conjugate of p: We write W 1;p ¼ W 1;pðRÞ for the Sobolev space of
functions in Lp with ﬁrst derivative (in the distribution sense) in Lp:
* C and CðTÞ are ﬁnite positive constants that may change from line to line.
2. Preliminaries
2.1. Hypotheses on the coefficients s and b
Let us consider T > 0 and real measurable functions s; b : ½0; T 	  R-R:
Let Lt be the second-order differential operator deﬁned for ðt; xÞA
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½0; T 	  R by
LtfðxÞ ¼
1
2
aðt; xÞ
@2f
@x2
ðxÞ þ bðt; xÞ
@f
@x
ðxÞ; 8fAC2; ð3Þ
where a ¼ s2: If s and b are regular enough, its formal adjoint Lnt is given by
LntfðxÞ ¼
1
2
anðt; xÞ
@2f
@x2
ðxÞ þ bnðt; xÞ
@f
@x
ðxÞ þ cnðt; xÞfðxÞ;
where an ¼ a; bn ¼ b þ 1
2
@a
@x; and c
n ¼ @b@x þ
1
2
@2a
@x2 : We enounce now our hypothesis
on s and b: Throughout all this work we assume

 There exists d > 0 such that s2ðt; xÞXd for all ðt; xÞA½0; T 	  R:
ðAÞ: 
 s and b are bounded continuous functions on ½0; T 	  R:

 s and b are Ho¨lder continuous in x; uniformly with respect to
ðt; xÞA½0; T 	  R:

 s is continuous in t; uniformly with respect to ðt; xÞA½0; T 	  R:
Additionally, our main results will need the assumption

 s; b satisfy ðAÞ:
ðAþAnÞ: 
 s is of class C2b on ½0; T 	  R:

 b is of class C1b on ½0; T 	  R:

 @
2s
@x2 and
@b
@x are Ho¨lder continuous in x; uniformly with respect to ðt; xÞ:
These are indeed standard conditions ensuring the existence of fundamental
solutions for Lt þ @@t and L
n
t 
@
@t; respectively. Let us recall these concepts and ﬁx
some notations (the reader may consult [9]). A fundamental solution of the parabolic
operator Ls þ @@s is a nonnegative function Gðs; y; t; xÞ deﬁned for all
0psotpT ; x; yAR; such that for all bounded continuous f :R-R and 0otpT ;
the function
uðs; yÞ ¼
Z
Gðs; y; t; xÞfðxÞ dx
solves on ½0; t	  R the backward Cauchy problem associated with Ls with ﬁnal
condition uðt; yÞ ¼ fðyÞ: In an analogous way, a fundamental solution of the
parabolic operator Lnt 
@
@t in ½0; T 	  R is a nonnegative function G
nðt; x; s; yÞ
deﬁned for all 0psotpT ; x; yAR; such that for all bounded continuous f :R-R
and 0psoT ; the function
vðt; xÞ ¼
Z
Gnðt; x; s; yÞfðyÞ dy
solves on ½s; T 	  R the forward Cauchy problem associated with Lnt ; with initial
condition vðs; xÞ ¼ fðxÞ: Denoting by c0 a positive constant and by gtðxÞ the real
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probability density
gtðxÞ ¼
c0
pt
 1
2
ec0x
2=t;
one has
Theorem 2.1 (Friedman [9]). Let ðAÞ hold. There exists a fundamental solution
Gðs; y; t; xÞ for Ls þ @@s in ½0; T 	  R: Further, there exist positive constants C0; c0
such that
@m
@ym
Gðs; y; t; xÞ

pC0ðt  sÞm=2gtsðx  yÞ ð4Þ
for m ¼ 0; 1: The functions @
m
@ymGðs; y; t; xÞ; for 0pjmjp2; and @@sGðs; y; t; xÞ are
continuous in ðs; y; t; xÞAð½0; T 	  RÞ2; sot; and Gðs; y; t; xÞ verifies @u@s þLsu ¼ 0 as
a function in ðs; yÞ: If further ðAþAnÞ holds, there exists a fundamental
solution Gnðt; x; s; yÞ of Lnt 
@
@t in ½0; T 	  R; with similar properties and bounds as
the previous ones (with ðt; xÞ standing in the role of ðs; yÞ and conversely). Moreover,
one has
Gnðt; x; s; yÞ ¼ Gðs; y; t; xÞ; 8 0psotpT ; x; yAR:
Adjusting C0 and c0 if needed, we deduce under ðAþAnÞ that for m ¼ 0; 1;
@m
@xm
Gðs; y; t; xÞ

pC0ðt  sÞm=2gtsðx  yÞ: ð5Þ
2.2. The Hilbert transform and singular integrals in Lp
Let now f :R-R be a measurable function and e > 0: Deﬁne for all xAR
Hef ðxÞ ¼
Z
jxyj>e
f ðyÞ
x  y
dy
and consider
Hf ðxÞ ¼ lim
e-0
Hef ðxÞ:
If well deﬁned, the measurable function Hf (possibly taking values in %R) is called
the Hilbert transform of f (as in [1], we omit the multiplicative constant 1p in
the deﬁnition of H). We enounce now the classical result on the continuity of H
in the Lp spaces:
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Theorem 2.2. Let pA	1;N½: There exists a real positive constant Cp depending only on
p such that for all fALp and e > 0
jjHef jjppCpjj f jjp:
Moreover, Hef converges almost everywhere and in Lp to Hf and
jjHf jjppCpjj f jjp: ð6Þ
The proof can be found in [19]. Let us also recall the well-known formula relating
the Hilbert and the Fourier transforms in L2
Lemma 2.1. Let F : L2-L2 denote the Fourier transform Fð f ÞðxÞ ¼R
e2pixxf ðxÞ dx: Then, the following relation holds for all fAL2:
FðHf ÞðxÞ ¼ ip signðxÞFð f ÞðxÞ: ð7Þ
The previous formula can be seen as the product rule for the Fourier transform of
the convolution vpð1
x
Þ* f ; since ip signðxÞ ¼Fð
1
x
Þ (see also [19]).
We deduce the continuity of H in the Sobolev spaces W 1;p; that will be useful
later on:
Lemma 2.2. Let pA	1;N½ and fAW 1;p: Then, HfAW 1;p; with ðHf Þ0 ¼Hð f 0Þ; and
jjðHf Þ0jjppCpjj f 0jjp ð8Þ
were Cp is the same constant as in Theorem 2.2.
Proof. By using Theorem 2.2, it is enough to show that HfAW 1;p and ðHf Þ0 ¼
Hð f 0Þ: First we consider the case p ¼ 2: By (6) one hasHð f 0ÞAL2; and using (7) and
the relation Fð f 0ÞðxÞ ¼ ixFð f ÞðxÞ (valid for fAW 1;2), we ﬁnd
FðHð f 0ÞÞðxÞ ¼ ip signðxÞFð f 0ÞðxÞ ¼ p signðxÞxFð f ÞðxÞ: ð9Þ
On the other hand,
jxj jFðHf ÞðxÞj ¼ pjxj jFð f ÞðxÞjAL2;
so ðHf Þ0AL2: One has also FððHf Þ0ÞðxÞ ¼ ixFðHf ÞðxÞ ¼ p signðxÞxFð f ÞðxÞ: We
conclude from this and (9) that ðHf Þ0 ¼Hð f 0Þ: We turn to arbitrary pA	1;N½:
From the case p ¼ 2 and an integration by parts in W 1;2 we obtain

Z
Hf ðxÞf0ðxÞdx ¼
Z
Hð f 0ÞðxÞfðxÞ dx 8f ;fAD;
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and thanks to the density of D in W 1;p and Theorem 2.2, this identity holds
for arbitrary fAW 1;p: Since Hð f 0ÞALp; we conclude that ðHf Þ0ALp; with
ðHf Þ0 ¼Hð f 0Þ: &
Let us point out that the previous statements are still valid if one replaces the
function 1
x
by any other even kernel kðxÞ on R satisfying
* jkðxÞjpCx1 for all xAR;
*
R
jxjX2jyj jkðx  yÞ  kðxÞj dxpC for all yAR;
where C is a positive constant. Then, by Theorem 2 in [19, Chapter 2], exactly the
same result as Theorem 2.2 holds for the singular integral operator deﬁned by
f/ lim
e-0
Z
jxyj>e
f ðyÞkðx  yÞ dy;
further, the previous conditions on k imply that FðkÞALNðRÞ; and then a similar
relation as (7) can be obtained (see [19] for details). The same conclusion of Lemma
2.2 follows then easily.
Remark 2.1. For the sake of concreteness we shall deal with the Hilbert transform
H; but our results apply to all the singular integrals deﬁned in terms of the kernels k
previously described.
2.3. Evolutive form of the McKean–Vlasov equation
Let us assume for a while that (2) has a solution P on an interval ½0; T 	; and denote
by ðt; xÞ/uðt; xÞ its density family. By taking expectations in (2), uðt; xÞ is seen to
satisfy the equationZ
uðt; xÞfðxÞ dx ¼
Z
fðxÞu0ðdxÞ þ
Z t
0
Z
½LsfðxÞ þ lHuðs; xÞf
0ðxÞ	
 uðs; xÞ dx ds; 8tA	0; T 	
provided that
R T
0
R
uðt; xÞjHuðt; xÞj dx dtoN (this is not an important restriction: it
is indeed minimal to ensure that the process
R t
0Huðs; XsÞ ds has ﬁnite variation). If
moreover the martingales in (2) are realized as stochastic integrals with respect to
some Brownian motion, then one gets the relationZ
uðt; xÞfðt; xÞ dx ¼
Z
fð0; xÞu0ðdxÞ
þ
Z t
0
Z
@f
@s
ðs; xÞ

þ Lsfðs; xÞ þ lHuðs; xÞf
0ðs; xÞ
	
uðs; xÞ dx;
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8fAC1;2b ; tA	0; T 	 by writing Itoˆ’s formula for fðt; XtÞ and taking expectations. The
evolutive (or ‘‘mild’’) form of the McKean–Vlasov equation (1) can be deduced from
the previous one in the following way: for each tA	0; T 	 and cAD we take f to be a
solution of the backward Cauchy problem associated withLs on ½0; t	  R; such that
fðt; xÞ ¼ cðxÞ: Under our assumptions, this problem has a unique solution (see [9]),
given by fðs; yÞ ¼
R
Gðs; y; t; xÞcðxÞ dx: By Fubini’s theorem we deduce that
uðt; xÞ ¼
Z
Gð0; y; t; xÞu0ðdyÞ þ l
Z t
0
Z
@Gðs; y; t; xÞ
@y
 uðs; yÞHuðs; yÞ dy ds; ð10Þ
if
R t
0
R R
j@Gðs;y;t;xÞ@y jjuðs; yÞ j jHuðs; yÞj dy dx dsoN for all tA	0; T 	: We will refer to (10)
as the mild equation. In general, the three previous equations are not necessarily
equivalent. An advantage of the mild equation (10) is that it can be given a ﬁxed
point formulation. This will be done in Section 3. We begin our study of Eq. (10) by
the ‘‘free’’ term.
2.4. Some Lp estimates
Let p be in ½1;N	: From now on, we assume that
* the initial condition u0 is a function in L
p:
Let us set
U0ðt; xÞ ¼
Z
Gð0; y; t; xÞu0ðyÞ dy; tA	0; T 	; xAR:
We have
Lemma 2.3. (i) If ðAÞ holds, then for all t > 0 one has U0ðt; ÞALp and there is a
positive constant C˜ (not depending on p) such that
jjU0ðtÞjjppC˜jju0jjp for all t > 0:
(ii) If ðAþAnÞ holds, then for all t > 0 one has U0ðt; ÞAW 1;p; and there is a positive
constant Cn (not depending on p) such that
@U0ðtÞ
@x




p
pCnt
1
2jju0jjp for all t > 0:
Proof. From (4) we have jU0ðt; xÞjpCjðgt* ju0jÞðxÞj;8ðt; xÞA	0; T 	  R; so the estimate
in (i) follows by using Young’s inequality:
jj f *gjjppjj f jj1jjgjjp; 8fAL1; gALp and 1pppN: ð11Þ
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Now assume that ðAþAnÞ holds. To show (ii), we take fAD and use (4) and (11)
to see that Z Z
ju0ðyÞj jfðxÞjGð0; y; t; xÞ dx dy
pC
Z
jfðxÞj
Z
ju0ðyÞjgtðx  yÞ dy dx
pCjjfjjpn jju0jjp
oN:
By using Fubini’s theorem and an integration by parts we obtainZ Z
u0ðyÞGð0; y; t; xÞ dyf
0ðxÞ dx
¼ 
Z
u0ðyÞ
Z
@Gð0; y; t; xÞ
@x
fðxÞ dx dy:
Therefore, estimate (5), inequality (11) and Ho¨lder’s inequality give usZ
U0ðt; xÞf
0ðxÞ dx

pCnt12
Z
jfðxÞj
Z
ju0ðyÞjgtðx  yÞ dy dx
pCnt
1
2jjfjjpn jju0jjp;
which provides the result. &
3. Abstract formulation of the mild equation
We will look for function solutions of (10) satisfying similar Lp and W 1;p estimates
as U0: Let us denote by MesT the space of measurable real-valued functions on
½0; T 	  R: Consider pA½1;N	: We deﬁne for uAMesT :
* j jjuj jj0;p;T ¼ sup0ptpT jjuðtÞjjp;
* j jjuj jj1;p;T ¼ sup0ptpT jjuðtÞjjp þ t
1
2
@uðtÞ
@x
 
p

 
;
Then we deﬁne the spaces of functions:
* F0;p;T ¼ fuAMesT : j jjuj jj0;p;ToNg;
* F1;p;T ¼ fuAMesT : j jjuj jj1;p;ToNg:
It is readily checked that these are Banach spaces with the corresponding
application u/j jjuj jj: Notice that if uAF0;2;T ; by Theorem 2.2 we haveR T
0
R
juðt; xÞj jHuðt; xÞj dx dsoN: However, this may not be enough to construct a
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solution P of (2) with the required drift term. The Lemma 3.1 explains why we need
the assumption ðAþAnÞ:
Lemma 3.1. There exists a positive constant CðTÞ such that for all vAF1;p;T ;
sup
0ptpT
t
1
2jjHvðtÞjjNpCðTÞj jjvj jj1;p;T :
Proof. We use the Sobolev embedding of W 1;pðRÞ into LNðRÞ: From Theorem 2.2
and Lemma 2.2 we deduce for tA½0; T41	 that
t
1
2jjHvðtÞjjNpCt
1
2jjvðtÞjjW 1;ppC jjvðtÞjjp þ t
1
2
@vðtÞ
@x




p
 !
:
On the other side, if tA½T41; T 	; one has
t
1
2jjHvðtÞjjNpCt
1
2jjvðtÞjjW 1;ppCT
1
2 jjvðtÞjjp þ t
1
2
@vðtÞ
@x




p
 !
: &
Now, we show that the nonlinear term of (10) makes sense in the spaces we have
just deﬁned, at least for some values of p: We deﬁne for u; vAMesT a measurable
function Bðu; vÞ : ½0; T 	  R- %R by
Bðu; vÞðt; xÞ ¼
Z t
0
Z
@Gðs; y; t; xÞ
@y
uðs; yÞHvðs; yÞ dy ds:
The functional meaning (in the sense of Bochner) of the previous time integral will be
stated in the Proposition 3.1. We need the
Lemma 3.2. Let gtðxÞ ¼ ðc0ptÞ
1
2ec0x
2=t be a Gaussian kernel and pA½1;N	: There is a
positive finite constant cðpÞ such that
jjgtjjppcðpÞt
1
2
þ 1
2p for all t > 0: ð12Þ
The proof is a straightforward computation. The following formula is also
easy to check: if bðe; yÞ ¼
R 1
0 x
e1ð1 xÞy1dx is the Beta function of real parameters
e; y > 0; then Z t
0
se1ðt  sÞy1ds ¼ teþy1bðe; yÞ; 8t > 0: ð13Þ
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Finally, we recall the general version of Young’s inequality: if fALr and gALk;
with 1pr; kpN; and 1
m
¼ 1
r
þ 1
k
 1X0; then,
f *gAL
m and jj f *gjjmpjj f jjrjjgjjk: ð14Þ
Proposition 3.1. Suppose that p; qA½1;N	 satisfy either 2ppoN and p
2
pqoN; or
2opoN and p
2
pqpN: Then, B : ðF ; j jj  j jjÞ2-ðF 0; j jj  j jj0Þ is well defined and
continuous whenever:
(i) ðAÞ holds, F ¼ F0;p;T and F 0 ¼ F0;q;T :
(ii) ðAþAnÞ holds, F ¼ F1;p;T and F 0 ¼ F1;q;T :
In (ii) one has @Bðu; vÞðt; xÞ=@x ¼ 
R t
0
R @Gðs;y;t;xÞ
@x
@½uðs;yÞHvðs;yÞ	
@y dy ds for tA	0; T 	:
Proof. (i) Let u; vAF0;p;T with 2ppoN: From (4), there exists a positive constant
C0 such that
jBðu; vÞðt; xÞjpC0
Z t
0
ðt  sÞ
1
2ðgts * juðsÞHvðsÞjÞðxÞ ds;
8tA½0; T 	; xAR:
We take the Lq norm in the previous inequality and apply then (14), with
m ¼ q; k ¼ p
2
and r ¼ 1þ 1
q
 2
p
 1
(the choice of p and q ensures that r is in the
interval ½1;N½). We obtain
jjBðu; vÞðtÞjjqpC
Z t
0
ðt  sÞ
1
2jjgtsjjrjjuðsÞHvðsÞjjp
2
ds
pC
Z t
0
ðt  sÞ1þ
1
2rjjuðsÞjjpjjvðsÞjjp ds
using also estimate (12), Ho¨lder’s inequality, and inequality (6). Therefore,
jjBðu; vÞðtÞjjqpCt
1
2rj jjuj jj0;p;T j jjvj jj0;p;T ; 8tA½0; T 	: ð15Þ
By taking supremum over tA½0; T 	 we get
j jjBðu; vÞj jj0;q;TpC0ðp; qÞT
1
2rj jjuj jj0;p;T j jjvj jj0;p;T ; 8u; vAF0;p;T ;
where C0ðp; qÞ > 0 is a constant independent of T :
(ii) From (4) we have Gðs; ; t; xÞAW 1;p;8tA	0; T 	: Now, W 1;p is an algebra, so it
follows from Theorem 2.2 and Lemma 2.2 that uðt; ÞHvðt; ÞAW 1;p;8tA	0; T 	: An
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integration by parts then yields
Bðu; vÞðt; xÞ ¼ 
Z t
0
Z
Gðs; y; t; xÞ
@½uðs; yÞHvðs; yÞ	
@y
dy ds:
Let us take fAD and write %Bðu; vÞfðtÞ :¼
R t
0
R R
Gðs; y; t; xÞjfðxÞj j@½uðs;yÞHvðs;yÞ	@y j
dx dy ds: We deduce from (4) that
%Bðu; vÞfðtÞpC
Z t
0
Z
gts*

@uðsÞ
@x

jHvðsÞj þ juðsÞj @HvðsÞ@x


 
 ðxÞjfðxÞj dx ds:
Using Ho¨lder’s inequality, and then Young’s inequality (as applied in (i)), this is
bounded above by
Cjjfjjqn
Z t
0
ðt  sÞ
1
2
þ 1
2r
@uðsÞ
@x




p
jjHvðsÞjjp þ jjuðsÞjjp
@HvðsÞ
@x




p
" #
ds;
where r ¼ ð1þ 1
q
 2
p
Þ1: From (8), (6) and (13) we deduce that
%Bðu; vÞfðtÞpCjjfjjqnT
1
2rj jjuj jj1;p;T j jjvj jj1;p;ToN;
and we can apply Fubini’s theorem and integrate by parts to obtain
Z
Bðu; vÞðt; xÞf0ðxÞ dx ¼
Z t
0
Z

Z
@Gðs; y; t; xÞ
@x
fðxÞ dx
 	

@½uðs; yÞHvðs; yÞ	
@y
dy ds: ð16Þ
Hence, thanks to (5)
Z
Bðu; vÞðt; xÞf0ðxÞ dx

p
C
Z
jfðxÞj
Z t
0
ðt  sÞ
1
2gts*
@uðsÞ
@x

jHvðsÞj þ juðsÞj @HvðsÞ@x


 
ðxÞ ds
 	
dx;
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and by Ho¨lder’s and Young’s inequalities, (6) and (8), we deduceZ
Bðu; vÞðt; xÞf0ðxÞ dx


pCjjfjjqn
Z t
0
ðt  sÞ1þ
1
2r jjuðsÞjjp
@vðsÞ
@x




p
þ
@uðsÞ
@x




p
jjvðsÞjjp
" #
ds:
The deﬁnition of j jj  j jj1;p;T and formula (13) yieldZ
Bðu; vÞðt; xÞf0ðxÞ dx


pCjjfjjqn
Z t
0
s
1
2ðt  sÞ1þ
1
2rj jjuj jj1;p;T j jjvj jj1;p;T ds
pCjjfjjqnt
1
2
þ 1
2rj jjuj jj1;p;T j jjvj jj1;p;T ; 8A	0; T 	;
which shows that
@Bðu; vÞðtÞ
@x




q
pCt
1
2þ
1
2rj jjuj jj1;p;T j jjvj jj1;p;T ; 8tA	0; T 	:
From this and (15) we conclude that
j jjBðu; vÞj jj1;q;TpC1ðp; qÞT
1
2rj jjuj jj1;p;T j jjvj jj1;p;T for all u; vAF1;p;T ;
where C1ðp; qÞ > 0 does not depend on T : The asserted expression for
@Bðu;vÞðt;xÞ
@x is
obtained by applying Fubini’s theorem in (16), where the triple integral is absolutely
convergent. &
Whenever 2ppoN and u0ALp; Lemma 2.3 and Proposition 3.1 give a correct
sense to the abstract equation
u ¼ U0 þ lBðu; uÞ; uAF ð17Þ
on the spaces F ¼ F1;p;T under the condition ðAþAnÞ and on the spaces F ¼ F0;p;T
if only ðAÞ is satisﬁed.
4. Existence and uniqueness results for the mild equation
We assume throughout the Section 4 that
* u0 is in L
p and 2ppoN:
To prove existence for (17) we will use the following standard contraction
argument, adapted from [4]:
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Lemma 4.1. Let ðF ; j jj  j jjÞ be a Banach space, B˜ : F  F :-F a bilinear application
and yAF : Suppose that there exists a positive constant L such that
j jjB˜ðx1; x2Þj jjpLj jjx1j jj j jjx2j jj
for all x1; x2AF : If 4Lj jjyj jjo1; then for all gA½j jjyj jj; 14L½ there exists a unique
solution of
x ¼ y þ B˜ðx; xÞ
in the ball BRg ¼ fxAF : j jjxj jjpRgg; where Rg ¼
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
14Lg
p
2L : The solution x satisfies
j jjxj jjp2g:
Proof. We write R ¼ Rg: It is readily seen that R satisﬁes gþ LR2 ¼ R and Rp2g:
Let us set
JðxÞ :¼ y þ B˜ðx; xÞ:
Then, for x; x0ABR one has
j jjJðxÞ  Jðx0Þj jjp j jjB˜ðx  x0; x0Þj jj þ j jjB˜ðx0; x  x0Þj jj
p 2LRj jjx  x0j jj;
and 2LRo1: On the other side, j jjJðxÞj jjpgþ LR2 ¼ R; so J :BR-BR is a
contraction. The lemma follows from Banach’s ﬁxed point theorem. &
4.1. Local existence
Theorem 4.1. Assume that ðAþAnÞ holds and that 2ppoN: There is a positive
constant G1ðpÞ such that Eq. (10) has a solution in F1;p;T ; for all T > 0 and u0ALp
verifying
T
1
2
 1
2pjju0jjpo
1
jljG1ðpÞ
:
Proof. From Proposition 3.1 one has for any T > 0
j jjlBðu; vÞj jj1;p;Tp jljC1ðp; pÞT
1
2
 1
2pj jjuj jj1;p;T j jjvj jj1;p;T
8u; vAF1;pT ; ð18Þ
where C1ðp; pÞ > 0 does not depend on T : We apply Lemma 4.1 to the space
F ¼ F1;p;T ; the bilinear mapping B˜ ¼ lB and y ¼ U0: Then, a solution uAF1;p;T to the
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abstract equation (17) exists if
4jljC1ðp; pÞT
1
2
 1
2pj jjU0j jj1;p;To1: ð19Þ
By Lemma 2.3 there is a positive constant %C such that j jjU0j jj1;p;Tp %Cjju0jjp: Thus,
if we deﬁne G1ðpÞ ¼ 4 %C  C1ðp; pÞ; the choice of T
1
2
1
2pjju0jjpo 1jljG1ðpÞ ensures that
condition (19) is met, and existence follows in the centered ball of radius Rg (where
g ¼ %Cjju0jjp). &
4.2. Solutions in L1
Solutions of (1) in L1 are needed to provide a probabilistic interpretation of the
equation. We cannot expect to apply the previous contraction argument when p ¼ 1
because of the noncontinuity of H in L1 (see [19]). Indeed, the obtained solutions
take values in L1 as soon as u0AL1: This is a consequence of Proposition 3.1 as we
show in
Lemma 4.2. Let ðAþAnÞ hold, and assume that u0ALp-Lq; where 2ppoN and
p
2pqpN:
(i) If uAF1;p;T is a solution of (17), then uAF1;r;T for all rA½p4q; p3q	:
(ii) We deduce that if u0AL1-Lp; then uAF1;r;T for all rA½1; p	:
Proof. Recall that if 1pr1prpr2oN; then Lr1-Lr2DLr with
jj f jjrrpjj f jjr1r1 þ jj f jj
r2
r2
; 8fALr1-Lr2 : ð20Þ
(i) Let uAF1;p;T be a solution of (17). We consider three cases: (a) 2ppoN and
p
2
pqoN; (b) 2opoN and p
2
pqpN; (c) p ¼ 2 and q ¼N: In (a) and (b) we deduce
from Proposition 3.1 that Bðu; uÞAF1;r;T for all rA½p4q; p3q	: Thanks to (20), one
has u0ALr and by the Lemma 2.3, U0AF1;r;T : We conclude that uAF1;r;T :
In case (c), we have u0ALq
0
for all 2oq0oN by (20), and case (a) applied to p ¼ 2
and q0 implies that uAF1;q0 ;T : We apply now case (b) to p0 ¼ q0 and q ¼N and we
conclude that uAF1;N;T :
(ii) Assume now that u0AL1-Lp and that rA½1; p½: The integer l ¼ lðr; pÞ deﬁned
by l ¼ ln pln r
ln 2
h i
is nonnegative, and one has 1pp
2
o2lrpp: Thanks to (20), u0 belongs
to L1-L2l r and from part (i) we deduce that uAF1;2l r;T : Now, (20) also implies that
u0AL1-L2ðl1Þr and then uAF1;2ðl1Þr;T : We conclude by repeating l times this
argument. &
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Remark 4.1. The results so far in this section are valid under hypothesis ðAÞ; if one
replaces the spaces F1;p;T by the spaces F0;p;T (one uses parts (i) of Lemma 2.3 and of
Proposition 3.1).
4.3. Global uniqueness
We next prove a uniqueness result for (10) (this is a key point for the probabilistic
results).
Lemma 4.3. Let g : ½0; T 	-Rþ be a bounded measurable function, and suppose that
there are positive constants C and y such that
gðtÞpC
Z t
0
ðt  sÞy1gðsÞ ds; ð21Þ
for all tA½0; T 	: Then,
gðtÞpC2bðy; yÞ
Z t
0
ðt  sÞ2y1gðsÞ ds:
Proof. Iterating once inequality (21) and using Fubinis’s theorem, we have
gðtÞpC2
Z t
0
ðt  sÞy1
Z s
0
ðs  rÞy1gðrÞ dr ds
¼C2
Z t
0
gðrÞ
Z t
r
ðt  sÞy1ðs  rÞy1 ds
 	
dr:
We conclude since
R t
r
ðt  sÞy1ðs  rÞy1 ds ¼ ðt  rÞ2y1
R 1
0
ð1 tÞy1ty1 dt: &
Proposition 4.1. Suppose that 2ppoN and let u0ALp be given. We assume only ðAÞ:
For all T > 0 Eq. (10) has at most one solution in F0;p;T :
Proof. Let u and v be two solutions in F0;p;T : Then, for all tA	0; T 	 we have
uðt; xÞ  vðt; xÞ ¼ lðBðu; u  vÞðt; xÞ þ Bðu  v; vÞðt; xÞÞ
for almost every xAR; and proceeding as in Proposition 3.1 with q ¼ p; r ¼ p
p1
 
we obtain
jjuðtÞ  vðtÞjjppC
Z t
0
ðt  sÞ
1
2
 1
2pjjuðsÞjjpjjuðsÞ  vðsÞjjp ds
þ C
Z t
0
ðt  sÞ
12
1
2pjjvðsÞjjpjjuðsÞ  vðsÞjjp ds
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pCðj jjuj jj0;p;T þ j jjvj jj0;p;T Þ

Z t
0
ðt  sÞ
1
2
 1
2p
 jjuðsÞ  vðsÞjjp ds;
for all tA	0; T 	: Applying twice the previous lemma ( ﬁrst with y ¼ 1
2
 1
2p
and then
with y ¼ 1 1
p
), we obtain
jjuðtÞ  vðtÞjjppCðj jjuj jj0;p;T þ j jjvj jj0;p;T Þ
Z t
0
ðt  sÞ
12
pjjuðsÞ  vðsÞjjp ds
pCðTÞðj jjuj jj0;p;T þ j jjvj jj0;p;T Þ
Z t
0
jjuðsÞ  vðsÞjjp ds;
for all tA	0; T 	; and CðTÞ a positive constant, since 1X2
p
: By Gronwall’s lemma, we
conclude that uðt; xÞ ¼ vðt; xÞ; dx  a:e: for all tA½0; T 	: &
4.4. On the regularity of a given solution
Theorem 4.1 provides local existence in F1;p;T ; and thanks to Proposition 4.1, it
also implies the regularity of the solutions u being a priori only in the space F0;p;T :
Lemma 4.4. If uAF0;p;T is a solution of (10) and ðAþAnÞ holds, then u belongs to
F1;p;T and j jjuj jj1;p;TpCðTÞj jjuj jj0;p;T :
Proof. For every rA	0; T 	 and tA½0; T  r	 we may write
Bðu; vÞðr þ t; xÞ ¼
Z r
0
Z
@
@y
Z
Gðs; y; r; zÞGðr; z; r þ t; xÞ dz
 	
 uðs; yÞHvðs; yÞ dy ds
þ
Z tþr
r
Z
@Gðs; y; t þ r; xÞ
@y
 uðs; yÞHvðs; yÞ dy ds
using the identity Gðs; y; r þ t; xÞ ¼
R
Gðs; y; r; zÞGðr; z; r þ t; xÞ dz (see [9]). Proceeding
as in Proposition 3.1, one checks that the triple integral
Z r
0
Z Z
@
@y
Gðs; y; r; zÞGðr; z; r þ t; xÞ

juðs; yÞHvðs; yÞj dz dy ds
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is in LpðdxÞ: By Fubini’s theorem and a change of variable it follows that
Bðu; uÞðr þ t; xÞ ¼
Z
Bðu; uÞðr; zÞGðr; z; r þ t; xÞ dz þ BðrÞðuðrÞ; uðrÞÞðt; xÞ;
where we use the notation BðrÞð %u; %vÞ ¼
R t
0
R @Gðrþs;y;rþt;xÞ
@y %uðs; yÞH%vðs; yÞ dy ds and
uðrÞðsÞ ¼ uðr þ sÞ; vðrÞðsÞ ¼ vðr þ sÞ for all sA½0; T  r	: Let us write U0;rðtÞ :¼ U0ðr þ
tÞ þ l
R
Bðu; uÞðr; zÞGðr; z; r þ t; Þ dz: By similar arguments we deduce that
U0;rðt; xÞ ¼
R
uðr; zÞGðr; z; r þ t; xÞ dz; and it follows that uðrÞ is a solution in F0;p;Tr
of the equation
vðt; xÞ ¼ U0;rðt; xÞ þ lBðrÞðv; vÞðt; xÞ: ð22Þ
Of course, all the results for B and (10) apply to BðrÞ and (22) with the same
constants.
From Lemma 2.3 one has j jjU0;rj jj1;p;T 04ðTrÞp %Cj jjuj jj0;p;T for all 0oT 0oT : If we
choose T 0 small enough so that
ðT 0Þ
1
2
 1
2pj jjuj jj0;p;To
1
jljG1ðpÞ
(where G1ðpÞ ¼ 4 %C  C1ðp; pÞ is the constant of Theorem 4.1) then
j jjU0;rj jj1;p;T 04ðTrÞp %Cj jjuj jj0;p;To
1
4jljðT 0Þ
1
2
 1
2pC1ðp; pÞ
for all rA½0; T 	: Thus, from Lemma 4.1 we deduce for each rA½0; T 	 that Eq. (22) has
a solution in F1;p;T 0 (in the ball of radius Rg; g ¼ %Cj jjuj jj0;p;T Þ: Let us take rk :¼ k
T 0
2
; for
k ¼ 0;y; N :¼ ½2T
T 0
	: There is uniqueness for (22) in the space F0;p;T 04ðTrN Þ for each
r ¼ rk (cf. Proposition 4.1 also applies to that equation), and this implies that the
function uðrkÞ :¼ uðrk þ Þ is in F1;p;T 04ðTrN Þ for all k ¼ 0;y; N: But one has uðrkÞðtÞ ¼
uðrk1Þ
T 0
2
þ t
 
for all tA 0; T
0
2
4T
 
and k ¼ 1;y; N; so we conclude that
uðrkÞ;
@uðrk Þ
@x AF0;p;T 04ðTrN Þ for k ¼ 1;y; N ; implying that uAF1;p;T : The estimate for
the norm follows from the fact that for all tA 0; T
0
2
4T
 
and k ¼ 1;y; N; one has
ðrk þ tÞ
1
2jj@uðrkþtÞ@x jjppCðT 0Þðrk þ tÞ
1
2 t þ T
0
2
 1
288
@urk1 ðtþ
T 0
2
Þ
@x 88ppCðTÞj jjuj jj0;p;T : &
Remark 4.2. We can now improve the constant G1ðpÞ of Theorem 4.1. Indeed, a
similar existence statement as therein holds in the space F0;p;T ; with a constant G0ðpÞ
which is smaller than G1ðpÞ (see Remark 4.1 and the proofs of Proposition 3.1 and
Theorem 4.1). Together with Lemma 4.4, this gives us the existence of a solution u of
(10) in F1;p;T under ðAþAnÞ if T
1
2
 1
2pjju0jjpo 1jljG0ðpÞ:
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4.5. Global existence
If u0AL1-Lp (with 2ppoN) we can prove existence of a global solution
of (10), at least when jju0jj1jlj is small (that is, smaller than a constant depending
on s and b). We only need to perform little changes on the previous
arguments.
We assume here that ðAÞ holds. For uAMesT ; set j jjuj jjx0;p;T :¼
sup0otpT t
1
2
 1
2pjjuðtÞjjp: Then, deﬁne for each pA½2;N½ the Banach space F
x
0;p;T of
functions u verifying j jjuj jjx0;p;ToN:
Thanks to estimate (4) and Lemma 3.2, we can use Young’s inequality (11)
to see that U0AF x0;p;T ; and that j jjU0j jj
x
0;p;TpCðpÞjju0jj1 (the positive constant
CðpÞ depends only on s; b and p). By similar arguments as in Proposition 3.1,
one shows the existence of a constant Cx0ðp; pÞ > 0 such that for all T > 0 and
u; vAFx0;p;T
j jjlBðu; vÞj jjx0;p;TpjljCx0ðp; pÞj jjuj jjx0;p;T j jjvj jjx0;p;T :
Notice that here, the constants do not depend on T :
We deﬁne now j jj  j jjx0;p;N; and the spaces F
x
0;p;N and F0;p;N in the obvious way for
measurable functions u : ½0;N½R-R: We have
Theorem 4.2. Let ðAÞ hold and p be in ½2;N½: There is a positive constant Gx0ðpÞ such
that if jju0jj1o 1jljGx0ðpÞ; then Eq. (10) has a solution u in the space F
x
0;p;N: If one has further
u0AL1-Lp; then this solution is in F0;p;N:
Proof. Let us take Gx0ðpÞ :¼ 4CðpÞ  C
x
0ðp; pÞ: If jju0jj1o 1jljGx0ðpÞ holds, one has
4jljCx0 ðp; pÞj jjU0j jj
x
0;p;To1
for every TA	0;N	; and the constant g :¼ j jjU0j jjx0;p;N satisﬁes j jjU0j jj
x
0;p;Tp
go 1
4jljCx
0
ðpÞ:
Therefore, by Lemma 4.1, for each T > 0 Eq. (10) has a unique solution uT
in the ball of radius Rg (independent of T) of the space F
x
0;p;T : Since
j jjuT j jjx0;p;T 0pj jjuT j jjx0;p;TpRg if T 0pT ; we deduce that uT coincides with uT
0
on
the interval 	0; T 0	; and we have a global solution u deﬁned by uðtÞ ¼ uT ðtÞ
for tAð0; T 	: That uAFx0;p;N follows from the fact that j jjuj jj
x
0;p;Tp2g for all T > 0
(see Lemma 4.1).
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Now assume further that u0AL1-Lp; with jju0jj1o 1jljGx0ðpÞ; and let u denote the
global solution just found. By Remark 4.1, there exists Tn > 0 such that (10) has a
solution v in F0;p;Tn : One has j jjvj jjx0;p;TpT
1
2
 1
2pj jjvj jj0;p;Tn for all 0oTpTn; and then
j jjvj jjx0;p;T-0 as T-0: Thus, for T small enough, we have vAF
x
0;p;T-BRg ðg given
above) and we conclude that u ¼ v on ½0; T 	: &
When 2ppoN; the constant Cp of Theorem 2.2 has the form Cp ¼ Ap for some
positive A (see [19]). Then, one can check that in the previous theorem
Gx0ðpÞ ¼ 4C
2
0A
c0
p
 1
2ðp  1Þ
1
2
1
2pp
1
2
" #
b
1
p
;
1
2

1
2p
 
with C0; c0 the constants in (4). This expression is minimized when p ¼ 2: In
particular if u0AL1 is a probability density, a solution u of (10) in F x0;2;N exists
if jljo 1
Gx0ð2Þ
:
5. The nonlinear martingale problem
In the previous section we have obtained existence, uniqueness and
regularity results for (1). We will now study the martingale problem (2). We
consider a ﬁxed time interval ½0; T 	 with 0oToN; and make the following
assumptions:
* u0 is a function in L
1-Lp for some 2pppN:
* the coefﬁcients of L satisfy the condition ðAþAnÞ:
Notice that we do not ask u0 to be a probability density. We will give a
probabilistic interpretation of Eq. (1) for general u0AL1-Lp through the
same method developed in [10]: we deﬁne a ‘‘weight’’ function h in terms of u0 by
setting hðxÞ :¼ u0ðxÞ
jju0 jj1
ju0ðxÞj
(with the convention ‘‘0
0
¼ 0’’). Then, with any probability
measure QAPðCð½0; T 	;RÞÞ we associate a family of signed measures ðQ˜tÞtA½0;T 	
deﬁned by
Q˜tðBÞ ¼ EQð1BðXtÞhðX0ÞÞ; ð23Þ
where X is the canonical process in Cð½0; T 	;RÞ: The signed measure Q˜t is absolutely
continuous with respect to Qt and it is bounded, with total mass less than jju0jj1: If Pt
is absolutely continuous with respect to the Lebesgue measure for all t and r is its
densities family, we denote by *rt the family of densities of P˜t (we take bi-measurable
versions of them both, whenever they exist).
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We deﬁne now a nonlinear martingale problem as follows: to ﬁnd
PAPðCð½0; T 	;RÞÞ such that

 fðt; XtÞ  fð0; X0Þ 
Z t
0
@f
@s
ðs; XsÞ þLsfðs; XsÞ ds þ l
Z t
0
H *rðs; XsÞf
0ðs; XsÞ
 	
ds;
0ptpT ; is a continuous P-martingale for all fAC1;2b ;

 XtBPtðdxÞ; P0ðdxÞ ¼
ju0ðxÞj
jju0jj1
dx and PtðdxÞ ¼ rðt; xÞdx; tA	0; T 	: ð24Þ
Before stating our main result, we need the
Deﬁnition 5.1. Let 2ppoN and 0oTpN: We denote by PTp the space of
probability measures P on Cð½0; T 	;RÞ such that for all tA½0; T 	 the marginal Pt is
absolutely continuous with respect to the Lebesgue measure, and such that its
density family ðt; xÞ/rðt; xÞ is bi-measurable and belongs to F0;m;T for some
2pmpp:
In what follows, we shall prove
Theorem 5.1. Assume that ðAþAnÞ holds and that u0AL1-Lp for some pA½2;N½:
For every T > 0; the nonlinear martingale problem (24) has at most one solution P in
the class PTp : Further, there exists a solution P in P
T
p with density family r iff there
exists in F0;p;T a solution u of (10) with initial condition u0: In that case, one has u ¼ *r
and r; *rAF1;p;T :
If G0ðpÞ and Gx0ðpÞ are the constants of Remark 4.2, and of Theorem 4.2,
respectively, we immediately deduce
Corollary 5.1. If the assumptions of Theorem 5.1 hold, and if one of the conditions
T
1
2
 1
2pjju0jjpo 1jljG0ðpÞ or jju0jj1o
1
jljGx0ðpÞ
is satisfied, then problem (24) has a unique solution
in PTp :
The proof of Theorem 5.1 will be done in several steps.
5.1. Uniqueness
Proposition 5.1. (i) If PAPTp is a solution of (24), then one has *rAF1;p;T and it is a
solution of the mild equation (10).
(ii) We deduce the uniqueness of (24) in the class PTp :
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Proof. (i) Suppose that PAPTp is a solution of (24), with densities rðt; xÞ: It is readily
seen that *r belongs to F0;p;T ; and since *rAF0;1;T we deduce from (20) that r; *rAF0;2;T :
Let us now take a function cAD: With help of estimate (4), Young’s inequality (11)
and Ho¨lder’s inequality, it is seen that
Z t
0
Z Z
@Gðs; y; t; xÞ
@y

j *rðs; yÞj jH *rðs; yÞj jcðxÞj dx dy ds
pCjjcjjN
Z t
0
ðt  sÞ
1
2jj *rðsÞjj2jjH *rðsÞjj2 dsoN:
For every ﬁxed tA½0; T 	 and rA	0; T  t	; we choose in (25) the C1;2b -function
deﬁned for 0pspt and yAR by frðs; yÞ ¼
R
Gðs; y; t þ r; xÞcðxÞ dx: Then, we
multiply (24) by hðX0Þ; and take expectations. Thanks to the estimateR
jf0rðs; yÞjjH *rðs; yÞjj *rðs; yÞj dypCjjcjjNðt  sÞ
1
2jj *rðsÞjj2jjH *rðsÞjj2;8rA	0; T  t	; and
Lebesgue’s theorem, we can pass to the limit as r-0 in the obtained expression,
and conclude by Fubini’s theorem that
*rðt; xÞ ¼
Z
Gð0; y; t; xÞu0ðyÞ dy
þ l
Z t
0
Z
@Gðs; y; t; xÞ
@y
 *rðs; yÞH *rðs; yÞ dy ds:
By Lemma 4.4, we have *rAF1;p;T : This proves (i).
(ii) Let P; QAPTp be two solutions of (24). By the results in (i) and by Proposition
4.1, the densities of P˜ and Q˜ are in F0;2;T and are equal to the unique solution u of
(10) in that space. Thus, P and Q solve the linear martingale problem of ﬁnding
RAPðCð½0; T 	;RÞÞ such that

 fðt; XtÞ  fð0; X0Þ 
Z t
0
@f
@s
ðs; XsÞ þLsfðs; XsÞ ds þ lHuðs; XsÞf
0ðs; XsÞ
 	
ds;
0ptpT is a continuous R-martingale; for all fAC1;2b ;

 XtBRtðdxÞ; R0ðdxÞ ¼
ju0ðxÞj
jju0jj1
dx: ð25Þ
If we take expectations (without multiplying by hðX0Þ) and we proceed as above, we
check that the densities of P and of Q satisfy
wðt; xÞ ¼
Z
Gð0; y; t; xÞ
ju0ðyÞj
jju0jj1
dy
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þ l
Z t
0
Z
@Gðs; y; t; xÞ
@y
 wðs; yÞHuðs; yÞ dy ds; ð26Þ
and uniqueness for this linear equation holds in the space F0;2;T (the proof is similar
as in Proposition 4.1).
Now, consider the shift Dn; nAN; deﬁned on Cð½0; T 	;RÞ by DnðyÞ ¼ yð1n þ Þ: If we
denote Pn ¼ P 3D1n ; Q
n ¼ Q 3D1n ; then P
n and Qn solve the problem of ﬁnding R
such that

 fðt; XtÞ  fð0; X0Þ 
Z t
0
@f
@s
ðs; XsÞ þLsfðs; XsÞ ds

þ l
Z t
0
Hu
1
n
þ s; Xs
 
f0ðs; XsÞ
	
ds;
0ptpT is a continuous R-martingale; for all fAC1;2b ;

 XtBRtðdxÞ; R0ðdxÞ ¼ w
1
n
; x
 
dx; ð27Þ
where w is the solution of (26). By Lemma 3.1, the coefﬁcients in (27) are bounded,
so we have a well-posed martingale problem (see [20]). We conclude that Pn ¼ Qn for
all nAN and then P ¼ Q; since Pn-P and Qn-Q: &
5.2. Existence
We assume now that u is a given solution of (10) in the space F0;p;T ðpA½2;N½Þ
with initial condition u0ALp-L1: We will associate with it a solution P of (24) in the
class PTp ; such that *r (the density family of P˜) equals u: This will be done by an
approximation argument. Notice that uAF1;1;T-F1;p;T from Lemmas 4.2 and 4.4,
and that is enough to prove existence of a solution P in the class PT2 : Indeed, if
rAF0;2;T is the family of densities of P; then r is a solution of (26) (see Proposition
5.1). We conclude that rAF1;p;T by the following
Remark 5.1. If uAF1;p;T-F1;1;T ; then the same conclusions of Lemmas 4.2 and 4.4
are valid for the linear equation (26). In particular, if wAF0;2;T-F0;1;T is a solution of
(26) with u0ALp-L1; then w belongs to F1;p;T :
Proof. The proof of Lemma 4.2 is very easily adapted to the linear equation (26)
since uAF1;p;T-F1;1;T : On the other side, if we set %U0ðt; xÞ :¼
R
Gð0; y; t; xÞ ju0ðyÞjjju0 jj1 dy; the
mapping v/ %U0 þ lBðv; uÞ is a contraction in F1;p;T 0 if T 0 is small enough. Thus, we
have a local existence result for Eq. (26), and then the arguments in the proof
of Lemma 4.4 can be easily applied to prove the analogous statement in the linear
case (26). &
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Let us recall an alternative deﬁnition of the Hilbert transform in L2: For
all e > 0; set
weðxÞ :¼
x
x2 þ e2
;
and deﬁne
HðeÞf ðxÞ ¼ ðwe * f ÞðxÞ
for all fAL2: The convergence of HðeÞf toHf is a well known fact. We prove it in
the next lemma, along with some useful estimates:
Lemma 5.1. For all fAL2; and e > 0 one has
jjHðeÞf jj2pjjHf jj2pC2jj f jj2; ð28Þ
and HðeÞf converges in L2 to Hf : If further fAW 1;2; then
@HðeÞf
@x




2
p @Hf
@x




2
pC2
@f
@x




2
: ð29Þ
Proof. It is easily checked that F 1
x2þe2
 
ðxÞ ¼ pee
jxje: Since we belongs to L
2; we
deduce that FðweðxÞÞðxÞ ¼ i
@
@x
p
ee
jxje
 
ðxÞ ¼ ip signðxÞejxje almost everywhere.
Hence,
FðHðeÞf ÞðxÞ ¼ ip signðxÞejxjeFð f Þ
and then we conclude (28) from (7) and (6). The convergence can be obtained
by using Lebesgue’s theorem, since FðHðeÞf ÞðxÞ-FðHf ÞðxÞ almost everywhere as
e-0: Inequality (29) follows by multiplying by ix the last identity. &
Let now en be a sequence converging to 0: Since wen is bounded for each n; the
function ðt; xÞ/HðenÞuðt; xÞ is bounded on ½0; T 	  R: Thus (see [20]), the following
martingale problem is well posed: to ﬁnd QAPðCð½0; T 	;RÞÞ such that

 fðt; XtÞ  fð0; X0Þ 
Z t
0
@f
@s
ðs; XsÞ þLsfðs; XsÞ ds þ lHðenÞuðs; XsÞf
0ðs; XsÞ
 	
ds
is a continuous Q-martingale; for all fAC1;2b ;

 XtBQtðdxÞ for all tA½0; T 	; Q0ðdxÞ ¼
ju0ðxÞj
jju0jj1
dx: ð30Þ
We denote by QðnÞ the unique solution of (30), and associate with Q
ðnÞ
t a family of
signed measures Q˜
ðnÞ
t as in (23). The fact that s2ðt; xÞXd > 0 8ðt; xÞ; implies that Q
ðnÞ
t
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has a density with respect to the Lebesgue measure for each tA½0; T 	 and then
the same is true for Q˜
ðnÞ
t : For each nAN; there exist bi-measurable versions
ðt; xÞ/wðnÞðt; xÞ and ðt; xÞ/w˜ðnÞðt; xÞ of the densities of the families QðnÞt and Q˜
ðnÞ
t
respectively (cf. [17, p. 194]).
Lemma 5.2. We have w˜ðnÞðtÞ; wðnÞðtÞAL2 for all tA½0; T 	 and nAN; and
sup
nAN
j jjw˜ðnÞj jj0;2;T ; sup
nAN
j jjwðnÞj jj0;2;ToN: ð31Þ
Moreover, the sequences w˜ðnÞ; wðnÞ converge pointwisely on ½0; T 	 in L2; and in
L1ð½0; T 	; L2Þ to u and w respectively, w being a solution of (26).
Proof. Thanks to Lemma 5.1, we can use again (4) and Young’s inequality to
verify that
Z t
0
Z Z
@Gðs; y; t; xÞ
@y

 jwðnÞðs; yÞj jHðenÞuðs; yÞj jcðxÞ0j dx dy dsoN
for all cAD: We proceed then as in Proposition 5.1 to see that w˜ðnÞ satisﬁes
the equation
w˜ðnÞðt; xÞ ¼
Z
Gð0; y; t; xÞu0ðyÞ dy
þ l
Z t
0
Z
@Gðs; y; t; xÞ
@y
 w˜ðnÞðs; yÞHðenÞuðs; yÞ dy ds: ð32Þ
In a similar way (now without multiplying by hðX0Þ) it is seen that
wðnÞðt; xÞ ¼
Z
Gð0; y; t; xÞ
ju0ðyÞj
jju0jj1
dy
þ l
Z t
0
Z
@Gðs; y; t; xÞ
@y
 wðnÞðs; yÞHðenÞuðs; yÞ dy ds: ð33Þ
By taking the L2 norm in (32), we deduce with help of (4), Young’s inequality (11)
and Lemmas 2.3 and 3.2 that
jjw˜ðnÞðtÞjj2pCjju0jj2 þ C
Z t
0
ðt  sÞ
3
4jjw˜ðnÞðsÞjj1jjH
ðenÞuðsÞjjN dsoN; ð34Þ
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so wðnÞAL2; 8tA½0; T 	; nAN: Now, using Young’s inequality and Ho¨lder’s inequal-
ity we obtain from (32)
jjw˜ðnÞðtÞjj2pCjju0jj2 þ C
Z t
0
ðt  sÞ
3
4jjw˜ðnÞðsÞjj2jjH
ðenÞuðsÞjj2 ds
pCjju0jj2 þ Cj jjuj jj0;2;T
Z t
0
ðt  sÞ
3
4jjw˜ðnÞðsÞjj2 ds:
Iterating the previous estimate gives jjw˜ðnÞðtÞjj2pC þ C
R t
0ðt  sÞ
1
2jjw˜ðnÞðsÞjj2 ds; and a
new iteration yields
jjw˜ðnÞðtÞjj2pC þ C
Z t
0
jjw˜ðnÞðsÞjj2 ds; 8tA½0; T 	; nAN:
By Gronwall’s lemma we conclude. The uniform L2 estimate on wðnÞ is
obtained in exactly the same way. Let us now show the convergence w˜ðnÞ-u:
By taking the L2 norm of uðtÞ  wðnÞðtÞ and proceeding as above it
follows that
jjuðtÞ  w˜ðnÞðtÞjj2pC
Z t
0
ðt  sÞ
3
4jjw˜ðnÞðsÞjj2jjH
ðenÞuðsÞ HuðsÞjj2 ds
þ C
Z t
0
ðt  sÞ
3
4jjHuðsÞjj2jjw˜
ðnÞðsÞ  uðsÞjj2 ds:
We use (31) and iterate twice the last inequality to obtain
jjuðtÞ  w˜ðnÞðtÞjj2pC
Z t
0
aðt  sÞjjHuðsÞ HðenÞuðsÞjj2 ds
þ C
Z t
0
jjuðsÞ  w˜ðnÞðsÞjj2 ds; ð35Þ
where aðsÞ ¼ s
3
4 þ s
1
2 þ s
1
4 þ 1
 	
: Since we cannot bound the ﬁrst integral
in (35) by a quantity independent of t that goes to 0, we cannot apply Gronwall’s
lemma at this point. However, if we integrate (35) between 0 and rA½0; T 	
we obtainZ r
0
jjw˜ðnÞðtÞ  uðtÞjj2 dtpC
Z T
0
Z t
0
aðt  sÞjjHðenÞuðsÞ HuðsÞjj2 ds dt
þ C
Z r
0
Z t
0
jjw˜ðnÞðsÞ  uðsÞjj2 ds dt:
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Now (by Gronwall’s lemma) we deduce that
Z r
0
jjw˜ðnÞðtÞ  uðtÞjj2 dtpC
Z T
0
Z t
0
aðt  sÞjjHðenÞuðsÞ HuðsÞjj2 ds dt; 8rA½0; T 	:
The right-hand side converges to 0, as a double application of Lebesgue’s theorem
shows (use Lemma 5.1). Taking r ¼ T gives the convergence in L1ð½0; T 	; L2Þ; and the
pointwise convergence in L2 on ½0; T 	 follows then from (35). By repeating the same
reasoning with the difference wðmÞðtÞ  wðnÞðtÞ; n; mAN; we show that wðnÞ is a
Cauchy sequence in L1ð½0; T 	; L2Þ; and that wðnÞðtÞ is also Cauchy in L2; 8tA½0; T 	:
Consequently, there is pointwise convergence of wðnÞ in L2 on the interval ½0; T 	 to a
limit wAL1ð½0; T 	; L2Þ: Estimate (31) implies that wAF0;2;T ; and using the fact thatZ t
0
Z
@Gðs; y; t; Þ
@y
ðwðnÞðs; yÞHðenÞuðs; yÞ  wðs; yÞHuðs; yÞÞ dy ds




2
is bounded above by C
R t
0ðt  sÞ
3
4½jjwðnÞðsÞ  wðsÞjj2 þ jjH
ðenÞuðsÞ HuðsÞjj2	 ds
(which goes to 0 as n-N from the previous results), we pass to the limit on n in
Eq. (32) to conclude that w solves (26). This completes the proof of the lemma. &
Lemma 5.3. The sequence ðQðnÞ; nANÞ is tight.
Proof. For each n we know that QðnÞ is the law of a weak solution of the SDE
dXt ¼ sðt; XtÞ dWt þ bðt; XtÞ dt þ lHðenÞuðt; XtÞ dt;
X0B
ju0ðxÞj
jju0 jj1
dx;
(
jointly realized with a Brownian motion W in some suitable probability space
[12, Proposition 5.4.11]. Let X ðnÞ denote such a solution. The laws of X ðnÞ are
tight if the laws of the processes Y ðnÞ :¼
R 
0
s t; X ðnÞt
 
dWt þ
R 
0
b t; X ðnÞt
 
dt and
ZðnÞ :¼
R 
0H
ðenÞu t; X ðnÞt
 
dt (separately) are shown to be tight. For Y ðnÞ we easily
apply Kolmogorov’s criterion because the coefﬁcients s and b are bounded
functions. For ZðnÞ we use Aldous’ criterion: consider positive y and D; and let
Rn; Sn be stopping times in the ﬁltration of ZðnÞ such that 0pRnpSnpT and
Sn  RnpD: Thanks to Lemmas 3.1 and 5.1 we have
Z Sn
Rn
jHðenÞuðt; X ðnÞt Þj dtpC
Z Sn
Rn
t
1
2j jjHðenÞuj jj1;2;T dt
pC S
1
2
n  R
1
2
n
 
j jjuj jj1;2;TpCD
1
2: &
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Proposition 5.2. Every accumulation point of the sequence QðnÞ is a solution of (24).
Proof. Let us denote by P the limit of a convergent subsequence renamed QðnÞ: From
Lemma 5.2 we deduce that PtðdxÞ ¼ wðt; xÞ dx for all tA½0; T 	: Now let us take
fAC1;2b ; 0ps1p?psmpsot and f :Rm-R a continuous bounded function. We
will ﬁrst show that
EP
Z t
s
@f
@r
ðr; XrÞ þLrfðr; XrÞ þ lHuðr; XrÞf
0ðr; XrÞ dr

þ fðt; XtÞ  fðs; XsÞ

 f ðXs1 ;y; Xsm Þ
	
¼ 0; ð36Þ
where X is the canonical process and u is the given solution of (10). (Notice that the
result will be proved if in (36) we can replace uðtÞ by *rðtÞ; *r being the density family
of P˜:) Deﬁne a function K : Cð½0; T 	;RÞ-R by
KðxÞ ¼
Z t
s
@f
@r
ðr; xðrÞÞ þLrfðr; xðrÞÞ þ lHuðr; xðrÞÞf
0ðr; xðrÞÞ dr

þ fðt; xðtÞÞ  fðs; xðsÞÞ

 f ðxðs1Þ;y; xðsmÞÞ: ð37Þ
Let us check that it is continuous and bounded. With the help of Lemma 3.1, it is
veriﬁed that Z t
s
jHuðr; xðrÞÞf0ðr; xðrÞÞj drpCðTÞjjf0jjNj jjuj jj1;2;T :
On the other hand, we have HuðrÞAW 1;2 for all rA	0; T 	 (cf. Lemma 2.2) and by a
standard Sobolev embedding
jHuðr; xÞ Huðr; yÞjpCjx  yj
1
2
@HuðrÞ
@x




2
; 8x; yAR:
Using now (6) and Lemma 3.1 we deduce thatZ t
s
jHuðr; x1ðrÞÞf
0ðr; x1ðrÞÞ Huðr; x2ðrÞÞf
0ðr; x2ðrÞÞj dr
pCðTÞjjf0jjNjjx1  x2jj
1
2
Nj jjuj jj1;2;T
þ CðTÞjjf00jjNjjx1
 x2jjNj jjuj jj1;2;T :
for all x1; x2ACð½0; T 	;RÞ: It follows that the mapping x/
R t
s
Huðr; xðrÞÞf0ðr; xðrÞÞ dr
is continuous and bounded on Cð½0; T 	;RÞ; and then the same holds for K : We
J. Fontbona / Journal of Functional Analysis 200 (2003) 198–236226
deduce that EQ
ðnÞ
ðKðX ÞÞ-EPðKðX ÞÞ as n-N: Now, since QðnÞ solves (30),
EQ
ðnÞ
Z t
s
@f
@r
ðr; XrÞ þLrfðr; XrÞ þ lHðenÞuðr; XrÞf
0ðr; XrÞ dr

þ fðt; XtÞ  fðs; XsÞ

 f ðXs1 ;y; XsmÞ
	
¼ 0;
and then
EQ
ðnÞ
ðKðX ÞÞ ¼ lEQ
ðnÞ
Z t
s
ðHuðr; XrÞf
0ðr; XrÞ HðenÞuðr; XrÞf
0ðr; XrÞÞ dr

 f ðXs1 ;y; Xsm Þ
	
:
Thanks to Lemma 5.2, we deduce
jEQ
ðnÞ
ðKðX ÞÞjpCEQðnÞ
Z t
s
jHðenÞuðr; XrÞ Huðr; XrÞj dr
 	
pC sup
nAN
j jjwðnÞj jj0;2;T
Z T
0
jjHðenÞuðrÞ HuðrÞjj2 dr
pC
Z T
0
jjHðenÞuðrÞ HuðrÞjj2 dr;
and by using Lemma 5.1 we conclude that EQ
ðnÞ
ðKðX ÞÞ-0: This proves (36), and
consequently, P solves the linear martingale problem (25). We know that the density
family w of P belongs to F0;2;T ; and then *rAF0;2;T as well. Using the fact thatZ t
0
Z Z
@Gðs; y; t; xÞ
@y

 j *rðs; yÞj jHuðs; yÞj jcðxÞ0j dx dy dsoN
for all cAD; we can proceed as in Proposition 5.1(i) and see that *r satisﬁes the linear
equation
*rðt; xÞ ¼
Z
Gð0; y; t; xÞu0ðyÞ dy
þ l
Z t
0
Z
@Gðs; y; t; xÞ
@y
 *rðs; yÞHuðs; yÞ dy ds: ð38Þ
for which uniqueness in F0;2;T holds. Since u solves (38), we conclude that *r ¼ u:
Thus, P solves (24). &
Remark 5.2. From the arguments of Lemma 5.2 we can deduce a proof of the
positivity of a solution uAF0;p;T of (10) when the initial condition u0 is positive
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ð2ppoNÞ: Here, we need only ðAÞ to hold and do not require u0 to be in L1: Let us
sketch this proof. We take a sequence of positive functions u
ðnÞ
0 AL
1-Lp converging
to u0 in L
p; and we consider the martingale problem (30) with the initial condition
ju0ðxÞj
jju0 jj1
dx replaced by
juðnÞ
0
ðxÞj
jjuðnÞ
0
jj1
dx and the drift termHðenÞu replaced byHen u (see Theorem
2.2). By Ho¨lder’s inequality,Hen u is a bounded function, so this modiﬁed martingale
problem has a unique solution QðnÞ: Then, with slight modiﬁcations we can carry out
the proof of Lemma 5.2 in Lp norm, and we deduce the positivity of u since the w˜ðnÞ
are now positive for all nAN:
Remark 5.3. If instead of 1
x
one deals with a singular kernel k in the class described in
Section 2.4, one can deﬁne suitable regular approximations of k by taking ke such
that FðkeÞ ¼FðkÞejxje: It is then straightforward to adapt the proof of Lemma 5.1
and the results on the nonlinear martingale problem to the corresponding singular
integral operator.
6. Particle approximations
Let ½0; T 	 be a ﬁxed time interval. In this section we obtain the solution P of (24)
given by Corollary 5.1 as the chaotic limit of some systems of particles with bounded
interactions. Then, we deduce the convergence of the ‘‘weighted’’ empirical measures
of the system (deﬁned below) to u: This is of interest from the numerical point of
view, in order to construct Monte Carlo approximations of u: We are inspired here
by Me´le´ard [15] or [16].
For simplicity we will consider p ¼ 2: Let G0ð2Þ and Gx0ð2Þ be the constants given in
Remark 4.2 and in Theorem 4.2, respectively. We assume that
* u0 belongs to L
1-L2 and satisﬁes the moment condition
R
x2ju0ðxÞj dxoN:
* s and b are homogeneous and satisfy ðAþAnÞ:
* one has T
1
4jju0jj2o 1jljG0ð2Þ; or jju0jj1o
1
jljGx0ð2Þ
:
We adopt the notation Gðt  s; y; xÞ :¼ Gðs; y; t; xÞ:
6.1. The case of a regular interaction kernel
We use here again the functions we deﬁned in Section 5.2 to approximate the
singular kernel 1
x
: Notice that for each e > 0; we is Lipschitz-continuous with the
constant Le ¼ 1e2; and bounded by Me ¼
1
2e . For a signed real measure m we will
denote HðeÞm :¼ we *m:
Now, consider a sequence ðW iÞiAN of independent Brownian motions on R and
a sequence of independent real random variables ðX i0ÞiAN with law
ju0ðxÞj
jju0 jj1
dx and
independent of the Brownian motions. For each nAN and e > 0 we deﬁne the system
J. Fontbona / Journal of Functional Analysis 200 (2003) 198–236228
of interacting particles
X i;n;et ¼X
i
0 þ
Z t
0
sðX i;n;es Þ dW
i
s þ
Z t
0
bðX i;n;es Þ ds
þ l
Z t
0
HðeÞ *mn;es ðX
i;n;e
s Þ ds; i ¼ 1;y; n ð39Þ
where *mn;es ¼
1
n
Pn
j¼1 hðX
j
0ÞdX j;n;es is the weighted empirical measure of the system at
time s: Since s and b are globally Lipschitz, (39) has a unique (pathwise) solution,
and we take the processes ðX i;n;eÞnAN;i¼1;y;n;e>0 deﬁned in the same probability space
where ðW iÞiAN and ðX
i
0ÞiAN live.
We will also consider on the same probability space as (39) the following nonlinear
stochastic differential equations:
%Xi;et ¼ X
i
0 þ
Z t
0
sð %Xi;es Þ dW
i
s þ
Z t
0
bð %Xi;es Þ ds þ l
Z t
0
HðeÞP˜esð %X
i;e
s Þ ds; ð40Þ
where %Xi;et BPet and P˜
e
t is deﬁned from P
e
t by (23). Let us now ﬁx e > 0: The next
proposition is a standard result and implies the propagation of chaos of system (39),
with limiting law Pe: That is, for each kAN
lawðX 1;n;e; X 2;n;e;y; X k;n;eÞ ) ðPeÞ#k
when n-N:
Proposition 6.1. (i) For each T > 0 Eq. (40) has a unique (pathwise) solution.
(ii) There exist C; Cˆ and e0 > 0 such that
E sup
tpT
jX i;n;et  %X
i;e
t j
2
 
pCe
2
n
exp
Cˆjjhjj2N
e4
 !
ð41Þ
for each T > 0 and every 0oeoe0:
Proof. (i) The proof follows from a contraction argument, that can be
adapted from Sznitman [21, Theorem 1.1], or from Me´le´ard [14, Theorem 2.2].
See also [10].
(ii) This part is similar to Proposition 2.2 in [11]. An easy adaptation of the
computation therein shows that
E sup
spt
jX i;n;es  %X
i;e
s j
2
 
pCððLs;bÞ2 þ ðjjhjjNLeÞ2Þ
Z t
0
 E sup
spr
jX i;n;es  %X
i;e
s j
2
 
dr þ C
ðjjhjjNMeÞ
2t
n
:
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where Ls;b is a Lipschitz constant of s and b: In the same way as in [11], we conclude
with the help of Gronwall’s lemma that
E sup
spt
jX i;n;es  %X
i;e
s j
2
 
p CðjjhjjNMeÞ
2
nððLs;bÞ
2 þ ðjjhjjNLeÞ
2Þ
expðCððLs;bÞ
2
þ ðjjhjjNLeÞ
2ÞÞ:
The statement follows. &
6.2. Convergence
Let en be a sequence converging to 0 in such way that
e2n
n
exp
Cˆjjhjj2N
e4n
 !
-0
(take for instance, e4n ¼ a ln n with aoðCˆjjhjj2NÞ1). We deﬁne for each nAN a
system of interacting particles by
Y i;n :¼ X i;n;en ; for i ¼ 1;y; n:
We shall now prove
Theorem 6.1. For each kAN
lawðY 1;n; Y 2;n;y; Y k;nÞ ) P#k
when n-N:
Because of the nondegeneracy of s; Pe and P˜e have density families for all e > 0;
that we denote by re and *re: The drift coefﬁcientHðeÞP˜es in (40) is bounded and equal
to HðeÞ *reðsÞ :¼ we * *r
eðsÞ: By writing Itoˆ’s formula for fðt; %Xi;et Þ and fAC
1;2
b ;
multiplying the obtained expression by hðX i0Þ and then proceeding by similar steps
as in Proposition 5.1, we check that
*reðt; xÞ ¼
Z
Gðt; y; xÞu0ðyÞ dy
þ l
Z t
0
Z
@Gðt  s; y; xÞ
@y
 *reðs; yÞHðeÞ *reðs; yÞ dy ds: ð42Þ
Similarly, we have
reðt; xÞ ¼
Z
Gðt; y; xÞ
ju0ðyÞj
jju0jj1
dy
þ l
Z t
0
Z
@Gðt  s; y; xÞ
@y
 reðs; yÞHðeÞ *reðs; yÞ dy ds: ð43Þ
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Since sup0pspT jjH
ðeÞreðsÞjjN; sup0pspT jjH
ðeÞ *reðsÞjjNoN for each e > 0; we deduce
that j jjrej jj0;2;T ; j jj *rej jj0;2;ToN (see the arguments leading to (34)). The assumptions
on u0 allow us to obtain
Lemma 6.1.
sup
e>0
j jjrej jj0;2;T ; sup
e>0
j jj *rej jj0;2;ToN:
Further, when e-0; re and *re converge pointwisely on ½0; T 	 in L2; and in L1ð½0; T 	; L2Þ
to r (the density family of P) and u; respectively.
Proof. We denote by BðeÞ the bilinear mapping deﬁned in terms of HðeÞ in an
analogous way as B is in terms ofH: Thanks to Lemma 5.1, exactly the same results
about B and Eq. (10) hold for BðeÞ and the mild equation (42), with the same
constants. In particular, the statement of Remark 4.2 (resp. Theorem 4.2) is still valid
for (42) with the same constant G0ð2Þ (resp. Gx0ð2Þ). We use now the fact that
T
1
4jju0jj2o 1jljG0ð2Þ (resp. jju0jj1o
1
jljGx0ð2Þ
) to state the existence for all e > 0 of a solution
uðeÞ of (42) in the ball in F0;2;T of radius R: By the previous comment, R is
independent of e; and by the uniqueness of (42) we conclude that j jj *rej jj0;2;TpR for
all e > 0: The details of the rest of the proof are similar as in Lemma 5.2. Taking the
L2 norm in (43) we obtain
jjreðtÞjj2pC
jju0jj2
jju0jj1
þ CR
Z t
0
ðt  sÞ
3
4jjreðsÞjj2 ds;
and two iterations and Gronwall’s lemma give us the uniform bound on j jjrej jj0;2;T :
To prove the convergence *re-u; we take the L2-norm to the difference
*re  u; getting
jj *reðtÞ  uðtÞjj2pC
Z t
0
ðt  sÞ
3
4jj *reðsÞjj2jjH
ðeÞ *reðsÞ HðeÞuðsÞjj2 ds
þ C
Z t
0
ðt  sÞ
3
4jj *reðsÞjj2jjH
ðeÞuðsÞ HuðsÞjj2 ds
þ C
Z t
0
ðt  sÞ
3
4jjHuðsÞjj2jj *r
ðeÞðsÞ  uðsÞjj2 ds:
From the previous part and Lemma 5.1, we deduce that
jj *reðtÞ  uðtÞjj2pC
Z t
0
ðt  sÞ
3
4jj *reðsÞ  uðsÞjj2 ds
þ C
Z t
0
ðt  sÞ
3
4jjHðeÞuðsÞ HuðsÞjj2 ds;
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and similarly,
jjreðtÞ  rðtÞjj2pC
Z t
0
ðt  sÞ
3
4jjreðsÞ  rðsÞjj2 ds
þ C
Z t
0
ðt  sÞ
3
4jj *reðsÞ  uðsÞjj2 ds
þ C
Z t
0
ðt  sÞ
3
4jjHðeÞuðsÞ HuðsÞjj2 ds;
From the ﬁrst inequality we deduce the convergence *re-u as in Lemma 5.2. From
this and the last inequality we conclude the convergence re-r: &
Lemma 6.2. The family fPege>0 is tight.
Proof. As in Lemma 5.3, it is enough to prove the tightness of the processesZ 
0
HðeÞ *reðs; %Xi;es Þ ds:
By using Aldous’ criterion and Lemmas 5.1 and 3.1, this will hold as soon as
sup
e>0
j jj *rej jj1;2;ToN:
From Lemma 6.1, there exists R > 0 such that j jj *rej jj0;2;TpR for all e > 0: Lemma 4.4
applied to Eq. (42) implies for each e > 0 that *reAF1;2;T : We must check that
j jj *rej jj1;2;T is indeed bounded uniformly on e: By standard arguments we know that
for every rA½0; T 	; *reðr þ Þ solves the equation
vðt; xÞ ¼ U e0;rðt; xÞ þ lB
ðeÞ
ðrÞðv; vÞðt; xÞ; ð44Þ
with U e0;r and B
ðeÞ deﬁned in terms of HðeÞ and *re in the natural way according to
(22). We might then repeat the proof Lemma 4.4 choosing now T 0 > 0 such that
ðT 0Þ
1
4 sup
e>0
j jj *rej jj0;2;To
1
jljG1ð2Þ
:
By a similar argument, we deduce for all rA½0; T 	 and e > 0 the existence of a solution
of (44) in a ball in F1;2;T 0 of radius independent of e: The rest of the proof is then
achieved in the same way as in Lemma 4.4. &
Lemma 6.3. When e-0; one has Pe ) P:
Proof. It is enough to prove that the limit Q of any convergent subsequence Pen
of Pe is a solution of (24). Again we need to verify that EQðKÞ ¼ 0; with
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K : Cð½0; T 	;RÞ-R deﬁned in (37). We know that
EP
en
Z t
s
@f
@r
ðr; XrÞ þLrfðr; XrÞ þ lHðenÞ *ren ðr; XrÞf
0ðr; XrÞdr

þ fðt; XtÞ  fðs; XsÞ

 f ðXs1 ;y; XsmÞ
	
¼ 0;
so our result follows if we show that
EP
en
ðKðX ÞÞ ¼ lEP
en
Z t
s
ðHuðr; XrÞf
0ðr; XrÞ HðenÞ *renðr; XrÞf
0ðr; XrÞÞ dr

 f ðXs1 ;y; XsmÞ
	
goes to 0 as n-N: Thanks to Lemmas 5.1 and 6.1,
jEP
en
ðKðX ÞÞjpCEPen
Z t
s
jHðenÞ *renðr; XrÞ Huðr; XrÞj dr
pC
Z T
0
Z
ren ðr; xÞjHðenÞ *ren ðr; xÞ Huðr; xÞj dx dr
pC
Z T
0
jjHðenÞ *ren ðrÞ HuðrÞjj2 dr
pC
Z T
0
jjHðenÞ *ren ðrÞ HðenÞuðrÞjj2 dr
þ C
Z T
0
jjHðenÞuðrÞ HuðrÞjj2 dr
pC
Z T
0
jj *renðrÞ  uðrÞjj2 dr þ C
Z T
0
jjHðenÞuðrÞ HuðrÞjj2 dr;
and we conclude. &
Proof of Theorem 6.1. Under the moment assumption on u0; one can easily check for
all nAN; i ¼ 1;y; n; that Eðsup0ptpT jY
i;n
t j
2Þ and Eðsup0ptpT j %X
i;en
t j
2ÞoN: On the
other side, we have EPðsup0ptpT jXtj
2ÞoN: Indeed, by localizing, we see that the
process in the deﬁnition of (24) is a local martingale when fðs; xÞ ¼ x and fðs; xÞ ¼
x2: It follows (see [12]) that P is the law of a weak solution in ½0; T 	 of
%Xt ¼ X0 þ
Z t
0
sð %XsÞ dWs þ
Z t
0
bð %XsÞ ds þ l
Z t
0
Huðs; %XsÞ ds;
where X0B
ju0ðxÞj
jju0 jj1
dx: By the BDG inequality, the estimate sup0ptpT t
1
2jjHuðtÞjjNoN
and Gronwall’s lemma, one obtains the required uniform second moment bound.
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Let now kAN be ﬁxed. We consider the set of probabilities Q on Cð½0; T 	;RkÞ; and
the Kantorovich–Rubinstein (or Vaserstein) distance
dðQ; Q0Þ2 ¼ inf
Z
Cð½0;T 	;RkÞ2
sup
0ptpT
jxðtÞ  yðtÞj2Rðdx; dyÞ;


R has marginals Q and Q0

:
This is a distance in the subspace fQ :
R
sup0ptpT jxðtÞj
2QðdxÞoNg; compatible
with the topology of the weak convergence. Let us take ð %XiÞki¼1; k independent
copies of %X: Then,
dðlawðY 1;n;y; Y k;nÞ; lawð %X1;y; %XkÞÞ
pdðlawðY 1;n;y; Y k;nÞ; lawð %X1;en ;y; %Xk;enÞÞ
þ dðlawð %X1;en ;y; %Xk;en Þ; lawð %X1;y; %XkÞÞ
pE
1
2
Xk
i¼1
sup
tpT
jX i;n;ent  %X
i;en
t j
2
 !
þ dðlawð %X1;en ;y; %Xk;en Þ; lawð %X1;y; %XkÞÞ:
The term with the expectation is bounded by k
Ce2n
n
exp
Cˆjjhjj2N
e4n
 h i1
2
and goes to 0:
On the other hand, the ð %Xi;enÞki¼1 are independent for each n; so it follows from
Lemma 6.3 that
lawð %X1;en ;y; %Xk;en Þ ) lawð %X1;y; %XkÞ:
This concludes the proof. &
Finally, there is convergence at the level of empirical processes. We consider the
space Ms of ﬁnite signed measures on R; endowed with the weak topology, and
Cð½0; T 	;MsÞ with the topology of uniform convergence. We have
Proposition 6.2. The family of weighted empirical measures
*mn;ent ¼
1
n
Xn
i¼1
hðX i0ÞdY i;nt
converges in law and in probability to ðuðt; xÞdxÞ0ptpT in the space Cð½0; T 	;MsÞ:
Proof. Since lawðY 1;n;y; Y n;nÞ is symmetric for each n; the propagation of chaos in
Theorem 6.1 is equivalent to the convergence in law (and in probability) of the
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empirical measure of the system to P; as a probability measure in the path space
(see [21]). This implies that
E
1
n
Xn
i¼1
f ðX i0ÞcðY
i;n
t Þ-/P; f ðX0ÞcðXtÞS;
for all continuous bounded functions f ;c on R: As it is done in [10], for every kAN;
one can ﬁnd a continuous bounded function hk such that
ju0 j
jju0 jj1
ðfhkahgÞp1k; and
jhk jpjhj: Then,
jE/ *mn;ent ;cS
Z
uðt; xÞcðxÞ dxj
pEj1
n
Xn
i¼1
hðX i0ÞcðY
i;n
t Þ /P; hðX0ÞcðXtÞSj
pE 1
n
Xn
i¼1
ðhðX i0Þ  hkðX
i
0ÞÞcðY
i;n
t Þ


þ E
1
n
Xn
i¼1
hkðX i0ÞcðY
i;n
t Þ /P; hkðX0ÞcðXtÞS


þ j/P; ðhkðX0Þ  hðX0ÞÞcðXtÞSj:
The ﬁrst and the third terms go to 0 as k-N; and for ﬁxed k; the second term goes
to 0 as n-N: This happens uniformly on t; and we conclude. &
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