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INTRODUCTION 
It is common to regard humans as being able to see only with light, but about a 
hundred years ago at the beginning of the modern era, along came x-rays and sonograms. 
By now technology has made it possible for us to see in a great many different ways. 
Important views such as underground pools of oil, tumors in the brain, fine structure in the 
rings of Saturn, ship wreckage on the bottom of the ocean, cracks in the ice packs of the 
Arctic, all these views and many more, completely unperceivable one hundred years ago, 
are available to us now with our technology in astonishing clarity and detail. 
Strictly speaking it is not true to say that we used to see only with light, if "seeing" is 
defined broadly enough. A common dictionary definition for "seeing" is "obtaining a 
mental image." It is quite accurate to say that we "see" mainly with light by means of our 
eyes. But we also "see" with sound by means of our ears. In addition, we "see" by means 
of our senses of smell, taste, and touch. 
If we go into a kitchen, our eyes may see a steak frying in a pan. We can close our 
eyes and easily retain the mental image. We can go into the kitchen blindfolded, and if we 
hear a sizzle, we may get the same mental image. If we are wearing a blindfold and ear 
muffs, our nose can still give us the same mental image. If we are blindfolded, ear muffed, 
and with a clothespin sealing our nostrils, a bite of the steak will elicit the same mental 
image. 
One might still maintain that we see only with light. After all, each of the above mental 
images was first obtained optically. The odor of steak merely brings back memories of 
previously constructed light images. If you insist that this is true for all mental images, you 
must logically conclude that a person born blind will never have any mental images at all, a 
clearly false conclusion. 
Images are generally of either two or three dimensions. But one-dimensional images 
are no rarity and are highly useful. An example of a one dimensional image is the A-scan 
of elementary pulse-echo sonar and radar. 
What does the act of imaging consist of? Basically there are two steps: 
1) gathering image data by means of detectors, and 
2) manipulating these data by means of computers (either digital 
or analog, man-made or natural). 
Review of Progress in Quantitative Nondestructive Evaluation, Vol. 9 
Edited by D.O. Thompson and D.E. Chimenti 
Plenum Press, New York, 1990 
The latter of the above two steps is frequently called image processing. It is all that is 
needed when we start with an image and wish to convert it into a better one. But 
sometimes we start only with an object and wish to make an image of it. Then we need 
both of the above steps: detection and computation. 
The word "seeing" as we are using it here is very broad. It can mean all aspects of 
imaging technology. It is a huge umbrella encompassing many parts of optics, acoustics, 
electronics, microwave technology, physics, quantum mechanics, mathematics, 
biophysics, biology, photography, holography, tomography, and computer science and 
engineering. It is a large and exciting field. It brings to a number of areas of science, 
medicine and engineering, investigative instruments and systems of great power. The 
technological developments in this area are having significant effects, not only in 
nondestructive evaluation (NDE), but also in remote sensing, diagnostic medicine; space 
exploration, oceanic search, microscopy, etc. 
UNAIDED HUMAN PERCEPTION WITH LIGHT AND SOUND 
Throughout the existence of the human race, the main tool for seeing has been the eye. 
Human vision is a complex and wonderful process not completely understood even today. 
It involves the eyes, the nerves and the brain and is the most important means by which the 
vast majority of the human-devised systems communicate to human consciousness. To 
efficiently design any imaging system in which the output is ultimately viewed by human 
observers, we must have an understanding of the mechanisms of human vision. 
The human visual system starts with the eye, an optical instrument capable of truly 
superb performance. The eye is similar to a TV. camera with photocells and a computer. 
We can think of it as being attached to a self-regulating tracking tripod. It focuses itself, 
adjusts automatically for light intensity and has a self-cleaning lens. Its computer has the 
world's most advanced parallel-processing capabilities. It uses both of the steps previously 
enumerated as basic to the act of imaging. With the eye we not only acquire the data (step 
1), we also use this data to compute an image (step 2) . 
. By means of the eye we can explore our environment with ease. For example, we can 
step into a dark room and light a candle. By observing light flux from the flickering flame 
we can quickly determine the room size and shape and the location and character of its 
furnishings. Man is equipped by nature to more rapidly process optical data than data 
received by any of the other four senses. 
The 525 x 525 picture elements of a television frame with 256 recognizable variations 
of color and intensity changing at the rate of 30 frames per second can be at least partially 
perceived by the human visual system. The corresponding data rate is 
(525 x 525) x (log2 256) x 30 = 66 x 106 bits/seconds 
In watching the television program we do not detect everything that is going on. We see 
fine detail only in the portion of the screen which is focused on the fovia (in the center of 
the retina). If the data rate is compressed by a factor of 5 or more, a typical viewer will 
scarcely note the difference in picture quality. This suggests a realistic data rate of human 
visual perception of about 10 megabits/sec. 
"Se<eing"with our ears, is it possible? At first thought the answer clearly seems to be 
no. We 'cannot shout into a dark room and by listening to echoes tell very much about the 
nature of the room or the objects in it. About the most we can do is to determine whether 
or not we are in a room and, if so, something about its size. Many animals however, 
actually "see" by using their sense of hearing. Echo-locating bats are among the most 
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remarkable of nature's prodigies in this regard. Their mental images stem from acoustic 
waves and they are good at both data acquisition and data processing. Because of their 
keen ability to generate, hear and interpret sound, they can catch their prey on the wing in 
complete darkness. They utter twittering noises, too high pitched for human ears to detect. 
They process the echoes of this sound from nearby objects to avoid hitting obstructions or 
each other and to intercept insects in mid-flight. 
Sound thus gives the bat superb mental images of its surroundings. By using a 
specialized larynx, unusually sensitive ears and a highly-developed audio cortex, bats can 
quickly and safely find their way through the furniture in a dark room and even through 
ropes, cords and threads strung across it. They are so good at acquiring and interpreting 
acoustic data they can detect the flutter of an insect's wings even if the total amplitude of the 
flutter is as small as about 100 microns. What bats accomplish in a dark area of a cave is 
roughly matched by what porpoises, dolphins and whales accomplish in the murky waters 
of the ocean. 
Although we humans are not very good at imaging with sound, it is still possible for 
us to do so to a limited extent. We are well aware from historical records that primitive 
sailors, dating back to the time of the Phoenicians, could detect rocks and nearby shoals 
and cliffs even when they could not see these navigational hazards. They did so by sharply 
clapping their hands and listening for echoes. Under conditions of fog or darkness, when 
the shore or rocks are suspected to be nearby, it has long been the practice for men in boats 
to make intense sounds of short duration and listen for echoes. Experienced fishermen in 
these modem times are said to be able to detect a buoy in this way at several hundred 
meters. 
How about the data processing rate for our ears? A normal human ear can hear sound 
up to a frequency of about 15 kilohertz. This corresponds to a sample rate of 30,000 
samples/second. Approximately 325 differences in volume are detectable by the ear. The 
data rate is therefore approximately 
2 x (log2 325) x 30,000 = 0.5 x 106 bits/sec. 
If we assume roughly the same compression factor for the ear as we have already assumed 
for the eye, we get about 0.1 megabits/sec. 
SEEING WITH TECHNOLOGY 
Thus human eyes appear to be more than a couple of orders of magnitude faster at 
processing data than human ears. We rely upon our vision by about that same factor over 
our other senses for producing mental images of the outside world. Nevertheless, the fact 
that bats can do so well with sound has inspired an idea embodied in the so-called 
"ultrasonic spectacles for the blind." These "spectacles" are fitted above the nose and over 
the eyes of a blind person. They consist of an acoustic transmitter in the center of the 
spectacles and two acoustic receivers on either side, placed respectively over the top of the 
nose and the two eyes of the person. A downswept FM ultrasonic signal is emitted from 
the transmitter. It has broad directionality in order to detect obstacles over a wide angle. 
Ultrasonic reflections from the obstacles are picked up by the two receivers. The frequency 
of the received ultrasound is down-converted to the audio range and the audible waves are 
then presented to the ears binaurally through earphones. 
A blind person wearing these spectacles perceives an obstacle as a localized sound 
image which corresponds to the obstacle's direction and size. Experiments have shown 
that with the spectacles a blind person can learn how to recognize obstacles as small as a 
wire of one-millimeter diameter. The person can learn to discriminate between several 
obstacles at the same time without being deceived by virtual images. This mobility aid, 
modeled as it is after the bat's echo location system, is particularly effective at detecting 
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small obstacles in front of the head. Work in this area is still in the research stage and is 
being carried on at several laboratories, primarily outside of the U.S. 
With the proper technology, we can thus "see" with sound. Many other methods 
involving sonic energy also enable us to do so, few of them being at all reminiscent of 
acoustic systems employed by animals. Pulse-echo, phase-amplitude and amplitude-
mapping approaches constitute the conceptual basis for three fundamentally different types 
of acoustic imaging systems. These approaches can be used for categorizing the systems. 
However, by now systems exist that combine the approaches in such ways as to make an 
unambiguous categorization for some of the more sophisticated systems difficult or 
impossible. Among the instruments so far produced are mechanically-scanning focused 
instruments, pulse-echo instruments, and instruments involving holography, tomography, 
and Bragg-diffraction and reflection. Figures 1 -14 illustrate the capabilities of several of 
these instruments. 
Fig. 1. Image of a British penny produced by the mechanically-scanning, focused 
instrument of E. E. Aldridge (1). The image is actually an image-plane Gabor 
hologram. The acoustic image of the penny was formed directly on the 
holographic plane and a fixed-phase electronic reference signal was mixed with 
the signal produced by the sound detected at that plane. 
Some of the most spectacular images ever obtained acoustically have been produced by 
the scanning acoustic microscope (SAM). By increasing the acoustic frequency to higher 
and higher values, the wavelengths become smaller and smaller and the resolution, finer 
and finer. If we employ a refrigerated, low-velocity fluid for the ultrasonic transmission, 
the wavelength of the sound will be very small indeed. Under these circumstances, the 
resolution can be as fine as a few tens of nanometers. In fact SAM can be made to rival the 
scanning electron microscope (SEM) in terms of resolution. For some microscopic 
specimens, it turns out that SAM outperforms SEM because of better inherent contrast. 
Figure 13 illustrates this. 
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Fig. 2. P.S. Green's transmission image of an aborted human fetus. Green's system 
was very much like that of Aldridge's except that no reference signal was 
present in the system (2). 
Fig. 3. Photograph of a "Silver Dollar" tropical fish. 
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Fig. 4. Acoustic image of the "Silver Dollar" fish produced by a Bragg-diffraction 
imaging system. (Courtesy of John Landry of UCSB.) 
Fig. 5. Intensity image of a human leg produced in real-time by P.S. Green using a 
later, more sophisticated instrument than that in Figure 2 (3). 
Fig. 6. Cross-sectional, longitudinal-scan image from a Picker instrument showing the 
kidneys and liver of a patient at the Seoul National University Hospital. 
Fig. 7. Optical image of a section of a fruit-fly larva obtained by a Sonoscan acousto-
optical microscope. (Courtesy of L. W. Kessler.) 
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Fig. 8. Acoustic image of the same section of the fruit-fly larva obtained by the 
Sonoscan microscope. 
Fig. 9. Image of the section of the fruit-fly larva obtained by combining in exact 
registry the previous optical and acoustic images. 
Fig. 10. Section of lung tissue showing red blood corpuscles (dark circles) obtained 
with a scanning acoustic microscope. (Courtesy of C. F. Quate of Stanford.) 
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Fig. 11. Micrograph of polished, thin section of very old granite with micro-cracks as 
observed by polarized light microscopy (left) and light microscopy with a 
fluorescent dye penetrant (right). (Courtesy of G. A. D. Briggs of Oxford.) 
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Fig. 12. Same granite section viewed with a scanning electron microscope. 
Fig. 13. Same section viewed by a scanning acoustic microscope. Note that the cracks 
and grains are more easily seen. 
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Fig. 14. Drawing of same section based on information from the scanning acoustic 
microscope showing two grains and subgrain boundaries. 
Although in a few situations, SAM is better than SEM, in many other situations it is 
not as good. SEM microscopes are famous for the spectacular images that can be produced 
by their use and the high resolution they provide. Figures 15 - 17 illusn·ate this. 
If you really want resolution, we have seen that both SAM and SEM will give it. But 
neither competes with the scanning tunneling microscope (STM). Although SEM can 
furnish an excellent structural representation of many objects, the vertical resolution with 
SEM is limited. In addition, the use ofhigh-energy electrons in the imaging process is 
potentially destructive to the sample. The STM produces images by scanning the contours 
of the specimen. The operation can be in vacuum, liquid or air. As a result of its many 
desirable characteristics, applications for STM are already broad and can be expected to 
grow. Its unprecedented ability to image individual atoms on the surface of a specimen is 
of profound importance in structural chemistry and materials science. Figures 18 - 22 
illustrate the capabilities of the STM. 
Fig. 15. Head-on view of an array of pins on a connector backplane. (Courtesy of 
AT&T Microscopes.) 
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Fig. 16. Scanning electron microscope view of the point of one of the pins in Fig. 15. 
(Courtesy of AT&T Microscopes.) 
Fig. 17. Scanning electron microscope image of hexagonal dendrites on a TiAI surface. 
(Courtesy of Juan Valencia and Tony Peres ofUCSB.) 
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Fig. 18. Scanning tunneling microscope view of the individual atoms on a silicon 
crystal. 
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Fig. 19. Scanning tunneling microscope image of a clean silicon surface. (Courtesy of 
M. J. Cardillo of AT&T Bell Laboratories.) 
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Fig. 20. Same surface after being bathed in nitric acid. 
Fig. 21. Iodine atoms absorbed on platinum. Note that one atom is missing. (Courtesy 
of Bruce Schardt of Purdue.) 
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Fig. 22. An 80 micron scan of an integrated circuit from the Nanoscope II STM of 
Digital Instruments, Incorporated. (Courtesy of J. Weidmann.) 
Many of the systems described do not use digital computers in the processing step, but 
use analog methods instead. The simple spherical lens is an analog computer of great 
speed and power. Figure 23 shows a setup that can be employed to rapidly compute a two-
dimensional Fourier transform. If a planar wave of laser light impinges on a transparency 
placed in the front focal plane of the lens, an intensity pattern corresponding to the two-
dimensional spatial Fourier transform of the complex amplitude function for the waves 
emerging from the transparency will show up at the back focal plane. The lens thus can be 
used, not only for its conventional function of focusing an image, but also for the quite 
different function of performing rapidly (with the speed of light) a two-dimensional Fourier 
transformation. Such a capability causes Professor Adolph Lohmann to say, with tongue 
in cheek, that the word LENS is an acronym standing for Large Ensemble Nanosecond 
System. 
• 
Fig. 23. The converging lens as an optical analog computer. 
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The lens of course is not the only optical analog computer. The hologram is another. 
A conventional hologram, recorded on film by means of coherent light and involving the 
interference of an object beam and a reference beam, will produce a fringe pattern which 
can be used to optically process an incident beam. The light thus processed produces a 
replica of the original object beam. If the replica beam is viewed by an imaging system 
such as the human eye, an image of the original object will be reconstructed. 
The conventional hologram is thus an optical computer. If data from the interfering 
beams are digitized, a digital computer can be used to reconstruct the image. Microwave 
synthetic aperture radar (SAR) produces a type of hologram which serves as the basis for 
image reconstruction. The reconstruction can be accomplished by either analog or digital 
techniques. SARis commonly used to view various objects (typically terrain features) on 
the ground. It works day or night and in all kinds of weather. Figures 24 - 28 illustrate the 
capabilities of SAR. Figure 28 was produced by means of synthetic aperture radar carried 
by a satellite. When the image is processed digitally the resolution is about 25 meters for 
objects on the ground. If optically processed, the resolution is not that good, being only 
about 40 meters. 
Microwaves can also produce images of smaller objects by means of reflection 
tomography. Figures 29 and 30 illustrate the quality of images that can be obtained from 
sophisticated reconstruction techniques known as diversity imaging and symmetrization. 
As we have already discussed with SAM, SEM and STM we can see extremely small 
objects. Many objects we wish to see are truly huge, those of the space program being the 
largest. Historically interesting is the fact that the necessities of the space program 
provided the greatest single impetus to research in digital image processing. Figures 31 -
33 illustrate the high quality achieved in space imagery by means of digital processing. 
Bad images can be made into good images with image processing. When the job is to 
improve a bad image only step 2 of the previously enunciated two-step process is needed. 
Figures 34 - 37 illustrate the validity of image enhancement and restoration using step 2. 
Fig. 24. A microwave synthetic aperture radar image of the Ohio River Valley. 
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Fig. 25. Flagstaff, Arizona as seen by synthetic aperture radar. 




Fig. 27. An SAR image of the suburban area west of Detroit. 
An SAR image of a section of California coastline centered on Santa Barbara 
(above) and Los Angeles (below) from the space shuttle Columbia. 
Fig. 29. Photograph of a model of a B-52 bomber. 
Fig. 30. Microwave image of the model using a type of reflection tomography called 
diversity imaging with symmetrization. (Courtesy of N.H. Farhat of the 
University of Pennsylvania.) 
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Fig. 31. Viking II image of water ice clouds on Mars. 
Fig. 32. Panoramic view of surface of Mars in true color. · 
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Fig. 33. Closeup of Io, one of the moons of Jupiter as seen by Voyager II. 
Fig. 34. Motion blun·ed photograph. 
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Fig. 35. Deblurred version of photograph in Fig. 34 as obtained by digital image 
enhancement. (Courtesy of M. M. Sondhi of Bell Telephone Laboratories.) 
Fig. 36. Image of the Moon's crater Gassendi as seen through the Earth's atmosphere. 
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Fig. 37. Deblurred image of the crater Gassendi as restored by digital image processing. 
(Courtesy of Aerospace Corporation San Fernando Observatory.) 
In tomographic image reconstruction both of the above two steps are needed. The 
word "tomography" has historically referred to a technique of x-ray photography in which 
only one plane of internal structure within the object is photographed in sharp focus. The 
structure in the other planes show up blurred in the photograph. The tomogram thus 
produced appears to be an x-ray image of the slice of the object in the focused plane. This 
kind of tomography has been performed in our hospitals for many years by a system using 
a moving x-ray source and moving photographic film. The system is thus analog in 
character. 
Now, however, a new kind of tomography is available with digital reconstruction. 
Far more accurate and useful than the analog tomograms described above are new 
tomograms reconstructed by digital computation. Because of its accuracy and clarity, 
computer-aided tomography (CAT) has brought about a revolution in radiography giving 
the practicing physician a new degree of access to what is going on inside a patients body. 
In recognition ofthis fact, the 1979 Nobel Prize in Physiology and Medicine went to two 
leading workers in this field, G. N. Hounsfield, an English electrical engineer, and A.M. 
Cormack, a U.S. physicist. 
X-rays are not the only kind of radiation for which computer tomography is feasible. 
Microwaves, electron beams, ultrasound, fast sub-atomic particles from accelerators, 
gamma-ray emission from such sources as positron annihilation, and even magnetic fields 
can be used. Figure 38 shows a black-and-white x-ray tomogram and one rendered in 
psuedo-color. 
Just as x-rays can be used for imaging, so also can the higher-energy photons known 
as gamma-rays. As is the case with x-rays, gamma-rays experience little diffraction, 
refraction or reflection. Thus ordinary lens techniques for focusing an image do not work 
with gamma-rays. A pin-hole is an obvious substitute for a lens. With a pin-hole in place 
of a lens, a gamma-ray imaging system resembles an ancient camera obscura. But using a 
pin-hole is very inefficient. Of the many gamma-rays emanating from the source to be 
imaged, only a very few pass through the pin-hole to form the image. A more efficient 
approach is to use a coded aperture in place of the pin-hole. With such an aperture, a 
gamma-ray camera becomes more like a lens-type camera as far as efficiency is concerned. 













Fig. 39. Basic setup for coded-aperture imaging of a gamma-ray source. 
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Fig. 40. Experimental setup with a Gabor-zone plate as the coded aperture. 
Fig. 41. Detector-plane pattern as obtained by an array of 32 x 32 detectors. (Courtesy 
of Bradley Patt of EG&G.) 
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Fig. 42. Point spread function for the system illustrated in the previous three figures. 
As previously mentioned we can also produce tomograms by using magnetic fields. 
That is what is done in nuclear magnetic resonance (NMR) tomography, a type of imaging 
that is rapidly becoming the basis for another important revolution in clinical medicine. 
NMR refers to resonance that occurs in the nuclei of the atoms of certain chemical 
elements. When these elements are placed in strong magnetic fields and excited by electric 
fields of the right frequency, certain nuclei will resonate, expelling electromagnetic energy 
at the resonate frequency. A technique based on detecting this radiated energy has long 
been used to identify various types of nuclei in chemical compounds and can now be used 
to produce high-quality images. 
Not all atoms exhibit nuclear magnetic resonance. Hydrogen, present throughout the 
human body, is one that does. The frequency of its radiated energy depends on the 
strength of the applied magnetic field; the magnitude, on the concentration of the resonating 
atoms. We therefore apply a magnetic field that varies in known fashion across the slice to 
be imaged. By measuring the frequency of the radiation that emerges we know where 
within the slice the radiation came from. By measuring its magnitude we know the density 
of the hydrogen radiators. This information is all that is needed to produce a two-
dimensional image. Instead of showing only what types of nuclei are contained in a test 
sample (as is the case in NMR testing), the measurements described above show the 
location and density of the concentrations of hydrogen throughout the object. Location and 
density of course constitute the essence of any tomogram. 
NMR tomography is becoming a mature technique. It is both safer and superior to x-
ray tomography. Rapid advances are presently taking place with as yet no slowing in the 
rate of improvement 
NMR tomography is safer than x-ray tomography because it involves no ionizing 
radiation. It is superior bec~use it works by source, not by attenuation. X-rays exploit the 
varying degrees of transparency of different parts of the body. Bones are less transparent 
to x-rays than flesh, so they attenuate more severely the flow of the rays. Using x-rays is 
as though one were shining light through a setting of crystal bowls or goblets. The 
silhouette of these items can be projected onto a wall behind the setting to provide an image 
or shadowgraph. But NMR makes the object points visible as individual sources, not as 
obstacles. It's like shining the light into the setting and observing the details as the various 
items reflect the light. Figure 43 shows a high quality NMR image. 
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Fig. 43. An NMR tomogram showing a cyst in the pericardium. (Courtesy of 
Vand.erbilt University Medical Center.) 
With all of the imaging techniques that are available to humankind a huge number of 
images is being produced and collected. They contain a great deal of information of 
overwhelming importance. They also constitute a problem. The problem is to convey all 
this information to the user (scientist, engineer, diagnostician, geologist, explorer, etc.) so 
that it can be effectively used. This requires a method of communication of great versatility 
and effectiveness. One such method is to use computer graphics. 
We can employ computer-generated images effectively not only in human vision, but 
also in scientific, medical, exploratory and engineering visualization. Color, intensity, 
transparency, texture, and a myriad of other characteristics can, if properly prepared, 
convey a tremendous amount of information in a short period of time. 
While this type of image provides a highly-leveraged means of communication, 
sequences of images can increas~ the leverage. Animation is an important additional 
dimension of scientific visualization. The mind can gleen information from movement that 
is virtually impossible to obtain by separately viewing still images. 
In any paper, of course, only still images can be shown. Figure 44 presents just such 
an image - one that is rendered more meaningful through the use of computer graphics. 
DISCUSSION AND CONCLUSIONS 
Human interest in imaging is as old as the race. One of the most common two-
dimensional images, dating back to ancient times, is the ordinary painting. It normally 
consists of a layer of pigment applied to a surface. In its most basic form a painting is 
simply an arrangement of shapes and colors. For many centuries paintings have been used 
to convey pictorial information to viewers. The earliest known artists were cave dwellers, 
many of whom must have been skilled hunters because their pictures on the walls of caves 
depict mostly the huge beasts they hunted. 
Just as a painting exemplifies two-dimensional imagery, a statue exemplifies imagery 
in three dimensions. Primitive humans were the first to produce both. Thirty thousand 
years ago groups of Homo sapiens took a revolutionary step forward. Many of them 
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Fig. 44. A simulation of the Voyager IT-Neptune encounter which occured very recently. 
The image illustrates the path of Voyager II as viewed from the earth. 
decided to stop being nomads and settle down, preferring more stable circumstances. They 
began to live in caves. On the walls of these caves archeologists have found the first 
evidence of strongly-expressed human feelings in pictorial form. Many of the paintings 
show grass-eating animals of stone-age times such as horses, reindeer, bison and wild 
oxen. 
But some of the earliest and best-known prehistoric images were of humans, 
particularly women. The well-defined features of a tiny ivory head of a young girl found in 
Southeast France make it the world's earliest-known "portrait". It was carved over twenty 
thousand years ago. 
Cave art is a very old technology. NMR tomography is a very new technology. The 
area of "seeing" constitutes an exciting field of innovation and discovery that started 
millenia ago and is still continuing. It's a growing field. There is much new research 
being carried out. Much new progress is being made. In this field we can expect to see 
many new and startling discoveries as time goes by. Creativity has certainly characterized 
the past. Some of the most significant of the scientific developments in recent decades have 
been made in imaging technology. Four Nobel Prizes have been awarded for imaging-
related work, on holography, tomography, nuclear magnetic resonance and scanning 
tunneling microscopy. We can expect this history of past achievement to be repeated in the 
future. 
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