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PARTIAL LINEAR EIGENVALUE STATISTICS FOR
NON-HERMITIAN RANDOM MATRICES
SEAN O’ROURKE AND NOAH WILLIAMS
Abstract. For an n × n independent-entry random matrix Xn with eigen-
values λ1, . . . , λn, the seminal work of Rider and Silverstein [31] asserts that
the fluctuations of the linear eigenvalue statistics
∑
n
i=1 f(λi) converge to a
Gaussian distribution for sufficiently nice test functions f . We study the fluc-
tuations of
∑
n−K
i=1 f(λi), where K randomly chosen eigenvalues have been
removed from the sum. In this case, we identify the limiting distribution and
show that it need not be Gaussian. Our results hold for the case when K is
fixed as well as the case when K tends to infinity with n.
The proof utilizes the predicted locations of the eigenvalues introduced by
E. Meckes and M. Meckes [26]. As a consequence of our methods, we obtain a
rate of convergence for the empirical spectral distribution of Xn to the circular
law in Wasserstein distance, which may be of independent interest.
1. Introduction
Suppose Xn is an n × n matrix with entries in C and eigenvalues denoted
λ1(Xn), . . . , λn(Xn) ∈ C (counted with algebraic multiplicity). Let µXn be the
empirical spectral measure of Xn defined by
µXn :=
1
n
n∑
i=1
δλi(Xn),
where δz is a unit point mass at z.
The well-known circular law asserts that when the entries of Xn are independent
and identically distributed (iid) copies of a random variable with mean zero and
unit variance, the empirical spectral measure µXn/
√
n of Xn/
√
n converges almost
surely to µdisk, the uniform probability measure on the unit disk centered at the
origin in the complex plane. This was established in a series of papers [3, 16, 18,
19, 20, 27, 34], with the general case stated above being obtained by Tao and Vu
[35]; we refer the reader to the survey [8] and references therein for more complete
bibliographical details.
After studying the limiting distribution, the next natural question concerns the
fluctuations of
∫
fdµXn/
√
n for an appropriate choice of test function f . We define
Sn[f ](Xn) to be the centered linear spectral statistic
Sn[f ](Xn) :=
n∑
i=1
f(λi(Xn))− E
[
n∑
i=1
f(λi(Xn))
]
(1)
associated to the n× n matrix Xn and the test function f .
In the case when the entries of the n×n matrix Xn are iid random variables with
mean zero, unit variance, and which satisfy some additional moment and regularity
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requirements, Rider and Silverstein [31] showed that Sn[f ](Xn/
√
n) converges in
distribution to a Gaussian random variable as n→∞ for test functions f analytic
in a neighborhood of the disk {z ∈ C : |z| ≤ 4}. This result has been extended and
generalized in subsequent works; see, for example, [12, 13, 14, 21, 23, 24, 28, 32].
In this paper, we focus on the fluctuations of the partial linear eigenvalue statis-
tics
n−K∑
i=1
f(λi(Xn/
√
n)),
where K randomly chosen eigenvalues have been removed from the sum. In con-
trast to the results cited above, we show that the limiting distribution is no longer
Gaussian in this case. This phenomenon was first observed by Johansson (see Re-
mark 2.1 of [22]) for random unitary matrices. Results for partial linear eigenvalue
statistics of Hermitian random matrices have previously appeared in [4, 29]. Limit
laws and other results are also known for thinned point processes coming from
random matrix theory, see [5, 6, 7, 25] and references therein. In this paper, we
consider an ensemble of non-Hermitian random matrices with independent entries.
To the best of the authors’ knowledge, no results are known for the partial linear
eigenvalue statistics of this ensemble.
1.1. The model and notation. We focus on the following model of random ma-
trices with iid entries.
Definition 1.1 (iid random matrix). An iid matrix is a random n × n matrix
Xn = (xij) (or more precisely a sequenceX1, X2, . . . of such matrices) whose entries
xij , i, j ≥ 1 are independent copies of a complex-valued random variable ξ. In this
case, ξ is called the atom variable (or atom distribution) of Xn.
There are many examples of iid matrices. The case when the entries of Xn are
iid with the standard complex normal distribution is known as the complex Ginibre
ensemble. The real Ginibre ensemble is similarly defined when the entries of Xn
are iid with the real standard normal distribution. The Bernoulli-Rademacher case,
when the iid entries take the values ±1 with equal probability, provides another
example.
We consider iid matrices Xn whose atom distribution ξ satisfies the following
assumptions.
Assumption 1.2. We assume that ξ has mean zero and unit variance. In addition,
we assume ξ has finite moments of all orders, i.e., for any p ∈ N, there is a constant
Cp > 0, such that
E|ξ|p ≤ Cp.
Our main results focus on a class of test functions with polynomial growth at
infinity.
Definition 1.3 (Functions with polynomial tails). We say that the function f :
C→ C has a polynomial tail if there exists a constant C > 0 and a natural number
m so that
|f(z)| ≤ C(1 + |z|m)
for all z ∈ C.
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Throughout the paper, we use asymptotic notation (such as O, o,≪) under the
assumption that n → ∞. We use U = O(V ), V = Ω(U), U ≪ V , or V ≫ U to
denote the estimate |U | ≤ C|V | for some constant C > 0 independent of n and
all n ≥ C. If C depends on a parameter, e.g., C = Ck, we will indicate this with
subscripts, e.g., U = Ok(V ). We write U = Θ(V ) if U ≪ V ≪ U . We write
U = o(V ) if |U | ≤ anV for some sequence an that goes to zero as n→∞. We allow
the implicit constant C and the sequence an in our asymptotic notation to depend
on the constants Cp, p ∈ N from Assumption 1.2 without denoting this dependence.
We say an event E (which depends on n) holds with overwhelming probability if for
every α > 0, P(E) ≥ 1−Oα(n−α).
We denote the discrete interval [n] := {1, 2, . . . , n}. √−1 denotes the imaginary
unit, and we reserve i as an index. µdisk will denote the uniform probability measure
on the unit disk centered at the origin in the complex plane. We use d2z to denote
integration with respect to the Lebesgue measure on C, e.g.,
∫
C
f(z)d2z; for complex
line integrals, we integrate against dz, e.g.,
∮
C f(z)dz. For a set S, |S| denotes the
cardinality of S and Sc is the complement. For an event E, 1E is the indicator
function of E. For a square integrable random variable ξ, Var(ξ) is its variance.
More generally, for two square integrable (real-valued) random variables ξ, ψ, their
covariance is denoted Cov(ξ, ψ) and defined as
Cov(ξ, ψ) := E[(ξ − E[ξ]) (ψ − E[ψ])] .
1.2. Partial linear eigenvalue statistics. For the remainder of the paper we will
need to fix an ordering for the eigenvalues λ1(Xn), . . . , λn(Xn) ∈ C. Any ordering
will suffice (e.g., one can first order by magnitude, and in the event of a tie, order
by the argument). We consider the fluctuations of∑
i∈[n]\In
f(λi(Xn/
√
n)),
where In ⊂ [n] is a random set of cardinality |In| = Kn. In other words, we
will consider the linear eigenvalue statistic Sn[f ](Xn/
√
n) when Kn eigenvalues
are removed uniformly at random from the sum. Our main results show that in
this case, the limiting distribution need not be Gaussian. For simplicity, we first
illustrate our main results in the case when Xn is a complex Ginibre matrix.
Theorem 1.4 (Complex Ginibre case). Suppose Xn is an n × n random matrix
drawn from the complex Ginibre ensemble. Let the function f : C → R have a
polynomial tail and possess continuous partial derivatives in a neighborhood of the
unit disk {z ∈ C : |z| ≤ 1}. Let Kn ≥ 1 be an integer sequence, and assume In ⊂ [n]
is chosen uniformly at random (independently from Xn) from among all subsets of
[n] of size Kn.
• If for all sufficiently large n, Kn = K is constant, then
∑
i∈[n]\In
f(λi(Xn/
√
n))− E

 ∑
i∈[n]\In
f(λi(Xn/
√
n))

 n→∞−−−−→ S −
K∑
i=1
[f(Ui)− Ef(Ui)]
in distribution, where S, U1, . . . , UK are jointly independent random variables,
U1, . . . , UK have common distribution µdisk, and S is a mean zero normal ran-
dom variable with variance depending only on f (the formula for the variance
is given by (8) below when the atom distribution ξ is taken to be a standard
complex normal random variable).
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• If Kn →∞ as n→∞ and Kn = O(n1/4−ε) for some fixed ε ∈ (0, 1/4), then
1√
Kn

 ∑
i∈[n]\In
f(λi(Xn/
√
n))− E

 ∑
i∈[n]\In
f(λi(Xn/
√
n))



 n→∞−−−−→ N
in distribution, where N has the normal distribution with mean zero and vari-
ance Var f(U) and U has the uniform distribution µdisk on the unit disk.
Theorem 1.4 follows immediately by combining our main results (Theorems 1.5
and 1.6) below with Theorem 1.1 from [32]. A few remarks concerning Theorem
1.4 are in order. Firstly, in both cases, the limiting distribution for the partial
linear eigenvalue statistics differs from the limiting distribution of the full linear
eigenvalue statistic Sn[f ](Xn/
√
n) (the limiting distribution of Sn[f ](Xn/
√
n) in
this case is given by the normal random variable S, see [32]). Even if only one
randomly selected eigenvalue is removed from the sum, the limiting distribution is
no longer normal. Secondly, Theorem 1.4 shows that the more eigenvalues that are
removed from the sum, the larger the variance will be. In the extreme case where
Kn tends to infinity with n, this can be seen by the fact that one must normalize by
a factor of
√
Kn in order to obtain a limiting distribution. (A similar phenomenon
has been observed for thinned determinantal processes [25].) Thirdly, we believe
the condition Kn = O(n
1/4−ε) is an artifact of our proof (we require this bound
for some technical estimates that appear in the proof). We anticipate that more
advanced techniques or a different method may be able to relax this assumption.
In our main results below, we extend Theorem 1.4 to the case when Xn is an iid
matrix with atom distributions other than the complex normal distribution.
Theorem 1.5 (Partial linear statistics when a fixed number of eigenvalues have
been removed). Suppose Xn is an n×n iid random matrix whose atom distribution
satisfies Assumption 1.2, f : C → C is a function with a polynomial tail that is
Lipschitz continuous in a neighborhood of the disk {z ∈ C : |z| ≤ 1}, and K ≥ 1 is a
fixed integer. Suppose also that the statistic Sn[f ](Xn/
√
n) converges in distribution
as n → ∞ to the random variable S. If In ⊂ [n] is chosen uniformly at random
(independently from Xn) from among all subsets of [n] of size K, then
∑
i∈[n]\In
f(λi(Xn/
√
n))−E
 ∑
i∈[n]\In
f(λi(Xn/
√
n))
 n→∞−−−−→ S− K∑
i=1
[f(Ui)− Ef(Ui)] (2)
and∑
i∈In
f(λi(Xn/
√
n))− E
[∑
i∈In
f(λi(Xn/
√
n))
]
n→∞−−−−→
K∑
i=1
[f(Ui)− Ef(Ui)] (3)
in distribution, where S, U1, . . . , UK are jointly independent random variables and
U1, . . . , UK have common distribution µdisk.
Theorem 1.6 (Partial linear statistics when a growing number of eigenvalues are
removed). Suppose Xn is an n×n iid random matrix whose atom distribution satis-
fies Assumption 1.2, f : C→ C is a function with a polynomial tail that is Lipschitz
continuous in a neighborhood of the disk {z ∈ C : |z| ≤ 1}, and Kn ≥ 1 is an integer
sequence with the property that Kn →∞ as n→∞ and Kn = O(n1/4−ε) for some
fixed ε ∈ (0, 1/4). Suppose also that the statistic 1√
Kn
Sn[f ](Xn/
√
n) converges to
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zero in probability. If In ⊂ [n] is chosen uniformly at random (independently from
Xn) from among all subsets of [n] of size Kn, then
1√
Kn
∑
i∈[n]\In
f(λi(Xn/
√
n))− 1√
Kn
E
 ∑
i∈[n]\In
f(λi(Xn/
√
n))
 n→∞−−−−→ N (4)
and
1√
Kn
∑
i∈In
f(λi(Xn/
√
n))− 1√
Kn
E
[∑
i∈In
f(λi(Xn/
√
n))
]
n→∞−−−−→ N , (5)
in distribution, where N is the complex normal random variable with mean zero
and covariances
E[Re2(N )] = Var(Re f(U)), E[Im2(N )] = Var(Im f(U)), (6)
E[Re(N ) Im(N )] = Cov(Re f(U), Im f(U)) (7)
and U has uniform distribution µdisk on the unit disk in the complex plane.
Remark 1.7. The assumption that Sn[f ](Xn/
√
n) converges in distribution in The-
orem 1.5 (resp., 1√
Kn
Sn[f ](Xn/
√
n) converges in probability to zero in Theorem
1.6) is only required to establish (2) (resp., (4)); for the conclusion in (3) (resp.,
(5)), this assumption is not required.
We conclude this section by specializing Theorems 1.5 and 1.6 to a few specific
examples. The first corollary, which handles the case of complex-valued atom dis-
tributions, follows immediately from Theorem 2.2 in [12], our main results, and the
Sobolev embedding theorem1 (see, for instance, Theorem 9.17 in [17]).
Corollary 1.8. Let Xn be an n × n iid matrix whose atom variable ξ satisfies
Assumption 1.2 and E[ξ2] = 0. Suppose f : C→ R is in the Sobolev space H2+δ(C)
for some δ > 0 and has compact support. Then the conclusions of Theorems 1.5
and 1.6 hold with the random variable S being the mean zero real Gaussian variable
whose variance is given by
1
4π
∫
|z|<1
|∇f(z)|2 d2z + 1
2
∑
k∈Z
|k||fˆ(k)|2 + (E|ξ|4 − 2)
(
1
π
∫
|z|<1
f(z)d2z − fˆ(0)
)2
,
(8)
where fˆ(k) denotes the kth Fourier coefficient of the restriction of f to the circle
|z| = 1:
fˆ(k) :=
1
2π
∫ 2π
0
f
(
e
√−1θ
)
e−
√−1kθ dθ, k ∈ Z. (9)
We note that Corollary 1.8 does not apply when the atom variable ξ is real-valued
because of the obviously contradictory restrictions this would place on E[ξ2]. The
next corollary, which follows from Theorem 2.2 in [13], deals with this case where
the entries of Xn are real-valued random variables.
1By identifying C with R2, the Sobolev embedding theorem can be used to show that f is
Lipschitz continuous in a neighborhood of the disk {z ∈ C : |z| ≤ 1} whenever f ∈ Hs(C) for
s > 2.
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Corollary 1.9. Let Xn be an n × n iid matrix whose real-valued atom variable ξ
satisfies Assumption 1.2. Suppose f : C → R is in the Sobolev space H2+δ(C) for
some δ > 0 and has compact support. Then the conclusions of Theorems 1.5 and
1.6 hold with the random variable S being the mean zero real Gaussian variable
whose variance is given by
1
2π
∫
|z|<1
|∇(Psymf)(z)|2 d2z +
∑
k∈Z
|k||P̂symf(k)|2
+ (E|ξ|4 − 3)
(
1
π
∫
|z|<1
f(z)d2z − fˆ(0)
)2
,
where
(Psymf)(z) :=
f(z) + f(z¯)
2
maps functions on the complex plane to their symmetrizations with respect to the
real axis, and fˆ(k), P̂symf(k) denote the kth Fourier coefficients of the restrictions
of the functions f , Psymf to the circle |z| = 1 as defined in (9).
1.3. Rate of convergence to the circular law. In the course of proving our
main results, we obtain a rate of convergence for the empirical spectral measure of
an iid matrix to the uniform probability measure µdisk on the unit disk with respect
to the Wasserstein metric. Recall that for two probability measures µ and ν on C,
the L1-Wasserstein distance between µ and ν is given by
W1(µ, ν) := inf
π
∫
|x− y|dπ(x, y),
where the infimum is over all probability measures π on C × C with marginals µ
and ν.
Theorem 1.10 (Wasserstein distance bound). Let Xn be an n × n iid random
matrix whose atom distribution satisfies Assumption 1.2. Then almost surely, for
n sufficiently large,
W1(µXn/
√
n, µdisk) ≤ no(1)−1/4,
where µdisk is the uniform probability measure on the unit disk centered at the origin.
The bound of no(1)−1/4 for the Wasserstein distance appears far from optimal;
we include this result since it follows as a simple corollary of our methods. For the
case when Xn is drawn from the complex Ginibre ensemble, it is shown in [26] that
almost surely
W1(µXn/
√
n, µdisk) = O
(√
logn
n1/4
)
(10)
using a coupling argument. The best bound known to date for the complex Ginibre
ensemble is
W1(µXn/
√
n, µdisk) = O
(√
logn
n
)
, (11)
which is due to Chafa¨ı, Hardy, and Ma¨ıda [11].
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1.4. Overview and outline. The proof of Theorem 1.10 is presented in Section
2. The proofs of Theorems 1.5 and 1.6 are presented in Section 3 and rely on the
bounds from Section 2. In the appendix, we state a version of the local circular law
established recently by Alt, Erdo˝s, and Kru¨ger in [2] required for the proofs of our
main results.
Acknowledgements. The authors would like to thank Alexander Soshnikov for
originally pointing out this problem. The authors also wish to thank La´szlo´ Erdo˝s
for references and comments which improved an earlier draft of this manuscript, and
we are grateful to Gaultier Lambert for providing useful references. The first author
thanks Elizabeth Meckes and Mark Meckes for useful discussions and references.
2. Proof of Theorem 1.10
Let Xn be as in the statement of Theorem 1.10, and let Gn be an n × n iid
matrix drawn from the complex Ginibre ensemble. In view of the results from [26]
(see (10)) or [11] (see (11)) and the Borel–Cantelli lemma, it suffices to prove that
W1(µXn/
√
n, µGn/
√
n) ≤ no(1)−1/4
with overwhelming probability.
To bound W1(µXn/
√
n, µGn/
√
n), we observe that for any permutation σ on
{1, . . . , n}
W1(µXn/
√
n, µGn/
√
n) ≤
1
n
n∑
k=1
|λk(Xn)− λσ(k)(Gn)|√
n
. (12)
The real work here is to construct an advantageous σ, which defines how we pair
each eigenvalue of Xn to an eigenvalue of Gn. Many will pair in a nice enough way
to give a good bound; for those that do not pair nicely, we will use the following
“worst-case scenario” bound.
Theorem 2.1. For any fixed ε > 0, with overwhelming probability, all the eigen-
values of Xn and Gn are contained in the disk {z ∈ C : |z| < (1 + ε)√n}.
Theorem 2.1 follows from Remark 2.2 in [2]; in fact, the results in [2] provide
much greater precision for a larger class of independent-entry matrices than what
is stated here. Alternatively, Theorem 2.1 also follows from Theorem 2.5(ii) in [1]
or Theorem 1.4 in [33].
A square is a set of the form {z ∈ C : a ≤ Re(z) < b, c ≤ Im(z) < d} for some real
values a, b, c, d which satisfy b−a = d−c. In this case, the side length of the square
is b−a and the area is (b−a)2. The center of the square is (a+b)/2+√−1(c+d)/2.
For a Borel set B ⊂ C, let N(B) denote the number of eigenvalues of Xn in B
and N̂(B) denote the number of eigenvalues of Gn in B.
Fix a constant C > 1 for which all of the eigenvalues of Xn and Gn are contained
in the disk {z ∈ C : |z| < C√n} with overwhelming probability. (Such a constant
exists by Theorem 2.1.) Then, let R be the circumscribed square to the disk
{z ∈ C : |z| < C√n}, so that the disk lies entirely inside R. We partition, R into
disjoint sub-squares
R =
L⋃
ℓ=1
Rℓ
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such that all sub-squaresRℓ have the same side length Θ(n
1/4) (and hence same area
Θ(n1/2)). A simple area argument reveals that the sub-squares can be constructed
so that L = O(n1/2). Our main tool is the following.
Theorem 2.2. With the construction above,
max
ℓ
|N(Rℓ)− N̂(Rℓ)| ≤ no(1)+1/4 (13)
with overwhelming probability.
The proof of Theorem 2.2 is based on a local circular law result established
recently by Alt, Erdo˝s, and Kru¨ger in [2]. We present the proof in Appendix A.
We now turn our attention to completing the proof Theorem 1.10. We begin by
constructing the permutation σ from (12). We say an eigenvalue λk(Xn) of Xn and
an eigenvalues λj(Gn) of Gn pair up if σ(k) = j. Thus, the pairing of eigenvalues
will construct σ.
First pair min{N(R1), N̂(R1)} eigenvalues of Xn and Gn that fall in R1. The
choice of the pairing between these eigenvalues in R1 is arbitrary. Then pair
min{N(R2), N̂(R2)} eigenvalues of Xn and Gn that fall in R2. Continue in this way
until min{N(RL), N̂(RL)} eigenvalues are paired from RL. Then pair the remain-
ing unpaired eigenvalues of Xn and Gn in an arbitrary fashion. This completely
determines the permutation σ. Given 1 ≤ k ≤ n, we say k is good if λk(Xn) and
λσ(k)(Gn) both fall in the same sub-square Rℓ, 1 ≤ ℓ ≤ L, otherwise we say k is
bad2.
From this point forward, we work on the event where all the eigenvalues of Xn
and Gn are contained in {z ∈ C : |z| ≤ C√n} and (13) holds. From Theorems 2.1
and 2.2, this event holds with overwhelming probability. Continuing from (12), we
have
W1(µXn/
√
n, µGn/
√
n) ≤
1
n
L∑
ℓ=1
∑
k:λk(Xn)∈Rℓ
k good
|λk(Xn)− λσ(k)(Gn)|√
n
(14)
+
1
n
L∑
ℓ=1
∑
k:λk(Xn)∈Rℓ
k bad
|λk(Xn)− λσ(k)(Gn)|√
n
.
We bound the two terms separately.
If λk(Xn) ∈ Rℓ and k is good, then λσ(k)(Gn) ∈ Rℓ. Thus, the distance between
the two eigenvalues is at most the diameter of Rℓ, which is O(n
1/4). Thus, we
obtain
1
n
L∑
ℓ=1
∑
k:λk(Xn)∈Rℓ
k good
|λk(Xn)− λσ(k)(Gn)|√
n
≪ n−1/4. (15)
If k is bad, then we use the fact that the eigenvalues of Xn and Gn are contained
in the disk {z ∈ C : |z| ≤ C√n} to obtain
|λk(Xn)− λσ(k)(Gn)| ≤ 2C
√
n.
2Technically, it is more precise to say that the pair (σ, k) is good or bad since the conditions
depend on the permutation σ as well as the index k. Here, we have shortened the terminology to
just involve the index k.
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Therefore, using (13) to bound the number of bad indices, we conclude that
1
n
L∑
ℓ=1
∑
k:λk(Xn)∈Rℓ
k bad
|λk(Xn)− λσ(k)(Gn)|√
n
≪ L
n
no(1)+1/4. (16)
As L = O(n1/2), combining (15) and (16) with (14) completes the proof of the
theorem.
3. Proof of Theorems 1.5 and 1.6
This section is devoted to the proofs of Theorems 1.5 and 1.6.
3.1. Tools. In some of our calculations below, we will need to know about the
random set In. The next lemma will help us to understand its distribution.
Lemma 3.1. Let 1 ≤ Kn ≤ n, and assume In is a random subset of [n] chosen
uniformly from among all Kn-sized subsets of [n]. Let Jn ⊂ [n] be fixed. For
j = 0, 1, . . . ,Kn,
P (|In \ Jn| = j) ≤ exp
K2n
n
· 1√
1− Kn−1n
 pn(j), (17)
where pn(j) is the probability mass function of a binomial random variable with
parameters Kn and 1− |Jn| /n.
Proof. If j > n−|Jn| orKn−j > |Jn|, then it is impossible to have |In \ Jn| = j (for
this would imply that either |In \ Jn| > n−|Jn| = |Jcn| or |In ∩ Jn| = Kn−j > |Jn|),
so in these cases, (17) trivially holds. Otherwise, we have
P(|In \ Jn| = j) =
(
n−|Jn|
j
)( |Jn|
Kn−j
)(
n
Kn
)
=
(
Kn
j
)
(n− |Jn|)!
(n− |Jn| − j)! ·
|Jn|!
(|Jn| −Kn + j)! ·
(n−Kn)!
n!
≤
(
Kn
j
)(
n− |Jn|
n−Kn + 1
)j ( |Jn|
n−Kn + 1
)Kn−j
≤
(
n
n−Kn + 1
)Kn
pn(j).
Using the bound − log(1− x) ≤ x/√1− x for x ∈ [0, 1), we find(
n
n−Kn + 1
)Kn
= exp
[
−Kn log
(
1− Kn − 1
n
)]
≤ exp
Kn · Kn−1n√
1− Kn−1n
 ,
(18)
which establishes (17). 
We will need the following bound for the moments of the operator norm of an
iid matrix. While this bound is far from optimal, it will suffice for our purposes.
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Lemma 3.2. If Xn is an n × n iid matrix whose atom distribution satisfies As-
sumption 1.2, then for any integer m ≥ 1
E‖Xn‖mop ≪m n2+2m,
where ‖ · ‖op denotes the operator norm.
Proof. By bounding the operator norm by the Frobenius norm, we deduce from
Assumption 1.2 that
P(‖Xn‖op > t) ≤ P
(
max
1≤i,j≤n
|xij | ≥ t
n
)
≤
n∑
i,j=1
P
(
|xij | ≥ t
n
)
≤ Cpn
2+p
tp
for any t > 0 and any integer p ≥ 1. Thus, taking p = 2m, we conclude that
E‖Xn‖mop =
∫ ∞
0
P(‖Xn‖mop > t)dt
≤ 1 +
∫ ∞
1
P(‖Xn‖op > t1/m)dt
≤ 1 + C2mn2+2m
∫ ∞
1
1
t2
dt
≪m n2+2m.

3.2. Proofs of Theorems 1.5 and 1.6. We prove Theorems 1.5 and 1.6 simul-
taneously. To ensure that the following arguments can be directly applied in both
situations, we define Kn := |In| = K in the case where K is fixed. Our plan of
attack will consist of several interpolations wherein we replace the eigenvalues of
Xn/
√
n in the sums with points from among the predicted locations introduced in
[26] for the eigenvalues of an n×n matrix drawn from the complex Ginibre ensem-
ble. To that end, we introduce the following notation (modeled after the notation
from [26]). First, find a positive integer Nn so that (Nn− 1)2 ≤ n ≤ N2n, and then,
define mn := n− (Nn− 2)2. Note that n−mn = (Nn− 2)2 is a perfect square, and
2
√
n− 3 ≤ mn ≤ 4
√
n. (19)
Next, we define the predicted (or classical) locations λ˜i, for 1 ≤ i ≤ n−mn, as in
[26]. That is, for a given 1 ≤ i ≤ n−mn, write ℓi := ⌈
√
i⌉ and qi := i − (ℓi − 1)2,
and define
λ˜i :=
ℓi − 1√
n
e2π
√−1qi/(2ℓi−1).
(For a more detailed and intuitive understanding of this construction, we direct the
reader to [26].) Finally, for n −mn < i ≤ n, let λ˜i be any arbitrary deterministic
value in the annulus
{
z ∈ C :√1− mnn ≤ |z| ≤ 1}; the particular choice of values
will not be relevant for the proof, and one can safely choose λ˜i = 1 for all n −
mn < i ≤ n. The idea here is to facilitate a coupling between random draws from
{λ˜i : 1 ≤ i ≤ n} and the uniform distribution on the unit disk in a fashion inspired
by the methods used in [26]. The following intermediate result establishes that with
overwhelming probability, most of the eigenvalues of Xn/
√
n are reasonably near
the predicted locations {λ˜i}.
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Lemma 3.3. With overwhelming probability, there is a (random) permutation τn :
[n]→ [n] and a (random) set Jn ⊂ [n], both measurable with respect to the σ-algebra
generated by {xij}, so that
max
i∈[n]\Jn
∣∣∣λi (Xn/√n)− λ˜τn(i)∣∣∣≪ no(1)−1/4, (20)
and |Jn| ≪ no(1)+3/4.
Proof. We will compare the eigenvalues of Xn/
√
n to the classical locations λ˜i via
the intermediate comparison of each collection to the (ordered) eigenvalues of an
n× n matrix Gn := (gij) drawn from the complex Ginibre ensemble in such a way
that the iid entries gij are independent from the σ-algebra generated by {xij} and
In. Our proof relies on some results from [26] by E. Meckes and M. Meckes, so
for convenience, we adopt notation similar to theirs. In particular, we consider the
spiral ordering of the eigenvalues of Gn/
√
n defined in Step 1 of the outline of proof
presented in [26]. More explicitly, we define the order ≺ on C by declaring that
0 ≺ z for all z ∈ C, and writing w ≺ z for w, z ∈ C \ {0} if any of the following
conditions hold:
(i) ⌊√n |w|⌋ < ⌊√n |z|⌋;
(ii) ⌊√n |w|⌋ = ⌊√n |z|⌋ and argw < arg z;
(iii) ⌊√n |w|⌋ = ⌊√n |z|⌋, argw = arg z, and |w| ≤ |z|.
(Note that the last inequality comprising condition (iii) is irrelevant because the
eigenvalues of Gn have distinct argument with probability 1.) Here, we use the
convention that arg z ∈ (0, 2π]. Recall that λ1(Gn/√n), . . . , λn(Gn/√n) are the
eigenvalues of Gn/
√
n (ordered in some specific but arbitrary fashion). We now de-
fine {λ′1(Gn/
√
n)}ni=1 to be the eigenvalues of Gn/
√
n ordered so that λ′1(Gn/
√
n) ≺
· · · ≺ λ′n(Gn/
√
n).
We first compare {λi(Xn/√n)} to {λ′i(Gn/
√
n)}. With overwhelming probabil-
ity, we can construct a random permutation σ as we did in the proof of Theorem
1.10 above, and define
J ′n := {1 ≤ k ≤ n : k is bad} .
By construction,
max
i∈[n]\J′n
∣∣λi (Xn/√n)− λσ(i) (Gn/√n)∣∣≪ n−1/4,
so by re-labeling the eigenvalues of Gn/
√
n according to ≺, we have the following:
with overwhelming probability, there is a permutation τn ∈ Sn, measurable with
respect to the σ-algebra generated by {xij} and {gij}, so that
max
i∈[n]\J′n
∣∣∣λi (Xn/√n)− λ′τn(i)(Gn/√n)∣∣∣≪ n−1/4. (21)
In addition, Theorem 2.2 and the fact that L = O(n1/2) together imply that with
overwhelming probability,
|J ′n| ≪ L · no(1)+1/4 ≪ no(1)+3/4. (22)
Next, we compare {λ′i(Gn/
√
n)} to {λ˜i} using the results of [26]. Fix α > 0, and
define
an :=
√
512π2(α+ 1) logn≪ no(1).
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By Theorem 4.3 from [26] (with s := ann
1/4), there exists an absolute constant
C > 0, so that whenever i ≤ n−mn satisfies
⌈
√
i⌉ ≤ √n−
√
log n (23)
and
9 ≤ ann1/4 ≤ π(⌈
√
i⌉ − 1) + 2, (24)
we have
P
(∣∣∣λ′i(Gn/√n)− λ˜i∣∣∣ > ann1/4)
≤ C exp
(
−min
{
(ann
1/4 − 9)2
256π2(⌈√i⌉ − 1) ,
ann
1/4 − 9
4π
})
≤ C exp
(
−min
{
a2nn
1/2 − 18ann1/4
256π2
√
n
,
ann
1/4 − 9
4π
})
≪ exp
(
−a
2
nn
1/2 − 18ann1/4
256π2
√
n
)
≪ exp
(
− a
2
nn
1/2
512π2
√
n
)
= n−α−1.
(25)
Now, 9 ≤ ann1/4 for large n, and i ≥
(
ann
1/4+π−2
π
)2
implies the rightmost inequal-
ity in (24). In addition inequality (19) establishes that for large n,
√
n−
√
logn =
√
n− 2
√
n logn+ logn ≤
√
n− 4√n ≤ √n−mn,
so ⌈√i⌉ ≤ √n−√log n implies i ≤ n−mn. It follows that for large n, whenever(
ann
1/4 + π − 2
π
)2
≤ i ≤
(√
n−
√
log n− 1
)2
,
i ≤ n−mn and conditions (23) and (24) hold, so via (25),
P
(∣∣∣λ′i(Gn/√n)− λ˜i∣∣∣ > ann1/4)≪ n−α−1. (26)
Define J ′′n ⊂ [n] to be the set of indices for which(
ann
1/4 + π − 2
π
)2
≤ τn(i) ≤
(√
n−
√
logn− 1
)2
, (27)
does not hold. Then,
|J ′′n | ≪ no(1)+1/2 (28)
and by the union bound applied to (26),
max
i∈[n]\J′′n
∣∣∣λ′τn(i)(Gn/√n)− λ˜τn(i)∣∣∣≪ no(1)−1/4 (29)
with probability at least 1 − Cαn−α for a constant Cα > 0 depending on α. Since
α > 0 was arbitrary, the conclusion of Lemma 3.3 follows by defining Jn := J
′
n∪J ′′n
and combining (21), (22), (28), and (29). 
With Lemma 3.3 in hand, we are ready to establish Theorems 1.5 and 1.6. To
that end, choose η > 0 small enough that f is Lipschitz continuous in the disk
{z ∈ C : |z| ≤ 1 + η}, and apply Theorem 2.1 so that all eigenvalues of Xn/√n are
contained in the disk {z ∈ C : |z| ≤ 1 + η/2}. Let En denote the event that the
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conclusions of Theorem 2.1 and Lemma 3.3 hold, and on this event, define the
permutation τn : [n] → [n] and Jn ⊂ [n] as in Lemma 3.3. For completeness, on
the complement of En, define τn to be the identity permutation and Jn to be the
empty set. For clarity, we also define the random variables An and Bn to be
An :=
∑
i∈In
f(λ˜τn(i))− E
[∑
i∈In
f(λ˜τn(i))
]
,
Bn :=
∑
i∈In
[
f(λ˜τn(i))− f(λi(Xn/
√
n))
]
− E
[∑
i∈In
[
f(λ˜τn(i))− f(λi(Xn/
√
n))
]]
.
Recall the definition of Sn[f ](Xn/
√
n) from (1). We wish to determine the
asymptotic behavior of
∑
i∈[n]\In
f(λi(Xn/
√
n))− E
 ∑
i∈[n]\In
f(λi(Xn/
√
n))
 = Sn[f ](Xn/√n)−An + Bn
(30)
and of ∑
i∈In
f(λi(Xn/
√
n))− E
[∑
i∈In
f(λi(Xn/
√
n))
]
= An − Bn, (31)
which we will accomplish in several parts. First, we will show that Bn → 0 in
probability as n → ∞, and second, we will establish that Sn[f ](Xn/√n) and An
are independent. Afterwards, the proofs of Theorems 1.5 and 1.6 will diverge. In
particular, we will determine the limiting distribution to whichAn (resp., An/
√
Kn)
converges in law and apply Slutsky’s theorem to establish the conclusion of Theorem
1.5 (resp., Theorem 1.6).
The next few lemmas establish the joint limiting behavior of Sn[f ](Xn/
√
n), An,
and Bn.
Lemma 3.4. Bn converges to zero in probability as n→∞.
Proof. Let
qn :=
∑
i∈In
∣∣∣f(λ˜τn(i))− f(λi(Xn/√n))∣∣∣ .
By Markov’s inequality, it suffices to show that E[qn]→ 0 as n→∞.
We decompose
E[qn] = E[qn1En ] + E[qn1Ecn ], (32)
and bound each term separately. To do so, we will now utilize that f has a polyno-
mial tail. Indeed, this assumption implies that there exists a constant C > 0 and
an integer m ≥ 1 so that
|f(z)| ≤ C(1 + |z|m) (33)
for all z ∈ C. For the second term in (32), we apply the Cauchy–Schwarz inequality
to obtain
E[qn1Ecn ] ≤
√
P(Ecn)
√
Eq2n.
Since En holds with overwhelming probability, in order to bound this term it will
suffice to show that E[q2n]≪ nO(1), where the implicit constants will depend on the
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constant C and the integerm. To obtain this bound, we apply the Cauchy–Schwarz
inequality again and (33) to get
Eq2n ≤ KnE
[∑
i∈In
∣∣∣f(λ˜τn(i))− f(λi(Xn/√n))∣∣∣2
]
≪ K2n +K2nE‖Xn‖2mop ,
where ‖ · ‖op denotes the operator norm. Here, we have exploited the fact that the
spectral radius of any matrix is bounded above by the operator norm. By Lemma
3.2, we obtain the bound of Eq2n ≪ nO(1), which shows that the second term on the
right-hand side of (32) converges to zero.
We now bound E[qn1En ] by partitioning the sample space into events En∩{|In \
Jn| = j} for j = 0, . . . ,Kn. Observe that
E[qn1En ] =
Kn∑
j=0
E
[
qn1En1{|In\Jn|=j}
]
≪
Kn∑
j=0
(no(1)−1/4j + (Kn − j))E
[
1En1{|In\Jn|=j}
]
= no(1)−1/4E
Kn∑
j=0
j1En1{|In\Jn|=j}
+ E
Kn∑
j=0
(Kn − j)1En1{|In\Jn|=j}
 ,
where we used the Lipschitz continuity of f and (20), which holds on the event En.
To bound these two terms, we now apply Lemma 3.1 and use the assumption that
Kn = O(n
1/4−ε). Indeed, by conditioning on Xn (which also fixes Jn), we have
E
Kn∑
j=0
j1En1{|In\Jn|=j}
 = E
1En Kn∑
j=0
jE
[
1{|In\Jn|=j} | Xn
]
≪ E
[
1EnKn
(
1− |Jn|
n
)]
.
Here, we used the towering property of the conditional expectations and the fact
that the event En is measurable with respect to the σ-algebra generated by the
entries of the matrix Xn. By hypothesis Kn = O(n
1/4−ε), and so
no(1)−1/4E
Kn∑
j=0
j1En1{|In\Jn|=j}
 = o(1).
We similarly bound
E
Kn∑
j=0
(Kn − j)1En1{|In\Jn|=j}
 = E
1En Kn∑
j=0
(Kn − j)E
[
1{|In\Jn|=j} | Xn
]
≪ E
[
1En
(
Kn −Kn
(
1− |Jn|
n
))]
= o(1),
where we used that |Jn| ≪ n3/4+o(1) on the event En. Combining the bounds
above, we find E[qn1En ] = o(1), which completes the proof. 
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Lemma 3.5. For each n, the (random) set τn(In) is independent from Xn and has
the same distribution as In. In particular, the random variables Sn[f ](Xn/
√
n) and
An are independent.
Proof. First, we show that τn(In) is independent from Xn. Indeed, suppose S is a
Kn-element subset of [n] and B is a Borel subset of n× n matrices with entries in
C. Recall that In is independent from the entries of Xn by hypothesis, and so In
is independent of the σ-algebra generated by Xn and τn (τn is Xn-measurable by
construction). Letting Sn denote the set of permutations on [n], it follows that
P(τn(In) = S, Xn ∈ B) =
∑
σ∈Sn
P(τn(In) = S, Xn ∈ B, τn = σ)
=
∑
σ∈Sn
P(In = σ
−1(S), Xn ∈ B, τn = σ)
=
∑
σ∈Sn
P(In = σ
−1(S)) · P(Xn ∈ B, τn = σ)
=
1(
n
Kn
) ∑
σ∈Sn
P(Xn ∈ B, τn = σ)
=
1(
n
Kn
) · P(Xn ∈ B).
We conclude that τn(In) and Xn are independent and that τn(In) has the same
distribution as In since
P(τn(In) = S) =
∑
σ∈Sn
P(In = σ
−1(S), τn = σ)
=
∑
σ∈Sn
P(In = σ
−1(S)) · P(τn = σ)
=
1(
n
Kn
) ∑
σ∈Sn
P(τn = σ)
=
1(
n
Kn
) .
Furthermore, since {λ˜i} are deterministic, we observe that
An =
∑
i∈τn(In)
f(λ˜i)− E
 ∑
i∈τn(In)
f(λ˜i)

is a function of only τn(In), while Sn[f ](Xn/
√
n) is a function of only Xn, so
Sn[f ](Xn/
√
n) and An are independent. 
Lemma 3.6. If Kn = K is fixed, then
An n→∞−−−−→
K∑
i=1
(f(Ui)− E [f(Ui)]) ,
in distribution, where U1, . . . , UK are iid complex random variables drawn from the
uniform distribution µdisk on the unit disk. On the other hand, if Kn → ∞ and
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Kn = O(n
1/4−ε) for some fixed ε ∈ (0, 1/4), then,
An√
Kn
n→∞−−−−→ N
in distribution, where N is a zero-mean complex normal distribution with covari-
ances given in (6) and (7).
Proof. Since Kn is much less than n, An acts like a sum of iid random variables,
whose limiting behavior is much easier to understand. In order to state this ob-
servation more concretely, we will define a new index set I ′n ⊂ [n], identical in
distribution to In, but whose elements are coupled to a sequence of iid draws from
[n]. To that end, let Y1, . . . , YKn be a sequence of iid uniformly random draws from
[n]. If Y1, . . . , YKn are distinct, we set I
′
n := {Y1, . . . , YKn}. If they are not distinct,
we take I ′n := In. From this construction, it is easy to check that I
′
n has the same
distribution as In. Now, by Lemma 3.5, τ(In) has the same distribution as In. It
follows that An has the same distribution as
A′n :=
∑
i∈I′n
f(λ˜i)− E
∑
i∈I′n
f(λ˜i)
 .
We will now check that, with probability 1 − O(1/√n), I ′n = {Y1, . . . , YKn}.
Indeed, we compute
P(Y1, . . . , YKn are distinct) =
n
n
· n− 1
n
· · · n−Kn + 1
n
≥
(
n−Kn + 1
n
)Kn
≥ exp
−Kn · Kn−1n√
1− Kn−1n

≥ 1−O
(
1√
n
)
,
where the second to last inequality follows from (18) above and the last inequality
follows from the bound e−x ≥ 1 − x, valid for all x ∈ R. By the assumptions on
Kn, this implies that
E
∣∣∣∣∣∣
∑
i∈I′n
f(λ˜i)−
Kn∑
i=1
f(λ˜Yi)
∣∣∣∣∣∣ −→ 0
as n→∞, and so with probability 1− o(1),
A′n =
Kn∑
i=1
(
f(λ˜Yi)− E
[
f(λ˜Yi)
])
+ o(1). (34)
It thus suffices to study the convergence of the sum on the right-hand side of (34).
Recall that the values λ˜1, . . . , λ˜n are deterministic, and so the sum on the right-
hand side of (34) is a sum of iid random variables. Moreover, it follows from Lemma
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2.1 in [26]3 that λ˜Y1 converges in distribution to a random variable with distribution
µdisk. Thus, in the case where Kn = K is fixed,
A′n n→∞−−−−→
K∑
i=1
(f(Ui)− E [f(Ui)]) ,
in distribution, where U1, . . . , UK are iid random variables with common distribu-
tion µdisk. Here, we have also exploited the fact that f is bounded and continuous
on the disk {z ∈ C : |z| ≤ 1}.
We now consider the case when Kn → ∞, which will follow from the classical
central limit theorem. It will be slightly more convenient in this case to work with
real-valued random variables. Indeed, by the Crame´r–Wold device, it suffices to
study the convergence of
1√
Kn
Kn∑
i=1
(
α
[
Re f(λ˜Yi)− E
[
Re f(λ˜Yi)
]]
+ β
[
Im f(λ˜Yi)− E
[
Im f(λ˜Yi)
]])
(35)
for arbitrary constants α, β ∈ R. From the classical central limit theorem for trian-
gular arrays (see, for instance, Theorem 3.4.5 in [15]), it follows that the random
variable in (35) converges in distribution to a mean zero normal random variable
with variance
α2 Var(Re f(U)) + β2Var(Im f(U)) + 2αβ Cov(Re f(U), Im f(U)),
where U has distribution µdisk. It follows from the Crame´r–Wold device that
1√
Kn
A′n n→∞−−−−→ N
in distribution, where N is the mean zero complex normal distribution with covari-
ances defined in (6) and (7). 
Recalling (30) and (31), the proofs of Theorems 1.5 and 1.6 now follow from
Slutsky’s theorem (see e.g. Lemma 1.10 in [30]) and Lemmas 3.4, 3.5, and 3.6.
Appendix A. Local circular law
This section is devoted to the proof of Theorem 2.2, which will follow from
Theorem A.1 below. Throughout this appendix, we let ‖f‖p denote the Lp-norm
of the function f : C→ C.
Theorem A.1 (Local circular law). Fix C > 0, let Xn be an n × n iid matrix
whose atom distribution satisfies Assumption 1.2, and let Gn be an n×n iid matrix
drawn from the complex Ginibre ensemble. Then, with overwhelming probability,
n∑
k=1
f(λk(Xn)) =
n∑
k=1
f(λk(Gn)) +O(‖∆f‖1no(1)), (36)
uniformly for all smooth functions f : C → R (possibly depending on n) that are
supported on the disk {z ∈ C : |z| ≤ C√n} and satisfy the bound
‖∆f‖3 ≤ nC‖∆f‖1. (37)
3The probability measure νn from Lemma 2.1 in [26] differs slightly from the distribution of
λ˜Y1 . The difference only involves mn/n proportion of the mass corresponding to the values λ˜i
for n − mn < i ≤ n. In view of (19), mn/n → 0 as n → ∞, so this discrepancy between the
distributions is negligible in the limit.
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Theorem A.1 follows from the results of Alt, Erdo˝s, and Kru¨ger in [2]. In partic-
ular, since the entries of Xn and Gn have the same variance, Theorem A.1 follows
from the triangle inequality after applying [2, Theorem 2.3] twice (once for Xn/
√
n
and once for Gn/
√
n). In each application, we set a = 0 and z0 = 0, and we
consider the scaled functions f˜(z) := f(
√
nz). To achieve the asymptotic factor
no(1) in (36), we note that the inequalities in [2, Theorem 2.3] hold uniformly for
all n ∈ N, so ε may slowly converge to zero as a function of n.
Technically, [2, Theorem 2.3] requires the additional assumption that the entries
of Xn have bounded density. However, following Remark 2.5 in [2], one can remove
the bounded density assumption by utilizing a different bound on the least singular
value. For iid matrices, one can use the least singular value bound given by Tao
and Vu in [34, Theorem 2.1]. Using this alternative bound requires a few small
changes to the proof of [2, Theorem 2.3]; these changes are explained in [2, Remark
6.2] so we shall not repeat them here.
While we have stated Theorem A.1 for iid matrices, the results in [2] are actually
much more general and apply to a larger class of random matrices. Theorem A.1
should be compared to other local circular laws such as [36, Theorem 20] and the
main results in [37] (see also [9, 10]). Unfortunately, the random matrices under
consideration here do not satisfy the assumptions of [36, Theorem 20] since the real
and imaginary parts of the entries of Xn are not assumed to be independent. In
addition, [36, Theorem 20] is only stated for open balls, while Theorem A.1 above
will allow us to approximate squares (as well as other geometric shapes) by taking
f to be a smooth approximation to the indicator function. Though very similar to
Theorem A.1, the results in [37] require the function f to take a specific form (with
a specific dependence on n), which differs slightly from what we use here.
A.1. Proof of Theorem 2.2. It remains to prove Theorem 2.2. The proof relies
on Theorem A.1 above and some results from [36]. Before presenting the proof, we
introduce the following notation. For z0 ∈ C and r ≥ 0, let
B(z0, r) := {z ∈ C : |z − z0| < r}
be the open ball of radius r centered at z0.
We now turn to the proof of Theorem 2.2. Let C′ > 1 be a large fixed constant
so that the square R is contained in B(0, (C′ − 1)√n). From [36, Theorem 20], it
follows that
N̂(B(z0, 1))≪ no(1) (38)
with overwhelming probability, uniformly for all z0 ∈ B(0, C′√n). Unfortunately,
the matrix Xn does not satisfy the assumptions of [36, Theorem 20], so we will
need to use Theorem A.1 to obtain a version of (38) for the eigenvalues of Xn.
Indeed, letting f : C→ [0, 1] be a smooth approximation to the indicator function
on B(z0, 1), we find from Theorem A.1 and (38) that
N(B(z0, 1))≪ no(1) (39)
with overwhelming probability, uniformly for all z0 ∈ B(0, C′√n). We will return
to these bounds in a moment.
For each 1 ≤ ℓ ≤ L, let fℓ : C → [0, 1] be a smooth approximation to the
indicator function on Rℓ so that fℓ(z) = 1 for z ∈ Rℓ and fℓ(z) = 0 for z at
distance 1 or more from Rℓ. The functions fℓ can be chosen to satisfy (37) (for a
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suitably large choice of constant C > 0) and so that
max
ℓ
sup
z∈C
|∆fℓ(z)| = O(1).
A geometric argument that uses this bound for regions where |∆fℓ(z)| > 0 shows
that maxℓ ‖∆fℓ‖1 = O(n1/4). Applying Theorem A.1 and the union bound, we
conclude that
max
ℓ
∣∣∣∣∣
n∑
k=1
fℓ(λk(Xn))−
n∑
k=1
fℓ(λk(Gn))
∣∣∣∣∣≪ n1/4+o(1) (40)
with overwhelming probability.
We now go from the sums above to the counting functions N(Rℓ) and N̂(Rℓ).
For 1 ≤ ℓ ≤ L, let
Tℓ := {z ∈ C \Rℓ : fℓ(z) > 0}.
By construction Tℓ is disjoint from Rℓ. Moreover, all the points in Tℓ are distance
at most 1 from Rℓ. By covering Tℓ with unit balls, we can apply (38), (39), and
the union bound to obtain
max
ℓ
(
N(Tℓ) + N̂(Tℓ)
)
≪ n1/4+o(1) (41)
with overwhelming probability.
Combining (40) and (41), we conclude that
max
ℓ
|N(Rℓ)− N̂(Rℓ)| ≤ max
ℓ
[∣∣∣∣∣
n∑
k=1
fℓ(λk(Xn))−
n∑
k=1
fℓ(λk(Gn))
∣∣∣∣∣+N(Tℓ) + N̂(Tℓ)
]
≪ n1/4+o(1)
with overwhelming probability. This completes the proof of Theorem 2.2.
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