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Let & be a C*-algebra with identity on the separable Hilbert space H. 
Let 9 be the von Neumann algebra generated by -c4, and let s + v(s) be 
a one-parameter group of *-automorphisms of & such that s + v(s)(T)% is 
continuous for each Tin .cd and x in .W. Suppose that each v(s) extends to be 
an inner automorphism of .%?. Then there exists a strongly continuous one- 
parameter unitary group U(s) in B such that &s)(T) = U(s) TU(-s), for 
all T in 3. 
0. INTRODUCTION 
The purpose of this paper is to prove the following theorem. 
THEOREM 0.1. Let AX? be a C*-algebra with identity on the separable 
Hilbert space X, and let 9 be the van Neumann algebra generated by ~4. 
Suppose that s -+ +(s) is a one-parameter group of *-automorphisms of at’ 
such that (1) s --t (r$(s)( T)x, y) is continuous for all T in Lc4 and x, y 
in 2; (2) for each real number s there exists a unitary operator U(s) in 9? 
such that $(s)(T) = U(s) TU(s)* (T in ~4). Then there exists a strongly 
continuous, one-parameter unitary group s -+ W(s) in 9 such that 
$(s)(T) = W(s) TW(-s) (Tin ~4). 
This theorem is to some extent motivated by quantum-mechanical 
considerations (see Kadison [6] for such a motivation). In fact, 
L. Bongaarts, in a paper recently submitted for publication, has 
applied Theorem 0.1 to a problem in interacting Fermion fields. 
Though I can give no precise references, I am sure that Theorem 0.1 
has been conjectured by many people for several years.l Very special, 
easy cases of this theorem have possibly been proved. For example, 
in his book on the mathematical foundations of quantum mechanics, 
* Supported in part by NSF Grant GP-9141. 
r While engaged in writing this paper, the author learned, by verbal communication, 
that C. C. Moore recently has proved a theorem similar to Theorem 0.1. 
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G. W. Mackey states that a theorem quite close to mine is valid for 
JZZ’ = L(X), all bounded operators on the Hilbert space X. In [6], 
Kadison shows that Theorem 0.1 holds under the additional special 
assumptions: 
(a) & is a factor; (b) s + ~3 l&W(T) - 9~ r>i 
llTII=l 
is continuous, for all X, y in X. 
Since the proof of Theorem 0.1 is rather long and complicated, this 
paper is divided into four sections. Many of the results of these sections 
are probably of independent interest. Section 1 contains some 
preliminary facts on the strong convergence of self-adjoint operators. 
In Section 2 we define Bore1 structures on various objects and study 
some properties of these structures. Section 3 contains some prelim- 
inary direct integral theory. Finally, in Section 4 we piece together the 
results of the previous three sections to give a proof of Theorem 0.1. 
See the two books by Dixmier ([2] and [4]) for the basic notation and 
facts about von Neumann algebras and C*-algebras used in this paper. 
If 9 is a von Neumann algebra, let .%?r be the unit ball of W, U(g) the 
unitary group of 9, and P(g) the lattice of projections of W. X will 
always denote a separable Hilbert space. L(s) will denote the algebra 
of all bounded operators on ~8’. Aut(%‘) will denote the group of 
*-automorphisms of 9. The reader should consult Mackey [9] and 
Parthasarthy [13] for the basic facts about standard Bore1 spaces. 
1. SOME FACTS ON THE STRONG CONVERGENCE 
OF SELF-ADJOINT OPERATORS 
Let A, (n > 1) and A be (possibly unbounded) self-adjoint 
operators on a separable Hilbert space Z. There are several 
ways of defining the strong convergence of A, to A(n t + CO). The 
purpose of this section is to show that some of these definitions are 
equivalent. 
In what follows, if B is a self-adjoint operator on the separable 
Hilbert space X, C(B) = (B + i)(B - i)-’ denotes the Cayley 
transform of B and A(h, B) = (h - B)-1 denotes the resolvent of B 
(h a nonreal complex number). Recall that if T,(n >, 1) and T are 
bounded operators on 2, then T, converges strongly to T(n t + 00) 
if T,x converges to Tx(n f + 00) for every x in X. 
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THEOREM 1.1. Let A,(n 3 1) and A be self-adjoint operators on the 
separable Hilbert space X. Then the following are equivalent: 
(1.1) C(A,) converges strongly to C(A)(n f + co); 
(1.2) f (A,) converges strongly to f (A)(n T + a~) for every con- 
tinuous function f on the real line which vanishes at &co; 
(1.3) R(h; A,) converges strongly to R(X; A)(n f + a) for every 
nonreal complex number h; 
(1.4) f (A,) converges strongly to f (A)(n f + 00) for every con- 
tinuous bounded function f on the real line; 
(1.5) exp(isA,) converges strongly to exp(isA)(n t + CD) for every 
real number s; 
(1.6) exp(isA,) converges strongly to exp(isA)(n t + co) for every s 
in K, a dense subset of the real line; and given x in SY and E > 0, 
there exists a positive integer n, and 6 > 0 such that ~up,>,~,~,~~ 
(( exp(irA,)x - x/I < E. 
Proof. (1.1) z= (1.2). If C(A,) converges strongly to C(A), then 
(A, - i)-’ = (2i)-l(C(A,) -I) converges strongly to (2i)-l( C( A) - I) = 
(A - i)-‘. Next, the map T + T” is continuous in the weak operator 
topology. Since the strong operator topology and the weak operator 
topology coincide on the set of unitaries, C(A,)* converges strongly 
to C(A)*. Hence, (A, + i)-’ = (2i)-l(1- C(A,)*) converges strongly 
to (2i)-l(1- C(A)*) = (A + i)-l. N ow multiplication is jointly con- 
tinuous in the strong operator topology on norm bounded subsets of 
L(X). Hence, if P(x, y) is a polynomial with complex coefficients and 
no constant term, P((i + A&l, (i - A,)-I) converges strongly to 
P((i + A)-I, (i - A)-l). By the Stone-Weierstrass theorem, functions 
of the form P((i + x)-l, (i - x)-l) are uniformly dense in the algebra 
of all continuous functions f on the real line which vanish at &GO. 
Simple estimates now complete the proof of the implication. 
(1.2) * (1.3). Immediate. 
(1.3) * (1.1). I mmediate from the formula 
C(B) = 2i(B - i)-’ + I. 
(1.3) * (1.4). Let x E 8 and f be a continuous function such 
that If(A)\ < I for all real numbers A. Let A = f?z h dE(X) and 
A, = ]zz h dE,(h) be the spectral decompositions of A and 
A,(n > 1). Choose A, close to +co and A, close to --CO such 
that 1) x - E([As , h,])x 11 < E and A, , A2 are not eigenvalues of A. 
A, and A, exist since Z is separable. By Kato [8, Theorem 1.15, p. 4321 
En = ~%tl?, 3 U converges strongly to E = E([X, , A,]). Choose a 
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continuous function 1 g 1 < 1 which vanishes at Ifs co and agrees with f 
on [A, , A,]. Then 
< llfkLW - En)x II + llf (W - JW II + llf P&J J%X -fW Ex II 
< IV - E& II + IIV - Eb II + II g&J Enx - d4J Ex II 
+ II d&) Ex - g(4 Ex II 
< IU - ~%Jxll + IIV - -& II + II -%x - Ex II 
+ II g(4 Ex - cd4 Ex II. 
For large n, each of the first three terms is less than E. We have already 
shown that (1.3) * (1.1) * (1.2). H ence, (1.2) implies that for large 1z, 
II &%J JQ - g(A) Ex II < E, and hence, jl f (A,)x -f (A)x 11 < 4~. 
Hence, f (A,) converges strongly tof(A). 
(1.4) + (1.5). Immediate. 
(1.5) 5 (1.2). Fix a continuous function with compact 
support g. Form the weak integrals T, = J?E exp(isA,) g(s) u!s and 
T = J?E exp(isA) g(s) ds. Cl aim that T, converges strongly to T. 
Let xE#. 
IV - CJx Ii2 = F+m FCm&ZG 
J --m J -cc 
X ((exp(isA) - exp(isA,))x, (exp(itA) - exp(itA,))x) ds dt 
+m tm 
d s s I &)&)I * II expW)x - ed~&dx II -02 --m 
. /I exp(itA)x - exp(itA,)x II ds dt. 
By assumption, the above integrand converges to zero pointwise. 
Hence, the dominated convergence theorem implies that T, converges 
strongly to T. Hence, if g is an arbitrary continuous complex-valued 
function on the real line with compact support, then j(A,J converges 
strongly to &A) (g A is the Fourier transform of g). Such t forms a 
point-separating algebra on the real line which is closed under 
complex conjugation. Hence, the Stone-Weierstrass theorem plus 
simple estimates show that f (A,) converges strongly tof(A) for every 
continuous function f on the reals which vanishes at &co. 
(1.5) z- (1.6). Only the second half of (1.6) needs proof. Fix x 
in 8 and E > 0. Let L, = [s 1 supman 11 exp(isA,)x - exp(isA)x (( < ~1. 
Each L, is closed and (Jn>r L, is the entire real line. By the Baire 
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Category Theorem, some L, has interior. Hence, there exists a real 
number s0 and 6’ > 0 such that 
Choose 6” > 0 so that s~p~r-~~,<~~ 11 exp(ir& - exp(is,d)x 1) < E. 
Let 6 = min(S’, 8’). The triangle inequality gives 
Hence, 
sup Ij exp(irA,)x - exp(is,A& Ij < 3~. 
n&n 
IP-S,l<8 
sup Ij exp(irA,)x - x j/ < 3~. 
n>m 
Irl=3 
(1.6) * (1.5). The proof is not difficult. Q.E.D. 
Remark 1.2. Easy examples show that “bounded continuous” 
cannot be replaced by “bounded Borel” in (1.4). 
2. BOREL STRUCTURES ON CERTAIN SETS OF AUTOMORPHISMS 
AND UNITARY GROUPS 
If 9 is a von Neumann algebra, let Lnaut(9) be the group of inner 
*-automorphisms of 9 and U(9) the unitary group of 9. We have a 
natural mapping U(9) -+ Inaut(9?) by U -+ U * U*. The kernel of 
this mapping is U(Cent 8). Hence, there is a natural one-to-one 
mapping of the orbits of U(Cent W) in U(9) onto Inaut(9). There 
exists a Bore1 cross section for the orbits of U(Cent 9) in U(9) 
(c.f. Dixmier [3]). Any two such Bore1 cross sections are Bore1 
isomorphic in a natural manner. Inaut(g) becomes a standard Bore1 
space by identifying it with one of these cross sections. 
LEMMA 2.1. Fix T in W and x, y in A?. Then the mapping 
d 3 ww Yh f rom Inaut 9 into the complex numbers, is Borel. 
Proof. The mapping +1 : U+ ( UTU*x, y), from U(8) into the 
complex numbers, is continuous. In particular, +r is a Bore1 mapping. 
Let B be a Bore1 cross section for the orbits of the U(Cent W) in U(W). 
Let A = ~4 I B. A is a Bore1 mapping. Let +3 : Inaut(@ -+ B be the 
natural Bore1 isomorphism. Then +a 0 #8 is a Bore1 mapping. Since 
+a 0 +s(+) = (+(T)x, y), the lemma is proved. Q.E.D. 
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PROPOSITION 2.2. The Borel structure on Inaut(W) is the smallest 
such that 4 + (I$( T)x, y) is Bore1 for all T in 98 and x, y in Z’. 
Proof. Let gi be the Bore1 structure on Inaut($I?) given by any 
Bore1 cross section in U(g). Inaut(.%!) is a standard Bore1 space with 
the Bore1 structure g1 . Let g2 be the Bore1 structure on Inaut(W) 
generated by the mappings + + (+( T)x, y) (T in L(g) and X, y in X). 
Lemma 2.1 states that 5%‘,2 ga . Since X is separable, one may easily 
check that a2 is countably separated. Since a1 is a standard Bore1 
structure, Mackey [9, Theorem 3.3, p. 1391 implies that &?I = &Yz . 
Q.E.D. 
The following corollaries are immediate from Proposition 2.2. 
COROLLARY 2.3. Let B be any Bore1 space and f : 9 -+ Inaut(g) a 
mapping. Then f is Bore1 if and only if 8 -+ (f (E)( T)x, y) is Borel, for 
every T in 9 and x, y in 2. 
COROLLARY 2.4. The mapping U -+ U - U*, of U(g) onto Inaut($$), 
is Borel. 
Proof. Fix T in &Y and x, y in Z’. Then the mapping 
U 4 (UTU*x, y) is continuous. Now apply Corollary 2.3. Q.E.D. 
PROPOSITION 2.5. Theorem 0.1 is true if& = L(S). 
Proof. Every automorphism of L(X) is an inner automorphism. 
Consider the mapping of the real line into Inaut(L(Z)) given by 
s -+4(s). By assumption and Corollary 2.3, this mapping is Borel. 
Since the Bore1 structure of Inaut(L(%)) is given by a Bore1 cross 
section of U(L(X)), there exists a Bore1 function f : R1 ---t U(L(S)) 
such that rj(s)( T) = f (s) Tf(s)* ( s a real number and T in L(Z)). Since 
d(s + t)(T) = d(s) - 4(t)(T), we have that f (t)*f (s)*f(s + t) is a 
scalar, say m(s, t). Clearly, (s, t) --+ m(s, t) is a Bore1 mapping. A simple 
computation further shows that 
m(s, t) m(r + s, t)-l m(r, s + t) m(r, s)-l = 1. 
The proof of the proposition may now be completed by copying 
verbatim the last two paragraphs of the proof of Theorem 4.13 of [6]. 
Q.E.D. 
LEMMA 2.6. Let f be a continuous function on the unit circle. Fix x 
in 8. Then U--+ iIf x 11 is strongly continuous from U(W) to the real 
numbers. 
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Proof. The proof is an easy consequence of the Stone-Weierstrass 
Theorem plus the fact that U-t U* is continuous in the strong 
operator topology on U(9). Q.E.D. 
Fix the separable Hilbert space Z. Choose a sequence [xk 1 k > l] 
of vectors in Z which are dense in the unit ball of X. Choose a 
sequence of continuous functions f,(m > 1) on the unit circle with 
the properties: 
(4 0 \<f, < 1; 
(b) f,(z) = 1 for ) x 1 = 1 and ( z - 1 ( < 2-m; 
(c) f,(z) = 0 for 1 x 1 = 1 and / x - 1 1 2 2-m+l. 
PROPOSITION 2.7. Let W be a van Neumann algebra on X. The set 
of unitaries in U(a) which do not have 1 as an eigenvalue is 
Let U be in 9’. Then 1 is not an eigenvalue of U. For suppose that 
there is a unit vector x in Z such that Ux = x. Then for all m 3 1, 
fm( U)x = x. Hence, 
I 1 - Ilfm(~)~i II I = I lIfm(wIl - llfm(~>~~II I 
< /ifm(U)(x - xj)ll < I/x - xj I/ for all m > l,j 3 1. 
Choose j,, such that /I x - xjO 11 < l/4. Then 11 f,(U) xi0 11 > 3/4 
(m > 1). Hence, for all large n, m > 1, and K > 2, U IS not in 
n lG:iGn [U ( II f,( U) xi 11 < l/K]. Hence, U is not in 9. 
Conversely, suppose that 1 is not an eigenvalue of U. Let E(+)be 
the spectral measure on the Bore1 subsets of the unit circle corre- 
sponding to U. Let P, =E([z/ 1x1 = 1, Is-- 1 I <2--nal). Note 
that P m+l < Pm and 0 <fm+,(U) <Pm (m 2 1). Pm-f0 (as 
m t + co) in the strong operator topology since 1 is not an eigenvalue 
of u. 
Given x1,..., x, and k > 1, choose m so large that ~upr~~~~ (1 P,xi 11 < 
l/k. Hence, for any pair n, K > 1, U is in 
myl l<v<n [U I Il.fm(U> xj II < l/Q 
,\ 
Since this holds for every n and k, U is in Y. Q.E.D. 
5So/7/1-4 
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Recall that a topological space E is called polonais in case it is 
separable and the topology of E is given by a complete metric. 
U(L(Z)) is polonais in the strong operator topology (Dixmier 
[3, Lemma 4, p. 2801). S’ mce any closed subset of a polonais space is 
also a polonais space, U(g) = U(L(H)) n W is also polonais if 9 is 
a von Neumann algebra. 
COROLLARY 2.8. Let S? be a von Neumann algebra on Z. Let 
Al , A, ,*a* be elements of the unit circle. Then the set of unitaries inU(%) 
which do not have A1 , A, ,... as eigenvalues is a Ga . 
Proof. It suffices to show that if h is an element of the unit circle, 
then the set of unitaries in U(a) which do not have h as an eigenvalue 
is a Gs . u3 m-l is a homeomorphism of U(W). Hence, it suffices 
to show that the set of unitaries in U(a) which do not have 1 as an 
eigenvalue is a G, . This follows from Lemma 2.6 and Proposition 2.7. 
Q.E.D. 
COROLLARY 2.9. Let W be a von Neumann algebra on A?. Let 
Al , A, >*** be elements of the unit circle. Then the set of unitaries in U(W) 
which do not have A, , A, ,... as eigenvalues is polonais in the strong 
operator topology. 
Proof. Corollary 2.8 states that the set of unitaries in question is 
a GB in U(g). But any subset of a polonais space which is a G, is also 
a polonais space (Bourbaki [l], Theo&me 1, p. 123). Q.E.D. 
COROLLARY 2.10. Let 3 be a von Neumann algebra on S. Denote 
by C(B) that subset of U(W) which is the range under the Cayley 
transform of all self-adjoint generators of strongly continuous, one- 
parameter unitary groups in W. Then C(g) is a G8 in U(W) and is 
polonais in the strong operator topology. 
Proof. C(S#) = [U 1 U is in U(W) and +l is not an eigenvalue 
of U]. Now apply Corollaries 2.8 and 2.9. Q.E.D. 
The real line acts on C(a) by C(A) -+ C(A + a). 
LEMMA 2.11. The mapping (a, C(A)) -+ C(A + a) of R1 x C(i2) 
into C(.6#) is continuous. 
Proof. Let a, --f a (as n f + co) and let C(A,) converge strongly 
to C(A) (as m t + co). By Theorem 1.1, C(A, + a,) converges 
strongly to C(A + a) ( as m, n t + co) if and only if exp(is(d, + a,)) 
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converges strongly to exp(is(A + a)) (as m, n t + co) for every s. But 
by hypothesis and Theorem 1.1, exp(zk4,) converges strongly to 
exp(isA) (as m f + 00) and exp(isa,) -+ exp(isa) (as n f + co) for 
every s. The lemma follows. Q.E.D. 
COROLLARY 2.12. If V is an open subset of C(W), its saturation 
under the action of the real line is still open. 
Proof. The real line acts by homeomorphisms on C(S). Hence, 
R1 * V = Ua real a * V is open since it is a union of open sets. Q.E.D. 
LEMMA 2.13. The orbits of the real line in C(a) are closed. 
Proof. Let C(A + a,) converge strongly to C(B) (as n f + co). 
Fix a unit vector x in A?. Choose a small positive E > 0. By 
Theorem 1.1, there exists a positive integer n, and a 6 > 0 such that 
Hence, 
sup 11 exp(ir(A + a,))~ - x /I < E. 
m>n, 
Irla+ 
Sup / exp(im,) - exp(ira,)l 
‘i’,‘(~ r. 
= ,yq”29, IIexp(W + a,)>~ - exp(ir(d + a,))~ /I < 2~ 
tria 
Hence, [a, 1 n > l] is bounded. Choose a subsequence ank (k > 1) 
and a real number a such that ank + a (as k t + 00). Then 
exp(is(A + a+)) converges strongly to exp(is(d + a)) for all real s. 
Hence, exp(isB) = exp(is(A + a)) for all real s. Hence, B = A + a, 
and so B lies in the orbit of A. Hence, the orbits of the real line in C(S) 
are closed. Q.E.D. 
COROLLARY 2.14. There exists a Bore1 subset of C(9) which inter- 
sects each R1 orbit in one and only one point. 
Proof. Combine Corollary 2.10, Corollary 2.12, Lemma 2.13, and 
Dixmier [3, Lemma 2, p. 2791. Q.E.D. 
We will call any Bore1 subset of C(g) which intersects each R1 
orbit in one and only one point a Bore1 cross section of C(9). 
LEMMA 2.15. Any two Bore1 cross-sections of C(W) are Bore1 
isomorphic. 
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Proof. Let B, and B, be any two Bore1 cross-sections of C(8). 
Let 4 : R1 x B, -+ C(9) be the mapping which gives the natural 
action of R1 on C(g). Since + is continuous (by Lemma 2.11), 4 is a 
Bore1 mapping. Hence, +-l(BJ is a Bore1 subset of Ri x B, . Let 
# = 41 I HBd. * is a one-to-one Bore1 mapping. Hence, # is a 
Bore1 isomorphism of +-l(B,) onto B, (Parthasarthy [13, Corollary 3.3, 
p. 221). Let 7~: R1 x B, + B, be projection onto the second com- 
ponent. n is a Bore1 mapping and is one-to-one on @l(B.J. Hence, 
rr is a Bore1 isomorphism of $-l(BJ onto B, . (Parthasarthy 
[13, Corollary 3.3, p. 221). Hence, 7r * 4-l : B, -+ B, is a Bore1 
isomorphism. Q.E.D. 
Denote by Opgaut L(Z) the set of all one-parameter groups of 
*-automorphisms of L(Z) such that s -+ ($(s)( T)x, y) is continuous 
for all T inL(Z) and X, y in X. Let 4(e) be an element of Opgaut L(X), 
and let exp(isA) and exp(isB) be two unitary groups inL(Z). Suppose 
that exp(isA)T exp(--i&l) = +(s)(T) = exp(isB)T exp(--isB) for all 
T in L(Z). Then C(A) and C(B) are in the same RI-orbit. For the 
above equality implies that exp( -isB) exp(isA) = f(s)l, wheref(s) is 
some scalar. One checks that f(~ + t) =f(s)f(t) and s *f(s) is 
continuous. Hence, as is well known, f(s) = exp(ius), for some real 
number a. Hence, exp(isA) = exp(is(B + a)) for all real numbers s. 
Hence, A = B + a. 
Now, by Proposition 2.5, for every element I$(*) of Opgaut(L(H)), 
there exists a self-adjoint operator A such that +(s)(T) = 
exp(isA)T exp(-isA). By the discussion in the previous paragraph, 
any two such A’s lie in the same orbit under R1. Conversely, if A and B 
are in the same R1 orbit, they induce the same element of opgaut(L(8)). 
Hence, there is a natural one-to-one mapping of the R1-orbits m 
C&(X)) onto Opgaut(L(X)). Ch oose any Bore1 cross-section B for 
these orbits. As we have shown, any two such cross sections are 
naturally Bore1 isomorphic. Give Opgaut(L(Z)) this unique Bore1 
structure. Opgaut(L(&)) is a standard Bore1 space since any Bore1 
subset of a standard Bore1 space is again standard. 
COROLLARY 2.16. The mapping 4(s) -+ $(s), of Opgaut(L(Z)) into 
Inaut(L(X)), is Borel. 
Proof. Fix T in L(S) and x, y in X. By Proposition 2.2, it 
suffices to show that the mapping 4(m) -+ ($(s)( T)x, y) is Borel. 
Identify Opgaut(L(%)) with a B ore1 cross section in C(L(X)). By 
Theorem 1.1, the mapping C(A) -+ eisa is continuous. The proof 
now follows from Corollary 2.4. Q.E.D. 
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THEOREM 2.17. The Bore1 structure on Opgaut(L(%)) is the smallest 
such that $(a) -+ ($(s)( T)x, y) is B ore or a real s, Tin L(Z), and x, 1 f 11 
yi?ZX. 
Proof. Let $r be the Bore1 structure on Opgaut(L(&)) given by 
any Bore1 cross section in C(L(Z)). Opgaut(L(X)) is a standard Bore1 
space with the Bore1 structure a1 . Let g2 be the Bore1 structure on 
Opgaut(LW)) g enerated by the mappings +( *)-+(+(s)( T)x, y) (s a real 
number, T in L(s), and X, y in X). Corollary 2.16 states that 
&Yr 2 g2 . Since A? and the real line are separable, one may easily 
check that az is countably separated. Since aI is a standard Bore1 
structure, Mackey ([9, Theorem 3.3, p. 1391) implies that aI = az . 
Q.E.D. 
The following corollary is immediate from Theorem 2.17. 
COROLLARY 2.18. Let E be any Bore1 space and f : 8 + 
Opgaut(L(Z)) a mapping. Then f is Bore1 if and only q 
6 --+ <f (O(s)(T)x, Y> is Borel, for every T in L(X), real number s, 
and x, y in #. 
3. SOME PRELIMINARY DIRECT INTEGRAL THEORY 
LEMMA 3.1. Let 9’ be a C*-algebra on the Hilbert space &. Let a 
generate the von Neumann algebra W. Suppose that s --t+(s) is a one- 
parameter group of *- automorphisms of g. Suppose that there exists a 
Bore1 subset C of the real line such that C has positive measure, and, for s 
in C, 9(s) extends to a *- automorphism of 9’. Then each d(s) extends to a 
*-automorphism of 9. 
Proof. Let D = [a a real number #(a) extends to a *-automorphism 
of 81. Since s +4(s) is a one-parameter group, if a and b are in D, 
then a & b are also in D. D contains the Bore1 set C. Hence, D 
contains C - C. But C - C contains a neighborhood of 0 since C 
has positive measure (see Halmos [5, Theorem B, p. 681. Hence, 
C - C algebraically generates the real line. Hence, D is the entire 
real line. Q.E.D. 
LEMMA 3.2. Let 9 = &’ @L(Z), where CQZ is an Abelian 
von Neumann algebra on the separable Hilbert space Z. Let +(*) be an 
element of Opgaut(g). Supp ose each 4(s) leaves J&’ @ I pointwise Jixed. 
Then there exists a separable F-algebra 99 in .9? such that 
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(1) SY is dense in 9 in the strong operator topology; 
(2) 9 is inoariunt under each 4(s); 
(3) ~8 n (I @L(X)) is strongly dense in I @L(s); 
(4) if T is in A?, then jj $(s)(T) - T II---t 0 (us s --t 0). 
Proof. Let T(i) @I (i > 1) be strongly dense in ~2 @I. Let 
f(j) (.I. 2 1) b e a sequence of continuous functions with compact 
support which are dense inL1(R1). Let 10 S(K) (k > 1) be a sequence 
in I@L(Z) h’ h w IC is dense in I QL(&). Take g to be the C*- 
algebra generated by T(i) @ I (i 2 1) and I @ flzf(j)(s) +(s)(S(K)) ds 
(j, k 2 1). .%# is a separable C*-subalgebra of & @L(X) and (l)-(4) 
are immediate. Q.E.D. 
The proof of the following lemma makes great use of the techniques 
developed by Mackey [II]. If E is a measurable subset of a measure 
space, let I(E) be the indicator function of E. 
LEMMA 3.3. Suppose that S is a standard Bore1 measure space and p 
is a jinite Bore1 measure on 8. Suppose that we have a mapping 
(8, 5) + W, 0 of R1 x 8 -+ U(L(X)) such that 
(1) g -+ U(s, 5) is BoreE for each$xed s; 
(2) s + fs (U(s, 6)x, y) I(E)(g) dp(g) is a Borel function on the 
real line, for each Bore1 set E in S. 
Then there exists a Bore1 mapping (s, 5) + W(s, 6) of R1 x 8 + 
U(L(H)) such that, except for possibZy a Borel null set, U(s, I) = W(s, 5) 
for p-almost all 5. 
Proof. Choose an orthonormal basis x(l), x(2),... of #. Apply 
Lemma 3.1 of Mackey [ll] to the functions (U(s, 5) x(i), x(j)). We 
obtain that there exist Bore1 functions mu(s, g) on R1 x B such that 
for all i, j > 1 and almost every s, (U(s, g) x(i), x(j)) = m,j(s, g) for 
p-almost every f. There exists a Bore1 null set N of R1 x S such that if 
(s, 5) is in R1 x 8 - N, the matrix (m&s, g)) represents a unitary 
operator wI(s, 5). Let W(s, g) = wI(s, I) for (s, 6) in R1 x 8 - N 
and let W(s, g) = I for (s, g) in N. Then W(s, 5) is a unitary operator 
for each (s, g) in R1 x 9 and (s, 5) -+ W(s, 5) is a Bore1 mapping. One 
may easily also check that except for possibly a Bore1 null set, 
U(s, 8) = W(s, g) for p-almost all f. Q.E.D. 
In the following sequence of lemmas, we prove Theorem 0.1 in 
case W = & @L(X). Let SY be the C*-subalgebra of W given by 
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Lemma 3.2. By well-known direct integral theory (see Dixmier [2] 
and [4]), there exists a standard Bore1 space 8, a finite positive Bore1 
measure p on E, and a Bore1 field 8 -+ rr(.$) of representations of 9 on 
Y such that X = L2(8, p) Q Z, T = JF n-(f) dp([) (T in a), 
L”O(3, CL) = JZ? Q 1, and each r([)(SY) generates L(S). Furthermore, 
if I @ T is in .99, we may assume that ST([)(~ @ T) = T. 
The mapping s +4(s), of the real line into Inaut(&’ @L(X)), is 
Bore1 by Corollary 2.3. Identifying Inaut(zz2 @L(X)) with a Bore1 
cross section of the cosets of U(& @ I) in U(&’ @L(S)), we obtain 
a Bore1 mapping, s -+ U(s), of the real line into U(& @L(X)), such 
that U(s) induces 4(s). For each U(s), take a Bore1 field 5 + U(s, [) of 
unitaries such that U(s) = Jf U(s, 5) +([). If E is a Bore1 set, 
identify its characteristic function I(E)([) with an operator, denoted by 
I(E), in & @ I. Then 
is a Bore1 function. Apply Lemma 3.3 to obtain a collection W(s, 5) of 
unitaries such that (s, 5) -P W(s, [) is a Bore1 mapping and, except for 
possibly a Bore1 null set, W(s, 5) = U(s, .$) for p-almost all e. 
LEMMA 3.4. Ifs is a real number, there exists a Bore1 null set N(s) 
in8suchthatfor,$E8-- N(s), +6)(T) -+ +)($(s)(T)) is well-defined 
and is a *-automorphism of n(f)(g). 
Proof. Choose a sequence T(j) (j > 1) which is dense in 99. 
Except for at most a Bore1 set N(j), 
and 
Let N(s) = ViaI N(j). Therefore, for 5 in S - N(S), 
The lemma is now obvious. Q.E.D. 
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LEMMA 3.5. There exists a Bore1 null set N in 8 such that for 5 in 
8 - N, &(s) : r( .$)( T) -+ r( <)(+(s)( T)) is well-de$ned and is a 
*-automorphism of r([)(a) for every real number s. 
Proof. For each rational number r, let N(Y) be as in the previous 
lemma, and let N = (J N(r). I$~(s) is well-defined for .?J E 9 - N. For 
suppose that r(t)(T) = 0. Then T([)($(Y)( T)) = 0 for any rational 
number r. Let r(n) converge to s. Then 
Therefore, n([)(cj(s)(T)) = 0. H ence, &(s) is well-defined for each 
real number s. It is clear that de(s) is a *-homomorphism of m([)(g) 
into itself. +e(s) is a *-automorphism since c$~(-s) is its inverse. 
Q.E.D. 
In what follows, we toss out the Bore1 null set N. We may do this 
since 8 - N is again a standard Bore1 space. 
LEMMA 3.6. Fix x and y in X and T in 9. Then (s, [) -+ 
(r(s)(+(s)( T))x, y) is a Borel mapping. 
Proof. For each fixed s, 5 + (n(.$)(r$(s)( T))x, y) is a Bore1 mapping. 
For each fixed [, s --f (7r(e)($(s)( T))x, y) is continuous. The tlen~a 
now follows from Mackey [lo, Lemma 9.2, p. 1221. . . . 
LEMMA 3.7. The set of (s, [) such that W(s, 5) induces &(s) is a 
Bore1 subset of R1 x E. 
Proof. For any T in S? and x, y in X, 
(s, 5) -+ w% 0 49(T) ws, t9* x9 Y> - <40(4(W))X, Y> 
is a Bore1 mapping. This follows from Lemma 3.5 plus the fact that 
(s, 0 -+ W(s, 5) is a Bore1 mapping. Hence, if x(i) (i > 1) is a dense 
sequence in X and T(j) (j > 1) is a dense sequence in a’. 
is a Bore1 set. But this set is just the set of (s, t) such that W(s, [) 
induces +<(s). Q.E.D. 
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LEMMA 3.8. Except for at most a Bore1 null set of t’s, c$~(s) extends 
to a *-automorphism of L(T) for every real number s. 
Proof. Except for at most null Bore1 set, W(s, 6) induces $Xs) for 
p-almost every 5. Fubini’s theorem and Lemma 3.7 implies that there 
exists a null Bore1 subset N(1) of R1 x 9 such that (s, .$) in 
R1 x S - N(1) implies that W(s, <) induces be(s). Fubini’s theorem 
again implies that there exists a Bore1 null set N(2) of S such that 5‘ 
in S - N(2) implies that W(s, 5) induces 4E(~) for almost every s. 
Therefore, Lemma 3.1 implies that +5(s) is extendable to a *-auto- 
morphism of L(X) for every s and every t in S - N(2). Q.E.D. 
Toss out N(2). We may, therefore, assume that for each real 
number s and each [ in 9, +Xs) is extendable to a *-automorphism 
of L(Z). Denote this (unique) extension by &(s) also. 
LEMMA 3.9. Let 8 be a Bore1 space and .$ -+ c#(. , 5) be a mapping 
of 3 into Opgaut(L(X)). Suppose that T(j) (j > 1) is a sequence 
in the unit ball of L(Z) which is dense in L(X), , such that 
$ - ;p ;wp; Y> is Bore1 for j >, 1 and x, y in X. Then 
- -3 is ore . 
Proof. Let T be in the unit ball of L(X). Choose a subsequence 
T(nk) of the T(n) that converges strongly to T. Then (+(s, I)( T(n,))x, y) 
converges to ($(s, f)( T)x, y) (as k T + co) for every 5. But the limit 
of a convergent sequence of Bore1 functions is again a Bore1 function. 
Therefore, 6 - (d(s, t)(T)x, y> is a Bore1 function, for T in L(X) 
and x, y in Z. Hence, Corollary 2.18 implies that 5 -+ 4( * , [) is Borel. 
Q.E.D. 
LEMMA 3.10. For each E, I&(*) is in Opgaut(L(X)). 
Proof. For each Tin a, /I +c(s)(n( c)( T)) - rr(f)( T)lj --f 0 (as s + 0). 
Each 4((s) is extendable to a *-automorphism of L(X), and the strong 
closure of r(t)(&?) is L(Z). Th e 1 emma now follows from Kallman [7]. 
Q.E.D. 
LEMMA 3.11. 4-+JC( *) is a Bore1 mapping from 8 to Opgaut(L(X)). 
Proof. Choose a sequence T(j) (j > 1) dense in L(Y) in the 
strong operator topology, such that I @ T(j) (j > 1) is in a. Such a 
sequence exists by the construction of 99. For any T in 99, 
8 - (~(~)@(~(T))x~ Y> is Borel. 
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But 
(A(WYj))~, Y> = (43(CW 0 V)h r>. 
The lemma now follows from Lemma 3.9 and Corollary2.18. Q.E.D. 
COROLLARY 3.12. Theorem 0.1 is true for d @L(X). 
Proof. By Lemma 3.11, 5 -+ $c( .) is a Bore1 mapping of S into 
Opgaut(L(X)).Identify Opgaut(L(X)) with a Bore1 subset of C(L(X)). 
Recall that by Theorem 1.1, C(A) -+ .&A is Bore1 for all real numbers S. 
Hence, there exists a mapping [ + V,(a), of 3 into the strongly 
continuous one-parameter unitary groups inL(%‘), such that 5 -+ Tr,(s) 
is Bore1 for each real number S, and Vc(s) induces +p(~). Let 
v(s) = .I-: v,(s) 440 Th en V(S) is a strongly continuous one- 
parameter unitary group which induces 4(s). Q.E.D. 
4. PROOF OF THEOREM 0.1 
We now easily complete the proof of Theorem 0.1 via the following 
sequence of Lemmas. 
LEMMA 4.1. It su.ces to prove Theorem 0.1 in case d = 93. 
Proof. It is clear that s +$(s)(T) = U(S) TU(s)* is still a one- 
parameter group of automorphisms on g, i.e., $(s + t)(T) = 
4(s) * 4(t)(T) for all T in 9’. The only point which needs proof is that 
s -+ CM T)x, Y> is continuous for all T in SY and x, y in 3. But this 
is just the main result of Kallman [7]. Q.E.D. 
LEMMA 4.2. It @ices to prove Theorem 0.1 in case 5% is a Type I 
von Neumann algebra. 
Proof. By the previous lemma, we may assume that ~4 = W. 
Let s --+4(s) and U( s ) ( s a real number) be as in Theorem 0.1. For T in 
(Cent W)‘, let #(s)(T) = U(s) TU(s)*. Each yS(s) is a *-automorphism 
of (Cent 9)’ and $(s + t) = $(s) o #(t). The first assertion is obvious. 
To prove the second, let S be in 9” and T be in W. Then 
I)(s + t)(m) = U(s + t> STU(s + t)* = SU(s + t) TU(s + t)* 
= Sc$(s + t)(T) = &h(s) 0 #(t)(T) = W(s) U(t) w(t)* u(s)* 
= U(s) u(t) STU(t)* u(s)* = #(s) 0 @)(ST). 
INNER AUTOMORPHISMS OF VON NEUMANN ALGEBRAS 59 
But sums of the form ~~~j~, SjTj ( Tj in W, Sj in @‘; 1 < j < n) 
are strongly dense in (Cent 9)‘. Hence, $(s + t) = #(s) 0 4(t). Next, 
we claim that s -+ (#(s)(G)x, y) is continuous for all G in (Cent 9?)’ and 
x, y in Z. This is clear if G = xiGjGrr SjTi (Tj in g’, Sj in 9:‘, 
1 < j < n). Hence, the above function is also continuous if G is in 
the C*-algebra generated by such sums. But such sums generate 
(Cent 92)‘. Hence, the main result of Kallman [7] implies that 
s --t <W(G)x> Y> is continuous for all G in (Cent 9)’ and X, y in Z. 
Hence, the hypotheses of Theorem 0.1 hold for the pair z/(s) and 
(Cent 9)‘. (Cent 92) ’ is clearly Type I since Cent 92 is Abelian. Now 
if Theorem 0.1 is true for Type I algebras, there exists V(a) in 
Opug(( Cent 92)‘) such that #(s)(T) = V(s) TV(-s) (Tin Cent 92)‘). 
But if T is in W’, T = #(s)(T) = V(s) TV(-s). Therefore, V(s) is in 
(W’)’ = 92 for all real numbers s. Hence, if we can prove Theorem 0.1 
for Type I von Neumann algebras, we can prove it for any 
von Neumann algebra. Q.E.D. 
LEMMA 4.3. It sufices toprove Theorem 0.1 in case 28 = A @L(Y), 
where d is maximal Abelian. 
Proof. If 92 is a Type I von Neumann algebra on a 
separable Hilbert space, then 9 is algebraically isomorphic to 
9 = Cl<n<m 0 4z OL(KJ H ere J%‘~ is a maximal Abelian algebra 
on a separable Hilbert space and X, is a Hilbert space of dimension n 
(1 < n < co; %, is separable). If 4 : 92 -+ 9 is a *-isomorphism, 
then clearly each I$ * 1+5(s) *$-’ is an inner automorphism of 9. Further- 
more, s - (4 - 4(s) - 4-1(T)x, y> is continuous for all T in 9’ and x, y 
in the Hilbert space on which 9’ acts. This is true, for + is bicontinuous 
with respect to the weak operator topology on norm bounded sets. 
Hence, if Theorem 0.1 is true for 9, it surely is true for 9%‘. But 
each I$ * +(s) * 4-l 1 eaves Cent Y pointwise fixed. Hence, 4 * 4(s) * $-1 
is the direct sum of 4 * $(s) * +-l 1 &m @ L(Xn). Hence, it suffices to 
prove Theorem 0.1 for the algebras &% @ L(XJ and the one-parameter 
groups of *-automorphisms q5 * 4(s) * 4-l / ~2~ @ L(x^,). Q.E.D. 
By the results of Section 3 and Lemma 4.3, Theorem 0.1 is now 
proved. 
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