We consider the possibility that positive feedback loops are exploited by the brain in determining which action to perform at any given moment. We emphasise the need for, and requirements of, a controller that can exploit the potential benefits, and overcome the inherent pitfalls of using positive feedback for selection. We present the vertebrate basal ganglia as one possible solution to this control problem, and focus on basal ganglia involvement in the oculomotor system of the primate brain, presenting it as an example of how positive feedback and competitive dynamics are used synergistically to bring about changes in gaze. Finally we strengthen the case for involvement of positive feedback mechanisms in reflexive gaze control by demonstrating that a computational model of the oculomotor system is able to reproduce eye movement abnormalities present in sufferers of Parkinson's disease -a disease that affects the basal ganglia, and consequently the control of positive feedback.
Introduction
Humans make approximately 3 eye movements every second. Some of these are made deliberately, for instance when reading, while others are made in response to external events. In a complex environment there are apt to be a countless number of objects vying for attention. How then does the brain determines which of these is worthy of further scrutiny, and how does it ensure that the eyes are guided to that object accurately, without interference from competing targets?
The answer to these questions may lie in the discovery of anatomical links between the oculomotor system and the basal ganglia (BG), a set of deep brain nuclei that are implicated in decision making [Hikosaka et al., 2000; Redgrave et al., 1999] . The work reported here seeks to explore the nature of this link through the use of computational models. In particular, we focus on an explanation for the neural activity recorded in reactive saccade tasks, and how this relates to certain reaction time phenomena observed in Parkinson's Disease (PD) patients. 
Oculomotor abnormalities in Parkinson's disease
PD is a degenerative disease characterised by the death of midbrain neurons that produce the neuro-modulator dopamine (DA). The input nucleus of the BG, the striatum, is a major target of these DA cells, and consequently their death causes a loss of modulatory control over the BG. PD patients show a number of characteristic abnormalities in saccadic control. These include hypometric saccades (undershooting the target), decreased saccadic velocity, and failure to generate saccades (akinesia) (see [Kennard and Lueck, 1989 ] for review). Interestingly, in some experimental paradigms, PD patients also show a 'paradoxical' reduction in response time (RT; the length of time between target onset and saccade initiation). The design and results of one such experiment [Briand et al., 1999] are shown in figure 2. The experiment demonstrates a small RT advantage for PD (of ∼10 ms), and a reduction in saccade amplitude (∼5%; see [Briand et al., 2001] , for an experiment that yields a more significant result). Because PD is a disease that almost exclusively affects the BG, we hope that by attempting to explain the result of Briand et Figure 2 : The experimental paradigm used by Briand et al., [1999] to test reactive saccades in PD patients. Subjects fixate a central stimulus for 800 ms. This is extinguished, and 187 ms later one of two possible target stimuli is illuminated to which the subject makes a saccade. RTs are measured from the time of target onset to the time of saccade onset. Gain ratio is the ratio of final eye displacement to actual displacement required to centre the gaze on the target. al., we will gain further insight into the role of the BG within the oculomotor system and, more generally, as the neural substrate for decision making.
The oculomotor system
The superior colliculus and saccadic generator Retinal ganglion cells project directly to the superior colliculus (SC; [Schiller and Malpeli, 1977] ), a multi-layered, midbrain structure, that preserves the spatial organisation of its retinal input. Figure 3 shows the basic connectivity of the SC as implemented in the model of Arai et al. [1994] (hereafter referred to as the Arai model) which we have incorporated into our own large-scale model (discussed in methods section). The superficial layer of the SC relays its phasic retinal input to deeper motor layers, which in turn, send excitatory projections to a set of brainstem nuclei, collectively known as the saccadic generator (SG) circuits, which provide closedloop control of the eye muscles [Sparks, 2002] . The inner workings of the SG are beyond the scope of this paper, however, one important detail of SG operation is key to understanding later discussions. Models of the SG invariably incorporate a class of cell known as an omni-pause-neuron (OPN), that are thought to actively inhibit the neurons which drive changes in eye position. In a recent SG model proposed by Gancarz et al. [1998] (hereafter referred to as the Gancarz model), the saccade command that the SG receives from the SC and FEF, is responsible for inhibiting the OPNs, so that saccades will only be initiated if the saccade command is of sufficient magnitude, and as such the OPNs provide a threshold for action (as indicated by the step icon in figure 3 ).
The frontal eye field
Another important source of input to the SC comes from the frontal eye field (FEF), an area of the frontal lobes implicated in saccade generation. The FEF receive (among other sources) a strong input from the posterior cortices that comprise the 'where' pathway of visual processing. The nature of the processing that takes place in the posterior cortices is not important for our purposes (as alluded to by the direct connection between the retina and the FEF in figure 1 ), other than to say, that it preserves a retinotopic organisation, and that it displays tonic activation when a visual stimulus is present on the retina. In addition to projecting to the SC, the FEF also project directly to the SG so that a subject with a SC lesion is still able to generate saccades.
The visuo-motor response
Electrophysiological studies with primates have revealed that neurons in the SC and FEF display very similar patterns of activity during oculomotor tasks. One common class -the visuomotor (VM) response -is observed when a stimulus suddenly appears in peripheral vision and subsequently forms the target of a saccade. VM cells display a bimodal activity profile, in which the first peak (visual) is a phasic response locked to the time of stimulus onset, and the second peak (motor) is a phasic response that coincides with the time of saccade onset (Figure 4 ; [Munoz and Wurtz, 1995] ). In their landmark study, Hanes & Schall [1996] demonstrated that saccadic RT is determined by the rate at which FEF motor activity grows towards a threshold firing rate, consistent with psychological models of decision making [Ratcliff, 1978] .
Positive Feedback in the Oculomotor System
Given that the motor component of the VM response is critical in determining RT, it is interesting to consider what causes it. Arai et al. [1994] suggest that the build up is generated by local excitatory loops within the SC motor layers and triggered by the BG (Figure 3 ). The substantia nigra pars reticulata (SNr) -one of the output nuclei of the BG -provides strong tonic inhibition to the SC motor layer, but this is known to pause just prior to saccade initiation [Hikosaka et al., 2000 ]. The Arai model shows that this disinhibition can cause residual visual activity in the SC motor layers to be amplified by local (SC-SC) positive feedback. Inspection of figure 1 reveals that the oculomotor system contains at least two additional positive feedback loops (PFBLs): SC-TH-FEF-SC, and FEF-TH-FEF (TH = thalamus) [Sommer and Wurtz, 2004; Haber and McFarland, 2001] . The pause in BG output can affect activity in all three, as in addition to targeting the SC, the SNr also projects to TH. It is therefore likely that the buildup of motor activity observed in the SC and FEF is in fact produced by the combined effect of all three PFBLs.
Both the FEF and TH project back to the BG [Hikosaka et al., 2000; Harting et al., 2001] with retinotopic projections, so that activity in FEF, TH and SC, is both affected by, and able to affect BG output. The striatum -a BG input nucleus -sends an inhibitory projection to the SNr ( Figure 5 ), so that activation of striatal neurons can cause a pause in SNr firing. Like much of the oculomotor system, the BG have a retinotopic organisation, and recent evidence suggests that the projection from SNr to SC preserves this mapping [Basso and so that localised input to the BG may be able to cause localised disinhibition in the SC, meaning that the BG output determines not just when, but also where saccade-related activity is able to buildup within the SC motor-map.
Competition in the oculomotor system
In addition to the retinal and FEF input shown in figure 1, the SC also receives excitatory input from several visual, auditory, and somatosensory areas of cortex, so that saccades can be triggered by processed visual features, localised noises, or physical contact with the body [Stein, 1993] . Clearly, for an animal operating in a complex environment, there will be moments when the SC's multi-modal inputs are sending conflicting commands. Under the scheme described so far, it would seem that visual input to the BG leads to the inevitable disinhibition of the SC motor layer, and a saccade towards the stimulus causing it. Clearly this cannot be the case, somewhere in the oculomotor circuit, a decision is being taken as to which location should be attended to, be it the currently fixated point or any other.
Reciprocal inhibition (RI) is a form of neural connectivity that is often associated with action selection, and found throughout the vertebrate brain [Windhorst, 1996] . RI gives rise to winner-take-all (WTA) dynamics, as the most active neural population is able to silence its competitors. If all coordinates in the oculomotor system are to compete with each other via RI, then each part of the retinotopic map in a nucleus, must be connected to every other part. While there is evidence for RI connectivity in the oculomotor cortex, BG, and SC [Windhorst, 1996; Munoz and Istvan, 1998; Meredith and Ramoa, 1998 ], it is unlikely that this is sufficiently long-range to enable competition between all coordinates.
Gurney et al. [2001] suggest that the BG may contain a type of feed-forward selection circuit that differs from RI. Figure 5 shows their computational model (hereafter referred to as the Gurney model), and provides a description of how intrinsic BG processing achieves signal selection. The extent to which a channel is selected is determined by the difference between its own activity and the sum of all channel activity. The calculation takes place in SNr, where diffuse excitatory input from the sub-thalamic nucleus (STN) effectively provides the sum of channel activity, and focused inhibitory input from D1 striatal cells provides a measure of individual channel activity.
The diffuse STN projection allows inter-channel communication, so that input to a given BG channel acts to raise the level of inhibition outputted from all other channels. Thus, the growth rate of motor activity in a BG controlled PFBL, will depend not only on the sensory input driving it, but also on the activity in other BG controlled loops. So that for instance, in the experiment used by Briand et al. [1999] , activity in a loop corresponding to the fixation coordinate, will affect activity in a loop corresponding to the target coordinate.
The Gurney model identifies a control pathway through the BG that modulates STN activity to keep selection optimal. The control pathway incorporates the D2 striatal neurons, as opposed to the D1 population involved in selection. DA makes D1 cells more excitable, while making D2 cells less so. Consequently, a disruption in the level of tonic DA received by the striatum, affects the balance between the selection and control pathways. The Gurney model predicts that low DA levels (as present in PD) will cause sub-optimal selection, with incomplete disinhibition of the winning channel.
This prediction, when combined with the likely role of BG disinhibition in generating oculomotor buildup activity, suggests that the RT differences between controls and PD patients might result from abnormal competitive dynamics within the oculomotor system. Before considering how this might work using our large-scale model of the oculomotor system, we first familiarise the reader with the properties of positive feedback under inhibitory control. , assumes that duplicate salience input is sent to the sub-thalamic nucleus (STN) and striatum, which is further sub-divided in two groups of cells classified by the type of dopamine (DA) receptor they express (D1 and D2). The globus pallidus internal segment (GPi) and substantia nigra pars reticulata (SNr) -which together form the output nuclei of the BG -send inhibitory projections back to thalamus and to motor nuclei in the brainstem (e.g., the SC). Spontaneous, tonic activity in the STN guarantees that this output is active by default, so that all motor systems are blocked. Gurney et al., identify two separate functional pathways within the BG. The selection pathway is responsible for disinhibiting salient actions: salience input to a channel activates D1, which then inhibits GPi/SNr thus silencing inhibitory output in the channel. The diffuse projection from STN to GPi/SNr means that all channels receive an increased excitatory drive. This is offset in the most active channel by the inhibitory input from D1, but goes unchecked in less active channels thus acting to block unwanted actions. The control pathway defined by Gurney et al., incorporates the globus pallidus external segment (GPe), and provides capacity-scaling by ensuring that STN activity does not become excessively high when multiple channels have non-zero salience, thus assuring full disinhibition of the winning channel irrespective of the number of competing channels. Because the striatal input to the control and selection pathways utilise different DA receptors, changes in tonic DA levels affect them differentially. Consequently, when DA is reduced to PD-like levels, the balance between the two pathways is disturbed resulting in residual inhibition on the selected channel (inset). 
What is positive feedback good for?
The block diagram shown in figure 6a represents a simple behavioural system. Blocks f , b and m, represent neural populations, which for the purpose of this discussion can be thought of as leaky intergrators [Arbib, 2003] (see methods section), with an output limited to a minimum firing rate of zero, and a maximum of y max . A salience signal c representing the sensory and/or motivational drive for an action, is fed into a closed loop formed by blocks f and b, the output of which is passed to block m, which provides the motor signal y m , that drives the action. Block m also receives an inhibitory signal θ (assumed constant), which acts as a threshold to ensure that no action is produced until the output of the closed loop y f exceeds a critical value. This architecture is loosely based on the oculomotor system (as shown in figure 1) , with the single loop formed by f and b representing the combined effect of the SC-SC, SC-TH-FEF-SC, and FEF-TH-FEF loops, and θ representing the threshold effect of the omni-pause neurons in the saccadic generator circuit. Accordingly, the signal β represents the inhibitory infleunce of the BG on these loops, the effect of which we shall consider shortly.
We first consider the effect of the gains w f b , and w bf , which represent the synaptic weights of the projection from f to b and from b to f respectively. The closed loop gain G, of the sub-system formed by f and b is given by
(1) Figure 6b shows the response of the system in figure 6a, to a step change in salience of ∆c, for different values of G. For G > 1, y f is unstable and grows exponentially before saturating at y max , so that action is guaranteed provided the selection threshold θ is less than y max . In this situation activity in the loop is self-sustaining, so that even when the salience signal returns to zero, the output of f remains saturated. For G = 1, y f is marginally stable and increases linearly, also reaching saturation. For G < 1, y f is stable and has an equivalent open-loop gain of 1/(1 − G), so that the final value of y m is not guaranteed to reach saturation, but instead depends on the size of the salience signal c. Under these conditions, the output of f tracks the salience signal, returning to zero when the salience signal does so.
This simple circuit demonstrates a potential benefit that positive feedback can add to a selection system, namely the ability to raise a salience signal to the threshold for action, regardless of the size of that signal. Unchecked, this amplification will cause even the weakest of salience signals to trigger its corresponding behaviour, so that a system like this will seldom be at rest. This may upon first consideration sound rather inefficient, however, ethological models suggest such a scheme underlies animal behaviour. As Roeder [1975] points out:
animals are usually 'doing something' during most of their waking hours, especially when in good health and under optimal conditions. One potential benefit that arises from this tendency to act, is that problems are dealt with before they become unmanageable. For instance, in the absence of any other deficits, a mildly hungry animal will set about finding, and consuming food, thus ensuring that its hunger is sated before its energy levels become dangerously low. Accordingly, McFarland [1971] has shown that a hypothetical model of action selection incorporating positive feedback, is able to account for animal feeding patterns. By guaranteeing that motor signals reach saturation, positive feedback acts to decouple the magnitude of a response from the magnitude of the salience driving it, so that, continuing the example, an animal actively pursuing food, will do so in much the same way regardless of how hungry it actually is.
We now consider the effect of the inhibitory input β. Figure 6c shows the response of the system, to a step change in salience of ∆c, with the weights w f b = w bf = 1 (and hence G = 1), for different values of β. When the inhibitory input to the loop is greater or equal to the salience signal i.e., β ≥ ∆c, the positive feedback is effectively disabled because the input to b is zero or less. Consequently, the system behaves like a first order system, with its output settling at the level of its input. Under these circumstances, action is not guaranteed and will depend upon the magnitude of the salience signal c. For β < ∆c the feedback becomes active as soon as y f exceeds β, causing a linear increase in y f with a rate determined by the difference ∆c − β, thus guaranteing that y m reaches y max , and overcomes the selection threshold.
The inhibitory input also provides a means of overcoming the self-sustaining property of the loop, causing activity to decays linearly at a rate, again determined by ∆c − β, when the salience signal returns to zero. From this it is clear that β acts as both a threshold for activation of the PFBL, and a rate controller for the evolution of activity in the loop.
Having explored the properties of a single PFBL under inhibitory control, we now present our oculomotor model (as pictured in figure 1) , which in essence has a system of loops like those in figure 6, each one corresponding to a different spatial coordinate. A key difference is that for the oculomotor model, each loop's β input is determined by activity in that and all other loops, and also by the level of simulated DA.
Methods
Space limits preclude a full description of the model we developed, so we instead direct the reader to the papers from which the various sub-models were derived, and highlight any modifications made to those models by us.
The FEF and TH, were both modelled as a 20 × 20 element array of leaky integrators [Arbib, 2003] , each of which was governed by the following equation:
where a represents cell activation, u the total post-synaptic current generated by afferent input to the cell, and τ represents a decay constant that depends on cell membrane properties. A piecewise linear output function was used, so that a neuron's output y, is proportional to its activation a, and has a maximum and minimum firing rate of y max and y min respectively.
The BG, SC and SG models of Gurney, Arai and Gancarz, each use a variation on this neural representation, with the main differences being the inclusion of reversal potentials, and the use of different output functions (e.g., sigmoidal).
The SC's layers were modelled as 20×20 element arrays as described by Arai et al.but the logarithmic mapping of visual space they used, was abandoned in favour of a simpler linear mapping. Consequently it was possible to tune the intrinsic SC weights by hand, avoiding the use of the training scheme implemented by Arai. Despite this, the motor layer weights followed the same general pattern as those used in the Arai model, namely the Mexican-hat profile, with short range excitatory and long range inhibitory connections. In addition to the visual and motor layers specified by Arai et al., we added an extra layer intended to reproduce only a motor burst at the time of saccade initiation, as opposed to the full VM activity Arai's model is intended to recreate. We refer to the layer specified by Arai and ourselves as the build-up and burst layers respectively, these being terms readily used to describe activity seen in the SC motor layer [Munoz and Wurtz, 1995] . The connectivity of the burst layer was identical to that of the build-up layer, except that rather than receiving shunting inhibition from the BG, it receives additive inhibition.
The SG model was recreated exactly as specified by Gancraz, and the output of this model was used to drive a lumped model of the oculomotor plant, which was represented as a second order dynamic system. The SG circuit contains two separate sub-systems for the control of horizontal and vertical movements. The FEF, and the burst and motor layers of the SC, send excitatory projections to both of these, with the weights from a given element being proportional to its horizontal and vertical position in the 20 × 20 array.
The BG model was implemented as a 20 × 20 element array, and so had 400 channels as opposed to the 6 channel model used by Gurney et al. This necessitated a change in the STN, GPe and SNr layers of the model, which had to be more coarsely coded than the striatal layers (consistent with anatomy; [Oorschot, 1996] ) in order that a winning channel be able to significantly influence activity in loosing channels. Consequently the projections from the 20 × 20 element D1, D2, FEF and TH layers had to be mapped onto the 10 × 10 layers that we used for the STN, GPe and SNr. Similarly projections from the 10×10 element SNr layer had to be mapped onto the 20 × 20 element TH and SC layers. We therefore devised a scheme for specifying weights between layers of different dimensions. This consisted of first normalising the coordinates of the array elements in the source and target layers (as specified by row and column indices). To calculate the weight between an element in the source layer and one in target layer, we calculated the Euclidean distance between their normalised coordinates, and entered it into the following formula to calculate the weight w, between the two cells:
where d is the normalised distance between source and target elements, and σ is a constant determining receptive field size. This gives rise to a gaussian mapping between the two layers, with cells occupying the same relative positions in their respective layers having a connecting weight equal to k, and with weights dropping off to 0 as the relative separation of cells increases.
We simulated the VDU display used by Briand et al. [1999] by generating a 20 × 20 input array, with the fixation and target stimuli represented by values of 0.5, and all other locations represented by 0. This array provided tonic input to the FEF representing the Y cell retinal signal relayed by posterior cortices. A simplified model of retinal processing was used to reproduce the X cell phasic signal that the SC receives. This was constructed from two 20 × 20 array elements of leaky integrators, each of which received input from the VDU simulation. The two layers had different time constants (1 and 5 ms), and the slower inhibited the faster, so that following a step increase in input, the output of the fast layer increased briefly, before being suppressed by the slower layer.
The whole model was solved in discrete-time with a timestep of 1ms, and using a zero-order-hold approximation. The weights connecting the various components of the model were tuned by hand to reproduce activity patterns consistent with those recorded from healthy primates performing a reflexive saccade. Following Gurney et al. [2001] we then produced a PD-like state by reducing the level of simulated DA. Model activity is shown in figure 7 , for two simulation runs, one with normal dopamine levels, and one with 1/4 of that value, these representing controls and PD patients respectively. The plots show the output of several (but not all) model layers. For those layers with a grid representation, the traces given correspond to the activity in the cells aligned with the fixation and target stimulus prior to saccade generation. Numbers in parentheses refer to points of interest marked on the plots.
Normal operation
For the control case, the onset of the fixation stimulus causes phasic activation of the retina which enters the system of PFBLs via the superficial SC. At the same time, tonic visual activity enters the system via the FEF. This combination provides salience input to the foveal channel of the BG, and with no competing activity, the BG select this as the winning channel as indicated by the reduction, and increase in SNr activity in the fixation and target channels respectively. Although the system of loops in the oculomotor model are not strictly equivalent to the simple system described in figure 6a (largely due to cross-channel communication and the use of shunting inhibition), the system behaves in a similar way to a single PFBL with a gain of less than 1. Consequently, activity in FEF, TH, and the SC build-up layer settles on a value below saturation. When the fixation stimulus is extinguished this activity begins to decay (8).
The onset of the target produces the same phasic and tonic drive to the target channel of the system. However because the BG still have the foveal channel selected, SNr input to TH and SC is elevated causing TH and SC build-up activity to return to 0 and near-zero activation after the phasic retinal input has decayed. By silencing the TH layer, BG output disables both the SC-TH-FEF-SC and FEF-TH-FEF loops, and significantly reduces activity in the SC-SC loop. Despite this, the FEF continues to provide tonic drive to the target channel of the BG, causing BG disinhibition to eventually switch to the target channel. This reduction in inhibition allows activity in the SC build-up layer to rise again, causing reactivation of TH, and hence the reactivation of positive feedback between layers. The system enters a brief period during which it behaves like a single PFBL of gain greater than 1. Target channel activity continues to increase in FEF, TH and SC build-up until, it reaches reaches a sufficient level to overcome the additive SNr inhibition to the SC burst layer. This provides a boost to FEF and SC build-up drive to the SG, that is sufficient to overcome OPN activity, and hence trigger a saccade, whereupon activity in the target channel begins to decay, on account of negative feedback from the SG to the motor layers of SC, and because visual drive to the target channel is lost as the eye begins to move.
Comparison of normal and pathological operation
In the PD-like case, activity proceeds in much the same way with the following differences. Low DA causes abnormal D1 and D2 activations (4 & 5) that result in extra inhibition on the selected fixation channel (6). This acts to reduce steady-state fixation activity in the in FEF and TH (7). Loop activity still persists when the fixation stimulus is extinguished, but its decay rate is higher than in controls (8) on account of the extra inhibition in the channel. Because fixation activity is lower in PD just prior to target onset, they have less inhibition in the target channel than controls do (9). Consequently, target activity in TH is not reduced to zero as in controls, meaning that positive feedback persists. This leads to a stronger target response in PD (10 & 11), which causes faster selection in the BG (as indicated by SNr channels crossing (12)). Consequently, the build-up of the motor burst occurs earlier in PD, triggering a saccade with a shorter latency than controls (3). However PDs incomplete disinhibition (15) prevents a burst of standard amplitude (14). The magnitude of the vector sent to the SG is therefore less than normal, and as the Gancarz model is sensitive to the size of the signal driving it, the resulting saccade has a reduced velocity (2), and is hypometric (1).
Discussion
We have shown how the BG may resolve the competition that takes place between a fixated stimulus and a suddenly appearing peripheral stimulus, and shown how abnormal BG function can affect this process. Future work will seek to reproduce the results of oculomotor experiments that more directly test the notion that the BG are involved in decision making. For instance, Ratcliff et al. [2003] , have shown that the growth rate of SC motor activity is inversely proportional to task difficulty, an idea that is consistent with the diffusion model [Ratcliff, 1978] , a psychological model of decision making. The diffusion model has at its heart, the idea that decisions are reached by accumulating evidence in favour of a decision until some critical threshold is reached. The model assumes that the rate of evidence accumulation depends on the quality of sensory information extracted from the environment, but the fact that a human subject can adjust their speed accuracy trade-off in response to verbal commands, suggests that the rate of growth in the oculomotor system is not determined by stimulus properties alone. We have shown that the rate of growth in a PFBL is related to the difference between excitatory and inhibitory input to that loop ( Figure 6 ). By delaying the evolution of positive feedback activity, the BG may therefore be able to provide an animal with more time to gather sensory evidence, allowing a trade-off between speed and accuracy. The oculomotor striatum receives significant input from frontal cortices known to encode current behavioural goals, and neurons found in the striatum, display a high degree of plasticity. This and related findings, have led to the suggestion that the BG may actually embody a type of reinforcement learning controller, with good outcomes acting to increase the likelihood that preceding actions are repeated [Suri and Schultz, 1999] . This raises the interesting possibility, that learning determines the level of BG disinhibition, and thus optimises the RT of an animal to a given situation (including an infinite RT, i.e., witholding a response). Future work will therefore aim to test the possibility that the BG control of PFBLs can be thought of as a physical instantiation of an adaptive diffusion model.
