This paper considers stochastic hybrid stress quadrilateral finite element analysis of plane elasticity equations with stochastic Young's modulus and stochastic loads. Firstly, we apply Karhunen-Loève expansion to stochastic Young's modulus and stochastic loads so as to turn the original problem into a system containing a finite number of deterministic parameters. Then we deal with the stochastic field and the space field by k−version/p−version finite element methods and a hybrid stress quadrilateral finite element method, respectively. We show that the derived a priori error estimates are uniform with respect to the Lamé constant λ ∈ (0, +∞). Finally, we provide some numerical results.
for positve constants e min and e max . Since in the analysis of this paper we need to use an explicit form of E, we rewrite the second equation of (1.1) as σ(·, θ) = ECǫ(u(·, θ)), (1.3) where the tensor C := 1 E C depends only on the Poisson ratio ν.
It is well-known that the standard 4-node displacement quadrilateral element (abbr.
bilinear element) yields poor results for deterministic plane elasticity equations with bending and, for deterministic plane strain problems, at the nearly incompressible limit. To improve its performance, Wilson et al. [26, 24] developed methods of incompatible modes by enriching the standard (compatible) displacement modes with internal incompatible displacements. Pian and Sumihara [17] proposed a hybrid stress quadrilateral element (PS element) based on Hellinger-Reissner variational principle, where the displacement vector is approximated by isoparametric bilinear interpolations, and the stress tensor by a piecewise-independent 5-parameter mode. Xie and Zhou [31, 32] derived robust 4-node hybrid stress quadrilateral elements by optimizing stress modes with a so-called energycompatibility condition, i.e. the assumed stress terms are orthogonal to the enhanced strains caused by Wilson bubble displacements. In [35] Zhou and Xie gave a unified analysis for some hybrid stress/strain quadrilateral methods, but the upper bound in the error estimate is not uniform with respect to the Lamé parameter λ. Yu, Xie and Carstensen [33] derived uniform convergence results for the hybrid stress methods in [17] and [31] , in the sense that the error bound is independent of λ .
In the numerical analysis of stochastic partial differential equations, stochastic finite element methods, which employ finite elements in the space domain, have gained much attention in the past two decades. In the probability domain, the stochastic finite element methods use two types of approximation methods, statistical approximation and nonstatistical approximation. Monte Carlo sampling(MCs) is one of the most commonly used statistical approximation methods [22] . In MCs, one generates realizations of stochastic terms so as to make the problem deterministic, and only needs to compute the deterministic problem repeatedly, and collect an ensemble of solutions, through which statistical information, such as mean and variance, can be obtained. The disadvantage of MCs lies in the need of a large amount of calculations and its low convergence rate. There are also some variants of MCs such as quasi Monte Carlo [6] and the stochastic collocation method [2, 14, 15, 16] .
Non-statistical approximation methods mainly contain perturbation methods, Neumann series expansion methods [10] and so on at the beginning. But these methods are limited to the magnitude of uncertainties of stochastic terms and the accuracy of calculation. Later, polynomial approximation is used for the stochastic part. For example, Polynomial chaos (PC) expansion is applied in [27, 10] to represent solutions formally and obtain solutions by solving the expansion coefficients [9, 13] . Generalized polynomial chaos (gPC) is used to express solutions in [12, 28, 29] . According to [30] , one can achieve exponential convergence when optimum gPC is chosen. Subsequently, it was further generalized [1, 7] that p version, k version and p-k-version finite element methods could be used for the approximation of the stochastic part.
So far, there are very limited studies on the numerical solution of the stochastic plane elasticity equations (1.1). In [11] a generalized nth order stochastic perturbation technique is implemented in conjunction with linear finite elements to model a 1D linear elastostatic problem with a single random variable. In [9] the numerical solution of problem (1.1)
is considered with stochastic Young's modulus E, where PC approximation and bilinear finite elements are applied respectively to the stochastic domain and the space domain.
We refer to [5, 25] for some other related studies. In this contribution, we shall propose and analyze stochastic k ×h−version and p×h−version finite element methods for the problem (1.1), where we use k−version/p−version finite element methods for the stochastic domain and PS hybrid stress quadrilateral finite element for the space domain.
We arrange the paper as follows. In Section 2 we show stochastic mixed variational formulations of (1.1), and give the existence and uniqueness of the weak solution. Section 3 discusses the approximation of the stochastic coefficient and stochastic loads, as well as the truncated stochastic mixed variational formulations. Section 4 analyzes the proposed stochastic k × h−version and p × h−version finite element methods and derives uniform a priori error estimates. Finally, Section 5 provides some numerical results.
Stochastic mixed variational formulations 2.1 Notations
For the probability space (Ω, F, P) and an integer m, denote
If Y ∈ L 1 P (Ω), we denote its expected value by
where F is the distribution probability measure of Y , given by F (B) = P (Y −1 (B)) for any borel set B in R. Assume that F (B) is absolutely continuous with respect to Lebesgue measure, then there exists a density function for Y , ρ : R → [0, +∞), such that 
We define the following stochastic Sobolev spaces:
w is strongly measurable with w(·, θ) ∈ H m (D) for θ ∈ Ω and ||w|| m < +∞},
where the norms || · || m , || · || ∞ are respectively defined as
On the other hand, since stochastic functions intrinsically have different structures with respect to θ ∈ Ω and x ∈ D, we follow [1] to introduce tensor spaces for the analysis of numerical approximation. Let X 1 (Ω), X 2 (D) be Hilbert spaces. The tensor spaces
, with respect to the inner product(φ, φ)
, we have the following isomorphism:
For convenience, we use the notation a b to represent that there exists a generic positive constant C such that a ≤ Cb, where C is independent of the Lamé constant λ and the mesh parameters h, k, the polynomial degree p in the stochastic k × h−version and p × h−version finite element methods.
Weak formulations
Introduce the spaces
Then the weak problem for the model (1.1) reads as:
where the bilinear forms a(·, ·) :
Here σ : τ = 2 i,j=1 σ ij τ ij . It is easy to see that the following continuity conditions hold:
According to the theory of mixed finite element methods [3] [4], we need the following two stability conditions for the well-posedness of the weak problem (2.4):
Theorem 2.1. The uniform stability conditions (A) and (B) hold.
According to Theorem 2.1 in [33] and the assumption (1.2), it holds
which leads to
Hence (B) follows from the equivalence between the two norms |ǫ(v)| 0 and |v| 1 on L 2 P (Ω; V D ).
In view of the above conditions, we immediately obtain the following well-posedness result:
Truncated stochastic mixed variational formulations
In order to solve the weak problem (2.4) by deterministic numerical methods, we firstly approximate the stochastic coefficient E and the loads f, g by using a finite number of random variables; we refer to [21] for several approximation approaches. Here, we only consider the Karhunen-Loève(K-L) expansion.
Karhunen-Loève(K-L) expansion
For any stochastic process
which is bounded, symmetric and positive definitely. Let {(λ n , b n )} ∞ n=1 be the sequence of eigenpairs satisfying
and
and the truncated K-L expansion of φ(x, θ) is
Here {Y n } ∞ n=1 are mutually uncorrelated with mean zeros and unit variance with
By Mercer's theorem [20] , it holds
In what follows we show the estimation of the truncated error φ − φ N in norms || · || 0 and || · || ∞ , respectively.
From (3.2) it follows
Obviously the convergence rate of ||φ − φ N || 0 is strongly depending on the decay rate of the eigenvalues λ n , which ultimately depends on the regularity of the covariance function
. Generally, the smoother the covariance is, the faster the eigenvalues decay, which implies the faster ||φ − φ N || 0 converges to zero. Now we quote from [23] the following definition (Definition 3.1, which are related to the regularity of cov[φ]) and lemma (Lemma 3.1, which gives the decay rate of the eigenvalues λ n ). 
By Lemma 3.1, we immediately have the following convergence results.
If cov[φ] is piecewise smooth on D × D, then for any s > 0 there exists C s depending only on cov[φ] and s, such that
To estimate ||φ − φ N || ∞ , we make the following assumption:
in the K-L expansion are independent and uniformly bounded with
where C Y is a positive constant. 
where C is a positive constant depending on s, c, cov[φ] and J given in Definition 3.1. If
where C ′ is a positive constant depending on t, r, cov[φ] and J.
Remark 3.1. We note that we need to solve the integral equation (3.1) to obtain the K-L expansion (3.3). For some special covariance functions, the equation can be solved analytically [10] , but for more general cases numerical methods are required [8, 18, 23] .
Finite dimensional approximations of E, f, g
In this section, we use the K-L expansion to approximate E, f and g.
For E, assume its truncated K-L expansion is of the form
where {( λ n , b n (x))} N n=1 and {Y n (θ)} N n=1 are the corresponding eigenpairs and random variables, respectively.
As for f = (f 1 , f 2 ) T and g = (g 1 , g 2 ) T , we need to apply the K-L expansion to each of their components. In this paper, following similar ways as in [1, 2] to avoid use of more notations, we assume the truncated K-L expansions of f and g take the following forms: 15) where
,i = 1, 2 are the corresponding eigenpairs.
Remark 3.2. In practice, the Young's modulus E, the body force f and the surface load g may be independent. In such cases, the random variables {Y n (θ)} N n=1 in the truncated K-L expansions (3.13)-(3.15) for E, f 1 , f 2 , g 1 , g 2 may be different from each other. However, the analysis of this paper still applies to these cases.
Truncated mixed formulations
By replacing E, f, g with their truncated forms E N , f N , g N in the bilinear form a(·, ·), given in (2.5), and the linear form ℓ(·), given in (2.7), we can obtain the following modified mixed variational formulations for the weak problem (2.4):
We recall that {Y n (θ)} N n=1 are the random variables used in the K-L expansions of E, f and g, which are assumed to satisfy Assumption 3.1. In what follows we denote 17) and let ρ : Γ → R be the joint probability density function of random vector Y with ρ ∈ L ∞ (Γ). According to Doob-Dynkin lemma [19] , the weak solution of the modified problem (3.16) can be described by the random vector Y as
and, by denoting y := (y 1 , y 2 , · · · , y N ), the corresponding strong formulation for (3.16) is of the form
Recall that ρ : Γ → R is the joint probability density function of random vector Y .
We introduce the weighted L 2 -space
We note that from the norm definition (2.3) it follows
It is easy to see that the modified problem (3.16) is equivalent to the following deterministic
where
The significance of the form (3.21) lies in that it turns the original formulation (2.4)
into a deterministic one with perturbations of the Young's modulus E, the body force f and the surface load g. Lemma 3.4 shows, if the perturbations or the truncated errors are small enough, we can numerically solve the deterministic problem (3.21) so as to obtain an approximate solution of the original problem (2.4).
Remark 3.3. In some applications it may be more efficient to numerically solve the problem (3.21) just in a subdomain Γ ⊂ Γ, as, of course, will cause that the corresponding approximation solution has no value in Γ \ Γ. 25) where 
Proof. We first show the modified problem 
where e ′ min and e ′ max are two positive constants depending only on the bounds of E, i.e. e min and e max in (1.2). Thus, the corresponding uniform stability conditions of the bilinear form a N (·, ·) follow from those of a(·, ·). As a result, the weak problem (3.16) admits a
with the stability result
for N > N 0 .
Next we turn to derive the estimate (3.25) . Subtracting the corresponding equations in (2.4) and (3.16), we have 
Stochastic hybrid stress finite element methods
In this section, we shall consider two types of stochastic finite element methods for the truncated deterministic variational problem (3.21): k × h version and p × h version. We use the PS hybrid stress quadrilateral finite element [17] to discretize the space field and k−version/p−version finite elements to discretize the stochastic field.
For convenience we assume that the spacial field D is a convex polygon and the stochas-
Γ n is bounded (cf. Assumption 3.1).
Hybrid stress finite element spaces on the spatial field
Let T h be a partition ofD by conventional quadrilaterals with the mesh size h :=
2 ), 1 ≤ i ≤ 4, be the four vertices of T, and T i the sub-triangle of T with vertices A i−1 , A i , A i+1 (the index of A i is modulo 4). We assume that the partition T h satisfies the following "shaperegularity" hypothesis : there exist a constant ζ > 2 independent of h such that, for all Fig.1 ). Then exists a unique invertible mapping F T that maps T onto T with
The isoparametric bilinear mapping (x 1 , x 2 ) = F T ( x 1 , x 2 ) is given by 
In Pian-Sumiharas hybrid stress finite element (abbr. PS element) method for deterministic plane elasticity problems, the piecewise isoparametric bilinear interpolation is used for the displacement approximation , namely the displacement approximation space
In other words ,for v = (υ, ω) T ∈ V h with nodal values v(
To describe the stress approximation of PS element, we abbreviate the symmetric 
Then the corresponding stress approximation space for the PS finite element is
Stochastic hybrid stress finite element method: k × h-version
This subsection is devoted to the stability and a priori error analysis for the k × hversion stochastic hybrid stress finite element method (k × h-SHSFEM).
k × h-SHSFEM scheme
We first use the same notations as in [1] to introduce a k-version tensor product finite element space on the stochastic field Γ = The k × h-SHSFEM scheme for the original weak problem (2.4), or the modified weak problem (3.21), reads as:
Here we recall that
and V Dh , Σ Dh are defined in (4.3), (4.5), respectively.
Stability
To show the k × h-SHSFEM scheme (4.7) admits a unique solution, we need some stability conditions. We note that the continuity of a N (·, ·), b N (·, ·) and ℓ N (·) follows from their definitions. Then, according to the theory of mixed methods [3] , it suffices to prove the following two discrete versions of the stability conditions.
(A h ) Discrete Kernel-coercivity : for any τ kh ∈ Z 0 kh :
(4.8)
To prove the stability condition (A h ), we need the following lemma [33] : 
Then, for any
We note that the assumption of this lemma, which was first used in [34] in the analysis of several quadrilateral nonconforming elements for incompressible elasticity, requires that the quadrilateral mesh is stable for the Stokes element Q1-P0. As we know, the only unstable case for Q1-P0 is the checkerboard mode. Thereupon, any quadrilateral mesh subdivision of D which breaks the checkerboard mode is sufficient for the uniform stability (A h ). 
which immediately implies (A h ).
To prove the discrete inf-sup condition B h we need the following lemma:
Proof. The desired result is immediate from Lemma 4.4 in [33] .
Lemma 4.4. The uniform discrete inf-sup condition (B h ) holds.
Proof. From Lemma 4.3, for any
where in the first inequality the equivalence of the seminorm |ǫ(·)| 0 and the norm || · || 1 on the space L 2 P (Ω; V D ) is used. Then the uniform discrete inf-sup condition (B h ) follows from
In light of Lemma 4.2 and Lemma 4.4, we immediately obtain the following existence and uniqueness of the k × h-SHSFEM approximation (σ kh , u kh ):
Theorem 4.1. Under the same condition as in Lemma 4.1 , the discretization problem
Uniform error estimation
In what follows we shall derive a priori estimates of the errors ||σ − σ kh || 0 and |u − u kh | 1 which are uniform with respect to the Lamé constant λ ∈ (0, +∞), where
be the solution of truncated weak problem (3.21). By triangle inequality it holds
where the perturbation errors, ||σ − σ N || 0 and |u − u N | 1 , are estimated by Lemma 3.4.
For the finite element approximation error terms ||σ N − σ kh || 0 and |u N − u kh | 1 , from the stability (A h ), (B h ) and the standard theory of mixed finite element methods [3] it follows
To further estimate the righthand-side terms of the above inequality, we need some regularity of the solution (σ N , u N ). In fact, it is well-known that the following regularity holds:
On the other hand, in view of (3.28) and the truncated K-L expansions (3.13)-(3.15), and by taking derivatives with respect to y n in (3.18), standard inductive arguments yield
where 
In light of the estimates (4.14) and (4.18)-(4.19), we immediately obtain the following conclusion.
be the solutions of (3.21) and (4.7), respectively. Then, under the same condition as in Lemma 4.1 and for sufficiently large N , it holds
Remark 4.1. We notice that the estimate (4.34) is optimal with respect to the mesh parameters h and k = (k 1 , k 2 , · · · , k N ), but not optimal with respect to the polynomial degree q = (q 1 , q 2 , · · · , q N ) since it requires k n γ n < 1.
The above theorem, together with Lemma 3.4, implies the following a priori error estimates for the k × h-SHSFEM approximation (σ kh , u kh ).
be the solutions of (2.4) and (4.7), respectively. Then, under the same conditions as in Theorem 4.2, it holds
for any r > 0 if the covariance functions of E, f and g are piecewise analytic, and holds
for any s > 0 if the covariance functions of E, f and g are piecewise smooth.
Remark 4.2. Here we recall that " " denotes " ≤ C" with C a positive constant independent of λ , h , N , k.
Stochastic hybrid stress finite element approximation: p × h version
As shown in Section 4.2 and Remark 4.1, the k×h-SHSFEM is based on the k partition of the stochastic field Γ and requires the mesh parameter k n (n = 1, 2, · · · , N ) to be sufficiently small so as to acquire optimal error estimates.
In this subsection, we shall introduce a p × h-version stochastic hybrid stress finite element method (p × h-SHSFEM), which does not require to refine Γ. We will show this method is of exponential rates of convergence with respect to the degrees of the polynomials used for approximation. To this end, we first assume 
Let p := (p 1 , p 2 , ..., p N ) be a nonnegative integer muti-index. We define the p−version tensor product finite element space Z p as
Then the p × h-SHSFEM scheme reads as:
We note that Z p is a special case of the k−version tensor product finite element space Y q k , then, in this sense, the p × h-SHSFEM can be viewed as a special case of the k × h-SHSFEM. As a result, the corresponding stability conditions and the existence and Following the same routine as in Section 4.2.3 (cf. the estimates (4.12)-(4.14)), we only need to estimate the terms inf
||σ N − τ ph || 0 and inf 28) it remains to estimate inf
n , we easily have the following estimates:
Then the thing left is to estimate the right hand side terms of the above two inequalities.
Denote Γ * n := N i=1,i =n Γ i , then Γ = Γ n × Γ * n , and for any y ∈ Γ we denote y = (y n , y * n ) with y n ∈ Γ n and y * n ∈ Γ * n . We have the following lemma.
be the solution of the problem (3.21) . Then for any x ∈ D, y = (y n , y * n ) ∈ Γ, the solutions σ N (x, y n , y * n ) and
, can be analytically extended to the complex plane
with 0 < d n < 1 2γn and γ n given by (4.17) . In addition, for all z ∈ Ξ(Γ n ; d n ), it holds
Proof. Similar to (4.16), for y ∈ Γ, r ≥ 0 and n = 1, 2, ..., N it holds
For any y n ∈ Γ n , we define power series
then it follows
Due to (4.32), we easily know that the above two series converge for all z ∈ Ξ(Γ n ; d n ). Furthermore, by a continuation argument, the functions σ N , u N can be extended analytically on the whole region Ξ(Γ n ; d n ), and the estimate (4.31) follows.
In order to estimate the right-hand-side terms of (4.29)(4.30), we need one more lemma by Babuska et al [2] .
Lemma 4.6. Let B be a Banach space, and L ⊂ R be a bounded set. Given a function v ∈ C 0 (L; B) which admits an analytic extension in the region of the complex plane 33) where P p (L) := span(y s , s = 0, 1, ..., p),
In light of (4.27)-(4.30) and Lemmas 4.5-4.6, we immediately obtain the following result.
be the solutions of (3.21) and (4.26), respectively. Then, under the same condition as in Lemma 4.1 and for sufficiently large N , it holds The above theorem, together with Lemma 3.4, implies the following a priori error estimates for the p × h-SHSFEM approximation (σ ph , u ph ). for any r > 0 if the covariance functions of E, f and g are piecewise analytic, and holds
Remark 4.3. This theorem shows the p × h-SHSFEM yields exponential rates of convergence with respect to the degrees (p 1 , p 2 , ..., p N ) of the polynomials used for approximation.
Numerical examples
In this section we compute two numerical examples to test the performance of the proposed p × h-version of stochastic hybrid stress finite element method. We note that the p × h-SHSFEM can be viewed as a particular case of the k × h version. For convenience we denote 
The exact solution (u, σ) is of the form
where E is a uniform random variable on [500, 1500], and we set ν = 0.25.
In the computation we use the exact form of the stochastic coefficient E and take N = 1, so there is no truncation error caused by the K-L expansion in the approximation.
Numerical results at different meshes and different values of p are listed in Tables 1-2. For comparison we also list results computed by a stochastic finite element called P C × h method, where the polynomial chaos (PC) method [9] and the PS element method are used in the stochastic field Γ and the space domain D, respectively. In the P C × h method, p denotes the degree of polynomial chaos. We note that the computational costs of the P C × h method and the p × h-SHSFEM are almost the same with the same p.
From the numerical results we can see that the solutions are more accurate with the increasing of p and the refinement of meshes. Especially, p = 1 and p = 2 for the p × h-SHSFEM give almost the same results, which implies that the solutions are accurate enough with respect to the p-version approximation of the stochastic field for given spatial meshes; In these cases, the p×h-SHSFEM is of first order accuracy in the mesh size h for the displacement approximation and yields quite accurate results for the stress approximation.
What's more, we can see that the p×h-SHSFEM is more accurate than the P C ×h method at the same p. Tables 3-4 show that the p×bilinear method deteriorates as ν → 0.5 or λ → +∞,
while Tables 5-8 show that the p × h-SHSFEM yields uniformly accurate results for the displacement and stress approximations. Moreover, p = 0 and p = 2 give almost the same results, which implies that the solutions are accurate enough with respect to the p-version approximation of the stochastic field for given spatial meshes. 
