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Abstract. In recent years, substantial progress was made towards under-
standing convergence of fast-slow deterministic systems to stochastic differen-
tial equations. In contrast to more classical approaches, the assumptions on
the fast flow are very mild. We survey the origins of this theory and then re-
visit and improve the analysis of Kelly-Melbourne [Ann. Probab. Volume 44,
Number 1 (2016), 479-520], taking into account recent progress in p-variation
and càdlàg rough path theory.
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2 I. CHEVYREV, P.K. FRIZ, A. KOREPANOV, I. MELBOURNE, AND H. ZHANG
1. Introduction
The purpose of this article is to survey and improve several recent developments
in the theories of homogenization and rough paths, and the interaction between
them. From the side of homogenization, we are interested in the programme ini-
tiated by [56] and continued in [32] of studying fast-slow systems without mixing
assumptions on the fast flow. From the side of rough paths, we are interested in
surveying recent extensions of the theory to the discontinuous setting [27, 18, 30]
(see also [17, 21, 39, 73] for related results); the continuous theory, for the purposes
of this survey, is well-understood [29]. The connection between the two sides first
arose in [40, 41] in which the authors were able to employ rough path techniques
(in the continuous and discontinuous setting) to study systems widely generalising
those considered in [56, 32].
In this article we address both continuous and discrete systems. The continuous
fast-slow systems take the form of the ODEs
d
dt
xε = a(xε, yε) + ε
−1b(xε, yε) ,
d
dt
yε = ε
−2g(yε) .(1)
The equations are posed on Rd ×M for some compact Riemannian manifold M ,
and g : M → TM is a suitable vector field. We assume a fixed initial condition
xε(0) = ξ for some fixed ξ ∈ R
d, while the initial condition for yε is drawn randomly
from (M,λ), where λ is a Borel probability measure on M .
For the discrete systems, we are interested in dynamics of the form
(2) X
(n)
j+1 = X
(n)
j + n
−1a(X
(n)
j , Yj) + n
−1/2b(X
(n)
j , Yj) , Yj+1 = TYj .
The equations are again posed on Rd ×M , and T : M → M is an appropriate
transformation. As before, X
(n)
0 = ξ ∈ R
d is fixed and Y0 is drawn randomly from
a probability measure λ on M .
Let xε : [0, 1] → R
d denote either the solution to (1), or the piecewise constant
path xε(t) = X
⌊1/ε2⌋
⌊t/ε2⌋ , where X
(n)
j is the solution to (2). The primary goal of this
article is to show convergence in law xε → X in the uniform (or stronger) topology
as ε→ 0. Here X is a stochastic process, which in our situation will be the solution
to an SDE.
Throughout this note we shall focus on the case where a(x, y) ≡ a(x) depends
only on x and b(x, y) ≡ b(x)v(y), where v : M → Rm is an observable of y and b :
R
d → L(Rm,Rd) This is precisely the situation considered in [40]. One restriction
of the method in [40] is the use of Hölder rough path topology which necessitates
moment conditions on the fast dynamics which are suboptimal from the point of
view of homogenization. Our main insight is that switching from α-Hölder to p-
variation rough path topology allows for optimal moment assumptions on the fast
dynamics. The non-product case was previously handled, also with suboptimal
moment assumptions, in [41] and also [7], using infinite-dimensional and flow-based
rough paths respectively. We briefly discuss this and some other extensions in
Section 5, leaving a full analysis of the general (non-product) case, under equally
optimal moment assumptions, to a forthcoming artice [19].
An example of fast dynamics. There are many examples to which the results
presented here apply, however we feel it is important to have a concrete (and simple
to state) example in mind from the very beginning. In this regard, Pomeau &
Manneville [63] introduced a class of maps that exhibit intermittency as part of their
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study of turbulent bursts. The most-studied example [48] is the one-dimensional
map T : M →M , M = [0, 1], given by
Ty =
{
y(1 + 2γyγ) y < 12
2y − 1 y ≥ 12
.(3)
Here γ ≥ 0 is a parameter. When γ = 0 this is the doubling map Ty = 2y mod 1
which is uniformly expanding (see Section 2.3). For γ > 0, there is a neutral fixed
point at 0 (T ′(0) = 1) which has more and more influence as γ increases. For each
value of γ ∈ [0, 1), there is a unique absolutely continuous invariant probability
measure µ. This measure is ergodic and equivalent (in fact equal when γ = 0) to
the Lebesgue measure.
Suppose that v : M → Rm is Hölder continuous and
∫
v dµ = 0. Let
vn =
∑
0≤j<n
v ◦ T j.
By [48, 75], for γ ∈ [0, 12 ), the random variable n
−1/2vn, defined on the probabil-
ity space (M,µ), converges in law to a normal distribution. (Convergence in law
also holds on (M,Leb).) In other words, the central limit theorem (CLT) holds.
However, by [34], the CLT fails for γ > 12 (instead there is convergence to a stable
law of index γ−1); for γ = 12 the CLT holds but with non-standard normalization
(n logn)−1/2. Hence from now on we restrict to γ ∈ [0, 12 ).
Define
Sn =
∑
0≤i≤j<n
(v ◦ T i)⊗ (v ◦ T j) .
The approach to homogenization of fast-slow systems in [40] requires convergence
of the pair of stochastic processes
(
n−1/2v⌊nt⌋, n
−1S⌊nt⌋
)
to an enhanced Brownian
motion, which is established for all γ ∈ [0, 12 ). (See Sections 2.3 and 4.1.) Further,
the approach based on Hölder rough path theory requires that ‖vn‖2q = O(n
1/2)
and ‖Sn‖q = O(n) for some q > 3. These estimates are established in [40] for
γ ∈ [0, 211 ). An improvement in [44] covers γ ∈ [0,
1
4 ) and this is known to be
sharp [55, 52]. Hence the parameter regime γ ∈ [ 14 ,
1
2 ) is beyond the Hölder rough
path theory. In contrast, the p-variation rough path theory described here requires
the moment estimates only for some q > 1 and [44] applies for all γ ∈ [0, 12 ). Hence
we are able to prove homogenization theorems in the full range γ ∈ [0, 12 ).
The remainder of this article is organized as follows. In Section 2, we discuss the
WIP and chaotic dynamics, and several situations of homogenization where rough
path theory is not required. In Section 3, we introduce the parts of rough path
theory required in the Brownian motion setting of this paper. This is applied to
fast-slow systems in Section 4. In Section 5, we mention extensions and related
work.
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2. Emergence of randomness in deterministic dynamical systems
In this section, we review a simplified situation where the ordinary weak invari-
ance principle (see below) suffices, and rough path theory is not required.
2.1. The weak invariance principle. Consider a family of stochastic processes
indexed by ε ∈ (0, 1), say Wε = Wε(t, ω) with values in R
m. We are interested
in convergence of the respective laws. In the case of continuous sample paths
(including smooth or piecewise linear) we say that the weak invariance principle
(WIP) holds if
Wε →w W in C([0, 1],R
m) as ε→ 0 ,
where W is an m-dimension Brownian motion with covariance matrix Σ; in the
case of càdlàg sample paths (including piecewise constant) we mean
Wε →w W in D([0, 1],R
m) as ε→ 0 ,
where C resp. D denotes the space of continuous resp. càdlàg paths, equipped with
the uniform topology.1 For notational simplicity only, assume (Wε) are defined on
a common probability space (Ω, F, λ); we then write Wε →λ W to indicate conver-
gence in law, i.e. Eλ[f(Wε)]→ Eλ[f(W )] for all bounded continuous functionals.
In many cases, one has convergence of second moments. This allows to compute
the covariance of the limiting Brownian motion,
(4) Σ = E(W (1) ⊗W (1)) = lim
ε→0
Eλ(Wε(1)⊗Wε(1)) .
The WIP is also known as the functional central limit theorem, with the CLT
for finite-dimensional distributions as a trivial consequence. Conversely, the CLT
for f.d.d. together with tightness gives the WIP.
Donsker’s invariance principle [23] is the prototype of a WIP: consider a centered
m-dimensional random walk Zn := ξ1+ · · ·+ ξn, with R
m-valued IID increments of
zero mean and finite covariance Σ. Extend to either a continuous piecewise linear
process or càdlàg piecewise constant process (Zt : t ≥ 0). Then the WIP holds for
the rescaled random walk
Zεt := εZt/ε2 ,
and the limiting Brownian motion has covariance Σ. This result has an important
generalization to a (functional) martingale CLT: using similar notation, assume
(Zn) is a zero mean L
2-martingale with stationary and ergodic increments (ξi).
Then, with the identical rescaling, the WIP holds true, with convergence of second
moments [14] (or e.g. [10, Thm. 18.3]).
Another interesting example is given by physical Brownian motion with positive
mass ε2 > 0 and friction matrix M , where the trajectory is given by
Xεt := ε
∫ t/ε2
0
Ys ds
1Since our limit processes here - a Brownian motion - is continuous, there is no need to work
with the Skorokhod topology on D.
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and Y follows an m-dimensional OU process, dY = −MY dt+ dB, Y0 = y0. Here,
M is an m × m-matrix whose spectrum has positive real part, and B is an m-
dimensional standard Brownian motion. One checks without difficulties [62, 25]
that a WIP holds, even in the sense of weak convergence in the Hölder space
Cα([0, 1],Rm) with any α < 1/2. The covariance matrix of the limiting Brownian
is given by Σ = M−1(M−1)T , as can be seen from the Newton dynamics ε2X¨ε =
−MX˙ε + B˙ with white noise B˙.
Finally, sufficiently chaotic deterministic dynamical systems are a rich source of
WIPs. To fix ideas, consider a compact Riemannian manifold M with a Lipschitz
vector field g and corresponding flow gt, for which there is an ergodic, invariant
Borel probability measure µ on M . We regard (gt) as an M -valued stochastic
process, given by gt(y0) with initial condition y0 distributed according to λ, another
Borel probability measure on M . (It is possible but not necessary to have λ = µ.)
Consider further a suitable observable v : M → Rm with Eµv = 0. A family of
C1-processes (Wε)ε>0, with values in R
m, is then given by
Wε(t) = ε
∫ tε−2
0
v ◦ gs ds .
As will be reviewed in Section 2.3 below, also in a discrete time setting, in many
situations a WIP holds. That is,
Wε →λ W in C([0, 1],R
m) as ε→ 0 .
Typically one also has convergence of second moments, so that W is a Brownian
motion with covariance Σ given by (4). Under (somewhat restrictive) assumptions
on the decay of correlations, this can be simplified to a Green-Kubo type formula
Σ =
∫ ∞
0
Eµ{v ⊗ (v ◦ gs) + (v ◦ gs)⊗ v}ds .
2.2. First applications to fast-slow systems. In the setting of determinis-
tic, sufficiently chaotic dynamical systems discussed in the previous paragraph,
Melbourne–Stuart [56] consider the fast-slow system posed on Rd×M (withm = d),
x˙ε = a(xε, yε) + ε
−1v(yε) , y˙ε = ε
−2g(yε) ,
with deterministic initial data xε(0) = x0 and yε(0) sampled randomly with proba-
bility λ. We wish to study the limiting dynamics of the slow variable xε. Assuming
for simplicity a(x, y) = a(x), the basic observation is to rewrite
x˙ε = a(xε) + W˙ε .
We see that the noise Wε enters the equation in an additive fashion and one checks
without difficulty that the “Itô-map” Wε 7→ xε extends continuously (w.r.t. uniform
convergence) to any continuous noise path. Now assume validity of a WIP, i.e.
Wε →λ W . Then, together with continuity of the Itô-map, one obtains the desired
limiting SDE dynamics of the slow variable as
dX = dW + a(X)dt .
In the general case when a depends on xε and yε, the drift term is given by a¯(x) =∫
M a(x, y) dµ(y)
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In subsequent work, Gottwald–Melbourne [32] consider the one-dimensional case
d = m = 1 with
x˙ε = a(xε, yε) + ε
−1b(xε)v(yε) , y˙ε = ε
−2g(yε) .
Again, taking a(x, y) = a(x) for simplicity, the limiting SDE turns out to be of
Stratonovich form
dX = a(X)dt+ b(X) ◦ dW .
The essence of the proof is a robust representation of such SDEs. Indeed, taking
a ≡ 0 for notational simplicity, an application of the (first order) Stratonovich chain
rule exhibits the explicit solution as Xt = e
Wtb(X0), where e
Wtb denotes the flow
at “time” Wt ∈ R along the vector field b; this clearly depends continuously on X0
and W w.r.t. uniform convergence. Hence, as in the additive case, the problem
is reduced to having a WIP. This line of reasoning can be pushed a little further,
namely to the case x˙ε = a(xε, yε) + ε
−1V (xε)v(yε) with commuting vector fields
V = (V1, ..., Vm), a.k.a. the Doss–Sussmann method, but fails for general vector
fields, not to mention the non-product case when V (x)v(y) is replaced by b(x, y).
This is a fundamental problem which is addressed by Lyons’ theory of rough paths.
Gottwald-Melbourne [32] consider also discrete time fast-slow systems posed on
R
d ×M ,
X
(n)
j+1 = X
(n)
j + n
−1a(X
(n)
j , Yj) + n
−1/2b(X
(n)
j )v(Yj) , Yj+1 = TYj ,
Again we suppose for notational simplicity that a(x, y) = a(x). We continue to
suppose that µ is an ergodic T -invariant probability measure onM and that Eµv =
0. Also, λ is another probability measure on M . Recall that xε(t) = X
⌊1/ε2⌋
⌊t/ε2⌋ and
assume validity of a WIP, i.e. Wε →λ W . When b ≡ 1, it is shown in [32] that
xε →λ X where dX = a(X) dt + dW . For d = m = 1, under additional mixing
assumptions it is shown that xε →λ X where dX = a˜(X) dt+ b(X) dW with
a˜(x) = a(x) + b(x)b′(x)
∞∑
n=1
Eµ(v v ◦ T
n).
2.3. Chaotic dynamics: CLT and the WIP. In this subsection, we describe
various classes of dynamical systems with good statistical properties, focusing at-
tention on the CLT and WIP.
Somewhat in contrast to rough path theory, the ergodic theory of smooth dy-
namical systems is much simpler for discrete time than for continuous time – indeed
the continuous time theory proceeds by reducing to the discrete time case. Also,
the simplest examples are noninvertible. The reasons behind this are roughly as
follows. Since the papers of Anosov [4] and Smale [71], it is has been understood
that the way to study dynamical systems is to exploit expansion and contraction
properties. The simplest systems are uniformly expanding; these are necessarily
discrete time and noninvertible. Anosov and Axiom A (uniformly hyperbolic) dif-
feomorphisms have uniformly contracting and expanding directions. Anosov and
Axiom A (uniformly hyperbolic) flows have a neutral time direction and are uni-
formly contracting and expanding in the remaining directions. The neutral direction
makes flows much harder to study. The mixing properties of uniformly hyperbolic
flows are still poorly understood (see for example the review in [53]); fortunately
the CLT and WIP do not rely on mixing.
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Accordingly, we consider in turn expanding maps, hyperbolic diffeomorphisms,
and hyperbolic flows, in Subsections 2.3.1, 2.3.2 and 2.3.3 respectively. This in-
cludes the uniform cases mentioned in the previous paragraph, but also dynamical
systems that are nonuniformly expanding/hyperbolic, which is crucial for incorpo-
rating large classes of examples.
2.3.1. Uniformly and nonuniformly expanding maps. The CLT and WIP are proved
in [36, 38] for large classes of dynamical systems (in fact, they prove a stronger
statistical property, known as the almost sure invariance principle). For recent
developments in this direction, see [20, 43] and references therein. In particular,
the CLT and WIP hold for smooth uniformly expanding maps and for systems
modelled by Young towers with summable decay of correlations [75], which provide
a rich source of examples including the intermittent maps (3).
Here we review the results in various situations, focusing on various issues that
are of importance for fast-slow systems: CLT, WIP, covariance matrices, nonde-
generacy. Also, we mention the notions of spectral decomposition, mixing up to a
finite cycle, basins of attraction, and strong distributional convergence, which are
necessary for understanding how the theory is applied.
Smooth uniformly expanding maps. The simplest chaotic dynamical system is the
doubling map T : M → M , M = [0, 1], given by Ty = 2y mod 1. More generally,
let T : M →M be a C2 map on a compact Riemannian manifold M and let B be
the σ-algebra of Borel sets. The map is uniformly expanding if there are constants
C > 0, L > 1 such that ‖DT n|yz‖ ≥ CL
n‖z‖ for all y ∈ M , z ∈ TyM . By [45],
there is a unique ergodic T -invariant Borel probability measure µ on M equivalent
to the volume measure. (Recall that µ is T -invariant if µ(T−1B) = µ(B) for all
B ∈ B, and is ergodic if µ(B) = 0 or µ(B) = 1 for all B ∈ B with TB ⊂ B.) By
Birkhoff’s ergodic theorem [11] (an extension of the strong law of large numbers)
the sum vn =
∑
0≤j<n v ◦ T
j satisfies n−1vn →
∫
M v dµ a.e. for all v ∈ L
1.
To make further progress it is necessary to impose some regularity on the ob-
servable v; the CLT fails in general for continuous observables. Hence, we suppose
that v is Hölder. Specifically, fix κ ∈ (0, 1) and let Cκ0 (M) be the space of C
κ
observables v : M → R with
∫
M
v dµ = 0. It is well known [12, 66, 70] that there
are constants γ ∈ (0, 1) and C > 0 depending only on T and κ such that∣∣∣ ∫
M
v w ◦ T n dµ
∣∣∣ ≤ Cγn‖v‖Cκ‖w‖1 for all v ∈ Cκ0 (M), w ∈ L1, n ≥ 1.(5)
An immediate consequence is that the limit
σ2 := lim
n→∞
n−1
∫
M
v2n dµ ,
exists and that
σ2 =
∫
M
v2 dµ+ 2
∞∑
n=1
∫
M
v v ◦ T n dµ .
For 1 ≤ p ≤ ∞, we recall that the Koopman operator U : Lp → Lp is given by
Uv = v ◦ T and that the transfer operator P : Lq → Lq is given by
∫
M Pv w dµ =∫
M
v w ◦ T dµ for v ∈ Lq, w ∈ Lp, where p−1 + q−1 = 1. These operators satisfy
‖U‖p = 1 and ‖P‖p ≤ 1 for 1 ≤ p ≤ ∞. In addition, PU = I and UP = E( · |T
−1B).
8 I. CHEVYREV, P.K. FRIZ, A. KOREPANOV, I. MELBOURNE, AND H. ZHANG
Note that property (5) is equivalent to
‖Pnv‖∞ ≤ Cγ
n‖v‖Cκ for all v ∈ C
κ
0 (M), n ≥ 1.(6)
Following the classical approach of Gordin [31], we define χ =
∑∞
j=1 P
jv and
m = v−χ◦T+χ. By (6), m, χ ∈ L∞. It follows from the definitions thatm ∈ kerP
and hence that n−1
∫
M m
2
n dµ =
∫
M m
2 dµ for all n. Since
vn −mn = χ ◦ T
n − χ ∈ L∞ ,
it follows that
∫
M m
2 dµ = σ2.
Moreover, E(m|T−1B) = UPm = 0, so {m ◦ T n, n ≥ 0} is an L∞ stationary
ergodic reverse martingale difference sequence. Hence, standard martingale limit
theorems apply. In particular, by [9, 51] we obtain the CLT for m and thereby v:
n−1/2vn →µ N(0, σ
2) as n→∞.
We refer to the decomposition v = m+χ ◦ T − χ as an L∞ martingale-coboundary
decomposition, since m is a reverse martingale increment. The coboundary term
χ ◦ T − χ ∈ L∞ telescopes under iteration and therefore is often negligible. Next,
define the process Wn ∈ C[0, 1] by setting Vn(t) = n
−1/2vnt for t = 0, 1/n, 2/n . . .
and linearly interpolating. By [14, 51] we obtain the WIP:
Wn →µ W in C[0, 1] as n→∞,
where W is a Brownian motion with variance σ2.
The CLT and WIP are said to be degenerate if σ2 = 0. We now show that this is
extremely rare. Since v = m+χ◦T −χ and σ2 =
∫
M m
2 dµ, we obtain that σ2 = 0
if and only if v = χ ◦ T − χ where χ ∈ L∞. Moreover, the series χ =
∑∞
n=1 P
nv
converges in Cκ (see for example [67]), so in particular χ is continuous. Let Cκdeg
consist of observables v ∈ Cκ0 (M) with σ
2 = 0.
Proposition 2.1. Cκdeg is a closed, linear subspace of infinite codimension in
Cκ0 (M).
Proof. Suppose that v ∈ Cκdeg so v = χ ◦ T − χ where χ is continuous. Iterating,
we obtain vk = χ ◦ T
k − χ. Hence if y ∈ M is a period k point, i.e. T ky = y, then
vk(y) = 0. Since periodic points are dense in M [71] we obtain infinitely many
linear constraints on v. 
Analogous results hold for vector-valued observables v : M → Rm. Let v ∈
Cκ0 (M,R
m). Then
lim
n→∞
n−1
∫
M
vn ⊗ vn dµ = Σ,(7)
where Σ ∈ Rm ⊗ Rm is symmetric and positive semidefinite, and
Σ =
∫
M
v ⊗ v dµ+
∞∑
n=1
∫
M
{v ⊗ (v ◦ T n) + (v ◦ T n)⊗ v} dµ.(8)
Define vn ∈ R
m andWn ∈ C([0, 1],R
m) as before. By the above results, n−1/2cT vn
converges in distribution to a normal distribution with variance cTΣc for each c ∈
R
m, and hence by Cramer-Wold we obtain the multi-dimensional CLT n−1/2vn →d
N(0,Σ). Similarly,Wn →w W in C([0, 1],R
m) whereW ism-dimensional Brownian
motion with covariance Σ. Finally cTΣc = 0 for c ∈ Rm if and only if cT v ∈ Cκdeg.
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Hence the degenerate case detΣ = 0 occurs only on a closed subspace of infinite
codimension.
Since the CLT is a consequence of the WIP, generally we only mention the WIP
in the remainder of this subsection.
Returning to the ergodic theorem, if v ∈ L1, then n−1vn(y0) →
∫
M v dµ for µ
almost every initial condition y0 ∈ M . Since µ is equivalent to volume, we could
equally choose the initial condition y0 randomly with respect to volume, which is
perhaps more natural since volume is the intrinsic measure on M . Similar consid-
erations apply to the WIP. Based on ideas of [24], it follows from [78, Cor. 2] that
if v ∈ Cκ0 (M,R
m) then Wn →λ W in C([0, 1],R
m) for every absolutely continuous
Borel probability measure λ (including µ and volume as special cases). This prop-
erty is often called strong distributional convergence [78]. Of course Cκ0 (M,R
m) is
defined using µ regardless of the choice of λ.
Piecewise expanding maps. There are numerous extensions of the above argu-
ments in various directions. For example, Keller [38, Thm. 3.5] considers piecewise
C1+ε transformations T : M → M , M = [0, 1], with finitely many monotone
branches and |T ′| ≥ L for some L > 1. There exists an ergodic T -invariant abso-
lutely continuous probability measure (acip) µ. Let Λ = suppµ. Recall that Λ is
mixing if limn→∞ µ(T
−nA ∩ B) = µ(A)µ(B) for all measurable sets A,B ⊂ Λ. In
this case, by [38, Thm. 3.3], condition (5) holds (with M replaced by Λ). Hence
we obtain the WIP for all v ∈ Cκ0 (Λ,R
m) with Σ given as in (7) and (8). Also
detΣ = 0 if and only if there exists c ∈ Rm such that cT v = χ ◦ T − χ for some
χ : Λ→ R in L∞.
If Λ is not mixing, then condition (5) fails. Nevertheless, by [38, Thm. 3.3] Λ is
mixing up to a finite cycle: we can write Λ as a disjoint union Λ = A1 ∪ · · · ∪ Ak
for some k ≥ 2 such that T permutes the Aj cyclically and T
k : Aj → Aj is
mixing with respect to µ|Aj for each j. Moreover, condition (5) holds for the map
T k : Aj → Aj . It is easily verified that the WIP goes through for T : Λ → Λ
and that the limit formula (7) for Σ remains valid. (Of course in the nonmixing
case, (8) no longer makes sense.)
The basin of attraction of the ergodic probability measure µ is defined as
Bµ = {y ∈M : lim
n→∞
n−1vn(y) =
∫
Mv dµ for all v : M → R continuous}.
(The ergodic theorem guarantees that, modulo a zero measure set, suppµ ⊂ Bµ,
but in general Bµ can be much larger.) The acip µ need not be unique but by [38,
Thm. 3.3] there is a spectral decomposition: there exist finitely many absolutely
continuous ergodic invariant probability measures µ1, . . . , µk such that Leb(Bµ1 ∪
· · · ∪ Bµk) = 1 and the results described above for µ hold separately for each of
µ1, . . . , µk.
For related results on C2 one-dimensional maps with infinitely many branches,
we refer to [68]. For higher-dimensional piecewise smooth maps, see for example [15,
69]. Again there is a spectral decomposition into finitely many attractors which
are mixing up to a finite cycle. After restricting to an appropriate subset and
considering a suitable iterate of T , condition (5) holds and we obtain the WIP etc
as described above.
In general, extra work is required to deduce that degeneracy is infinite codi-
mension as in Proposition 2.1. We note that the approach in [15] fits within the
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Young tower approach of [74, 75] where it is possible to recover Proposition 2.1 as
described below.
Nonuniformly expanding maps. An important method for studying nonuniformly
expanding maps T : M → M is to construct a Young tower as in [75]. This
incorporates the maps (3) discussed in the introduction.
LetM be a bounded metric space with finite Borel measure ρ and let T : M →M
be a nonsingular transformation (ρ(T−1B) = 0 if and only if ρ(B) = 0 for B ∈ B).
Let Y ⊂ M be a subset of positive measure, and let α be an at most countable
measurable partition of Y with ρ(a) > 0 for all a ∈ α. We suppose that there
is an integrable return time function τ : Y → Z+, constant on each a with value
τ(a) ≥ 1, and constants L > 1, κ ∈ (0, 1), C0 > 0, such that for each a ∈ α,
(1) F = T τ restricts to a (measure-theoretic) bijection from a onto Y .
(2) d(Fx, Fy) ≥ Ld(x, y) for all x, y ∈ a.
(3) d(T ℓx, T ℓy) ≤ C0d(Fx, Fy) for all x, y ∈ a, 0 ≤ ℓ < τ(a).
(4) ζ0 =
dρ|Y
dρ|Y ◦F
satisfies | log ζ0(x)− log ζ0(y)| ≤ C0d(Fx, Fy)
κ for all x, y ∈ a.
The induced map F = T τ : Y → Y has a unique acip µY .
Remark 2.2. For the intermittent maps (3), we can take Y = [ 12 , 1] and we can
choose τ to be the first return to Y . In general, it is not required that τ is the first
return time to Y .
Define the Young tower [75], ∆ = {(y, ℓ) ∈ Y × Z : 0 ≤ ℓ ≤ τ(y) − 1}, and the
tower map
f : ∆→ ∆, f(y, ℓ) =
{
(y, ℓ+ 1), ℓ ≤ τ(y) − 2
(Fy, 0), ℓ = τ(y) − 1
.(9)
The projection π∆ : ∆ → Λ, π∆(y, ℓ) = T
ℓy, defines a semiconjugacy from f to
T . Define the ergodic acip µ∆ = µY × {counting}/
∫
Y
τ dµY for f : ∆→ ∆. Then
µ = (π∆)∗µ∆ is an ergodic acip for T : M → M and µ is mixing up to a finite
cycle.
Young [75] proved that if µ is mixing and µY (y ∈ Y : τ(y) > n) = O(n
−(β+1))
for some β > 0, then∣∣∣ ∫
M
v w ◦ T n dµ
∣∣∣ ≤ Cn−β‖v‖Cκ‖w‖∞ for all v ∈ Cκ0 (M), w ∈ L∞, n ≥ 1,(10)
In particular, β > 1 corresponds to summable decay of correlations. (For the
maps (3), β = γ−1 − 1, so β > 1 corresponds to γ < 12 .) Equivalently, ‖P
nv‖1 ≤
Cn−β‖v‖Cκ and by interpolation ‖P
nv‖p ≤ C
1/pn−β/p‖v‖Cκ for all p ≥ 1.
For β > 1, we have that ‖Pnv‖1 is summable for v ∈ C
κ
0 (M,R
m), and a stan-
dard calculation shows that formulas (7) and (8) for Σ hold. Also, the series
χ =
∑∞
n=1 P
nv converges in Lp for all p < β and we obtain an Lp martingale-
coboundary decomposition v = m + χ ◦ T − χ. For β > 2, we have m, χ ∈ L2
and the WIP follows. With extra work it can be shown that the WIP holds for all
β > 1. We refer to [42, 47, 50, 72] for further details. See also [43, 54]. By [54,
Rem. 2.11], the degenerate case detΣ = 0 is infinite codimension in the sense of
Proposition 2.1.
In the case where µ is mixing only up to a finite cycle, the WIP etc go through
unchanged, except that formula (8) does not make sense.
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2.3.2. Hyperbolic diffeomorphisms. A WIP for Axiom A diffeomorphisms can be
found in [22]. The WIP is also well-known to hold for systems modelled by Young
towers with exponential tails [74] as well as those with summable decay of corre-
lations (for an explicit and completely general argument, see [59]). This is a very
flexible setting that covers large classes of nonuniformly hyperbolic diffeomorphisms
(with singularities).
The results for hyperbolic diffeomorphisms T : M → M are similar to those in
Subsection 2.3.1, subject to two complications. The first complication affects the
proofs. Since T is invertible, the transfer operator P is an isometry on Lq for all
q. In particular, kerP = {0}. Hence the approach in Subsection 2.3.1 cannot be
applied directly. The method for getting around this is rather convoluted and is
described at the end of this subsection.
The second complication affects the statement of the results. Typically, the
invariant measures of interest are supported on zero volume sets and hence there
are no acips. We say that µ is a physical measure if the basin of attraction Bµ has
positive volume. (This is automatic for acips but is an extra assumption now.) Let
Vol denote the normalized volume on Bµ.
There is an important class of physical measures µ, known as Sinai-Ruelle-Bowen
(SRB) measures [76], for which the WIP with respect to Vol (and hence, by strong
distributional convergence, every absolutely continuous probability measure λ on
Bµ) follows from the WIP with respect to µ. Hence it is natural to consider ob-
servables v with
∫
Λ
v dµ = 0 and to ask that Wn →λ W for absolutely continuous
probability measures λ on Bµ.
Axiom A diffeomorphisms. Let M be a compact Riemannian manifold. A C2
diffeomorphism T : M → M is said to be Anosov [4] if there is a continuous
DT -invariant splitting TM = Es ⊕ Eu (into stable and unstable directions) where
‖DT n|Es‖ ≤ Can and ‖DT−n|Eu‖ ≤ Can for n ≥ 1. Here C > 0 and a ∈ (0, 1)
are constants.
Smale [71] introduced the notion of Axiom A diffeomorphism extending the
definition in [4]. Since we are interested in SRB measures, we restrict attention
to attracting sets, bypassing the full definitions in [71]. Recall that a closed T -
invariant set Λ ⊂ M is attracting if there is a neighbourhood U of Λ such that
limn→∞ dist(T
ny,Λ) = 0 for all y ∈ U . An attracting set is called Axiom A if
there is a continuous DT -invariant splitting TΛM = E
s ⊕ Eu over Λ, again with
the properties ‖DT n|Es‖ ≤ Can and ‖DT−n|Eu‖ ≤ Can for n ≥ 1. To avoid triv-
ialities, we suppose that dimEuy ≥ 1 for all y ∈ Λ. (We allow dimE
s
y = 0 though
this is just the uniformly expanding case.)
By [71], there is a spectral decomposition of Λ into finitely many attracting sets,
called Axiom A attractors with the property that none of them can be decomposed
further. Moreover, periodic points are dense in Λ.
If Λ is an Axiom A attractor, then by [12, 66, 70] there is a unique ergodic
invariant probability measure µ on Λ such that Leb(Bµ) > 0. Moreover, µ is
mixing up to a finite cycle.
All the results described in Subsection 2.3.1 for uniformly expanding maps hold
for Axiom A attractors. Specifically, let Cκ0 (Λ,R
m) denote the space of Cκ observ-
ables v : Λ → Rm with
∫
Λ v dµ = 0. Then the WIP holds on (Λ, µ) and (Bµ, λ)
with Σ satisfying formula (7). Moreover Cκdeg = {v ∈ C
κ
0 (Λ,R
m) : detΣ = 0} is a
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closed subspace of infinite codimension in Cκ0 (Λ,R
m). If in addition µ is mixing,
then formula (8) holds.
Nonuniformly hyperbolic diffeomorphisms and Young towers. A large class of
attractors Λ for nonuniformly hyperbolic diffeomorphisms (with singularities) T :
M → M can be modelled by two-sided Young towers with exponential tails [74]
and subexponential tails [75]. The Young tower set up covers numerous classes
of examples as surveyed in [16, 74, 76, 77] including Axiom A attractors, Lorentz
gases, Hénon-like attractors [8], and intermittent solenoids [59]. See also [1, 2, 3].
We end this subsection with a very rough sketch of the method of proof of
the WIP for Young towers. This includes the Axiom A attractors as a special
case for which standard references are [12, 61]. The idea is again to induce to
a map F = T τ : Y → Y that is a uniformly hyperbolic transformation with
countable partition and full branches, as described in Young [74], with an integrable
inducing time τ : Y → Z+ that is constant on partition elements. (Again τ is
not necessarily the first return time.) The construction in [74] ensures that there
exists an SRB measure µY for F . Starting from F and τ , we construct a “two-
sided” Young tower f : ∆ → ∆ as in (9) with ergodic invariant probability µ∆ =
µY × {counting}/
∫
Y
τ dµY . The projection π∆ : ∆ → Λ, π∆(y, ℓ) = T
ℓy, defines
a semiconjugacy from f to T , and µ = (π∆)∗µ∆ is the desired SRB measure for
T : M →M . Moreover, µ is mixing up to a finite cycle.
Given v ∈ Cκ0 (M,R
m), we define the lifted observable vˆ = v ◦ π∆ : ∆ → R
m. It
suffices to work from now on with vˆ.
Next, there is a quotienting procedure which projects out the stable directions
reducing to an expanding map. Formally, this consists of a “uniformly expanding”
map F¯ : Y¯ → Y¯ and a projection π : Y → Y¯ such that F¯ ◦ π = π ◦ F and such
that τ(y) = τ(y′) whenever πy = πy′. In particular, τ projects to a well-defined
return time τ : Y¯ → Z+. Using F¯ and τ we construct a “one-sided” Young tower
f¯ : ∆¯ → ∆¯. The projection π extends to π : ∆ → ∆¯ with π(y, ℓ) = (πy, ℓ) and we
define µ¯∆ = π∗µ∆. The map f¯ plays the role of a “nonuniformly expanding map”.
As in Subsection 2.3.1, we consider the tails µY (τ > n). In the exponential
tail setting of [74], µY (τ > n) = O(γ
n) for some γ ∈ (0, 1) and a version of the
“Sinai trick” (see for example [54, Lem. 3.2]) shows that v ◦ π∆ = vˆ + χ1 ◦ f − χ1
where χ1 ∈ L
∞ and vˆ(y) = vˆ(y′) whenever πy = πy′. In particular, vˆ projects to a
well-defined observable v¯ : ∆¯→ Rm.
This construction can be carried out so that v¯ is sufficiently regular that the
analogue of condition (6) holds, where P is the transfer operator on ∆¯. Hence we
obtain an L∞ martingale-coboundary decomposition v¯ = m + χ2 ◦ f¯ − χ2 on ∆¯.
This gives the associated decomposition
v ◦ π∆ = vˆ = m ◦ π + χ ◦ f − χ,
on ∆ where χ = χ1 + χ2 ◦ π.
Now the argument is finished, since we can apply the methods from Subsec-
tion 2.3.1 to obtain the WIP, etc, for m on (∆¯, µ¯∆), and hence m ◦ π on (∆, µ∆),
vˆ on (∆, µ∆), and v on (Λ, µ).
Finally, we consider the case µ(τ > n) = O(n−(β+1)) with β > 1. In certain
situations (nonuniform expansion but uniform contraction) the Sinai trick works as
above and reduces to the situation in (10). The general case is more complicated but
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is covered by [59, Cor. 2.2]. Again, this is optimal since there are many examples
with β = 1 where the CLT with standard scaling does not hold.
2.3.3. Hyperbolic flows. Let y˙ = g(y) be an ODE defined by a C2 vector field
g : M → TM on a compact Riemannian manifold M . Let gt : M →M denote the
corresponding flow. Let X ⊂ M be a codimension one cross-section transverse to
the flow and let ϕ : X → R+ be a return time function, namely a function such
that gϕ(x)(x) ∈ X for x ∈ X . The map T = gϕ : X → X is called the Poincaré
map. We assume (possibly after shrinking X) that inf ϕ > 0. Given an ergodic
invariant probability measure µX on X and ϕ ∈ L
1(X), we construct an ergodic
invariant probability measure µ on M as follows. Define the suspension
Xϕ = {(x, u) ∈ X × R : 0 ≤ u ≤ ϕ}/ ∼, (x, ϕ(x)) ∼ (Tx, 0).
The suspension flow Tt : X
ϕ → Xϕ is given by Tt(x, u) = (x, u + t) modulo
identifications. The probability measure µϕ = (µX × Leb )/
∫
X
ϕdµX is ergodic
and Tt-invariant. Moreover, π : X
ϕ →M given by π(x, u) = Tux is a semiconjugacy
from Tt to gt and µ = π∗µ
ϕ is the desired ergodic invariant probability measure on
M .
Now suppose that v ∈ Cκ0 (M,R
m) and define the induced observable
V : X → Rm, V (x) =
∫ ϕ(x)
0
v(gux) du.
By a purely probabilistic argument [33] (based on [64, 57, 35, 60]), the WIP for
V : X → Rm with the map T implies a WIP for v : M → Rm. That is, setting
vt =
∫ t
0
v ◦gs ds and Wn(t) = n
−1/2vnt, we obtainWn →µ W whereW is Brownian
motion with covariance Σ = ΣX/
∫
X
ϕdµX and ΣX is the covariance in the WIP
for V .
By Bowen [12], Axiom A flows can be realized as suspension flows over uni-
formly hyperbolic diffeomorphisms, and the above considerations yield the WIP for
attractors for Axiom A flows [22]. The same is true for large classes of nonuni-
formly hyperbolic flows modelled as suspensions over Young towers with summable
decay of correlations, including Lorentz gases, Lorenz attractors [6] and singular
hyperbolic attractors [5]. In these situations, µX and µ are SRB measures on X
and M respectively. Also the nondegeneracy property in Proposition 2.1 applies to
ΣX and thereby Σ = ΣX/
∫
X ϕdµX . Moreover,
Σ = lim
t→∞
t−1
∫
M
vt ⊗ vt dµ,
and under extra (rather restrictive) mixing assumptions
Σ =
∫ ∞
0
∫
M
{v ⊗ (v ◦ gt) + (v ◦ gt)⊗ v} dµ dt.
3. General rough path theory
3.1. Limit theorems from rough path analysis. Consider a (for simplicity
only: finite-dimensional) Banach space (B, ‖ · ‖) and fixed p ∈ [2, 3). Define the
group G := B⊕(B⊗B) with multiplication (a,M)⋆(b,N) := (a+b,M+a⊗b+N),
inverse (a,M)−1 := (−a,−M + a⊗ a), and identity (0, 0). A (level-2) p-rough path
(over B, on [0, 1]) is a path X = (Xt : 0 ≤ t ≤ 1) with values and increments
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Xs,t := X
−1
s ⋆ Xt := (Xs,t,Xs,t) ∈ G of finite p-variation condition, p ∈ [2, 3),
either in the sense (“homogeneous rough path norm”)
(11) ~X~p-var := ‖X‖p-var + ‖X‖
1/2
(p/2)-var <∞ ,
or, equivalently, in terms of the inhomogeneous rough path norm
(12) ‖X‖p-var := ‖X‖p-var + ‖X‖(p/2)-var <∞ ;
we used the notation, applicable to any Ξ from {0 ≤ s ≤ t ≤ 1} into a normed
space, any q > 0,
(13) ‖Ξ‖q-var :=

sup
P
∑
[s,t]∈P
|Ξs,t|
q


1
q
<∞ .
Write C p-var([0, 1],B) resp. D p-var([0, 1],B) for the space of such (continuous resp.
càdlàg) p-rough paths; and also C resp. D for the space of continuous resp. càdlàg
paths with values in B ⊕ (B ⊗B). The space of α-Hölder rough paths, C α-Höl with
α = 1/p ∈ (1/3, 1/2] forms a popular subclass of C p-var. A weakly geometric p-
rough path, in symbolsX ∈ C p-varg , satisfies a “product rule” of the type Sym(Xt) =
(1/2)Xt ⊗Xt; effectively X takes values in a sub-group H ⊂ G. (We remark that,
when B = Rm, the (Lie) groupsH,G, can be identified with, respectively, the step-2
truncated free nilpotent group with m generators and the step-2 truncated Butcher
group with m decorations of its nodes.) Every continuous BV path lifts canonically
via
Xt =
∫ t
0
(Xs −X0)⊗ dXs ,
and gives rise to a (continuous) weakly geometric p-rough path. Conversely, every
X ∈ C p-varg is the uniform limit of smooth paths, with uniform p-variation bounds.
Similarly, every càdlàg BV path X lifts canonically via
Xt =
∫
(0,t]
(X−s −X0)⊗ dXs
to a (càdlàg) p-rough path in D p-var. We introduce, on D p-var (and then by restric-
tion on C p-var and C p-varg ) the (inhomogeneous) p-rough path distance
2
(14) ‖X; X˜‖p-var := ‖X − X˜‖p-var + ‖X− X˜‖(p/2)-var .
(A similar Hölder rough path distance can be defined on C α-Höl and C α-Hölg ).
Consider sufficiently regular vector fields V0 : R
d → Rd and V : Rd → L(B,Rd).
By definition, Y solves the rough differential equation (RDE)
dY = V0(Y
−)dt+ V (Y −)dX
if, for all 0 ≤ s < t ≤ 1, writing DV for the derivative,3
(15) Yt − Ys = V0(Ys)(t− s) + V (Ys)Xs,t +DV (Ys)V (Ys)Xs,t +Rs,t ,
2In view of the genuine non-linearity of rough path spaces, we refrain from writing ‖X −
X˜‖p-var,[0,1].
3In coordinates, when B = Rm, we have DV (Ys)V (Ys)Xs,t = ∂αVγ(Ys)V αβ (Ys)X
β,γ
s,t with
summation over α = 1, . . . , d and β, γ = 1, . . . , m.
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where, for the “remainder term” R, we require, writing P(ε) for a partition of [0, 1]
with mesh-size less than ε,
sup
P(ε)
∑
[s,t]∈P(ε)
|Rs,t| → 0 as ε→ 0.
This definition first encodes that Y is controlled (cf. [27]) by X ∈ Dp-var, with
derivative Y ′ = V (Ys) ∈ D
p-var and remainder Y #s,t = W (Ys)Xs,t + Rs,t with
‖Y #‖(p/2)-var <∞. As a consequence, Y satisfies a bona fide rough integral equa-
tion, for all t ∈ (0, 1],
Yt = y0 +
∫
(0,t]
V0(Y
−
s )ds+
∫
(0,t]
V (Y −s )dXs .
Conversely, (15) is satisfied by every solution to this integral equation. See e.g. [26]
for more details on this construction in the Hölder rough path case, and [27, 30] for
the càdlàg p-variation case; this contains the discrete Hölder setting of [39]. The
following theorem, in the case of continuous p-rough paths, is due to Lyons [49],
the recent extension to càdlàg rough paths is taken from [30]. We write Cp+ to
indicate Cp+ε, for some ε > 0.
Theorem 3.1 (Continuity of RDE solution map). Let p ∈ [2, 3). Consider a càdlàg
rough path X ∈ D p-var([0, 1],B), and assume V0 ∈ C
1+ and V ∈ Cp+. Then there
exists a unique càdlàg solution Y ∈ D([0, 1],Rd) to the rough differential equation
dYt = V0(Y
−
t )dt+ V (Y
−
t )dXt, Y0 = y0 ∈ R
d ,
and the solution is locally Lipschitz in the sense that
‖Y − Y˜ ‖p-var . ‖X; X˜‖p-var + |y0 − y˜0|
with proportionality constant uniform over bounded classes of driving p-rough paths.
The p-variation rough path distance can be replaced by a p-variation Skorokhod
type rough path metric, which adds more flexibility when the limiting (rough) path
has jumps, but we won’t need this generality here. Checking p-variation rough
path convergence can be done by interpolation: uniform convergence plus uniform
p′-variation bounds, for some p′ < p.
It is known that (càdlàg) semimartingales give rise to càdlàg p-rough paths for
any p ∈ (2, 3) [18]. Solving the resulting random RDE provides exactly a (robust)
solution theory for the corresponding SDE. As a consequence, we have the fol-
lowing limit theorems of Stratonovich and Itô type, which cannot be obtained by
UCV/UT type argument familiar from stochastic analysis. (Assumptions on V0, V
are as above.) The following theorem applies in particular to sequences of smooth
processes, in which case Stratonovich SDEs are simply random ODEs.
Theorem 3.2 (Stratonovich-type limit theorem). Consider a sequence of contin-
uous semimartingale drivers (Bn) with Stratonovich lift (B◦,n), such that B◦,n
converges to B = (B,B◦ + Γ), for some continuous BV process Γ, weakly (resp. in
probability, a.s.) in the uniform topology with {‖B◦,n‖p-var(ω)} tight, for p ∈ (2, 3).
(Γ is necessarily skew-symmetric.)
(i) For any p′ > p, it holds that B◦,n → B weakly (resp. in probability, a.s.)
in the p′-variation rough path topology.
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(ii) Assume, in the sense of Stratonovich SDEs, 4
dY nt = V0(Y
n
t )dt+ V (Y
n
t ) ◦ dB
n
t
such that Y n0 ≡ y
n
0 → y0. Then the Stratonovich SDE solutions Y
n converge
weakly (resp. in probability, a.s.) to Y in the uniform topology, where Y0 =
y0 and
dYt = V0(Yt)dt+DV (Yt)V (Yt)dΓt + V (Yt) ◦ dBt .
Moreover, {‖Y n‖p-var (ω) : n ≥ 1} is tight and one also has weak (resp.
in probability, a.s.) convergence in the p′-variation uniform metric for any
p′ > p.
We now state an analogous Itô-type result. The next theorem in particular
applies to sequences of piecewise constant, càdlàg processes, in which case, Itô
SDEs are simply stochastic recursions.
Theorem 3.3 (Itô-type limit theorem). Consider a sequence of càdlàg semimartin-
gale drivers Bn, with Itô lift Bn = (Bn,Bn), such that Bn converges to B =
(B,B+Γ), for some càdlàg BV process Γ, weakly (resp. in probability, a.s.) in the
uniform topology with {‖Bn‖p-var(ω)} tight, for p ∈ (2, 3).
(i) For any p′ > p, it holds that B◦,n → B weakly (resp. in probability, a.s.)
in the p′-variation rough path topology.
(ii) Assume, in the sense of Itô SDEs,
dY nt = V0(Y
n,−
t )dt+ V (Y
n,−
t )dB
n
t
such that Y n0 ≡ y
n
0 → y. Then Itô SDE solutions Y
n converge weakly (resp.
in probability, a.s.) to Y in the uniform topology, where Y (0) = y and
dYt = V0(Y
−
t )dt+DV (Y
−
t )V (Y
−
t )dΓt +W (Y
−
t )dBt .
Moreover, {‖Y n‖p-var (ω) : n ≥ 1} is tight and one also has weak (resp.
in probability, a.s.) convergence in the p′-variation uniform metric for any
p′ > p.
Remark 3.4. A minor generalization of Theorem 3.3, which will be convenient
later on, states that the drift term V0(Y
n,−
t )dt in the approximate problem can
be replaced by V0(Y
n,−
t )dτ
n where τn(t) → t uniformly with uniform 1-variation
bounds.
We emphasize that in both Theorem 3.2 and 3.3, the only purpose of the semi-
martingale and adaptedness assumptions is to give a familiar interpretation of what
is really a rough differential equation driven by a random rough path. (Consistency
with SDEs, in a general semimartingale setting, is established in [18]). The proof
is essentially a corollary of interpolation, in a weak convergence setting, with the
purely deterministic Theorem 3.1, see [30] for details.
4Often Bn has continuous BV sample paths. Every such process is (trivially) a semimartingale
(under its own filtration); the Stratonovich SDE interpretation is the one consistent with the ODE
interpretation, in the sense of a Riemann-Stieltjes integral equation.
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3.2. WIPs in rough path theory. We start with some generalities. A Brownian
rough path (over Rm) is an Rm⊕ (Rm⊗Rm)-valued continuous process B = (B,B)
with independent increments with respect to the group structure introduced in
Section 3.1, such that B is centered. (In particular, B is a classical m-dimensional
Brownian motion.) It is known that sample paths B(ω) are, with probability one,
in C α-Höl for any α < 1/2, and hence also in C p-var and D p-var for any p > 2. We
have a full characterization of Brownian rough paths: B is a classicalm-dimensional
Brownian motion (with some covariance Σ ∈ Rm ⊗ Rm) and
Bs,t =
∫ t
s
Bs,r ⊗ ◦dBr + (t− s)Γ =
∫ t
s
Bs,r ⊗ dBr + (t− s)(Γ +
1
2Σ)
for some matrix Γ ∈ Rm⊗Rm, which we name area drift. (Note that B is geometric
iff Γ is skew-symmetric.) Given a sequence of random rough paths (Bε), we say
that the WIP holds in α-Hölder (resp. p-variation) rough path sense if, as ε→ 0,
(16) Bε →w B in C
α-Höl (resp. C p-var, D p-var)
but note that only the regimes α ∈ (1/3, 1/2) (resp. p ∈ (2, 3)) correspond to a
WIP in a bona fide rough path topology. As is implicit in Theorems 3.2 and 3.3,
this follows from checking convergence in law in the uniform topology; that is, an
enhanced weak invariance principle in the sense that 5
Bε →w B in C (resp. D ) as ε→ 0 ,
together with tightness of α-Hölder (resp. p-variation) rough path norms, at the
expense of replacing α (resp. p) in (16) with α′ < α (resp. p′ > p).
In simple situations, Bε is given as the canonical (Stratonovich or Itô) lift of a
good sequence of convergent semimartingales. In this case, the limiting area drift
is zero and {~Bε~p-var : ε ∈ (0, 1]} is automatically tight [18], for any p > 2. (This
gives a decisive link between classical semimartingale stability theory [37, 46] with
rough path analysis.) Immediate applications then include Donsker’s theorem in p-
variation rough path topology, under identical (finite second) moment assumptions
as the classical Donsker theorem. (With piecewise linear interpolation, the limit is
the Stratonovich lift (B,
∫
B⊗◦dB), with piecewise constant interpolation the limit
is the Itô lift (B,
∫
B ⊗ dB).) As another immediate application, the (functional)
CLT for L2-martingales with stationary, ergodic increments is valid on a rough
path level [18]. If interested in the α-Hölder rough path topology, one can use
a Kolmogorov-type tightness criterion [29]. Provided q > 1, a uniform moment
estimate of the form
(17) sup
ε∈(0,1]
E
[
~Bε(s, t)~
2q
]1/2q
. |t− s|1/2 ,
or equivalently,
sup
ε∈(0,1]
E
[
|Bε(s, t)|
2q
]1/2q
. |t− s|1/2 , sup
ε∈(0,1]
E
[
|Bε(s, t)|
q
]1/q
. |t− s| ,
gives tightness in the α-Hölder topology, for every α < 1/2− 1/(2q).
5Again it suffices to work with the uniform topology on both C and D .
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Remark 3.5. In the Hölder setting, note that only α > 13 gives a bona fide (level-2)
rough path metric under which the Itô map behaves continuously. This leads to the
suboptimal moment assumption q > 3. To obtain the WIP in the Hölder rough path
sense [13], this necessitates increments with 6+ moments. (In contrast, we have
the WIP in the p-variation rough path topology under the optimal assumption of 2+
moments.) This is also the main drawback of using the Hölder topology in [40].
Of course, in Gaussian situations such moment assumptions are harmless and
can conveniently be reduced to q = 1. An instructive example is given by physical
Brownian motion Xε, as introduced in Section 2.1. The tightness condition can
be seen to be satisfied for all q < ∞, giving α-Hölder rough path tightness for any
α < 1/2. More interestingly, Xε has a Brownian rough path limit with non-zero
area drift [25], provided the particle feels a Lorentz force, expressed through non-
symmetry of M . (See the notation in Section 2.1.) Specifically, this is seen by
writing MXε as Brownian motion plus a “corrector” which goes uniformly to zero,
but leads, in the ε→ 0 limit, to an area contribution.
Remark 3.6. We note that (17) requires no martingale assumptions whatsoever.
It is an important observation for the sequel that (17) leads to tightness not only
in the α-Hölder rough path topology but also in the p-variation rough path topol-
ogy: to wit, it follows from the Besov-variation embedding [28] that (17) implies
p-variation tightness for any p > 2. In this way, for example, one can reprove the
WIP in p-variation rough path topology under the almost optimal assumption of 2+
moments. This argument becomes important when direct martingale arguments are
not possible.
4. Applications to fast-slow systems
4.1. Chaotic dynamics: enhanced WIP and moments. In this subsection,
we resume the discussion of chaotic dynamical systems from Section 2.3 but now
focusing on some finer statistical properties, namely an enhanced WIP and moment
estimates, that are required for applying rough path theory.
4.1.1. Expanding maps. Continuing Subsection 2.3.1, we suppose that T : M →
M is a C2 uniformly expanding map, with unique ergodic absolutely continuous
invariant probability measure µ, so conditions (5) and (6) hold. In particular,
for any v ∈ Cκ0 (M,R
m), we have an L2 martingale-coboundary decomposition
decomposition v = m+ χ ◦ T − χ. Define the càdlàg processes Wn ∈ D([0, 1],R
m),
Wn ∈ D([0, 1],R
m ⊗ Rm),
Wn(t) = n
−1/2
∑
0≤j<n
v ◦ T j, Wn(t) = n
−1
∑
0≤i<j<n
(v ◦ T i)⊗ (v ◦ T j).
Recall that we have the WIPWn →µ W in D([0, 1],R
m) whereW is m-dimensional
Brownianmotion with covarianceΣ given by formulas (7) and (8). By [40, Thm. 4.3],
we have the enhanced WIP (called iterated WIP in [40])
(Wn,Wn)→µ (W,W) in D ([0, 1],R
m × (Rm ⊗ Rm)),
where W (t) =
∫ t
0 W ⊗ dW + Γt. Here
∫
W ⊗ dW is the Itô integral and the area
drift Γ ∈ Rm ⊗ Rm is given by
Γ = lim
n→∞
∫
M
Wn(1) dµ,(18)
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and satisfies
Γ =
∞∑
n=1
∫
M
v ⊗ (v ◦ T n) dµ.(19)
The proof of the enhanced WIP in [40] has two main steps. The first step is to
apply [46, Thm. 2.2] (alternatively [37]) to the martingale component m taking
into consideration that {m◦T n, n ≥ 0} is a reverse martingale difference sequence.
This yields an enhanced WIP with zero area drift. The contribution from the
coboundary χ ◦T −χ is no longer negligible, but a general result [40, Thm. 3.1] for
mixing dynamical systems and L2 coboundaries yields the (typically nonzero) area
drift Γ.
Again, strong distributional convergence applies by [78, Thm. 1]. The hypotheses
in [78] are verified in the course of the proof of [40, Lem. 6.3]. Hence (Wn,Wn)→λ
(W,W) in D ([0, 1],Rm× (Rm⊗Rm)) for all absolutely continuous Borel probability
measures λ.
For nonuniformly expanding maps, the enhanced WIP goes through unchanged
provided the martingale-coboundary decomposition holds in L2 (with the usual
caveat that formula (19) only holds when µ is mixing). This covers the situation (10)
with β > 2. As before, extra work is required for the case β ∈ (1, 2]. By [40,
Thm. 10.2], the enhanced WIP holds for all β > 1 for nonuniformly expanding maps
modelled by Young towers, including the intermittent maps (3). For such maps, we
obtain optimal results: the enhanced WIP holds precisely when the ordinary CLT
holds.
Turning to moments, an immediate consequence of the Lp martingale-coboundary
decomposition, p ≥ 2, and Burkhölder’s inequality is that ‖vn‖p = O(n
1/2) where
the implied constant depends on v and p. As noted in [55, 52, 58], in fact
(20) ‖vn‖2p = O(n
1/2)
and this holds for Lp martingale-coboundary decompositions with p ≥ 1. This im-
proved result uses the additional information that v ∈ L∞ and a maximal inequality
of [65].
In the situation (10), we have the martingale-coboundary decomposition for all
1 ≤ p < β. As shown in [55, 52], the estimate (20) is sharp; ‖vn‖q = O(n
1/2) for
q < 2β but there are examples where the estimate typically fails for q > 2β.
We also require estimates for the enhanced (iterated) moment Sn =
∑
0≤i≤j<n(v◦
T i)⊗ (v ◦ T j). Assuming an Lp martingale-coboundary decomposition with p ≥ 3
and v ∈ L∞, it was shown in [40, Prop. 7.1] that ‖Sn‖2p/3 = O(n). In the Young
tower setting, this has been improved in [44] to ‖Sn‖p = O(n) for p ≥ 1.
The moment estimates discussed above are all in Lp spaces with respect to µ.
Clearly if λ≪ µ and dλ/dµ ∈ L∞ then the same moment estimates hold also with
respect to λ. In particular, we can take λ = Vol for the C2 uniformly expanding
maps. For the intermittent maps (3) it is standard that dµ/dLeb is bounded below,
so we can take λ = Leb.
4.1.2. Hyperbolic diffeomorphism. For Axiom A diffeomorphisms and Young towers
with exponential tails, we saw in Subsection 2.3.2 that there is an Lp martingale-
coboundary decomposition for all p. Also, for Young towers with exponential con-
traction and polynomial tails µY (τ > n) = O(n
−(β+1)), we have an Lp martingale-
coboundary decomposition for p < β. By [40, 44], we obtain the enhanced WIP
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provided β > 1 and optimal moment estimates ‖vn‖2p = O(n
1/2) and ‖Sn‖p = O(n)
for 1 ≤ p < β. As before, the covariance Σ and drift Γ satisfy (7) and (18), and
under additional mixing assumptions we have (8) and (19).
For general Young towers with polynomial tails µY (τ > n) = O(n
−β) the en-
hanced WIP still holds for all β > 1 by [59] but currently we only have the moment
estimates ‖vn‖2p = O(n
1/2) and ‖Sn‖2p/3 = O(n) for 3 ≤ p < β from [40]. Obtain-
ing optimal moment estimates here is the subject of work in progress.
4.1.3. Hyperbolic flows. The methods mentioned in Subsection 2.3.3 for passing the
WIP from (non)uniformly hyperbolic diffeomorphisms to (non)uniformly hyperbolic
flows work just as well for the enhanced WIP [40, Sec. 6]. Define
Wn(t) = n
−1/2
∫ nt
0
v ◦ gs ds , Wn(t) = n
−1
∫ nt
0
∫ s
0
(v ◦ gr)⊗ (v ◦ gs) dr ds .
Then (Wn,Wn) →λ (W,W) where W is Brownian motion with covariance Σ and
W(t) =
∫ t
0
W ⊗ dW + ΓIt. Here Σ = limn→∞ Eλ(Wn(1) ⊗Wn(1)) as before, and
ΓI = limn→∞ EλWn(1). Alternatively,W(t) =
∫ t
0
W⊗◦dW+Γt, where Γ = ΓI−
1
2Σ
is skew-symmetric. Under extra mixing assumptions,
Σ =
∫ ∞
0
∫
Λ
{v ⊗ (v ◦ gt) + (v ◦ gt)⊗ v} dµ dt ,(21)
Γ =
1
2
∫ ∞
0
∫
Λ
{v ⊗ (v ◦ gt)− (v ◦ gt)⊗ v} dµ dt .(22)
The situation for moments extends in a straightforward way [40, Sec. 7.2]. Define
vn =
∫ n
0
v ◦ gs ds , Sn =
∫ n
0
∫ s
0
(v ◦ gr)⊗ (v ◦ gs) dr ds .
Then the estimates described in Subsection 2.3.1 apply equally here.
4.2. Continuous dynamics. We present now an application of rough path theory
to fast-slow systems where the fast variable satisfies a suitable WIP. We consider
first continuous dynamics (1) in the case of multiplicative noise, i.e.,
x˙ε = a(xε) + ε
−1b(xε)v(yε) , y˙ε = ε
−2g(yε) .(23)
We consider the Rm-valued path
Wε(t) = ε
∫ tε−2
0
v ◦ gs ds
and rewrite the slow dynamics in the form of a controlled ODE,
dxε = a(xε)dt+ b(xε)dWε .
Following Kelly–Melbourne [40], this formulation invites an application of finite-
dimensional rough path theory; the only modification relative to [40] is our present
use of p-variation rough path metrics, which leads to optimal moment assumptions
and optimal regularity assumptions on the coefficients. The key is a suitable WIP
on the level of rough paths, as discussed in Section 3.
To this end, we consider the following two assumptions on the fast dynamics.
Following the discussion in Section 4.1, we see that a wide range of dynamics
satisfy these assumptions. For every ε > 0, we let Wε be the canonical second
iterated integral of Wε, and for p ∈ (2, 3), we consider the geometric p-rough path
Wε := (Wε,Wε).
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Assumption 4.1. It holds that (Wε,Wε) → (W,W) as ε → 0 in the sense of
finite-dimensional distributions on (M,λ), where W is an m-dimensional Brownian
motion and W(t) =
∫ t
0 W ⊗ ◦dW + Γt for some Γ ∈ R
m ⊗ Rm deterministic.
Assumption 4.2. There exists q > 1 and K > 0 such that∥∥∥ ∫ t
s
vi ◦ gr dr
∥∥∥
L2q(λ)
≤ K|t− s|1/2 ,
∥∥∥ ∫ t
s
∫ r
s
vi ◦ gu v
j ◦ gr du dr
∥∥∥
Lq(λ)
≤ K|t− s| ,
for all s, t ≥ 0 and 1 ≤ i, j ≤ m.
The first assumption identifies the possible limit points of Wε as a rough path;
the second ensures that the WIP holds in a sufficiently strong rough path topology
as demonstrated by the following result. As before, all path space norms (p-var,
α-Höl, etc.) are relative to the fixed interval [0, 1].
Proposition 4.3. Under Assumption 4.2, it holds that for all p ∈ (2, 3)
sup
ε∈(0,1]
E~Wε~
2q
p-var <∞ ,
and for all α ∈ (0, 12 −
1
2q )
sup
ε∈(0,1]
E~Wε~
2q
α-Höl <∞ .
Proof. Viewing Wε as a path in G
2(Rm) ⊂ Rm ⊕ (Rm ⊗ Rm), the step-2 free
nilpotent group equipped with Carnot-Carathéodory metric d, it holds that
|d(Wε(s),Wε(t))|L2q(λ) . |Wε(s, t)|L2q(λ) + |Wε(s, t)|
1/2
Lq(λ) . |t− s|
1/2,
where the final bound follows from Assumption 4.2. Let β ∈ [0, 1/2). Then
E[|Wε|
2q
Wβ,2q
] is uniformly bounded in ε > 0, and thus, by the Besov-Hölder and
Besov-variation embeddings [28] (see also [29, Cor. A.2, A.3]), so is E~Wε~
q
(β−1/(2q))-Höl
and E~Wε~
2q
(1/β)-var. 
Theorem 4.4. Suppose Assumptions 4.1 and 4.2 hold.
(i) For every p > 2, it holds that Wε →λ W in the p-variation rough path
topology.
(ii) Let a ∈ C1+(Rd,Rd), b ∈ C2+(Rd,Rd×m), and let xε be the solution to (23).
Then xε →λ X in C
p-var([0, 1],Rd) for every p > 2, where X is the solution
to the SDE
(24) dX =
(
a(X) +
m∑
i,j=1
Γi,j
d∑
k=1
bi,k∂kb
j(X)
)
dt+ b(X) ◦ dW, X(0) = ξ.
Remark 4.5. If follows from Assumptions 4.1 and 4.2 that the covariance matrix
Σ and area drift Γ are given by
Σ = lim
ε→0
Eλ(Wε(1)⊗Wε(1)), Γ = lim
ε→0
EλWε(1)−
1
2
Σ.
Under additional mixing assumptions, formulas (21) and (22) hold.
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Proof. (i) follows from part (i) of Theorem 3.2. For (ii), observe that xε solves the
ODE
dxε = a(xε)dt+ b(xε)dWε .
We are thus in the framework of part (ii) of Theorem 3.2, from which the conclusion
follows. 
4.3. Discrete dynamics. We now discuss discrete dynamics (2) in the case of
multiplicative noise, i.e.,
X
(n)
j+1 = X
(n)
j + n
−1a(X
(n)
j ) + n
−1/2b(X
(n)
j )v(Yj) ,
where, as before, v : M → Rm, b : Rd → Rd×m, and a : Rd → Rd. As usual,
X
(n)
0 = ξ ∈ R
d is fixed and Y0 is drawn randomly from a probability measure λ on
M . To consider this system as a controlled ODE, we introduced the càdlàg path
(25) xn : [0, 1]→ R
d , xn(t) = X
(n)
⌊nt⌋ ,
as well as the the càdlàg paths
Wn : [0, 1]→ R
m , Wn(t) = n
−1/2
⌊nt⌋−1∑
j=0
v(Yj) ,
zn : [0, 1]→ R , zn(t) = ⌊tn⌋/n .
It is easy to verify that xn defined by (25) is the unique solution of the controlled
(discontinuous) ODE
(26) dxn = a(x
−
n )dzn + b(x
−
n )dWn , xn(0) = ξ ∈ R
d .
Let us denote by Wn the canonical second iterated integral of Wn
W
i,j
v,n(s, t) =
∫
(s,t]
(W i,−v,n (r)−W
i
v,n(s))dW
j
v,n(r) , 1 ≤ i, j ≤ m .
Consider the following analogues of Assumptions 4.1 and 4.2.
Assumption 4.6. It holds that (Wn,Wn) → (W,W) as ε → 0 in the sense of
finite-dimensional distributions on (M,λ), where W is a Brownian motion in Rm
and W(t) =
∫ t
0
W ⊗ dW + Γt for some Γ ∈ Rm×m deterministic.
Assumption 4.7. There exists q > 1 and K > 0 such that for all n ≥ 1 and
0 ≤ k, l ≤ n, ∥∥Wn(l/n)−Wn(k/n)∥∥L2q(λ) ≤ Kn−1/2|l − k|1/2 ,∥∥Wn(k/n, l/n)∥∥Lq(λ) ≤ Kn−1|l− k| .
Proposition 4.8. Under Assumption 4.7, for all p ∈ (2, 3)
sup
n≥1
E~(Wn,Wn)~
2q
p-var <∞ .
Proof. This is a direct application of [30, Prop. 6.17]. 
Remark 4.9. If follows from Assumptions 4.6 and 4.7 that the covariance matrix
Σ and the area drift Γ are given by
Σ = lim
n→∞
Eλ(Wn(1)⊗Wn(1)), Γ = lim
n→∞
EλWn(1).
Under additional mixing assumptions, formulas (8) and (19) hold.
MULTISCALE SYSTEMS, HOMOGENIZATION, AND ROUGH PATHS 23
Combining Theorem 3.3 and Proposition 4.8, we arrive at the following conver-
gence result which relaxes the moment conditions required in [40].
Theorem 4.10. Suppose that Assumptions 4.6 and 4.7 hold.
(i) For every p > 2, it holds that Wn →λ W in the p-variation rough path
topology.
(ii) Let a ∈ C1+(Rd,Rd), b ∈ C2+(Rd,Rd×m), and let xn be the solution
to (26). Then xn →λ X in C
p-var([0, 1],Rd) for all p > 2, where X is
the solution to the SDE
dX =
(
a(X) +
m∑
i,j=1
Γi,j
d∑
k=1
bi,k∂kb
j(X)
)
dt+ b(X) dW , X(0) = ξ .
5. Extension to families and non-product case
Throughout this article, we restricted attention to the case of multiplicative noise
given in product form. The general form (1) was addressed in [41], though with
suboptimal moment assumptions. By adapting the methods of this article to an
infinite-dimensional rough paths setting similar to [41], we are able to handle, with
optimal moment assumptions, a generalisation of (1) of the form
d
dt
xε = aε(xε, yε) + ε
−1bε(xε, yε),
d
dt
yε = ε
−2gε(yε) ,(27)
where aε, bε, gε now depend on ε, and so does the probability measure λε from
which yε(0) is drawn randomly. We assume we are also given a family µε of ergodic
gε,t-invariant probability measures onM , where gε,t is the flow generated by gε; we
require that
∫
M bε(x, y) dµε(y) = 0 for all ε ∈ [0, 1] and x ∈ R
d.
We note that a similar generalisation is also possible for the discrete dynamics (2),
which was not addressed in [41] even in the ε-independent setting. Details are found
in our forthcoming work [19].
Let Cηε (M,R
m) be the space of Cη functions v : M → Rm with
∫
M v dµε = 0.
Fix q ∈ (1,∞], κ, κ¯ > 0, α > 2 + dq . Let aε ∈ C
1+κ¯,0(Rd × M,Rd) and bε ∈
Cα,κε (R
d ×M,Rd) satisfying
sup
ε∈[0,1]
‖aε‖C1+κ¯,0 <∞ , sup
ε∈[0,1]
‖bε‖Cα,κ <∞ , lim
ε→0
‖bε − b0‖Cα,κ = 0 .
For v ∈ Cηε (M,R
m), define
Wv,ε(t) = ε
∫ ε−2t
0
v ◦ gε,s ds, Wv,ε(t) =
∫ t
0
Wv,ε ⊗ dWv,ε.
We require the following assumptions.
(1) Moment bounds: there exists K > 0 such that for all families vε, wε ∈
Cκε (M), it holds that for all s, t ≥ 0 and ε ∈ [0, 1],∥∥∥ ∫ t
s
vε ◦ gε,r dr
∥∥∥
L2q(λε)
≤ K‖vε‖Cκ |t− s|
1/2 ,
∥∥∥ ∫ t
s
∫ r
s
vε ◦ gε,uwε ◦ gε,r du dr
∥∥∥
Lq(λε)
≤ K‖vε‖Cκ‖wε‖Cκ |t− s| .
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(2) Enhanced WIP: there exists a bilinear operator B : Cη0 (M)×C
η
0 (M)→ R
such that for every family vε ∈ C
κ
ε (M,R
m) with limε→0 |vε − v0|Cκ = 0,
there exists an m-dimensional Brownian motion W such that
(Wvε,ε,Wvε,ε)→λε (W,W), as ε→ 0,
in the sense of finite-dimensional distributions, whereWi,j(t) =
∫ t
0
W i dW j+
B(vi0, v
j
0)t.
(3) Convergence of drift: it holds that
sup
t∈[0,1]
‖Vε(t)− a¯t‖C1+κ¯ →λε 0 as ε→ 0,
where Vε(t) =
∫ t
0
aε(·, yε(r))dr and a¯ =
∫
M
a0(·, y)dµ0(y).
Consider the SDE
dX = a˜(X) dt+ σ(X) dB , X(0) = ξ ,(28)
where B is the standard Brownian motion in Rd and a˜ and σ are given by
a˜i(x) = a¯i(x) +
d∑
k=1
B(bk0(x, ·), ∂kb
i
0(x, ·)) , i = 1, . . . , d ,
(σ(x)σT (x))ij = B(bi0(x, ·), b
j
0(x, ·)) +B(b
j
0(x, ·), b
i
0(x, ·)) , i, j = 1, . . . , d .
Under assumptions (1-3) above, the SDE (28) has a unique weak solution X and
it holds that xε →λε X .
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