Objective. Formalizing clinical practice guidelines for a subsequent computer-supported processing is a challenging, but burdensome and time-consuming task. Existing methods and tools to support this task demand detailed medical knowledge, knowledge about the formal representations, and a manual modeling. Furthermore, formalized guideline documents mostly fall far short in terms of readability and understandability for the human domain modeler.
malization of CPGs is a challenging project. Thus, research has to be directed in such a way that tools and methods are developed for supporting the formalization process. Currently, using these tools and methods the human guideline developer needs not only knowledge about the formal methods, but also about the medical domain. This results in a very challenging, but time-consuming and cumbersome formalization task.
Thus, we will look for new approaches that can facilitate the formalization process, and support the developer by providing these kinds of knowledge, as well as intelligent methods for a simplified guideline modeling processing.
Within the next section we present related work of guideline formalization tools and Information Extraction (IE) systems. In Section 3 we propose our approach. Section 4 describes our method which is evaluated in Section 5. Our conclusions are covered in Section 6.
Related work
In this section, we present a short discussion of some relevant work describing guideline formalization tools as well as some examples of IE systems.
Guideline formalization tools
To support the formalization of clinical guidelines into a guideline representation language various methods and tools exist, ranging from simple editors to sophisticated graphical applications.
Markup-based tools.
Stepper [3] is a tool that formalizes the initial text in multiple user-definable steps corresponding to interactive XML transformations. The result of each step is an increasingly formalized version of the source document.
Both the mark-up and the iterative transformation process are carried out by rules expressed in a new transformation language based on XML. Stepper documents all activities. So the transformation process can easily be reviewed by other users.
Stepper also provides an interface showing the interconnection between the source text and the model.
The GEM Cutter [4] transforms guideline information into the GEM format [5] , showing the original guideline document together with the corresponding GEM document and makes it possible to copy text from the guideline to the GEM document.
The GEM Cutter is similar to the Document Exploration and Linking Tool / Addons
(DELT/A), formerly known as Guideline Markup Tool (GMT) [6] , which supports the translation of HTML documents into an XML language. DELT/A provides two main features: (1) linking between a textual guideline and its formal representation, and (2) applying design patterns in the form of macros. DELT/A allows the definition of links between the original guideline and the target representation, which gives the user the possibility to find out where a certain value in the XML-language notation comes from. Therefore, if someone wants to know the origin of a specific value in the XML file DELT/A can be used to jump to the correlating point in the text file where the value is defined and the other way round. By means of these features the original text parts need not be stored as part of the target representation elements. The links clearly show the source of each element in the target representation. Additionally, there is no need to produce a guideline in natural language from the target representation, since the original text remains unaltered.
Uruz, part of the Degel framework [7] , is a web-based markup tool, which resembles DELT/A but does not maintain links between different representations of the guideline. It can also be used to create a guideline document without using any source by directly writing into the knowledge roles of a target ontology. Uruz en-ables the user to embed in the guideline document terms originating from standard vocabularies, such as ICD-9-CM (International Classification of Diseases) for diagnosis codes, CPT-4 (Current Procedural Terminology) for procedure codes, and LOINC-3 (Logical Observation Identifiers, Names, and Codes) for observations and laboratory tests. [8] uses graphical metaphors to represent Asbru [1] plans. It is a tool to make Asbru accessible to physicians, and to give any user an overview over a plan hierarchy.
Graphic tools. AsbruView
The Plan Body Wizard (PBW) of the Degel framework [7] is used by medical experts for defining the guideline's control structure in the Asbru representation [1] .
It enables a user to decompose the actions embodied in the guideline into atomic actions and other sub-guidelines, and to define the control structure relating them.
AREZZO and TALLIS [9] support the translation into PROforma [10] by means of graphical symbols representing the task types of the language.
Protégé [11] is a knowledge-acquisition tool that supports the translation into guideline representation languages such as EON [12] , GLIF [1] , or PROforma [10] . It uses specific ontologies for these languages, whereas parts of the formalization process can be accomplished with predefined graphical symbols. AREZZO, TALLIS, and Protégé represent the processes by means of flow charts.
But still, in all of the above mentioned cases the modeling process is complex and labor intensive. Therefore, methods are needed that can be applied to automate parts of the modeling task.
Information Extraction systems
IE is an emerging NLP technology whose function is to process unstructured, natural language text, to locate specific pieces of information, or facts in the text, and to use these facts to fill a database. Similar to IE systems are wrappers which aim to locate relevant information in semi-structured data [13] and often do not need to apply NLP techniques due to a restricted grammatical structure of the information resources.
For developing both IE and wrapper systems two approaches can be applied: (1) the Knowledge Engineering approach and (2) the automatic learning approach.
The former is customized manually to a given task (e.g., FASTUS [14] , PLUM [15] , PROTEUS [16] ). But manually generating extraction rules is a cumbersome and time-consuming task. Thus, research has been directed towards automating this task. The automatic approach takes a set of documents and outputs a set of extraction patterns by using Machine Learning techniques. Automatic learning systems can be categorized in three groups:
(1) supervised learning systems require a large set of training data to learn rules using machine learning techniques (e.g., AutoSlog [17] , LIEP [18] , ANNIE, part of the GATE framework [19] , or WHISK [20] ), (2) semi-supervised learning systems (e.g., Mutual Bootstrapping [21] , Snowball [22] , or EXDISCO [23] ), and (3) unsupervised learning systems, where rules are learned by a small set of seed rules and an annotated corpus using bootstrapping methods (e.g., AutoSlog-TS [24] or QDIE [25] ).
To cope with the problems of "wrapper generation" and "wrapper maintenance" rule-based methods have been especially popular in recent years. Some techniques for generating rules in the realm of text extraction are called "wrapper induction" methods. These techniques have proved to be rather successful for IE tasks in their intended domains, which are collections of documents such as web pages generated from a template script [26] [27] [28] . However, wrapper induction methods do only extend well to documents specific to the induced rules.
In semi-automatic wrapper generation Machine Learning approaches are applied.
Tools may support the design of the wrapper. Some approaches offer a declarative interface where the user shows the system what information to extract (e.g., [13, 28] ).
Automatic wrapper generation tools use unsupervised learning techniques.
Therefore, no training sets are necessary, just a post-generation tuning (e.g., [29, 30] ).
When developing an IE system one has to incorporate numerous criteria to decide which approach to apply [31] . These are the availability of training data, which counts for an automatic learning approach, or the availability of linguistic resources and knowledge engineers, where the Knowledge Engineering approach may be favored. Also the level of performance required and the stability of the final specifications are important factors which may be better fostered by the Knowledge Engineering approach.
Our approach: a multi-step transformation process
Most guideline representation languages are very powerful and thus very complex.
They can contain many different types of information and data. We therefore decided to apply a multi-step transformation process (cf. Figure 1) . It facilitates the formalization process by using various intermediate representations that are obtained by stepwise procedures. The multi-step methodology is necessary, as a onestep or even a two-step modeling process was shown to be not sufficient to the modeler [32, 33] . The benefits of the intermediate representations are:
• Concise formalization process
• Different formats for various kinds of information
• Separate views and procedures for various kinds of information
• Application of specific heuristics for each particular kind of information
• Simpler and more concise evaluation and tracing of each process step
To process as large a class as possible of documents and information we need specific heuristics. These are applied to a specific form of information, for instance:
Different kinds of information. Each kind of information (e.g., processes, parameters) needs specific methods for processing. By presenting only one kind of information the application of the associated method is simpler and easier to trace.
Different representations of information.
We have to take into account various ways in which the information might be represented (i.e., structured, semi-structured, or free text).
Different kinds of guidelines. CGPs exist for various diseases, various user-groups,
various purposes, various organizations, and so on, and have been developed by various guideline developers' organizations. Therefore, we can speak about different classes of CGPs that may contain similar guidelines.
To transform information by applying IE methods, we generated specific templates that can present the desired information. The IE methods detect relevant information which is filled into the templates' slots for subsequent processing. In the next section we present a method that extracts process information from clinical guidelines for otolaryngology using heuristic algorithms. The output of this method is a unified format, which can be transformed into the final representation. Detailed information as well as information about the further processing of the resulting representation to the Asbru representation is described in [34] .
Extracting process information of clinical practice guidelines
CPGs present effective treatment processes. One challenge when authoring CPGs is the detection of individual processes and their relations and dependencies. We try to detect these using IE. CPGs consist of semi-structured and free text. The resulting output can subsequently be processed to yield refined representations, leading ultimately to the representation in a specific guideline representation language.
Our main goal is to acquire treatment processes from CPGs. Each process is described by at least one sentence. This means that a sentence, for instance, 'Take acetaminophen or ibuprofen.', presents only one process and not a selection of two processes. The rules are extraction patterns which are based on syntactical and semantical constraints as well as delimiters.
In order to gain rules to extract the process information, we first had to choose guideline documents which are then used to obtain the rules and to test these rules with other CPGs. We have chosen guidelines from the National Guideline Clearinghouse (NGC) 1 repository using several criteria. These criteria are the guideline category of treatment and management, the evidence-based quality of guidelines, the existence of treatment instructions featuring temporal aspects of flows, the document structure enabling the detection of text modules such as tables, lists, and paragraphs, and the clinical specialty. We obtained several guidelines from various clinical specialties and have chosen guidelines of otolaryngology. These resulting 18 guideline documents were developed by ten organizations (see Table 1 ). We then divided the set into a training set of six guidelines (see Table 2 ) and a test set of twelve guidelines. Table 1 Developing organizations of the guidelines used for development and testing.
Organization Guidelines
American Academy of Family Physicians 13 
Obtaining extraction rules
From the training set of guidelines we developed rules based on patterns for IE using the knowledge engineering approach. Patterns are defined on three levels, whereas patterns at a certain level serve as concept classes in the preceding levels: (1) phrase level patterns, (2) sentence level patterns, and (3) discourse level Table 2 Set of guidelines used for development of the rules. patterns. Pattern rules were designed using the atomic approach [31] . Thereby, a domain module is built that recognizes the arguments to an event and combines them into template structures strictly on the basis of intelligent guesses rather than syntactic relationships. In doing so domain-relevant events are assumed for any recognized entities, leading to high recall, but much overgeneration, and thus low precision. Further development would result improving filters and heuristics for combining the atomic elements, improving precision.
# Title
Medical terms (i.e., drug agents, surgical procedures, and diagnostic terms) are based on a subset of the Medical Subject Headings (MeSH) 2 of the United States National Library of Medicine. We adapted them according to missing terms, different wordings, acronyms, and varying categorization.
Phrase level patterns. They are used for identifying basic entities, such as time, dosage, iteration, and condition expressions, which build the attributes of actions.
They are defined by regular expressions.
Sentence level patterns. They use phrase level patterns, medical terms, and trigger words for the medical terms to identify medical actions and their attributes.
The trigger words are mainly verbs and indicate the application of a therapy (e.g., the administration of a drug agent or the implementation of a surgical procedure)
or the avoidance of a therapy. Sentence level patterns are delimiter-based and use syntactic constraints. We can categorize the patterns in two groups: (1) patterns for free text and (2) patterns for telegraphic text.
The former are applied to free text, which has a grammatical structure and is usually identified in paragraphs, but also in list elements. Telegraphic text patterns are applicable in list elements. In these elements often ungrammatical text is formulated and therefore, there is no need for trigger terms.
Often, only a therapy instrument indicates the relevancy of an element. Other patterns exist for list elements indicating that these elements are relevant if within their context or in the paragraph preceding the list special terms appear. These terms (i.e., 'remedy', 'remedies', 'measure', 'measures', 'medication', 'medications') are important, because they specify actions that may not contain therapy instruments in the form of agent terms or surgical procedures (e.g., 'Maintain adequate hydration (drink 6 to 10 glasses of liquid a day to thin mucus)').
Discourse level patterns. They are based on sentence level patterns, but are augmented to consider the structure and the layout of the documents. They are used to categorize sentences, merge them to actions, and find relationships between actions to structure them. To accomplish the latter task we analyzed treatment processes contained in the guidelines and detected the following processes, whereas some of them are identified by discourse level patterns:
• Processes without temporal dependencies
• Sequential processes
• Processes containing subprocesses
• Selections of processes
• Recurring processes
Gaining process information
To extract processes from CPGs we proceed in several steps which serve to filter segments of text containing treatment instructions from the documents and to generate processes. We propose a two-step approach (see Figure 2 ) to gain a representation that is independent of the subsequent guideline representation language. The first step is to extract the relevant sentences containing treatment instructions by marking-up the original guideline document. This is explained in Section 4.2.1.
The subsequent step is to combine several sentences to one action and to structure the actions and detect relations among them. This step is described in Section 4.2.2.
These two steps should provide a basis for the subsequent transformation of the process information into any guideline representation language.
Extracting relevant sentences
This task is a first step towards our final guideline representation. We will achieve it by two modules: (1) the segmentation & filtering module and (2) the template generation module (see Figure 3 for an overview). This first intermediate step is especially important as not the entire content of a guideline contains processes, which are to be modeled. Although health care consists of the three stages observation, diagnosis, and therapy [35] we only want to model the control flow regarding the therapy. Only about 20 % of sentences of a guideline are of interest for modeling these processes. On this account it is important to select the relevant sentences for modeling.
Thus, this task performs an automatic mark-up of sentences that are utilized to process the subsequent steps.
Segmentation & filtering.
Detecting relevant sentences is a challenging task, which we undertake in two steps: (1) detecting irrelevant text parts to exclude them from further processing and (2) detecting relevant sentences. Irrelevant text parts (i.e., sections, paragraphs) are associated with diagnosis, symptoms, or etiology, relevant sentences describe actions of a treatment processes.
The first filtering occurs at the section level. Sections in the document with captions indicating diagnosis or symptom declarations will be omitted in further processing.
We can identify these captions by keywords such as 'history', 'diagnosis', 'symptom', 'clinical assessment', 'risk factor', and so on.
Detecting relevant sentences is not a trivial task. First, we parse the entire document and split it into sentences. Then we process every sentence with regard to its context within the document and its group affiliation. Thereby, the context is 
Extracting required information and finding processes
The information contained in SentenceIR and the marked-up guideline document are the input for the next task (see Figure 4 for an overview). Its goal is to structure relevant sentences and find relationships between sentences. Again, the output of this task should be represented in a format that is independent of any desired guideline representation format.
Structure extraction. In this task we obtain the context of each sentence by means of hierarchical groups which is necessary for other subtasks, especially the merging and grouping and the process extraction. Every action is assigned to one group. The context of a sentence defines the affiliation to a group and is defined by the sentence's position in the hierarchal structure. We use the superior headings that establish several context items. Slot extraction. This module is used to extract therapy instruments (i.e., agent terms and surgical procedures), dosage information in case of a drug administration, the duration of the therapy action, the iteration information of the action, as well as conditions which have to be fulfilled to perform an action. It uses both the lexicon and the phrase level patterns.
Merging & grouping.
In this module we categorize sentences in actions or negative actions and annotations. Annotations always belong to at least one action (or negative action). They cannot exist alone. This module extensively applies discourse level patterns.
First, we check whether a sentence describes an action or a negative action. Negative actions are instructions that an action should not be performed, often under specific conditions (e.g., 'Do not use aspirin with children and teenagers because it may increase the risk of Reyes syndrome.'). Most guideline representation languages will handle such actions by inverting the condition. Languages may exist which will handle these in other ways. Therefore, we provide a representation for such actions that can be used in a general way.
Furthermore, we identify annotations and assign them to their corresponding actions or negative actions using name-alias coreferencing and definite description coreferencing based on therapy instruments and their hypernyms. We do not apply pronoun-antedecent coreferencing.
Process extraction. To group actions and to detect relationships between actions
we use discourse level patterns. We will describe those used by this module below.
The default relationship among processes is that there is no synchronization in their execution. To group actions to a selection they must fulfill the following requirements: (1) the actions have to belong to the same group, and (2) agents or surgical procedures must have the same superordinate. For instance, processes describing the administration of Erythromycin, Cephalexin, and Clindamycin within one group are combined in a selection, as all these agents are antibiotics. If actions are grouped in a selection, one of these actions has to be selected to be executed.
Furthermore, we try to detect relations between actions that are explicitly mentioned within the text as well as relations that are implicitly given by the document structure. The former is very difficult to detect, as we often cannot detect the reference of the relation within the CPG (e.g., 'After 10 to 14 days of failure of first line antibiotic ...'). Nevertheless, we found heuristics that arrange actions or action groups if the reference is unambiguously extractable out of the text. These heuristics can be grouped in two categories: (1) detecting sentences describing relations between actions, and (2) detecting actions that are described in the preceding heuristic. A relation is mainly identifiable by a relation term (e.g., 'before', 'after', 'during', 'while'). If such a term appears, we are searching for therapy instruments, as these describe most of our actions. After we have detected these terms, we search for actions containing the particular instruments. If we have found both the source action and the destination action we can create a new relation.
We use patterns of the document structure (e.g., 'Further Treatment' appears after 'Treatment' or 'Treatment' appears before 'Follow-Up') to detect implicitly given relations. These patterns are part of discourse level patterns to determine relations between several groups.
Template generation. The template of this intermediate representation has to
contain actions as well as their relations. It has to be simple and concise and it has to illustrate from which original data the current information was built. We split the new ActionIR template in three parts: (1) an area for actions, (2) an area for relations, and (3) an area for the structure illustrating the hierarchy and nesting of
groups.
An action contains the action sentence, the assigned annotation sentences, treatment instruments and their MeSH ids, information about the dosage, duration, or iteration of a drug administration, and conditions. If the action is part of a selection, it is stated by the selection id. DELT/A links are inherited from the SentenceIR representation in order to provide the traceability of the process from both the original guideline document and the SentenceIR document. Listing 2 shows an example instance.
Listing 2. Action instance of an ActionIR template for the guideline "Evidence-based clinical practice guideline for children with acute bacterial sinusitis in children 1 to 18 years of age". <agent MeSH="D000658" name="amoxicillin"/> 7 <agent MeSH="D019980" name="Augmentin"/> Relations are stated by their type (e.g., succeeding, preceding, overlapping) and the concerned actions by their DELT/A ids.
Apart from actions and their relations the structure of the document is given illustrating the nesting of the groups and selections.
Evaluation
The rules developed using training examples have to reach a state where they are able to extract the correct information from other examples, too. In order to test these acquirements we developed Java applications that generate the intermediate representations.
The particular intermediate representations generated from the test set were evaluated by two persons using the DELT/A tool (see Section 2.1). The participants are computer scientists, who are familiar with guidelines, guideline formalization, and the DELT/A tool, but have no medical background. However, the chosen guidelines do not require specific medical knowledge to evaluate the IE tasks.
We evaluated our rules using recall and precision measures. The Recall score mea-sures the ration of correct information extracted from the texts against all the available information present in the text. The Precision score measures the ratio of correct information that was extracted against all the information that was extracted [36] .
For the evaluation we provided a test set of twelve guidelines in XHTML format and the necessary language and macro files for DELT/A. The participants generated key target templates for all test guidelines using the DELT/A tool. These were then compared to the templates generated by our system, whereas the input of the second step were the key target templates of the first step. For evaluating the mark-up task we compiled the number of relevant sentences according to the key target template (POS), the number of relevant sentences generated by the system (ACT), and the number of correctly detected relevant sentences generated by the system (COR).
Out of these values we were able to compute the recall and precision scores (see Table 3 ).
In [37] we described a preliminary framework which achieved results of 76 % recall and 97 % precision. However, many users claim that IE systems performing a detection of relevant text parts are only of use if they detect all the relevant parts (i.e., a recall score of 100 %). Otherwise the user has to read the entire document to find the remaining relevant sentences. Thus, we optimized the system according to recall. The resulting values for recall of 90.8 % and precision of 94.9 % are promising and point out the benefit of the mark-up task. We are of opinion that even with the current performance a benefit exists, because relevant sentences are not equally spread on the whole document, but mostly constitute clusters which have to be verified then.
To verify the process extraction task we again compared this task's key target templates to the system's output templates. We compiled the number of filled slots according to the key target template (POS), the number of slot fillers generated by the system (ACT), the number of correct slot fillers generated by the system (COR), and the number of partially correct slot fillers generated by the system (PAR). Starting from these values we computed the recall (REC) and precision (PRE) scores (see Table 4 ). The overall scores of this task are 84 % recall and 86.8 % precision.
Further analyses of these results (see Table 5 for details) showed that they are mainly based on erroneous extractions of duration and iteration information.
The results of each subtask has to be seen within the context of the benefit of the automatically generated data compared to the manual generation using DELT/A.
Thereby, the results still imply that using step-wise IE for generating a semi-formal representation of treatment instructions is a great benefit for both knowledge engineers and physicians.
Conclusions
Modeling clinical guidelines and protocols is a complex task which has to be assisted by both physicians and knowledge engineers. Bearing those two user groups in mind a method is demanded supporting them in their particular fields of functions: the physicians have to be less overcharged by the formal specifications and the knowledge engineers have to be fostered by providing medical knowledge.
Apart from this interesting conceptual formulation we have developed a new methodology applying a step-wise IE which might offer distinct benefits. In particular, it automates parts of the modeling process, it disburdens the physicians in the modeling process by providing a medical ontology, it structures the guideline information, it decomposes the guideline into parts containing various kinds of information (e.g., treatment processes, diagnosis methods, definitions), it makes the modeling process traceable and comprehensible, and it is applicable for many guideline representation languages. POS number of slot fillers according to the key target template ACT number of slot fillers generated by the system COR number of correct slot fillers generated by the system PAR number of partially correct slot fillers generated by the system REC ratio of COR plus (.5 x ) PAR slot fillers to POS slot fillers PRE ratio of COR plus (.5 x ) PAR slot fillers to ACT slot fillers Table 5 Evaluation results of the process extraction subtasks. We have shown that it is possible to semi-automatically model process information from CPGs using IE. Our rules use patterns in the structure of the documents as well as of specific expressions. Thus, we do not need to apply Natural Language Understanding.
Recall Precision
We have applied a framework in order to evaluate our rules that can cope with both semi-structured and free text documents. The resulting information is filled in templates which can represent processes and their relations. The information extracted can then be used in further transformations to finally generate a representation in a guideline representation language.
