Abstract-We propose a new algorithm named EXPected Sim ilarity Estimation (EXPoSE) to approach the problem of anomaly detection (also known as one-class learning or outlier detection) which is based on the similarity between data points and the distribution of non-anomalous data. We formulate the problem as an inner product in a reproducing kernel Hilbert space to which we present approximations that allow its application to very large-scale datasets. More precisely, given a dataset with n instances, our proposed method requires O(n) training time and 0(1) to make a prediction while spending only 0(1) memory to store the learned model. Despite its abstract derivation our algorithm is simple and parameter free. We show on seven real datasets that our approach can compete with state of the art algorithms for anomaly detection.
I. INTRODUCTION
We address the problem of anomaly detection, also known as one-class learning or outlier detection, on large scale datasets. "Anomaly detection refers to the problem of finding patterns in data that do not conform to expected behav ior. These non-conforming patterns are often referred to as anomalies [ ... ]" [1] . Ty pical applications are network intrusion detection [2] , credit card fraud detection [3] and medical diagnosis such as MRI image analysis [4] . Obtaining labeled training data for all types of anomalies is often too expensive. For example, the labeling has to be done by a human expert or is obtained through costly experiments [5, 6] . In some applications anomalies are also very rare as in air traffic safety or space missions. Hence, the problem of anomaly detection is typically unsupervised where only samples from the normal class are available for training: Problem 1. Given n unlabeled samples (observations) x = {Xl ... , xn } from the distribution of normal data, is a new point y normal or anomalous?
Techniques to solve this problem also have to be robust against (unlabeled) anomalies in the training data since, most often, it cannot be guaranteed that this data is noise free.
In this work we propose a new algorithm for anomaly detection called EXPected Similarity Estimation (EXPoSE) which utilizes a similarity function to calculate a score which represents the degree to which a given observation belongs to the class of normal data. A score is superior to a hard class assignment since it provides an opportunity to choose the right balance between false positive and false negative rates depending on the costs incurred by misdetection according to a particular loss [7] . 
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A. Contributions
In this work we use approximate kernel expansions to derive an algorithm with O( n ) training and 0(1) prediction time while requiring only 0(1) memory to store the learned model. We show the connection of our approach to Hilbert space embeddings of distributions and the kernel mean map. Next we derive theoretical upper bounds for the convergence of the estimation from empirical data. We test the effectiveness of EXPoSE on seven real datasets, including image data and network intrusion detection, confirming the results derived theoretically.
B. Related Work
Many approaches from statIstICS, machine learning and data mining can be used for anomaly detection [1] . One of the oldest methods is the kernel (or Parzen) density estimator (KDE) [8] . It is a non-parametric algorithm to estimate the probability density function of a random variable. The kernel density estimator has well studied consistence guarantees [9] , but it is also known to be problematic in the case of increasing data dimension [10] .
The Nearest Neighbor Data Description (NN-DD) method approximates a local density while using only distances to its first neighbor e.g. makes decisions for a test input y based on the rate of the distance to its nearest neighbor NN (y) and the
distance of NN(y) to NN(NN(y)) as described in [11] . This algorithm is relatively slow (as we show in the experiments) since the training data has to be stored for the nearest neighbor lookup. A more sophisticated nearest neighbor approach is the Local Outlier Factor (LOF) method introduced in [12] . LOF approximates local densities e.g. a point is classified as anomaly if there are only relatively few other points in its neighborhood. This method often outperforms other algorithms on datasets with non-uniform densities. However, its perfor mance depends on how fast nearest neighbor queries can be made. For high dimensional data this LOF approaches O(n2)
training time.
The One-Class Support Vector Machine (OC-SVM) [13] was independently published by [14] known as Support Vector Data Description and has the advantage that it works well on high dimensional data as they appear in documents or images. The OC-SVM attempts to find a hyperplane such that most of the observations are separated from the origin with maximum margin. However this approach does not scale very well to large datasets where predictions have to be made in high frequency as [15] showed that the number of support vectors can grow linearly with the size of the training set.
The Gaussian Mixture Model (GMM) [16] can be used as a probabilistic model for anomaly detection. It is problematic that the number of parameters in the GMM grows rapidly with the number of mixing components and the dimension of the data making it unpractical for large and high dimensional datasets even if the covariance matrices are restricted to be diagonal. It is also not applicable if the dimension of the data is higher than the number of training instances. A unified approach for simultaneously clustering and discovering outliers was presented in [17] . Since k-means--needs to know the number of outliers in advance it is not applicable for the problems we consider here.
An overview of the complexity of these algorithms is given in Table I . The computational complexity of NN-DD and LOF is derived under the assumption that a tree structure is used for fast nearest neighbor lookups. The prediction time and memory consumption of the One-Class Support Vector Machine can approach O(n) as shown in [15] . We will show that the new algorithm EXPoSE, presented here not only exhibits superior training and prediction time but also a much better memory footprint.
The remainder of the paper is structured as follows: We begin with the definition of EXPected Similarity Estimation. In the following section we draw the connection to the embedding of distributions in reproducing kernel Hilbert spaces. We will show that EXPoSE is just the inner product in this Hilbert space between the mean map of a distribution and the feature map of the test point to make predictions for. Subsequently in Section III we review the idea of approximate kernel expansions and prove the computational runtime of EXPoSE. In Section IV we derive upper bounds on the convergence rate of EXPoSE. In the last section we run experiments on seven real datasets and show that EXPoSE is despite its simplicity a competitive algorithm for anomaly detection with similar or better performance and runtime as state of the art algorithms.
EXPECTED SIMILARITY ESTIMATION
This section is dedicated to the formal definition of EXPected Similarity Estimation for anomaly detection. Our approach shares some properties with distance based methods for anomaly detection like nearest neighbor and LOF. The difference is that EXPoSE is based on a similarity measure rather than a distance function.
A. Definition of the Expected Similarity
Let X be a random variable which maps random events from an unknown probability space to some measurable space (X, X") with probability measure P. Definition 1. Given af unction k : XxX -7 IR which measures how similar two elements of X are, we define
to be the expected similarity of y E X under the distribution P. Given a finite set of samples x = {Xl ... , x n } drawn independently from P, we call the determination of lE [k(y, .)]
This is a very general definition and in the following we will restrict k to be a positive definite kernel function. Our algorithm reports points as anomalous if they exhibit a low expected similarity (also called score) below some predefined threshold2. We sketch the expected similarity as a function of y in Fig. 1 using a squared exponential kernel. Intuitively the average proximity of y to all elements in P is used as a likelihood for being normal.
In the next two sections we will show that Eq. (1) can be approximately calculated as
given x = {Xl, ... , x n } and some feature function qy . We will derive this equation using a recent methodology to represent distributions as points in a reproducing kernel Hilbert space (RKHS) called the kernel embedding of distributions devel oped by [18] .
B. EXPoSE in Reproducing Kernel Hilbert Spaces
Following [19] 
which satisfies the reproducing property
is called the reproducing kernel of 1-l, where (-, . ) denotes the inner product. We call a function 4Y :
and we will use the notation 4Y(x) = k(x, . ).
Given a probability distribution P, [18] defines its kernel embedding (also called mean map or kernel map) and empir ical estimate as
respectively. Thus fJx represents the probability distribution P as a point in 1-l which is a space of functions X -+ R For a certain cIass3 of kernels the mean map fJx is injective as shown in [20] . We will analyze the convergence rate of ilx to fJx in Section IV and show that is does not depend on the dimension of the data. Thus making it applicable to very high-dimensional problems.
We now establish the relation between the expected simi larity and the kernel embedding of distributions: Theorem 1. Let X be a random variable with distribution P and 1-l be a RKHS on X with (reproducing) kernel k : X x X -+ IR. Using k as similarity measure, the expected similarity ofy under P can be expressed as the inner product (4Y(y), fJx) between the mean map of P and the feature mapping of y.
Proof Using the kernel k in Eq. (1) we have This approach is appealing from computational perspective since we can first calculate
3 This is the class of universal kernels as discussed in [20] .
in a learning or training phase and then evaluate the inner product (4Y(Y),fJx) on many data points at prediction time.
Our challenge in calculating (4Y(y), fJx) is that 4Y is usually not known and possibly maps to an infinite dimensional space.
To overcome this problem we use a kernel approximation introduced by [21] which we review in the next section.
Ill. EXPoSE USING KERNEL EXPANSIONS
In the previous section we introduced a technique that allows us to express the EXPoSE as an inner product between the kernel mean map and the feature mapping of a point and argued that we would do this efficiently if we would have access to the feature map 4Y.
The key idea behind Random Kitchen Sinks (RKS) intro duced in [21, 22] is to approximate a given kernel by a function
This approximation is based on Bochner's theorem for translation invariant kernels (such as the Gaussian RBF, Laplace, Matern covariance, etc.) which states that such a kernel can be represented as (14) where 4Y* is the complex conjugate of 4Y. If the measure A is normalized to be a probability measure, the expression above represents an expectation and can be estimated as (15) i=l using r samples from A. The sum above can then be refor mulated as an inner product yielding k(x, x') � (�(x), �(x')). Often A is found by applying the inverse Fourier Transform to the kernel as in the next example.
A. Random Kitchen Sinks for Gaussian Kernels:
For the Gaussian RBF kernel k(x,x') = exp (_I I X � (} �'11 2 ) , (16) A is the normal distribution with variance (}2. Hence an approximation can be generate as
, 1
where d is the input space dimension. The parameter r is independent of the data. It defines the number of basis function expansions and hence controls the approximation accuracy of Eq. (14) . It is a trade-off between speed and precision and is typically set a priori to a value between 10,000 and 20,000. Recently [23] proposed an approximation to Z such that the product Zx can be calculated in o (rlog d) while requiring O(r) storage. We illustrate a comparison between the squared exponential kernel k(x, y) with bandwidth h = 20 and the random kitchen sink approximation (�( x), �(y)) with r = 10,000 kernel expansion in Fig. 2 . To generate the plot we randomly sampled 200 instances from the SVHN4 dataset and calculated the kernel values and inner product between the feature maps. As shown in the plot these values are nearly identical. Theoretical bounds of the RKHS approximation can be found in [22] .
B. Mean Map and Kernel Expansion:
Given a finite set of samples x = {Xl ... , Xn} from P,
we can now substitute the approximate kernel expansion � in Eq. (7) and calculate the mean map and feature mapping as
respectively. For scale invariant kernels we can calculate fi.x which can be evaluated in O( r log d) time, independent of n.
We emphasize that the training time of this algorithm is linear in the number of samples and (given the dimension of the data and the number of expansions) predictions can be made in constant time. Moreover we need only O(r) memory to store the model fi.x. This makes it applicable for very large-scale anomaly detection applications with high frequency predictions. It is also trivial to parallelize the calculation of the sum in Eq. (19) on a computer cluster giving each node a part of the sum to calculate.
4See experimental section for a description of the SVHN dataset.
IV. CONVERGENCE RATE
In the previous sections we replaced the kernel mean embedding J.Lx by its empirical estimator fi.x whenever the distribution P was unknown and only accessible through a set of finite samples x = {Xl, ... , xn} independently drawn from P. In this section we will discuss the error introduced by this approximation. An upper bound on the difference between J.Lx and fi.x has already been given in [18] and [24, Theorem 15] .
After reformulation it says:
"Assume that5 Ilfll= :s; R for all f in the RKHS 1{ with Ilfll1{ :s; 1. Then for E > 0
where R n(1{, P) denotes the Rademacher average6 associated with P and 1{." [18] That means the probability that fi.x deviates more than E from J.Lx is less than the right hand side of the above equation. This is also an upper bound for the error introduced by approx imating the expected similarity as lE[ k(y,·)] = (<p(Y),J.Lx) � (<p(y), fi.x). However looking at the inner product directly, we can give improved bounds with relaxed assumptions and without the dependence on a Rademacher average. This is the content of our next theorem. 
P( l lE[ k(y,·)] -(<p(Y),fi.x) l;::: E) :S; 2exp ( _ 2��
2 )
for all y E X.
The proof is based on Hoeffding's inequality which pro vides bounds on the sum and mean of real random variables. Since (<p(y), <p( Xi)) = ky (Xi) and by the linearity of the inner product, the theorem follows if we set S = ky (xd + ... + ky(xn) as in Hoeffding's inequality.
• We see that the convergence rate is independent of the dimension of the data and the probability that the finite sample approximation deviates more than a small amount E decays exponentially fast with n. This enables us to apply EXPoSE on high dimensional, large data sets.
5H is uniformly bounded by R. 6We refer to [18] for the definition of the Rademacher average. In 3a a wrongly labeled instance for the category coast in the 8SCD dataset which was detected by EXPoSE. As a comparison, two typically coast images in 3b and 3c.
V. DISCUSSION
We already reviewed various anomaly detection algorithms at the beginning of the paper and gave a comparison of their computational complexity.
Additionally, we note that closely related to Eq. (11) is a method from density estimation which assumes that a square integrable function f can be represented as an Orthogonal
The coefficients {ad are defined as ai lE ['Pi(x)]. In contrast, our approach does not require an orthogonal ex pansion and also additional weight "tampering" [26] is not necessary. Also Multipole Expansions [27] including the Fast Gauss Transform are designed to evaluate expressions similar to Eq. (11), however these methods become intractable in high dimensions as discussed in [23] .
There are also other methods to approximate a kernel k(x,x') � (�(x),�(x')) as the random kitchen sink approach from [21] . For example the Nystrom method can be used to approximate the kernel Gram matrix [28] . Feature maps for the additive class of kernels, such as the intersection, Hellinger's and X2 kernels are presented in [29] . EXPoSE is not restricted to one specific approach and can be used with any of these methods. In this work we rely on the random kitchen sink approach since it is one of the fastest methods available today if implemented as in [23] .
VI. EXPERIMENTS
We conducted anomaly detection comparisons using EX PoSE on the following seven different real world datasets:
MNIST: The MNIST database contains 70,000 images of handwritten digits. We use the scaled version from [30] , where each pixel value was divided by 255 to scale it between [0, 1].
We use this raw pixel values as input for the algorithms. The task is to train on one digit and then distinguish this from all other digits. More precisely we use an unlabeled training dataset with 90% of all instances of digit i and 0.0 1 % random samples from digits {I, ... , 9} \ i. The test set contains all digits not used during training. We consider digit i as normal and the other digits as anomalies. We apply one hot encoding to the symbolic features to obtain a total of 127 attributes. The task in our anomaly detection setting is to correctly distinguish normal network traffic from attacks given unlabeled data with 99.9% of attacks removed from the training set.
SVHN:
The Street View House Numbers dataset [32] contains over 600.000 RGB colored digit images of house numbers. In the cropped version, each image has a fixed resolution of 32 x 32 pixels. We used the Histogram of Oriented Gradients (HOG) with a cell size of 3 to get a 2592 dimensional feature vector from each image 8 . In the experiment we use the same data splitting as for the MNIST dataset described above.
8SCD: The 8 Scene Categories dataset 9 contains 8 outdoor scene categories: coast, mountain, forest, open country, street, inside city, tall buildings and highways. There are a total of 2600 RGB color images with 256 x 256 pixels. We use the Spatial Envelope from [34] to create features that represent the dominant spatial structure of a scene. We train on one of the categories using 90% of the instances and pollute it by adding randomly 0.1% images from the other categories. The goal is then to distinguish between the remaining 10% normal data and all other images not used during training. We discovered that the dataset already contains wrongly labeled instances which was detected by EXPoSE as shown in Fig. 3 .
Others: Additionally we use three small real one-class benchmark datasets called Biomed Carrier, Breast Wisconsin and Hepatitis. These datasets contain 194, 699 and 155 in stances respectively and are publicly available 10. We randomly split the dataset in 80% training and 20% test data and remove the anomaly class from the training set.
We use very different features for each dataset. These features may not be the best to solve the problem, but create a sufficiently large variety to obtain representative results.
A. Experiment 1:
To measure the performance of each approach, we use scores to generate a receiver operating characteristic (ROC) curve [7] . This score is the algorithms confidence for element being normal and we use
• the signed distance to the hyperplane for the OC-SVM using the implementation of [30] • the local density in NN-DD 7http://kdd.ics.uci.edu/databases/kddcup99/ 8 We use the code from [33] We evaluate the performance of each with a 5-fold cross validation, where the data is splitted into a training and validation set. A fraction of the training data set is used to fit the parameters of each algorithm using again cross-validation. We use the squared exponential kernel in the OC-SVM and EXPoSE with r = 20,000 kernel expansions. On the second set of experiments we compare the training and prediction times of each algorithm. The top of Fig. 4 shows the time to train and make predictions for all n instances in the dataset. Some algorithms took more than two days to finish for larger n and we had to extrapolate the results indicated by dashed lines, where we fitted a second order polynomial. Also note that this is a log plot and hence there is a big difference between the OC-SVM with 40,013 sec and NN DD with 108,290 sec for 180,000 instances. On the same data, EXPoSE is with 595 sec several orders of magnitude faster than all compared algorithms.
ll The p-value of Wilcoxon signed-ranks test [35] is 0.69. The second plot in the bottom of Fig. 4 illustrates the time needed per prediction with respect to the number of training instances. Interestingly, the number of support vectors of the OC-SVM grows with the size of the training data, thus we can observer a small increased time for computing the decision boundary. In conclusion: The new algorithm EXPoSE can be trained several orders of magnitude faster than all compared algorithms and the time needed to a single prediction is even less than the evaluation of the OC-SVM decision boundary.
C. Experiment 3:
The experiments so far are a mean for quantitative com parison of anomaly detection algorithms. We now try to find anomalies or interesting exemplars in our datasets as in [l3] . This time we train EXPoSE on all data and use it to calculate a score for each instance. We used this already to detect the wrongly labeled instance in the 8SCD dataset (Fig. 3) . Similar it is possible to detect segmentation errors or mislabeling in the SVHN dataset and we illustrate the five most likely outliers for each digit in Fig. 5a . The SVHN dataset contains wrongly labeled instances as for example the 6 in the first column or the 5 in the seventh column which are detected by EXPoSE. Digits which are too small or not centered also got a low score since the HOC-features we used are not scale and translation invariant. The MNIST dataset does not seem to have wrongly labeled instances, but EXPoSE is indeed able to extract patterns which differ from the norm (Fig. 5b) . Since we are using the raw pixel values as features in MNIST, the algorithm is sensitive to noise as it can be seen on the first two digits 8. Also numbers which are bolder than the average got a low score or the Is with a heavy tilt or long stroke at the bottom. In conclusion: EXPoSE is able to detect anomalous or novel instances in an unlabeled dataset. 
D. Experiment 4:
In the last experiment we examine the convergence rate of EXPoSE for which we derived upper bounds in Section IV. For this purpose we split the SVHN dataset in 10% training and 90% test data. We train a model PXn with only a subset of the training data containing n elements and compare it to the model trained with the full set Px N with all N instances. We then make predictions using PXn and PX N for all instances in the test set and get the sets of scores called T n and T N respectively. The differences between this quantities averaged over five repetitions are illustrated in Fig. 6 . This reflects the fast convergence rate of the empirical mean map. With only 50,000 randomly chosen training data samples the error in norm between T n and T N is less than 0.0005.
VII. CONCLUSION
In this work we presented a new unsupervised algorithm for anomaly detection, the problem of finding patterns in data that do not conform with the definition of "normal" behavior, which is often solved by means of machine learning. Our approach utilizes the similarity of a prediction point to the distribution of normal data and hence called EXPected Sim ilarity Estimation (EXPoSE). Despite its simplicity EXPoSE has a computational complexity for training and prediction of O(n) and 0(1) respectively while it requires only 0 (1) memory to store the model in form of a vector. This allows us to apply EXPoSE on datasets where other competitive algorithms are computationally too demanding or require too much memory to be of practical interest. Experimentally we showed that EXPoSE is able to compete with state of the art anomaly detection techniques while being orders of magnitude faster. In future work EXPoSE may be used in supervised machine learning applications by utilizing a different model for each class. However we suspect other approaches which are specially designed for classification (such as the SVM) to have better performance.
