Abstract. In many real-world applications of evolutionary computation, it is essential to reduce the number of fitness evaluations. To this end, computationally efficient models can be constructed for fitness evaluations to assist the evolutionary algorithms. When approximate models are involved in evolution, it is very important to determine which individuals should be re-evaluated using the original fitness function to guarantee a faster and correct convergence of the evolutionary algorithm. In this paper, the k-nearest-neighbor method is applied to group the individuals of a population into a number of clusters. For each cluster, only the individual that is closest to the cluster center will be evaluated using the expensive original fitness function. The fitness of other individuals are estimated using a neural network ensemble, which is also used to detect possible serious prediction errors. Simulation results from three test functions show that the proposed method exhibits better performance than the strategy where only the best individuals according to the approximate model are re-evaluated.
Introduction
Many difficulties may arise in applying evolutionary algorithms to solving complex real-world optimization problems. One of the main concerns is that evolutionary algorithms usually need a large number of fitness evaluations to obtain a good solution. Unfortunately, fitness evaluations are often very expensive or highly time-consuming. Take aerodynamic design optimization as an example, one evaluation of a given design based on the 3-Dimensional computational fluid dynamics (CFD) Simulation will take hours on a high-performance computer.
To alleviate this problem, computationally efficient models can be constructed to approximate the fitness function. Such models are often known as approximate models, meta-models or surrogates, refer to [8] for an overview of this topic. It would be ideal if an approximate model can fully replace the original fitness function, however, researchers have come to realize that it is in general necessary to combine the approximate model with the original fitness function to ensure the evolutionary algorithm to converge correctly. To this end, re-evaluation of some individuals using the original fitness function, also termed as evolution control in [6] , is essential.
Generation-based or individual-based evolution control can be implemented. In the generation-based approach [14, 2, 6, 7] , some generations are evaluated using the approximate model and the rest using the original fitness function. In individual-based evolution control, part of the individuals of each generation are evaluated using the approximation model and the rest using the original fitness function [6, 3, 17, 1] . Generally speaking, the generation-based approach is more suitable when the individuals are evaluated in parallel, where the duration of the optimization process depends to a large degree on the number of generations needed. By contrast, the individual-based approach is more desirable when the number of evaluations is limited, for example, when an experiment needs to be done for a fitness evaluation.
On the other hand, individual-based evolution control provides more flexibility in choosing which individuals need to be re-evaluated. In [6] , it is suggested that we should choose the best individuals according to the approximate model rather than choosing the individuals randomly. In [3] , not only the estimated function value but also the estimation error are taken into account. The basic idea is that individuals having a larger estimation error are more likely to be chosen for re-evaluation. Other uncertainty measures have also been proposed in [1] .
In [9] , the population of a genetic algorithm is grouped into a number of clusters and only one representative individual of each cluster is evaluated using the fitness function. Other individuals in the same cluster are estimated according to their Euclidian distance to the representative individuals. Obviously, this kind of estimation is very rough and the local feature of the fitness landscape is completely ignored. In this paper, we also group the population into a number of clusters, and only the individual that is closest to the cluster center is evaluated using the original fitness function. In contrast to the distance-based estimation method [9] , we use the evaluated individuals (centers of the clusters) to create a neural network ensemble, which is used for estimating the fitness values of the remaining individuals. Both the structure and the parameters of the neural networks are optimized using an evolutionary algorithm with Lamarckian inheritance.
The remainder of the paper is organized as follows. Section 2 presents population clustering using the k-means algorithm. The construction of neural network ensembles using an evolutionary algorithm is described in Section 3. The proposed algorithm is applied to the optimization of three test functions in Section 4. A summary of the paper is provided in Section 5.
Population Clustering
A variety of clustering techniques have been proposed for grouping similar patterns (data items) [4] . Generally, they can be divided into hierarchical clustering algorithms and partitional clustering algorithms. A hierarchical algorithm yields a tree structure representing a nested grouping of patterns, whereas a partitional clustering algorithm generates a single partition of the patterns. Among 1. Choose k patterns randomly as the cluster centers 2. Assign each pattern to its closest cluster center 3. Recompute the cluster center using the current cluster members 4. If the convergence criterion is not met, go to step 2; otherwise stop the partitional clustering methods, the k-means is the simplest and the most commonly used clustering algorithm. It employs the squared error criterion and its computational complexity is O(n), where n is the number of patterns. A standard k-means algorithm is given in Fig.1 . A typical stopping criterion is that the decrease in the squared error is minimized.
A major problem of the k-means clustering algorithm is that it may converge to a local minimum if the initial partition is not properly chosen. Besides, the number of clusters needs to be specified beforehand, which is a general problem for partitional clustering algorithms [4] .
To assess the validity of a given cluster, the silhouette method [16] can be used. For a given cluster, X j , j = 1, ..., k, the silhouette technique assigns the i-th member (x ij , i = 1, ..., n j ) of cluster X j a quality measure (silhouette width):
where a i is the average distance between x ij and all other members in X j and b i denotes the minimum of a i , i = 1, 2, ..., n j , where n j is the number of patterns in cluster X j and naturally, n 1 + ... + n k equals n if each pattern belongs to one and only one cluster, n is the number of patterns to be clustered. It can be seen that s ij has a value between −1 and 1. If s ij equals 1, it means that s ij is in the proper cluster. If s ij is 0, it indicates that x ij may also be grouped in the nearest neighboring cluster and if x ij is −1, it suggests that x ij is very likely in the wrong cluster. Thus, a global silhouette width can be obtained by summing up the silhouette width of all patterns:
Consequently, this value can be used to determine the proper number of clusters.
After the population is grouped into a number of clusters, only the individual that is closest to each cluster center will be evaluated using the original fitness function. In [9] , the fitness value of all other individuals are estimated based on their Euclidian distance to the cluster center. Obviously, this simplified estimation ignores the local feature of the fitness landscape which can be extracted from the evaluated cluster centers. In our previous work [6, 7] , a standard neural network has been constructed using the data generated during optimization. The neural network model is trained off-line and further updated when new data are available. One problem that may occur is that as the number of samples increases, the learning efficiency may decrease. To improve the learning efficiency, weighted learning [7] and off-line structure optimization of the neural networks have been shown to be promising. In this work, we attempt to further improve the approximation quality in two aspects. First, structure optimization of the neural network is carried out on-line and only the data generated in the most recent two generations are used. This makes it possible to have an approximate model that reflects the local feature of the landscape. Second, an ensemble instead of a single neural network will be used to improve the generalization property of the neural networks.
The benefit of using a neural network ensemble originates from the diversity of the behavior of the ensemble members on unseen data. Generally, diverse behavior on unseen data can be obtained via the following approaches:
-Using various initial random weights.
-Varying the network architecture.
-Employing different training algorithms.
-Supplying different training data by manipulating the given training data.
-Generating data from different sources.
-Encouraging diversity [12] , decorrelation [15] or negative correlation [10, 11] between the ensemble members.
In this work, a genetic algorithm has been used to generate the neural network ensemble, which can provide two sources of diversity: both the architecture and the final weights of the neural networks are different. Since the goal of the neural networks is to learn the local fitness landscape, we only use the data generated in the two most recent generations instead of using all data.
Assume that the λ individuals in the population are grouped into ξ clusters, thus ξ new data will be generated in each generation. Accordingly, the fitness function for evolutionary neural network generation can be expressed as follows:
where 0.5 ≤ α ≤ 1 is a coefficient giving more importance to the newest data, y d i (t), i = 1, ..., ξ are the data generated in the current generation and y
.., ξ are those generated in the last generation and y i is the network output for the i-th data set. Given N neural networks, the final output of the ensemble can be obtained by averaging the weighted outputs of the ensemble members:
where y (k) and w (k) are the output and its weight of the k-th neural network in the ensemble. In this case, the expected error of the ensemble is given by:
where C ij is the error correlation matrix between network i and network j in the ensemble:
where E(·) denotes the mathematical expectation. It has been shown [13] that there exists an optimal set of weights that minimizes the expected prediction error of the ensemble:
where 1 ≤ i, j, k ≤ N . However, a reliable estimation of the error correlation matrix is not straightforward because the prediction errors of different networks in an ensemble are often strongly correlated. A few methods have been proposed to solve this problem [5, 18, 19] . Genetic programming is applied to the search for an optimal ensemble size in [19] whereas the recursive least-square method is adopted to optimize the weights in [18] . In [18] , a GA is also used to search for an optimal subset of the neural networks in the final population as ensemble members.
To reduce the computational complexity, only a small number of networks (three to five) has been tried in this work. A canonical evolution strategy is employed to find the optimal weights to minimize the expected error in Equation 5 .
The algorithm for constructing the neural network ensemble and the entire evolutionary optimization algorithm are sketched in Fig.2 and Fig.3 , respectively.
Empirical Results

Experimental Setup
In the simulations, optimization runs are carried out on three well known test functions, the Ackley function, the Rosenbrock function and the Sphere function.
1. Prepare the training and test data 2. Generate N (ensemble size) neural networks using GA 4. Determine the optimal weight for each network by using ES 3. Calculate the error correlation between the ensemble members The dimension of the test functions are set to 30. A standard (5, 30) evolution strategy (ES) is used in all simulations.
Before we implement the evolutionary optimization with approximate fitness models, we need to determine a few important parameters, such as the number of clusters and the number of neural networks in the ensemble.
The first issue is the number of clusters. This number is relevant to performance of the clustering algorithm, the quality of the approximate model, and eventually the convergence property of the evolutionary algorithm.
A few preliminary optimization runs are carried out with only a single neural network being used for fitness approximation on the 30-dimensional Ackley function. It is found that with the clustering algorithm, the evolutionary algorithm is able to converge correctly when about one third of the population is re-evaluated using the original fitness function. When the number of the re-evaluated individuals is much fewer than one third of the population, the performance of the evolutionary algorithm becomes unpredictable, that is, the evolutionary algorithm may converge to a false minimum.
We then evaluate the clustering performance when the number of clusters is set to be one third of the population. Fig. 4 shows the global silhouette width when the cluster number is 10 and the population size is 30 on the 30-dimensional Ackley function. It can be seen that the clustering performance is acceptable according to the discussions in Section 2.
Next, simulations are conducted to investigate the ensemble size. So far, the ensemble size has been determined heuristically in most applications. In [19] , the optimal size turns out to be between 5 and 7. Considering the fact that a large ensemble size will increase computational cost, we compare two cases where the ensemble size is 3 and 5 on 200 samples collected in the first 20 generations of an optimization run on the 30-dimensional Ackley function. The ensemble output versus that of a single network is plotted in Fig. 5 , where in Fig. 5(a) the ensemble size is 3 and in Fig. 5(b) the ensemble size is 5. Note that the more points locate in the right lower part of the figure the more effective the ensemble. It can be seen from the figure that no significant performance improvement has been achieved when the ensemble size is changed from 3 to 5. Thus, we fix the ensemble size to 3.
It seems that the use of an ensemble has not improved the prediction accuracy significantly. Thus, the motivation to employ an ensemble becomes questionable. In the following, we will show that an ensemble is important not only in that it is able to improve prediction. In this work, the equally important reason for introducing the ensemble is to estimate the prediction accuracy based on the different behaviors of the ensemble members, i.e., the variance of the members in the ensemble. To demonstrate this, Fig. 6(a) shows the relationship between the standard deviation of the predictions of the ensemble members and the estimation error of the ensemble. These data are also collected in the first 20 generations of an evolutionary run of the Ackley function. Additional function evaluations are carried out to get the prediction error. Of course, they are neither used in neural network training nor in optimization. It can be seen that a large standard deviation most probably indicates a large prediction error, although a small standard deviation does not guarantee a small prediction error. Encouraged by this close correlation between a large deviation and a large prediction error, we try to predict the model error. When the standard deviation is larger than a threshold (1 in this example), we replace the model prediction with the fitness of the individual closest to the cluster center, which is a very rough but feasible approximation. Finally, we use a standard evolution strategy with a population size of (3,15) to optimize the weights of the ensemble members. The predictions of the generalized ensemble method (GEM), where the weights are optimized, and that of a basic ensemble method (BEM) are shown in Fig. 6(b) . It can be seen that the prediction accuracy has been improved using the GEM. 
Optimization Results
The maximal number of fitness evaluations is set to 2000 in all simulations. The box plots of the ten runs on the three test functions are shown in Figures 7, 8 and 9 . For clarity, only 20 data points are shown in the figures, which are uniformly sampled from the original data. From these figures, it can clearly be seen that on average, the optimization results using the proposed algorithm are much better than those from the plain evolution strategy on all test function. Meanwhile, they are also much better than the results reported in [6] , where no clustering of the population has been implemented. As we mentioned, without clustering, the evolutionary algorithm does not converge correctly if only one third of the population is re-evaluated using the original fitness function. Nevertheless, we also notice that for the Ackley function, the result from one of the 10 runs using the proposed method is much worse than the average performance, even a little worse than the average result when the plain ES is used, refer to Fig. 7(a) .
To show the benefit of using the neural network ensemble, the box plots of results using only a single neural network (where no remedy of large prediction errors is included) on the three test functions are provided in Figures 10, 11 and  12 . Similarly, only 20 data points are presented for the clarity of the figures. Compared with the results shown in Figures 7, 8 and 9 , they are much worse. In the Rosenbrock function, some runs even have diverged, mainly due to the bad performance of the model prediction.
Conclusions
A new method for reducing fitness evaluations in evolutionary computation has been proposed. In each generation, the population is clustered into a number of groups and only the individuals closest to each cluster center will be evaluated. Then a neural network ensemble is constructed using the data from the evaluated individuals. To further improve the prediction quality, the weights of the ensemble are optimized using a standard ES. We further exploit information contained in the ensemble by taking advantage of the standard deviation of the output of the ensemble members. When the ensemble members disagree significantly, the prediction error is very likely to be large and thus the ensemble prediction is replaced by the fitness value of the cluster center of the individual. Simulation results on the test functions suggest that the proposed algorithm is very promising.
Currently, the number of individuals to be controlled is fixed. As suggested in [7] , an adaptation of the control frequency could provide more performance improvement. One possibility is to determine the number of individuals to optimize the performance of the clustering algorithm using the global silhouette width. 
