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Abstract
We obtain various results involving the centroid branches of randomly chosen trees from
simply generated families. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
For any node v of a tree T; the branches of T joined to v are the maximal subtrees
of T not containing v. Let (v) denote the number of nodes in the largest branch
of T joined to v. The centroid of a tree T with n nodes is the set of nodes v such
that (v)6 n=2. Jordan [7] showed that either (i) T has a single centroid node v and
(v)¡n=2 or (ii) T has two adjacent centroid nodes v1 and v2, in which case n is
even and (v1)= (v2)= n=2.
Aldous [2] has used Brownian excursions, recursive self-similarity results, and the
invariance principle to obtain certain results involving centroids in trees from certain
families F of weighted rooted trees. For example, he concluded that the expected
number of nodes in the three largest centroid branches of a randomly chosen n-node
tree from F is asymptotic to n as n → ∞. He also deduced that if pnh denotes the
probability that the centroid lies on the subtree determined by h randomly chosen nodes
of such a tree, then pn3 → 4− 9× 2−3=2 = :818 : : : : Our main object here is to derive
these and some related results on centroids and centroid branches by straightforward
combinatorial arguments—arguments that are fairly elementary in nature and do not
require the rather more sophisticated concepts and results in the approach used by
Aldous. Almost all trees have a single centroid node, so we shall concentrate on these
trees.
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In Section 2 we describe the families of weighted rooted trees we shall be consider-
ing, the simply generated families. In Section 3 we present certain analytical estimates
that will enable us to determine the asymptotic behaviour of two particular types of
combinatorial sums we will encounter later. In Section 4 we investigate the expected
value of the degree and the reciprocal of the degree of a centroid node. We use these
results in Section 5 where we consider three interpretations of the expected size of a
centroid branch, one of which leads to a result that coincides with one of the conclu-
sions of Aldous. Let rn denote the expected size of the centroid branch of an n-node
tree T that contains the root of T ; and let sn and tn denote the expected sizes of the two
largest remaining centroid branches of T . In Section 6 we show that rn=n → :414 : : : ;
sn=n→ :438 : : : ; and tn=n→ :146 : : : ; these results provide a reFnement of the result of
Aldous mentioned above. Finally, in Section 7 we show that
pnh → 2h− 2− 21=2
n−1∑
j=0
(h− 1− j)
(
2j
j
)
8−j
for any Fxed h¿ 1; where pnh is as deFned earlier.
2. Simply generated families
Given a sequence = {0; 1; : : :} of non-negative constants with 0 = 1; we deFne
F=F to be the set of weighted ordered trees T such that each ordered tree T is
assigned the weight
!(T )=
∏
i
Ni(T )i ;
where Ni(T ) denotes the number of nodes of T of out-degree i. So if T is the trivial
tree with a single node, then !(T )= 1; and if the root of a non-trivial tree T is joined
to the roots of the branches T (1); : : : ; T (k); then
!(T )=k
k∏
j=1
!(T ( j)):
We call such a family a simply generated family of trees (see, e.g., [8], [14] or [1]).
Let Fn denote the subset of trees T in F such that T has n nodes and let
yn=
∑
T∈Fn !(T ). Then it follows that the generating function Y =
∑∞
1 ynx
n of the
simply generated family F satisFes the relation
Y = x(Y ); (2.1)
where (t)=
∑∞
0 it
i. We assume henceforth that F is some given simply generated
family such that the function (t) appearing in (2.1) satisFes the hypothesis of the
following theorem. (We let Cn{F(t)} denote the coeHcient of tn in the power series
expansion of F(t):)
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Theorem 2.1. Suppose the function (t) is analytic in the disk |t|¡R6∞ and that
(i) i¿ 0 for i¿ 1 and i ¿ 0 for some i¿ 2;
(ii) gcd {i: i¿ 1 and i ¿ 0}=1; and
(iii) ′()=() for some ; where 0¡¡R.
Then
yn= c−nn−3=2(1 + O(n−1)) (2.2)
as n→∞; where = =() and c=(()=2 ′′())1=2;
Cn{Y k(x)}= kk−1yn(1 + O(n−1)) (2.3)
for each 7xed positive integer k as n→∞; and there exists a constant M such that
Cn{Y k(x)}6Mkk−1yn (2.4)
for all n and k with 16 k6 n.
Relations (2.2) and (2.3) are proved in [14, p. 35]; see also [8, p. 1000] and, for a
stronger result, see [12, p. 7]. To establish (2.4) we observe, as in [11, Eq. (3.2)], that
it follows from the relation Y = x(Y ); Lagrange’s inversion formula, and Cauchy’s
integral formula that
Cn{Y k(x)}= knCn−k{
n(Y )}
=
kk−n
2 n
∫  
− 
((ei#))ne(k−n)i# d#:
It is shown in [11, Lemma 2] that there exists a constant Q=Q such that |(ei#)|6
()e−Q#
2
for all #∈ [−  ;  ]. When we use this bound in the integrand and then let
s=(2nQ)1=2#; we Fnd that
|Cn{Y k(x)}|6 k
k−nn()
2 n
∫  
− 
e−nQ#
2
d#
6
1
2
( Q)−1=2kk−nn−3=2:
Conclusion (2.4) now follows from this and relation (2.2). (We remark that weaker
versions of (2.4) were given in [13, Lemma 3] and [14, p. 36].)
We now introduce some other numbers that will appear frequently. For any positive
integer n, let
un=
∑
T∈Fn+1
!(T )N0(T );
where, as before, N0(T ) denotes the number of terminal nodes (of out-degree zero) of
T . We refer to un as the number of trees in Fn+1 with a distinguished terminal node.
156 A. Meir, J.W. Moon /Discrete Mathematics 250 (2002) 153–170
Then u1 =y2 and it is not diHcult to see that
n−1∑
i=1
uiyn−i =(n− 1)yn
for n¿ 2; from this it follows, as is pointed out in [4], that
un= −1nyn + O(yn): (2.5)
Let F′n denote the subset of Fn consisting of those trees that have a single centroid
node and let y′n=
∑
T∈F′n !(T ). Let F
′′
n and y
′′
n be similarly deFned with respect to
the trees with two centroid nodes.
Theorem 2.2. If n is even; then
y′′n = un=2yn=2 = (8= A)
1=2n−1=2yn(1 + O(n−1))
as n→∞; where A= ′′().
Proof. Consider one of the un=2 trees T (1) in Fn=2+1 with a distinguished terminal
node v2 and let v1 denote the (unique) node joined to v2 in T (1): If we identify the
node v2 with the root of one of the yn=2 trees T (2) in Fn=2; we obtain a tree T with n
nodes, rooted at the root node of T (1); and in which (v1)= (v2)= n=2; hence v1 and
v2 are each centroid nodes of T . And, clearly, !(T )=!(T (1))!(T (2)). The conclusion
that y′′n = un=2 yn=2 now follows from Jordan’s theorem; and the asymptotic expression
for y′′n follows from (2.2), (2.5), and the deFnition of A.
Since y′n=yn when n is odd and yn − y′n=O(n−1=2yn) when n is even, we shall
devote most of our attention to trees with a single centroid node.
3. Two combinatorial sums
Let A(x)=
∑∞
1 aix
i and B(x)=
∑∞
1 bix
i; where ai ∼ ai*yi and bi ∼ bi+yi as i →∞
for some constants a; b; *; and + with a; b¿ 0 and *; +¿ 0; we assume that ai; bi¿ 0
for all i. Let n and k be integers such that 26 k6 n − 1. In later sections we shall
encounter sums of the form
Lnk :=
∑′
ai1yi2 · · ·yik−1bik ; (3.1)
where the sum
∑′; here and elsewhere, is over all integers i1; : : : ; ik such that i1+ · · ·+
ik = n− 1 and 16 ij6 (n− 1)=2 for 16 j6 k. We introduce two more deFnitions to
enable us to describe the asymptotic behaviour of Lnk more concisely. For k¿ 2; let
Fk = Fk(A; B)= ab2(k − 2) + (a-(B) + b-(A))
(
k − 2
2
)
+ -(A)-(B)
(
k − 2
3
)
; (3.2)
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where -(A) equals A() or 0 according as *=0 or *¿ 0 and similarly for -(B); and,
let
I(*; +)=
∫ 1=2
0
∫ 1=2
1=2−x
x*−3=2z+−3=2(1− x − z)−3=2 dz dx: (3.3)
Lemma 3.1. If n→∞; then
Ln2 =O(n*++−3=2yn); (3.4)
and if k is any 7xed integer; k¿ 3; then
Lnk ∼ (2 ′′())−1I(*; +)Fkk−4n*++−1yn: (3.5)
Furthermore; there exists a constant C such that
Lnk6Ck3kn*++−1yn (3.6)
for all k and n with 26 k6 n− 1.
We may assume that k¿ 3 since conclusion (3.4) is immediate. Conclusion (3.5)
and a slightly weaker version of conclusion (3.6) were proved in [9, pp. 678–680] in
the case when A(x)=B(x)=Y (x). We shall give only a brief sketch of the proof of
the more general result stated here as the overall approach is essentially the same as
in [9]. Suppose that n is even. We Frst observe, as in [9], that the expression for Lnk
in (3.1) can be rewritten as
Lnk =
k−2∑
p=1
∑∗
Cr{A(x)Yp−1}ysCt{B(x)Y k−2−p}; (3.7)
where the sum
∑∗ is over all integers, r; s; and t such that r + s + t= n − 1 and
16 r; s; t ¡ (n− 1)=2. We assert that if p and k are any Fxed integers, then
Cr{A(x)Yp−1} ∼ fp−1(A)p−2r*yr (3.8)
as r →∞; where fp−1(A)= a+ -(A)(p− 1). When *=0 this follows readily from
[10, Theorem 6] by induction on p; and when *¿ 0 it follows from [10, Theorem 5].
We now apply relation (3.8) to the Frst factor in
∑∗ and a similar relation to the last
factor; we then appeal to relation (2.2) and, as in [9], approximate the resulting inner
sum by an integral. In this way we Fnd that
Lnk ∼ k−5
k−2∑
p=1
fp−1(A)fk−2−p(B)
∑∗
r*t+yrysyt
∼ c2k−5Fkn*++−1I(*; +)yn
for each Fxed value of k as n → ∞. This implies conclusion (3.5) since c2=
=(2 ′′()).
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In proving (3.6) for even n we let C1; C2; : : : denote suitable constants whose val-
ues are independent of the various parameters that will appear. It follows from the
assumptions about the ai’s and the bi’s and relation (2.4) that
Cr{A(x)Yp−1}6C1n*Cr{Yp(x)}
6C2kp−1n*yr
and
Cr{B(x)Y k−2−p}6C3kk−2−pn+yt
for all r and t such that 16 r; t ¡ (n−1)=2 and all p; k; and n such that 16p6 k−2
and 36 k6 n− 1. When we apply these bounds to the terms in the inner sum ∑∗ in
(3.7), we Fnd that
Lnk 6C4k3k−3n*++
∑∗
yrysyt
= C4k3k−3n*++L′n3;
where ai = bi =yi in L′n3. But L
′
n36C5n
−1yn by (3.5), so relation (3.3) now follows.
When n is odd there are some additional terms in the right hand side of expression
(3.7), as in [9]. But it is not diHcult to show that these additional terms are bounded
above by C6k3k−3n*++−3=2yn; so conclusions (3.5) and (3.6) still hold when n is odd.
We now give a similar result for another type of sum we shall encounter later. Let
{fi}; {gi}; and {hi} denote sequences of non-negative numbers such that fi ∼ fi*yi;
gi ∼ gi+yi; and hi ∼ hi3yi as i → ∞ for some constants f; g; h; *; +; and 3 with
f; g; h¿ 0 and *; 3¿− 1=2.
Lemma 3.2. Suppose that n¿ 4 and let
Kn=
∑′′
frgshn−1−r−s (3.9)
where the sum is over all integers r and s such that
16 r6 (n− 1)=2; (n− r)=26 s6 (n− 1)=2; and r + s6 n− 2:
Then
Kn ∼ fgh(2 ′′())−1J (*; +; 3)n*+++3−1yn (3.10)
as n→∞; where
J (*; +; 3)=
∫ 1=2
0
∫ 1=2
(1−x)=2
x*−3=2z+−3=2(1− x − z)3−3=2 dz dx: (3.11)
Conclusion (3.10) follows upon approximating the sum in (3.9) by an integral; we
shall omit the details. We remark that the integrals in (3.11) can be evaluated explicitly
for certain triplets (*; +; 3). In particular, we note for later use that
J (2; 0; 0)=2 (
√
2− 1); J (1; 1; 0)=2 − 4 log(
√
2 + 1); and
J (2; 0; 0) + J (1; 1; 0) + J (1; 0; 1)= J (1; 0; 0)=2 : (3.12)
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4. The expected degree of the centroid
In some of the problems we consider later it will be convenient to classify trees T
in F′n according to the degree 6(T ) of the centroid of T . Suppose that 26 k6 n− 1
and let  nk denote the probability that 6(T )= k for such a tree, i.e.,
 nk =(y′n)
−1∑′ !(T )
where the sum is over all trees T in F′n such that 6(T )= k. In what follows we adopt
the convention that (m)j =m(m− 1) · · · (m− j + 1) for positive integers j.
Theorem 4.1. limn→∞  nk =k−1(k − 1)2k−3=′′() for any 7xed integer k; k¿ 2.
Proof. Suppose that 6(T )= k for some tree T ∈F′n where 26 k6 n− 1. If the cen-
troid of T is not the root of T; then T is formed by joining a terminal node v of
some tree T (1) in Fi1+1 to the roots of trees T
(j) in Fij for 26 j6 k. And if the
centroid of T is the root of T , then T is formed by joining a node v to the roots
of trees T (j) in Fij for 16 j6 k. In either case, the resulting tree T will be in F
′
n
and will have v as its unique centroid node if and only if i1 + · · · + ik = n − 1 and
16 ij6 (n − 1)=2 for 16 j6 k. Note that !(T )=k−1
∏k
1 !(T
(j)) in the Frst case
and !(T )=k
∏k
1 !(T
(j)) in the second case. It follows from these observations that
 nky′n=k−1L
′
nk + kL
′′
nk ; (4.1)
where the L’s are as deFned in (3.1) with ai = ui and bi =yi in L′nk and ai = bi =yi
in L′′nk .
Suppose, Frst, that k =2. Then
L′n2 =O(n
−1=2yn) and L′′n2 =O(n
−3=2yn);
by (3.4), so
 n2y′n=O(n
−1=2yn);
in view of (4.1). Since y′n ∼ yn, the required conclusion that  n2 → 0 holds in this
case.
Now suppose that k is a Fxed integer, k¿ 3. To estimate L′nk we note that a= 
−1;
b=1; *=1, and +=0 in this case, whence -(A)= 0 and -(B)=y()= ; conse-
quently,
F ′k = (k − 2) + 
(
k − 2
2
)
= 
(
k − 1
2
)
;
by deFnition (3.2). So it follows from (3.5) that
L′nk ∼ (4 ′′())−1I(1; 0)(k − 1)2k−3yn; (4.2)
as n→∞. Furthermore, it follows from (3.6) with *= +=0; that
L′′nk =O(n
−1yn); (4.3)
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as n→∞. The required conclusion now follows from (4.1)–(4.3) since y′n ∼ yn and,
as we shall see in Section 7, I(1; 0)=4 .
Let 6n and 8n denote the expected value of 6(T ) and 1=6(T ) over all trees T ∈F′n,
i.e.,
6n=
n−1∑
k=2
k nk and 8n=
n−1∑
k=2
k−1 nk :
The quantities 6n and 8n will arise naturally in some problems we consider in the next
section. We now determine their limiting behaviour.
Theorem 4.2. (i) limn→∞ 6n=3 + 
′′′()=′′().
(ii) limn→∞ 8n=
∑∞
k=2 k
−1(k − 1)2k−1k−3=′′().
Proof. Since
 nk =(k−1L′nk + kL
′′
nk)=y
′
n
and y′n ∼ yn, it follows from (3.6) that there exists a constant C such that
k nk6C(k−1 + k)k4
for all k and n with 26 k6 n − 1. Now the sum ∑∞2 (k−1 + k)k4k converges
since  is less than R; the radius of convergence of (t). Hence, we may appeal to
Tannery’s theorem [3, p. 136] and Theorem 4.1 and conclude that
lim
n→∞6n = limn→∞
n−1∑
k=2
k nk
=
∞∑
k=2
lim
n→∞ k nk
=
∞∑
k=2
(k)3k−1k−3=′′()
= 3 + ′′′()=′′();
as required. The proof of the corresponding result for 8n is the same except that k is
replaced by k−1 at the appropriate places.
Let 6d(T ) denote the number of nodes at distance d from the centroid of the tree
T in F′n and let 6nd denote the expected value of 6d(T ) over all such trees, i.e.,
6nd=(y′n)
−1 ∑
T∈F′n
!(T )6d(T ):
It can be shown that
lim
n→∞ 6nd=3(1 + (d− 1)A) + 
′′′()=′′() (4.4)
for each Fxed positive integer d. We shall omit the proof of this generalization of
Theorem 4.2(i); but we will point out the combinatorial interpretation of the terms in
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the expression for the limit. We shall see in Section 5 that almost all trees T in F′n
have three large centroid branches that contain almost all nodes of T . The expected
number of small centroid branches tends to ′′′()=′′() in view of Theorem 4.2(i).
It was shown in [8, Theorem 4.2] that the expected number of nodes at distance d
from the root of a tree T in Fn tends to 1 + dA as n → ∞, for Fxed d. It turns
out that in the limit each of the three large centroid branches of a tree T in F′n con-
tributes 1 + (d − 1)A to the expression in (4.4) and each small centroid branch
contributes 1.
Finally, we mention without proof that the expected number of nodes at distance d
from the centroid of a tree T in F′′n tends to 2(1 + dA) as n → ∞, for each Fxed
non-negative integer d.
5. The expected size of centroid branches
We call a centroid branch of a tree T in F′n a lower branch or an upper branch
according as the branch does or does not contain the root of T . If the root of T is
the centroid of T—and there are only O(n−1y′n) such trees in view of (4:3)—then T
has no lower branch. If 6(T )= k; where 26 k6 n−1; let B1(T ); : : : ; Bk(T ) denote the
number of nodes in the centroid branches of T; starting with the lower branch if there
is one or with the left-most upper branch if there is no lower branch and proceeding
clockwise. We now consider three interpretations of the expected number of nodes in
a centroid branch.
We note that B1(T ) + · · · + B6(T )(T )= n − 1 for any tree T in F′n, where n¿ 3,
so the average size of the centroid branches in any such tree is simply (n− 1)=6(T ).
Consequently,
:′n := (y
′
n)
−1(n− 1)
∑
T∈F′n
!(T )=6(T )= (n− 1)8n (5.1)
can be interpreted as the expected value of the average size of a centroid branch in a
tree T over all trees T in F′n.
We next observe that the (weighted) sum of the centroid branch sizes over all trees
T in F′n is
∑
T∈F′n
!(T )
6(T )∑
i=1
Bi(T )= (n− 1)y′n:
And the (weighted) sum of the number of centroid branches in all these trees is∑
T∈F′n
!(T )6(T )= 6ny′n:
Consequently,
:′′n := (n− 1)=6n (5.2)
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can be interpreted as the expected value of the size of a centroid branch over all
centroid branches of all trees T in F′n.
Finally, if u is any node of a tree T in F′n, let B(u; T ) denote the number of nodes
in the centroid branch of T that contains u. (If u is the centroid of T; then B(u; T )= 0:)
Then
:′′′n := (ny
′
n)
−1 ∑
T∈F′n
!(T )
∑
u
B(u; T )
= (ny′n)
−1 ∑
T∈F′n
!(T )
6(T )∑
i=1
B2i (T )
can be interpreted as the expected value of the size of a centroid branch containing
a randomly chosen node over all nodes of all trees T in F′n. We now compare the
limiting behaviour of these three quantities.
Theorem 5.1. (i) limn→∞ :
′
n=n=
∑∞
k=2 k
−1(k − 1)2k−1k−3=′′().
(ii) limn→∞ :
′′
n =n= {3 + ′′′()=′′()}−1.
(iii) limn→∞ :
′′′
n =n=
√
2− 1= :414 : : : .
Proof. Conclusions (i) and (ii) follow immediately from deFnitions (5.1) and (5.2)
and Theorem 4.2. We note that each of the Frst two limits is bounded above by
1
3 with equality holding if and only if k =0 for all k¿ 3. In particular, appealing
to (4.4), the Frst limit equals 1 − 2=e= :264 : : : for the family of labelled trees and
log 2− 1=2= :193 : : : for the family of plane trees; the second limit equals 14 and 15 for
these two families. It remains to establish conclusion (iii).
When we adapt the argument used in proving Theorem 4.1 to the present problem,
we Fnd that the contribution to
ny′n:
′′′
n =
∑
T∈F′n
!(T )
6(T )∑
i=1
B2i (T )
from trees T such that 6(T )= k equals
k−1L′nk + (k − 1)k−1L′′nk + kkL′′′nk ;
where now ai = i2ui and bi =yi in L′nk ; ai = ui and bi = i
2yi in L′′nk ; and ai =yi and
bi = i2yi in L′′′nk . The Frst two terms record the contribution from the lower branch and
the k − 1 upper branches of the trees that have a lower branch; and the third term
records the contribution from the k upper branches of the trees without a lower branch.
It follows from (3.4) that
L′n2 + L
′′
n2 + 2L
′′′
n2 =O(n
3=2yn)
as n→∞; and it follows from (3.5) that
L′nk + (k − 1)L′′nk ∼ (4 ′′())−1{I(3; 0) + 2I(1; 2)}(k − 1)2k−3n2yn
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and
kL′′′nk =O(nyn)
as n→∞, for any Fxed integer k such that k¿ 3. Now
I(3; 0) + 2I(1; 2)= I(2; 0)=4 (
√
2− 1)
as we shall see in Section 7. When we continue as in the proof of Theorem 4.2, we
Fnd that
lim
n→∞ :
′′′
n =n=(
√
2− 1)
∞∑
k=2
(k − 1)2k−1k−3=′′()=
√
2− 1;
as required.
We remark that conclusion (iii) corresponds to a result obtained by Aldous [2,
p. 542] by a diMerent approach.
6. The three large centroid branches
For any tree T in F′n; let r(T ) denote the number of nodes in the lower branch of
T ; and let s(T ) and t(T ) denote the number of nodes in the largest and second largest
upper branch of T . Let rn; sn; and tn denote the expected value of r(T ); s(T ); and
t(T ) over all trees T in F′n for n =2, i.e.,
rn=(1=y′n)
∑
T∈F′n
!(T )r(T )
and similarly for sn and tn. We say that a tree T in F′n is normal if
16 r(T )6 (n− 1)=2; (n− r(T ))=26 s(T )6 (n− 1)=2; and
(n− r(T )− s(T ))=26 t(T ): (6.1)
Let wn :=
∑∗ !(T ) where the sum is over all normal trees T in F′n. We now show
that almost all trees T in F′n are normal.
Lemma 6.1. limn→∞ wn=y′n=1.
Proof. Suppose we construct a tree T with n nodes by joining a terminal node v of a
tree T (1) inFi1+1 to the roots of trees T
(j) inFij for 26 j6 k where i1+· · ·+ik = n−1
and 36 k6 n − 1. Let r= i1 and let s and t denote the largest and second largest
numbers in the sequence i2; : : : ; ik . We now impose the conditions that
16 r6 (n− 1)=2; (n− r)=26 s6 (n− 1)=2; and (n− r − s)=26 t:
Then
t6 n− 1− r − s6 (n− r)=2− 16 s− 1
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and
06 n− 1− r − s− t6 (n− r − s)=2− 16 t − 1;
so the largest and second largest upper branches incident with v are uniquely deter-
mined. Moreover, each branch incident with v has at most (n − 1)=2 nodes, so v is
the unique centroid node of the tree T thus formed; and, clearly, T is normal. If such
a tree T has k − 1 upper branches, then there are (k − 1)(k − 2) pairs of positions
the two largest upper branches could occupy. When we count the number of ways of
performing this construction, we Fnd that
wn=
∑′′
uryshn−1−r−s; (6.2)
where the sum, as in (3.9), is over all integers r and s such that
16 r6 (n− 1)=2; (n− r)=26 s6 (n− 1)=2; and r + s6 n− 2;
and where
hj :=
∑
( j+1)=26t6j
yt
∞∑
k=3
(k − 1)(k − 2)k−1Cj−t{Y k−3(x)}
=
∑
( j+1)=26t6j
ytCj−t{′′(Y )}: (6.3)
Now ur ∼ −1ryr; by (2.5), and hj ∼ ′′()yj, by [9, Lemma 2]. We now apply
Lemma 3.2 to the expression for wn in (6.2) and then appeal to (3.12) to conclude
that
wn ∼ (2 )−1J (1; 0; 0)yn=yn
as n→∞. This implies the required result since y′n ∼ yn.
We now determine the limiting behaviour of rn; sn; and tn.
Theorem 6.1. (i) limn→∞ rn=n=
√
2− 1= :414 : : : .
(ii) limn→∞ sn=n=1− (2= ) log(
√
2 + 1)= :438 : : : .
(iii) limn→∞ tn=n=1−
√
2 + (2= ) log(
√
2 + 1)= :146 : : : .
Proof. It follows readily from relation (6.2) and Lemma 6.1 that
rn=(y′n)
−1∑′′ ruryshn−1−r−s + o(n) (6.4)
and
sn=(y′n)
−1∑′′ ursyshn−1−r−s + o(n); (6.5)
where the sums are over the same values of r and s as in (3.9) and (6.2). The
contribution to rn and sn from the normal trees is given by the terms in the sums; and
the contribution from the non-normal trees is bounded by the o(n) terms. Similarly,
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it follows by a slight extension of the argument used to establish relations (6.2) and
(6.3) that
tn=(y′n)
−1∑′′ urysHn−1−r−s + o(n); (6.6)
where
Hj :=
∑
( j+1)=26t6j
tytCj−t{′′(Y )}: (6.7)
Now ur ∼ −1ryr , rur ∼ −1r2yr; and hj ∼ ′′()yj; as before; moreover, it also
follows from [9, Lemma 2] that Hj ∼ ′′()jyj. When we apply Lemma 3.2 to the
sums in relations (6.4), (6.5), and (6.6) and appeal to (3.12) and the fact that y′n ∼ yn;
we Fnd that
lim
n→∞ rn=n=(2 )
−1J (2; 0; 0)=
√
2− 1;
lim
n→∞ sn=n=(2 )
−1J (1; 1; 0)=1− (2= ) log(
√
2 + 1)
and
lim
n→∞ tn=n=(2 )
−1J (1; 0; 1)=1−
√
2 + (2= ) log(
√
2 + 1);
as required.
It follows from Theorem 6.1 that
(rn + sn + tn)=n→ 1 (6.8)
as n→∞; this implies the result of Aldous [2, p. 542] mentioned in the Introduction.
He did not describe the three large branches as we have here, but he did deduce that
the expected number of nodes in the largest centroid branch of a tree T in F′n was
asymptotic to (:465 : : :)n as n→∞ (see [5, Theorem 2] for another result of a similar
nature). We note also that the limiting value in Theorem 6:1(i) is the same as the
limiting value in Theorem 5:1(iii).
Let mn denote the expected value of the number of nodes that are neither in the lower
branch of a tree T in F′n nor in the two largest upper branches. Then mn= n−rn−sn−tn
and it follows from (6.8) that
mn= o(n)
as n→∞: A stronger result holds, namely, that
mn=O(n1=2) (6.9)
as n→∞. The contribution to mn from the normal trees equals
(y′n)
−1∑′′ urysGn−1−r−s (6.10)
where the sum is over the same values of r and s as before and where
Gj :=
∑
( j+1)=26t6j
yt(j + 1− t)Cj−t{′′(Y )}:
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It follows from [10, p. 268] and [9, Lemma 3(ii)] that
Gj ∼ 2c′′′()j1=2yj:
When we apply Lemma 3.2 to the sum in (6.10) we Fnd that the contribution to mn
from the normal trees is asymptotic to C1n1=2 where
C1 =
2′′′()
(2 A)1=2′′()
J (1; 0; 1=2):
It can be shown that
J (1; 0; 1=2)=4(
√
2− log(
√
2 + 1))=2:131 : : : :
It is not diHcult to show that the contribution to mn from the non-normal trees equals
O(n1=2):
It is possible to obtain an analogue of (6.9) for the trees with two centroid nodes.
We saw in the proof of Theorem 2.2 that if n is even then any tree T in F′′n is
obtained by identifying a distinguished terminal node v2 of a tree T (1) in Fn=2+1 with
the root of a tree T (2) in Fn=2; the two centroid nodes of the resulting tree are v2
and the (unique) node v1 joined to v2 in T (1). It follows from [9, Theorem 4] that the
expected number of nodes in T (2) that are not contained in the largest branch of T (2)
joined to v2 is asymptotic to (An= )1=2. And it can be shown that the expected number
of nodes in T (1) that are not contained in the largest branch of T (1) joined to v1 is
also asymptotic to (An= )1=2.
We conclude this section by mentioning brieNy another problem considered by
Aldous; the problem does not involve centroid nodes but it does have some similarity
with the problem considered in this section.
Let us say that a triplet R of nodes of a tree T is good if there is a (unique) fourth
node such that the three nodes of R lie in three diMerent branches joined to the fourth
node (we refer to these branches as the branches determined by R); we say that R is
bad if one of the nodes of R is on the path joining the other two. Let g(T ) and b(T )
denote the number of good and bad triplets of the tree T; and let
gn=
∑
T∈Fn
!(T )g(T ) and bn=
∑
T∈Fn
!(T )b(T )
so that
gn + bn=
(
n
3
)
yn:
For any good triplet R of a tree T let e(R; T ) denote the number of nodes of T that
are not contained in the three branches determined by R; and let en=
∑
!(T )e(R; T )
where the sum is over all good triplets R of all trees T in Fn.
Aldous [2, p. 531] showed that
bn ∼ 3( =2)1=2n−1=2
(
n
3
)
yn
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for the family of labelled trees. More generally, it can be shown that
bn= {3( =2A)1=2n−1=2 + O(n−1)}
(
n
3
)
yn (6.11)
for any simply generated family F satisfying the assumptions of Theorem 2.1. Conclu-
sion (6.11) follows readily from the fact [6] that the expected distance between pairs
of nodes of trees T in Fn equals ( n=2A)1=2 + O(1).
Aldous [2, p. 532] remarked without proof that “there are O(1) vertices left out
of the three branches” determined by a good triplet R in a random labelled tree. In
actual fact, it can be shown that en=gn; the expected number of nodes not contained
in the three branches determined by a good triplet of a tree T in Fn; satisFes the
relation
en=gn=
′′′()
2′′()
( n=2A)1=2 + O(1) (6.12)
as n → ∞. Our proof of (6.12) involves deriving an expression for the generating
function for the numbers en and then determining the asymptotic behaviour of the
coeHcients; we shall omit the details.
7. An extension of a result of Aldous
Let pnh denote the probability that the centroid lies on the subtree determined by
h randomly chosen nodes of a tree T in F′n where each such tree is assigned the
probability !(T )=y′n; assuming that n¿ 3 and 16 h6 n. Aldous [2, Proposition 5(b)]
showed that pn3 → 4− 9 · 2−3=2 = :818 : : : : We now prove the following more general
result.
Theorem 7.1. For any 7xed positive integer h;
lim
n→∞pnh=2h− 2−
√
2
h−1∑
j=0
(h− 1− j)
(
2j
j
)
8−j: (7.1)
Proof. For any tree T in F′n; let qh(T ) denote the number of h-sets S of nodes of T
such that all nodes of S lie in the same centroid branch of T . Then it is not diHcult
to see that pnh=1− qnh where
qnh=
{(
n
h
)
y′n
}−1 ∑
T∈F′n
!(T )qh(T ): (7.2)
When we adapt the argument used in the proof of Lemma 4:1, we Fnd that the
contribution to qnh(
n
h)y
′
n from trees T in F
′
n such that 6(T )= k equals
k−1L′nk + (k − 1)k−1L′′nk + kkL′′′nk ; (7.3)
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where now ai =(
i
h)ui and bi =yi in L
′
nk ; ai = ui and bi =(
i
h)yi in L
′′
nk ; and ai =(
i
h)yi
and bi =yi in L′′′nk : The Frst two terms in (7.3) record the contribution from the lower
branch and the k − 1 upper branches of the trees that have a lower branch; and the
third term records the contribution from the k upper branches of the trees without a
lower branch.
It follows from (3.4) that
L′n2 + L
′′
n2 + 2L
′′′
n2 =O(n
h−3=2yn)
as n→∞; and it follows from (3.5) that
L′nk + (k − 1)L′′nk ∼ (4 ′′())−1{I(h+ 1; 0) + 2I(1; h)}(k − 1)2k−3
(
n
h
)
yn
and
L′′′nk =O(n
h−1yn)
as n → ∞; for Fxed k and h. The next part of the argument is very similar to the
argument used in the proof of Theorem 4.1 and yields the conclusion that
lim
n→∞ qnh = (4 
′′())−1(I(h+ 1; 0) + 2I(1; h))
∞∑
k=2
(k − 1)2k−1k−3
= (I(h+ 1; 0) + 2I(1; h))=4 (7.4)
for each Fxed positive integer h.
It remains to evaluate some integrals. It is not diHcult to see that
I(h+ 1; 0) + 2I(1; h)= I(h; 0) (7.5)
for h=0; 1; : : : ; so relation (7.4) can be rewritten as
lim
n→∞ qnh= I(h; 0)=4 : (7.6)
Now, clearly, qn1 = (n− 1)=n→ 1 as n→∞; so
I(1; 0)=4 ; (7.7)
a result we have already used in the proof of Theorem 4.1. Furthermore,
I(0; 0)=3I(1; 0)=12 ; (7.8)
in view of (7.5) and (7.7).
One way to evaluate the integral
I(1; h)=
∫ 1=2
0
∫ 1=2
1=2−x
x−3=2z−1=2(1− x − z)h−3=2 dz dx
is to let x= u+ v; z= u− v; and then integrate with respect to v. This yields
I(1; h)= 4
∫ 1
1=2
u−1(2u− 1)−1=2(1− u)h−1=2 du:
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Next, consider I(1; h)− I(1; h+ 1) and let u=(1 + sin2 #)=2. This gives
I(1; h)− I(1; h+ 1) = 4
∫ 1
1=2
(2u− 1)−1=2(1− u)h−1=2 du
= 25=2−h
∫  =2
0
cos2h # d#
= 23=2 
(
2h
h
)
8−h:
Hence,
I(1; h)= 4 

1− 2−1=2
h−1∑
j=0
(
2j
j
)
8−j


in view of (7.7). Moreover, it follows readily from this and relations (7.5) and (7.8)
that
I(h; 0)=4 


√
2
h−1∑
j=0
(h− 1− j)
(
2j
j
)
8−j − 2h+ 3

 : (7.9)
This and (7.6) imply the required result since pnh=1− qnh.
We remark by way of illustration that if ph denotes the limiting value of pnh as
n→∞; then
p1 = 0; p2 = :585 : : : ; p3 = :818 : : : ; p4 = :917 : : : ; and p5 = :962 : : : :
Relation (7.9) can be rewritten as
I(h; 0)=4 =
√
2
∞∑
j=h
(j + 1− h)
(
2j
j
)
8−j;
from which it is not diHcult to deduce that
1− ph=O(h−1=22−h)
for large h.
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