In this paper, we study the approximation of d-dimensional -weighted integrals over unbounded domains R d + or R d using a special change of variables, so that quasi-Monte Carlo (QMC) or sparse grid rules can be applied to the transformed integrands over the unit cube. We consider a class of integrands with bounded L p norm of mixed partial derivatives of first order, where p ∈ [1, +∞].
Introduction
We consider in this paper the approximation of d-variate d -weighted integrals of the form
over an unbounded domain D d , where
and for a given probability density function
Such integrals in the univariate case are often approximated by Gaussian quadratures that enjoy exponential rate of convergence, see, e.g., [1] . There are also generalized Gaussian rules, see, e.g., [4] and the papers cited there, that achieve exponential rate for integrands with singularities at infinity. We stress that those results are about the asymptotic behavior of the integration error and require analytic integrands. In the current paper, we consider integrands of regularity one only, and we analyze the worst case error with respect to a class of integrands. Indeed, we follow the Information-Based Complexity approach (see, e.g., [10] ) providing worst case results for all integrands f from the Sobolev space . Indeed, a quite common approach is to use the change of variables x := Φ −1 (t), where Φ is the cumulative distribution function (CDF) for the probability density , to reduce the -weighted integrals over D d to the standard Lebesgue integration over a unit cube B d , and next apply algorithms that are efficient for spaces W d,p (B d ). However, as we will show, such an approach is well founded for only p = 1, since for p > 1 the change of variables based on the inverse of the CDF produces integrands with boundary singularities, and so they do not belong to the spaces W d,p (B d 
We are searching for change of variables functions ν : B → D such that the obtained integrands satisfy
We now explain the significance of the requirement (2) . If the integrands g f,ν satisfy (2), then their integrals can be approximated by cubatures that are known to have small worst case errors with respect to the spaces W d,p , including quasi-Monte Carlo (QMC) and sparse grid methods. This in turn provides efficient cubatures for the original d -weighted integration over unbounded D d . More precisely, let
be the worst case error of a cubature Q d,n . Then the cubature Q d, ,n for the weighted integrals
has the worst case error 
where
This is why, in our search, we are looking for functions ν with finite and possibly small C d,p (ν). As already mentioned, the most common change of variables that uses the inverse of the CDF,
gives C d,p (ν) = +∞, for all p > 1 and non-trivial densities , see Proposition 4. Moreover, it produces functions g f,ν that have singularities (poles) on the boundary of the cube B d , even for exceptionally smooth f . We illustrate this by the following example. Let D = R + , (x) = exp(−x), p = +∞, and f (x) = x. Then f F 1,∞ = 1, yet for ν as in (5) the change of variables produces g f,ν (t) = − ln(1 − t), which has a singularity at t = 1. Using instead
which even belongs to W 1,∞ for a > 2 (compare with Fig.1) . Moreover, the midpoint rule with 10 5 samples applied to g f,νa with a ∈ {1, 1. In Theorems 5 and 7, we provide conditions on the change of variables function ν, that guarantee finite C d,p (ν). It turns out that for a number of specific probability density functions, including (x) = λ −1 exp(−x/λ) with D = R + and (x) = (2πσ 2 ) −1/2 exp(−x 2 /(2 σ 2 )) with D = R, these conditions are satisfied by ν a = a Φ −1 for a specially chosen a ≥ 1. However, with the exception of p = 1, we still have C 1,p (ν 1 ) = +∞ for a = 1. Moreover, as shown in Example 6, ν a = a Φ −1 need not yield finite C d,p (ν a ) for any a (unless p = 1) for a special probability density function . In this case, we provide another change of variable function ν with finite C d,p (ν).
Finally, we add that the results of this paper can be used to produce an efficient implementation of the Multivariate Decomposition Method (MDM) for approximation of weighted integrals of functions that belong to γ-weighted spaces F d,p,γ for any d including d = +∞. Due to a number of specific details, we delay the discussion of MDM's to Section 5.
Multivariate Integration
In the multivariate integration problem (1), we assume that the integrands f belong to the Sobolev space F d,p of functions anchored at zero and whose mixed first order partial derivatives (in the weak sense) are in the L p space. By anchored we mean that
This assumption is not restrictive, as will be explained in Section 5.
Such spaces were introduced for d = 1 in [13] and have been later considered in a number of papers. Specifically, see, e.g. [3] , a function f is in F d,p iff it is of the form
The mixed first order partial derivative
is then equal to h f and is assumed to be in the
, which is endowed with the norm
and
Then the norm in F d,p is given by
, which is well defined since the functions f ∈ F d,p are anchored at zero. Throughout the paper, p * denotes the conjugate of p, i.e.,
Due to (6) and Hölder's inequality, for 1 < p ≤ +∞ we have
Since Hölder's inequality is sharp, we conclude that if the integration functional I d, is bounded, then its operator norm is given by
Similarly, for p = 1 the equality I d, = I 1, d holds with
We propose using a change of variables that transforms the original weighted integral over the unbounded domain D d to the standard Lebesgue integral over the unit cube B d with the new integrand belonging to the standard Sobolev space W d,p , as required in (2), and then use, e.g., QMC or sparse grid methods, which are well suited and quite efficient for such kinds of integrands. Also here we assume, without any loss of generality, that functions g ∈ W d,p are anchored at zero.
Specifically, we apply (componentwise) a change of variables
where the function ν : B → D is monotonically increasing and onto D, and
Then, assuming that the derivative ν exists and is measurable, we obtain
To stress the dependence of g on the functions f and ν, we will often write g f,ν or g f instead of g.
We are interested in functions ν such that the corresponding integrands g = g f,ν are in W d,p and are anchored at zero. That is,
< +∞ and g(x) = 0 if x j = 0 for some j (with the obvious modification for p = +∞). Moreover, we would like the ratio
to be not only finite, but also small, as explained in the introduction, see (4) . Due to the tensor product form (6), one can show (in a similar way to the derivation of the norm of I d, ) that the following holds.
is fully determined by the univariate case, i.e.,
Standard Change of Variables. Let Φ : R + → [0, 1) or Φ : R → (0, 1) be the CDF corresponding to the probability density , defined by
where 1 A denotes the indicator function of a given set A. Then the standard change of variables uses ν = Φ −1 , i.e.,
We have the following simple yet important proposition.
−1 be the function given by (10) .
(ii) For p > 1, we have
Hence g f,Φ −1 ∈ W d,p if and only if the right-hand side of (11) is finite.
Proof. Due to the tensor product structure of the spaces, it is enough to prove the proposition for d = 1. We clearly have
.
Hence for 1 ≤ p < +∞ we have
(with 1/p * = 0 for p = 1), and for p = +∞ we have
Proposition 4 states that the change of variables (10) transforms all functions from F d,p to W d,p only for p = 1. For p > 1, the situation is quite different. Then 1/p * > 0 and, therefore, only those functions whose mixed first order partial derivatives converge to zero sufficiently fast have the corresponding functions g f,Φ −1 in the space W d,p . Indeed, since the weight (x) has to converge to zero as |x| → ∞, −1/p * (x) has to converge to infinity, resulting in a very restrictive class of integrands f . In particular, if p * = 1 then we need to have ess sup
For instance, for D = R and Gaussian weight
we would need
and ess sup
which may hold only if the derivative of f decreases to zero faster than exponentially. This is why in the rest of the paper we concentrate on the case of p > 1.
We now switch to the univariate case, but will return to the multivariate case in Section 5 with some additional comments.
Univariate Functions
Recall that for the univariate case the space F 1,p consists of functions anchored at zero and whose weak derivatives are in the L p (D) space. For f ∈ F 1,p we want to know when the corresponding functions
belong to the standard Sobolev space W 1,p of functions anchored at zero with g ∈ L p (B).
The following functions will play an important role:
For this to make sense we obviously assume that the corresponding functions and ν are sufficiently regular. Theorem 5 For every f ∈ F 1,p , the corresponding function g f given by (12) satisfies:
In particular, for p = +∞,
Proof. To show (i), observe that, by Hölder's inequality,
We next prove (ii). Obviously g f (0) = 0 since ν(0) = 0. We will prove the upper bound on C 1,p (ν) only for 1 < p < +∞ since the case of p = +∞ is even easier. We have
and, again by Hölder's inequality,
Hence indeed,
This completes the proof. We give an example for an application of Theorem 5.
Example 6 Let D = R + and (x) = (c − 1)(1 + x) −c for sufficiently large c. We use Theorem 5 for
Therefore, for p = +∞ we have
Otherwise, h 1,1 is unbounded. As for h 2,1 , we have
Hence, 
, and for b > 2/(c − 2) we have
In view of what follows we mention that here for the change of variables ν(t) = b Φ −1 (t), we have h 0,p * L∞(B) = h 1,p * L∞(B) = h 2,p * Lp(B) = +∞ for any p > 1.
Case of D = R
In this case, we consider ν : (−1/2, 1/2) → R that is increasing, twice differentiable, and for which ν(0) = 0 and lim t→±1/2 ν(t) = ±∞.
To simplify the presentation, we also assume that the function is even and ν is odd, i.e.,
(−x) = (x) and ν(−t) = −ν(t), The following result is a version of Theorem 5 adapted to the case D = R. Due to (16), the proposition follows easily from the proof of Theorem 5, and hence its proof is omitted.
Theorem 7
If h 1,p * L∞(−1/2,1/2) < +∞ and h 2,p * Lp(−1/2,1/2) < +∞, then, for every f ∈ F 1,p , the corresponding function g f belongs to W 1,p and
with h 1,p * and h 2,p * defined by (14) and (15), respectively.
Special Change of Variables
We propose to use the following change of variables. If
If D = R, define ν = ν a : (−1/2, 1/2) → R by
where in both cases a ≥ 1 and, as before, Φ −1 is the inverse of the CDF for .
Proposition 8 Let ν a be given by (17) or (18), respectively. Then 
Particular Weights
We illustrate Proposition 8 for exponential and Gaussian densities .
Exponential
We consider D = R + and
Clearly
We use the change of variables
It is easy to see that the norm of h 0,p * is infinite for a ≤ 1. Assume that a > 1. Then
We also have
and hence
In order to analyze h 2,p * , we consider first p = +∞. It is easy to see that then
The upper bound on C 1,∞ (ν a ) is minimal for a * = 2 + 4 √ 17 + 16 e + 1 = 2.4557 . . . and then C 1,∞ (ν a * ) ≤ λ × 13.1172 . . . .
Consider now finite p > 1. Observe that
where we used the fact that p/p * = p − 1. Suppose for the rest of this section that p is an integer. Using integration by parts p − 1 times, one can show that for any c > 0,
and conclude that
For example, for p = p * = 2,
which results in the upper bound
Numerical Test 10
Consider f (x) = x and (x) = exp(−x). Clearly, f is in our space for p = +∞ and f F 1,∞ = 1. The value of the integral is 1, and we use the change of variables ν a as outlined above. Then the corresponding integrand is equal to
Note that for a = 1 the function g f,νa (t) = − ln(1 − t) has a singularity at t = 1, for 1 < a ≤ 2 its derivative has a singularity at t = 1, and for a > 2 the singularity of g f,νa is removed and g f,νa ∈ W 1,∞ .
In the following table, we compare the integration errors of the midpoint rule with n samples applied to g f,νa with a = a * as in (20), a = 1.5, and a = 1. 
Gaussian
Consider D = R and
Then
where erf is the Gauss error function defined as erf(x) = 2 √ π
x 0 e −t 2 dt, and
dt ≤ e −x 2 for x > 0 and hence I 1, < +∞ for all p ≥ 1. By Proposition 8, for
we get
Again, by Proposition 8 we get
For p tending to +∞ (and p * tending to 1) we see that
Furthermore, we write
From this we conclude that
It is easy to check that the upper bound on C 1,∞ (ν a ), as a function of a, attains its minimum at a * = 2 + 2 √ 2 + e = 1.70902 . . . and then C 1,∞ (a * ) = σ × 18.5582 . . . for p = +∞.
(23) Returning to (22), and using p(1 + 1/p * ) = 2p − 1, we have for p < +∞,
This means that h 2,p * Lp(−1/2,1/2) < +∞ if and only if p(a 2 − 2) + 1 > 0, i.e.,
By the change y = x σ p(a 2 − 2) + 1 we get that
It is well known that for natural numbers p,
Hence, for natural numbers p,
and, for
For example, if p = p * = 2, then
As a function of a, the upper bound on C 1,2 (ν a ) attains its minimum at a * = 3/2 and then
If p is not a natural number, we can estimate
for some absolute constant C > 0. Then, h 2,p * Lp(−1/2,1/2) and C 1,p (ν a ) can be estimated accordingly.
Numerical Test 11
Consider integration of the function f (x) = |x|, similar to Numerical Test 10. Then the integral to be computed is
In this case, our change of variables is defined as x = ν a (t) := a √ 2 erfinv(2t), where a ≥ 1, and erfinv is the inverse of the erf function. This results in the integral
Note that g f,νa ∈ W 1,∞ for a > √ 2. In the following table, we compare the absolute integration errors of the midpoint rule with n samples applied to g f,νa with a = a * as in (23), a = √ 2, and a = 1. We show in this section how the algorithms derived via the change of variables can be used in efficient implementation of the Multivariate Decomposition Method (MDM for short) that was introduced in [6] (see also [5] ). Our presentation follows [11, 12] , where more details can be found. Consider the following γ-weighted space F γ = F γ,d,p,q of functions f : D → R with mixed first order partial derivatives bounded in L p (D d ) (as before) and for which the following norm of F γ is finite,
Remark 12
The results can easily be extended to functions with infinitely many (d = +∞) variables. Then the summation is with respect to all finite subsets u of N.
It is well known that any f ∈ F γ has a unique anchored decomposition of the form
where, for u = ∅, f u depends only on x j with j ∈ u and is anchored at zero, i.e., f u (x) = 0 if there is j ∈ u such that x j = 0.
Moreover, 
Following [7] , one can show that for ε > 0 there is a set Act(ε) containing some u's with cardinality |Act(ε)| = O(ε .
As shown recently in [2] , the absolute constants in the big-O notations above are very small, see also Example 13. Hence it is enough to aproximate the integrands I |u|, (f u ) for u ∈ Act(ε) with the total error bounded by
This can be achieved by using cubatures Q |u|, ,nu (see (3)) with appropriately chosen natural numbers n u such that 
