Rough energy landscapes appear in a variety of applications including disordered media and soft matter. In this work, we examine challenges to sampling from Boltzmann distributions associated with rough energy landscapes. Here, the roughness will correspond to highly oscillatory, but bounded, perturbations of a smooth landscape. Through a combination of numerical experiments and asymptotic analysis we demonstrate that the performance of Metropolis Adjusted Langevin Algorithm can be severely attenuated as the roughness increases. In contrast, we prove, rigorously, that Random Walk Metropolis is insensitive to such roughness. We also formulate two alternative sampling strategies that incorporate large scale features of the energy landscape, while resisting the impact of roughness; these also outperform Random Walk Metropolis. Numerical experiments on these landscapes are presented that confirm our predictions. Open analysis questions and numerical challenges are also highlighted.
Introduction
In this work, we consider the task of sampling from the Boltzmann distribution, µ(dx) = Z −1 e −βV (x) dx, Z = e −βV (x) dx, V : R n → R, (1.1) when V is, in some sense "rough," or "rugged." We are particularly interested in landscapes of the form
Here, V 0 is a smooth, long range, trapping potential (V 0 (x) → ∞ as |x| → ∞) that is bounded from below, and V 1 is bounded and includes local rough features. cos(x/ ) with = 0.01 and β = 5. Color online.
Furthermore, V 1 (x, y) will also be taken to be smooth. An example of such a rough landscape, and its impact on the associated distribution, is shown in Figure 1 . Model potentials like (1.2) serve as prototypes for rough landscapes found in disordered media and soft matter, [1] [2] [3] [4] [5] . The goal of the present work is to assess how such roughness impacts the performance of well known Markov Chain Monte Carlo (MCMC) sampling strategies like Random Walk Metropolis (RWM) and Metropolis Adjusted Langevin (MALA).
Recall that RWM and MALA generate samples for e −βV (x) with proposals
3)
2 ∇V (X k ) + β −1 σξ k+1 , ξ k+1 ∼ N (0, I).
(1.4)
These proposals are then accepted or rejected according to the appropriate rule to ensure detailed balance with respect to µ(dx) ∝ e −βV (x) dx. As an example, sample MALA paths with σ = 1 for the landscapes in Figure 1 are shown in Figure 2 . A path for the smooth landscape exhibits better mixing than the one for the rough landscape. On the rough landscape, the trajectory stagnates.
1 This begs the question of whether or not σ = 1 was merely a poorly chosen value -perhaps with a different value, the rough landscape would also be efficiently sampled. Large values of σ result in proposals of greater magnitude, but few will be accepted, and the trajectory will move slowly. Conversely, small values of σ produce more readily accepted proposals, but their size limits exploration of the state space. Consequently, an optimal choice of σ is anticipated for each distribution.
Assuming we tune our sampler to the optimal σ for each V , we seek to assess how impacts sampling performance. Ultimately, our work suggests that even for optimally tuned proposals, MALA will cease to be effective as → 0. In contrast, RWM remains robust. To obtain better performance than RWM, while still overcoming the robustness, we also formulate two related sampling strategies that incorporate information about the large scale (i.e. long wavelength) features of the energy landscape through V 0 in (1.2). Indeed, our main analytic result, Theorem 1, shows that for potentials that can be decomposed as in (1.2) with V 0 smooth and trapping and V 1 rough but bounded, if the proposal of the sampling strategy is -independent, then the performance of the method will also be -independent.
Review of sampling strategies
The question of optimizing σ was initially examined in [6, 7] and has been subsequently studied in other works, including [8] [9] [10] [11] [12] [13] [14] [15] [16] . Many of these works consider energy landscape of the type
This choice of the potentials induces Botlzmann distributions that are products (for brevity, take β = 1):
Thus, coordinates only interact through the accept/reject step of the method. Some results for potentials other than (1.5) (alternatively, (1.6)) have also been obtained. In [8] , the authors treat distributions which have a density e −Φ(x) with respect to a separable measure (1.6).
In earlier works, [6] [7] [8] , it was often assumed that whichever sampler is studied, the process is in stationarity. This has been relaxed in the more recent results, [9-12, 15, 16] . In the case of (1.5), in stationarity, the performance can be measured by considering the means square displacement (MSD)
Following the strategy of [8] , we use the MSD as a proxy for the integrated autocorrelation, and σ is selected to maximize it in the limit of n → ∞. Indeed, this leads to the results that, as n → ∞,
where I > 0 and a both depend on the method, but not the dimension n. The choice of σ is then related to by
The function a is actually the mean acceptance rate of the particular method in the n → ∞ limit. Consequently, we can maximize this measure of performance as n → ∞ by solving = argmax 2 a( ; v).
The optimal σ is inferred from (1.9), and there is an associated optimal acceptance rate, a( ). This optimization provides a strategy for tuning the value of σ to achieve the optimal acceptance rate approximately 23% for RWM. Analogously, one tunes MALA to have a 57% acceptance rate, [6, 7] , and Hamiltonian Monte Carlo (HMC) to have a 65% acceptance rate, [14] . For RWM I = 1 while it is I = 1/3 for MALA. The function a has the explicit form 11) with K a functional involving derivatives of v; Φ is merely the N (0, 1) cummulative distribution function. A similar result holds for HMC, [14] . There are caveats to applying these results in practical computations, [17] . In particular, the results are obtained as n → ∞ for distributions of form (1.6), and often assume the process to be in stationarity. Many distributions of interest will not be of this form, so target acceptance rates, like 23% for RWM, may be inappropriate.
We highlight, also, the recent work in [9] , which studies "ridged" densities associated with potentials of the form
Here, roughness is only present in a subset of the degrees of freedom (x 2 ). Examining RWM for such a problem, the authors are able to derive a limiting diffusion from which they can find an optimal step size. The limiting diffusion has a state dependent diffusion coefficient. Both the drift and diffusion coefficients are nontrivial, requiring averaging against the rough degrees of freedom.
Another relevant work is [18] . In this paper, the authors sought to perform gradient based sampling on non-differentiable energy landscapes and proposed using a Moreau-Yosida regularization. This approach is related to one of the mechanisms that we propose in order to overcome roughness, though our potentials are smooth, but highly oscillatory.
Results on performance in the presence of roughness
In our investigation of (1.2), we also consider the separable form
.
(1.13)
Again, v 0 is trapping while v 1 is uniformly bounded. Both v 0 (x i ) and v 1 (x i , y i ) will be smooth functions. Our key observations and results are:
(i) The performance of RWM for (1.2), as measured by MSD, is insensitive as → 0. This is a consequence of Theorem 1. Indeed, any method that uses -independent proposals will be robust as → 0 for potentials of type (1.2)
(ii) An asymptotic analysis of MALA for (1.2) indicates that MALA's performance is degraded in the → 0 limit. For d sufficiently large, we conclude that the optimal scaling is σ ∝ , so that MSD /n ∝ 2 . Numerical experiments confirm this scaling, and it is consistent with prior analysis on potentials of type (1.13) in the n → ∞ limit.
(iii) While this analysis of MALA does not hold in low dimension (i.e., d = 1), numerical experiments indicate that the optimal scaling is σ ∝ √ , so that MSD /n ∝ . Thus, the collapse of MALA appears to be generic. An explicit example in n = 1 is presented confirming the √ scaling.
(iv) We formulate two alternative methods for potentials of type (1.2) that use large scale information contained in V 0 . The first, Modified MALA, uses the proposals (at β = 1)
The latter is an MCMC Independence Sampler that uses proposals (at
The Y k samples can be obtained from standard MALA for V 0 . Both of these methods are also insensitive to the roughness and outperform RWM.
As both of these methods use -independent proposals, Theorem 1 allows us to conclude they will also be robust in the → 0 limit.
(v) For potentials that do not admit an obvious decomposition like (1.2), we propose using local entropy approximation, [19, 20] to extract the large scale information needed for either the Modified MALA method or the independence sampler.
That the → 0 limit might be problematic should not be surprising. Were we to numerically integrateẋ = −V (x), we would immediately be confronted with the problem of stiffness. Stability of the explicit Euler method would require a time step ∆t . For methods like RWM and MALA, the challenge of roughness is also hinted at (1.11). In the case of RWM,
, driving the acceptance rate to zero for any fixed ; we will further examine this below, in Section 2.
Outline
This work is organized as follows. In Section 2, we identify bound on the performance of RWM and other algorithms, and we consider the asymptotic behavior of MALA as → 0. In Section 3, we present alternative methods that are also robust to → 0. Numerical experiments are presented in 4, and we conclude with a discussion in Section 5
Bounds on performance and asymptotic analysis
In this section, we present results on the performance, as measured by the MSD (or MSD /n), as defined in (1.7). For any MCMC method, let q(x → y) denote the proposal kernel, and define
Consequently, the proposal X p n is accepted with probability F (R(X n , X p n )). The two forms of F that we consider here are
The reason for considering the Barker rule is that it allows us to compute derivatives of certain quantities, while having qualitatively similar behavior to the Metropolis rule.
Roughness independent bounds
For potentials of type (1.2), one can obtain -independent upper and lower bounds on a variety of quantities. Indeed, by the boundedness assumption in the introduction, we are assured that
Our main result is the following: Theorem 1. Let V be a potential of type (1.2), and assume V 1 has uniform in bounded oscillation in the sense of (2.3). If the sampling strategy uses proposals q(x → y) that are -independent, then the performance, as measured by MSD, is -independent and, in equilibrium,
To obtain this result, we first prove the following bounds on the distribution Lemma 2. Let V be a potential of type (1.2), and assume V 1 has uniform in bounded oscillation in the sense of (2.3). Then
Proof. The proof of this follows from direct estimates on the densities. First,
As a consequence, we have Corollary 3. Let V satisfy the same assumptions as in Lemma 2. Then for any non-negative observable, O , which may depend on a small parameter ,
Consequently, the scaling of E µ [O (X)] as → 0 is determined by the scaling of O . We now prove Theorem 1:
Proof. Given any potential V , letṼ (x) be another potential, also bounded from below. Then
If osc ∆ is bounded, theñ
Consequently, for either choice of (2.2),
For (1.2), we takeṼ = V 0 , so that osc ∆ = osc V 1 , which we have assumed to be uniformly bounded in . In this case, we letR = R 0 , and R 0 corresponds to the needed term for reversibility with respect to e −V0(x) , with proposals generated from q.
If the proposal, q(x → y), is also -independent, then, for any X 0 ,
In the preceding upper and lower bounds on
, no is present. If we are in stationarity, X 0 ∼ µ, and we can apply Lemma 2 to the upper and lower bounds in (2.10) to obtain (2.4).
Theorem 1 immediately applies to RWM, as it has an -independent proposal. Consequently, for RWM,
In contrast, as MALA proposals include gradients of the potential, for potentials of the form (1.2), the theorem will not apply.
Asymptotic analysis of MALA
Next, we perform an asymptotic analysis of the performance of MALA. Without loss of generality, we take β = 1. For MALA we can write
where y is the proposal generated from x by (1.4). We then define M (σ) to be the MSD obtained with σ, assuming stationarity, x ∼ µ, with the Barker rule, (2.2b). Thus, the optimal value of σ can be obtained by solving M (σ) = 0. We calculate this derivative and argue via a dominant balance argument that at optimality and in sufficiently a high dimension, σ ∼ ; this is consistent with the numerical simulations in Section 4. In this scaling, MSD 2 , so that the performance degrades to zero as → 0.
Proceeding with this strategy,
where g is the Gaussian density of the normal distribution N (x− σ 2 2 ∇V (x), σ 2 I) and µ(dx) is the Boltzmann distribution. Note that in (2.12) all of the σ dependence is in F and g. Differentiating M with respect to σ and setting the result to zero, we obtain:
See Appendix A for details of this derivation. Consequently,
We interpret the expectations in A, B, and C as over x and ξ, with y defined in terms of x and ξ through (1.4). No approximation or assumptions have yet been made. For potentials of type (1.2), owing to Corollary 3, the scalings of A, B, and C with σ and will be determined by their integrands. We let f and η be characteristic values of F and |x i −y i |. Consequently, |x−y| 2 ∼ nη 2 . Both f and η are assumed to vary with . Additionally, |∇V | 2 ∼ n −2 For a sufficiently high dimension, the integrands of A, B, and C are only weakly correlated through the acceptance probability
Analogously, in A and C, the majority of the terms are weakly correlated through F . Thus, we assume that: 16) are valid approximations. The decorrelation of the integrand terms was rigorously established in the n → ∞ limit in, for instance, [21] for potentials of type (1.13). We return to the high dimensional limit, below, in Section 2.3. Our numerical experiment show that n need not be that high, but there is deviation in low dimension. An explicit example is given below in Section 2.4. We consider three different possible regimes to identify the optimal scaling, using (2.14), in order to verify the self-consistency of our asymptotic approximations. Letting σ/ = τ the three regimes are:
Regime I τ → ∞ In this first regime, as τ → ∞ (i.e., σ ),
1. Substituting this into (2.14):
In the last estimate we have used that
is self-consistent when τ → ∞.
Regime II τ → 0 In this second regime we observe that as τ → 0 (i.e. σ )
1, and subsequently into (2.14):
Thus, in this regime, η 2 ∼ σ 2 is self-consistent when τ → 0.
Regime III τ = O(1) Finally, in this case where σ ∼ we have
, and in (2.14), and σ ∼ is self-consistent.
We now estimate the MSD in these three regimes to determine which is optimal. This will require estimating f through (2.11) as → 0. In all three regimes we estimate the latter two terms of R as
For Regimes II and III, η , so that V (x) − V (y) = O(1). In both Regimes II and III, R = O(1) and f = O(1) too.
For Regime I, in principle, η ∼ τ 2 could grow as → 0 and τ → ∞, and V (x) − V (y) could be quite large in magnitude. In this case, we use that V is bounded from below, so that
2 , and f e −Knτ 2 , for some constant K > 0, independent of , n, and τ . Summarizing, Hence Regime I vanishes exponentially fast with , while Regime II vanishes faster than quadratic. Regime III only vanishes quadratically, yielding the best performance. Thus, the optimal choice is Regime III where σ ∼ . As noted, this assumes that the dimension is sufficiently high that the coordinates approximately decouple and (2.16) holds.
Insights from the high dimensional limit
Recall from the introduction that for separable distributions like (1.6), as n → ∞, the MSD per degree of freedom is given by (1.8). Using (1.11) to find the optimal , from which we can infer the optimal σ 2 . This in turn gives us the scaling of the MSD /n, via (1.8). After changing variables to λ = − 1/I K[v]/2, and optimizing in this transformed coordinate, one can deduce that the optimal 2 ∼ K −I . Consequently, for potentials like (1.13), the optimal scaling, as n → ∞, is σ 2 ∼ (nK) −I and
• For RWM, I = 1 and
• For MALA, I = 1/3 and
In this limit, both RWM and MALA are crippled as → 0. Note that this does not contradict the analysis of Section 2.1. There, in the separable case, our lower bound would have the prefactor e −n osc v1 , which vanishes far more rapidly than the 2 /n we have here. This also shows consistency with our asymptotic analysis in Section 2.2 as we recover σ ∝ as n → ∞.
Scaling in dimension n = 1
We consider the question of sampling from the distribution associated with V (x) = k 2 x 2 in n = 1, using MALA. While this may seem odd, as this corresponds to a Gaussian distribution, it reveals a distinct scaling in low dimensions. It can be interpreted as the necessary scaling to efficiently sampling individual modes of the highly multi-modal landscape in Figure 1(b) , or alternatively, as the analog of the stiff differential equation problemẋ = −λx, λ 1. We will ultimately consider the case of the harmonic potential with k = 1/ and examine the → 0 limit. In this case,
and the term in the accept/reject rule is
With the aid of a computer algebra system (see, also, Appendix Appendix B) we conclude
The m(δ) function has a single maximum (see Figure B .11), and the maximum value is achieved at δ = 1.27797, and m(δ ) = 1.8494. Thus, the optimal scaling for the time step is
Consequently, if k = 1/ , σ ∝ √ , which is indeed different from the scaling found in Section 2.2. We note that this optimal choice is smaller than the Euler-Maruyama stability threshold which requires σ ≤ 2 √ .
Alternative algorithms for rough landscapes
Having concluded that there are impediments to MALA for sampling on rough landscapes, but desiring a method that may perform better than RWM, we propose two methods here. Both these methods require a smoothed version of the potential which may not be accessible. Indeed, as the potential of interest is unlikely to admit a simple decomposition like (1.2), we also propose a method for approximating a smoothed landscape.
Modified MALA
The first method, which we call Modified MALA, involves generating proposals from an auxiliary potential, U . The algorithm generates the proposals
and R(x, y) is modified to be
If the scale separation in (1.2) holds, we might take U = V 0 to get (1.14). Since the proposal is -independent, Theorem 1 applies to this method.
Coupled independence sampling
The second method we propose is to generate auxiliary samples, Y k , from another distribution ∝ e −U (x) dx, and perform independence sampling against µ(dx) ∝ e −V (x) dx. More explicitly,
This amounts to MCMC importance sampling, and we should thus expect the best performance when ∆ is small. Indeed, if our assumptions about (1.2) hold, then we would take U = V 0 giving us (1.15). Theorem 1 again applies to this method. The question of how to generate the Y k samples remains. Here, we propose to use MALA for samples of e −U on the fly, taking U = V 0 from (1.2) in the case that such a decomposition is available. Thus, the Y k are no longer independent samples.
Finding smoothed landscapes
A question that remains is what to do when (1.2) fails to hold. One option is to use physical intuition about the problem to identify a potential U (x) that has suitable properties. More systematically, we can use the local entropy approach formulated in [19, 20] , or, equivalently the Moreau-Yosida approximation to estimate a smoothed version of V (x).
Given γ > 0, we define V γ as
which corresponds to a Gaussian filter of the Boltzmann distribution. The associated gradient is then
The density, ρ ∞ (y | x), can be defined by first introducing
The potential V γ could be estimated with the simple Monte Carlo scheme Likewise, (3.5) could be estimated by integrating the auxiliary diffusion
If V is assumed to grow at infinity, then for sufficiently small γ, U γ (y | x) will be convex about y = x, and (3.8) to converge to equilibrium exponentially fast. The potential ∇V γ can then be estimated by Monte Carlo
where each
Of course, Y (j) must now be appropriately sampled. Running short i.i.d. samples of (3.8) using, for instance, MALA, the algorithm introduces three additional numerical parameters: N s , the number of samples; δt, the fine scale time step; and N δt , the number of fine scale time steps. We must also specify initial conditions.
With estimates of V γ and ∇V γ , we then use them as the smoothed landscapes in our coupled independence sampler scheme or our Modified MALA scheme.
Numerical experiments
In this section we demonstrate, numerically, how roughness can impede MALA, and how RWM, along with the methods discussed in Section 3, can resist the roughness. In these computational examples, we use the Metropolis rule, (2.2a).
Rough harmonic potential
As a first example, we consider a potential of type (1.13), with
This is pictured in Figure 3 at various values of . We explore this potential by varying both and the dimension n. A priori, we do not know the optimal value of σ for each and n pair, for each algorithm. Thus, we examine a range of σ values, run long trajectories for each, and then empirically estimate the one with the maximum MSD. See Figure 4 for examples of such a computation. In this way we are able to compare performance across methods. In these experiments inverse temperature is restored to the value β = 5 and 10 8 iterations are performed in each run. Having estimated the optimal σ, we can then compare performance between the algorithms, as a function of and n. This is shown in Figure 5 . This reveals that, as predicted in Section 2, σ ∝ for MALA, provided n is large enough. Furthermore, at the optimal value of σ, while MALA will have a comparatively high acceptance rate, the mixing, as measured by the MSD, is impeded because of the smallness of σ. Also note that the mean acceptance rates across a range of and n deviate from the idealized n → ∞ RWM and MALA values.
Since RWM, Modified MALA, and the Independence sampler are all robust to → 0, we examined amplification in performance at different and n, as Table 1 : Ratios of the MSD at optimal σ for Modified MALA and Independence sampler to the RWM for the rough harmonic landscape, (4.1). As → 0, the amplification in performance saturates, but increases with dimension. The Independence sampling method appears to give better performance in moderate to high dimension.
(a) Modified MALA Sampler n = 1 n = 10 n = 20 n = 50 n = 100 2 This is shown in Table 1 . The alternative methods always beat RWM, and, there is greater improvement in higher dimension, though the performance improvement saturates as → 0. The independence method typically outperforms the Modified MALA method.
Rough double well potential
We repeat the experiment from Section 4.1 for a more challenging problem of sampling from the distribution given by the potential
with parameters otherwise the same as in the harmonic case. Results here are shown in Figure 6 and Table 2 . These are consistent with the experiments for the harmonic potential. Furthermore, in Figure 7 , we repeat the experiment from Figure 2 with n = 1, but for the Modified MALA and the Independence sampling schemes. Computing at σ = 1, we see better mixing than in Figure 2 , for the same rough energy landscape. Observe that the optimal σ ∝ , as predicted. Also note that while MALA maintains a comparatively higher acceptance rate, because its step size is shrinking, the mixing rate, as measured by the MSD vanishes with (color online). Observe that the optimal σ ∝ , as predicted. Also note that while MALA maintains a comparatively higher acceptance rate, because its step size is shrinking, the mixing rate, as measured by the MSD vanishes with (color online). Table 2 : Ratios of the MSD at optimal σ for Modified MALA and Independence sampler to the RWM for the rough double well landscape, (4.3). As → 0, the amplification in performance saturates, but increases with dimension. The Independence sampling method appears to give better performance in moderate to high dimension. In contrast to the harmonic potential, the n = 100 results are somewhat less well converged here, though they still suggest improvement.
(a) Modified MALA Sampler n = 1 n = 10 n = 20 n = 50 n = 100 2 
Results in dimension n = 1
We briefly consider the behavior in dimension one for the harmonic potential and the double well. In both cases, as shown in Figure 8 , the optimal σ ∝ √ , not σ ∝ . Thus, while the performance of MALA will also degrade in n = 1, a different scaling appears here. As discussed in Section 2.2, it should not be too surprising that there is deviation here, as the weak correlation approximation will not hold in n = 1. This is consistent with the analysis of Section 2.4.
Local entropy approximations
We briefly consider the possibility of using local entropy, introduced in Section 3.3 with (3.4) and (3.5) . This approach may be of use in problems where no straightforward scale separation, of the sort found in (1.2), is present in the energy landscape. As motivation we consider the potential in dimension one 4) where the c j and k j are random, from a particular distribution. Indeed, taking M = 10 and c j ∼ U (−.1, .1), log(k j ) ∼ U (10 1 , 10 3 ), we obtain the landscape shown in Figure 9 , along with the leading contribution, V 0 , and V γ obtained through a numerical quadrature at β = 5 and γ = 0.05. Clearly, the local entropy approximation eliminates the fine scale roughness found in the original potential.
In general, Monte Carlo approximations of V γ and ∇V γ will be needed, as a quadrature will be impractical in high dimension. An example of this is shown in Figure 10 . In Figure 10 (a), we compare V 0 , V γ and a Monte Carlo estimate of V γ computed using (3.7) with N s = 10 2 . In Figure 10 (b), we compare ∇V 0 , ∇V γ , and a Monte carlo estimate of V γ , computed using (3.9). In this latter figure, we take N s = 10 4 , and each sample is obtained by taking N δt = 4 time steps with δt = 1 in a variant of MALA that exactly linearly integrates the Ornstein-Uhlenbeck component of (3.8) . Obviously, there are many options for how Monte Carlo estimates of V γ and ∇V γ can be obtained. We will return to this in the discussion.
Discussion
We have examined a class of rough energy landscapes where the performance of MALA can be driven to zero, even in a finite dimension, at the optimally scaled σ. This defect of the scheme is suggested by asymptotic scaling and numerical experiments, where, for n sufficiently large, the optimal scaling is σ ∝ . In contrast, in a low dimension, such as n = 1, the scaling appears to be σ ∝ √ . A fully rigorous basis for these scaling relations in a finite dimension remains an open problem. It would also be of interest to investigate different regimes when n → ∞ and → 0, simultaneously.
On the other hand, we have demonstrated that RWM along with the Modified MALA and the MCMC independence sampler are insensitive to the roughness of the landscape. While modified MALA and the MCMC independence sampler require a smoothed energy landscape for proposals, RWM is a viable option without additional information. Indeed, Theorem 1 tells us that for rough energy landscapes like (1.2), with roughness bounded uniformly in , if the proposal of the MCMC scheme is -indepedent, then the performance will be insensitive to .
Smoothed energy landscapes might be available through a known decomposition like (1.2). We conjecture, that the optimal choice of approximate landscapes for potentials like (1.2) corresponds to the homogenized energy landscapes discussed in [3] [4] [5] . Unfortunately, computing such smoothed energies requires solving an elliptic PDE in a space of the same dimension as the considered state space; a Monte Carlo estimator of the solution may partially overcome this difficulty. Alternatively, physical knowledge of the system may motivate some choice for a surrogate smoothed landscape.
When these options are not available, the local entropy approximation is another possibility. The challenge to using local entropy, which we do not further develop here, is that unless the problem is in a very low dimension, auxiliary sampling algorithms must be formulated and tuned to first estimate V γ and ∇V γ . This task would involve determining a sample size, a sampling strategy, and some form of parallelization in order to outperform simpler alternatives like RWM.
Finally, the weakness of MALA in the presence of roughness can be seen as the MCMC manifestation of stiffness. We conjecture that it is a generic problem in gradient based MCMC methods, including HMC. Indeed, the magnitude of ∇V in HMC will constrain the time step of, for instance, the Verlet method used in the Hamiltonian flow subroutine. Thus, the number of force calls per HMC step will tend to increase with roughness degrading the overall performance. An investigation of HMC, is another outstanding problem.
Next we observe that (x − y) 2 e R(x,y) g x (x)g y (y|x) = (x − y) 2 g x (y)g y (x|x). (B.2)
Furthermore we note that the set R(x, y) > 0 corresponds to |x| > |y| and R(x, y) < 0 corresponds to |x| < |y|. We can thus use the symmetry (x, y) → (y, 
