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Abstract. In this paper we consider conical square functions in the Bessel, Laguerre and
Schrödinger settings where the functions take values in UMD Banach spaces. Following a recent
paper of Hytönen, van Neerven and Portal [31], in order to define our conical square functions,
we use γ-radonifying operators. We obtain new equivalent norms in the Lebesgue-Bochner spaces
Lp((0,∞),B) and Lp(Rn,B), 1 < p < ∞, in terms of our square functions, provided that B is a
UMD Banach space. Our results can be seen as Banach valued versions of known scalar results
for square functions.
1. Introduction
In this paper we obtain equivalent norms in the Lebesgue-Bochner space Lp(Rn,B), 1 < p <∞,
where B is a UMD Banach space. In order to do this we consider conical square functions defined
via fractional derivatives of Poisson semigroups associated with Bessel, Laguerre and Schrödinger
operators. According to the ideas developed by Hytönen, van Neerven and Portal [31] we use
appropriate tent spaces using γ-radonifying operators (or, in other words, methods of stochastic
analysis in a Banach valued setting).
We denote by Pt(z), the classical Poisson kernel in Rn, that is,
Pt(z) = cn
t
(|z|2 + t2)(n+1)/2 , t > 0 and z ∈ R
n,
where cn = Γ((n+ 1)/2)/pi(n+1)/2.
Segovia and Wheeden [43] introduced fractional derivatives as follows. Suppose that β > 0 and
m ∈ N is such that m − 1 ≤ β < m. If F : Ω × (0,∞) −→ C is a reasonable nice function, where
Ω ⊂ Rn, the β-th derivative with respect to t of F is defined by
∂βt F (x, t) =
e−ipi(m−β)
Γ(m− β)
∫ ∞
0
∂mt F (x, t+ s)s
m−β−1ds t > 0 and x ∈ Ω.
In [43] this fractional derivative was used to get characterizations of classical Sobolev spaces.
As in [50] we define the β-conical square function Sβ by
Sβ(f)(x) =
(∫
Γ(x)
∣∣∣tβ∂βt Pt(f)(y)∣∣∣2 dydttn+1
)1/2
, x ∈ Rn,
where Pt(f) denotes the Poisson integral of f , that is,
(1) Pt(f)(x) =
∫
Rn
Pt(x− y)f(y)dy, x ∈ Rn, t > 0,
and, for every x ∈ Rn, Γ(x) = {(y, t) ∈ Rn × (0,∞) : |x− y| < t}. According to [50, Theorems 5.3
and 5.4] the square function Sβ defines an equivalent norm in Lp(Rn), 1 < p <∞.
Theorem A. Let 1 < p <∞ and β > 0. Then, there exists C > 0 such that
(2)
1
C
‖f‖Lp(Rn) ≤ ‖Sβ(f)‖Lp(Rn) ≤ C‖f‖Lp(Rn), f ∈ Lp(Rn).
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The equivalence in Theorem A for β ∈ N can also be encountered in [31], [36] and [45].
Coifman, Meyer and Stein [17] introduced a family of spaces called tent spaces. These tent spaces
are well adapted to certain questions related to harmonic analysis. Suppose that 1 ≤ p, q < ∞.
The tent space T qp (Rn) consists of all those measurable functions g on Rn × (0,∞) such that
Aq(g) ∈ Lp(Rn), where
Aq(g)(x) =
(∫
Γ(x)
|g(y, t)|q dydt
tn+1
)1/q
, x ∈ Rn.
The norm ‖ · ‖T qp (Rn) in T qp (Rn) is defined by ‖g‖T qp (Rn) = ‖Aq(g)‖Lp(Rn), g ∈ T qp (Rn).
More recently Harboure, Torrea and Viviani [29] have simplified some proofs of properties in [17]
by using vector valued harmonic analysis techniques. Note that the result in Theorem A can be
rewritten in terms of tent spaces as follows. If 1 < p < ∞ and β > 0, then, for every f ∈ Lp(Rn),
tβ∂βt Pt(f) ∈ T 2p (Rn) and
1
C
‖f‖Lp(Rn) ≤ ‖tβ∂βt Pt(f)‖T 2p (Rn) ≤ C‖f‖Lp(Rn),
where C > 0 does not depend on f .
Assume that B is a Banach space. In order to show a version of Theorem A for the Lebesgue-
Bochner space Lp(Rn,B), the most natural definition of the β-conical square function Sβ,B is the
following
Sβ,B(f)(x) =
(∫
Γ(x)
‖tβ∂βt Pt(f)(y)‖2B
dydt
tn+1
)1/2
, f ∈ Lp(Rn,B), 1 < p <∞.
This type of Banach valued conical function has been considered in [36], [50] and [56]. Since a
Banach space B has Lusin type 2 and Lusin cotype 2 if, and only if, B is isomorphic to a Hilbert
space, from [50, Theorems 5.3 and 5.4] we can deduce the following result.
Theorem B. Assume that B is a Banach space, 1 < p < ∞ and β > 0. The following assertions
are equivalent:
(i) B is isomorphic to a Hilbert space.
(ii) There exists C > 0 such that
1
C
‖f‖Lp(Rn,B) ≤ ‖Sβ,B(f)‖Lp(Rn) ≤ C‖f‖Lp(Rn,B), f ∈ Lp(Rn,B).
In order to extend the equivalence (2) to Lp(Rn,B), 1 < p <∞, when B is a Banach space which
is not isomorphic to a Hilbert space, Hytönen, van Neerven and Portal [31] introduced new Banach
valued tent function spaces. They considered UMD Banach spaces and γ-radonifying operators.
As it is well-known, the Hilbert transform H defined by
H(f)(x) = lim
ε→0+
1
pi
∫
|x−y|>ε
f(y)
x− y dy, a.e. x ∈ R,
is a bounded operator from Lp(R) into itself, 1 < p <∞, and from L1(R) into L1,∞(R).
Suppose that B is a Banach space. The Hilbert transform can be defined in Lp(R)⊗B, 1 < p <∞,
in the obvious way. It is said that B is UMD, provided that
‖H(f)‖Lp(R,B) ≤ Cp‖f‖Lp(R,B), f ∈ Lp(R)⊗ B.
The main properties of UMD Banach spaces were established by Bourgain [15], Burkholder [16] and
Rubio de Francia [42].
Assume that {γj}∞j=1 is a sequence of independent standard normal variables defined on some
probabilistic space (Ω,F,P). Let H be a Hilbert space and let B be a Banach space. We say that a
linear operator T : H → B is γ-summing (shortly T ∈ γ∞(H,B)) when
‖T‖γ∞(H,B) = sup
(
E
∥∥∥ k∑
j=1
γjT (hj)
∥∥∥2
B
)1/2
<∞,
where the supremum is taken over all finite orthonormal family h1, . . . , hk in H. Here, by E we
denote the expectation with respect to P. The space γ∞(H,B) becomes a Banach space when it
is endowed with the norm ‖ · ‖γ∞(H,B). The space of γ-radonifying operators (shortly, γ(H,B))
is the closure in γ∞(H,B) of the subspace spanned by the finite rank operators from H into B.
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According to [51, Proposition 3.15], if H is separable and {hj}∞j=1 is an orthonormal basis in H,
then T ∈ γ(H,B) if, and only if, the series
∞∑
j=1
γjThj converges in L2(Ω,B) and, in this case,
‖T‖γ∞(H,B) =
(
E
∥∥∥ ∞∑
j=1
γjThj
∥∥∥2
B
)1/2
.
We will write ‖T‖γ(H,B) = ‖T‖γ∞(H,B), T ∈ γ(H,B).
Hoffman-Jorgensen [30] and Kwapień [34] established that γ(H,B) = γ∞(H,B) provided that
the Banach space B does not contain any closed subspace isomorphic to c0. We recall that UMD
Banach spaces satisfy this property.
Suppose that (M,M, µ) is a measure space and H = L2(M,M, µ). A function f : M → B is said
to be weakly L2 when, for every L ∈ B∗, the function L ◦ f ∈ H. Then, there exists a bounded and
linear operator Tf : H → B (shortly Tf ∈ L (H,B)) such that, for every L ∈ B∗,
〈L, Tf (h)〉B∗,B =
∫
M
〈L, f(t)〉B∗,Bh(t)dµ(t), h ∈ H,
provided that f is weakly L2. We say that f ∈ γ(M,µ;B) provided that Tf ∈ γ(H,B). If B does
not contain any closed subspace isomorphic to c0, then γ(M,µ,B) is a dense subspace of γ(H,B)
([34, Remark 2.16]).
Assume that B is a UMD Banach space and 1 < p <∞. Hytönen, van Neerven and Portal [31,
Definition 4.1] defined the tent space T 2p (Rn,B) as the completion of C∞c (Rn × (0,∞))⊗ B, where
C∞c (Rn× (0,∞)) denotes the space of smooth functions with compact support in Rn× (0,∞), with
respect to the norm
‖f‖T 2p (Rn,B) = ‖Jf‖Lp(Rn,γ(H,B)),
where, from now on,
H = L2
(
Rn × (0,∞), dydt
tn+1
)
,
the functional J is defined by
J : f → [x→ [(y, t)→ χB(x,t)(y)f(y, t)]]
and B(x, t) = {y ∈ Rn : |x− y| < t}, x ∈ Rn and t > 0.
By taking into account that γ(H,C) ∼= H, it is clear that T 2p (Rn,C) = T 2p (Rn). Then, the tent
space T 2p (Rn,B) can be seen as a Banach valued extension of the classical tent space T 2p (Rn). The
main properties of the space T 2p (Rn,B) were established in [31], where Banach values tent spaces
associated with certain bisectorial operators were defined. An alternative and equivalent definition
for tent spaces T 2p (Rn,B) can be encountered in [33].
In [31, Theorem 8.2] (see also [33, Example, Section 4]) it was proved a vectorial extension of (2)
by using the tent spaces T 2p (Rn,B). In the following we extend in some sense (by considering any
positive order of derivatives) the result in [31, Theorem 8.2].
Theorem 1. Let 1 < p < ∞ and β > 0. Assume that B is a UMD Banach space. Then, there
exists C > 0 such that
1
C
‖f‖Lp(Rn,B) ≤ ‖tβ∂βt Pt(f)‖T 2p (Rn,B) ≤ C‖f‖Lp(Rn,B), f ∈ Lp(Rn,B).
Since T 2p (Rn,C) = T 2p (Rn) Theorem 2 is an extension of Theorem A to Lebesgue-Bochner spaces
Lp(Rn,B), 1 < p <∞, provided that B is a UMD. Note that a UMD Banach space is not necessarily
isomorphic to a Hilbert space.
We consider the Schrödinger operator LV in Rn defined by
LV = −∆ + V,
where ∆ represents the usual Laplacian operator, that is, ∆ =
∑n
j=1
∂2
∂x2j
. We assume that the
potential V 6≡ 0 is a nonnegative measurable function for which there exist s > n/2 and C > 0 such
that, for every ball B in Rn,
(3)
(∫
B
V (x)sdx
)1/s
≤ C
∫
B
V (x)dx.
When V satisfies (3) we say that V verifies the s-reverse Hölder inequality and we write V ∈
RHs(Rn).
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In a precise way our Schrödinger operator LV is defined as follows. We consider the sesquilinear
form QV given by
QV [f, g] =
∫
Rn
∇f(x)∇g(x)dx+
∫
Rn
V (x)f(x)g(x)dx, (f, g) ∈ D(QV ),
where ∇ denotes the usual gradient. The domain D(QV ) of Q is the product DV ×DV , where
DV = {f ∈ L2(Rn) : |∇f | ∈ L2(Rn) and V 1/2f ∈ L2(Rn)}.
The Schrödinger operator LV is the unique selfadjoint operator such that its domain is DV and
〈LV f, g〉 = QV [f, g], f, g ∈ DV .
It is clear that C∞c (Rn), the space of smooth functions with compact support in Rn, is contained
in DV and LV = LV on C∞c (Rn). LV is a positive operator.
The semigroup of operators {WLVt }t>0 generated by −LV in L2(Rn) can be written as
WLVt (f) =
∫
[0,∞)
e−tλELV (dλ)f, f ∈ L2(Rn) and t > 0,
where ELV denotes the spectral measure for LV .
For every t > 0 there exists a measurable function WLVt (x, y), x, y ∈ Rn, such that for each
f ∈ L2(Rn),
(4) WLVt (f)(x) =
∫
Rn
WLVt (x, y)f(y)dy.
Moreover, according to the Feynman-Kac formula ([22, p. 280]), we have that∣∣∣WLVt (x, y)∣∣∣ ≤ C e−|x−y|2/4ttn/2 , x, y ∈ Rn and t > 0.
Then, the integral in (4) is absolutely convergent for every f ∈ Lp(Rn), 1 ≤ p ≤ ∞. The family
{WLVt }t>0, where WLVt , t > 0, is defined by (4), is a positive bounded semigroup in Lp(Rn),
1 ≤ p <∞, generated by −LV . {WLVt }t>0 is not Markovian because V 6≡ 0.
The semigroup of operators {PLVt }t>0 subordinated to {WLVt }t>0, also called Poisson semigroup
associated to LV , is defined by
PLVt (f)(x) =
t
2
√
pi
∫ ∞
0
e−t
2/4u
u3/2
WLVu (f)(x)du, f ∈ Lp(Rn), 1 ≤ p <∞ and t > 0.
An important special case of Schrödinger operator is the Hermite operatorH (also called harmonic
oscillator) that appears when V (x) = |x|2, x ∈ Rn.
Harmonic analysis associated with Schrödinger and Hermite operators has been developed in the
last years by several authors ([2], [7], [13], [14], [20], [21], [22], [24], [44], [46] and [48], amongst
others).
Our second result establishes the equivalence in Theorem 2 when the classical Poisson semigroup
is replaced by the Poisson semigroups {PLVt }t>0 or {PHt }t>0.
Theorem 2. Let 1 < p <∞ and β > 0. Assume that B is a UMD Banach space.
(i) If V ∈ RHs(Rn) for some s > n/2, and n ≥ 3, then there exists C > 0 such that
1
C
‖f‖Lp(Rn,B) ≤ ‖tβ∂βt PLVt (f)‖T 2p (Rn,B) ≤ C‖f‖Lp(Rn,B), f ∈ Lp(Rn,B).
(ii) For every n ∈ N, there exists C > 0 such that
1
C
‖f‖Lp(Rn,B) ≤ ‖tβ∂βt PHt (f)‖T 2p (Rn,B) ≤ C‖f‖Lp(Rn,B), f ∈ Lp(Rn,B).
Since T 2p (Rn,C) = T 2p (Rn), 1 < p < ∞, the scalar results can be deduced as special cases of
Theorem 2.
We now define the space T 2p ((0,∞),B), 1 < p <∞, where B is again a UMD Banach space. Let
1 < p < ∞. The tent space T 2p ((0,∞),B) is the completion of C∞c (0,∞) ⊗ B with respect to the
norm
‖f‖T 2p ((0,∞),B) = ‖J+f‖Lp((0,∞),γ(H+,B)),
where, from now on,
H+ = L
2
(
(0,∞)2, dydt
t2
)
,
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the functional J+ is defined by
J+ : f → [x→ [(y, t)→ χB+(x,t)(y)f(y, t)]]
and B+(x, t) = {y ∈ (0,∞) : |x− y| < t}, x, t ∈ (0,∞). Here, by C∞c (0,∞) we denote the space of
smooth functions with compact support on (0,∞).
We will use the tent space T 2p ((0,∞),B) to get equivalent norms in the Lebesgue-Bochner space
Lp((0,∞),B), for every 1 < p <∞ and every UMD Banach space B. Our new norms (see Theorems
3 and 4 below) involve Poisson semigroups associated with Bessel and Laguerre operators.
Harmonic analysis in the Bessel setting began with the deep paper of Muckhenhoupt and Stein
[39]. Recently, operators related to the harmonic analysis (Riesz transform, Littlewood-Paley func-
tions, maximal operators, multipliers,. . . ) in the Bessel context have been investigated (see, for
instance, [4], [9], [10], [12] and [54]). We consider the Bessel operator on (0,∞),
Bλ = −xλDx2λDx−λ = − d
2
dx2
+
λ(λ− 1)
x2
,
where λ > 0. The Hankel transform hλ is defined by
hλ(f)(x) =
∫ ∞
0
√
xyJλ−1/2(xy)f(y)dy, f ∈ L1(0,∞),
where Jα denotes the Bessel function of the first kind and order α. hλ plays with respect to
the Bessel operator the same role as the Fourier transform with respect to the classical Laplacian
operator. hλ can be extended from L1(0,∞) ∩ L2(0,∞) to L2(0,∞) as an isometry in L2(0,∞)
([49, Ch. VIII]). By using well-known properties of the Bessel function Jα we can deduce that, for
every f ∈ C∞c (0,∞),
hλ(Bλf)(x) = x
2hλ(f)(x), x ∈ (0,∞),
([57, Lemma 5.4-1(5)]). We define the operator Bλ by
Bλ(f) = hλ(x
2hλ(f)), f ∈ D(Bλ),
where the domain D(Bλ) of Bλ is given by
D(Bλ) = {f ∈ L2(0,∞) : y2hλ(f) ∈ L2(0,∞)}.
Since h−1λ = hλ in L
2(0,∞), C∞c (0,∞) ⊂ D(Bλ) and Bλf = Bλf , f ∈ C∞c (0,∞). The operator
−Bλ generates a positive and bounded semigroup of operators {WBλt }t>0 in Lp(0,∞), for every
1 ≤ p < ∞. Moreover, the Poisson semigroup {PBλt }t>0 associated with the Bessel operator Bλ
can be written as
PBλt (f)(x) =
∫ ∞
0
PBλt (x, y)f(y)dy, t ∈ (0,∞),
for every f ∈ Lp(0,∞), 1 ≤ p <∞. Here the Poisson kernel PBλt (x, y), t, x, y ∈ (0,∞), is given by
([39, (16.4)], [55])
PBλt (x, y) =
2λ(xy)λt
pi
∫ pi
0
(sin θ)2λ−1
(t2 + (x− y)2 + 2xy(1− cos θ))λ+1 dθ, t, x, y ∈ (0,∞).
Theorem 3. Let 1 < p < ∞ and β, λ > 0. Assume that B is a UMD Banach space. Then, there
exists C > 0 such that
1
C
‖f‖Lp((0,∞),B) ≤ ‖tβ∂βt PBλt (f)‖T 2p ((0,∞),B) ≤ C‖f‖Lp((0,∞),B), f ∈ Lp((0,∞),B).
Muckenhoupt ([37] and [38]) began the study of harmonic analysis associated to Laguerre opera-
tors. Later, Dinger [18] established Lp-boundedness properties for the maximal operator defined by
the n-dimensional heat semigroup in the Laguerre context. In the last years a lot of authors have
investigated harmonic analysis operators related to Laguerre operators (see, for instance, [11], [19],
[25], [28], [29], [41], [51], and [53]).
We consider the Laguerre operator on (0,∞)
Lα = − d
2
dx2
+
α2 − 1/4
x2
+ x2,
where α > −1/2. For every k ∈ N, we have that
Lαϕ
α
k = 2(2k + α+ 1)ϕ
α
k ,
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where
ϕαk (x) =
(
2Γ(k + 1)
Γ(k + α+ 1)
)1/2
e−x
2/2xα+1/2`αk (x
2), x ∈ (0,∞),
and `αk represents the k-th Laguerre polynomial of order α ([47, p. 100–102]). The sequence {ϕαk}k∈N
is an orthonormal basis in L2(0,∞).
We define the operator Lα as follows
Lαf = 2
∞∑
k=0
(2k + α+ 1)cαk (f)ϕ
α
k , f ∈ D(Lα),
where, for every k ∈ N,
cαk (f) =
∫ ∞
0
ϕαk (x)f(x)dx, f ∈ L2(0,∞),
and the domain D(Lα) of Lα is given by
D(Lα) = {f ∈ L2(0,∞) :
∞∑
k=0
(2k + α+ 1)2|cαk (f)|2 <∞}.
The operator −Lα generates a positive and bounded semigroup {WLαt }t>0 in L2(0,∞), given by
WLαt (f) =
∞∑
k=0
e−2(2k+α+1)cαk (f)ϕ
α
k , f ∈ L2(0,∞) and t > 0.
Mehler’s formula for Laguerre polynomials ([48, p. 8]) allows us to write, for each f ∈ L2(0,∞),
(5) WLαt (f)(x) =
∫ ∞
0
WLαt (x, y)f(y)dy, t, x ∈ (0,∞),
where
(6) WLαt (x, y) =
(
2e−2t
1− e−4t
)1/2(
2xye−2t
1− e−4t
)1/2
Iα
(
2xye−2t
1− e−4t
)
exp
(
−1
2
(x2 + y2)
1 + e−4t
1− e−4t
)
,
and Iα represents the modified Bessel function of the first kind and order α.
Moreover, if WLαt is defined by (5), for every t > 0, then {WLαt }t>0 is a positive and bounded
semigroup of operators in Lp(0,∞), 1 ≤ p <∞.
As usual the Poisson semigroup {PLαt }t>0 associated with Lα is defined as the one subordinated
to {WLαt }t>0, that is, for every t > 0,
(7) PLαt (f)(x) =
t
2
√
pi
∫ ∞
0
e−t
2/4u
u3/2
WLαu (f)(x)du, f ∈ Lp(0,∞) and 1 ≤ p <∞.
Theorem 4. Let 1 < p < ∞ and α, β > 0. Assume that B is a UMD Banach space. Then, there
exists C > 0 such that
1
C
‖f‖Lp((0,∞),B) ≤ ‖tβ∂βt PLαt (f)‖T 2p ((0,∞),B) ≤ C‖f‖Lp((0,∞),B), f ∈ Lp((0,∞),B).
In the following sections we prove Theorems 1, 2, 3 and 4.
Throughout this paper by C and c we always denote positive constants that can change in each
occurrence.
2. Proof of Theorem 1
We split the proof of Theorem 1 in the Lemmas 2.1 and 2.3 below. We are going to use the
arguments developed in [31, Theorem 8.2].
Lemma 2.1. Let B be a UMD Banach space, 1 < p < ∞ and β > 0. Then, there exists C > 0
such that
(8) ‖tβ∂βt Pt(f)‖T 2p (Rn,B) ≤ C‖f‖Lp(Rn,B), f ∈ Lp(Rn,B).
Proof. Let f ∈ Lp(Rn,B). It is not hard to see that, for every k ∈ N,
∂kt Pt(f)(x) =
∫
Rn
∂kt Pt(x− y)f(y)dy, x ∈ Rn and t > 0.
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Assume that m ∈ N is such that m− 1 ≤ β < m. We have that
∂βt Pt(f)(x) =
e−ipi(m−β)
Γ(m− β)
∫ ∞
0
sm−β−1
∫
Rn
∂mt Pt+s(x− y)f(y)dyds
=
e−ipi(m−β)
Γ(m− β)
∫
Rn
f(y)
∫ ∞
0
sm−β−1∂mt Pt+s(x− y)dsdy
=
∫
Rn
∂βt Pt(x− y)f(y)dy, x ∈ Rn and t > 0.
The interchange in the order of integration is justified because
(9)
∫ ∞
0
∫
Rn
‖f(y)‖Bsm−β−1|∂mt Pt+s(x− y)|dyds <∞, x ∈ Rn and t > 0.
Indeed, according to Fa di Bruno’s formula ([26, (4.6)]) we can write, for each n ≥ 2, t > 0 and
z ∈ Rn,
∂mt
[
t
(t2 + |z|2)(n+1)/2
]
=
1
1− n∂
m+1
t
[
1
(t2 + |z|2)(n−1)/2
]
=
1
1− n
b(m+1)/2c∑
`=0
(−1
2
)m+1−`
(n− 1)(n+ 1) · . . . · (n− 1 + 2(m− `))Em,` t
m+1−2`
(t2 + |z|2)(n+1+2(m−`))/2 ,
(10)
and
∂mt
[
t
t2 + |z|2
]
=
1
2
∂m+1t ln(t
2 + |z|2) = 1
2
b(m+1)/2c∑
`=0
(−1)m−`(m− `)!Em,` t
m+1−2`
(t2 + |z|2)m+1−` ,(11)
where Em,` = 2m+1−2`(m+ 1)!/(`!(m+ 1− 2`)!). From (10) and (11) we deduce that∣∣∣∣∂mt [ t(t2 + |z|2)(n+1)/2
]∣∣∣∣ ≤ C 1(t+ |z|)m+n , z ∈ Rn and t > 0.
Then,∫ ∞
0
sm−β−1
∣∣∣∣∂mt t+ s((t+ s)2 + |x− y|2)(n+1)/2
∣∣∣∣ ds ≤ C ∫ ∞
0
sm−β−1
(t+ s+ |x− y|)m+n ds
≤ C 1
(t+ |x− y|)n+β , x, y ∈ R
n, t > 0,
and Hölder inequality allows us to obtain (9).
Also, we have that
(12) |tβ∂βt Pt(x− y)| ≤ C
tβ
(t+ |x− y|)n+β , x, y ∈ R
n, t > 0.
To simplify we write
(Sf)(t, y) =
∫
Rn
k(y, z, t)f(z)dz, f ∈ Lp(Rn,B),
where k(y, z, t) = tβ∂βt Pt(y − z), y, z ∈ Rn and t > 0. Our objective is to see that S is a bounded
operator from Lp(Rn,B) into T 2p (Rn,B). In order to do this we use [31, Theorem 4.8].
We consider the operator
(Sg)(t, y) =
∫
Rn
k(y, z, t)g(z)dz, g ∈ L2(Rn).
As usual, for every g ∈ L2(Rn), we denote by ĝ the Fourier transform of g and by qg the inverse
Fourier transform of g. Let g ∈ L2(Rn). It is well-known that
∂kt Pt(g)(y) = ((−1)k|z|ke−t|z|ĝ)q, k ∈ N.
Since (−1)k|z|ke−t|z|ĝ ∈ L1(Rn), t > 0 and k ∈ N, we can write
∂kt Pt(g)(y) =
(−1)k
(2pi)n/2
∫
Rn
eiyz|z|ke−t|z|ĝ(z)dz.
8 J.J. BETANCOR, A.J. CASTRO, J.C. FARIÑA, AND L. RODRÍGUEZ-MESA
Hence,
∂βt Pt(g)(y) =
(−1)me−ipi(m−β)
(2pi)n/2Γ(m− β)
∫ ∞
0
sm−β−1
∫
Rn
eiyz|z|me−(t+s)|z|ĝ(z)dzds
=
eipiβ
(2pi)n/2Γ(m− β)
∫
Rn
eiyz|z|me−t|z|ĝ(z)
∫ ∞
0
e−s|z|sm−β−1dsdz
=
eipiβ
(2pi)n/2
∫
Rn
eiyz|z|βe−t|z|ĝ(z)dz = eipiβ(|z|βe−t|z|ĝ(z))q.(13)
The interchange of the order of integration is justified by the absolute convergence of the integral.
Thus, Plancherel equality leads to
‖Sg‖2T 22 (Rn) =
∫
Rn
∫
Γ(x)
|(Sg)(y, t)|2 dydt
tn+1
dx =
∫
Rn
∫
Γ(x)
|tβ∂βt Pt(g)(y)|2
dydt
tn+1
dx
=
∫
Rn
∫
Γ(x)
|(e−t|z|(t|z|)β ĝ(z))q(y)|2 dydt
tn+1
dx
=
∫ ∞
0
∫
Rn
∫
B(y,t)
|(e−t|z|(t|z|)β ĝ(z))q(y)|2 dxdydt
tn+1
= vn
∫ ∞
0
∫
Rn
|(e−t|z|(t|z|)β ĝ(z))q(y)|2 dydt
t
= vn
∫ ∞
0
∫
Rn
|e−t|z|(t|z|)β ĝ(z)|2 dzdt
t
= vn
Γ(2β)
22β
∫
Rn
|ĝ(z)|2dz = vnΓ(2β)
22β
‖g‖2L2(Rn),
where vn is the volume of the unit ball in Rn. Hence, S is a bounded operator from L2(Rn) into
T 22 (Rn).
We now prove that
(14) |∇zk(y, z, t)| ≤ C t
β
(t+ |y − z|)n+β+1 , y, z ∈ R
n and t > 0.
Let j = 1, . . . , n. According to (10) and (11) we obtain
∂j∂
m
t
[
t
(t2 + |z|2)(n+1)/2
]
=
b(m+1)/2c∑
`=0
al
tm+1−2lzj
(t2 + |z|2)(n+3+2(m−l))/2 , z ∈ R
n and t > 0,
for certain al ∈ R. Then,∣∣∣∣tβ∂j∂mt [ t(t2 + |z|2)(n+1)/2
]∣∣∣∣ ≤ C tβ(t+ |z|)n+m+1 , z ∈ Rn and t > 0.
By proceeding as in the proof of (12) we get
|∂jk(y, z, t)| ≤ C t
β
(t+ |y − z|)n+1+β , y, z ∈ R
n and t > 0.
Thus (14) is established.
From (14) and by using the mean value theorem we can deduce that
|k(y, z, t)− k(y, z′, t)| ≤ C t
β |z − z′|
(t+ |y − z|)n+β+1 ,
provided that t > 0, y, z, z′ ∈ Rn and |y − z|+ t > 2|z − z′|.
Moreover, we can write∫
Rn
k(y, z, t)dz = tβ∂βt
∫
Rn
Pt(y − z)dz = 0, t > 0 and y ∈ Rn.
According to [31, Theorem 4.8], the operator SB = S ⊗ IB can be extended from C∞c (Rn) ⊗ B
to Lp(Rn,B) as a bounded operator S˜B from Lp(Rn,B) into T 2p (Rn,B). Also, as a special case, the
operator S can be extended from C∞c (Rn) to Lp(Rn) as a bounded operator S˜C from Lp(Rn) into
T 2p (Rn). We are going to show that S = S˜B on Lp(Rn,B).
In order to get a better understanding of the proof we see firstly that S˜C = S on Lp(Rn), where
(Sg)(t, y) =
∫
Rn
k(y, z, t)g(z)dz, g ∈ Lp(Rn).
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Let f ∈ Lp(Rn). We choose a sequence (fk)k∈N in C∞c (Rn) such that
fk −→ f, as k →∞, in Lp(Rn).
Then,
Sfk −→ S˜Cf, as k →∞, in T 2p (Rn).
Hence, (J(Sfk))k∈N converges to a function g ∈ Lp(Rn, H). There exists an increasing sequence
(k`)`∈N ⊂ N and a subset Ω ∈ Rn such that |Rn \ Ω| = 0 and, for every x ∈ Ω,
(15) [J(Sfk`)](x) −→ g(x), as `→∞, in H.
On the other hand, according to (12) we have that, for every ` ∈ N,∣∣∣S(f − fk`)(t, x)∣∣∣ ≤ ∫
Rn
|f(y)− fk`(y)||tβ∂βt Pt(y − x)|dy
≤ C
∫
Rn
|f(y)− fk`(y)|
tβ
(t+ |x− y|)n+β dy
≤ C‖f − fk`‖Lp(Rn)tβ
(∫
Rn
1
(t+ |z|)(n+β)p′ dz
)1/p′
≤ Ct−n/p‖f − fk`‖Lp(Rn), x ∈ Rn and t > 0.(16)
Here p′ = p/(p− 1). From (16) we deduce that, for each ` ∈ N and ε > 0,∥∥∥[JS(fk` − f)](x)∥∥∥2
L2(Rn×(ε,∞), dydt
tn+1
)
≤ C‖fk` − f‖2Lp(Rn)
∫ ∞
ε
∫
B(x,t)
t−2n/p
dydt
tn+1
≤ C‖fk` − f‖2Lp(Rn)ε−2n/p, x ∈ Rn.
Then, for every ε > 0 and x ∈ Rn,
(17) J(Sfk`)(x) −→ J(Sf)(x), as `→∞, in L2
(
Rn × (ε,∞), dydt
tn+1
)
.
From (15) and (17) it follows that, for every x ∈ Ω, J(Sf)(x) = g(x) as elements of H. We conclude
that
J(Sfk) −→ J(Sf), as k →∞, in Lp(Rn, H).
Thus, we prove that
J(Sfk) −→ J(Sf), as k →∞, in Lp(Rn, γ(H,B)).
Hence, Sf = S˜Cf .
Almost the same proof works for every f ∈ Lp(Rn,B). Let f ∈ Lp(Rn,B). We choose a sequence
(fk)k∈N ⊂ C∞c (Rn)⊗ B such that
fk −→ f, as k →∞, in Lp(Rn,B).
Then,
SBfk −→ S˜Bf, as k →∞, in T 2p (Rn,B).
Hence, there exists G ∈ Lp(Rn, γ(H,B)) such that
J(SBfk) −→ G, as k →∞, in Lp(Rn, γ(H,B)).
There exists an increasing sequence (k`)`∈N ⊂ N and a set Ω ⊂ Rn such that |Rn \ Ω| = 0 and
J(SBfk`)(x) −→ G(x), as `→∞, in γ(H,B),
for every x ∈ Ω.
By proceeding as above we can see that, for every ε > 0 and x ∈ Rn,
J(SBfk`)(x) −→ J(Sf)(x), as `→∞, in L2
(
Rn × (ε,∞), dydt
tn+1
;B
)
.
Since γ(H,B) is continuously contained in the space L (H,B) of bounded linear operators from
H into B, we have that, for every x ∈ Ω,
J(SBfk`)(x) −→ G(x), as `→∞, in L (H,B).
Assume that h ∈ C∞c (Rn × (0,∞)) and L ∈ B∗. Then, for every x ∈ Ω,
〈L, [J(SBfk`)(x)](h)〉B∗,B −→ 〈L, [G(x)](h)〉B∗,B, as `→∞,
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being
[J(SBfk`)(x)](h) =
∫
Rn×(0,∞)
[J(SBfk`)(x)](y, t)h(y, t)
dydt
tn+1
, ` ∈ N.
Suppose that g =
∑s
m=1 bmgm, where s ∈ N, bm ∈ B and gm ∈ C∞c (Rn), m = 1, . . . , s. There
exists a set W ⊂ Rn such that |Rn \W | = 0 and, for every x ∈W ,
[J(SBg)(x)](y, t) = χB(x,t)(y, t)(SBg)(y, t) =
s∑
m=1
bmχB(x,t)(y, t)(Sgm)(y, t), (y, t) ∈ Rn × (0,∞),
is in L2
(
Rn × (0,∞), dydttn+1 ;B
)
and
〈L, [J(SBg)(x)](h)〉B∗,B =
s∑
m=1
〈L, bm〉B∗,B
∫
Γ(x)
(Sgm)(y, t)h(y, t)
dydt
tn+1
=
∫
Rn×(0,∞)
〈L, [J(SBg)(x)](y, t)〉B∗,Bh(y, t)dydt
tn+1
, x ∈W.
For every ` ∈ N, we denote by W` the set in Rn associated with fk` as above. We define
Ω0 = Ω ∩ (∩`∈NW`). We have that |Rn \ Ω0| = 0.
Let x ∈ Ω0. We can write
〈L, [G(x)](h)〉B∗,B = lim
`→∞
〈L, [J(SBfk`)(x)](h)〉B∗,B
= lim
`→∞
∫
Rn×(0,∞)
〈L, [J(SBfk`)(x)](y, t)〉B∗,Bh(y, t)
dydt
tn+1
=
∫
Rn×(0,∞)
〈L, [J(Sf)(x)](y, t)〉B∗,Bh(y, t)dydt
tn+1
.
We conclude that 〈L, [J(Sf)(x)](·, ·)〉B∗,B ∈ H, x ∈ Ω0. Then, for every x ∈ Ω0,
G(x) = [J(Sf)(x)](·, ·),
as elements of γ(H,B).
Hence, Sf = S˜Bf . Thus, (8) is proved. 
Before establishing the first inequality in Theorem 1 we need the following polarization formula.
Lemma 2.2. Let f ∈ C∞c (Rn)⊗ B and g ∈ C∞c (Rn)⊗ B∗. Then,∫
Rn
∫
Γ(x)
〈tβ∂βt Pt(g)(y), tβ∂βt Pt(f)(y)〉B∗,B
dydt
tn+1
dx = vn
Γ(2β)
22β
∫
Rn
〈g(y), f(y)〉B∗,Bdy,
where vn denotes the volume of the unit ball in Rn.
Proof. Suppose firstly that f, g ∈ C∞c (Rn). According to (13) and by using Plancherel equality we
get ∫
Rn
∫
Γ(x)
tβ∂βt Pt(f)(y)t
β∂βt Pt(g)(y)
dydt
tn+1
dx =
∫
Rn
∫
Γ(x)
tβ∂βt Pt(f)(y)t
β∂βt Pt(g)(y)
dydt
tn+1
dx
=
∫
Rn
∫
Γ(x)
[(|z|t)βe−t|z|f̂ ]q(y)[(|z|t)βe−t|z|ĝ]q(y)dydt
tn+1
dx
= vn
∫ ∞
0
∫
Rn
(|z|t)2βe−2t|z|f̂(z)ĝ(z)dzdt
t
= vn
Γ(2β)
22β
∫
Rn
f(y)g(y)dy.(18)
The interchanges in the order of integration are justified because the integrals are absolutely con-
vergent. In order to see this it is sufficient recall that the Littlewood-Paley-Stein function defined
by
gβ(f)(x) =
(∫ ∞
0
|tβ∂βt Pt(f)(x)|2
dt
t
)1/2
is bounded from L2(Rn) into itself.
From (18) we easily conclude the proof of this lemma. 
Lemma 2.3. Let B be a UMD Banach space, 1 < p < ∞ and β > 0. Then, there exists C > 0
such that
‖f‖Lp(Rn,B) ≤ C‖tβ∂βt Pt(f)‖T 2p (Rn,B), f ∈ Lp(Rn,B).
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Proof. Let f ∈ C∞c (Rn)⊗ B and g ∈ C∞c (Rn)⊗ B∗. Since B is a UMD Banach space, B∗ has also
the UMD property. According to Lemma 2.1, Lemma 2.2 and [32, Proposition 2.4] we can write∣∣∣∣∫
Rn
〈g(y), f(y)〉B∗,Bdy
∣∣∣∣
≤ C
∫
Rn
∫
Rn×(0,∞)
∣∣∣〈χB(x,t)(y, t)tβ∂βt Pt(g)(y), χB(x,t)(y, t)tβ∂βt Pt(f)(y)〉B∗,B∣∣∣ dydttn+1 dx
≤ C
∫
Rn
‖χB(x,t)(y, t)tβ∂βt Pt(f)(y)‖γ(H,B)‖χB(x,t)(y, t)tβ∂βt Pt(g)(y)‖γ(H,B∗)dx
≤ C‖tβ∂βt Pt(f)(y)‖T 2p (Rn,B)‖tβ∂βt Pt(g)(y)‖T 2p′ (Rn,B∗)
≤ C‖tβ∂βt Pt(f)(y)‖T 2p (Rn,B)‖g‖Lp(Rn,B∗).
Then, since C∞c (Rn) ⊗ B is a dense subspace of Lp(Rn,B), by taking into account Lemma 2.1 we
conclude the proof of this lemma. 
3. Proof of Theorem 2, (i)
3.1. Suppose that V ∈ RHs(Rn), where s > n/2 and n ≥ 3. We are going to show that, for every
f ∈ Lp(Rn,B),
‖tβ∂βt PLVt (f)‖T 2p (Rn,B) ≤ C‖f‖Lp(Rn,B).
In order to see this we cannot proceed as in the proof of Lemma 2.1. In this Schrödinger case [31,
Theorem 4.8] does not apply because ∂tPLVt (1) 6≡ 0. Note that, since lim
t→0+
PLVt (1)(x) = 1, x ∈ Rn,
if ∂tPLVt (1)(x) = 0, t > 0 and x ∈ Rn, then PLVt (1)(x) = 1, t > 0 and x ∈ Rn, and we could infer
that
0 = (∂tt − LV )PLVt (1)(x) = −V (x)PLVt (1)(x) = −V (x).
Hence, since V 6≡ 0, we have that ∂tPLVt (1)(x) 6≡ 0.
We define, for every x ∈ Rn,
ρ(x) = sup
{
r > 0 :
1
rn−2
∫
B(x,r)
V (y)dy ≤ 1
}
.
The function ρ (usually called critical radius) plays an important role in the development of the har-
monic analysis associated with LV (see, for instance, [20], [22], [24] and [44]). The main properties
of ρ can be encountered in [44, Section 1].
Suppose that f =
∑m
j=1 bjfj , where bj ∈ B and fj ∈ C∞c (Rn), j = 1, . . . ,m. It is clear that
tβ∂βt P
LV
t (f)(y) =
m∑
j=1
bjt
β∂βt P
LV
t (fj)(y), t > 0 and y ∈ Rn.
Moreover, for almost every x ∈ Rn, we have that χΓ(x)(y, t)tβ∂βt PLVt (f)(y) ∈ H ⊗ B. Indeed, let
g ∈ L2(Rn), we can write∫
Rn
∫
Γ(x)
∣∣∣tβ∂βt PLVt (g)(y)∣∣∣2 dtdytn+1 = vn
∫
Rn
∫ ∞
0
∣∣∣tβ∂βt PLVt (g)(y)∣∣∣2 dtdyt ,
where once again vn denotes the volume of the unit ball in Rn. Then, according to [1, Theorem A],
it follows that ∫
Rn
∫
Γ(x)
∣∣∣tβ∂βt PLVt (g)(y)∣∣∣2 dydttn+1 dx ≤ C‖g‖2L2(Rn).
Hence, for almost x ∈ Rn, tβ∂βt PLVt (g)(y)χΓ(x)(t, y) ∈ H ⊗ B.
To simplify, we write
KLV (f)(x; y, t) = tβ∂βt P
LV
t (f)(y)χΓ(x)(y, t), x, y ∈ Rn and t > 0.
We decompose the operator KLV as follows:
KLV (f)(x; y, t) = KLVloc (f)(x; y, t) +K
LV
glob(f)(x; y, t), x, y ∈ Rn and t > 0,
where
KLVloc (f)(x; y, t) = K
LV (fχB(x,ρ(x)))(x; y, t), x, y ∈ Rn and t > 0.
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The operators KLVloc and K
LV
glob are usually called local and global part of K
LV , respectively. We
also consider the operators
K(f)(x; y, t) = tβ∂βt Pt(f)(y, t)χΓ(x)(y, t), x, y ∈ Rn and t > 0,
and
Kloc(f)(x; y, t) = K(fχB(x,ρ(x)))(x; y, t), x, y ∈ Rn and t > 0.
We can write
(19) KLV (f)(x; y, t) = DLV (f)(x; y, t)+Kloc(f)(x; y, t)+KLVglob(f)(x; y, t), x, y ∈ Rn and t > 0,
where
DLV (f)(x; y, t) = KLVloc (f)(x; y, t)−Kloc(f)(x; y, t), x, y ∈ Rn and t > 0.
The three terms in the right hand side of (19) are studied separately in the following lemmas.
Lemma 3.1. Let B be a Banach space and 1 < p <∞. Then,
‖KLVglob(f)‖Lp(Rn,γ(H,B)) ≤ C‖f‖Lp(Rn,B), f ∈ C∞c (Rn)⊗ B.
Proof. Let f =
∑m
j=1 bjfj , where bj ∈ B and fj ∈ C∞c (Rn), j = 1, . . . ,m. Firstly, we show that for
every x ∈ Rn, KLVglob(f)(x; ·, ·) ∈ γ(H,B). Fix x ∈ Rn. According to the subordination formula, we
have that
PLVt (y, z) =
t√
4pi
∫ ∞
0
e−t
2/4u
u3/2
WLVu (y, z)du, y, z ∈ Rn and t > 0.
By [3, Lemma 4]
(20) |∂βt [te−t
2/4u]| ≤ Ce−t2/8uu(1−β)/2, t, u ∈ (0,∞).
Also, by tacking into account the Feynman-Kac formula ([20, (2.2)]) and (20) we can interchange
the order of integration and differentiate under the integral sign to get
∂βt P
LV
t (y, z) =
1√
4pi
∫ ∞
0
∂βt [te
−t2/4u]
u3/2
WLVu (y, z)du, x, y ∈ Rn and t > 0.
Then, by using [20, (2.3)] and (20) we obtain
|tβ∂βt PLVt (y, z)| ≤ Ctβρ(y)
∫ ∞
0
e−t
2/8uu−(3+β+n)/2e−c|y−z|
2/udu
≤ C t
βρ(y)
(t+ |y − z|)n+β+1 , x, y ∈ R
n and t > 0.(21)
Estimation (21) justifies the differentiation under the integral sign, and we get∥∥∥KLVglob(f)(x; y, t)∥∥∥B
≤ CχΓ(x)(y, t)
∫
Rn\B(x,ρ(x))
tβρ(y)
(t+ |y − z|)n+β+1 ‖f(z)‖Bdz
≤ Ctβρ(y)χΓ(x)(y, t)‖f‖Lp(Rn,B)
(∫
Rn\B(x,ρ(x))
dz
(t+ 2|x− y|+ |y − z|)(n+β+1)p′
)1/p′
≤ Ctβρ(y)χΓ(x)(y, t)‖f‖Lp(Rn,B)
(∫
Rn\B(x,ρ(x))
dz
(t+ |x− y|+ |z − x|)(n+β+1)p′
)1/p′
≤ Ctβρ(y)χΓ(x)(y, t)‖f‖Lp(Rn,B)
(∫ ∞
ρ(x)
rn−1dr
(t+ |x− y|+ r)(n+β+1)p′
)1/p′
≤ C t
βρ(y)χΓ(x)(y, t)
(t+ |x− y|+ ρ(x))n+β+1−n/p′ ‖f‖Lp(Rn,B), x, y ∈ R
n and t > 0.
According to [20, Proposition 1] we deduce that
(22) ρ(y) ≤ Cρ(x)
(
1 +
t
ρ(x)
)γ
, |x− y| < t, x, y ∈ Rn and t > 0,
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for some 1/2 ≤ γ < 1. Then,∫
Rn×(0,∞)
‖KLVglob(f)(x; y, t)‖2B
dtdy
tn+1
≤ Cρ(x)2‖f‖2Lp(Rn,B)
∫ ∞
0
∫
|x−y|<t
t2β−n−1
(t+ |x− y|+ ρ(x))2n+2β+2−2n/p′
(
1 +
t
ρ(x)
)2γ
dydt
≤ Cρ(x)2‖f‖2Lp(Rn,B)
∫ ∞
0
t2β−1
(t+ ρ(x))2n+2β+2−2n/p′
(
1 +
t
ρ(x)
)2γ
dt
≤ Cρ(x)−2n/p‖f‖2Lp(Rn,B), x ∈ Rn.
Here we have used that 0 < γ < 1. Since 0 < ρ(z) < ∞, z ∈ Rn ([44, p. 519]), we conclude that
KLVglob(f)(x; ·, ·) ∈ L2
(
Rn × (0,∞), dydttn+1 ;B
)
, x ∈ Rn.
To simplify we write G(x) = KLVglob(f)(x; ·, ·) and Gj(x) = KLVglob(fj)(x; ·, ·), x ∈ Rn and j =
1, . . . ,m. We denote by TG(x) the linear and bounded operator from H into B defined by
TG(x)(h) =
∫
Rn×(0,∞)
KLVglob(f)(x; y, t)h(y, t)
dydt
tn+1
, h ∈ H.
For every j = 1, . . . ,m, TGj is defined in a similar way.
For every S ∈ B∗, we have that
〈S, TG(x)(h)〉B∗,B =
∫
Rn×(0,∞)
〈S,KLVglob(f)(x; y, t)〉B∗,Bh(y, t)
dydt
tn+1
, h ∈ H.
Moreover, it is clear that
TG(x) =
m∑
j=1
bjTGj(x).
Then, for every h ∈ H and S ∈ B∗ the function
Rn −→ C
x 7−→ 〈S, TG(x)(h)〉B∗,B =
n∑
j=1
〈S, bj〉B∗,BTGj(x)(h)
is measurable. According to [52, Lemma 2.5] and Pettis measurability theorem ([52, Proposition
2.1]) the function
Rn −→ γ(H,B)
x 7−→ G(x)(≡ TG(x))
is strongly measurable.
Suppose that {hj}∞j=1 is an orthonormal basis in H and {γj}∞j=1 is a sequence of independent
standard normal variables on a probability space (Ω,F, P ). We have that
‖G(x)‖γ(H,B) =
E∥∥∥ ∞∑
j=1
γjTG(x)(hj)
∥∥∥2
B
1/2
=
E
∥∥∥∥∥∥
∞∑
j=1
γj
∫
Rn\B(x,ρ(x))
f(z)
∫
Rn×(0,∞)
χΓ(x)(y, t)t
β∂βt P
LV
t (y, z)hj(y, t)
dydt
tn+1
dz
∥∥∥∥∥∥
2
B

1/2
, x ∈ Rn.
The interchange of the order of integration is justified because by proceeding as above we can
show that the integrals are norm convergent.
Then, from (21) and (22) it follows that
‖G(x)‖γ(H,B) ≤
∫
Rn\B(x,ρ(x))
‖f(z)‖B
(
E
∣∣∣ ∞∑
j=1
γj
∫
Γ(x)
tβ∂βt P
LV
t (y, z)hj(y, t)
dydt
tn+1
∣∣∣2)1/2dz
≤C
∫
Rn\B(x,ρ(x))
‖f(z)‖B
∥∥∥tβ∂βt PLVt (y, z)χΓ(x)(y, t)∥∥∥
H
dz
≤C
∫
Rn\B(x,ρ(x))
‖f(z)‖B
(∫
Γ(x)
ρ(x)2
(
1 + t/ρ(x)
)2γ
t2β−n−1
(t+ |y − z|)2(n+β+1) dtdy
)1/2
dz
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≤Cρ(x)
∫
Rn\B(x,ρ(x))
‖f(z)‖B
(∫
Γ(x)
(
1 + t/ρ(x)
)2γ
t2β−n−1
(t+ 2|x− y|+ |y − z|)2(n+β+1) dtdy
)1/2
dz
≤Cρ(x)
∫
Rn\B(x,ρ(x))
‖f(z)‖B
(∫ ∞
0
(
1 + t/ρ(x)
)2γ
t2β−1
(t+ |x− z|)2(n+β+1) dt
)1/2
dz
≤Cρ(x)
∫
Rn\B(x,ρ(x))
‖f(z)‖B
(∫ ρ(x)
0
t2β−1
(t+ |x− z|)2(n+β+1) dt
+
∫ ∞
ρ(x)
t2γ+2β−1
(t+ |x− z|)2(n+β+1)
dt
ρ(x)2γ
)1/2
dz
≤Cρ(x)
∫
Rn\B(x,ρ(x))
‖f(z)‖B
( ρ(x)2β
|x− z|2(n+β+1) +
1
ρ(x)2γ(ρ(x) + |x− z|)2n+2−2γ
)1/2
dz
≤C
(
ρ(x)β+1
∫
Rn\B(x,ρ(x))
‖f(z)‖B
|x− z|n+β+1 dz + ρ(x)
1−γ
∫
Rn\B(x,ρ(x))
‖f(z)‖B
|x− z|n+1−γ dz
)
≤C
(
ρ(x)β+1
∞∑
k=0
∫
2kρ(x)≤|x−z|<2k+1ρ(x)
‖f(z)‖B
|x− z|n+β+1 dz
+ ρ(x)1−γ
∞∑
k=0
∫
2kρ(x)≤|x−z|<2k+1ρ(x)
‖f(z)‖B
|x− z|n+1−γ dz
)
≤C
( ∞∑
k=0
ρ(x)β+1
(2kρ(x))n+β+1
∫
B(x,2k+1ρ(x))
‖f(z)‖Bdz
+
∞∑
k=0
ρ(x)1−γ
(2kρ(x))n+1−γ
∫
B(x,2k+1ρ(x))
‖f(z)‖Bdz
)
≤CM (‖f‖B)(x), x ∈ Rn,
whereM denotes the Hardy-Littlewood maximal operator. Note that we have used that 1/2 ≤ γ <
1.
As it is well-known the maximal operator M is bounded from Lp(Rn) into itself. Then
‖KLVglob(f)‖Lp(Rn,γ(H,B)) ≤ C‖f‖Lp(Rn,B),
where C > 0 does not depend on f . 
Lemma 3.2. Let B be a Banach space and 1 < p <∞. Then,
‖DLV (f)‖Lp(Rn,γ(H,B)) ≤ C‖f‖Lp(Rn,B), f ∈ C∞c (Rn)⊗ B.
Proof. Let f =
∑m
j=1 bjfj , where bj ∈ B and fj ∈ C∞c (Rn), j = 1, . . . ,m. We can write
∂βt (P
LV
t (y, z)− Pt(y, z)) =
1√
4pi
∫ ∞
0
∂βt [te
−t2/4u]
u3/2
(
WLVu (y, z)−Wu(y − z)
)
du,
where
Wu(y) =
e−|y|
2/4u
(4piu)n/2
, y ∈ Rn and u > 0.
According to Kato-Trotter’s formula [23, (2.10)] we have that
Wu(y − z)−WLVu (y, z) =
∫ u
0
∫
Rn
Ws(y − v)V (v)WLVu−s(v, z)dvds
=
∫ u/2
0
∫
Rn
Ws(y − v)V (v)WLVu−s(v, z)dvds
+
∫ u/2
0
∫
Rn
Wu−s(y − v)V (v)WLVu (v, z)dvds, y, z ∈ Rn and u > 0.
From [20, (2.2)] and [20, (2.8)] we infer that∣∣∣∣∣
∫ u/2
0
∫
Rn
Ws(y − v)V (v)WLVu−s(v, z)dvds
∣∣∣∣∣ ≤
∫ u/2
0
∫
Rn
e−c|y−v|
2/s
sn/2
V (v)
e−c|v−z|
2/u
(u− s)n/2 dvds
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≤ C
∫ u/2
0
∫
Rn
e−c(|y−v|
2+|v−z|2)/u
(su)n/2
V (v)e−c|y−v|
2/sdvds
≤ C e
−c|y−z|2/u
un/2
∫ u/2
0
∫
Rn
V (v)
e−c|y−v|
2/s
sn/2
dvds ≤ C e
−c|y−z|2/u
un/2
∫ u/2
0
1
s
(
s
ρ(y)2
)δ
ds
= C
e−c|y−z|
2/u
u−δ+n/2ρ(y)2δ
, 0 < u < ρ(y)2, y, z ∈ Rn,
for a certain δ > 0. Also, we get∣∣∣∣∣
∫ u/2
0
∫
Rn
Wu−s(y − v)V (v)WLVs (v, z)dvds
∣∣∣∣∣ ≤ C e−c|y−z|
2/u
u−δ+n/2ρ(z)2δ
, 0 < u < ρ(z)2, y, z ∈ Rn.
Then, according to [44, Lemma 1.4, (a)] if |x−z| < ρ(x) and |y−z| < 2ρ(x), then ρ(y) ∼ ρ(x) ∼ ρ(z).
Hence, we conclude that
(23) |Wu(y − z)−WLVu (y, z)| ≤ C
e−c|y−z|
2/u
u−δ+n/2ρ(z)2δ
,
for 0 < u < ρ(z)2 and y, z ∈ Rn such that |y − z| ≤ 2ρ(x) and |x − z| < ρ(x). Estimates (20) and
(23) lead to
(24)
∣∣∣ ∫ ρ(z)2
0
∂βt [te
−t2/4u]
u3/2
(
WLVu (y, z)−Wu(y − z)
)
du
∣∣∣ ≤ C
ρ(x)2δ
∫ ρ(z)2
0
e−c(t
2+|y−z|2)/u
u1−δ+(n+β)/2
du,
for y, z ∈ Rn such that |y − z| ≤ 2ρ(x) and |x− z| < ρ(x).
On the other hand, [20, (2.2)] and (20) imply that
(25)∣∣∣ ∫ ∞
ρ(z)2
∂βt [te
−t2/4u]
u3/2
(
WLVu (y, z)−Wu(y − z)
)
du
∣∣∣ ≤ C ∫ ∞
ρ(z)2
e−c(t
2+|y−z|2)/u
u1+(n+β)/2
du, y, z ∈ Rn, t > 0,
and also
(26)∣∣∣ ∫ ρ(z)2
0
∂βt [te
−t2/4u]
u3/2
(
WLVu (y, z)−Wu(y − z)
)
du
∣∣∣ ≤ C 1
(t+ |y − z|)n+β , y, z ∈ R
n and t > 0.
We are going to see that DLV (f)(x; ·, ·) ∈ H, for every x ∈ Rn. Fix x ∈ Rn. We can write
DLV (f)(x; y, t) =χΓ(x)(y, t)
∫
B(x,ρ(x))
f(z)
tβ√
4pi
∫ ρ(z)2
0
∂βt [te
−t2/4u]
u3/2
(
WLVu (y, z)−Wu(y − z)
)
dudz
+ χΓ(x)(y, t)
∫
B(x,ρ(x))
f(z)
tβ√
4pi
∫ ∞
ρ(z)2
∂βt [te
−t2/4u]
u3/2
(
WLVu (y, z)−Wu(y − z)
)
dudz
=DLV1 (f)(x; y, t) +D
LV
2 (f)(x; y, t), y ∈ Rn and t > 0.
Minkowski’s inequality and (25) leads to
‖DLV2 (f)(x; ·, ·)‖
L2
(
Rn×(0,∞), dydt
tn+1
;B
)
≤ C
∫
B(x,ρ(x))
‖f(z)‖B
∥∥∥tβ ∫ ∞
ρ(z)2
∂βt [te
−t2/4u]
u3/2
(
WLVu (y, z)−Wu(y − z)
)
du
∥∥∥
H
dz
≤ C
∫
B(x,ρ(x))
‖f(z)‖B
∫ ∞
ρ(z)2
1
u1+(n+β)/2
(∫ ∞
0
∫
|x−y|<t
e−c(t
2+|y−z|2)/u dydt
t−2β+n+1
)1/2
dudz
≤ C
∫
B(x,ρ(x))
‖f(z)‖B
∫ ∞
ρ(z)2
1
u1+(n+β)/2
(∫ ∞
0
e−ct
2/u dt
t1−2β
)1/2
dudz
≤ C
∫
B(x,ρ(x))
‖f(z)‖B
∫ ∞
ρ(z)2
1
u1+n/2
dudz ≤ C
ρ(x)n
∫
B(x,ρ(x))
‖f(z)‖Bdz ≤ CM (‖f‖B)(x).
We have taken into account that ρ(z) ∼ ρ(x) because |x− z| < ρ(x).
We now decompose DLV1 (f) as follows
DLV1 (f) = D
LV
1,1 (f) +D
LV
1,2 (f),
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where
DLV1,1 (f)(x; y, t) = D
LV
1 (fχB(y,2ρ(x)))(x; y, t), y ∈ Rn, t > 0.
By using again the Minkowski’s inequality and (26) we get
‖DLV1,2 (f)(x; ·, ·)‖
L2
(
Rn×(0,∞), dydt
tn+1
;B
)
≤ C
∫
B(x,ρ(x))
‖f(z)‖B
(∫ ∞
0
∫
|x−y|<t
t2β−n−1
(t+ |x− y|)2n+2β χRn\B(y,2ρ(x))(z)dydt
)1/2
dz
≤ C
∫
B(x,ρ(x))
‖f(z)‖B
(∫ ∞
0
t2β−1
(t+ ρ(x))2n+2β
dt
)1/2
dz ≤ C
ρ(x)n
∫
B(x,ρ(x))
‖f(z)‖Bdz
≤ CM (‖f‖B)(x).
Now, estimations (20) and (24) imply that
‖DLV1,1 (f)(x; ·, ·)‖
L2
(
Rn×(0,∞), dydt
tn+1
;B
)
≤ C
(∫ ∞
0
∫
|x−y|<t
(∫
B(x,ρ(x))∩B(y,2ρ(x))
‖f(z)‖B
×
∣∣∣tβ ∫ ρ(z)2
0
∂βt [te
−t2/4u]
u3/2
(
WLVu (y, z)−Wu(y − z)
)
du
∣∣∣dz)2 dydt
tn+1
)1/2
≤ C
(∫ ∞
0
∫
|x−y|<t
(∫
Rn
‖f(z)‖B t
β
ρ(x)2δ
∫ cρ(x)2
0
e−c(t
2+|y−z|2)/u
u1−δ+(n+β)/2
dudz
)2
dydt
tn+1
)1/2
≤ C
(∫ ∞
0
∫
|x−y|<t
(∫
Rn
‖f(z)‖B t
β
ρ(x)2δ
∫ cρ(x)2
0
e−c(t
2+|x−y|2+|y−z|2)/u
u1−δ+(n+β)/2
dudz
)2
dydt
tn+1
)1/2
≤ C
(∫ ∞
0
∫
|x−y|<t
(∫
Rn
‖f(z)‖B t
β
ρ(x)2δ
∫ cρ(x)2
0
e−c(t
2+|x−z|2)/u
u1−δ+(n+β)/2
dudz
)2
dydt
tn+1
)1/2
≤ C
(∫ ∞
0
∫
|x−y|<t
t2β
ρ(x)4δ
(∫ cρ(x)2
0
e−ct
2/u
u1−δ+(n+β)/2
∫
Rn
e−c|x−z|
2/u‖f(z)‖Bdzdu
)2
dydt
tn+1
)1/2
≤ C sup
u>0
∫
Rn
e−c|x−z|
2/u
un/2
‖f(z)‖Bdz
∫ cρ(x)2
0
uδ−1−β/2
ρ(x)2δ
(∫ ∞
0
∫
|x−y|<t
t2β−n−1e−ct
2/udydt
)1/2
du
≤ C sup
u>0
∫
Rn
e−c|x−z|
2/u
un/2
‖f(z)‖Bdz
∫ cρ(x)2
0
uδ−1−β/2
ρ(x)2δ
(∫ ∞
0
t2β−1e−ct
2/udt
)1/2
du
≤ C sup
u>0
∫
Rn
e−c|x−z|
2/u
un/2
‖f(z)‖Bdz
∫ cρ(x)2
0
uδ−1
ρ(x)2δ
du ≤ CW∗(‖f‖B)(x),
where W∗ represents the maximal operator associated with the heat semigroup {Wt}t>0 defined by
W∗(g) = sup
t>0
|Wt(g)|, g ∈ Lq(Rn), 1 ≤ q ≤ ∞.
We conclude that
‖DLV (f)(x; ·, ·)‖
L2
(
Rn×(0,∞), dydt
tn+1
;B
) ≤ C(W∗(‖f‖B)(x) +M (‖f‖B)(x)).
Also from the above estimations we get
‖DLV (f)(x; ·, ·)‖
L2
(
Rn×(0,∞), dydt
tn+1
;B
) ≤ C‖f‖L∞(Rn,B), x ∈ Rn.
We can now proceed as in the study of KLVglob to obtain that
‖DLV (f)‖Lp(Rn,γ(H,B)) ≤ C‖f‖Lp(Rn,B),
where C does not depend on f , because M and W∗ are bounded operators from Lp(Rn) into
itself. 
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Lemma 3.3. Let B be a UMD Banach space and 1 < p <∞. Then,
‖Kloc(f)‖Lp(Rn,γ(H,B)) ≤ C‖f‖Lp(Rn,B), f ∈ C∞c (Rn)⊗ B.
Proof. Let f =
∑m
j=1 bjfj , where bj ∈ B and fj ∈ C∞c (Rn), j = 1, . . . ,m. We are going to use the
ideas developed in the proof of [1, Theorem 3.7].
Our first goal is to see that Kloc(f)(x; ·, ·) ∈ L2
(
Rn × (0,∞), dydttn+1 ;B
)
, for every x ∈ Rn. Ac-
cording to [22, Lemma 2.3] we consider a sequence (xk)∞k=1 in Rn such that if Qk = B(xk, ρ(xk)),
k ∈ N, we have that
(i)
∞⋃
k=1
Qk = Rn,
(ii) There exists N = N(ρ) such that, for every k ∈ N, card{j ∈ N : Q∗∗j ∩Q∗∗k 6= ∅} ≤ N , where
Q∗∗` = B(x`, 4ρ(x`)), ` ∈ N.
Fix x ∈ Rn. We define the operators
S(f)(x; y, t) =
∞∑
k=1
χQk(x)K(fχQ∗k)(x; y, t), y ∈ Rn and t > 0,
where Q∗k = B(xk, 2ρ(xk)), k ∈ N, and
S(f)(x; y, t) =
∞∑
k=1
χQk(x)Kloc(f)(x; y, t)− S(f)(x; y, t), y ∈ Rn and t > 0.
We can write for every y ∈ Rn and t > 0,
S(f)(x; y, t) = χΓ(x)(y, t)
∫
Rn
∞∑
k=1
χQk(x)t
β∂βt Pt(y − z)
(
χB(x,ρ(x))(z)− χQ∗k(z)
)
f(z)dz.
According to [44, Lemma 1.4, (a)] we deduce that, if χQk(x)
(
χB(x,ρ(x))(z)− χQ∗k(z)
) 6= 0, for some
k ∈ N; then 1C1 ρ(x) ≤ |x− z| ≤ C1ρ(x), for a certain C1 > 0. By (12) it follows that∥∥∥tβ∂βt Pt(y − z)χΓ(x)(y, t)∥∥∥
H
≤ C
(∫ ∞
0
∫
|x−y|<t
t2β−n−1
(t+ |y − z|)2(n+β) dydt
)1/2
≤ C
(∫ ∞
0
∫
|x−y|<t
t2β−n−1
(t+ |x− y|+ |y − z|)2(n+β) dydt
)1/2
≤ C
(∫ ∞
0
∫
|x−y|<t
t2β−n−1
(t+ |x− z|)2(n+β) dydt
)1/2
≤ C
(∫ ∞
0
t2β−1
(t+ |x− z|)2(n+β) dt
)1/2
≤ C|x− z|n , x, z ∈ R
n.
Minkowski’s inequality and the property (ii) of the sequence {Q∗∗k }∞k=1 lead to
‖S(f)(x; ·, ·)‖L2(Rn×(0,∞), dydt
tn+1
,B) ≤ C
∫
ρ(x)/C1≤|x−z|≤C1ρ(x)
‖f(z)‖B
|x− z|n dz
≤ C 1
ρ(x)n
∫
|x−z|≤C1ρ(x)
‖f(z)‖Bdz ≤ C‖f‖L∞(Rn,B).
Note that by virtue of (ii), C does not depend on x ∈ Rn.
By proceeding as in the study of KLVglob we conclude that
‖S(f)‖Lp(Rn,γ(H,B)) ≤ C‖M (‖f‖B)‖Lp(Rn) ≤ C‖f‖Lp(Rn).
On the other hand, according to Lemma 2.1 and by taking into account the properties of the
sequence (xk)k∈N we get
‖Sf‖Lp(Rn,γ(H,B)) ≤ C
( ∞∑
k=1
‖χQkK(fχQ∗k)‖
p
Lp(Rn,γ(H,B))
)1/p
≤ C
( ∞∑
k=1
‖fχQ∗k‖
p
Lp(Rn,B)
)1/p
≤ C‖f‖Lp(Rn,B).
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Also, we have that
‖Kloc(f)‖Lp(Rn,γ(H,B)) ∼
∥∥∥∥ ∞∑
k=1
χQkKloc(f)
∥∥∥∥
Lp(Rn,γ(H,B))
.
Then, we conclude that
‖Kloc(f)‖Lp(Rn,γ(H,B)) ≤ C‖f‖Lp(Rn,B),
where C does not depend on f . 
By combining Lemmas 3.1, 3.2 and 3.3 we obtain
‖KLV (f)‖Lp(Rn,γ(H,B)) ≤ C‖f‖Lp(Rn,B), f ∈ C∞c (Rn)⊗ B,
or, in other words, ∥∥∥tβ∂βt PLVt (f)∥∥∥
T 2p (Rn,B)
≤ C‖f‖Lp(Rn,B), f ∈ C∞c (Rn)⊗ B,
provided that B is a UMD Banach space. Here C > 0 does not depend on f .
We define the operator
T (f) = tβ∂βt P
LV
t (f), f ∈ C∞c (Rn)⊗ B.
Since C∞c (Rn) ⊗ B is a dense subspace of Lp(Rn;B), T can be extended from C∞c (Rn) ⊗ B to
Lp(Rn,B) as a bounded operator T˜ from Lp(Rn,B) into T 2p (Rn,B). The same argument developed
in Lemma 2.1 allows us to obtain that
T˜ f = tβ∂βt P
LV
t (f), f ∈ Lp(Rn,B),
and then, ∥∥∥tβ∂βt PLVt (f)∥∥∥
T 2p (Rn,B)
≤ C‖f‖Lp(Rn,B), f ∈ Lp(Rn,B).
3.2. We now prove that, there exists C > 0 for which
‖f‖Lp(Rn,B) ≤ C
∥∥∥tβ∂βt PLVt (f)∥∥∥
T 2p (Rn,B)
, f ∈ Lp(Rn,B).
According to [8, Proposition 2.1, (ii)] we have that, for every f, g ∈ L2(Rn),∫
Rn
∫ ∞
0
tβ∂βt P
LV
t (f)(x)t
β∂βt P
LV
t (g)(x)
dtdx
t
=
Γ(2β)
22β
∫
Rn
f(x)g(x) dx.
Then, for every f, g ∈ L2(Rn),∫
Rn
∫
Γ(x)
tβ∂βt P
LV
t (f)(y)t
β∂βt P
LV
t (g)(y)
dydt
tn+1
= vn
∫
Rn
∫ ∞
0
tβ∂βt P
LV
t (f)(y)t
β∂βt P
LV
t (g)(y)
dydt
t
= vn
Γ(2β)
22β
∫
Rn
f(y)g(y)dy.
Hence, for every f ∈ L2(Rn)⊗ B and g ∈ L2(Rn)⊗ B∗, we get∫
Rn
∫
Γ(x)
〈tβ∂βt PLVt (g)(y), tβ∂βt PLVt (f)(y)〉B∗,B
dydt
tn+1
= vn
Γ(2β)
22β
∫
Rn
〈g(y)f(y)〉B∗,Bdy.
Now (3.2) can be established by proceeding as in the proof of Lemma 2.3.
4. Proof of Theorem 2, (ii)
For every k ∈ N we consider the k-th Hermite function defined by
hk(x) = (
√
pi2kk!)−1/2e−x
2/2Hk(x), x ∈ R,
where Hk represents the k-th Hermite polynomial ([47, pp. 105–106]). If k = (k1, . . . , kn) ∈ Nn,
the k-th Hermite function hk in Rn is defined by
hk(x) =
n∏
j=1
hkj (xj), x = (x1, . . . , xn) ∈ Rn.
For every k ∈ Nn, hk is an eigenfunction of the Hermite operator H satisfying
H hk = (2|k|+ n)hk,
where |k| = k1 + . . .+ kn. The system {hk}k∈Nn is an orthonormal basis in L2(Rn).
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The heat semigroup associated with {hk}k∈Nn is defined by
WHt (f)(x) =
∑
k∈Nn
e−t(2|k|+n)ck(f)hk(x), f ∈ L2(Rn),
where
ck(f) =
∫
Rn
hk(y)f(y)dy, k ∈ Nn.
According to the Mehler’s formula ([48, (1.1.36)]) we can write, for every t > 0,
(27) WHt (f)(x) =
∫
Rn
WHt (x, y)f(y)dy, f ∈ L2(Rn),
where, for every x, y ∈ Rn and t > 0,
WHt (x, y) =
1
pin/2
(
e−2t
1− e−4t
)n/2
exp
[
−1
4
(
|x− y|2 1 + e
−2t
1− e−2t + |x+ y|
2 1− e−2t
1 + e−2t
)]
.
We define, for each t > 0, and 1 ≤ p ≤ ∞, the operatorWHt on Lp(Rn) by (27). Then, {WHt }t>0
is a positive semigroup of contractions in Lp(Rn), for every 1 < p < ∞. WHt can be extended to
Lp(Rn,B) with the same boundedness properties, for every t > 0 and 1 < p <∞.
In the Hermite setting the critical radius ρ(x), x ∈ Rn, satisfies that
ρ(x) ∼

1
1 + |x| , |x| ≥ 1
1
2
, |x| < 1.
We are going to see that in this context we can establish properties that allow us to prove
Theorem 2, (ii), by proceeding as in the proof of Theorem 2, (i). Note that now n can be any
nonnegative integer.
Firstly, according to Feynman-Kac formula we have that
(28) |WHt (x, y)| ≤ C
e−|x−y|
2/4t
tn/2
, x, y ∈ Rn and t > 0.
On the other hand, we have that
• If x, y ∈ Rn, x · y > 0, then |x+ y| ≥ |y| and
|WHt (x, y)| ≤ C
(
e−2t
1− e−4t
)n/2
exp
[
−1
4
(
|x− y|2 1 + e
−2t
1− e−2t + |y|
2 1− e−2t
1 + e−2t
)]
≤ C e
−c|x−y|2/t
tn/2
(
1 + e−2t
1− e−2t
)1/2
1
|y| ≤ C
e−c|x−y|
2/t
tn/2
1√
t|y|
≤ C e
−c|x−y|2/t
tn/2
ρ(y)√
t
, |y| > 1 and t > 0.
• If x, y ∈ Rn, x · y < 0, then |x− y| ≥ |y| and
|WHt (x, y)| ≤ C
(
e−2t
1− e−4t
)n/2
exp
(
−1
8
(
|x− y|2 1 + e
−2t
1− e−2t + |y|
2 1 + e
−2t
1− e−2t
))
≤ C e
−ct
tn/2
exp
(
−1
8
|x− y|2 1 + e
−2t
1− e−2t
)(
1− e−2t
1 + e−2t
)1/2
1
|y|
≤ C
√
te−ct
|y|
e−c|x−y|
2/t
tn/2
≤ C e
−c|x−y|2/t
tn/2
ρ(y)√
t
, |y| > 1 and t > 0.
• If x, y ∈ Rn and |y| < 1, then
|WHt (x, y)| ≤ C
e−c|x−y|
2/t
tn/2
1√
t
≤ C e
−c|x−y|2/t
tn/2
ρ(y)√
t
, |y| ≤ 1 and t > 0.
We conclude that
(29)
∣∣WHt (x, y)∣∣ ≤ C e−c|x−y|2/ttn/2 ρ(y)√t , x, y ∈ Rn and t > 0.
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The Poisson semigroup {PHt }t>0 associated with the Hermite operator is defined, as usual, by
subordination
PHt (f)(x) =
t√
4pi
∫ ∞
0
e−t
2/4u
u3/2
WHu (f)(x)du, f ∈ Lp(Rn) and t > 0.
The Poisson kernel PHt (x, y) can be written as
PHt (x, y) =
t√
4pi
∫ ∞
0
e−t
2/4u
u3/2
WHu (x, y)du, x, y ∈ Rn and t > 0.
By using (20) and (29) we obtain
(30)
∣∣∣tβ∂βt PHt (z, y)∣∣∣ ≤ C ρ(y)tβ(t+ |y − z|)β+n+1 , z, y ∈ Rn and t > 0.
We also have that∫
Rn
|z|2 e
−c|y−z|2/s
sn/2
dz =
∫
Rn
|y − w√s|2e−c|w|2dw =
∫
Rn
(|y|2 + |w|2s+ 2|y||w|√s)e−c|w|2dw
≤ C
s
s
ρ(y)2
∫
Rn
(1 + |w|2 + |w|)e−c|w|2dw ≤ C
s
s
ρ(y)2
, 0 < s < ρ(y)2.(31)
Note that ρ(y) ≤ 1, y ∈ Rn.
By proceeding as in the proof of [44, Lemma 1.4] we can see that there exists 1/2 ≤ γ < 1 such
that
(32) ρ(y) ≤ Cρ(x)
(
1 +
|x− y|
ρ(x)
)γ
, x, y ∈ Rn.
Also, we can find a sequence (xk)k∈N in Rd such that ifQk = B(xk, ρ(xk)) andQ∗∗k = B(xk, 4ρ(xk)),
k ∈ N, the following properties hold ([22, Lemma 2.3])
(1) ∪k∈NQk = Rn,
(2) There exists N ∈ N such that, for every k ∈ N, card{j ∈ N : Q∗∗j ∩Q∗∗k 6= ∅} ≤ N .
These properties of the sequence of balls {Qk}k∈N and the estimates (28)-(32) allow us to show
Theorem 2 (ii), by proceeding as in the proof of Theorem 2, (i).
5. Proof of Theorem 3
5.1. Our first objective is to show that
(33) ‖tβ∂βt PBλt (f)‖T 2p ((0,∞),B) ≤ C‖f‖Lp((0,∞),B), f ∈ Lp((0,∞),B).
We can write
Bλ = − d
2
dx2
+ V (x), x ∈ (0,∞),
where V (x) = λ(λ − 1)/x2. Then, ∂tPBλt (1) 6= 0, and in order to prove (33) we cannot use [31,
Theorem 4.8]. We are going to proceed as in Section 3, by comparing the operator tβ∂βt P
Bλ
t (f) with
the one related to the one-dimensional classical Poisson semigroup given by (1). In the following
lemmas we collect some estimates that will be very helpful for our purposes.
Lemma 5.1. Let β > 0. Then,∥∥∥tβ∂βt Pt(y ± z)χΓ+(x)(y, t)∥∥∥
H+
≤ C|x± z| , x, z ∈ (0,∞),
where Γ+(x) = {(y, t) ∈ (0,∞)2 : |x− y| < t}.
Proof. In [3, Lemma 2] it was established that
(34) tβ∂βt Pt(z) =
(m+1)/2∑
k=0
ck
t
ϕk
(z
t
)
, z ∈ R and t > 0,
where m ∈ N is such that m− 1 ≤ β < m, and, for every k ∈ N, 0 ≤ k ≤ (m+ 1)/2, ck ∈ C and
ϕk(z) =
∫ ∞
0
(1 + v)m+1−2kvm−β−1
((1 + v)2 + z2)m−k+1
dv, z ∈ R.
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Let k ∈ N, 0 ≤ k ≤ (m+ 1)/2. We can write
1
t
ϕk
(y + z
t
)
= t2(m−k)+1
∫ ∞
0
(1 + v)m+1−2kvm−β−1
((1 + v)2t2 + (y + z)2)m−k+1
dv, t, y, z ∈ (0,∞).
By using Minkowski’s inequality we obtain(∫
Γ+(x)
∣∣∣∣1t ϕk(y + zt )
∣∣∣∣2 dydtt2
)1/2
≤ C
∫ ∞
0
(1 + v)m+1−2kvm−β−1
(∫ ∞
0
∫
|x−y|<t
t4(m−k)
(t+ y + z + tv)4(m−k+1)
dydt
)1/2
dv
≤ C
∫ ∞
0
(1 + v)m+1−2kvm−β−1
(∫ ∞
0
∫
|x−y|<t
t4(m−k)
(t+ |x− y|+ y + z + tv)4(m−k+1) dydt
)1/2
dv
≤ C
∫ ∞
0
(1 + v)m+1−2kvm−β−1
(∫ ∞
0
t4(m−k)+1
(t(1 + v) + x+ z)4(m−k+1)
dt
)1/2
dv
≤ C
x+ z
∫ ∞
0
vm−β−1
(1 + v)m
dv, x, z ∈ (0,∞).
Hence, ∥∥∥tβ∂βt Pt(y + z)χΓ+(x)(y, t)∥∥∥
H+
≤ C
x+ z
, x, z ∈ (0,∞).
By taking into account that |x− y|+ |y − z| ≥ |x− z|, x, y, z ∈ (0,∞), the above arguments allow
us to obtain that ∥∥∥tβ∂βt Pt(y − z)χΓ+(x)(y, t)∥∥∥
H+
≤ C|x− z| .

It is common to decompose the Bessel-Poisson kernel as follows
PBλt (y, z) =
2λ(yz)λt
pi
(∫ pi/2
0
+
∫ pi
pi/2
)
(sin θ)2λ−1
(t2 + (y − z)2 + 2yz(1− cos θ))λ+1 dθ
= PBλ,1t (y, z) + P
Bλ,2
t (y, z), t, y, z ∈ (0,∞).
Lemma 5.2. Let β, λ > 0. Then,∥∥∥tβ∂βt PBλ,1t (y, z)χΓ+(x)(y, t)∥∥∥
H+
≤ C
x− z , x, z ∈ (0,∞),
and ∥∥∥tβ∂βt PBλ,2t (y, z)χΓ+(x)(y, t)∥∥∥
H+
≤ C|x+ z| , x, z ∈ (0,∞).
Proof. By [5, (27)] we have that, for each t, x, y ∈ (0,∞),
(35) tβ∂βt P
Bλ
t (x, y) =
(m+1)/2∑
k=0
bλk
t2λ+1
(xy)λ
∫ pi
0
(sin θ)2λ−1ϕλ,k
(√
(x− y)2 + 2xy(1− cos θ)
t
)
dθ,
where m ∈ N is such that m− 1 ≤ β < m and, for every k ∈ N, 0 ≤ k ≤ (m+ 1)/2,
ϕλ,k(z) =
∫ ∞
0
(1 + v)m+1−2kvm−β−1
((1 + v)2 + z2)λ+m−k+1
dv, z ∈ (0,∞),
and
bλk =
2λ(λ+ 1) · · · (λ+m− k)
(m− k)! ck.
Here ck is as in (34). By (35) we get
tβ∂βt P
Bλ,2
t (y, z) =
(m+1)/2∑
k=0
bλk
t2λ+1
(yz)λ
∫ pi
pi/2
(sin θ)2λ−1ϕλ,k
(√
(y − z)2 + 2yz(1− cos θ)
t
)
dθ,
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for each t, y, z ∈ (0,∞). Let k ∈ N, 0 ≤ k ≤ (m+ 1)/2. We have that, for every t, y, z ∈ (0,∞),∣∣∣∣∣ (yz)λt2λ+1
∫ pi
pi/2
(sin θ)2λ−1
∫ ∞
0
(1 + v)m+1−2kvm−β−1
((1 + v)2 + (y−z)
2+2yz(1−cos θ))
t2 )
λ+m−k+1
dvdθ
∣∣∣∣∣
≤ C(yz)λt2m−2k+1
∫ pi
pi/2
(sin θ)2λ−1
∫ ∞
0
(1 + v)m+1−2kvm−β−1
(t2(1 + v)2 + (y − z)2 + 2yz)λ+m−k+1 dvdθ.
Hence, Minkowski’s inequality leads to∫
Γ+(x)
∣∣∣∣∣ (yz)λt2λ+1
∫ pi
pi/2
(sin θ)2λ−1ϕλ,k
(√
(y − z)2 + 2yz(1− cos θ)
t
)
dθ
∣∣∣∣∣
2
dydt
t2
1/2
≤ C
(∫
Γ+(x)
(
(yz)λt2m−2k+1
∫ ∞
0
(1 + v)m+1−2kvm−β−1
(t2(1 + v)2 + y2 + z2)λ+m−k+1
dv
)2
dydt
t2
)1/2
≤ C
∫ ∞
0
(1 + v)m+1−2kvm−β−1
(∫
Γ+(x)
(
t2m−2k+1
(t2(1 + v)2 + y2 + z2)m−k+1
)2
dydt
t2
)1/2
dv
≤ C
∫ ∞
0
(1 + v)m+1−2kvm−β−1
(∫ ∞
0
t4(m−k)+1
(t(1 + v) + x+ z)4(m−k+1)
dt
)1/2
dv
≤ C
x+ z
, x, z ∈ (0,∞).
Then, (∫
Γ+(x)
|tβ∂βt PBλ,2t (y, z)|2
dydt
t2
)1/2
≤ C
x+ z
, x, z ∈ (0,∞).
In a similar way we can see that(∫
Γ+(x)
|tβ∂βt PBλ,1t (y, z)|2
dydt
t2
)1/2
≤ C|x− z| , x, z ∈ (0,∞).

Lemma 5.3. Let β, λ > 0. Then,∥∥∥tβ∂βt [PBλ,1t (y, z)− Pt(y − z)]χΓ+(x)(y, t)∥∥∥
H+
≤ C
z
(
1 + log+
z
|x− z|
)
, 0 <
x
2
< z < 2x.
Proof. We use the following decomposition
PBλ,1t (y, z) =
2λ(yz)λt
pi
∫ pi/2
0
(sin θ)2λ−1 − θ2λ−1
(t2 + (y − z)2 + 2yz(1− cos θ))λ+1 dθ
+
2λ(yz)λt
pi
∫ pi/2
0
θ2λ−1
(
1
(t2 + (y − z)2 + 2yz(1− cos θ))λ+1 −
1
(t2 + (y − z)2 + yzθ2)λ+1
)
dθ
+
2λ(yz)λt
pi
∫ pi/2
0
θ2λ−1
(t2 + (y − z)2 + yzθ2)λ+1 dθ, t, y, z ∈ (0,∞).
On the other hand, we get (see [6, p. 485]) for every t, y, z ∈ (0,∞),∫ pi/2
0
θ2λ−1
(t2 + (y − z)2 + yzθ2)λ+1 dθ =
(∫ ∞
0
−
∫ ∞
pi/2
)
θ2λ−1
(t2 + (y − z)2 + yzθ2)λ+1 dθ
=
pi
2λ(yz)λt
Pt(y − z)−
∫ ∞
pi/2
θ2λ−1
(t2 + (y − z)2 + yzθ2)λ+1 dθ.
Hence,
tβ∂βt [P
Bλ,1
t (y, z)− Pt(y − z)] =
3∑
j=1
Sj(y, z, t), t, y, z ∈ (0,∞),
where
S1(y, z, t) = t
β∂βt
(
2λ(yz)λt
pi
∫ pi/2
0
(sin θ)2λ−1 − θ2λ−1
(t2 + (y − z)2 + 2yz(1− cos θ))λ+1 dθ
)
,
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S2(y, z, t) = t
β∂βt
(
2λ(yz)λt
pi
∫ pi/2
0
θ2λ−1
(t2 + (y − z)2 + 2yz(1− cos θ))λ+1
− θ
2λ−1
(t2 + (y − z)2 + yzθ2)λ+1 dθ
)
,
and
S3(y, z, t) = −tβ∂βt
(
2λ(yz)λt
pi
∫ ∞
pi/2
θ2λ−1
(t2 + (y − z)2 + yzθ2)λ+1 dθ
)
.
Assume that 0 < x/2 < z < 2x. We are going to analyze S1, S2 and S3 separately.
From (35) we deduce that, for every t ∈ (0,∞),
S1(y, z, t) =
(m+1)/2∑
k=0
bλk
t2λ+1
(yz)λ
∫ pi/2
0
[(sin θ)2λ−1 − θ2λ−1]ϕλ,k
(√
(y − z)2 + 2yz(1− cos θ)
t
)
dθ,
where m ∈ N is such that m− 1 ≤ β < m. Let k ∈ N, 0 ≤ k ≤ (m+ 1)/2. Since
|(sin θ)2λ−1 − θ2λ−1| ≤ Cθ2λ+1 and |1− cos θ| ≥ Cθ2, θ ∈ [0, pi/2],
from [39, p. 60–61] we obtain∣∣∣∣∣
∫ pi/2
0
(sin θ)2λ−1 − θ2λ−1
(t2(1 + v)2 + (y − z)2 + 2yz(1− cos θ))λ+m−k+1 dθ
∣∣∣∣∣
≤ C
∫ pi/2
0
θ2λ+1
(t2(1 + v)2 + (y − z)2 + yzθ2)λ+m−k+1 dθ
≤ C (yz)
−λ−1
(t2(1 + v)2 + (y − z)2)m−k
∫ pi
2
√
yz
t2(1+v)2+(y−z)2
0
u2λ+1
(1 + u2)λ+m−k+1
du
≤ C(yz)−λ−1

√
yz
t2(1+v)2+(y−z)2
1 +
√
yz
t2(1+v)2+(y−z)2
2λ+2

1
(t2(1 + v)2 + (y − z)2)m−k , m > k,
1 + log+
yz
t2(1 + v)2 + (y − z)2 , m = k,
≤ C
(t2(1 + v)2 + (y − z)2 + yz)λ+1

1
(t2(1 + v)2 + (y − z)2)m−k , m > k,
1 + log+
yz
t2(1 + v)2 + (y − z)2 , m = k,
for every t, z, y ∈ (0,∞). Notice that, since 0 ≤ k ≤ (m+ 1)/2; k = m if, and only if, k = m = 1.
Suppose that m > k. We have that∫
Γ+(x)
(
(yz)λ
t2λ+1
∫ pi/2
0
[(sin θ)2λ−1 − θ2λ−1]ϕλ,k
(√
(y − z)2 + 2yz(1− cos θ)
t
)
dθ
)2
dydt
t2
1/2
≤ C
∫ ∞
0
(1 + v)m+1−2kvm−β−1
×
(∫
Γ+(x)
(
(yz)λt2(m−k)+1
[t2(1 + v)2 + (y − z)2 + yz]λ+1[t2(1 + v)2 + (y − z)2]m−k
)2
dydt
t2
)1/2
dv
≤ C
∫ ∞
0
(1 + v)m+1−2kvm−β−1
[(∫ z/2
0
+
∫ 2z
z/2
+
∫ ∞
2z
)
×
∫ ∞
|x−y|
(yz)2λt4(m−k)
[t2(1 + v)2 + (y − z)2 + yz]2λ+2[t2(1 + v)2 + (y − z)2]2(m−k) dtdy
]1/2
dv
=
3∑
j=1
Ij(x, z).
We can write
I1(x, z) + I3(x, z)
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≤ C
∫ ∞
0
(1 + v)m+1−2kvm−β−1
(1 + v)2(m−k)
[(∫ z/2
0
+
∫ ∞
2z
)∫ ∞
|x−y|
(yz)2λ
(t2(1 + v)2 + (y − z)2 + yz)2λ+2 dtdy
]1/2
dv
≤ C
∫ ∞
0
vm−β−1
(1 + v)m−1
[(∫ z/2
0
+
∫ ∞
2z
)∫ ∞
|x−y|
dtdy
(|y − z|+ t(1 + v))4
]1/2
dv
≤ C
∫ ∞
0
vm−β−1
(1 + v)m−1/2
[(∫ z/2
0
+
∫ ∞
2z
)∫ ∞
|x−y|(1+v)
dwdy
(|y − z|+ w)4
]1/2
dv
≤ C
∫ ∞
0
vm−β−1
(1 + v)m−1/2
[(∫ z/2
0
+
∫ ∞
2z
)
dy
(|y − z|+ |x− y|(1 + v))3
]1/2
dv
≤ C
∫ ∞
0
vm−β−1
(1 + v)m−1/2
[(∫ z/2
0
+
∫ ∞
2z
)
dy
(z + |x− y|(1 + v))3
]1/2
dv
≤ C
∫ ∞
0
vm−β−1
(1 + v)m
dv
[∫ ∞
0
du
(z + u)3
]1/2
≤ C
z
.
Also we get
I2(x, z) ≤ C
∫ ∞
0
vm−β−1
(1 + v)m−1
[∫ 2z
z/2
∫ ∞
|x−y|
(yz)2λ
(t2(1 + v)2 + |y − z|2 + yz)2λ+2 dtdy
]1/2
dv
≤ C
∫ ∞
0
vm−β−1
(1 + v)m−1
[∫ 2z
z/2
∫ ∞
|x−y|
dtdy
(
√
yz + t(1 + v))4
]1/2
dv
≤ C
∫ ∞
0
vm−β−1
(1 + v)m−1/2
[∫ 2z
z/2
dy
(z + |x− y|(1 + v))3
]1/2
dv ≤ C
z
.
Hence,∫
Γ+(x)
(
(yz)λ
t2λ+1
∫ pi/2
0
[(sin θ)2λ−1 − θ2λ−1]ϕλ,k
(√
(y − z)2 + 2yz(1− cos θ)
t
)
dθ
)2
dydt
t2
1/2 ≤ C
z
.
Assume now k = m = 1. Then, 0 < β < 1. We have that∫
Γ+(x)
(
(yz)λ
t2λ+1
∫ pi/2
0
[(sin θ)2λ−1 − θ2λ−1]ϕλ,1
(√
(y − z)2 + 2yz(1− cos θ)
t
)
dθ
)2
dydt
t2
1/2
≤ C
∫ ∞
0
v−β
[∫
Γ+(x)
(
(yz)λt
(t2(1 + v)2 + (y − z)2 + yz)λ+1
(
1 + log+
yz
t2(1 + v)2 + (y − z)2
))2
dydt
t2
]1/2
dv
≤ C
∫ ∞
0
v−β
[(∫ z/2
0
+
∫ 2z
z/2
+
∫ ∞
2z
)∫ ∞
|x−y|
(yz)2λ
(t2(1 + v)2 + (y − z)2 + yz)2λ+2
×
(
1 + log+
yz
t2(1 + v)2 + (y − z)2
)2
dtdy
]1/2
dv
=
3∑
j=1
Jj(x, z).
We can write
J1(x, z) + J3(x, z) ≤ C
∫ ∞
0
v−β
[(∫ z/2
0
+
∫ ∞
2z
)∫ ∞
|x−y|
(yz)2λ
(t2(1 + v)2 + (y − z)2 + yz)2λ+2 dtdy
]1/2
dv
≤ C
∫ ∞
0
v−β
[(∫ z/2
0
+
∫ ∞
2z
)∫ ∞
|x−y|
1
(|y − z|+ t(1 + v))4 dtdy
]1/2
dv ≤ C
z
∫ ∞
0
v−β
1 + v
dv ≤ C
z
,
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and
J2(x, z) ≤C
∫ ∞
0
v−β
[∫ 2z
z/2
∫ ∞
|x−y|
(yz)2λ
(t2(1 + v)2 + (y − z)2 + yz)2λ+2
×
(
1 + log+
yz
t2(1 + v)2 + (y − z)2
)2
dtdy
]1/2
dv
≤C
∫ ∞
0
v−β
[∫ 2z
z/2
∫ ∞
|x−y|
(yz)2λ
(t2(1 + v)2 + (y − z)2 + yz)2λ+2
×
(
1 + log+
yz
t2(1 + v)2 + (x− y)2 + (y − z)2
)2
dtdy
]1/2
dv
≤C
(
1 + log+
z
|x− z|
)∫ ∞
0
v−β
[∫ 2z
z/2
∫ ∞
|x−y|
1
(z + t(1 + v))4
dtdy
]1/2
dv
≤C
z
(
1 + log+
z
|x− z|
)
.
Hence∫
Γ+(x)
(
(yz)λ
t2λ+1
∫ pi/2
0
[(sin θ)2λ−1 − θ2λ−1]ϕλ,1
(√
(y − z)2 + 2yz(1− cos θ)
t
)
dθ
)2
dydt
t2
1/2
≤ C
z
(
1 + log+
z
|x− z|
)
.
We conclude that
(36)
(∫
Γ+(x)
|S1(y, z, t)|2 dydt
t2
)1/2
≤ C
z
(
1 + log+
z
|x− z|
)
.
Next we treat S2. Let k ∈ N, 0 ≤ k ≤ (m+ 1)/2. By using the mean value theorem we obtain∣∣∣∣∣ 1((1 + v)2 + (y−z)2+2yz(1−cos θ)t2 )λ+m−k+1 −
1
((1 + v)2 + (y−z)
2+yzθ2
t2 )
λ+m−k+1
∣∣∣∣∣
= t2(λ+m−k+1)
∣∣∣∣ 1(t2(1 + v)2 + (y − z)2 + 2yz(1− cos θ))λ+m−k+1
− 1
(t2(1 + v)2 + (y − z)2 + yzθ2)λ+m−k+1
∣∣∣∣
≤ Ct2(λ+m−k+1) yzθ
4
(t2(1 + v)2 + (y − z)2 + yzθ2)λ+m−k+2 , θ ∈ (0, pi/2), t, y ∈ (0,∞),
because |1− cos θ − θ2/2| ≤ Cθ4, θ ∈ (0, pi/2). Hence∣∣∣∣∣
∫ pi/2
0
θ2λ−1
(
1
((1 + v)2 + (y−z)
2+2yz(1−cos θ)
t2 )
λ+m−k+1
− 1
((1 + v)2 + (y−z)
2+yzθ2
t2 )
λ+m−k+1
)
dθ
∣∣∣∣∣
≤ Ct2(λ+m−k+1)
∫ pi/2
0
θ2λ+1
(t2(1 + v)2 + (y − z)2 + yzθ2)λ+m−k+1 dθ, t, y ∈ (0,∞).
By proceeding as in the previous case we get
(37)
(∫
Γ+(x)
|S2(y, z, t)|2 dydt
t2
)1/2
≤ C
z
(
1 + log+
z
|x− z|
)
.
Finally we consider S3. From (35) it follows that
S3(y, z, t) = −
(m+1)/2∑
k=0
bλk
t2λ+1
(yz)λ
∫ ∞
pi/2
θ2λ−1ϕλ,k
(√
(y − z)2 + yzθ2
t
)
dθ, y, t ∈ (0,∞),
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where m ∈ N is such that m− 1 ≤ β < m. Let k ∈ N, 0 ≤ k ≤ (m+ 1)/2. We can write∫ ∞
pi/2
θ2λ−1ϕλ,k
(√
(y − z)2 + yzθ2
t
)
dθ
≤
∫ ∞
0
(1 + v)m+1−2kvm−β−1
∫ ∞
pi/2
θ2λ−1t2(λ+m−k+1)
(t2(1 + v)2 + (y − z)2 + yzθ2)λ+m−k+1 dθdv, t, y ∈ (0,∞).
Then,∫
Γ+(x)
(
(yz)λ
t2λ+1
∫ ∞
pi/2
θ2λ−1ϕλ,k
(√
(y − z)2 + yzθ2
t
)
dθ
)2
dydt
t2
1/2
≤
∫ ∞
0
(1 + v)m+1−2kvm−β−1
∫ ∞
pi/2
[∫
Γ+(x)
(yz)2λθ4λ−2t4(m−k)
(t2(1 + v)2 + (y − z)2 + yzθ2)2(λ+m−k+1) dydt
]1/2
dθdv
≤
∫ ∞
0
vm−β−1
(1 + v)m−1
∫ ∞
pi/2
1
θ
[∫ ∞
0
∫ ∞
|x−y|
dtdy
(t(1 + v) + |y − z|+√yzθ)4
]1/2
dθdv
≤
∫ ∞
0
vm−β−1
(1 + v)m−1/2
∫ ∞
pi/2
1
θ
[∫ ∞
0
dy
((1 + v)|x− y|+ |y − z|+√yzθ)3
]1/2
dθdv
≤
∫ ∞
0
vm−β−1
(1 + v)m−1/2
∫ ∞
pi/2
1
θ
[(∫ z/4
0
+
∫ ∞
z/4
)
dy
((1 + v)|x− y|+ |y − z|+√yzθ)3
]1/2
dθdv.
Since x/2 < z < 2x, if y < z/4, then y < x/2 and we have that∫ z/4
0
dy
((1 + v)|x− y|+ |y − z|+√yzθ)3 ≤ C
∫ z/4
0
dy
((1 + v)x+ z +
√
yzθ)3
≤ C
∫ z/4
0
dy
((1 + v)2x2 + z2 + yzθ2)3/2
≤ C
θ2z((1 + v)x+ z)
, θ ∈ (pi/2,∞) and v ∈ (0,∞).
Also we get∫ ∞
z/4
dy
((1 + v)|x− y|+ |y − z|+√yzθ)3 ≤ C
∫ ∞
z/4
1
((1 + v)|x− y|+ zθ)3 dy
≤ C
∫ ∞
0
dw
((1 + v)w + zθ)3
≤ C
(1 + v)(zθ)2
, θ ∈ (pi/2,∞) and v ∈ (0,∞).
Hence, ∫
Γ+(x)
(
(yz)λ
t2λ+1
∫ ∞
pi/2
θ2λ−1ϕλ,k
(√
(y − z)2 + yzθ2
t
)
dθ
)2
dydt
t2
1/2
≤ C
∫ ∞
0
vm−β−1
(1 + v)m−1/2
∫ ∞
pi/2
1
θ2
(
1
z((1 + v)x+ z)
+
1
(1 + v)z2
)1/2
dθdv
≤ C
(
1√
z
∫ ∞
0
vm−β−1
(1 + v)m−1/2((1 + v)x+ z)1/2
dv +
1
z
∫ ∞
0
vm−β−1
(1 + v)m
dv
)
≤ C
(
1√
zx
+
1
z
)∫ ∞
0
vm−β−1
(1 + v)m
dv ≤ C
z
.
We have obtained that
(38)
(∫
Γ+(x)
|S3(y, z, t)|2 dydt
t2
)1/2
≤ C
z
.
By combining (36), (37) and (38) we conclude the proof of this lemma. 
Lemma 5.4. Let B be a UMD Banach space, 1 < p <∞ and β, λ > 0. Then,∥∥∥tβ∂βt PBλt (f)∥∥∥
T 2p ((0,∞),B)
≤ C‖f‖Lp((0,∞),B), f ∈ C∞c (0,∞)⊗ B.
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Proof. Assume that f =
∑n
j=1 fjbj , where fj ∈ C∞c (0,∞) and bj ∈ B, j = 1, . . . , n. We denote by
fo the odd extension of f to R, that is,
fo(x) =
{
f(x), x > 0,
−f(−x), x ≤ 0.
We have that
Pt(fo)(y) =
∫ +∞
−∞
Pt(y − z)f(z)dz =
∫ ∞
0
(Pt(y − z)− Pt(y + z))f(z)dz, y ∈ R and t > 0.
According to Lemmas 5.1, 5.2 and 5.3 it follows that∥∥∥tβ∂βt [PBλt (y, z)− Pt(y − z)]χΓ+(x)(y, t)∥∥∥
H+
≤ CK(x, z),
where
K(x, z) =

1
x
, 0 < z <
x
2
,
1
z
(
1 + log+
z
|x− z|
)
, 0 < x/2 < z < 2x,
1
z
, 0 < 2x < z.
For every x ∈ (0,∞),
dµx(z) =
1
C0
(
1 + log+
z
|x− z|
)
χ(x/2,2x)(z)
dz
z
,
is a probability measure on (0,∞), where
C0 =
∫ 2
1/2
(
1 + log+
u
|1− u|
)
du
u
.
Then, by using Jensen inequality and by invoking Hardy inequalities ([58, p. 20]), we deduce that∥∥∥tβ∂βt [PBλt (f)(y)− Pt(fo)(y)]χΓ+(x)(y, t)∥∥∥
Lp((0,∞),L2((0,∞)2, dydt
t2
;B))
≤ C‖K(‖f‖B)‖Lp(0,∞)
≤ C‖f‖Lp((0,∞,B),(39)
where
K(g)(x) =
∫ ∞
0
K(x, z)g(z)dz, x ∈ (0,∞),
for every g ∈ Lp(0,∞).
Note that, in particular, according to Lemma 2.1, tβ∂βt Pt(f)χΓ+(x) ∈ Lq((0,∞), H+) ⊗ B, 1 <
q <∞.
It is clear that if {hj}`j=1 is an orthonormal system in H+ and, for every j ∈ N, we define h˜j by
h˜j(y, t) =
{
hj(y, t), y, t > 0,
0, t > 0, y ≤ 0,
then, {h˜j}`j=1 is an orthonormal system in L2(R × (0,∞), dydtt2 ). Hence, since B is UMD we have
that∥∥∥tβ∂βt Pt(fo)(y)χΓ+(x)(y, t)∥∥∥
γ(H+,B)
= sup
(
E
∥∥∥∑`
j=1
γj [t
β∂βt Pt(fo)(y)χΓ+(x)(y, t)](hj)
∥∥∥2
B
)1/2
= sup
(
E
∥∥∥∑`
j=1
γj [t
β∂βt Pt(fo)(y)](χΓ(x)(y, t)h˜j)
∥∥∥2
B
)1/2
≤ sup
(
E
∥∥∥∑`
j=1
γj [t
β∂βt Pt(fo)(y)](χΓ(x)(y, t)ej)
∥∥∥2
B
)1/2
=
∥∥∥tβ∂βt Pt(fo)(y)χΓ(x)(y, t)∥∥∥
γ
(
L2(R×(0,∞), dydt
t2
),B
), a.e. x ∈ (0,∞),
where the two first supremum are taken over all orthonormal systems {hj}`j=1 in H+ and the last
one over all orthonormal systems {ej}`j=1 in L2(R× (0,∞), dydtt2 ).
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By Lemma 2.1,
(40) ‖tβ∂βt Pt(fo)‖T 2p ((0,∞),B) ≤ ‖tβ∂βt Pt(fo)‖T 2p (R,B) ≤ C‖fo‖Lp(R,B) = C‖f‖Lp((0,∞),B).
Also, as in (39), since γ(H+,C) = H+, we get
‖tβ∂βt PBλt (f)(y)− tβ∂βt Pt(fo)(y)‖T 2p ((0,∞),B)
=
∥∥∥[tβ∂βt PBλt (f)(y)− tβ∂βt Pt(fo)(y)]χΓ+(x)(y, t)∥∥∥
Lp((0,∞),γ(H+,B))
≤
∥∥∥∥∫ ∞
0
‖f(y)‖B‖tβ∂βt [PBλt (f)(y)− Pt(fo)(y)]χΓ+(x)(y, t)‖H+dy
∥∥∥∥
Lp(0,∞)
≤ C‖K(‖f‖B)‖Lp(0,∞) ≤ C‖f‖Lp((0,∞),B).(41)
Combining (40) and (41) we conclude the proof of this lemma. 
From Lemma 5.4 and using the estimate below (Lemma 5.5), we can proceed as in the proof of
Lemma 2.1 to obtain (33).
Lemma 5.5. Let β, λ > 0. Then,
|tβ∂βt PBλt (x, y)| ≤ C
tβ
(t+ |x− y|)β+1 , t, x, y ∈ (0,∞).
Proof. Let m ∈ N such that m− 1 ≤ β < m and k ∈ N, verifying 0 ≤ k ≤ (m+ 1)/2. According to
the formula (35), it is enough to estimate the following expression,∣∣∣∣∣ (xy)λt2λ+1
∫ pi
0
(sin θ)2λ−1ϕλ,k
(√
(x− y)2 + 2xy(1− cos θ)
t
)
dθ
∣∣∣∣∣
≤ (xy)
λ
t2λ+1
∫ pi
0
(sin θ)2λ−1
∫ ∞
0
(1 + v)m+1−2kvm−β−1
((1 + v)2 + (x−y)
2+2xy(1−cos θ)
t2 )
λ+m−k+1
dvdθ
≤ (xy)λt2m−2k+1
∫ pi
0
(sin θ)2λ−1
∫ ∞
0
(1 + v)m+1−2kvm−β−1
(t2(1 + v)2 + (x− y)2 + 2xy(1− cos θ))λ+m−k+1 dvdθ
≤ C(xy)λt2m−2k+1
∫ pi/2
0
(sin θ)2λ−1
∫ ∞
0
(1 + v)m+1−2kvm−β−1
(t2(1 + v)2 + (x− y)2 + 2xy(1− cos θ))λ+m−k+1 dvdθ
≤ C(xy)λt2m−2k+1
∫ ∞
0
(1 + v)m+1−2kvm−β−1
∫ pi/2
0
θ2λ−1
(t2(1 + v)2 + (x− y)2 + xyθ2)λ+m−k+1 dθdv
≤ Ct2m−2k+1
∫ ∞
0
(1 + v)m+1−2kvm−β−1
(t(1 + v) + |x− y|)2m−2k+2 dv
≤ Ctm
∫ ∞
0
vm−β−1
(tv + t+ |x− y|)m+1 dv ≤ C
tβ
(t+ |x− y|)β+1 , t, x, y ∈ (0,∞).

5.2. Now we are going to show that
‖f‖Lp((0,∞),B) ≤ C‖tβ∂βt PBλt (f)‖T 2p ((0,∞),B), f ∈ Lp((0,∞),B).
If f ∈ C∞c (0,∞) then, according to [5, Lemma 3.1] we have that
hλ(t
β∂βt P
Bλ
t (f))(x) = e
ipiβ(tx)βe−txhλ(f)(x), t, x ∈ (0,∞).
Suppose that f, g ∈ C∞c (0,∞). We denote by Jt(y) = {x ∈ (0,∞) : |x − y| < t}, t, y ∈ (0,∞).
Plancherel equality for Hankel transform leads to∫ ∞
0
∫
Γ+(x)
tβ∂βt P
Bλ
t (f)(y)t
β∂βt P
Bλ
t (g)(y)
dydt
t|Jt(y)|dx
=
∫ ∞
0
∫ ∞
0
hλ[e
ipiβ(tz)βe−tzhλ(f)](y)hλ[eipiβ(tz)βe−tzhλ(g)](y)
∫
Jt(y)
dx
dy
t|Jt(y)|dt
=
∫ ∞
0
∫ ∞
0
e2ipiβ(ty)2βe−2tyhλ(f)(y)hλ(g)(y)
dydt
t
= e2ipiβ
∫ ∞
0
hλ(f)(y)hλ(g)(y)y
2β
∫ ∞
0
e−2tyt2β−1dtdy
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=
e2ipiβΓ(2β)
22β
∫ ∞
0
hλ(f)(y)hλ(g)(y)dy =
e2ipiβΓ(2β)
22β
∫ ∞
0
f(x)g(x)dx.(42)
Suppose now that f ∈ C∞c (0,∞)⊗ B and g ∈ C∞c (0,∞)⊗ B∗. From (42) it follows that∫ ∞
0
〈g(x), f(x)〉B∗,Bdx = e
−2ipiβ22β
Γ(2β)
∫ ∞
0
∫
Γ+(x)
〈tβ∂βt PBλt (g)(y), tβ∂βt PBλt (f)(y)〉B∗,B
dydt
t|Jt(y)|dx.
Then, since |Jt(y)| ≥ t, for every t, y ∈ (0,∞), according to [32, Proposition 2.2] we get∣∣∣∣∫ ∞
0
〈g(x), f(x)〉B∗,Bdx
∣∣∣∣ ≤ C ∫ ∞
0
∫
Γ+(x)
|〈tβ∂βt PBλt (g)(y), tβ∂βt PBλt (f)(y)〉B∗,B|
dydt
t2
dx
≤ C
∫ ∞
0
‖tβ∂βt PBλt (f)(y)χΓ+(x)(y, t)‖γ(H+,B)‖tβ∂βt PBλt (g)(y)χΓ+(x)(y, t)‖γ(H+,B∗)dx
≤ C‖tβ∂βt PBλt (f)‖T 2p ((0,∞),B)‖tβ∂βt PBλt (g)‖T 2p′ ((0,∞),B),
where p′ = p/(p− 1).
Since B∗ is UMD, by using (33) where p is replaced by p′, we obtain∣∣∣∣∫ ∞
0
〈g(x), f(x)〉B∗,Bdx
∣∣∣∣ ≤ C‖tβ∂βt PBλt (f)‖T 2p ((0,∞),B))||g||Lp′ ((0,∞),B∗).
From [27, Lemma 2.3] and by taking into account that C∞c (0,∞) ⊗ B∗ is dense in Lp
′
((0,∞),B∗)
we get
‖f‖Lp((0,∞),B) ≤ C‖tβ∂βt PBλt (f)‖T 2p ((0,∞),B), f ∈ C∞c (0,∞)⊗ B.
By using again (33) and the fact that C∞c (0,∞)⊗ B is dense in Lp((0,∞),B) we conclude that
‖f‖Lp((0,∞),B) ≤ C‖tβ∂βt PBλt (f)‖T 2p ((0,∞),B), f ∈ Lp((0,∞,B).
6. Proof of Theorem 4
6.1. We are going to show that
(43) ‖tβ∂βt PLαt (f)‖T 2p ((0,∞),B) ≤ C‖f‖Lp((0,∞),B), f ∈ Lp((0,∞,B).
We have that
Lα = − d
2
dx2
+ V (x), x ∈ (0,∞),
where V (x) = x2 +(α2−1/4)/x2. Then, ∂tPLαt (1) 6= 0 and [31, Theorem 4.8] can not be applied to
prove (43). The strategy will be the same as in previous sections: comparing with an operator whose
boundedness property is already known. This time we are going to relate the operator tβ∂βt P
Lα
t
with tβ∂βt PHt , studied in Section 4.
Recall (7) for the definition of the Poisson Laguerre semigroup. It is given via subordination with
respect to the heat Laguerre semigroup WLαt , in which it is involved the modified Bessel function
Iα (see (6)). We will use the following properties of Iα, that can be encountered in [35, Ch. 5],
Iα(z) ∼ z
α
2αΓ(α+ 1)
, as z → 0+,(44)
√
zIα(z) =
ez√
2pi
(
1 +O
(1
z
))
, z ∈ (0,∞).(45)
From (44) and (45) we easily deduce that
(46) 0 ≤WLαt (x, y) ≤ C
e−c(x−y)
2/t
√
t
, t, x, y ∈ (0,∞).
Let f ∈ C∞c (0,∞)⊗ B. We define the measurable function f0 by
f0(x) =
{
f(x), x > 0
0, x ≤ 0.
By using (20), (28), (46) and Hölder’s inequality, it is not difficult to justify that
tβ∂βt P
Lα
t (f)(y) =
∫ ∞
0
tβ∂βt P
Lα
t (y, z)f(z)dz, t, y ∈ (0,∞),
and
tβ∂βt P
H
t (f0)(y) =
∫ ∞
0
tβ∂βt P
H
t (y, z)f(z)dz, t, y ∈ (0,∞).
30 J.J. BETANCOR, A.J. CASTRO, J.C. FARIÑA, AND L. RODRÍGUEZ-MESA
Here, PHt (x, y) denotes the Poisson kernel associated with the Hermite operator on R.
For every x ∈ (0,∞), we write the following decomposition
tβ∂βt [P
Lα
t (f)(y)− PHt (f0)(y)]χΓ+(x)(y, t)
= χΓ+(x)(y, t)
(∫ x/2
0
+
∫ ∞
2x
+
∫ 2x
x/2
)
tβ∂βt [P
Lα
t (y, z)− PHt (y, z)]f(z)dz
= K1glob(f)(x, y, t) +K
2
glob(f)(x, y, t) +Kloc(f)(x, y, t), t, y ∈ (0,∞).
Next, we analyze the boundedness properties of each of the above operators.
Lemma 6.1. Let B be a Banach space and 1 < p <∞. Then, for each j = 1, 2,
‖Kjglob(f)‖Lp((0,∞),γ(H+,B)) ≤ C‖f‖Lp((0,∞),B), f ∈ C∞c (0,∞)⊗ B.
Proof. Let f ∈ C∞c (0,∞)⊗ B. By using (20), (28) and (46) we deduce that
|tβ∂βt [PLαt (y, z)− PHt (y, z)]| ≤ C
∫ ∞
0
|tβ∂βt [te−t
2/4u]|
u3/2
|WLαu (y, z)−WHu (y, z)|du
≤ Ctβ
∫ ∞
0
e−c(t
2+(y−z)2)/u
u(β+3)/2
du ≤ C t
β
(t+ |y − z|)β+1 , t, y, z ∈ (0,∞).(47)
Hence we obtain∥∥∥tβ∂βt [PLαt (y, z)− PHt (y, z))]χΓ+(x)(y, t)∥∥∥
H+
≤ C
(∫ ∞
0
∫
|x−y|<t
t2β−2
(t+ |y − z|)2β+2 dydt
)1/2
≤ C
(∫ ∞
0
∫
|x−y|<t
t2β−2
(t+ |x− y|+ |y − z|)2β+2 dydt
)1/2
≤ C
(∫ ∞
0
∫
|x−y|<t
t2β−2
(t+ |x− z|)2β+2 dydt
)1/2
≤ C
(∫ ∞
0
t2β−1
(t+ |x− z|)2β+2 dt
)1/2
≤ C|x− z| ≤ C

1
z
, 0 < 2x < z,
1
x
, 0 < z <
x
2
.
(48)
Then, since γ(H+,C) = H+, we get
‖K1glob(f)(x, y, t)‖γ(H+,B) + ‖K2glob(f)(x, y, t)‖γ(H+,B)
≤ C
(∫ x/2
0
+
∫ ∞
2x
)∥∥∥tβ∂βt [PLαt (y, z)− PHt (y, z)]χΓ+(x)(y, t)∥∥∥
H+
‖f(z)‖Bdz
≤ C
( 1
x
∫ x/2
0
‖f(z)‖Bdz +
∫ ∞
2x
‖f(z)‖B
z
dz
)
, x ∈ (0,∞).
By using Hardy inequalities ([58, p. 20]) we conclude that
‖Kjglob(f)‖Lp((0,∞),γ(H+,B)) ≤ C‖f‖Lp((0,∞),B), j = 1, 2.

Lemma 6.2. Let B be a Banach space and 1 < p <∞. Then,
‖Kloc(f)‖Lp((0,∞),γ(H+,B)) ≤ C‖f‖Lp((0,∞),B), f ∈ C∞c (0,∞)⊗ B.
Proof. Let f ∈ C∞c (0,∞)⊗ B. To simplify notation, we call
ξ = ξ(u, y, z) =
2yze−2u
1− e−4u , u, y, z ∈ (0,∞).
We make the following decomposition
tβ∂βt [P
Lα
t (y, z)− PHt (y, z)]
=
tβ
2
√
pi
(∫
{u∈(0,∞) : ξ≤1}
+
∫
{u∈(0,∞) : ξ≥1}
)
∂βt [te
−t2/4u]
u3/2
[WLαu (y, z)−WHu (y, z)]du
= I1(y, z, t) + I2(y, z, t), t, y, z ∈ (0,∞).
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According to (20) and (44) we get
|I1(y, z, t)|
≤ Ctβ
∫
{u∈(0,∞) : ξ≤1}
e−t
2/8u
u(β+2)/2
(
e−2u
1− e−4u
)1/2
exp
(
−1
2
(y2 + z2)
1 + e−4u
1− e−4u
)[
ξα+1/2 + eξ
]
du
≤ Ctβ
∫ ∞
0
e−c(t
2+y2+z2)/u
u(β+3)/2
du ≤ C t
β
(t+ y + z)β+1
, t, z, y ∈ (0,∞).
By proceeding as in (48) we obtain
(49) ‖I1(y, z, t)χΓ+(x)(y, t)‖H+ ≤
C
z + x
≤ C
x
, 0 < x/2 < z < 2x.
On the other hand, (20) and (45) lead to
|I2(y, z, t)| ≤ Ctβ
∫
{u∈(0,∞) : ξ≥1}
e−t
2/8u
u(β+2)/2
WHu (y, z)
du
ξ
≤ Ctβ
∫
{u∈(0,∞) : ξ≥1}
e−t
2/8u
u(β+2)/2
e−ue−c|y−z|
2/u
u1/2
du
ξ1/3
≤ C t
β
(yz)1/3
∫ ∞
0
e−c(t
2+|y−z|2)/u
u(3β+7)/6
du ≤ C t
β
(yz)1/3(t+ |y − z|)β+1/3 , t, z, y ∈ (0,∞).
Then, by choosing 0 < ε < min{2/3, 2β} we can write
‖I2(y, z, t)χΓ+(x)(y, t)‖H+ ≤ C
(∫
Γ+(x)
t2β−2
(yz)2/3(t+ |y − z|)2β+2/3 dtdy
)1/2
≤ C
({∫ z/4
0
+
∫ ∞
z/4
}∫ ∞
|x−y|
t2β−2
(yz)2/3(t+ |y − z|)2β+2/3 dtdy
)1/2
≤ C
(∫ z/4
0
∫ ∞
x/2
dtdy
(yz)2/3t8/3
+
∫ ∞
z/4
1
(yz)2/3|x− z|ε+2/3
∫ ∞
|x−y|
dt
t2−ε
dy
)1/2
≤ C
(∫ z/4
0
dy
(yz)2/3x5/3
+
1
z2/3|x− z|ε+2/3
∫ ∞
x/8
dy
y2/3|x− y|1−ε
)1/2
≤ C
(
1
z1/3x5/3
+
1
z2/3|x− z|ε+2/3x−ε+2/3
∫ ∞
1/8
du
u2/3|1− u|1−ε
)1/2
≤ C
(
1
x2
+
xε+2/3
x2|x− z|ε+2/3
)1/2
≤ C
x
(
1 +
(
x
|x− z|
)(3ε+2)/6)
, 0 < x/2 < z < 2x.(50)
By combining (49) and (50) we get∥∥∥tβ∂βt [PLαt (y, z)− PHt (y, z)]χΓ+(x)(y, t)∥∥∥
H+
≤ C
x
(
1 +
(
x
|x− z|
)(3ε+2)/6)
, 0 < x/2 < z < 2x.
For every x ∈ (0,∞),
dµx(z) =
1
C0
(
1 +
( x
|x− z|
)(3ε+2)/6)
χ(x/2,2x)(z)
dz
z
is a probability measure on (0,∞) when
C0 =
∫ 2
1/2
(
1 +
1
|1− u|(3ε+2)/6
)
du.
Then, since γ(H+,C) = H+, Jensen’s inequality leads to
‖Kloc(f)(x, ·, ·)‖pγ(H+,B) ≤ C
(∫ 2x
x/2
‖f(z)‖B
∥∥∥tβ∂βt [PLαt (y, z)− PHt (y, z)]χΓ+(x)(y, t)∥∥∥
H+
dz
)p
≤ C
(
1
x
∫ 2x
x/2
‖f(z)‖B
(
1 +
( x
|x− z|
)(3ε+2)/6)
dz
)p
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≤ C
∫ 2x
x/2
‖f(z)‖pB
1
x
(
1 +
( x
|x− z|
)(3ε+2)/6)
dz, x ∈ (0,∞).
Hence,
‖Kloc(f)‖Lp((0,∞),γ(H+,B)) ≤ C
(∫ ∞
0
∫ 2x
x/2
‖f(z)‖pB
1
x
(
1 +
( x
|x− z|
)(3ε+2)/6)
dzdx
)1/p
≤ C
(∫ ∞
0
‖f(z)‖pB
∫ 2z
z/2
1
x
(
1 +
( x
|x− z|
)(3ε+2)/6)
dxdz
)1/p
≤ C‖f(z)‖Lp((0,∞),B).

Putting together Lemmas 6.1 and 6.2 we conclude that
‖tβ∂βt PLαt (f)− tβ∂βt PHt (f0)‖T 2p ((0,∞),B) ≤ ‖f‖Lp((0,∞),B), f ∈ C∞c (0,∞)⊗ B.
Moreover, according to Theorem 2, (ii), since B is a UMD Banach space, we have that
‖tβ∂βt PHt (f0)‖T 2p ((0,∞),B) ≤ ‖tβ∂βt PHt (f0)‖T 2p (R,B)
≤ C‖f‖Lp((0,∞),B), f ∈ C∞c (0,∞)⊗ B.
Hence,
‖tβ∂βt PLαt (f)‖T 2p ((0,∞),B) ≤ ‖f‖Lp((0,∞),B), f ∈ C∞c (0,∞)⊗ B.
By proceeding as in (47) we get
|tβ∂βt PLαt (y, z)| ≤ C
tβ
(t+ |y − z|)β+1 , t, y, z ∈ (0,∞).
Finally, as in the proof of Lemma 2.1, we can deduce that
‖tβ∂βt PLαt (f)‖T 2p ((0,∞),B) ≤ ‖f‖Lp((0,∞),B), f ∈ Lp((0,∞),B).
6.2. In this paragraph we establish that
‖f‖Lp((0,∞),B) ≤ C‖tβ∂βt PLαt (f)‖T 2p ((0,∞),B), f ∈ Lp((0,∞),B).
As in Section 5.2, by duality and density arguments, it is enough to have the following identity.
Lemma 6.3. Let α, β > 0 and f, g ∈ C∞c (0,∞). Then,∫ ∞
0
∫
Γ+(x)
tβ∂βt P
Lα
t (f)(y)t
β∂βt P
Lα
t (g)(y)
dydt
t|Jt(y)|dx =
e2piiβΓ(2β)
22β
∫ ∞
0
f(x)g(x)dx,
where Jt(y) = {x ∈ (0,∞) : |x− y| < t}.
Proof. We can write
(51) PLαt (f)(x) =
∞∑
k=0
e−t
√
2k+α+1cαk (f)ϕ
α
k (x), t, x ∈ (0,∞).
According to [40, p. 1124] there exists C > 0 such that |ϕαk (x)| ≤ C, x ∈ (0,∞). Moreover, for
every m ∈ N there exists C > 0 such that |cαk (f)| ≤ C(1 + k)−m, k ∈ N. Hence, the series in (51)
converges in L2(0,∞) and uniformly in (t, x) ∈ (0,∞)× (0,∞). Also, for every m ∈ N, we get
∂mt P
Lα
t (f)(x) =
∞∑
k=0
(−1)m(2k + α+ 1)m/2e−t
√
2k+α+1cαk (f)ϕ
α
k (x), x, t ∈ (0,∞).
If m ∈ N is such that m− 1 ≤ β < m, then
∂βt P
Lα
t (f)(x) =
e−ipi(m−β)
Γ(m− β)
∫ ∞
0
∂mt P
Lα
t+s(f)(x)s
m−β−1ds
=
e−ipi(m−β)
Γ(m− β)
∫ ∞
0
sm−β−1
∞∑
k=0
(−1)m(2k + α+ 1)m/2e−(t+s)
√
2k+α+1cαk (f)ϕ
α
k (x)ds
=
e−ipi(m−β)
Γ(m− β)
∞∑
k=0
(−1)m(2k + α+ 1)m/2e−t
√
2k+α+1cαk (f)ϕ
α
k (x)
∫ ∞
0
sm−β−1e−s
√
2k+α+1ds
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= eipiβ
∞∑
k=0
(2k + α+ 1)β/2e−t
√
2k+α+1cαk (f)ϕ
α
k (x), t, x ∈ (0,∞).
The interchange between the serie and the integral is justified because (cαk (f))k∈N is rapidly de-
creasing as k →∞. We have that∫ ∞
0
∫
Γ+(x)
tβ∂βt P
Lα
t (f)(y)t
β∂βt P
Lα
t (g)(y)
dydt
t|Jt(y)|dx
=
∫ ∞
0
∫ ∞
0
tβ∂βt P
Lα
t (f)(y)t
β∂βt P
Lα
t (g)(y)
∫
Jt(y)
dx
dydt
t|Jt(y)|
=
∫ ∞
0
∫ ∞
0
tβ∂βt P
Lα
t (f)(y)t
β∂βt P
Lα
t (g)(y)
dydt
t
= e2ipiβ
∫ ∞
0
∫ ∞
0
[ ∞∑
k=0
(t
√
2k + α+ 1)βe−t
√
2k+α+1cαk (f)ϕ
α
k (y)
]
×
[ ∞∑
m=0
(t
√
2m+ α+ 1)βe−t
√
2m+α+1cαm(g)ϕ
α
m(y)
]
dydt
t
= e2ipiβ
∞∑
k=0
cαk (f)c
α
k (g)
∫ ∞
0
(t
√
2k + α+ 1)2βe−2t
√
2k+α+1 dt
t
= e2ipiβ
Γ(2β)
22β
∞∑
k=0
cαk (f)c
α
k (g) = e
2ipiβ Γ(2β)
22β
∫ ∞
0
f(x)g(x)dx.

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