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Vortices are a common phenomenon in fluid flows that arise as kinetic energy
dissipates into heat via viscous interaction. They arise naturally at large scales in
the form of dust devils, tornadoes, and as a counter-rotating vortex pair in the wake
of aircraft. It is important to understand the conditions leading to their formation,
their duration, and their dissipation in order to forecast or prevent undesirable ef-
fects. Among these deleterious effects is a decrease in safety of aircraft operations
in the wake of other aircraft, an extremely common situation at airports around the
world. A large number of mathematical models and experimental data sets exists to
help explain various aspects of axial wake vortex behavior, but current models fail
to explain why many vortices remain tightly wound with slowly decaying azimuthal
velocities about their cores the length of time for which they have been observed.
The current study builds upon the theoretical work of Ash, Zardadkhan and Zuck-
erwar [Ash et al., 2011], and tests specific attributes of a turbulent axial vortex for
agreement with non-equilibrium pressure relaxation theory. This theory provides an
exact solution to a modified version of the Navier-Stokes equations for an axial vor-
tex, with a resulting velocity model that agrees with leading empirical models. In
the present investigation, axial wake vortices were created with a bi-wing vortex gen-
erator in a low speed wind tunnel, at free stream velocities between 15 and 33 m/s.
Stereo particle image velocimetry was employed to map three dimensional velocity
vectors at positions between 5.4 and 10 chord lengths downstream of the vortex gen-
erator, and at a sampling rate of 1Hz for 200 seconds. A Reynolds time averaging
approach was employed to express instantaneous velocity measurements as localized
mean and fluctuating components and to study turbulent structures within the vor-
tices. Periodicity in turbulent energy and Reynolds stress structures was observed
by comparing vortex velocity fields normalized by age, based on free stream velocity
and downstream distance. The cores of these vortices appeared to periodically ingest
turbulent energy and compress it into approximately one half of local core radii. The
cyclical ingestion of turbulence was shown to have the effect of tightening the core
radius in the wake of the vortex generator center body. If this phenomenon persists
for the life of the vortex, it could provide an explanation for the longevity of the
azimuthal velocity component, as observed in natural wake vortices.
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1Chapter 1
INTRODUCTION
Vortices are common natural fluid phenomena which are extensively scrutinized
in the study of turbulent flows. While small vortical structures appear and disappear
without notice, some circumstances promote the formation of strong axial vortices
that endure. Those types of axial vortices are found in the trailing wake of aircraft,
and in nature as dust devils, tornadoes, and waterspouts. Wingtip vortices behind
large aircraft create unsafe conditions for other aircraft, especially around airport
runways. The presence of persistent axial wake vortices is a significant limiting factor
controlling the volume of traffic that a busy airport can accommodate [Hallock, 1991].
While the circumstances that result in the creation of strong axial vortices are well
understood, the mechanisms that allow them to remain tightly wound with slowly
decaying azimuthal velocities for as long as they do remain mysterious. Due to the
spontaneous nature of tornadoes, good experimental data are difficult to acquire
and repeat. Axial wake vortices behave differently for small aircraft or in wind
tunnels at low Reynolds numbers than they do for large aircraft or at high Reynolds
numbers [Burnham and Hallock, 2013]. Multiple empirical and analytical models
exist to describe the velocity profiles of persistent axial vortices, each with varying
levels of fidelity.
In this analysis, a bi-wing vortex generator was constructed, and mounted in a
low speed wind tunnel. A mineral oil fog was added to the flow and stereo particle
image velocimetry was employed to map three dimensional velocity vectors in survey
planes perpendicular to the free stream flow direction. A Reynolds time-averaging
approach was employed to represent this velocity data in terms of mean and fluc-
tuating components. Free stream velocity and downstream distance were varied to
create axial vortices over a range of characteristic Reynolds numbers, thereby pro-
ducing a three dimensional perspective. Observed velocity profiles were compared
2with predictions based on multiple common vortex models. Relationships between
Reynolds stresses, turbulent energy, strain rates, and dissipation were examined to
gain understanding of the compact core behavior, and to help explain the surprising
performance of a simple eddy-viscosity turbulence model.
1.1 ESTABLISHED VORTEX MODELS
Several vortex models are already commonly used to describe the behavior of axial
wake vortices. Among these models are, in order of introduction, the Rankine, Lamb-
Oseen, Burnham-Hallock, and Proctor models [Ahmad et al., 2014]. The simplest
and oldest model, the Rankine vortex, approximates the azimuthal velocity of the
vortex within the core zone as a rigid body of rotating fluid, with that component of
velocity decreasing as dictated by an inviscid potential flow model, predicting that
the azimuthal velocity decreases with the inverse of radius beyond the central core











for r > rcore (2)
where Γ0 is the circulation and rcore is the core radius, which is defined as the location
of the maximum azimuthal velocity, vθ,max. The azimuthal velocity vθ, is proportional
to radius r, in the core zone, but proportional to 1/r in the region outside the core
zone. This shear stress discontinuity makes the model unsuitable in the vicinity of
the core region of the vortex. The model is therefore unsuitable for the study of
unsteady flow or turbulence, and the rigid body assumption within the core has been
shown experimentally to be invalid.
Much later, the Lamb-Oseen vortex model was developed from an analytical
solution to the Navier-Stokes equations [Lamb, 1932]. In this model, a potential line
vortex with an infinite velocity at the centerline was introduced instantaneously as a
3point, then subjected to viscous decay. This is an unsteady solution for the azimuthal









Utilizing the kinematic viscosity, ν. Alternatively, the azimuthal velocity profile can
be expressed in terms of the maximum azimuthal velocity, vθ,max, as














In the case where α = 1.25643 [Davenport et al., 1996]. Like the Rankine vor-
tex, a Lamb-Oseen vortex does not allow for unsteady flow. In addition, the
predicted centerline velocity at r = 0 is undefined. It has utility in estimating
average velocity profiles, and has been used to initialize large eddy simulations
[Hennemann and Holza¨pfel, 2011].
A model which is widely used in the study of wake vortices, and demonstrates
great suitability for modeling the velocity profiles of large experimental vortices is
the Burnham-Hallock model [Burnham and Hallock, 1982]. This empirically-based
model has been independently discovered by many [Burnham and Hallock, 2013],








Similar to the Lamb-Oseen vortex, the Burnham-Hallock model has been widely used
to initialize large eddy simulations and model aircraft response to wake encounters
[Ahmad et al., 2014].
41.2 VORTEX MODEL WITH NON-EQUILIBRIUM PRESSURE
Non-equilibrium pressure influences on an incompressible, Newtonian fluid
can be introduced through the application of the Hamilton variational principle.
[Zuckerwar and Ash, 2006] employed this approach in an attempt to clarify confu-
sion associated with the volume or bulk viscosity coefficient for simple fluids. They
were concerned primarily with its relevance to high-speed compressible flows. When
Hamilton’s principle was subjected to conservation of mass, conservation of reacting
species, and material entropy constraints, the procedure resulted in two dissipative
coefficients in the Navier Stokes equation; a traditional volume viscosity term and a
term that was proportional to the material time derivative of the pressure gradient





= −∇[P − ηp]− ρ∇Ω +∇[(ηv − 2
3
µ)∇ ·v)] +∇× (µ∇×v) + 2[∇ · (µ∇)]v (8)
where ηp is the pressure relaxation coefficient, ηv is the volume viscosity, P is pressure,
ρ is density of the fluid, and µ is the dynamic viscosity. If each of the thermophysical
parameters are considered to be constant, and body forces are neglected, the resulting




= −∇P + ηp∇DP
Dt
− (ηv + 4
3
ν)∇(∇ · v)− µ∇× (∇× ·v) (9)




































The term in brackets has been examined and appears to be related to sound
production in incompressible flows [Ash and Zheng, 1998], but in any scenario, it
should be negligibly small when multiplied by the pressure relaxation coefficient.

















When applied to a steady, incompressible axial vortex with zero axial velocity,












where RΓ is the circulation based Reynolds number. The maximum azimuthal ve-














Equation 14 is the same form as the empirically based Burnham-Hallock model,
but is an exact solution to the modified Navier Stokes equations. As the pressure
relaxation coefficient tends to zero, the solution becomes a potential vortex similar to
the Lamb-Oseen model. For very large pressure relaxation coefficients, the velocity
distribution becomes similar to that of a rigid body rotation as in the inner portion
of the Rankine model.
1.3 TURBULENT STRUCTURE OF AXIAL VORTICES
Understanding the turbulent structure of an axial vortex is critical to under-
standing the mechanisms controlling vortex decay. Axial wake vortices typically
start with axial velocity deficits at their centers and strong rotational momentum
about their cores. Turbulence is responsible for the observed rapid decay of the
axial velocity deficit in the core region, but its influence on the relatively slow
decay of the rotational velocity profile is unclear. Vortices have been shown to
quickly absorb large scale turbulent structures, and break them up into smaller ones
6[Ragab and Sreedhar, 1994, Beninati and Marshall, 2005]. This activity is associ-
ated with the exchange of momentum between the vortex core and the rotating
surroundings, strengthening the near rigid body rotation of the core region and
relaminarizing subsequently the inner vortex region [Bandyopadhyay et al., 1991].
Organized motions surrounding the core cause intermittent ejections of fluid with
low momentum and high vorticity, and entrainment and laminarization of highly
turbulent fluid into the core [Bandyopadhyay et al., 1991]. Direct Numerical Simu-
lation (DNS) has shown intense turbulent structures in the free stream to impact the
longevity of a vortex formed within it, with large scale motions causing long wave
instability and slight periodic movements of the vortex core (wobbling), and small
scale motions enhancing the diffusion of vorticity between the core region and the
free stream [Risso et al., 1997]. It is unsurprising that the turbulent structure of an
axial vortex likely depends upon local atmospheric conditions, and thus the ambient
environment can influence the rate at which a vortex decays. This has a significant
impact on aviation safety [Ash and Zheng, 1998].
The vortex model developed by Ash, Zardadkhan and Zuckerwar comes from an
exact solution to the modified Navier Stokes equations, employing a simple turbulent
eddy viscosity assumption [Ash et al., 2011]. Since that model merely changes the
ratio of the effective viscosity to the pressure relaxation coefficient, the resulting axial
velocity profile continues to be identical with the empirical Burnham-Hallock model.
Specific assumptions for the turbulent viscosity model and Reynolds stresses will be
examined in the present study.
1.4 FUNDAMENTALS OF PARTICLE IMAGE VELOCIMETRY
Particle Image Velocimetry, or PIV, is a class of methods employed in experimen-
tal fluid mechanics to measure instantaneous vector velocity fields by measuring the
displacements of small visible particles (smoke or fog) which follow the motion of the
fluid. Figure 1 shows a typical resulting vector field produced from measurements of
a vortical flow. These two-dimensional vectors are defined from a thin sheet of illu-
minated fluid, captured in the planar volume. The velocity of the fluid is deduced by
7acquiring images of well entrained particles at precise times and measuring the dis-
placement of those particles detected during the time interval. This is accomplished
with the use of cameras for acquiring images and an intense laser light sheet to illumi-
nate particles within the desired plane. This technique can be used to study flows in
gases and liquids, and is derived from techniques originally developed to measure de-
formations on the surface of solid material [Arroyo and Greated, 1991, Adrian, 1991].
Figure 1: Velocity vector field of a vortical flow structure as produced by PIV.
1.4.1 THE CASE FOR PIV
Unlike other flow measurement techniques, PIV is considered to be a non-invasive
method to directly measure particle displacements occurring during a precise time
interval, and thus determine the particle velocity in the viewing plane. PIV is
8also capable of resolving vector measurements at many positions within a two-
dimensional slice of the flow field simultaneously, while other measurement tech-
niques require taking data at many locations sequentially over a much longer pe-
riod of time. PIV measurements can also be used to infer lift and drag forces on
a solid body [Noca et al., 1997]. Single camera PIV can measure the two compo-
nents of the velocity vectors aligned with the image plane, but the PIV method is
capable of resolving up to three dimensional velocities within an up to three dimen-
sional volume of fluid flow with incremental increases in system complexity. The
addition of a second camera can enable the measurement of the three-dimensional
velocity vector, and a sweeping beam laser or holographic PIV architecture al-
lows the interrogation of an entire volume of flow field instead of a ”planar” slice
[Barnhart et al., 1994, Elsinga et al., 2006, Ka¨hler and Kompenhans, 2000].
Stereo PIV is widely used because it provides full velocity vector resolution, and
requires only one additional camera and a slightly more complex calibration process
and software to process the imagery. A stereo PIV system employing a stationary
sheet laser can resolve three dimensional mean velocity vectors and their associated
fluctuations within a two dimensional slice of fluid flow. A two point correlation ten-
sor containing important information about the turbulent structure of a flow can be
obtained readily with PIV. The non-invasive nature of PIV, combined with the abil-
ity to interrogate a flow volume very quickly for information with high dimensionality
makes it exceptionally useful in fluid mechanics. [Adrian, 1991]
1.4.2 PIV FOR THE STUDY OF TURBULENCE
The study of turbulent flows requires a large range of spatial and temporal veloc-
ity scales. Therefore, measurement techniques used to study turbulent phenomena
require a significant spread between the lowest resolvable velocity, and the highest
[Barnhart et al., 1994]. Although PIV has grown in popularity, it is not a com-
plete replacement for more mature techniques including hot-wire anemometry. The
most significant weaknesses of PIV are the relatively limited frequency response, and
9lower sampling rates than hot-wire anemometry. It has been shown that the atten-
uation of the velocity and velocity derivative statistics is significantly higher with
PIV than with hot-wire anemometry due to the volume averaging associated with
PIV techniques, and the aerodynamic and inertial behavior of the particles in the
flow. However, correction procedures have been developed that have been shown to
allow corrected PIV measurements of turbulent kinetic energy to agree closely with
hot-wire anemometry measurements [Lavoie et al., 2007, Kasagi and Nishino, 1991].
Reynolds stresses can be extracted from the two point correlations averaged over
an interrogation window. With this technique, one Reynolds stress value can be ob-
tained for each of the smallest interrogation windows, which are typically several pix-
els in size. In this technique, the particle displacements are found by finding the peak
of the correlation function of image pairs, transformed into velocities and divided into
mean and fluctuating components typical of a Reynolds averaging approach. Alter-
natively, single-pixel resolution Reynolds stress measurements can be obtained by
direct examination of the correlation function. This technique can estimate Reynolds
stresses at an enhanced resolution with errors on the order of a few percent when
employing a set of several thousand PIV image pairs [Scharnowski et al., 2011].
1.4.3 PRINCIPLES OF PLANAR PIV
A simple planar PIV system consists of a double pulsed laser, light sheet forming
optics, particle seed, a single lens camera, image digitization hardware, and a com-
puter system for data storage and subsequent analysis. The optical geometry of a
planar PIV experiment is shown schematically in Figure 2.
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Figure 2: Single camera PIV system for mapping two dimensional velocity vectors
The underlying concept behind all PIV is that light scattered from the particles
as they move through the illuminated flow field allows a pair of images to capture in-
formation about the motion of that particle. Double pulsed illumination is commonly
employed in PIV systems, which allows two low cost lasers with the ability to pulse
rather slowly to offset their pulses to achieve a satisfactorily small time interval (dt).
The energy required to adequately illuminate a planar area of interest depends upon
the size of that area, and the scattering properties of the particle seed. Solid state
Nd:YAG lasers are typically used for this purpose [Adrian and Westerweel, 2011].
An (X, Y, Z) coordinate system is defined within the light sheet that exists in a
(X, Y ) space, and that can be related linearly to a coordinate system in the image
plane of the camera in (Xp, Yp) pixel space. At a specific initiation time t, a laser
light sheet is produced with a short duration pulse while the camera shutter is open
to capture an image of the light scattering from particles within the flow domain.
At some short time later, t + dt, a second light pulse occurs and a second image is
taken. By measuring the pixel displacements (∆Xp,∆Yp) for a particle or group of
particles in the image plane, and transforming the coordinates into the plane of the
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laser sheet, one obtains (∆X,∆Y,∆Z). This coordinate transform can be obtained
from precise information about the optical geometry of the system, or by direct mea-
surement of calibration data [Fouras et al., 2007].The method of direct measurement
of a calibration target was employed in this research.
The detection rate, accuracy, and reliability of PIV depends upon careful se-
lection of experimental parameters. Kean and Adrian suggest a set of six impor-
tant dimensionless quantities and ideal operating ranges that improve the chances
of high quality PIV results [Keane and Adrian, 1991]. The parameters are: (1)
data validation criterion, (2) particle image density, (3) relative in-plane image
displacement, (4) relative out-of-plane displacement, (5) velocity gradient, and
(6) the ratio of the mean image diameter to the interrogation spot diameter
[Keane and Adrian, 1991, Lawson and Wu, 1997a]. Steep flow velocity gradients cre-
ate random errors, because the individual particle displacements cover a discreet
range within an interrogation spot. Particle displacements should be restricted to
25% of the interrogation spot diameter for in-plane velocities, and to no more than
25% of the light sheet thickness in out-of-plane velocities. One way to mitigate both
of these limitations is to use the highest resolution PIV possible, or by scaling the
interrogation area down by altering the magnification on the camera lenses. Since the
velocity profile of an axial vortex can contain high velocity gradients in the vicinity
of the core, and both in-plane and out-of-plane velocities are expected to be high, the
present experiments used 50mm lenses to allow each camera to focus on the smallest
interrogation plane practical [Prasad et al., 1992].
1.4.4 PRINCIPLES OF STEREO PIV
Classical single camera PIV is only capable of capturing the projection of the
velocity vector on the image plane. The out-of-plane component is lost completely,
and the in-plane components are affected by unrecoverable error. In Stereo PIV, a
pair of cameras may obliquely view the same plane and the entire three dimensional
velocity vector can be inferred using the camera setup geometry. This technique in-
cludes tilting the backplanes of the cameras to satisfy the Scheimpflug image criteria
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and a dewarping function based on camera geometry to account for projective dis-
tortion [Willert, 1997]. An example of the geometric set up used by Willert to study
the movement of a ring vortex through the interrogation plane is shown in Figure
3. Uncertainties associated with high out-of-plane motion in planar PIV are greatly
reduced in stereo PIV [Lawson and Wu, 1997a, Lawson and Wu, 1997b].
Figure 3: Stereo camera PIV system for mapping three dimensional velocity vectors
1.4.5 PARTICLES
The “Particles” part of the PIV acronym refers to the small, reflective solid or
liquid spheres that are entrained within a flow and illuminated with an intense light
source. It is assumed that the movement of the particles is representative of the fluid
which propels them through the fluid, but this assumption deserves further exami-
nation [Roscoe, 1952]. Since particles have mass and inertia, the particle motion is
a function of the viscous forces exerted upon them by the fluid, and by gravitational
or magnetic body forces. As a particle is convected with the fluid and the local
13
fluid encounters a change in direction, the particle cannot respond instantaneously.
The exact response to rapid changes in velocity in the transporting fluid is of great
interest to the study of turbulence. It has been found that lightweight particles have
a tendency to collect in regions of high strain rate and low vorticity. However, ex-
tremely light particles exhibit weaker preferential concentration effects because they
follow the fluid motion more closely, while relatively heavy particles become virtu-
ally insensitive to turbulent velocity fluctuations [Squires and Eaton, 1990]. As the
characteristic inertia and diameter of seed particles shrinks, they become capable
of following smaller turbulent length scales, but the prime consideration for parti-
cles becomes the ability of a camera system to detect the light which scatters from
them. The intensity of the light reflecting from a particles should be sufficient to
reach 30% to 50% of the saturation level of the recording device. The controlling
factors for intensity of reflected light are particle size, laser power, and refractive
index [Adrian and Westerweel, 2011]. Thus, particles which are small enough to en-
sure sensitivity to turbulent structures on the time and length scales of interest must
be small enough to respond to those turbulent fluctuation scales, but large enough
to be detected. It has been demonstrated that particles with diameters on the order
of 1 micrometer with a density much greater than the fluid can respond accurately
to turbulent structures in air on the order of several thousand Hertz [Mei, 1996].
The density of particle seeding must be sufficient for a correlation to be gener-
ated between frames for every small interrogation spot in the survey plane. In an
instance where only one or two particles are visible in the first frame at the edge of
an interrogation sector, then those particles exit the sector for the second frame, to
be replaced by new particles entering the area from the other side, spurious results
will be produced.
The present study used an industrial MDG MAX 3000APS fog machine to pro-
duce mineral oil particles to use as seed. These particles are between 0.5 and 0.7
microns in size with a material density of 838 kg/m3. The scales at which an en-
trained particle can be assumed to represent the velocity of the flow with less than
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1% error is well described by stokes number, which expresses the relative importance









where ρp is the density of the particle, dp is the diameter, µ is the fluid viscosity,
∆u is the characteristic velocity change, and δ is the characteristic length scale.
Stokes numbers less than 0.1 produce particle tracing errors at the 1% level and be-
low [Brennen, 2005]. Equation 15 can be rearranged to solve for the smallest length
scales that can be represented by 0.6 micron mineral oil droplets with a density of
838 kg/m3 suspended in air. Using a conservative estimate of a 1m/s characteristic
∆u, This exercise reveals that the length over which particles can accurately respond
to a 1m/s characteristic velocity change is of the order of 0.01 mm. It is important
to note that demonstrates the particles ability to respond very well to unsteady forc-
ing by fluctuating fluid velocities. It is perhaps intuitive that for a strong sustained
rotational motion (much like a rigid body) such as a vortex core, any particles with
density greater than the fluid will eventually be thrown out of the core, as demon-
strated by [Lang, 1999], and visible in Figure 4. This outward motion of the seed
particles that is not representative of fluid motion creates a small outward bias in
radial velocity measurements, particularly within the core boundary.
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Figure 4: Contrast enhanced image of an illuminated cross section showing a low particle
density in the vortex core.
1.4.6 IMAGE PROCESSING
There are multiple methods for extracting vector fields from images of particles.
A commonality between all methods is the use of a correlation function to distinguish
actual particle displacements from two or more sequential images. The correlation
map is computed by taking the inverse fast Fourier transform (FFT) of the product
of the FFT of the first image, and the complex conjugate of the FFT of the second
image, then adjusting for up-sampling by dividing by the original up-sampling factor.
Displacement is measured by finding the peak of correlation map between a small
sector of each image, where Cmap is given by
Cmap = FFT
−1 ∗ [FA × conj(FB)] (16)
and FA is the fast Fourier transform of image A, at time t = 0 and FB is the
fast Fourier transform of image B at time t = dt. This process is repeated many
times to create a vector field of pixel displacements. In the simplest case, these
correlation maps are considered individually, and the absolute highest peak is used to
determine the mean pixel displacement within a sector. The Hart method, employed
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in the present study, improves upon this general approach by utilizing an element by
element comparison of correlation tables from adjacent sectors to remove false peaks
[Hart, 1998, Hart, 1999].
The mathematics behind derivation of velocity vector fields from stereo image










































where xL, xR, yL and yR are the pixel locations in the x direction on the left and right
cameras; similarly for the y direction on the left and right cameras respectively. Sym-
bols X, Y , and Z are real spatial particle displacements in the interrogation plane.
The set of twelve derivatives are pixel displacement sensitivity coefficients, which are
determined by employing a calibration process which involves taking pictures of a ma-
trix of bright dots arranged on a physical calibration target with a known separation
distance between each dot. Once all twelve calibration coefficients are determined,
the set of equations is actually over constrained, since there are four equations and
only three unknowns, justifying a least squares best fit to map measurements from
the image plane to the real plane. In the case of this study, INSIGHT c© software was
used to generate this set of calibration coefficients [Fouras et al., 2007].
The image is up-sampled to higher resolution to allow sub-pixel displacements
to be measured, thus preventing accuracy limitations associated with the physical
dimensions of each pixel. The image is divided typically into grids 16 by 16 pixels
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in size, with 50% overlap with surrounding grids to ensure particles which started
inside the sector at t = 0, but begin to exit the sector at t = dt, are still identifiable.
Figure 5 shows a sample of two side by side images taken several microseconds,
(dt) apart without any up-sampling. Figure 6 shows a sample of the same two images
layered on top of each other to show the apparent horizontal displacement between
the two images. The two dimensional correlation map shows a clear peak down at
four pixels in the X direction and zero pixels in the Y direction.
Figure 5: Colorized 32x32 pixel contour images at t = 0 (left), and t = dt (right), no up
sampling.
Figure 6: Overlaid sector snapshots (left) and corresponding correlation map (right), no
up sampling.
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Every up sampling doubles the dimensions of the sector, quadrupling the number
of pixels and increasing the sub-pixel resolution by a factor of two. The same set
of figures is repeated for the same image with 6th order bilinear up sampling in
Figures 7 and 8. Note that the images are much smoother, and the images have
been sampled sufficiently to make a very finely spaced grid. It is important to note
that while bilinear up sampling is used for this example, any other two dimensional
method such as cubic may be used.
Figure 7: Colorized 32x32 pixel contour images at t = 0 (left), and t = dt (right), 6th
order up sampling.
Figure 8: Overlaid sector snapshots (left) and corresponding correlation map (right), 6th
order up sampling.
19
Since the sampling method creates a finer mesh, the sub-pixel resolution increases.










Table 1: Pixel displacements by up sampling order.
While the above analysis demonstrates the mathematical motivation behind up
sampling images before performing the Fourier transform for measuring particle dis-
placement, it does not adequately describe the total uncertainty in measurements
made with particle image velocimetry. The uncertainty associated with measure-
ments made with PIV are dependent upon the geometry of the specific optical setup
used to gather the data.
In stereo PIV, the derivative terms which relate displacements in the image plane
to displacements in the real plane (Equations 17 to 20) are not constant throughout
the entire interrogation plane. They are instead functions of the pixel position.
These functions can be determined by measurement of a calibration target, which
has a pattern of dots of known position. The known position of these calibration
points can be used to compute the nine coefficients for four functions of the form in
Equation 21. There exists a separate set of nine coefficients for the left and right
camera, in the X and Y directions.
20
Xmm = [A+B(Xpx) + C(Ypx) +D(Zmm) + E(X
2
px)+
F (Y 2px) +G(XpxZmm) +H(YpxZmm) + J(XpxYpx)]
(21)
where Xmm is the position in mm, [A,B,C,D,E, F,G,H, J ] represents the entire set
of nine coefficients, Xpx and Ypx are the pixel positions in the X and Y directions of
the camera plane respectively. Similarly Zmm is the actual position in the Z direction.
The Zmm position of all particles is assumed to be zero in the first image, and is
determined relative to its starting position by the root mean square of the solutions
to Equations 17 through 20. For simple optical setups, this approach also accounts




A commercial particle image velocimetry system was installed in the Old Domin-
ion University low speed wind tunnel and employed to measure three-dimensional
velocity fields produced by an axial vortex at multiple nominal velocities Vnom and
multiple interrogation planes. The interrogation planes were defined by their dis-
tance downstream of the bi-wing vortex generator center body IZ . Nominal wind
tunnel velocity was varied from 15m/s to 33m/s, sampling 10 distinct velocities in
increments of 2m/s. The interrogation plane was moved at irregular intervals from
546mm to 1016mm, (5.4 to 10 chord lengths), as summarized in Table 2. This
chapter discusses details of the experimental setup used to produce the datasets,
including wind tunnel control, vortex generator setup, PIV system calibration, data
acquisition, data processing, and data quality control.
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Run IZ Vnom Run IZ Vnom Run IZ Vnom
ID (mm) (m/s) ID (mm) (m/s) ID (mm) (m/s)
1 546 15 26 787 25 51 965 15
2 546 17 27 787 27 52 965 17
3 546 19 28 787 29 53 965 19
4 546 21 29 787 31 54 965 21
5 546 23 30 787 33 55 965 23
6 546 25 31 863 15 56 965 25
7 546 27 32 863 17 57 965 27
8 546 29 33 863 19 58 965 29
9 546 31 34 863 21 59 965 31
10 546 33 35 863 23 60 965 33
11 708 15 36 863 25 61 1016 15
12 708 17 37 863 27 62 1016 17
13 708 19 38 863 29 63 1016 19
14 708 21 39 863 31 64 1016 21
15 708 23 40 863 33 65 1016 23
16 708 25 41 914 15 66 1016 25
17 708 27 42 914 17 67 1016 27
18 708 29 43 914 19 68 1016 29
19 708 31 44 914 21 69 1016 31
20 708 33 45 914 23 70 1016 33
21 787 15 46 914 25
22 787 17 47 914 27
23 787 19 48 914 29
24 787 21 49 914 31
25 787 23 50 914 33
Table 2: Experimental conditions for all 70 experiments.
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2.1 LOW SPEED WIND TUNNEL
The Old Dominion University low speed wind tunnel (LSWT) was outfitted with
a bi-wing axial vortex generator. The tunnel has a large test section measuring
2.134m wide by 2.438m tall and a smaller, higher speed test section measuring 1.219m
wide by 0.911m tall (3 x 4 feet). The wind tunnel air is propelled with a fan on a
frequency controlled 125 horsepower motor. Flow velocity was manipulated directly
by manually controlling voltage supplied to the controller. The small test section,
used in the present experimental investigation, has a total length of 2.438m, and the
vertically mounted vortex generator spanned the 0.911m height of the test section and
was mounted 0.610m from the end of the flow contraction section, leaving 1.829m
downstream for the axial vortex to develop. The high speed test section has a
functional free stream velocity range between 12 and 55 m/s or between 35 and 120
mph.
Figure 9: ODU low speed wind tunnel.
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The entire interior of the test section was vacant and unobstructed beyond the
vortex generator. No internal traverse systems or structures were present during
PIV data acquisition unless otherwise indicated. Tunnel velocity was determined by
direct measurement of dynamic pressure (q), barometric pressure, and temperature,
which are monitored and controlled by the tunnel control PC. A functional schematic
of the LSWT PC-based tunnel control system is shown in Figure 10.
Figure 10: Schematic diagram of systems under wind tunnel PC control.
2.2 VORTEX GENERATOR
It is desirable to enhance understanding of trailing axial vortices generated by
aircraft wingtips. While naturally occurring axial vortices occur in unpredictable
and non-uniform environments, this experimental investigation required a repeat-
able axial vortex. Small-scale aircraft axial wake vortices can be generated in an
enclosed wind tunnel environment with a single wingtip, but the downwash behavior
resulting from a lift-generating wingtip vortex causes the rotational axis to curve
and become distorted by the walls of the wind tunnel and test section. A bi-wing
vortex generator, as pictured in Figures 11 and 12, was designed and constructed
by undergraduate student researchers to generate a vortex with two opposing wings,
producing a single vortex, absent any downwash effects [Davis et al., 2012]. The
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vortex generator employed two symmetric NACA-0012 airfoils with chord lengths of
101.6mm, manufactured from foam casts. Both airfoils were attached to a 25.4mm
diameter cylindrical center body with hemispherical forward and aft end caps. While
the vortex generator could have allowed angles-of-attack adjustments, the precision
with which the adjustments could be made was considered to be inadequate for pro-
ducing repeatable results, so the wings were locked at angles-of-attack of ±8 degrees.
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Figure 11: Picture of the vortex generator set up in the ODU LSWT.
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Figure 12: CAD design of the vortex generator used in this study.
2.3 PIV OVERVIEW
The present study uses a stereo PIV system which resolves three dimensional
near-instantaneous velocity vectors gridded on a two dimensional cross section of
flow. The cameras are capable of taking two images just a few microseconds apart.
Determining velocity vectors requires two images just a few microseconds apart, but
pairs of images can be taken at greater time intervals. The PIV method used in this
study utilizes a ”frame-straddling” technique that spaces the time interval between
two laser pulses so that the camera sensor arrays receive the first laser illuminated
image data as near as possible to the closing of the shutter, followed by a second laser
illuminated image as close as possible to the beginning of the second shutter opening.
This technique allows both cameras to capture image sequence pairs simultaneously,
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spaced 25 to 50 microseconds apart. This can be repeated once every second, resulting
in a true velocity sampling frequency of 1 Hz.
2.3.1 SEEDING THE FLOW
Appropriate particle seeding density and time between straddled frames is the
subject of continued study, and is difficult to predict a priori. Complete coverage
of a two dimensional vector field is highly dependent upon uniform optimal particle
density conditions which are difficult to obtain, and maintain over an extended test
interval, due to seed-particle accumulation. For stereo PIV, incomplete data in ei-
ther of the two dimensional vector sets from either camera at a given spatial location
will result in an indeterminate vector displacement in the three dimensional vector
data. To elevate the likelihood that a displacement vector at a given location can be
properly determined, an additional data refining technique outlined by [Hart, 1998]
was employed. The Hart method compares correlation maps between adjacent vec-
tor spots to produce fewer errors than would otherwise be produced by completely
independent evaluation of each small image sector. In instances where two adjacent
regions lack a well-defined peak, the Hart method emphasizes shared peaks in or-
der to reveal a significant correlation that might otherwise have been missed. In
instances where sub optimal seeding conditions exist and a correlation map produces
a false peak, the Hart method can isolate and eliminate those anomalous peaks based
on comparison with adjacent sectors [Hart, 1998]. The actual process by which the
Hart method reduces erroneous vectors is difficult to quantify on a case by case basis,
but is expected to have a positive effect and reduce overall uncertainty in the PIV
measurement.
2.4 STEREO PIV DATA ACQUISITION
The low speed wind tunnel was outfitted with a stereo particle image velocimetry
system which included two cameras that were mounted with a simple frame built
from 80mmx120mm T-slot extruded aluminum with six sliding fastener points on
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the exterior of the wind tunnel, just outside the test section on the left and right
sides as shown in Figure 13.
Figure 13: Top view schematic of PIV camera positions. A-vortex generator, B-PIV cal-
ibration target and interrogation plane, C-left camera, D-right camera, E-station distance
dimension.
The roof of the wind tunnel has a long glass window along the center of the test
section such that an Nd:YAG laser could be mounted to create a vertically oriented
laser sheet. This laser sheet functioned to illuminate the fluid flow perpendicular to
the free stream velocity vector as shown in Figure 14. In this image, the fluid flow has
been freshly seeded with a wand to deposit concentrated fog directly downstream of
the vortex generator to visualize a vortex with a clearly defined, smoke free, vortex
core. Bright outer lines mark the edges of the light curtain. This was initially
performed to aid in the alignment of a pressure probe (visible in the image) with
the vortex core. PIV data were not taken with the fog wand or the pressure probe
present in the wind tunnel.
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The equipment used for this study was a ”TSI Stereo Image Velocimeter System”,
which consists of a pair of TSI PIV 13-8 cameras (Figure 15), a TSI synchronizer
and frame grabber specific to the cameras (Figures 16 and 17), a New Wave Dual
Mini-YAG Laser (Figure 18), a precision 3-D calibration target for stereo PIV camera
alignment, and a precision laser traverse system. The particle seed was generated by
an MDG fog generator (Figure 19). The TSI INSIGHT c© software was used for data
acquisition and image to vector processing.
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Figure 14: Picture of a light curtain illuminating a cross section of an axial wake vortex.
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Figure 15: Photograph of two TSI PIV 13-8 cameras. Model 630047.
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Figure 16: Photograph of LaserPulse synchronizer by TSI. Model 610034.
Figure 17: Photograph of synchronizer connectors. Model 610034.
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Figure 18: Photograph of a PIV laser by SoloPIV. Model 610034.
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Figure 19: Photograph MDG MAX 3000APS Fog Generator.
2.4.1 SYNCHRONIZING THE CAMERAS AND LASER
In order to resolve particle displacements on such a small scale in a relatively fast
moving fluid, the time interval between a laser pulse sequence must be tuned to allow
sufficient particle displacement occur to obtain a meaningful velocity measurement.
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Figure 20: Frame straddling technique. Laser pulses are shown in green, and camera
exposures are shown in gray.
If the time interval (dt) between successive exposures was too long, the particles
escaped the interrogation plane, and could not be tracked. This study varied the
laser pulse timing between 25 microseconds for higher wind tunnel speeds, and 50
microseconds for slower vortex velocities associated with slower wind tunnel speed.
As introduced in Chapter 1, this PIV system employed a frame straddling technique,
which initiates the first shutter opening well before the first laser pulse begins such
that the camera shutter first closes at as the first laser pulse is ending, but before the
second laser pulse starts. The second exposure begins just as the second laser pulse
is initiating, though it extends well beyond the termination of the first laser pulse as
shown schematically in Figure 20.
Timing is achieved with a TSI synchronizer (Figure 16) and control PC shown in
Figure 21. The control PC sends a command to the synchronizer to take an image
sample, then the synchronizer sends precisely timed signals to operate both cameras
and the laser control unit. The cameras each store the image pair in an internal
memory buffer before returning the data to the control PC.
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Figure 21: Block diagram of PIV hardware components. C-left camera, D-right camera,
F-Nd:YAG laser, G-laser control unit and power supply, H-synchronizer, J-control PC
running INSIGHT software suite.
2.4.2 CALIBRATION EMPLOYING A PIV TARGET
Dimensional calibration was accomplished with the use of a calibration target,
which was a 10cm by 10cm black calibration plate with precisely positioned white
divots and a center fiducial mark, as shown in Figure 22. The calibration target was
positioned inside the tunnel test section and aligned with the desired interrogation
plane. The laser illumination sheet was operated in a continuous firing mode and
aimed into the test section so that the location of the interrogation sheet is clearly
visible with the use of polarized eye protecting goggles. The camera facing surface of
the interrogation target is then manually aligned with the interrogation plane, which
was visible as an intense line of light with a nominal thickness of 1.5mm observable
across the top of the target. Once the calibration target was properly aligned, the
laser and all other light sources in the laboratory were extinguished and a lamp was
placed downstream of the test section (to create ideal lighting conditions) in order to
illuminate the target for camera focusing. Cameras outfitted with 50mm lenses were
manually aimed at the calibration target, taking care to place the fiducial mark near
the center of the image frame. Focusing was accomplished manually by adjusting
each lens, and a limited PIV data set was created after focusing to ensure that the
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focus was sharp enough to resolve a partially complete velocity vector field within
the interrogation plane.
Figure 22: Inverted color and elevated contrast photograph of the calibration target,
highlighting the central fiducial mark.
INSIGHT c© software was used to take snapshots and view them to ensure proper
focus and alignment. Once satisfactory adjustments were obtained, calibration im-
ages were taken and the imaging software was used to recognize the fiducial mark, as
well as each divot, in order to create the necessary two dimensional coordinate trans-
formation maps that relate pixel distance to physical distance. This calibration was
employed both to determine the magnitudes of the two dimensional velocity vectors
unique to each camera, and aligning the two separate vector fields, in order to create
a three dimensional velocity field. Once calibration images were acquired, the target
was removed and data were taken over a range of velocities in that interrogation
plane. Each interrogation plane was defined by its position downstream relative to
the trailing edge of the vortex generator center body. Seven interrogation planes were
utilized in this study, and every time the survey plane was changed, it was necessary
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to repeat the calibration process. Ideally, as dictated by good design of experiments
practice, the order of experiments should be randomized. This, however, would have
required exclusive tunnel use for a longer period of time than could be scheduled due
to the level of demand at the time.
2.4.3 SEEDING THE FLOW
Gathering data with a PIV system requires the flow be properly seeded with
observable particles. Particles should be sufficiently small to be entrained in the flow
such that particle motion and fluid motion are the same. In the present study, CO2
filled mineral oil bubbles generated with an MDG MAX 3000 APS fog generator with
a Laskin nozzle were used as particle seed. These droplets have a nominal diameter
of 0.6 micrometers and densities of 1.55 times that of air were used [MDG, 2000].
This was within the optimal range of particle densities for good particle entrainment
and representation of the fluid flow as defined by Mei, as discussed in Chapter 1
[Mei, 1996].
Each velocity measurement required a sector of pixels through which displace-
ment could be tracked. If a majority of the illuminated particles were allowed to
travel outside of a given sector between consecutive frame straddled image captures,
a meaningful correlation map could not be generated. Care was taken to ensure that
the observable particles traversed no more than 50% of a sector width during the
time interval between images by adjusting the time interval between image captures
(dt). Utilization of a 50% border when processing each sector, as described in the
previous section, helped to ensure that particles did not escape the interrogation
area. A sufficient quantity of particle groups must be visible in each sector in order
to yield a meaningful correlation map. If the particle seed density was too low, or
too high, it would result in a somewhat homogeneous image, with ambiguous peaks
in the correlation map. A situation which results in an increased frequency of spuri-
ous measurements with a poor signal to noise ratio. Manipulation of sector size can
increase the number of particles and the reliability of the correlation mapping, but
only at the expense of reduced velocity field resolution, since more pixels are required
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to resolve each vector. The amount of mineral oil fog (seed) was not controllable in
a quantitative manner over an extended period of testing, because the dissipation
rate was slow enough to disallow complete evacuation and re-seeding between exper-
iments, but fast enough to require occasional injections of more fog over the course
of several hours of experimentation. Additional fog was added to the tunnel through
a hose inserted in the tunnel wall, far upstream of the high speed test section, on a
qualitative basis. Prior to actual PIV data acquisition, a few test PIV images were
captured, and a low quality two dimensional computation was performed real time
for a heads-up evaluation of data quality. On occasion, observed low data quality
indicated a low particle density in the tunnel, so additional particle fog was injected.
2.4.4 PRESSURE MEASUREMENTS
Pressure measurements within the vortex core could assist in verifying the pre-
dicted non-eqiulirbium pressure influences on the behavior of axial wake vortices,
especially when combined with simultaneous three dimensional turbulence measure-
ments with PIV [Ash et al., 2011].
Initially, it was believed that a pressure probe could be positioned along the axis
of the vortex core. Without positioning the probe in many locations across the flow
and post-processing the data set, it was necessary to have some other way to verify
that the pressure probe was in fact positioned within the vortex core. Simultaneous
PIV and pressure measurements were attempted utilizing a seven hole probe, but
the probe and probe mounting system was found to severely obstruct the PIV laser
sheet and camera views, cast a shadow to obscure flow underneath it, and created
bright reflections that saturated the image values in the vicinity of the vortex. No
usable PIV data could be obtained when the pressure probe was mounted in the
tunnel test section. Direct visual inspection of the actual vortex core employing a
continuous laser sheet, revealed that the core appeared to dilate significantly in the
presence of the pressure probe. Without a method to compensate for this potential
core dilation, pressure measurements of the vortex core region have not been included
in this study. It is possible that, with a much larger vortex core which is expected to
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be less sensitive to the presence of an inserted pressure probe, and when coated with
a flat black non-reflective coating utilizing forward mounted PIV cameras looking
downrange, simultaneous vortex core pressure measurements and PIV measurements
could be obtained.
2.4.5 CAPTURING PIV IMAGES
The experiments were conducted with the interrogation plane at seven down-
stream locations between and 546mm and 1016mm. Each of these downstream
locations will be referred to as a ”station” as shown in Figure 23. Tests were con-
ducted starting nearest to the vortex generator and progressing downstream. Since
changing the position of the interrogation plane required a complete re-calibration
of the PIV system, the order of each test, as defined by its downstream position and
velocity, was not randomized. For each station, data were taken for each of the ten
test velocities between 15m/s and 33m/s in ascending order, gaining speed over time.
Image pairs were acquired once per second, for a period of 200 seconds, generating a
total of 200 image sets. Each test set of images was then processed using INSIGHT c©
software in order to produce text files containing three-dimensional vector fields for
each image set in real (X, Y, Z) coordinates.
Figure 23: Diagram showing positions of seven measurement stations taken in two-
dimensional planar slices, distances behind vortex generator to scale.
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Tunnel conditions were monitored closely and recorded over the duration of each
test. In addition, wet bulb and dry bulb temperatures were taken with a sling psy-
chrometer. Specific details for each test including the relative humidity (φ) estimated
from wet bulb and dry bulb temperature measurements and the associated pressure
relaxation coefficient (ηP ), are summarized in Tables ?? through ??.
Nominal velocity is denoted Vnom, while actual mean free stream velocity is de-
noted Vfs, and variance in the measurement for the duration of the test is labeled σVfs .
Dynamic pressure is Q, atmospheric pressure is Patm, and the tunnel temperature is






P = ρRT (23)
Relative humidity φ was calculated from wet bulb and dry bulb temper-
atures (Tw and T , respectively) by Equations 24 through 27 according to
[Owen and Putnam, 1977]. Finally, pressure relaxation coefficient is calculated ac-



















Run IZ Vnom dt Vfs σVfs Q Patm Ttunnel φ ηP
ID (mm) (m/s) (µs) (m/s) (m/s) (Pa) (Pa) (◦K) (%) (µs)
1 546 15 50 15.22 0.02 135 102036 299.85 60.4 0.35
2 546 17 50 16.88 0.02 170 102115 297.55 66.3 0.329
3 546 19 50 19.43 0.01 225 102105 297.55 66.3 0.329
4 546 21 50 21.06 0.02 264 102100 297.75 66.3 0.324
5 546 23 35 23.21 0.04 321 102097 297.95 66.3 0.324
6 546 25 35 24.86 0.05 371 102093 298.15 66.3 0.324
7 546 27 35 27.02 0.03 434 102092 298.3 66.3 0.324
8 546 29 25 29.12 0.04 505 102080 298.35 66.3 0.324
9 546 31 25 30.86 0.06 564 102050 299.15 66.3 0.324
10 546 33 25 32.98 0.05 641 102054 299.9 60.4 0.35
Table 3: Experimental conditions for tests at station 1
Run IZ Vnom dt Vfs σVfs Q Patm Ttunnel φ ηP
ID (in) (m/s) (µs) (m/s) (m/s) (Pa) (Pa) (◦K) (%) (µs)
11 708 15 40 15.27 0.02 138 101185 296.05 69.8 0.312
12 708 17 40 16.89 0.02 169 101218 296.55 69.8 0.312
13 708 19 40 19.03 0.02 215 101219 296.55 69.8 0.312
14 708 21 40 21.13 0.02 264 101186 296.85 66.3 0.329
15 708 23 40 23.21 0.04 321 101150 297.85 66.8 0.329
16 708 25 25 25.36 0.04 380 101120 297.45 71.7 0.301
17 708 27 25 27.03 0.03 432 101120 297.75 70.1 0.306
18 708 29 25 29.12 0.06 498 101106 298.55 73.3 0.297
19 708 31 25 30.87 0.04 562 101109 298.95 73.3 0.297
20 708 33 25 33.39 0.04 653 101101 299.65 73.3 0.297
Table 4: Experimental conditions for tests at station 2
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Run IZ Vnom dt Vfs σVfs Q Patm Ttunnel φ ηP
ID (in) (m/s) (µs) (m/s) (m/s) (Pa) (Pa) (◦K) (%) (µs)
21 787 15 40 15.2 0.02 136 101094 297.95 72 0.295
22 787 17 40 17.27 0.02 176 101100 297.85 72 0.295
23 787 19 40 19.36 0.03 222 101102 297.95 70.2 0.305
24 787 21 40 21.09 0.03 262 101088 297.95 75.3 0.287
25 787 23 40 23.15 0.02 316 101079 298.05 75.3 0.287
26 787 25 25 24.86 0.02 364 101062 298.45 71.9 0.298
27 787 27 25 26.95 0.04 430 101054 298.65 70.2 0.305
28 787 29 25 29.09 0.04 496 101051 299.05 71.9 0.298
29 787 31 25 31.26 0.04 576 101056 299.35 71.9 0.298
30 787 33 25 32.94 0.04 636 101024 299.75 77 0.283
Table 5: Experimental conditions for tests at station 3
Run IZ Vnom dt Vfs σVfs Q Patm Ttunnel φ ηP
ID (in) (m/s) (µs) (m/s) (m/s) (Pa) (Pa) (◦K) (%) (µs)
31 863 15 40 14.86 0.02 133 101865 295.75 63.8 0.354
32 863 17 40 17.39 0.02 180 101855 295.95 63.8 0.354
33 863 19 40 19.08 0.02 219 101847 296.1 63.8 0.354
34 863 21 40 21.13 0.05 267 101845 296.15 63.8 0.354
35 863 23 40 23.29 0.02 323 101844 296.45 63.8 0.354
36 863 25 25 24.98 0.05 373 101840 296.65 65.6 0.344
37 863 27 25 27.09 0.05 438 101843 297 65.6 0.344
38 863 29 25 28.81 0.03 493 101848 297.55 65.6 0.344
39 863 31 25 30.87 0.04 570 101842 298.15 - -
40 863 33 25 33.44 0.06 661 101844 298.35 - -
Table 6: Experimental conditions for tests at station 4
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Run IZ Vnom dt Vfs σVfs Q Patm Ttunnel φ ηP
ID (in) (m/s) (µs) (m/s) (m/s) (Pa) (Pa) (◦K) (%) (µs)
41 914 15 40 14.88 0.02 132 101815 296.25 57.5 0.386
42 914 17 40 17.24 0.03 180 101812 296.35 55.8 0.398
43 914 19 40 19.08 0.03 217 101812 294.45 55.8 0.398
44 914 21 40 21.18 0.03 267 101816 296.65 55.8 0.398
45 914 23 40 23.24 0.03 323 101809 296.95 55.8 0.398
46 914 25 25 24.9 0.03 371 101802 297.15 55.8 0.398
47 914 27 25 27.08 0.04 435 101788 297.45 55.8 0.398
48 914 29 25 29.19 0.03 506 101784 297.85 55.8 0.398
49 914 31 25 31.28 0.05 584 101786 298.15 56.1 0.393
50 914 33 25 33.05 0.05 645 101789 298.75 56.1 0.393
Table 7: Experimental conditions for tests at station 5
Run IZ Vnom dt Vfs σVfs Q Patm Ttunnel φ ηP
ID (in) (m/s) (µs) (m/s) (m/s) (Pa) (Pa) (◦K) (%) (µs)
51 965 15 40 15.31 0.02 140 102039 294.85 61.2 0.381
52 965 17 40 17.36 0.03 182 102034 294.95 61.2 0.381
53 965 19 40 19.08 0.03 219 102035 295.15 59.5 0.392
54 965 21 40 21.23 0.03 270 102037 295.35 59.5 0.392
55 965 23 40 23.33 0.03 327 102018 295.65 59.5 0.392
56 965 25 25 24.97 0.03 375 102021 295.95 59.5 0.392
57 965 27 25 27.05 0.06 437 102008 297.85 52.6 0.422
58 965 29 25 29.17 0.04 505 102005 298.15 47.4 0.454
59 965 31 25 30.9 0.06 571 102015 297.85 53.7 0.421
60 965 33 25 33.04 0.06 653 102009 297.35 53.7 0.421
Table 8: Experimental conditions for tests at station 6
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Run IZ Vnom dt Vfs σVfs Q Patm Ttunnel φ ηP
ID (in) (m/s) (µs) (m/s) (m/s) (Pa) (Pa) (◦K) (%) (µs)
61 1016 15 40 15.31 0.03 140 101977 296.15 52 0.434
62 1016 17 40 16.98 0.04 171 101969 296.25 52 0.434
63 1016 19 40 19.1 0.03 218 101961 296.3 52 0.434
64 1016 21 40 21.15 0.05 269 101950 296.45 49.4 0.45
65 1016 23 25 23.23 0.05 321 101953 296.77 52.6 0.422
66 1016 25 25 24.96 0.05 371 101951 297.07 52.6 0.422
67 1016 27 25 27.05 0.5 436 101936 297.25 52.6 0.422
68 1016 29 25 29.17 0.03 505 101928 297.76 52.6 0.422
69 1016 31 25 31.31 0.05 581 101921 297.85 52.6 0.422
70 1016 33 25 33.01 0.05 647 101922 298.3 52.6 0.422
Table 9: Experimental conditions for tests at station 7
2.5 STEREO PIV DATA PROCESSING
PIV data were processed into text files containing lists of vectors and positions
from raw image data using INSIGHT c© software. This format was considered to be
the starting point for the present analysis. Each vector is recorded as a row in a
”v3d” file, with a set of position coordinates,velocity vector components, and two
quality control flags that were used to reduce spurious vector counts. An example of
these data is shown in Table 10.
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X mm Y mm Z mm U m/s V m/s W m/s CHC Residual Pix
8.02046 0.174553 0 0.415872 -2.25951 13.5873 1 0.127058
9.74656 0.174553 0 0.386507 -2.4523 13.9244 1 0.166965
11.4727 0.174553 0 1.01919 -2.8773 14.9454 1 0.0480147
13.1988 0.174553 0 1.30872 -3.02836 15.2081 1 0.0560525
Table 10: Example rows from v3d files with raw 3d vector data
The position coordinates are expressed in units of millimeters away from the
fiducial mark on the target used for calibration. These coordinates are expressed from
the viewpoint of the cameras, which were pointed upstream; positive X coordinates
are to the right, positive Y is upwards, and positive Z is towards the cameras. Vector
components are recorded as U , V and W .
2.5.1 REYNOLDS AVERAGING
Since each run contained 200 separate vector sets, the data needed to be syn-
thesized into unsteady velocity can enable examination of the Reynolds Averaged
Navier Stokes equations in cylindrical coordinates. This processing was performed
employing Python 2.7 and Matlab, with much of the code entirely replicated in each
language. First, text files with tables of vector data were loaded into a parser to
construct a mesh grid of the X, Y coordinate space in a given plane. These mesh
grids established the relationship between matrix indices and real coordinate space
with units of mm.Then, for each test as referenced in Table 2, data from each of the
200 snapshots is Reynolds averaged to produce a mean velocity component, and an
associated fluctuating velocity components, that is
u(x, t) = u(x) + u′(x, t) (28)
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Each component is given an individual variable name, with mean nonfluctuating
components determined employing simple averages of all sets expressed as the com-
ponent letter with an over bar (vx, vy, vz), and time averaged fluctuating component
expressed with a prime (v′x, v′y, v′z). Velocities referring to just one of the 200 sets
will use a subscript i as (vxi , vyi , vzi). The stable components are computed with a
simple average to preserve the sign, while the fluctuating components are computed




































(vzi − vz)2 (34)
where vx, vy and vz are the time averaged velocity components in the X, Y , Z
directions respectively, and v′x, v′y and v′z are the time averaged fluctuating velocity
components.
Similarly, time averaged Reynolds stresses can be calculated by multiplying the
fluctuating components together before taking the root mean square average by Equa-





































((vyi − vy)(vzi − zy))2 (40)
Turbulent kinetic energy k can be calculated as one half of the sum of the squares













Once all the turbulence statistics have been generated in Cartesian coordinates,
the vortex core must be located in that survey plane in order to represent the tur-
bulence data in cylindrical coordinates. The core was established in terms of the
minimum in-plane velocity magnitudes near the center of the interrogation plane,
and excluding the stream-wise w component. In the present case, it was necessary
to avoid confusion produced by spurious edge values, and a threshold value was de-
fined that limited the search for in-plane velocity minima to the area surrounding
the center of the field of view. Once the lowest value was found, sub-grid accuracy
was achieved by taking utilizing cubic interpolation of the grid points surrounding
the minimum. This technique was sufficiently robust to automatically establish the
core axis correctly for every experiment.
50
Employing the location for the vortex core, new mesh grids in radial and tan-
gential coordinates, R and θ, were created from the X and Y mesh grids. Velocity
components, vr and vθ, were then calculated by Equations 42 and 43.
vr = vx cos (θ) + vy sin (θ) (42)
vθ = vx sin (θ)− vy cos (θ) (43)
where vr and vθ represent a radial and tangential velocity matrix, and θ is the mesh
grid of angles about the vortex core. These equations were applied on an element
wise basis to every grid point in the vector field. Once this was done, the same
Reynolds averaging techniques were applied to extract the radial and tangential

























(vθi − vθ)2 (47)
The Reynolds stress correlations in cylindrical coordinates were calculated di-



































((vθi − vθ)(vzi − vz))2 (52)
Once this processing was complete, a large set of Reynolds averaged velocity data
were available for each of the 70 test cases. Plots of these data from experiment 55
will be employed in this thesis as a representative example. Stream line plots can be
produced as shown in Figure 24. Cartesian average velocity components for test case
are shown in Figures 25 through 27, although they are not particularly useful when
compared to representations in cylindrical coordinates. Cylindrical average velocity
components are shown in Figures 28 and 29. Reynolds stress distributions are shown
in Figures 30 through 32. Variation of the fluctuating magnitudes of the individual
cylindrical velocity components are shown in Figures 33 through 35. Variation in the
total turbulent kinetic energy k is shown in Figure 36. Scatter plots that flatten the
dataset into one dimension can be generated as in the tangential velocity vs radial
distance from the rotational axis is shown in Figure 37.
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Figure 24: Example stream plot.
Figure 25: Example contour plot of vx.
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Figure 26: Example contour plot of vy.
Figure 27: Example contour plot of vz.
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Figure 28: Example contour plot of vr.
Figure 29: Example contour plot of vθ.
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Figure 30: Example contour plot of v′rv′θ.
Figure 31: Example contour plot of v′rv′z.
56
Figure 32: Example contour plot of v′θv′z.
Figure 33: Example contour plot of v′rv′r.
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Figure 34: Example contour plot of v′θv
′
θ.
Figure 35: Example contour plot of v′zv′z.
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Figure 36: Example contour plot of turbulent kinetic energy k.
Figure 37: Example scatter plot of v¯θ, colored by k.
Insight to the quality and uncertainty in each measurement was gained by ex-
amining the number of vectors successfully extracted from the set of 200 snapshots
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as shown in Figure 38. Locations with fewer than twenty valid vectors in each set
were omitted. A clear relationship between the total turbulent kinetic energy, k, and
the number of vectors making up the average was observed, and will be discussed in
Chapter 3.
Figure 38: Example contour plot showing the variation in the number of measurements





Axial vortices were created over a range of velocities, and interrogated at seven
different stations ranging between 546mm and 1016mm downstream of the end of
the vortex generators center body, representing distances between 5.4 and 10 chord
lengths. For the purposes of results and discussion, it is desirable to focus on a
smaller group of exemplary data sets that illustrate observed phenomena. The vortex
generator used in these experiments had a center body with a 1 inch diameter,
and thus produced two co-rotating vortices that merge together as they progressed
downstream. The first three stations display characteristics that resemble co-rotating
vortices that had not yet finished merging. Furthermore, analysis shows that the
uncertainty in measurements decreases significantly as the interrogation plane moves
down stream. Therefore, results from only a few vortices at downstream locations are
discussed here. Complete measurement sets for all vortices generated as part of this
study can be obtained from an online public repository which can be accessed with its
DOI, http://dx.doi.org/10.5281/zenodo.46745. Turbulent quantities have been
compared with hot-wire anemometry experiments using a bodiless bi-wing vortex
generator in the same wind tunnel [Thompson, 2016].
3.1.1 VORTEX STABILIZATION
A bi-wing vortex generator creates a pair of co-rotating vortices, emanating from
the intersections of the wing and center body. A single axial vortex stabilizes as the
co-rotating vortices merge together and as the wake of the center body diminishes.
The rotational motion of the vortex winds the axial velocity deficit around the core
region. This was observed in the PIV data in Figure 39 showing a far upstream
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mean axial velocity distribution with very clear wing wake zones radiating from the
center.Those rays largely disappear further downstream as shown in Figure 40 at a
higher velocity with wake remnants wound about the core.
Figure 39: Contour plot of vz at z/c=5.37, Vfree=15.22, station 1.
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Figure 40: Contour plot of vz at z/c=9.50, Vfree=23.33, station 6.
Each wing generated a lifting force which converted axial momentum into radial
and tangential momentum about the vortex core. As the vortex developed, mean
radial fluid motion persisted with similar magnitude, though began to break up into
smaller localized jets as shown in Figures 41 and 42, which were taken at similar free
stream velocities but several chord lengths apart. For radial velocity components,
positive values indicate fluid flowing away from the core. For the majority of tests,
the radial velocity patterns from the wings remain intact, with radial outflow in the
top right and bottom left quadrants.
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Figure 41: Contour plot of vr at z/c=5.37, Vfree=15.22, station 1.
Figure 42: Contour plot of vr at z/c=9.50, Vfree=15.31, station 6.
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Under the conditions of early vortex formation, stronger asymmetry was seen in
the azimuthal velocity component, vt than in more developed vortices as shown in
Figures 43 and 44. When this data is mapped into a scatter plot for every grid
point making up the two dimensional dataset, the asymmetries become particularly
apparent as shown in Figure 45.
Figure 43: Contour plot of vθ at z/c=5.37, Vfree=15.22, station 1.
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Figure 44: Contour plot of vθ at z/c=9.50, Vfree=23.33, station 6.
Figure 45: Scatter plot of azimuthal velocity vs radius at z/c=5.37, Vfree=15.22, station1
Vortices are characterized principally by the maximum azimuthal velocity and
the associated radius of the core. The absolute maximum velocity from the scatter
plot is likely to be impacted by random noise in the data, and may not occur near
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the true core boundary. Therefore, the vortices were characterized by sorting the
scattered set of points of azimuthal velocity vs radius as shown in 45 in ascending
order and performing a Gaussian smoothing to create a smoothed profile as shown
in Figure 46. This Gaussian smoothing creates the average value for a point from
the scattered data by using a weighted average that prefers nearby points, but will
accept many points further away, allowing a smooth profile to be drawn across the
range of point densities inherent in the dataset. The maximum azimuthal velocity
and core radius was then obtained from the smoothed curve. Thus, developed vortex
planes with pronounced radial symmetry were better suited for further study. With
a smoothed azimuthal velocity profile, the experimental data were compared to the
theoretical profile models of common vortices introduced previously, as shown in
Figure 46. In this comparison, the Lamb-Oseen and Ash vortices are scaled to match
the experimental maximum azimuthal velocity, while the Rankine vortex is scaled to
match the core radius.
Figure 46: Theoretical vortex profile fits to experimental data at z/c=9.50, Vfree=23.33,
station 6.
67
The measured vortex characteristics are shown in Tables 11 through 17 where IZ is
the downstream distance, Vnom is the nominal free stream velocity, dt is the time step
between image pairs, Vfree is the actual free stream velocity, Patm is the atmospheric
pressure at the time of the test, Ttunnel is the temperature measured inside the wind
tunnel, φ is the relative humidity, ηP is the pressure relaxation coefficient, Rcore is
the core radius, vθmax is the maximum azimuthal velocity, and vz is the axial velocity
averaged over the entire observation area.
Run IZ Vnom dt Vfree Patm Ttunnel φ ηP Rcore vθmax vz¯
mm m/s µs m/s KPa K % µs mm m/s m/s
1 546 15 50 15.2 102.0 299.9 60.4 0.35 17.4 3.1 15.3
2 546 17 50 16.9 102.1 297.6 66.3 0.33 16.4 3.2 17.0
3 546 19 50 19.4 102.1 297.6 66.3 0.33 18.9 3.7 19.6
4 546 21 50 21.1 102.1 297.8 63.3 0.32 18.2 4.0 21.3
5 546 23 35 23.2 102.1 297.9 63.3 0.32 17.5 4.3 23.2
6 546 25 35 24.9 102.1 298.1 63.3 0.32 17.3 4.7 25.2
7 546 27 35 27.0 102.1 298.3 63.3 0.32 19.1 5.0 27.3
8 546 29 25 29.1 102.1 298.4 63.3 0.32 18.6 5.4 29.3
9 546 31 25 30.9 102.0 299.1 63.3 0.32 18.5 5.8 31.2
10 546 33 25 33.0 102.1 299.9 60.4 0.35 16.5 6.2 33.2
Table 11: Summary of experimental measurements at station 1.
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Run IZ Vnom dt Vfree Patm Ttunnel φ ηP Rcore vθmax vz¯
mm m/s µs m/s KPa K % µs mm m/s m/s
11 708 15 40 15.3 101.2 296.1 69.8 0.31 20.0 2.9 15.4
12 708 17 40 16.9 101.2 296.6 69.8 0.31 19.4 3.6 17.1
13 708 19 40 19.0 101.2 296.6 69.8 0.31 18.7 3.7 19.3
14 708 21 40 21.1 101.2 296.9 66.4 0.33 19.0 4.0 21.3
15 708 23 40 23.2 101.2 297.9 66.4 0.33 19.7 2.4 14.5
16 708 25 25 25.4 101.1 297.4 71.8 0.30 19.5 5.1 25.7
17 708 27 25 27.0 101.1 297.8 70.2 0.31 18.3 5.2 27.3
18 708 29 25 29.1 101.1 298.6 73.4 0.30 19.0 5.6 29.5
19 708 31 25 30.9 101.1 298.9 73.4 0.30 18.6 5.4 31.3
20 708 33 25 33.4 101.1 299.6 73.4 0.30 19.4 6.2 33.7
Table 12: Summary of experimental measurements at station 2.
Run IZ Vnom dt Vfree Patm Ttunnel φ ηP Rcore vθmax vz¯
mm m/s µs m/s KPa K % µs mm m/s m/s
21 787 15 40 15.2 101.1 297.9 72.0 0.29 20.8 3.0 15.4
22 787 17 40 17.3 101.1 297.9 72.0 0.29 18.6 3.3 17.7
23 787 19 40 19.4 101.1 297.9 70.2 0.30 19.4 3.6 19.6
24 787 21 40 21.1 101.1 297.9 75.3 0.29 19.0 3.9 21.3
25 787 23 40 23.1 101.1 298.1 75.3 0.29 18.6 4.2 23.3
26 787 25 25 24.9 101.1 298.4 71.9 0.30 19.7 4.9 25.1
27 787 27 25 26.9 101.1 298.6 70.2 0.30 17.7 5.1 27.5
28 787 29 25 29.1 101.1 299.1 71.9 0.30 18.7 5.3 29.3
29 787 31 25 31.3 101.1 299.4 71.9 0.30 18.8 5.6 31.5
30 787 33 25 32.9 101.0 299.8 77.0 0.28 21.2 5.9 33.3
Table 13: Summary of experimental measurements at station 3
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Run IZ Vnom dt Vfree Patm Ttunnel φ ηP Rcore vθmax vz¯
mm m/s µs m/s KPa K % µs mm m/s m/s
31 864 15 40 14.9 101.9 295.8 63.8 0.35 19.4 2.9 15.2
32 864 17 40 17.4 101.9 295.9 63.8 0.35 19.2 3.2 17.5
33 864 19 40 19.1 101.8 296.1 63.8 0.35 19.0 3.6 19.4
34 864 21 40 21.1 101.8 296.1 63.8 0.35 19.1 3.9 21.5
35 864 23 40 23.3 101.8 296.4 63.8 0.35 18.9 4.3 23.7
36 864 25 25 25.0 101.8 296.6 65.6 0.34 19.1 4.7 25.5
37 864 27 25 27.1 101.8 297.0 65.6 0.34 17.9 4.8 27.3
38 864 29 25 28.8 101.8 297.6 65.6 0.34 20.4 5.0 29.0
39 864 31 25 30.9 101.8 298.1 62.5 0.34 32.4 4.5 30.9
40 864 33 25 33.4 101.8 298.4 62.5 0.34 16.8 4.2 32.1
Table 14: Summary of experimental measurements at station 4.
Run IZ Vnom dt Vfree Patm Ttunnel φ ηP Rcore vθmax vz¯
mm m/s µs m/s KPa K % µs mm m/s m/s
41 914 15 40 14.9 101.8 296.2 57.5 0.39 13.3 3.7 15.2
42 914 17 40 17.2 101.8 296.4 55.8 0.40 15.8 4.3 17.3
43 914 19 40 19.1 101.8 294.4 55.8 0.40 13.6 4.6 19.4
44 914 21 40 21.2 101.8 296.6 55.8 0.40 16.4 5.1 21.6
45 914 23 40 23.2 101.8 296.9 55.8 0.40 14.7 5.7 23.7
46 914 25 25 24.9 101.8 297.1 55.8 0.40 15.0 6.2 25.4
47 914 27 25 27.1 101.8 297.4 55.8 0.40 14.9 6.9 27.5
48 914 29 25 29.2 101.8 297.9 55.8 0.40 13.4 7.3 29.7
49 914 31 25 31.3 101.8 298.1 56.1 0.39 13.7 7.5 31.8
50 914 33 25 33.0 101.8 298.8 56.1 0.39 16.2 7.8 33.5
Table 15: Summary of experimental measurements at station 5.
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Run IZ Vnom dt Vfree Patm Ttunnel φ ηP Rcore vθmax vz¯
mm m/s µs m/s KPa K % µs mm m/s m/s
51 965 15 40 15.3 102.0 294.9 61.2 0.38 16.3 3.7 15.5
52 965 17 40 17.4 102.0 294.9 61.2 0.38 14.7 4.1 17.8
53 965 19 40 19.1 102.0 295.1 59.4 0.39 15.3 4.4 19.4
54 965 21 40 21.2 102.0 295.4 59.4 0.39 15.7 5.1 21.7
55 965 23 40 23.3 102.0 295.6 59.4 0.39 14.6 5.5 23.7
56 965 25 25 25.0 102.0 295.9 59.4 0.39 16.9 6.4 25.3
57 965 27 25 27.1 102.0 297.9 52.6 0.42 13.9 6.7 27.6
58 965 29 25 29.2 102.0 298.1 47.4 0.45 14.3 6.8 29.6
59 965 31 25 30.9 102.0 297.9 53.7 0.42 17.8 7.0 31.4
60 965 33 25 33.0 102.0 297.4 53.7 0.42 17.2 7.9 33.7
Table 16: Summary of experimental measurements at station 6.
Run IZ Vnom dt Vfree Patm Ttunnel φ ηP Rcore vθmax vz¯
mm m/s µs m/s KPa K % µs mm m/s m/s
61 1016 15 40 15.3 102.0 296.1 52.0 0.43 16.1 3.7 15.5
62 1016 17 40 17.0 102.0 296.2 52.0 0.43 14.4 4.0 17.3
63 1016 19 40 19.1 102.0 296.3 52.0 0.43 16.3 4.5 19.4
64 1016 21 40 21.1 102.0 296.4 49.4 0.45 15.1 5.0 21.6
65 1016 23 40 23.2 102.0 296.8 52.6 0.42 14.5 5.4 23.6
66 1016 25 25 25.0 102.0 297.1 52.6 0.42 14.4 6.1 25.4
67 1016 27 25 27.1 101.9 297.2 52.6 0.42 14.7 6.4 27.5
68 1016 29 25 29.2 101.9 297.8 52.6 0.42 16.1 6.7 29.7
69 1016 31 25 31.3 101.9 297.9 52.6 0.42 16.7 7.3 31.9
70 1016 33 25 33.0 101.9 298.3 52.6 0.42 15.0 7.7 33.6
Table 17: Summary of experimental measurements at station 7.
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3.1.2 MACRO-TURBULENT STRUCTURES
The vortex cores sizes at all tested velocities were observed to shrink from a radius
of 17-20mm 684mm down stream to a radius of 13-16mm 914mm down stream, a
span of just 50mm. The abrupt contraction of the core may be attributable to the
instability created by the wake of the vortex generator center body. As the core
diameter decreased, the azimuthal velocities were also observed to increase sharply
as the fast moving fluid accelerates inward to tighten the core boundary. Figure 47
shows nearly opposed and well-defined regions of radial velocity into the core (-) and
out of the core (+). Figure 48 shows the dispersion of these radial velocity jets just
one half chord length further downstream, at the same free stream velocity.
Figure 47: Contour plot of vr at z/c=8.50, Vfree=23.29, station 4.
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Figure 48: Contour plot of vr at z/c=9.00, Vfree=23.24, station 5.
At this transition stage, an abrupt change in the turbulent kinetic energy distri-
bution was also observed. Figure 49 (at station 4) shows turbulent energy spread
widely across a region approximately twice the diameter of the core, with several
areas showing turbulent kinetic energy intensities of 95% of the peak value in the
core. Figure 50 at station 5 shows a significant diminution of these zones of high
intensity turbulence just outside the core region, while also indicating a 30% increase
in turbulent intensity within the core. An appearance of fresh turbulent bands spi-
raling radially outwards was also observed. Perhaps even more interestingly, small
areas of high turbulent intensity were found to arise in the same region as before,
between 1 and 2 core radii, just another half chord length down stream as shown
in Figure 51 at station 6. In this figure, a drop in the maximum turbulence inten-
sity was also observed in the center. This could indicate incomplete coalescence of
a single vortex. Despite the new strengthening of turbulent structures outside the
core region, the core radius was not observed to increase between stations 5 and
6. These findings are consistent with the vortex gulping phenomenon described by
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[Bandyopadhyay et al., 1991]. Furthermore, this suggests the ingestion of turbulence
may be responsible for tightening the core, contributing to the longevity of axial wake
vortices observed in nature.
Figure 49: Contour plot of k at z/c=8.50, Vfree=23.29, station 4.
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Figure 50: Contour plot of k at z/c=9.00, Vfree=23.24, station 5.
Figure 51: Contour plot of k at z/c=9.50, Vfree=23.33, station 6.
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The previous discussion is based upon data produced from time averages of many
PIV frames at one second intervals. To gain better understanding of the relevant time
and length scales at work in the turbulent regions of the flow, particularly inside the
core and in the highly turbulent zones just outside the core, the unsteady (unstable)
components were examined. The time series is comprised of just 200 seconds of
samples at 1Hz, enough to resolve motions at frequencies between about 0.01 Hz
and 0.5 Hz. Understanding the characteristic time and length scales of turbulent
fluctuations within the core, and how they relate to those seen outside of the core
is of great interest. Evolution of turbulent scales as the interrogation plane moves
downstream is of further interest.
Figures 52 through 62 show power spectral densities of average turbulent kinetic
energies within the core volume for a vortex at the same three conditions as displayed
in Figures 49 through 51. Each of these figures contains three plots. The left-most
plot shows the time averaged kinetic energy distribution within the sample area. The
center plot shows the variation in kinetic energy over time with both the mean value
of all points within the sample area shown, and 5th and 95th percentile boundaries
to show the spread. The plot at right shows the log of the power spectral density
(PSD) of the mean line shown in the center plot.
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Figure 52: Plot showing dynamic variations in turbulent kinetic energy within the core.
z/c=8.50, Vfree=23.29, station 4.
Figure 53: Plot showing dynamic variations in turbulent kinetic energy within the core.
z/c=9.00, Vfree=23.24, station 5.
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Figure 54: Plot showing dynamic variations in turbulent kinetic energy within the core.
z/c=9.50, Vfree=23.33, station 6.
With the region inside the core boundary highlighted, the pronounced concentra-
tion of turbulent energy within the core is clearly visible. Figures 55 through 57 show
the magnitude of turbulent energy in the area just outside the core, between one and
two core radii, to sharply decrease between 8.5 and 9.0 chord lengths down stream,
and then remain the same. The power spectral density profile of the core region how-
ever did not appear to change significantly, with most frequencies remaining between
-5 and -10 db/Hz at all three chord lengths. The power spectral density profiles were
examined for the entire range of velocities at each station, and no distinct trends
were discovered.
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Figure 55: Plot showing dynamic variations in turbulent kinetic energy between 1 and 2
core radii. z/c=8.50, Vfree=23.29, station 4.
Figure 56: Plot showing dynamic variations in turbulent kinetic energy between 1 and 2
core radii. z/c=9.00, Vfree=23.24, station 5.
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Figure 57: Plot showing dynamic variations in turbulent kinetic energy between 1 and 2
core radii. z/c=9.50, Vfree=23.33, station 6.
Another quantity of interest is the average turbulence within specific regions
around the core. Average turbulent energy within the core was found to increase
proportionally with free stream velocity for a constant downstream distance. The
power spectral density reflected a similar trend of an even increasing magnitude
across the frequency range. The distribution within the core however undergoes
seemingly cyclical periods as velocity increases; between phases with high intensity
turbulence spread in spokes extending to near the edges of the core boundary, and
with the turbulence concentrated more tightly within half of the total radii as shown
in Figures 58 through 67 at z/c = 9.5.
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Figure 58: Plot showing dynamic variations in turbulent kinetic energy within the core.
z/c=9.50, Vfree=15.31, station 6.
Figure 59: Plot showing dynamic variations in turbulent kinetic energy within the core.
z/c=9.50, Vfree=17.36, station 6.
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Figure 60: Plot showing dynamic variations in turbulent kinetic energy within the core.
z/c=9.50, Vfree=19.08, station 6.
Figure 61: Plot showing dynamic variations in turbulent kinetic energy within the core.
z/c=9.50, Vfree=21.23, station 6.
82
Figure 62: Plot showing dynamic variations in turbulent kinetic energy within the core.
z/c=9.50, Vfree=23.33, station 6.
Figure 63: Plot showing dynamic variations in turbulent kinetic energy within the core.
z/c=9.50, Vfree=24.97, station 6.
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Figure 64: Plot showing dynamic variations in turbulent kinetic energy within the core.
z/c=9.50, Vfree=27.05, station 6.
Figure 65: Plot showing dynamic variations in turbulent kinetic energy within the core.
z/c=9.50, Vfree=29.17, station 6.
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Figure 66: Plot showing dynamic variations in turbulent kinetic energy within the core.
z/c=9.50, Vfree=30.9, station 6.
Figure 67: Plot showing dynamic variations in turbulent kinetic energy within the core.
z/c=9.50, Vfree=33.04, station 6.
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A regular upward trend in peak turbulence at the cores center was observed with
increasing free stream velocity. These were compared to hot-wire anemometry mea-
surements at greater free stream velocities and up to 14 chord lengths downstream,
and found to be consistent [Thompson, 2016].
Over the range of velocities tested, the time between frame captures, dt was
changed between nominal free stream velocities of 25 and 27 m/s. A smaller dt
value was required at higher velocities to ensure that some particles within the light
sheet for the first image capture would remain there for the second. An uncertainty
analysis demonstrated that, since the average particle moves fewer pixels in the
shorter period of time, the precision in the displacement computations is reduced for
a shorter dt. Since the Reynolds averaged fluctuating components used to calculate
turbulent energy are directly related to the precision in the measurement, this change
in dt could have impacted the relationship between free stream velocity and turbulent
kinetic energy.
The PIV measurements have an uncertainty associated with the mean components
which benefits from an increased number of samples. However, the uncertainty as-
sociated with each individual measurement (N=1) has a significant impact on power
spectral density analysis of the fluctuating values. An uncertainty analysis has been
conducted and indicates that the precision of PIV measurements is sufficient to study
time averaged quantities including Reynolds stresses and those related to the root-
mean-square of velocity fluctuations, but insufficient to study the real time dynamic
nature of turbulent structures. The basis for this conclusion is discussed in greater
detail in Section 3.3.
3.2 REYNOLDS STRESS AND TURBULENCE RELATIONSHIPS
Reynolds stresses represent components of the overall stress tensor, and have been
used extensively in the study of turbulence. Turbulent viscosity models, which use
a scalar viscosity term to represent the transport and dissipation of energy in small
scale flows make direct assumptions about the Reynolds stresses in a given fluid flow.
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3.2.1 VELOCITY FLUCTUATIONS
While turbulent energy and Reynolds stress, especially the radial-tangential
reynolds stress, were very closely related, each component exhibited unique char-
acteristics. Repeated patterns were observed in the distribution of velocity fluctu-
ation intensities and turbulent energy. Since the sampling rate of the PIV system
was 1Hz, an alternate approach was taken to understand the time scales of periodic
structures. If turbulent structures are assumed to convect downstream, then profiles
from different axial vortices can be compared on the basis of ’age’. In principle, a
small increase in free stream velocity is analogous to taking a small step upstream
to where the vortex is ’younger’.
The following progression is shown one velocity step at a time in Figures 68
through 77. In these figures, the color values are scaled to range from the minimum
value to the 99 percentile value. This was done to preserve the dynamic range of
coloring in the moderate intensity regions where the structures of greatest interest
reside. At 9 chord lengths down stream and 15 m/s, four lobes of large magnitude
radial fluctuations could be seen faintly. At 17 m/s, the lobes appeared to turn in on
each other to form two crescents radiating from the left and right sides of the vortex
core. At 19 m/s, the C shapes were observed to split, giving the plot an open four
leaf clover shape. At 21 m/s, the four leaves appear to finish closing on themselves to
form four elliptical lobes extending about one core radii. At 23 m/s, these structures
appeared to break up, only for familiar C shapes to arose again at 25, 27, and 29
m/s. By 31 and 33 m/s the C shaped protrusions closed and became elliptical in
appearance once more. The size of the elliptical lobes between 21 m/s and 33 m/s
were not distinguishably different.
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Figure 68: Contour plot of v′rv′r at z/c=9.00, Vfree=14.88, station 5.
Figure 69: Contour plot of v′rv′r at z/c=9.00, Vfree=17.24, station 5.
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Figure 70: Contour plot of v′rv′r at z/c=9.00, Vfree=19.08, station 5.
Figure 71: Contour plot of v′rv′r at z/c=9.00, Vfree=21.18, station 5.
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Figure 72: Contour plot of v′rv′r at z/c=9.00, Vfree=23.24, station 5.
Figure 73: Contour plot of v′rv′r at z/c=9.00, Vfree=24.9, station 5.
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Figure 74: Contour plot of v′rv′r at z/c=9.00, Vfree=27.08, station 5.
Figure 75: Contour plot of v′rv′r at z/c=9.00, Vfree=29.19, station 5.
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Figure 76: Contour plot of v′rv′r at z/c=9.00, Vfree=31.28, station 5.
Figure 77: Contour plot of v′rv′r at z/c=9.00, Vfree=33.05, station 5.
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With this perspective, a consistent sizing of periodic structures in velocity fluc-
tuations is indicative of a gradual evolution. If it can be assumed that vortex cross
sections of the same ’age’ are similar, the frequency of the periodicity indicated by














Where V1 is the lower velocity, V2 is the greater, and Z is the position of the interro-
gation plane. A similar periodicity of 57Hz was easily observed in radial fluctuations
at station 6. The PIV system used for these experiments sampled at 1Hz, well be-
low the sampling rate required to observe this periodicity by examination of power
spectral density of the velocity fluctuations. The radial component of the velocity
fluctuations in the core region are strongly influenced by meandering of the cores
center axis [Bandyopadhyay et al., 1991]. The high intensity region within 1/2 core
radius could be largely due to wandering, while regions well outside the core region
will be influenced very slightly by wandering.
Similar patterns such as the set of four protruding elliptical structures were ob-
served in the axial velocity fluctuations as shown in Figure 78, but were not as
pronounced as those in the radial direction and did not demonstrate periodicity with
the same level of clarity.
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Figure 78: Contour plot of v′zv′z at z/c=9.00, Vfree=33.05, station 5.
Interestingly, the azimuthal velocity fluctuations demonstrated some periodic fluc-
tuations as well as some very consistent zones of low fluctuation intensity. Figures
79 through 88 consistently show areas of very low tangential velocity fluctuation on
the left and right sides of the vortex core, each between 1 and 2 times the size of the
vortex core. A cyclical appearance and disappearance of high intensity fluctuations
occurs in the large regions above and below the core with the vector fields at 19, 23,
and 29 m/s exhibiting very little azimuthal velocity fluctuations in the regions above
and below.
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Figure 79: Contour plot of v′θv
′
θ at z/c=9.00, Vfree=14.88, station 5.
Figure 80: Contour plot of v′θv
′
θ at z/c=9.00, Vfree=17.24, station 5.
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Figure 81: Contour plot of v′θv
′
θ at z/c=9.00, Vfree=19.08, station 5.
Figure 82: Contour plot of v′θv
′
θ at z/c=9.00, Vfree=21.18, station 5.
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Figure 83: Contour plot of v′θv
′
θ at z/c=9.00, Vfree=23.24, station 5.
Figure 84: Contour plot of v′θv
′
θ at z/c=9.00, Vfree=24.9, station 5.
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Figure 85: Contour plot of v′θv
′
θ at z/c=9.00, Vfree=27.08, station 5.
Figure 86: Contour plot of v′θv
′
θ at z/c=9.00, Vfree=29.19, station 5.
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Figure 87: Contour plot of v′θv
′
θ at z/c=9.00, Vfree=31.28, station 5.
Figure 88: Contour plot of v′θv
′
θ at z/c=9.00, Vfree=33.05, station 5.
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Using a similar vortex age approach as Equation 53, the frequency of this motion
was estimated to be 120Hz, approximately twice that of the observed frequency of
periodic radial fluctuations. Each of these periodicities is more clearly visible than
that observed in turbulent energies within the core as described in Section 3.1.2, but
are likely related. The wind tunnel flow is driven by a direct current electric motor,
and the speed is controlled by voltage. No evidence has been found to suggest these
findings have been influenced by the utility frequency, which is also 60Hz.
3.2.2 CONSTANT TURBULENT VISCOSITY
The turbulent viscosity hypothesis first introduced by Boussinesq [Pope, 2000] in










which assumes the deviatoric Reynolds stress is proportional to the mean rate of
strain. Because the non-equilibrium vortex model proposed by Ash, Zuckerwar, and
Zardkahan in [Ash et al., 2011] is an exact solution the Reynolds averaged Navier-
Stokes equations, and very accurately predicts the azimuthal velocity profile of a
turbulent axial wake vortex, it was of interest to examine the validity of the turbulent
viscosity hypothesis with experimental data. All terms in the summation of this
equation were calculated from the PIV dataset, with the exception of gradients in
the axial, Z, direction. Neglecting those terms, the turbulent viscosity assumption
was examined for each vortex dataset. The turbulent viscosity calculation involves
division by spatial derivatives, which can locally be very close to zero. In the area
within 1.5 core radii where the velocity gradients were consistently high, the turbulent
viscosity calculation was subject to much less noise than regions far from the core
with small gradients as shown in figure 89. Calculations were performed in Cartesian
coordinate space, and the values of derivatives near the X and Y axes through the
center of the vortex tended to be near zero, and caused unrealistically high values
to occur very frequently in these zones with no physical significance. To reduce
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noise, the scatter plots shown do not include points within 5 degrees of a vertical or
horizontal axis.
Figure 89: Scatter plot of νT vs radius as calculated from the turbulent viscosity hypoth-
esis. z/c=9.50, Vfree=23.33, station 6.
Within the core region, a one or two equation turbulence model where νT is a function
of the velocity gradients, such as the k−  model is likely required. While the scatter
plot is very noisy outside the core region, 90% of values consistently fell within a band
of small positive values between 0 and 0.1 m2/s, which is 5 orders of magnitude larger
than expected. These trends were observed consistently in all vortices.
3.2.3 NON-EQUILIBRIUM TURBULENCE
The solution describing the behavior of an axial wake vortex derived from non-
equilibrium pressure theory also presents a definition for turbulent viscosity. The
definition can be derived from the Reynolds stress form of the cylindrical conserva-
tion of linear momentum equations and the continuity equation. In the individual
Reynolds component notation used previously, turbulent viscosity derived from non-




























The magnitude of the pressure relaxation term is expected to be small compared
with the first term with the radial derivative of the azimuthal-radial Reynolds stress,
due in part to the typical microsecond order of the pressure relaxation coefficient,
ηp. All radial gradient terms are expected to be quite large, especially in the vicinity
of the core. The relative magnitudes of the Reynolds stress term in the numerator
and the azimuthal velocity gradient terms in the denominator required investigation.
Each of the three terms was examined individually. The first Reynolds stress term
in the numerator was found to increase at a greater than logarithmic rate as R/rcore
decreased as shown in Figure 90. As expected, the magnitude of the pressure re-
laxation term was consistently found to be many orders smaller as shown in Figure
91.
Figure 90: Scatter plot of uT reynolds stress term vs radius at z/c=9.50, Vfree=23.33,
station 6.
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Figure 91: Scatter plot of νT pressure relaxation term vs radius at z/c=9.50, Vfree=23.33,
station 6.
The term in the denominator related to the mean strain rate, a profile similar to
the Reynolds stress term was observed, though the slope was found to be slightly
shallower as shown in Figure 92.
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Figure 92: Scatter plot of νT velocity gradient term vs radius at z/c=9.50, Vfree=23.33,
station 6.
Since the dominant terms in the numerator and denominator are of similar orders
of magnitude, the resulting turbulent viscosity loses the strong logarithmic nature,
but is subject to significant noise. The experimentally calculated turbulent viscosity
utilizing all the terms as in Equation 55 was found too scattered to be of use, partic-
ularly in the vicinity of the vortex core as shown in Figure 93. Spatial derivatives in
cylinrdical coordinates were obtained by a chain rule product between a Cartesian
spatial derivative and the sin or cosine of θ, leaving many opportunities for velocities
at small angles or small errors in denominators to become very large errors. The
opportunities for these errors to arise becomes greater in the vicinity of the core.
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Figure 93: Scatter plot of non-equilibrium based νT vs radius at z/c=9.50, Vfree=23.33,
station 6.
This exercise was useful in showing the relative magnitudes of the strain rate and
Reynolds stress terms in Equation 55, but did not yield an explanation for why a
constant turbulent viscosity assumption can be used to accurately approximate the
velocity profiles of an axial wave vortex.
More simply, a total viscosity can be estimated by substituting circulation















Viscosity was calculated from the mean azimuthal velocity, and exhibited an
evolving behavior for varied free stream velocities. At low free stream velocities,
total viscosity remained fairly constant near the kinematic viscosity of air, with
slight increases typically observable between 1 and 1.5 core radii and significant
increases at less than 0.5 core radii as shown in Figures 94 through 98. At a free
stream velocity of 27 m/s, two small bumps in total viscosity are present near 1
and 2 core radii respectively, and the profile becomes very scattered beyond 2.5
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core radii as shown in Figure 99, possibly indicating an incomplete vortex merger.
A more extreme scattering and divergence at large core radii continued to be seen
with further increasing free stream velocity. Tests at lower free stream velocities
consistently showed that total viscosity, and thus turbulent viscosity could be well
approximated by a constant value.
Figure 94: Scatter plot of total viscosity ν calculated by mean v¯θ equation with non-
equilibrium pressure at z/c=9.50, Vfree=15.31, station 6.
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Figure 95: Scatter plot of total viscosity ν calculated by mean v¯θ equation with non-
equilibrium pressure at z/c=9.50, Vfree=17.36, station 6.
Figure 96: Scatter plot of total viscosity ν calculated by mean v¯θ equation with non-
equilibrium pressure at z/c=9.50, Vfree=19.08, station 6.
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Figure 97: Scatter plot of total viscosity ν calculated by mean v¯θ equation with non-
equilibrium pressure at z/c=9.50, Vfree=21.23, station 6.
Figure 98: Scatter plot of total viscosity ν calculated by mean v¯θ equation with non-
equilibrium pressure at z/c=9.50, Vfree=23.33, station 6.
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Figure 99: Scatter plot of total viscosity ν calculated by mean v¯θ equation with non-
equilibrium pressure at z/c=9.50, Vfree=24.97, station 6.
Figure 100: Scatter plot of total viscosity ν calculated by mean v¯θ equation with non-
equilibrium pressure at z/c=9.50, Vfree=27.05, station 6.
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Figure 101: Scatter plot of total viscosity ν calculated by mean v¯θ equation with non-
equilibrium pressure at z/c=9.50, Vfree=29.17, station 6.
Figure 102: Scatter plot of total viscosity ν calculated by mean v¯θ equation with non-
equilibrium pressure at z/c=9.50, Vfree=30.9, station 6.
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Figure 103: Scatter plot of total viscosity ν calculated by mean v¯θ equation with non-
equilibrium pressure at z/c=9.50, Vfree=33.04, station 6.
While total viscosity generally increased with free stream velocity, the relationship
was not as consistent as expected. Equation 56 shows that ν is related linearly to the
pressure relaxation coefficient, ηP , which is very strongly dependent upon relative
humidity [Ash et al., 2011]. Relative humidity was calculated from wet bulb and
dry bulb measurements were taken with a sling psychrometer, and recorded with a
precision no greater than 0.5 degrees Fahrenheit. Variations in relative humidity are
likely to have caused sufficient uncertainty in the pressure relaxation coefficient to
cause shifts in the total viscosity calculation. A simple comparison revealed that the
viscosity seen at low free stream velocities was significantly less than the kinematic
viscosity of air, which is very unlikely to be true. Therefore, kinematic viscosity
was not subtracted from the total viscosity to yield a measurement of the effective
turbulent viscosity.
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3.3 UNCERTAINTY IN PIV MEASUREMENTS
There are two major sources of measurement uncertainty associated with PIV.
The first is ”particle lag”, or the ability of the seed particles to follow the flow, and
is related to the inertia of the particle and the force exerted by the fluid upon the
particle. The mineral oil droplets used in the present study are capable of following
unsteady movements in the fluid flow on a scale much smaller than the PIV is capable
of resolving, and so the uncertainty from this source is negligible. Sustained rotation
similar to a rigid body inside the vortex core boundary has the effect of ejecting the
relatively heavy particles away from the centerline. This particle ejection introduces
a slight radial velocity bias in all measurements. This bias however is also negligible
when compared to the second source of uncertainty: the process of extracting velocity
vector information from the PIV images.
Understanding the uncertainty in a PIV measurement can be accomplished with
analysis of the PIV optical geometry [Lawson and Wu, 1997a]. Alternatively, Monte
Carlo techniques for evaluating PIV uncertainty can be used by creating artificial
image pairs with simulated particle displacements, then passing them through the
PIV processing chain. In PIV, as previously discussed, each camera utilizes its own
set of coordinate transform equations which allow pixel coordinates to be mapped
to the coordinates of the interrogation plane. Simulated particles are given random
coordinates within the views of both cameras in the interrogation plane, then mapped
onto the coordinate system of both cameras. The intensity of each pixel can be
determined by summing the intensity function of every randomly generated particle
as in [Adeyinka and Naterer, 2005, Fouras et al., 2007]. This approach has been used
successfully once before in the same wind tunnel facility with the same PIV system
[Doan, 2012].
There are a number of factors that contribute to uncertainty in PIV measure-
ments. Both bias and precision errors can be estimated by considering detailed
information about the optical geometry of the PIV setup. Monte-Carlo- based er-
ror estimation techniques can be applied by creating artificially simulated images
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with randomly distributed particles [Adeyinka and Naterer, 2005]. The distribution
of these particles can be modeled using a Gaussian intensity profile as described in
Equation 57 [Raffel et al., 1998].
I(x, y) = I0exp






where xp and yp are the locations of the particle centroid, dτ is the diameter
of the particle, and I0 is particle intensity. Particle intensity is directly related
to the intensity of the light sheet, which is modeled as a Gaussian distribution












where zp is the particles position within the thickness of the light sheet, q is the
particle light scattering efficiency, and ∆ZL is the thickness of the light sheet.
These formulae were used to generate artificial image pairs for a single camera.
A sufficient number of particles were created with x, y and z coordinates to meet
particle density parameters, these coordinates are then used to generate light inten-
sities according to Equation 58, which populate the image plane of the first image
A. Subsequently, a displacement image, B, was generated by shifting all the par-
ticles in a predetermined direction in three dimensional space. It is worth noting
that for a single camera setup, particle movements in the z direction do not produce
pixel displacements, but simply determine the intensity of the light reflected from the
particle. The known particle displacements can then be compared against outputs
calculated with PIV capture and processing software.
To translate this concept to stereo PIV, an additional step was required. Instead
of directly distributing particles with known coordinates onto the image plane of
one camera, they were placed on a conceptual version of the interrogation plane.
The coordinate transforms obtained from PIV calibration were used to map the dis-
placements from the conceptual plane into the image plane of each camera. These
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coordinate transforms are unique to each camera, and depend upon the optical ge-
ometry of the PIV setup. Uncertainty is calculated using the recommended AIAA
calibration procedure [AIAA-S-071A-1999, 1999]. To determine the system bias, the
mean difference between the velocity standard established by the Monte Carlo sim-




























which is simply the average difference between the known velocity components and
the measured velocity components ∆U , ∆V , and ∆W , for a large number of simu-
lations. This is referred to as the bias, and the three bias components are denoted
as
βU = ∆U, (62)
βV = ∆V , (63)
βW = ∆W, (64)











































Total uncertainty for each component at the 95% confidence level was calculated



















For these experiments, uncertainty analysis was conducted after the experimental
data were taken. Vortices were characterized by velocities at key locations that allow
each vortex to be described by one of the common vortex models. Characterization
velocities of particular interest include the maximum tangential velocity about the
vortex core, the distance of this maximal tangential velocity region from the core axis,
which defined the core radius, and the typical axial velocity distribution near the
free stream velocity. Understanding the uncertainty of these measurements required
a Monte Carlo approach from synthetically created particle imagery as shown in
Figures 104 and 105. Artificial pixel displacements were specified to approximate
the typical displacement associated with the velocities of greatest interest.
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Figure 104: Left artificial image subset example, station 1, t = 0.
Figure 105: Left artificial image subset example, station 1, t = dt.
To add complexity, the time between frame captures, dt was expected to have
a significant impact on uncertainty. Since the range of velocities used in this study
required the use of multiple values of dt, artificial images were generated for a scenario
at each value of dt with appropriate associated velocities. With the exception of
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measurements at station one, all tests were conducted with a dt value of 25, or 40
µs. At station one dt values of 35 µs were also used. During the experimentation
period, great difficulty was encountered in tuning PIV parameters to achieve well-
resolved vector fields at station one. The uncertainty analysis demonstrated that the
actual geometry of the viewing angles was also unfavorable at this station, and the
quality of measurements taken this far upstream was poor. Hence, that data were
entirely disregarded.
Creation of these artificial images by Monte Carlo was performed with custom
software written in PythonTM. This software parses the calibration files output from
INSIGHT software and constructs the set of equations needed for all coordinate
transformations. In order to simulate as accurately as possible, artificial images
were generated at the full resolution of the specific PIV cameras (1280 x 1024).
Particles were only generated randomly at coordinates that were within the field of
view of both cameras, to eliminate wasted computation time generating particles
which would not aid in the production of a three-dimensional vector. An excess
of 100,000 particles were simulated for each image set in order to ensure that the
particle density was sufficient to resolve a vector in the majority of sectors, and to
approximate the experimental seed density as closely as possible. The most accurate
way to ensure that the intensities of each particle was represented accurately was to
evaluate the intensity for every particle at every point in the full image space of 1280
x 1024 pixels, and then add them together. Since this produces a three-dimensional
space in excess of five billion values for a set of stereo image pairs, La, Lb,Ra and
Rb images, computation time for uncertainty images was a limiting factor. At a
minimum, one set of uncertainty images for each combination of viewing geometry
and time step dt was required. Therefore, simulated velocity values were chosen for
each of the 14 cases to approximate the velocities of greatest interest.
Tables 11 through 17 show a summary of results from each of the 70 tests con-
ducted, including the maximum observed azimuthal velocity, the average measured
axial velocity, and the low axial velocity at the vortex core. At the three furthest
positions downstream where the vortex appears to have stabilized, the typical value
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of maximum tangential velocity, vθ,max in component notation, ranges from 6.0 to 7.9
m/s for each run with a dt of 25µs. This tangential velocity could align with the X
or Y -axis, and it was desirable to simulate displacements in both directions at once
to limit the number of Monte Carlo simulations to be performed, so simulated veloc-
ities usim and vsim of 4.9m/s was employed so that the in-plane magnitude would be
equal to the the middle of this range. Likewise, a simulated usim and vsim velocity
of 3.3m/s was used to create synthetic images for testing experiments with a dt of
40µs. In the axial direction, Z , mean values of 19m/s and 29m/s were used for the
high and low velocity experiments respectively. These conditions are summarized in
Table 18.
Applies to dt usim vsim wsim
µs m/s m/s m/s
Experiments where Vfs < 24m/s 40 3.3 3.3 19
Experiments where Vfs > 24m/s 25 4.9 4.9 29
Table 18: Velocity conditions of Monte Carlo image generation for uncertainty analysis.
Even though many samples were taken at every vector location, the uncertainty
in each individual measurement was of great importance for studying the unsteady
component of the velocity, and thus turbulent phenomena. Uncertainty in the fluc-
tuating component were best represented by using an N -value of one in precision
Equations 68 through 70. Uncertainty in the stable component was lower, since this
measurement is a result of averaging many measurements, and was calculated by
using an N -value of 200 in the precision Equations 68 through 70.
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3.3.1 UNCERTAINTY ANALYSIS RESULTS
The Monte Carlo analysis was performed for each station employing two scenarios.
Uncertainty in the measurements for u, v and w components are tabulated in Tables
19 and 20. For the u velocity components in the X direction, bias is reported as βu,
precisions are reported for both single-sample measurements and with measurements
comprised of 200 averages by Pu′ and Pu¯ respectively. Total uncertainties are reported
as Uu′ and Uu¯.
Station dt usim vsim wsim u¯ βu Pu′ Pu¯ Uu′ Uu¯
1 25 4.90 4.90 29.00 4.797 -0.103 2.074 0.147 2.077 0.179
1 40 3.30 3.30 19.00 3.081 -0.219 1.072 0.076 1.094 0.231
2 25 4.90 4.90 29.00 4.813 -0.087 1.036 0.073 1.040 0.114
2 40 3.30 3.30 19.00 3.374 0.074 0.954 0.067 0.957 0.100
3 25 4.90 4.90 29.00 5.554 0.654 2.167 0.153 2.263 0.672
3 40 3.30 3.30 19.00 3.808 0.508 1.706 0.121 1.780 0.522
4 25 4.90 4.90 29.00 4.714 -0.186 1.988 0.141 1.997 0.233
4 40 3.30 3.30 19.00 3.075 -0.225 1.007 0.071 1.032 0.236
5 25 4.90 4.90 29.00 4.820 -0.080 1.358 0.096 1.360 0.125
5 40 3.30 3.30 19.00 3.154 -0.146 0.591 0.042 0.609 0.151
6 25 4.90 4.90 29.00 4.819 -0.081 0.896 0.063 0.899 0.103
6 40 3.30 3.30 19.00 3.255 -0.045 0.659 0.047 0.660 0.065
7 25 4.90 4.90 29.00 5.053 0.153 1.431 0.101 1.439 0.184
7 40 3.30 3.30 19.00 3.614 0.314 1.528 0.108 1.560 0.332
Table 19: Uncertainty in X direction velocity measurements. Unlabelled units are m/s.
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Station dt usim vsim wsim v¯ βv Pv′ Pv¯ Uv′ Uv¯
1 25 4.90 4.90 29.00 4.110 -0.790 1.095 0.077 1.350 0.794
1 40 3.30 3.30 19.00 2.769 -0.531 0.608 0.043 0.807 0.532
2 25 4.90 4.90 29.00 4.834 -0.066 0.730 0.052 0.733 0.084
2 40 3.30 3.30 19.00 3.203 -0.097 0.499 0.035 0.508 0.103
3 25 4.90 4.90 29.00 4.680 -0.220 0.750 0.053 0.781 0.226
3 40 3.30 3.30 19.00 3.038 -0.262 0.435 0.031 0.508 0.264
4 25 4.90 4.90 29.00 4.474 -0.426 0.756 0.053 0.867 0.429
4 40 3.30 3.30 19.00 3.034 -0.266 0.392 0.028 0.474 0.267
5 25 4.90 4.90 29.00 4.709 -0.191 0.604 0.043 0.633 0.195
5 40 3.30 3.30 19.00 3.152 -0.148 0.355 0.025 0.385 0.151
6 25 4.90 4.90 29.00 4.846 -0.054 0.577 0.041 0.580 0.068
6 40 3.30 3.30 19.00 3.190 -0.110 0.414 0.029 0.429 0.114
7 25 4.90 4.90 29.00 4.988 0.088 0.754 0.053 0.759 0.103
7 40 3.30 3.30 19.00 3.321 0.021 0.527 0.037 0.527 0.043
Table 20: Uncertainty in Y direction velocity measurements. Unlabelled units are m/s.
Uncertainties in the X and Y direction were comparable in some cases, while in
others Y uncertainties were half as high as those in X. At all velocities, poor precision
in the individual measurements was the primary driver of total uncertainty, while
high bias was the driver for uncertainties in the measurements comprised of time
averages of 200 samples. Spectral analysis of the turbulence over the observation
time is subject to the very high uncertainties associated with that of individual
measurements. Time averaged velocities, and the derived Reynolds stresses are best
characterized by the better precision offered by many samples. While 200 is nominally
used as N , each grid point may have between 20 and 200 valid vectors making up
the set, so some areas where vectors were less frequently resolved successfully may
be characterized with greater uncertainty.
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In the axial or Z-direction, the PIV was found to exhibit an extreme bias to-
ward underestimating velocities based on the Monte Carlo simulation. However,
experimental data showed that the average axial velocity was consistently a few per-
cent above free stream velocity measured in the wind tunnel using dynamic pressure
instrumentation, as expected, as shown in Tables 11 through 17. Therefore, uncer-
tainties in the Z direction were overestimated by the technique. The presence of the
bias is peculiar, and could not be explained despite best efforts by the author. The
mean component of the Reynolds decomposition components are strongly influenced
by a high bias, but the fluctuating components are entirely sensitive to precision. The
Reynolds stress and turbulence values which are of great importance in this study
included contributions of velocity fluctuations in the axial direction, which are not
impacted by any bias that does exist. Experimental data were examined for possi-
ble misrepresentation of measurement uncertainty in the X and Y direction, but no
meaningful discrepancies were found. Histograms the distribution of measurements
for each of the 14 cases were included in Appendix A.1.
3.3.2 BIAS FROM UNEVEN SAMPLING
Every grid location with at least 20 successfully resolved vectors was subject to
a Reynolds decomposition into average and fluctuating components. With 200 total
samples taken for each test, the results are actually made up of many grid points with
between 20 and 200 samples. Uncertainty is related to the number of samples making
up a measurement, but visualizing the potential impacts of uncertainty as it varies
in two and three dimensional space is challenging. Furthermore, the likelihood of
successfully resolving a vector is dependent upon aspects of the interaction between
tracer particles and the fluid flow. A very clear interdependence between areas of
high turbulence, and the number of successful vector calculations was observed as
shown in Figures 106 and 107.
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Figure 106: Contour plot of N at z/c=9.50, Vfree=23.33, station 6.
Figure 107: Contour plot of k at z/c=9.50, Vfree=23.33, station 6.
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It was assumed that, as long as the number of samples making up any given mea-
surement remains above the threshold of 20, every vector in the field is accurately
represented. A sampling technique could be employed by which a random selection
of 20 different values is used at every location, to result in a more statistically homo-
geneous vector field. However, the uncertainty in a PIV measurement also depends
significantly on the magnitude of the velocity measured, thus the benefit of such a




Axial wake vortices were created with a bi-wing vortex generator in a low speed
wind tunnel, at free stream velocities between 15 and 33 m/s. Particle image ve-
locimetry was used to resolve the three dimensional vector field in seven slices between
5.4 and 10 chord lengths down stream. The effects of the vortex generator center body
appeared to suddenly diminish between 8 and 8.5 chord lengths down stream, but
was likely still not a fully developed axial vortex even 10 chord lengths down stream.
The core of these vortices was observed to periodically ingest turbulent energy and
squeeze it to within one half of a core radii. The cyclical ingestion of turbulence was
shown to have the effect of significantly reducing the core radius. If this phenomena
persists for the life of the vortex, it could provide an explanation for the longevity
of the azimuthal velocity component observed in natural wake vortices. Repeated
patterns in radial and azimuthal velocity fluctuations suggested turbulent structures
with periodicity near 60Hz, though insufficient data were gathered to discern the rate
at which these structures decay.
Velocity profiles given by a turbulent viscosity based exact solution to the Navier
Stokes equations from non-equilibrium pressure theory were found to accurately pre-
dict the velocity profiles of the experimental data set [Ash et al., 2011]. The mean
and fluctuating components of the Reynolds decomposed velocities were used to
demonstrate that total viscosity could be approximated as a constant outside 0.5
core radii.
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4.1 RECOMMENDATIONS FOR FUTURE WORK
Evidence was found that periodic motion with frequencies between 50 and 130
Hz was present in the axial wake vortices. The present study was not able to resolve
velocity fluctuations over a sufficient range of time and length scales to meaningfully
explore the power spectral density of turbulent energies. If future work is to be
performed with PIV, a sampling rate of at least 300Hz conducted over a period of 10
seconds should be sufficient. The reduced run time will help to mitigate the effects
of environmental changes over the duration of tests. Additionally, PIV data need
only be taken at one or two stations, but further downstream than in the present
study to allow co-rotating vortices sufficient time to merge more completely. A set
of experiments at many chord lengths down stream over a narrow velocity range in
very small increments could allow a more detailed view of the evolution of vortex
turbulence structures by comparing velocity fluctuation profiles between vortices of
different ages. Furthermore, fewer interrogation stations and corresponding PIV
geometries will simplify Monte Carlo uncertainty analysis significantly, and reduce
the complexity of the experiment design due to optical constraints.
The use of a bi-wing vortex generator without a center body may result in a
faster merging of the co-rotating vortex pair, to accommodate testing geometries
in wind tunnels with short test sections such as the ODU low speed wind tunnel.
The use of a high accuracy digital hygrometer for measuring relative humidity is
also recommended to allow more precise determination of the pressure relaxation
coefficient, which is extremely sensitive to small changes in relative humidity.
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Figure 108: Histogram of U measurements at station 1. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1U = ±2.077, U200U = ±0.179.
Figure 109: Histogram of V measurements at station 1. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1V = ±1.350, U200V = ±0.794.
Figure 110: Histogram of W measurements at station 1. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1W = ±10.431, U200W = ±10.402.
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Figure 111: Histogram of U measurements at station 1. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1U = ±1.094, U200U = ±0.231.
Figure 112: Histogram of V measurements at station 1. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1V = ±0.807, U200V = ±0.532.
Figure 113: Histogram of W measurements at station 1. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1W = ±7.176, U200W = ±7.166.
A.3 STATION 2
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Figure 114: Histogram of U measurements at station 2. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1U = ±1.040, U200U = ±0.114.
Figure 115: Histogram of V measurements at station 2. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1V = ±0.733, U200V = ±0.084.
Figure 116: Histogram of W measurements at station 2. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1W = ±9.142, U200W = ±9.118.
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Figure 117: Histogram of U measurements at station 2. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1U = ±0.957, U200U = ±0.100.
Figure 118: Histogram of V measurements at station 2. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1V = ±0.508, U200V = ±0.103.
Figure 119: Histogram of W measurements at station 2. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1W = ±6.045, U200W = ±6.007.
A.4 STATION 3
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Figure 120: Histogram of U measurements at station 3. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1U = ±2.263, U200U = ±0.672.
Figure 121: Histogram of V measurements at station 3. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1V = ±0.781, U200V = ±0.226.
Figure 122: Histogram of W measurements at station 3. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1W = ±6.954, U200W = ±6.730.
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Figure 123: Histogram of U measurements at station 3. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1U = ±1.780, U200U = ±0.522.
Figure 124: Histogram of V measurements at station 3. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1V = ±0.508, U200V = ±0.264.
Figure 125: Histogram of W measurements at station 3. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1W = ±3.805, U200W = ±3.691.
A.5 STATION 4
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Figure 126: Histogram of U measurements at station 4. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1U = ±1.997, U200U = ±0.233.
Figure 127: Histogram of V measurements at station 4. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1V = ±0.867, U200V = ±0.429.
Figure 128: Histogram of W measurements at station 4. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1W = ±3.327, U200W = ±3.189.
138
Figure 129: Histogram of U measurements at station 4. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1U = ±1.032, U200U = ±0.236.
Figure 130: Histogram of V measurements at station 4. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1V = ±0.474, U200V = ±0.267.
Figure 131: Histogram of W measurements at station 4. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1W = ±2.371, U200W = ±2.344.
A.6 STATION 5
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Figure 132: Histogram of U measurements at station 5. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1U = ±1.360, U200U = ±0.125.
Figure 133: Histogram of V measurements at station 5. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1V = ±0.633, U200V = ±0.195.
Figure 134: Histogram of W measurements at station 5. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1W = ±2.364, U200W = ±2.297.
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Figure 135: Histogram of U measurements at station 5. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1U = ±0.609, U200U = ±0.151.
Figure 136: Histogram of V measurements at station 5. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1V = ±0.385, U200V = ±0.151.
Figure 137: Histogram of W measurements at station 5. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1W = ±2.016, U200W = ±1.994.
A.7 STATION 6
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Figure 138: Histogram of U measurements at station 6. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1U = ±0.899, U200U = ±0.103.
Figure 139: Histogram of V measurements at station 6. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1V = ±0.580, U200V = ±0.068.
Figure 140: Histogram of W measurements at station 6. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1W = ±1.865, U200W = ±1.796.
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Figure 141: Histogram of U measurements at station 6. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1U = ±0.660, U200U = ±0.065.
Figure 142: Histogram of V measurements at station 6. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1V = ±0.429, U200V = ±0.114.
Figure 143: Histogram of W measurements at station 6. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1W = ±1.679, U200W = ±1.602.
A.8 STATION 7
143
Figure 144: Histogram of U measurements at station 7. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1U = ±1.439, U200U = ±0.184.
Figure 145: Histogram of V measurements at station 7. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1V = ±0.759, U200V = ±0.103.
Figure 146: Histogram of W measurements at station 7. Simulated conditions (u, v, w) =
(4.9, 4.9, 29.0), dt = 25µs, U1W = ±1.314, U200W = ±0.908.
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Figure 147: Histogram of U measurements at station 7. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1U = ±1.560, U200U = ±0.332.
Figure 148: Histogram of V measurements at station 7. Simulated conditions (u, v, w) =
(3.3, 3.3, 19.0), dt = 40µs, U1V = ±0.527, U200V = ±0.043.
Figure 149: Histogram of W measurements at station 7. Simulated conditions (u, v, w) =
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