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A BSTR A C T
This study presents numerical simulations of conservative solute transport in a complex
heterogeneous porous media. A methodology to incorporate all the available information
for describing the heterogeneity is developed. A Particle Tracking Random Walk method is
used to simulate the solute transport through a heterogeneous hydraulic conductivity field
generated based on a bimodal distribution. The effect of bimodal distribution on plume
migration is examined and the correlation structures of the concentration field is analyzed.
The numerical results indicate th at the plume separates into small blocks and travels
at different velocities through the preferential flowpaths.

This was also noticed in the

breakthrough curves in the form of large tails. The correlation structures displayed a trend,
suggesting nonstationarity of the concentration field and the spatial continuity was higher
in the transverse directions than the longitudinal direction.
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C h ap ter 1

INTRODUCTION

In the recent years the focus of groundwater studies has changed from estimation of ground
water quantity to groundwater quality, due to an increasing assault by chemicals, radioactive
wastes, and pesticides. Groundwater pollution increases the cost of providing clean drink
ing water. Once a pollutant is discovered it is vitally im portant to be able to predict its
movement. This is a difficult problem because the contaminant migrates through natural
geological formations, which are heterogeneous in terms of hydraulic properties, especially
hydraulic conductivity. This is also supported by field measurements of hydraulic proper
ties in natural geological formations, which indicate th a t these properties consistently vary
throughout the space in an irregular manner (e.g., Dagan, 1986; Gelhar, 1986). Fluid flow
and solute transport through these natural formations display uneven distributions in space
and time controlled by the spatial heterogeneity of physical and/or chemical properties. It is
thus essential to account for the spatial heterogeneity of these properties in order to predict
field-scale flow and solute transport.
The focus in this study is on the heterogeneity of hydraulic parameters, which has
1

a m ajor influence on the groundwater flow and contaminant migration. Inaccurate descrip
tion of the subsurface heterogeneity when modeling contaminant transport in ground-water
systems can result in inaccurate delineation of the contaminant plume which is required
for identifying the areas for remediation. The spatial heterogeneity of hydraulic properties
in natural formations is usually complicated, and the available information on this spatial
variability is limited. It is therefore impossible to construct a detailed deterministic model
that represents the actual heterogeneity of formations. Also, the determination of the con
tinuity of high hydraulic conductivity facies within an area of study is critical in predicting
contaminant transport and assessing the potential risk th at may result from th at migra
tion. A small but continuous geologic feature having only one order of magnitude higher
conductivity than the surrounding medium can have a dramatic effect on the behaviour
of a contaminant plume. The randomly disconnected small fractures may not generate
flow paths, whereas a minute volume proportion of connected high conductivity zones may
control the migration and thus may become a m ajor contributor to the potential risk.
In the last decade, a stochastic framework for describing subsurface heterogene
ity has emerged (Delhome, 1979; Dagan, 1986; Gelhar, 1986) as a way to account for
this inevitable natural geologic heterogeneity. In a stochastic modeling study, the spa
tially variable hydraulic properties are considered as Space Random Functions (SRF). As
a consequence, the dependent variables used in the flow and transport equations (such as
ground-water head, velocity, solute concentration etc.) are also SRF’s. Using the geostatistical approach, the hydraulic properties at unmeasured locations are simulated by a series of
equally likely realizations. These realizations account for the uncertainities at unmeasured
locations. By solving the flow and transport equations for the series of equally likely realiza

tions of the hydraulic properties, the uncertainties in flow and transport due to the limited
data can be modeled (Dagan, 1986). This type of subsurface heterogeneity generated is
based on the single covariance structure, which means th at the subsurface attribute (e.g.,
hydraulic conductivity, porosity, chemical properties etc.,) is generated based on a single
spatial correlation structure inferred from the available data set. However when modeling
hydraulic conductivity over a wide range of values from the microdarcies to the darcies in
three-dimensional (3D) domains, one expects the interaction of multiple geological and diagenetical processes to produce spatial correlation structures for different range of hydraulic
conductivity values. For example, high-conductivity values corresponding to fractures have
anisotropy and spatial correlation patterns different from those of median-conductivity val
ues corresponding to sands or low-conductivity values corresponding to impervious shales.
The single covariance measure does not distinguish between these different integral scales
of hydraulic conductivity values. It is im portant to account for the correlation of extreme
hydraulic conductivity values because it would help in identifying the potential flow paths
which is very crucial in accurately delineating the contaminant plume.
In practice, the available field data can be divided into two categories:

1. Hard data: This is the actual measured attribute (eg., hydraulic conductivity, porosity,
etc.) a t a specific location with a low degree of uncertainity. Unfortunately this type
of d ata are usually sparse.
2. Soft data: This type of data is qualitative or quantitative in nature and has various
degrees of uncertainity associated with it. These data include but are not limited to:
geophyscial information (e.g., well logging, seismic data), or simply expert judgement.
Usually this type of data is available.

It is envisioned th at the integration of both the type of d ata will reduce the uncer
tainity in the subsurface description which will infact reduce the uncertainity in modeling
flow and transport in groundwater systems.

1.1

Literature Review

Several investigators have advocated combining geophysical d ata with hydrological d ata to
help quantify subsurface heterogeneity. For example, Rubin et al. (1992) and Copty et al
(1993) developed a method for using seismic information together with head and hydraulic
conductivity measurements at several wells to estimate the hydraulic conductivity field.
The realization that the single convariance structure is inadequate to represent the
geological complexities typical of most field sites, has motivated to use other types of geostatistical methods. Desbarats (1987) used indicator geostatistics to generate a random
hydraulic conductivity field. He then used Monte Carlo simulations with particle tracking
to simulate tracer movement through the simulated media. The contrast in sand to shale
conductivity was 104. He found th at a Fickian model does not adequately describe longitu
dinal spreading in sand-shale sequences over finite fields owing to channeling of the tracer
through high conductivity sands.
Several investigators advocated the use of indicator geostatistics with conditional
simulation. In a conditional simulation, the simulation is constrained to maintain fieldmeasured values of the param eter at appropriate points in the field.
Philips and Wilson (1989) have advocated the use of soft geological information in
stochastic modeling. They suggest th a t hydraulic conductivity can be correlated with soft
geological information such as grain size or geophysical data. Maps of these kinds of data
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can then be used to estimate the statistics of the hydraulic conductivity field.
Rubin et al. (1991) discussed the spatial characterization of subsurface heterogene
ity using a multimodal distribution for characterizing the spatial continuity of different
geological materials. This is especially needed to deal with cases of multiple facies with
widely different porosity/permeability properties such as fractured rock, dolomite aquifers
with dissolution channels, or sand formations embedded with clayey lenses. They present
the algorithm for implementing this technique, which is a modification of the Sequential
Indicator Simulation (SIS) algorithm of Gomez-Hernandez and Srivastava (1990). Their re
sults of a simulation for a case of perfect stratification, suggest th a t single-covariance based
approach fails to distinguish the different populations present and hence substantiates the
need for multimodal distributions for describing the spatial heterogeneity present.
Brannan and Haselow (1993) described a method for incorporating soft geologic
information into stochastic simulation. They used multiple indicator functions with asso
ciated cutoff levels to define hydraulic conductivity of gelogical materials. The distribution
of In K is assumed to be Gaussian within each geological unit defined by an indicator. The
indicators can be defined at several scales from the microscale to the scale of facies and
facies assemblages up to the regional scale of the hydrostratigraphic unit. The method
generates lenses of geological units either randomly or constrained (conditioned) by the use
of soft data. The constraints may include information on the geometry and orientation of
the lenses for each indicator category.
Ritzi et al. (1994) used conditional indicator simulation to produce realizations of
an outwash deposit in a buried-valley system in Ohio, USA. They assumed th a t the aquifer
could be represented by two facies types: a low-permeability facies consisting of till or
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lacustrine clay and a high-permeability facies consisting of sand and gravel outwash deposits.
They used the computer code ISIM3D devloped by Gomez-Hernandez and Srivastava (1990)
to generate multiple realizations of the aquifer.
Wingle et al. (1994) developed a computer code (UNCERT) th at is a geostatistical
uncertainity analysis package for groundwater flow and contaminant transport modeling.
The philosophy used to build UNCERT stresses the importance of integrating all available
data, including hard, soft and fuzzy data, in order to constrain the results as much as
possible.

1.2

Thesis Outline and O bjectives

In this thesis, numerical simulations are performed in order to address the following issues:

1. Develop a procedure to incorporate both hard and soft d ata for description of subsur
face heterogeneity.
2. Examine the effect of bimodal distribution of spatial characterization on plume mi
gration.
3. Examine the correlation structures of hydraulic conductivity field, velocity field, and
concentration field.

In chapter 2, the general setting of the area under study, the geographic and geologic
description, and the data availability are discussed. The details of the methods used in this
study are presented in Chapter 3, which includes the theory of Indicator Statistics and
Sequential Indicator Simulation technique, the generation of hydraulic conductivity field
using both hard and soft information, a short review of the theory of flow modeling and the
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details of the Particle Tracking Random Walk method used for transport simulations. In
chapter 4, the problem formulation for numerical simulations is defined, method of analysis
is discussed and the results are presented.

C h ap ter 2

SITE DESCRIPTION

In this chapter, the general setting of the area under study, the geographic and geologic
description and also the data availability will be discussed.

2.1

Geographic and Geologic Description

The Nevada Test Site (NTS), Figure 2.1, is located about 105 kilometers (65 miles) north
west of Las Vegas, Nevada and has an area of about 349650 hectares (1350 sq. miles) in
Nye county. Yucca Flat (Figure 2.2) is an alluvium filled valley in the east central portion
of the NTS, was the site of five hundred and forty-eight underground nuclear tests (U.S.
Department of Energy, 1991, pg. v).
The hydrogeologic conditions and data availability were used to define the problem
domain and its orientation in space. An area covering parts of the Nevada Test Site (NTS)
Areas 1, 3, 4 and 7 in Yucca Flat shown in Figure 2.3 is chosen for this purpose. The area
contains 24 wells that all had lithologic and extensive geophysical logs (Table 2.1).
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Figure 2.1: Location map of Nevada Test Site (NTS)
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Figure 2.2: Location map of Yucca F lat, NTS showing numbered test areas
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Figure 2.3: Location of study area and plan view of well locations. Wells indicated by
diamonds have been projected on a cross section at £=207,000 m.

12

Well ID
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24

Table 2.1: Wells Used in this Study
NTS Well Name Easting (m) Northing (m)
209702.2
U 3cn
256415.0
207569.2
257099.0
U 3gg
U 4e
206654.8
261580.2
U 7ai
209001.5
257495.9
U 7ak
208327.9
261634.7
U 7an
207782.6
258166.1
U 7bs
208788.84
260330.2
206502.4
UE lq
256489.7
UE 4av
205459.1
260494.8
206971.2
UE 4dl
261376.0
261092.2
UE 4g2
207126.9
260776.7
UE 4t
206847.7
258227.1
UE 4ae
205588.0
UE 4ah
205435.6
259080.5
UE 4al
258684.3
204999.7
U 31a
257465.1
207640.8
261702.7
206989.8
U 4a
261092.7
U 4g
207111.7
205801.4
259000.7
U 4i
U 4j
207111.7
259934.3
206976.4
259254.9
U 4r
208849.4
258135.6
U 7ac
260330.2
208453.7
U 7ah
207234.2
257800.3
U 7aq

Yucca Flat is a typical Basin and Range graben containing up to 600 m of Qua
ternary alluvial valley fill derived from the surrounding mountain blocks. The alluvium is
generally unsaturated in Yucca Flat. Underlying the alluvium is a thick sequence of Tertiary
volcanic rocks consisting of air-fall, ash-flow, and reworked tuffs. Densely-welded ash-flow
tuffs and vitrophyres within the upper portion of this section tend to be fractured, and when
deep enough to be saturated, are considered aquifer (the “welded-tuff” aquifer of Winograd
and Thordarson, 1975). Although the welding of these units reduces m atrix porosity to
very low values, it also causes them to be subject to fracturing. Connected fracture zones
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within densely-welded tuffs and/or vitrophyres may create pathways for groundwater flow.
Air-fall and ash-flow tuffs below the densely-welded ash-flow tuffs tend to be nonwelded or partially welded and are generally zeolitized. Although matrix porosity of these
units may be high, most pores are unconnected, so the effective porosity is low. In addi
tion, the clay and zeolite matrices of these rocks tend to reduce the interstitial hydraulic
conductivity to very low values. Finally, nonwelded tuffs contain few fractures so they
are unlikely to act as im portant flow paths. Taken as a whole, these tuffs comprise the
“tuff aquitard” that restricts movement of groundwater below Yucca Flat (Winograd and
Thordarson, 1975). The tuff aquitard is bounded below by Paleozoic rocks th a t form an
im portant aquifer/aquitard system th a t defines the regional flow of groundwater (Wino
grad and Thordarson, 1975). A simplified north-south hydrogeological cross section at
x =207,000 m is presented in Figure 2.4, (data from Drellack and Thompson, 1990). D ata
from the wells shown are projected on the section, while the upper surface of the carbonates
is derived from a contour map of the area. CWL is the composite water level measured in
the boreholes.

2.2

D ata Availability and Problem Formulation

At the Nevada Test Site, there is an im portant need to identify potential flowpaths for
groundwater movement. For any site, it would be ideal to have large amount of direct mea
surements of hydraulic conductivity values (hard data) in order to realistically characterize
the domain. However, the availability of hard K d ata at most sites is very limited. As an
alternative, some of these sites may have a great deal of soft data available. The choice of
the type of soft data to be used as the subsurface attribute depends on the data availability
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Figure 2.4: North-south hydrogeologic cross section a t x = 207,000 m
and the relationship between the soft d ata “signal” and the hydrogeologic variable of inter
est. For example, some types of soft data, such as lithologic logs and geologic maps, may
have low spatial resolution and little direct relation to hydraulic conductivity. On the other
hand, certain geophysical logs may provide information on the nature of the hydrogeologic
units and therefore may provide relatively direct information on hydrogeologic variables.
In the case of Yucca Flat, very little hard K d ata are available, but there is a very large
amount of geophysical log d ata available.
Three geophysical logs th at may be useful to the description of hydrogeologc vari
ables in the volcanic units at Yucca Flat are the gamma-gamma ( “density”) log, neutron
(“porosity” ) log, and the resistivity ( “electric” ) log. The brief description of these logging
methods presented here is based on Keys (1990) and Drellack(1994). The relation of the
logs to NTS geology is based on the work of Drellack (1994). The gamma-gamma log uses
a gamma radiation source to measure electorn density in the formation. Electron density is
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approximately proportional to bulk density for most rocks and the higher the bulk density,
the more the gam ma signal is attenuated. The bulk density can be converted to an estimate
of porosity if fluid and grain density are known, although effective porosity is difficult to
distinguish from total porosity. The gamma-gamma signal in volcanic rocks on the NTS
is primarily a function of porosity and welding, and to a lesser extent, mineral alteration.
Porosities of ash-flow tuffs range up to fifty (50) percent while porosities in a densely-welded
vitrophyre may be as low as three percent. While porosity decreases as degree of welding
increases, grain density increases with increasing degree of welding. Therefore, denselywelded ash-flow tuffs generally can be distinguished from non-welded tuffs by their higher
gamma-gamma (density) signal. If densely-welded tuffs are significantly fractured, they may
represent zones of high relative K, and therefore may be potential pathways of groundwater
flow.
The neutron logging tool emits neutrons and records their interactions with adjacent
rocks. The number of these interactions is controlled by the quantity of hydrogen present,
which is a function of the water content. In a fully saturated rock a low neutron count
generally indicates high porosity, as a result of the high proportion of the rock volume
occupied by w ater molecules. As with the gamma-gamma log, the neutron log cannot
distinguish between total and effective porosity. At the NTS, volcanic rocks with higher
density or lower porosity generally have lower water content and therefore usually exhibit
high neutron signals. These conditions may indicate a fractured, densely-welded tuff th a t
may be a potential pathway for groundwater flow. In contrast, volcanic rocks th a t have
high porosity (air-fall and nonwelded ash-flow tuffs) an d /o r are altered by zeolitization
usually exhibit low neutron signals (high apparent water content). These rocks generally
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are considered to have very low hydraulic conductivity.
The resistivity tool measures the resistance of a volume of rock to the flow of an
electrical current.

Most rocks are not good conductors of electricity so resistivity is a

function of the resistance and volume of pore water. The resistivity log is a measure of
effective porosity because the electric current can flow only through connected pores. The
resistance of pore water in the tuffs at Yucca Flat is fairly uniform and is relatively high
due to its low dissolved solids content. Therefore, the resistivity of tuffs at Yucca Flat is
primarily a function of porosity. Air-fall and nonwelded ash-flow tuffs have high porosity
and exhibit low resistivity. As the degree of welding increases, the porosity is reduced
and the resistivity increases. Densely-welded tuffs and rhyolite lava flows have the highest
resistivities. Zeolitization has the effect of lowering apparent resistivity in all tuffs because
the pore water has lower resistance. As a result of these relationships, a high resistivity
response is likely to indicate a potential pathway of groundwater flow, while a low response
is likely to indicate a potential barrier to groundwater flow.
All three of the geophysical logs described above may be suitable for soft data
simulation because they all can be used to differentiate between densely-welded tuffs and
nonwelded tuffs. However, interpretation of the gamma-gamma and resistivity logs appears
to be most straightforward. Numerical ranges for values of bulk density (derived from the
gamma-gamma log) and resistivity typical of selected rock types on the NTS are shown in
Table 2.2 (Drellack, 1994). Potential flow paths, if assumed to be represented by denselywelded tuffs and vitrophyres, exhibit an easily identifiable and distinct response on these
logs. Air-flow tuffs, nonwelded ash-flow tuffs, and zeolitized tuffs, which are assumed to
represent potential barriers, exhibit a distinctly different response in each log.

17

Resistivity logs were chosen for this study because of their availability and relative
ease of interpretation. Blankennagel and Weir (1973) also used resistivity logs to differenti
ate permeable densely-welded tuffs and vitrophyres from relatively impermeable zeolitized
tuffs. They used a threshold resistivity value of 225 ohms-m2/m .

Table 2.2: Values of Bulk Density and Resistivity at Yucca Flat
Rock type
Bulkdensity Apparent Resistivity
(ohm-m2/m )
(g/cc)
20 - 300
Alluvium
1.60 - 1.80
Ash-Flow Tuffs
110 - 750
Nonwelded
1.40 - 1.75
145 - 650
Partially to Moderately Welded
1.75 - 2.20
700 - 1000
Densely Welded
2.20 - 2.40
20 - 100
Air Fall Tuffs
1.60 - 2.20
40
- 200
Paleozoic Rocks
2.20 - 2.85

For this work 300 ohm m2/m was chosen as threshold value in order to represent only
the more densely-welded tuffs. Based on the relationships presented in Table 2.2, resistivity
values above this threshold represent moderate-to densely-welded tuffs and values below this
threshold represent non-welded tuff units. Welded tuff units tend to be fractured. Although
the m atrix porosity is very low due to welding, when these fractured units are connected,
they may act as potential flowpaths for groundwater flow.

C hapter 3

Methodology

In this chapter the methodology adopted in this study is discussed in detail. The flow chart
given in Figure 3.1 shows the various tasks involved and the order of implementation.
Section 3.1, includes a short review of the Indicator geostatistics, the theory of
Sequential Indicator Simulation (SIS), and the implementation of this technique.

Also

included are the details of inclusion of soft data, using the indicator approach. In Section 3.2,
the details of Hydraulic conductivity field generation using both soft and hard information
is presented. A short review of the statistical representation of hydraulic conductivity and
correlation structure is also included for completeness. Section 3.3 provides in brief, the
theory of flow modeling and the program used to obtain the velocity field. Finally, in Section
3.4, the Particle Tracking Random Walk method used to simulate contaminant transport
is discussed.
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Soft Information

SIS
Indicator map of different classes

Gaussian Conditioning of Hard Data
to Indicator Maps

Hydraulic Conductivity Field

Flow Equation Solver

Velocity Field

Solute Transport Simulator

Particle Displacement

Figure 3.1: Steps involved in numerical simulation of solute transport
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3.1

Indicator G eostatistics

The indicator formalism has been introduced in the field of spatial statistics by Switzer
(1977). Most of the recent extension and developments are due to Journel (1989) and
Journel and Alabert (1988). Indicator geostatistics involves the discretization of data into
classes. Thus instead of working with actual values of the attribute Z(x), as in parametric
geostatistics, a nonparametric approach considers the indicator values, I(x; zc) defined as

1 if Z ( x ) < zc

(

(3.1)

0 if Z(x) > zc

where I( x, zc) is the indicator values, with possible outcomes of 0 or 1, and zc is the threshold
value. The indicator has a value of one if the value of the variable is less than or equal to
the threshold, and a value of zero if the value of the variable is greater than the threshold.
By using L threshold values, zck, (k = , 1,..., L ), the range of Z(x) is subdivided into L + l
classes. The threshold values may be dictated by a regulatory body (as in the case of
contaminant levels), may be determined from the field data, or may rather arbitrarily be
set to the quartiles or deciles of a continuous distribution.
The indicator formalism offers several advantages. First of all, the transformation to
indicator classes can be done on any shape of d ata distribution. Secondly, non-numeric data
can be analyzed and modeled through indicator geostatistics. For example, hydrofacies or
“non-detect” data in a geochemical sampling survey. Thirdly, the indicator treatm ent does
a better job of retaining extreme values present in a d ata set relative to other estimation
procedures. For example, several extreme d ata values in a log-normally distributed gold
assay data distribution can be modeled as a separate indicator class. This class would
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be retained in simulations and not smoothed away as is done in estimation through a
standard kriging procedure or some other smoothing technique (Figure 3.2), which shows
the comparison of estimation and simulation results in one-dimension. The eight circles
denote sample locaitons. Estimation produces a curve which is, on average, closer to reality
but is overly smoothed relative to reality. Simulation produces a curve which better captures
the variability of reality (Journel and Huijbregts, 1978). Lastly, and very im portant for the
current study, the transformation of d ata into indicators is currently the only means by
which the use of subjective or “soft” information can be incorporated into geostatistical
calculations.
The main properties of Indicator Random Functions are briefly recalled in this
section. The expected value of I(x; zc) is equal to the value of the cumulative probability
distribution of Z (x ) at zc; that is the proportion of Z(x ) which is below zc, i.e.,:

E {I ( x; zc)} = 1 x P { Z ( x ) < z c} + 0 x P { Z { x) > zc} = P { Z ( x ) < zc} = F (z c)

(3.2)

The expected value of the product I ( x \ \ z c) and I { x 2\ zc), gives the noncentered
covariance, which is the value of the bivariate distribution of Z(x) for locations z i and X2
and the threshold zc:

E { I ( x i; zc) I ( x 2; zc)} = P { Z (s a) < zc‘, Z ( x 2) < zc} = F ( h ; zc)

where h = |(xj —* 2 )! is the separation vector of I ( x i \ z c) and I ( x 2 ; zc).

(3.3)
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Estimation
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Figure 3.2: A comparison of estimation and
Journel and Huijbregts, 1978)
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Thus the indicator covariance csr

C[(h; ze) = ff{ [/(x i ; zc)) - F ( ^ ) ) p ( x 2;

- F (r.)]} = F(A; ze) - F 2(zc)

(3.4)

with indicator variance

Var{U:x- z^i} = CsWrSr)) =

~

(3-5)

The indicator semivariogram is:

ll ( h ; zc) = 0.5 x E{{I{irE; z^)) - J f e ; zE ff} = F ( z c - F{h; zc).

Equation 3.3 is a measure o f trwo-pcoa

(3.6)

ccmtiiniitT- The higher this value, the

greater the probability of having two values Zffza)) and Z{z>2 ) which jointly do not exceed
the same threshold value zc (Journel! and AMbsrt. 199D). Thus, for different thresholds, the
indicator covariance (3.4) o r indicator variograa Snncfem (3.6) account for the structures
of spatial continuity at different thresholds. T he Ikjger th e correlation scale in the indicator
variogram, the better the spatial camtrmnitty off th e threshold value.
Based on the indicator d a ta and inrSraton statistics (moments, variogram) a t each
threshold, the realizations o f Z (ar) cam he gsraratad iuurng th e Sequential Indicator Simula
tion (SIS) algorithm (Gomez-Hemandez and Srivastava, 1990).
The basic ideas of SIS are given hy M s& sri ((1987) and Journel (1989). It is an
application of Bayes’s theorem. Im SIST th e mucks in th e modeling domain A are informed
sequentially; the posterior cumulative dhtirihurTiioai a t th e informed point x, conditioned
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to the prior indicator d ata at each threshold is calculated by using the indicator kriging
(Journel, 1983, 1989), ie.,:

P { Z ( x ) < ZcfcKJV)} = E {I (x; *<*)!(»)}, k = 1,

L

(3.7)

and
N

E { I ( x ; zcfc)|(A0} = E A*(*; *ck)I(xu Zck)

(3.8)

i= i

where N is the conditional indicator data number at threshold zc*, x is the coordi
nate of the informed node. \ i ( x ; z ck), is the indicator kriging weights which are functions
of both the threshold values zck and the location x.
A value of Z(x) at the informed point x is drawn randomly from this estimated
posterior distribution and is then added to the set of simulated values. The original d ata is
honored and the indicator variogram at each threshold value is accounted for by the kriging
system in 3.8.
Journel and Alabert (1988) published the original description of the Sequential Indi
cator Simulation (SIS) algorithm. The implementation of the algorithm is given by GomezHernandez and Srivastava (1990). The following description of the algorithm is based on
these two publications.

3 .1 .1

M echan ics o f Sim ulation

Figure 3.3 is a flow chart of the original SIS algorithm and its implementation in the
computer program ISIM3D, a three-dimensional, multiple indicator, conditional simulation
program developed by Gomez-Hernandez and Srivastava (1990).
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The conditioning d ata are read and transformed into the corresponding indicator
values based on thresholds determined by the user. Variogram param eters are read in for
each indicator. Then all possible indicator covariance values are calculated and stored.
The simulation consists of the following steps:
1. A random path is defined through all the nodes to be simulated. The simulations pro
ceeds sequentially along this path with the operations described below implemented
at each node to be simulated.
2. The conditioning data present within a given search neighborhood are identified and
the closest d ata points are retained for kriging.
3. For each indicator threshold, a kriging system using the indicator semivariogram
model is set up and solved.
4. The kriging weights are used to compute the conditional probability distribution func
tion (cpdf) using the indicator conditioning d ata for the current threshold. The cpdf
provides the probability th a t the value of the attribute at the present node does not
exceed the threshold value, in other words, the probability th a t the attribute is in the
lower class.
5. A uniform random number between zero and one is drawn. If the number is less than
or equal to the cpdf a t the current node, the node is assigned to the lower class with an
indicator of one. Otherwise, the node is assigned to the higher class with an indicator
of zero.
6. The node just simulated is then included in the conditioning d ata set and the simu
lation proceeds.
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READ IN IN ITIA L DATA

TRANSFORM INTO INDICATOR DATA SETS

READ IN COVARIANCES

DEFINE RANDOM PATH

G ET PO IN T TO BE SIMULATED

RETAIN CLOSEST CONDITIONING POINTS

SETUP AND SOLVE KRIGING SYSTEM

USE KRIGING W EIGHTS TO ESTIM ATE CPD F

FINAL

NO

THRESHOLD

YES
DRAW RANDOM NUMBER. DETERMINE ITS CLASS AND ASSIGN POINT

TRANSFORM INTO VECTOR AND INCLUDE IN CONDITIONING SE T

NO
FINAL POINT

YES
WRITE INDICATOR MAPS

Figure 3.3: Flow chart of the implementation of the SIS algorithm in th e program ISIM3D
(After Gomez-Hemandez and Srivastava, 1990)
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7. When all the points have been simulated, the resulting indicator map is written.

This technique of Sequential Indicator Simulation will be used to generate equiprobable maps of the subsurface using the soft information available, which otherwise cannot be
incorporated in the description of the subsurface. The output from this program will be an
indicator map of the subsurface defining each node to a particular class.

3.2

Hydraulic Conductivity field

The hydraulic conductivity may be defined as a “combined property of the porous medium
and the fluid flowing through it” and gives an indication of the “ability of aquifer material
to conduct water through it under hydraulic gradients” [Bear, 1972]. The hydraulic con
ductivity, K , is dependent on the geometry of the porous medium through the permeability,
k, and dependent on the fluid through the kinematic viscosity, v, following

K =

K-g

(3.9)

where g is the acceleration of gravity. The dimension of K is length • time-1 . In natu
ral formations the hydraulic conductivity is anisotropic and therefore exhibits a tensorial
property

K =

Kn

Kn

Kn

K 21

K 22

K 23

K 31

K 32

K 33

(3.10)

If the Cartesian coordinate axes are aligned with the principal axes of hydraulic conductivity,
K is reduced to three diagonal components, K \ , K 2 , and IC3 . For the sake of simplicity,
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and without loss o f generality,, tfaife alignment is assumed for the remainder of this work.

3 .2 .1

S ta tis tic a l R e p re s e n ta tio n

Since natural formations d<o> n o t possess uniform properties over large areas and sufficient
d ata are usually not avarPaMg to completely describe the small-scale variability, many re
searchers represent th e hydraoEc cmmductivity as a stochastic random field.
Many investigators have rasiioenitraifeed on finding the pdf which best describes the
spatial distribution o f the hydiranEc conductivity field, K(x). Freeze (1975), summarized
many years worth of fieM measurements and a large body of laboratory work and concluded
th a t the log-normal distribution seems to S t hydraulic conductivity field data. Since then,
numerous other investigators have supported this conclusion.

Hoeksema and Kitanidis

(1985) analyzed hydrogeological properties from 31 regional aquifers and found the natural
logarithm of th e hydraulic conductivity measurements generally passed normality tests. At
present the assumption o f Ibg-nermalOy distributed hydraulic conductivity is accepted as a
general tenet in natural hydragerisgiE ai formations (Dagan, 1989).
If the distribution o f K{x } is assumed to be log-normal, then the variable

F((ri) = 1jiE { x )

(3.11)

is distributed normally, with mean p y and variance Oy

Y { x }: N(fiy,

Oy)

(3.12)
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The parameters /j,y and a \ are defined as

fiY = E ( Y ( x )) = E (lnK {x))

(3.13)

cr \ = E ( Y ( x ) - fiY ? = E[lnK{x) - E ( l n K ( x ) ) ] 2

(3.14)

where E() denotes expectation. The variance of I nK (x ) represents the degree of variability
of K(x).

3 .2.2

C orrelation S tru cture

Besides using field measurements to describe the randomness of the hydraulic conductivity
field, many studies has been conducted, using these measurements to find a correlation
structure for K ( x ) . However, this is a difficult task, as large number of measurements is
needed, particularly at small distances. Hoeksema and Kitanidis (1985) assumed an expo
nential correlation function and found th a t there was good correspondence between it and
the measurements of lnK(x). At Borden site, an analysis of the spatial correlation struc
ture of I nK (x) revealed th a t the correlation function could be approximated as exponential
(Sudicky, 1986). Because no conclusive agreement exists, on the most appropriate correla
tion structure of the hydraulic conductivity, and because it is easy to use, the exponential
function is often employed in subsurface flow and transport modeling.
If weak stationarity is assumed for the hydraulic conductivity field then the expo
nential correlation structure for InK(x) is a function of the separation distance between
two points, xi and X2 , not their positions. Let r be the separation distance between x\ and
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X2
r = \x2 — | = [( n ) 2 + (r2)2 + (r3)2]1/2

(3 .1 5 )

where r,- isthe separation distance in the i-th principal directions. The spatialcorrelation
of the hydraulic conductivity field is then described by

py(r ) = exp(-[(ri/XY i ) 2 + (r 2/A y 2)2 + (r3/A y 3) 2]1/2)

(3 .1 6 )

where Ay(r) is the correlation between two points separated by a distance of r and Ay,- is
the correlation length of Y ( x ) in the i-th principal direction. The correlation length is used
to parameterize the spatial correlation and is an approximate measure of the distance at
which correlation ceases (the correlation becomes zero as the distance between two points
approaches infinity). The larger correlation length implies greater spatial continuity in hy
draulic conductivity. In this study, correlation length is defined to be equal to the separation
distance between two points at which the correlation becomes equal to e-1 .
The Sequential Gaussian Simulation (SGS) method is used to combine both the soft
information and hard information available to generate the hydraulic conductivity field.
Sim ilar to SIS methodology, in the Sequential Gaussian Simulation method also, the nodes

in the modeling domain A are informed sequentially. Once a node Xk, has been classified
to be in a particular class (from SIS), then the first two moments (fi and tr2) are obtained
by gaussian conditioning (simple kriging) of the hard d ata available. The data used will
be obtained by screening the predefined search neighborhood surrounding the Xk, for nodes
which belong to the same population (class) as a:*. The simple kriging estimate and vari
ance then define a normal distribution from which the simulated value Z(xk) (hydraulic

M

conductivity) is drawn. This simulated value is included in the conditioning d ata set and
the simulation proceeds. In case there is no hard d ata available in th e search neighborhood.
then the global estimates of the first two moments for the particular class a t art will be
used. Finally, this gives the hydraulic conductivity field, conditioned to both the hard and
soft information, which will reduce to a very large extent the uncertainity present im the
description of the subsurface heterogeneity.

3.3

Velocity Field Calculation

Steady-state flow in saturated porous media is described by DarcyTs law:

v(x) = - i [ h : ( i ) V ^ ( i ) ]
n

((3-17))

where v(x) is the velocity field, n is the constant porosity, and (j>(x) is th e hydraulic head
field obtained by solving
V • [K(x)V<f>(x)} = 0

(3-18))

(in this case fluid density, viscosity, and tem perature are considered constant). Once the
distribution of the hydraulic conductivity field is obtained, various numerical methods cam
be used to solve the general flow equation for the hydraulic head, <f){x). Some o f th e methods
include finite difference, finite element, boundary element, and analytical method. Im tthns
study, the Mixed hybrid finite element is employed using the MARFLOW pragram((Miose
et al, 1994; personal communication with R. Mose).
The basic idea in this method is to approximate simulataneously the pressnme P
and its gradient related velocity field q. Besides determining the cell pressures P T it also
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calculates the flux Q through the edges, which defines the velocity field at every point. Also
the obtained velocity field has a continuous normal component at the interface between two
elements.
Once the domain of simulation is defined, the hydraulic conductivity values obtained
from the above step is assigned at the center of each cell. The velocities at all the faces of
the element are then calculated by the mixed hybrid finite element method.

3.4

C oncentration Field

The general equation describing transport of a nonreactive, conservative solute in a threedimensional saturated porous medium, with constant porosity is

+ V • [c(x, t)u(x)] - V • [0 (a ) Vc(a, 0] = 0

(3.19)

where c(x,t) is the concentration (dimension of mass • length- 3 ) and D{x) is dispersion
coefficient tensor (dimension of length2- time-1 ). The components of D(x) are

D(x) = a r |i;(a)|J + (aL -

+ Dm

(3.20)

where ajj and a j are the longitudinal and transverse local dispersitivies (dimension of
length), |v(x)| is the magnitude of the velocity, I is the identity matrix, and Dm is the
coefficient of molecular diffusion (dimension of length2- time -1 ). In very slow moving
groundwater systems molecular diffusion contributes very little to the dispersion process
and is not considered in this study. The transport equation (3.19) is used to solve for the
spatial and temporal distribution of concentration, once the components of D(x) are known
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and the spatial distribution of velocity is determined. The transport equation includes two
mechanisms of solute transport: convection and dispersion.

3.4.1

C onvection

Convection is the process in which a dissolved substance is carried along with the fluid
velocity. In equation 3.19 the second set of terms on the left-side represent convection.
Convective movement is directly proportional to the velocity, which in turn is dependent
on the ditribution of the hydraulic conductivity field.

3 .4 .2

D isp ersion

Dispersion is a mixing phenomenon caused by pore-water velocity variabilities within the
porous medium. It is the physical process which describes the tendency of a plume to
spread out from the path th at would be expected from convective movement alone and is
represented by the third set of terms of the let side of equation 3.19.
The convection-dispersion equation (3.19) can be numerically solved to obtain the
spatial and temporal distribution of concentration c(x, t). The methods often used include
the finite element, finite difference, and the particle tracking random walk.
Numerical dispersion is an inherent problem in the finite element and finite differ
ence methods. A measure of the numerical dispersion is the grid Peclet number, which is
conservatively approximated by
Pea ~ —

(3.21)

<*L

if molecular diffusion is ignored.

When PeG is greater than ten, numerical dispersion

appears (Huyakorn and Pinder, 1983). Kinzelbach (1988) gave an example of potential

34

inaccuracies when ollI&t »

10. Inorder to circumvent these numerical problems the size

of the REV would need to be reduced, which would increase the computer cost and storage,
to impractical limits.

3.4.3

P a rticle Tracking R an d om W alk

The particle tracking random walk (PTRW ) method is free from numerical dispersion
(Kinzelbach, 1988). Another advantage of the PTRW is th at concentration distributions
only need to be calculated when it is of interest, instead of at every time step. However,
this method does not predict point concentration values as accurately as the other methods.
The numerical scheme used in this study is based on the techniques described by Prickett
et al (1981).
The particle tracking random walk method represents an injected mass as a large
collection of particles among which the mass is divided equally. At each time step every par
ticle is moved by a convective displacement and a dispersive displacement. The convective
step is deterministic and moves particles in the direction of the pore-water velocity at th at
point. The dispersive step is random and is based on the physical process of dispersion. At
the end of each time step the position of each particle is known, so th at the average plume
statistics may be calculated. The statistics are collected at certain time intervals so th at the
time rate of change of these statistics may be analyzed. Once a particle exits the domain,
it is no longer transported and the total mass in the domain is reduced proportionally.
A brief mathematical description of the PTRW method follows. Let x p(t) represent
the position of the p —th particle at time t. In each time step At , the particle is transported
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a convective displacement, A x p, and a dispersive displacement, A x p

xp{t + At) = x p(t) + A x p + A x dp

(3.22)

The deterministic convective displacement is afuncitonof the velocity at x p(t), v(xp(t)),
and the gradient of the dispersion tensor at xp(t)

A x p = lv(xp(t)) + V - D ( x p(t))] ■A t

(3.23)

The gradient terms in 3.23 are im portant near stagnation points. If these terms
are neglected an unphysical buildup of particles may occur in

regions of lowhydraulic

conductivity (Kinzelbach, 1988). The random dispersive displacement in each time step is,
in two dimensions,

A x p = [2a Lvx{3?{t)) ■A t ]1/ 2 •

+ [2a Tv2 (xp(t)) ■A t ]1/ 2 ■z 2

(3.24)

where z\ and z 2 are two random values from a standard normal distribution.
The selection of A t is an important choice in the PTRW simulation process. The
computational expense of this method is proportional to the number of time steps. If a very
small time step is used, the computational expense become prohibitive. If too large time
step is used, overshoot errors may occur (Tompson and Gelhar, 1990). The cell Courant
number is the ratio between the average convective displacement and the grid spacing

c

(3.25)
Ax
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where v(x) is the mean pore-water velocity. Use of time steps which force Cc greater than
one result in overshoot problems. In this study the choice of A t will be made such th at
Ce < l .
In the PTRW method the total solute mass is represented by a hypothetical group of
particles. By increasing the number of particles the solution of 3.19 becomes more consistent
and reliable, but the computational expenses will increase proportionally. Though point
concentration predictions become much more accurate with a larger number of particles,
the accuracy of the overall plume behaviour does not increase to the same degree. Since
average plume behavior is of interest in this study the to tal mass will be divided into 10,000
particles. The point of injection of the particles (contaminant) is given at any point within
the domain and this is taken as the initial condition.

C h a p ter 4

RESULTS AND DISCUSSION

In this chapter the problem formulation for numerical simulations is defined, method of
analysis is discussed, and the results are presented. The concepts developed in the previous
sections are incorporated into a large-scale heterogeneous flow system in order to investigate
the effects of variability in hydraulic conductivity field on flow and contaminant transport.
A total of ten Monte Carlo simulations are performed for the case of conservative solute
transport in a steady state saturated flow system.
The concentration plume, breakthrough curves and the correlation structures of
the hydraulic conductivity, velocity and concentration field are obtained and analyzed. A
comparative study with the traditional turning band approach is also made in order to
study the effect of bimodal distribution of hydraulic conductivity field with the unimodal
distribution, on the contaminant migration and the correlation structures.
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4.1

Physical Domain

The domain shown in Figure 2.3 was discretized into a regular grid of 158,661 nodes with 51
nodes in each of the horizontal dimensions (x and y), and 61 nodes in the vertical dimension
(z ). Node spacing was 120 m in the x and y directions and 10 m in the z direction. This
volume domain covers primarily the volcanic section, however portions of alluvium and
paleozoic rock were also included in the problem domain due to the variable depths of the
units.

4.2

G eneration o f Indicator Map

As discussed earlier, resistivity was used as the subsurface attribute to indicate the pres
ence of welded tuff verses nonwelded tuff unit. The whole range of resistivity values were
divided into two classes, such th at the densely-welded and non-welded tuff units could be
differentiated. For this purpose a threshold value of 300 ohm-m2/m was used. The indica
tor coding as described previously was performed. The value at each measured d ata point
was transformed to an indicator class based on the class in which it falls: zero if below the
threshold, one if above the threshold. Resistivity logs from 24 wells were utilized. To reduce
the amount of redundant d ata for subsequent analysis, the continuous logs were sampled
at an interval of approximately 1 m. Each log then had an average of 508 resistivity mea
surements. An example of how the d ata in a typical resistivity log are transformed into the
two classes is shown in Figure 4.1. The shaded areas in the figure indicate where resistivity
is above the threshold value (300 ohm-m2/m ). Note th a t welded tuffs (the upper class)
appear to represent only a portion of the welded-tuff aquifer.
Then the indicator variogram analysis was conducted and the semivariograms were
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calculated for the vertical and horizontal (omnidirectional) directions using the GSLIB
geostatistical software library (Deutsch and Journel, 1992) and are presented in Figure 4.2.
Spherical theoretical semivariogram models were selected to represent both experimental
semivariograms. Spherical semivariogram model is defined as

/ h\
1 {h) = c . S p h ( ~ )

= c • [l.5£ - 0.5£31 , \ i h < a
L
“ J
= c
if h > a

(4.1)

where c is the sill value, a is the range and h is the lag value. Figure 4.2 (a), shows the vertical
calculated variogram values along with the fitted spherical model. It displays a nugget effect
of 0.04 m, and the variogram values increase till a lag distance of 200 m, and then starts
dropping down. A value of 160 m is chosen as the range at which the correlation ceases.
Similarly the horizontal calculated variogram along with the fitted model is presented in
Figure 4.2 (b). This variogram has a nugget effect of 0.06 m and 650 m is chosen as the
range at which the correlation becomes negligible. This observation of larger horizontal
correlation compares with the observed d ata distribution and hydrogeological setting.
The ISIM3D (Gomez-Hernandez and Srivastava, 1990) software was then used to
generate the three-dimensional indicator volume data based on the selected threshold. A
three-dimensional perspective of one equiprobable realization of the subsurface map of
welded and non-welded tuffs is shown in Figure 4.3. The geologic heterogeneity th at is
expected within natural geologic formations is clearly evident in this map. Some degree
of connectivity of the tuff units is apparent, although it should be pointed out th at this
figure represents the simulated conditions on the outer edges of the domain, where known
conditioning d ata are sparse. More useful information can be obtained by looking within
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within this map. Figure 4.4(a) shows one equiprobable map of a vertical cross-section
at x =270,000 m through the subsurface d ata shown in Figure 4.3. The black areas rep
resent the high resistivity zones that indicate the most likely locations of welded tuff units
where potential flow paths might be present. Figure 4.4(b) shows the projection on this
cross-section of the known indicator d ata from nine adjacent wells. Due to their proximity,
these wells have the greatest influence on the simulation along this cross-section. Note that
the influence of these known data depend on their distance away from the cross-section.
The influence of the known data diminishes as this distance approaches the range of hor
izontal correlation expressed in the indicator covariance model. The general character of
the distribution of welded tuffs is reproduced as can be seen by comparing the distribution
of simulated welded tuff to the location of the welded tuff and vitric tuff aquifers in the
hydrogeologic cross-section (shown in Figure 4.4 (c)); th at is, the welded tuff's tend to be
indicated primarily in the upper half of the volcanic section.
Vertical cross-sections through the subsurface data of Figure 4.3 showing equiprob
able maps at x = 205,000,207,000, and 208,000 m are presented in Figure 4.5. Welded tuffs
are found in both isolated locations and as parts of large connected zones. Connected zones
of welded tuffs extending horizontally up to approximately 1 km are indicated. Note that
although areas of connected welded tuff do not appear to extend across the entire domain,
the horizontal extent in the y direction, which is perpendicular to the page in this figure,
may easily contribute to even larger spatial connectivity. In contrast, vertical connectivity
of welded tuffs is usually no more than 200 m. This pattern, which is the consequence of
the anisotropic covariance structure, illustrates the spatial anisotropy exhibited by volcanic
tuff deposits (Istok et al., 1994).

Resistivity Log

Hydrogeologic
Units

Threshold at
300 ohm-m

]

Geologic Units

100

200

generally

Alluvium

u n sa tu ra te d

300
Ammonia T an k s Tuff,
Timber Mtn. G roup
400
Rainier M e sa Tuff,
Timber Mtn. G roup

W elded-Tuff
Aquifer

Depth, m

500
Pre-R ainier M esa,
P o st-G ro u se C an y o n
B edded Tuffs, undiff.

Ft ■ ■ ■
)
i

600

;

700

T'~"'

Tunnel F orm ation,
Units 4 an d 3

800

i

:

i

900

f

:

Tuff
Aquitard

Tunnel Fm .. Unit 2
i

Tunnel Fm ., Unit 1

1

1000

O lder Tuffs, undiff.

1100

•
:
:

i
I
l

:
;

Paleozoic R ocks,
undiff.

P z. A quifers/
A quitards

1200
0

250
500
750 1000
R esist vity, ohm-mVm

Top of R ainier M e sa Tuff, Vitrophyre
C o m p o site W ater Level
T op of P erv asiv e Zeolitization______

Figure 4.1: Resistivity log of well 24

42
t

1

•

1

i

■

1

1

—

0.14

*

♦

0.12
*

/

Gamma(h)

0.10

/

-

*

/
/

*

/

*

t

0.08
/

"3

4

/

0.06 “

t

_

/

sp h erical m odel

'/

n u g g et= 0 .0 4

t

0.04

0.02

—

* E xperim ental
- T heoretical
i

0.00
0

sill-0 .1 2
r a n g e s 160 m

_j----------------------------!------------------------ !--------------.

100

200
300
Separation distance, h (m)

400

_

500

0.14

0.12

Gamma(h)

0.10
0.08
0.06
sp h erical m odel

0.04

n u g g et= 0 .0 6
silU 0.105
* E xperim ental

0.02

ran g e= 6 5 0 m

T heoretical

J

0.00
0

500

I

I

I

,

I

1000
1500
Separation distance, h (m)

L.

2000

Figure 4.2: Plots of (a) vertical,and horizontal omnidirectional semivariogram of known
indicator dataset

North (m)

256000

204000

_ _,

4

East (m)

Figure 4.3: Three-dimensional perspective of the subsurface map of the volcanic section

44

(a)

|

600

a

4 0 0 ____ __________________________________________________________ __ _________________ ________________________
256000
257000
258000
259000
260000
261000
262000

(c)
Alluvium

1000

~e aoo
ao
600 jas»
Ui 400 L

Welded Tuff Aquifer
CWLl

256000

Tuff Aquitard

257000

. 256000

259000

260000

261000

262000

North (m)
H

High Resistivity

S

Low Resistivity

Figure 4.4: Comparison of (a)hydrogeological cross-section, (b)known indicator d ata from
nearby wells projected on section, and (c) cross-section through simulated subsurface map

45

M• 208,000 m

H

High Resistivity

d

Low Resistivity

Figure 4.5: North-south cross-sections through the simulated subsurface map at (a)
x =205,500 m, (b)x =207,000 m, and (c)x =208,800 m

■m&m

^0000

z a 62° O'

2 6 2 .0 °°

26°°q0

2 5 ® °°°

2 S 6 °0 °

2A °°°°

2 a 80° 10
06° ° °
2 0 A °°°

262.°°°

2 6 °°°°

2,5®°°°

256° 0°

,^00°°

Mttasi
262° ° °

2 6 0 °°°

25® °°°

25® °°°

xfcce

a. s°bsU
r\\ the
-sec1

a ti1

47

It is im portant to recognize th a t the two-dimensional cross-sections presented here
cannot demonstrate the actual degree of three-dimensional connectivity of the welded tuff
units because they cannot show the units beyond the plane of the cross-section. To help
visualize the three-dimensional connectivity, horizontal cross-sections through the same
equiprobable subsurface map at z =780, and 820 m are shown in Figure 4.6. To illus
trate, the vertical cross-section in Figure 4.4(a), which indicates only discontinuous welded
tuff between y =260,000 and 262,000 m at

2

=800m. In contrast, the horizontal cross-

section (Figure 4.6) shows a region of nearly continuous welded tuff between y =260,000
and 262,000 m and x =207,000 and 208,000 m. Furthermore, the section at z =780 m indi
cates this zone of connected welded tuff extends south at least as far as y =258,000 m at this
elevation. Simultaneous evaluation of multiple vertical and horizontal cross-sections within
the volume d ata shows the increased connectivity th a t occurs when three dimensions are
simulated in the study. Clearly, the connectivity patterns must be simulated and evaluated
as three-dimensional volume data as they exist in real subsurface hydrostratigraphic units.

4.3

G eneration o f Hydraulic Conductivity Field

The next step was to generate hydraulic conductivity field using the soft information ob
tained from the resistivity values and the hard information available regarding hydraulic
conductivity. The concept of Sequential Gaussian Simulation (SGS) as described in Chapter
3, was used to combine the soft and hard information. The hard information was supplied
in the form of three parameters, the mean (/i), variance(o2) and the correlation length (A)
for both non-welded and welded tuff units, because point hydraulic conductivity values was
not available. The indicator map of the resistivity values produced by the SIS simulations
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and the hydraulic conductivity d ata are used as input into the SGS program to obtain
the final hydraulic conductivity field, conditioned to both hard and soft information. As
discussed in section 3.2.1, hydraulic conductivity field is log-normally distributed and the
parameters used for the hydraulic conductivity field generation are presented in Table 4.1.
The hydraulic conductivity field using this technique was obtained for the domain shown in
Figure 2.3. The contaminant plume for this domain was observed to move very slowly over
large time intervals. This necessiated in redefining the study area, as the main objective of
this study was to examine the plume movement and calculate the correlation structures.
Figure 4.10, shows the new study domain, which is essentially a portion of the large
domain (Figure 2.3). Also for convenience, the coordinate directions are named as x, y
and z components and the x axis is assigned to the flow direction, which was observed to
be from North to South at Yucca Flat. Figures 4.7, 4.8, and 4.9 shows the x —y, x —z,
and y —z cross-sections through one equiprobable hydraulic conductivity field. The earlier
observations made regarding the indicator maps can be seen in these hydraulic conductivity
maps too, especially the anisotropic covariance structure and the connectivity patterns are
quite apparent. The units are better connected in the vertical direction, though the spatial
continutity of these connections are small compared to the x and y directions. This may
be due to the presence of large amount of conditioning data in the vertical direction.

Table 4.1: Parameters used for Hydraulic Conductivity Field generation
Nonwelded Tuff
Welded Tuff
y = 3.15 m /y r
H = 5840 m /yr
cr = 2464 m /yr
cr =7.81 m /y r
Ai,w,z = 60, 60, 60 m \ x<VtZ =100, 100, 60 m
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4.4

Transport simulations

The domain shown in Figure 4.10 was discretized into a regular grid of 152,561 nodes with
61 nodes in x dimension, 41 nodes in y dimension and 61 nodes in z dimension. Node
spacing was 20 m in x and y directions and 10 m in the z direction. The domain size was
selected according to the recommendations by Ababou et al. (1988).

In particular the

size of the grid is much smaller than the correlation length (Ay) and Ay is much smaller
than the size of the domain in order to satisfy the condition of ergodicity. All length units
in the remainder of this study are meters and the time units are in years.
The hydraulic conductivity field is then used as input for the flow model, MARFLOW
described in section 3.3, to solve the flow equation 3.18, to obtain the velocity field. Con
stant head boundaries are chosen at the left and right boundaries to produce a gradient of
10-3 , across the domain. The top and bottom boundaries are taken as free flow boundaries.
An effective porosity value of 0.10 and 0.04 is used for non-welded and welded tuff units
respectively.
The velocity field generated was then used as input to the Particle Tracking Random
Walk (PTRW) code to simulate the transport of tritium. All tritium was assumed to be
released instantaneously at time to with a total mass of unity divided evenly between 10,000
particles. The source was assumed to be in the shape of a plate with dimensions of 20 m
in the x direction, 200 m in the y direction and 100 m in the z direction. The center
of the source was placed at 250 m from the upstream in the x direction to avoid the
particles from going out through the upstream boundary. Microscopic dispersivity values,
otL and a? and other parameters used for the transport simulations are listed in Table
4.2. Adsorption/desorption processes were not included in the PTRW simulations because
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m
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Table 4.2: Parameters used for (Particle
Number of particles:
aL :
ax :
Size of source:
Center of source:

Tracking Random Walk (PTRW) simulation
10,000
2m
0.4 m
20 m x 200 m x 100 m
250 m x 400 m x 300 m

tritium is considered non-reactive with aquifer matrix materials. All ten realizations were
run for a maximum of 1000 years or until the time the particles starts leaving the domain
with time-step length of five years, and radioactive decay constant for tritium of 5.6537
x l 0 - 2 l/y r . Figures 4.11, 4.12 and 4.13 shows the x — y, x — z and y — z cross-sections
through one equiprobable normalized concentration field respectively at 1000 years. In all
these figures and in the following discussion, the term normalized concentration refers to
the distribution of radioactively decayed tritium , using a half-life of 12.4 years and an initial
unit mass. The dominant feature of the plume as can be seen in the above mentioned figures,
is the separation of small blocks of plume, travelling at different velocities. In Figure 4.11,
which is the x —y cross-section, the plume has a trend of moving towards the upper boundary
and small blocks of plume can be seen moving separately from the main plume. Also the
other interesting aspect is the presence of small block of plume near the right hand side
boundary, though the major plume is concentrated at 500 m. This can be directly attributed
to the presence of welded tuff units with high hydraulic conductivity values and larger spatial
continuity, which in turn acts as a preferential flow path for tritium migration. This type of
preferential flow path cannot be identified when the hydraulic conductivity field is generated
using a single covariance structure. For this purpose, the mean (/i), variance (a2) and single
correlation length (A) in all three directions are obtained from the hydraulic conductivity
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field generated using the bimodal distribution. These parameters are then used as input to a
program implementing the Turning Band algorithm (Tompson et al, 1987), which produces
the hydraulic conductivity field based on a single covariance structure. Figure 4.14 shows
the x — y cross-section of the normalized concentration field produced using the above
mentioned hydraulic conductivity field at 20 years. One striking difference between the two
concentration fields is the travel time. The single covariance based approach, overestimates
the hydraulic conductivity values, for example in this case there was only 14% of welded
tuff unit values with very high average hydraulic conductivity (5944 m /yr) and 86% of non
welded tuff units with very low hydraulic conductivity (2.7 m /yr). But the average value of
hydraulic conductivity for unimodal distribution is 834.5 m /y r, resulting in higher hydraulic
conductivity values for the whole domain, which is a clear representation of the effect due
to overliers discussed in statistical literature. Also the concentration plume obtained using
single covariance approach moves as whole as can be seen in Figure 4.14, without showing
any effects of preferential flowpaths.

The x - z cross-section of the concentration field

obtained using the bimodal distribution (Figure 4.12), shows an upward trend, which is a
direct result of the high hydraulic conductivity values present in the top zone as can be
seen in x —z cross-section of the hydraulic conductivity in Figure 4.8. Also the separation
of small blocks of plume can be seen here.

4.5

Breakthrough Curves

The number of particles passing a plane in the x direction as a function of time is presented as
breakthrough curves. The breakthrough curve for the bimodal and unimodal distributions
are presented in Figures 4.15 and 4.16 respectively. The breakthrough curve of the bimodal
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X-Z cross section @ y=450 m in 1000 years
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distribution shows a larger tail and two peaks. The large tail is due to the fast arrival of few
particles through the preferential flowpaths and the remaining particles crossing the plane
at a slower rate. The breakthrough curve of the unimodal distribution has a single peak
and the spread of the tail is much less compared to the bimodal distribution.

4 .6

C orrelation S tru ctu re

Correlation Structure characterizes the correlation between the values taken by the property
at two neighboring points in space. This is a useful tool to determine the correlation of the
contaminant plume in space. The correlation structures obtained at different times, is useful
to study the evolution of the plume in space with time. This is of great use to optimize
the monitoring network to capture the developing plume. The correlation structures of
the hydraulic conductivity, velocity and concentration are presented in this section. Since
concentration is a function of time, correlation structures are obtained at different times to
study the behaviour of the plume.

4.6.1

H ydraulic C o n d u ctiv ity

The random hydraulic conductivity fields generated by the Sequential Gaussian Simulation
method are analyzed to ensure th a t they reproduce the correlation structure assumed. The
correlation structure of the hydraulic conductivity field is determined by calculating the
correlation between values of Y ( x ) at point x „ , n = 1,2,3,

where N is the number of

nodes in the field. The sample mean of Y(a:) is

K Y ) = j ' £ Y ( x n)
rc=1

(4.2)
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and the sample variance about th a t mean is

n=l

(4-3)

W ith the sample mean and variance known the correlation structure for Y( x ) is
determined in each of the principal directions for both non-welded and welded units sepa
rately, as their correlation lengths are assumed to be different. The correlation between all
points separated by r,- is

, ,

-hzLdY(^) - Mm-[n*„
+ r,) - ^y)}
-------------------------

(4.4)

It follows th at
pY (ri = 0) = 1

(4.5)

Once the correlation is determined for numerous separation distances the sample
correlation length is equal to the separation distance at which the correlation is equal to
e-1 . Figures 4.17, 4.18 and 4.19 shows the computed correlation structures of InK(x) in
all the three directions for the non-welded tuff units respectively, along with the assumed
exponential distribution. Figures 4.20,4.21, and 4.22 are similarly the correlation structures
for the welded tuff units. These figures indicate th at the Sequential Gaussian Simulation
method accurately reproduces the anisotropic correlation structure for both the units.

4 .6 .2

V elo city

The velocity field correlation structure is evaluated in the same way as Y{x), except that
at each point the velocity has three components. The sample mean and variance for each
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of these components are determined in the same way as for Y (x ). In a three-dimensional
problem the velocity correlation structure has nine components and can be represented in
m atrix form by

Pv(r) =

Pv i ( r l )

Pvi(r2)

Pvi(r$)

Pv2(rl)

Pv2(r2)

Pv2(rS)

Pv3(rl)

Pvz{r2)

Pv3(r3)

Figures 4.23, 4.24 and 4.25 display the three components of the velocity correlation in
the principal directions. As expected, the correlation structures display anisotropy and
the velocities in the transverse directions exhibit hole effects. By definition the hole effect
occurs when the spatial correlation between two points become negative. A velocity field
hole-effect signifies a velocity field which periodically repeats itself with clusters of large
and low values.

4.6 .3

C on cen tration

The calculation of the correlation strucutures for the concentration field is little different
than those explained above. This is because the concentration field is time-dependent and
non-stationary. Stationarity is one of the assumptions for variogram analysis or for obtain
ing the correlation function. In other words, the concentration field has spatial trend, which
is an indication of the presence of more than one statistical population (strata) with signif
icantly different mean concentrations. Directly using the concentration field for obtaining
the correlation functions can result in inaccurate correlation lengths. The trend present in
the concentration values needs to be removed in order to calculate the correlation function.
This can be done by identifying the different distributions present in the concentration
field and then subtracting the respective means from the corresponding populations. The
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dtrended concentration field will satisfy the constant mean assumption, and then the corre
lation function can be calculated using these values. The different statistical distributions
present are identified with the help of a lognormal probability plot of the concentration
values (Singh etal, 1994). Figure 4.26 shows a lognormal probability plot of the concen
tration field at a specific time. The whole range of values are divided into three different
populations based on the change of slopes as shown in the figure. The cutoff values are
calculated and then the respective mean for each population is calculated and subtracted
to obtain a dtrended concentration field.
Since the concentration field is time-dependent, the correlation function is calculated
at ten different time steps for all the ten realizations. The largest possible time is selected
in order to allow the plume to spread out sufficiently, yet small enough to still have all
the particles in the domain. Figures 4.27, 4.28, and 4.29 shows the correlation functions of
the concentration field at 1000 years for one realization in all the three principal directions
respectively. The correlation lengths in x, y and z directions are 38.67, 108.65, and 75.0 m
respectively. The correlation length is larger in the y direction, than the x direction indi
cating that the distribution of concentration is more spatially continuous in the y direction
than the x direction. This may be because of the shape of the source, which is in the shape
of a plate. The correlation length in the z direction is also larger than the x direction, again
indicating larger spread in the z direction. The correlation function in all the three direc
tions display a trend, or non-stationarity. Figures 4.30,4.31, and 4.32, shows the correlation
function of the concentration field obtained using the unimodal hydraulic conductivity field.
In this case, the correlation lengths in both x and y directions have higher values indicating
larger spatial continuity, but the correlation length in the z direction is much smaller than
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the value obtained for bimodal distribution, indicating very less plume spreading in the z
direction. Also in this case, only y and z directions display hole effect, unlike the bimodal
distribution, in which all the three directions display a trend indicating non-stationarity,
which can be directly attributed to the fluctuations in the concentration values due to the
presence of two different populations.
In order to study the behaviour of the correlation function with time, the correlation
lengths are determined at ten different time intervals. Figures 4.33, 4.34 and 4.35 shows
the correlation lengths obtained for one particular realization in all the three prinicipal
directions In general, the correlation lengths seems to increase with time, reflecting the
increase of spatial continuity of the plume with time. But the rate of increase is much higher
in the y and z directions, again indicating larger spreading in both these directions. The
correlation lengths for the concentration field using the unimodal distribution of hydraulic
conductivity is presented in Figures 4.36, 4.37 and 4.38 for the three principal directions
respectively. As said earlier, the value of the correlation lengths are higher in this case,
suggesting higher spatial continuity of the plume. In this case also, the correlation length
increased with time, again reflecting larger spatial continuity as time increases.
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Figure 4.24: Correlation structure o f the velocity field in the y direction
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Figure 4.25: Correlation structure of the velocity field in the z direction
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Figure 4.27: Correlation structure of the concentration field in the x direction at time,
t = 1000 years
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Figure 4.28: Correlation structure of the concentration field in the y direction at time,
t = 1000 years
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Figure 4.29: Correlation structure of the concentration field in the z direction at time,

t — 1000 years
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Figure 4.30: Correlation structure of the concentration field (single covariance structure) in
the x direction at time, t = 20 years
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Figure 4.31: Correlation structure of the concentration field (single covariance structure) in
the y direction at time, £ = 20 years
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Figure 4.32: Correlation structure of the concentration field (single covariance structure) in
the z direction at time, t = 20 years
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Figure 4.33: Correlation structure of concentration field as a function o f time in x direction
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Figure 4.34: Correlation structure of concentration field as a function of time in y direction
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Figure 4.35: Correlation structure of concentration field as a function of time in

2

direction

86

Correlation length (m), p

100.0

90.0

80.0

70.0

60.0
0.0

5.0

10.0
Time (years)

15.0

20.0
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C h ap ter 5

CONCLUSIONS

A methodology to incorporate both soft and hard information was developed in order to
decrease the uncertainity in the description of the subsurface heterogeneity. The hydraulic
conductivity is described as a bimodal distribution with diiferent integral scales, in order
to examine the effect of preferential flowpaths on the migration of the contaminant plume.
Breakthrough curves were obtained for both the unimodal and bimodal distributions to
compare the effect of preferential flow paths on the mean arrival times. Correlation struc
tures of the concentration field was obtained to examine the evolution of the plume in space
and time.
Several three-dimensional realizations of the distribution of densely-welded and non
welded tuffs in the volcanic section below a portion of Yucca Flat were generated to demon
strate the SIS methodology. Resistivity was used as the hydrogeologic attribute to indicate
the presence of welded tuff verses nonwelded tuff. Welded tuff may act as groundwater flow
paths within the volcanic section at Yucca Flat. The simulations demonstrate that resis
tivity log d ata works well as an indicator of densely-welded tuffs. The simulated welded
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tuffs reproduce the stratigraphic relationships of the welded tuff and vitric tuff aquifers
as represented by hydrogeologic cross sections, while incorporating the heterogeneity and
anisotropicity th a t would be expected from these units in a subsurface setting.
The indicator maps generated using the SIS technique was used along with the
hydraulic conductivity information available to generate the hydraulic conductivity field
conditioned to both the hard and soft information and with different correlation lengths for
the welded and non-welded tuff units.
The Particle Tracking Random Walk Method (PTRW) was used to simulate the
transport of tritium through a steady state saturated hydrologic system. The concentration
plume displayed the effect of preferential flow paths by separating into small blocks and
travelling with different velocities. The breakthrough curves also displayed a large tail,
suggesting the arrival of few particles at very early time, and then the remaining particles
take longer time to cross the breakthrough plane. These simulations very clearly displayed
the effect of different geologic materials with different spatial continuity on the contaminant
migration. The concentration field from a unimodal distribution of hydraulic conductivity
displayed an entirely different result, especially the travel times were much higher in the
latter case. This may be due to overestimating of hydraulic conductivity values, when two
different materials are present with huge difference in their expected value of hydraulic
conductivity.
The concentration fields were dtrended in order to comply with the assumption
of stationarity. But still the correlation structures displayed a trend or non-stationarity.
Also the concentrations in the transverse directions displayed higher spatial continuity than
the longitudinal direction, indicating more spreading in the transverse directions. The
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correlation lengths were obtained as a function of time in order to study the evolution of
the plume. In all the three directions, the plume seemed to increase the spatial continuity
with time.
The final hydraulic conductivity produced using the resistivity values and the hard
hydraulic conductivity values reproduced the stratigraphic relationships of the welded tuff
and vitric tuff aquifers as represented by hydrogeologic cross sections, while incorporating
the heterogeneity and anisotropicity th at would be expected from these units in a subsurface
setting. They also showed the presence of welded tuff units in the upper boundary, which
may act as flow conduits for contaminant migration.
Finally, the hydraulic conductivity field produced based on both soft and hard infor
mation, seems to reproduce the stratigraphic relationships of the different materials present
and the bimodal distribution has a dramatic effect on the contaminant migration.
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