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Abstract
There is great interest within the physics and chemistry communities in the properties
of ultracold molecules. Electromagnetic fields can be used to create, trap, and mod-
ify the collisional dynamics of ultracold molecules, and thus the properties of ultracold
molecules in electromagnetic fields is of growing importance.
This thesis examines some of the effects of externally applied electromagnetic fields
on ultracold molecules. Initially, magnetic Feshbach resonances in combined electric
and magnetic fields are examined in the collisions of He(1S )+SO(3Σ−). Through detailed
quantum scattering calculations, it is then shown that the sympathetic cooling of NH(3Σ−)
molecules with Mg atoms has a good prospect of success, a first for a neutral molecu-
lar system. Detailed quantum scattering calculations are performed for a wide range of
collision energies and magnetic field strengths and it is found that the ratio of elastic to
inelastic collisions is large for temperatures below 10 mK, and increases as the collision
energy and magnetic field strength decrease. The near threshold collision properties of
Mg+NH have been examined using a multichannel quantum defect theory approach.
A new type of conical intersection, that is a function of applied electromagnetic fields
only, is also demonstrated. For states of opposite parity, brought into degeneracy with a
magnetic field, the degeneracy can be resolved by the addition of an electric field, forming
a conical intersection. A suitable arrangement of fields could thus be used to create a
conical intersection in laboratory coordinates within an ultracold trapped gas. For a Bose-
Einstein condensate, in the mean-field approximation, the resultant geometric phase effect
induces stable states of persistent superfluid flow that are characterized by half-integer
quantized angular momentum.
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Chapter 1
Introduction
Since the creation of the first gaseous Bose-Einstein condensates (BECs) in 1995 [1, 2]
the ability to cool, trap, and control atoms and more recently molecules has increased
dramatically, producing some spectacular experimental results. On cooling a sample of
atoms, we can say that the sample is cold when it has a temperature below one Kelvin, and
ultracold at temperatures below one milliKelvin. To put these temperatures into context
the coldest temperature ever recorded on earth was 184 K (-89◦C), the temperature of
liquid nitrogen is 77 K (-196 ◦C), and the temperature of cosmic background radiation,
left over from the big bang is approximately 3 K [3]. In terms of velocities, a helium atom
at room temperature (298K) has a translational velocity of ∼1300 ms−1 while at 1 mK the
translational velocity is only ∼2.5 ms−1.
At such low temperatures the thermal de Broglie wavelength λdB = 2pi/k that charac-
terizes the spatial extent of a particle starts to become comparable to the inter-particle sep-
aration, and we enter a fully quantum mechanical regime. For a trapped gas of bosons, a
significant fraction of the gas exists in the lowest quantum state of the trap forming a BEC,
in which the wavefunctions of all the individual particles overlap creating a macroscopic
quantum state [4, 5]. The first BEC was created with a gas of rubidium-87 atoms [1],
and since then the field has exploded and many other ultracold atomic species have been
produced. More recently attention has turned to ultracold molecules. With their com-
plex energy structure, molecules open up many new possibilities in the study of quantum
matter. However, this extra complexity comes at a price with the extra structure making
molecules harder to cool and then to trap.
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The high degree of control possible over cold and ultracold matter provides the ideal
test-bed for fundamental atomic and molecular physics. Optical lattices formed from
counter-propagating laser beams can be used to create artificial crystals of ultracold par-
ticles, providing powerful models of quantum many-body systems [6]. At ultracold tem-
peratures the Doppler broadening of spectral lines caused by translational motion of parti-
cles is drastically reduced allowing high precision spectroscopic measurements to be per-
formed on molecules [7]. Current experiments are underway to test the time-dependence
of fundamental physical constants [8, 9], and the possibility of an electron dipole mo-
ment [10].
Perhaps the most interesting area for the chemically minded is the control obtainable
over the dynamics of ultracold atoms and molecules with externally applied electromag-
netic fields, allowing the investigation of fundamental collisional processes and ultracold
chemistry. This is all possible at cold and ultracold temperatures as the perturbation of
the energy levels caused by electromagnetic fields is similar to the translational energy at
these temperatures [11].
Before any experiment can be performed with ultracold matter, it must first be created
and then stored. The next few sections therefore discuss some of the basic features of
cooling and trapping atoms and molecules.
1.1 Cooling and Trapping Molecules
The most basic method of cooling atoms is via laser cooling, which works via the transfer
of momentum that occurs when an atom absorbs a photon. A laser beam is applied to
oppose the direction of an atomic beam, the photon is absorbed by an atom slowing the
atom by ~k/m. The atom then re-radiates the photon in a random direction, resulting in
an average slowing of the atom, as shown schematically in figure 1.1 [12]. Combining
magnetic and optical fields a magneto-optical trap (MOT) can be created, in which six
intersecting laser beams propagating and counter propagating along X, Y , and Z are ap-
plied to a sample of atoms inside a magnetic quadrupole field created by two opposing
Helmholtz coils. The laser frequencies are detuned such that as particles in high-field
seeking (HFS) states (the energy of the state decreases with increasing field strength)
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Figure 1.1: The two-step process of laser cooling, a) an atom moving with a velocity
v absorbs a photon with momentum ~k and is slowed to v − ~k/m. b) the atom then
re-radiates the photon in a random direction on average slowing the atom.
are pushed out of the trap by the magnetic field gradient the probability of absorbing a
photon and being pushed back towards the trap center is increased [13]. Using a MOT
allows atoms to be laser cooled and accumulated, however the temperatures obtainable by
laser cooling alone are not low enough to obtain Bose-Einstein condensation and another
cooling process is required. The laser cooled atoms can be transferred into a conservative
potential trap such as a magnetic trap or a far off resonant optical dipole trap [14] in which
the atoms can be further cooled to degeneracy by an evaporative cooling scheme. In the
evaporative cooling scheme the trap depth is lowered allowing the most energetic atoms
to escape with the remaining atoms thermalizing at a lower temperature.
Laser cooling is the predominate method for atom cooling, however for laser cooling
to work a two-level (absorbtion/emission) system is required and the extra complexity
present in molecular energy levels drastically reduces its effectiveness. The failure of
laser cooling for molecules means that many alternative methods to cool molecules have
been developed.
The many methods for cooling molecules can be categorized into two distinct types,
direct and indirect methods. Direct methods take samples of warm molecules and cool
them down to cold and ultracold temperatures, whereas indirect methods involve forma-
tion of cold and ultracold molecules from samples of precooled ultracold atoms.
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1.1.1 Direct Methods
Buffer-Gas and Sympathetic Cooling
The principle behind buffer-gas and sympathetic cooling is simply taking something hot
and cooling it by putting it into something cold. The method of buffer gas cooling has been
pioneered by the group of John Doyle at Harvard University from 1995 onwards [15–17].
Paramagnetic molecules are loaded into a cryogenic cell containing the buffer gas and
are thermalized to hundreds of milliKelvin via collisions with the buffer gas, allowing
the molecules to be magnetically trapped. As buffer gas cooling is independent of the
energy level structure of a particular atom or molecule, in principle any trappable atom or
molecule can be cooled in this way.
To thermalize and trap the atom or molecule before it collides with the walls of the
cryogenic cell, the density of the buffer gas needs to be high enough to allow thermal-
ization to occur on a length scale smaller than that of the cell. However, the density of
the buffer gas decreases with decreasing temperature, thus there is a lower limit to the
thermalization temperature attainable. For 3He in a cell with a size on the order of 1 cm,
a temperature as low as 240 mK can be attained. The first molecule to be cooled in this
way was the calcium monohydride radical CaH [16]. The radical was prepared in the cell
by laser ablation of a solid lump of CaH2 and then thermalized with 3He (≈ 300 mK),
producing 108 trapped molecules at a temperature of 400 mK.
A major problem with the method is the number of magnetically trapped molecules
produced which is limited by the number of molecules that can be introduced into the
cryogenic cell. Laser ablation only produces 108-1013 molecules with each laser pulse
and introducing molecules through a capillary tube from a room temperature source only
works for stable molecules with high vapor pressures. A method developed to get around
this is the buffer gas cooled beam method, in which a molecular beam is used to transport
the molecules into the cell through a hole. A thermalized sample of 1012 NH molecules
has been produced using this method [18], a significant increase from using laser ablation
or a capillary tube. A further advantage of using the cooled beam method is that the
molecules can be pre-cooled before the beam is created [19].
Buffer gas cooling uses only a gas of cold He as the coolant, whereas sympathetic
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cooling refers to using any pre-cooled gas to cool down a warm sample of atoms or
molecules. Buffer gas cooling is limited to the mK temperature range, however sym-
pathetic cooling offers the hope of going further, cooling molecules down into the µK
range.
The most easily available coolants are the alkali-metal atoms which can be cooled
to ultracold temperatures almost on demand [12]. However, the interaction potentials be-
tween alkali-metal atoms and heteronuclear diatomic molecules tend to be highly anisotropic,
which couples different spin-substates increasing the rate spin-changing collisions that
lead to trap loss reducing the effectiveness of sympathetic cooling, this is discussed fur-
ther from chapter 5 onwards.
Stark Deceleration
A supersonic expansion of a high-pressure gas out of a small hole creates a molecular
beam with a small velocity distribution and hence cold molecules with low relative ve-
locities but with a high center of mass velocity in the laboratory frame. The beam can
now be decelerated to produce molecules with a low center of mass velocity that can be
trapped.
The technique of Stark deceleration is based upon the fact that a molecule with a
permanent dipole moment will gain or lose energy when entering an electric field [20–22].
For a molecule in a low-field seeking quantum state (a state with an energy that increases
with increasing field) moves into an electric field it gains a Stark energy, the gain in
potential energy is compensated by a loss in kinetic energy thus if the field is removed the
molecule will retain its lower velocity.
To allow continuous deceleration a series of stages consisting of two parallel metal
rods is constructed, one of the rods is connected to a positive and the other a negative
high voltage. As a molecule moves into the stage it is decelerated by the electric field, as
the molecule reaches the point of maximum Stark energy the field is turned off and the
field of the next stage is turned on. Alternating this process between each stage effectively
forces the molecule to constantly move uphill against the field, and thereby allowing the
continuous slowing of the molecule.
To examine the situation in more detail, let each stage be separated by a distance L
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and the electric field switched after a time interval, ∆T . A phase angle φ can be defined
to denote the position of the molecule at the time the electric field is switched, taking
φ0 to be the equilibrium situation when the molecule’s velocity matches the frequency of
the electric field, i.e. traveling the distance L in time ∆T . ∆T is gradually increased to
account for the deceleration, so that a molecule with a phase φ0 still moves a distance L in
time ∆T . For molecules with a slightly larger phase than φ0 it will lose more energy and
be slowed relative to a molecule with φ0 hence the phase will decrease until it is lower
than φ0, at which point the reverse happens and the molecule and it will lose less energy.
Thus molecules with phases different from φ0 will oscillate in phase and velocity about
the equilibrium value, broadening the velocity distribution of the final packet of slowed
molecules.
1.1.2 Indirect Methods
Feshbach Resonance Association
If two ultracold atoms are paramagnetic their potential can be influenced by external mag-
netic fields, a Feshbach resonance occurs when the collision energy of a pair of atoms
exactly matches that of a bound molecular state [21–24]. Thus by varying the magnetic
field to tune the atomic collision threshold across a molecular bound states a Feshbach
resonance can be induced. Varying the magnetic field slowly enough across resonance
the pair of colliding atoms can be adiabatically transferred into a bound molecular state.
Figure 1.2 shows a schematic diagram of a magnetic Feshbach resonance.
The molecules formed via Feshbach resonances tend to be in highly excited vibra-
tional states. However for fermionic atoms the molecules formed had surprisingly long
lifetimes, attributed to Pauli suppression of the quenching process, where by a weakly
bound molecular state couples to more tightly bound lower vibrationally lying molec-
ular states and thereby stabilizing the weakly bound state [23, 25, 26]. These extended
molecular lifetimes may allow the detailed experimental study of rovibrational states, re-
laxation processes, low temperature chemical reactivity [23] and also studying the close
connections between molecular Bose-Einstein condensates and Cooper pairing in the BCS
theory [25].
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Figure 1.2: A magnetic Feshbach resonance occurs when a bound molecular state (blue)
is tuned across a scattering threshold (red) as a function of magnetic field. The insets
show the bound molecular state below/above the scattering threshold (dashed black) on
the left/right of the resonance. The scattering threshold and the bound molecular state
weakly avoided cross and thus by slowly ramping the field down, the colliding atoms on
the right of the resonance can be adiabatically transferred into the molecular bound state
on the left of the resonance.
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Figure 1.3: A basic photo-association scheme; (1) a pair of colliding atoms is excited to
a weakly bound excited state, (2) a second photon is applied after a delay to transfer the
excited state into a deeply bound molecular state.
Taking lithium as an example Strecker et al. [27] tuned an ultracold fermi gas of
6Li atoms across a narrow magnetic Feshbach resonance formed an ultracold gas of 6Li2
(X1Σ+g (v = 38)) molecules with an efficiency of approximately 50%. Using a different
Feshbach resonance Zwierlein et al. [25] created a gas of 6Li2 molecules and by changing
the trap depth evaporatively cooled the gas further to form a molecular Bose-Einstein
condensate.
Photo-association
In the method of photoassociation, two atoms absorb a photon to form a molecule in a
highly excited ro-vibrational state [21,23,24], the lifetime of the molecule formed is short
due to spontaneous emission back to an unbound atomic state. However it is possible to
use a two-photon process, as shown in figure 1.3, to produce molecules in their electronic
ground state, with the second delayed photon used to stimulate emission to the molecular
ground state. This was first achieved for Cs2 in 1998 by Fiorettii et al. [28] who loaded
a vapor-cell magneto-optical trap with Cs atoms with an approximate temperature of 200
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µK and illuminated it with a diode laser. Detection of the Cs2 molecules was by a pulsed
photoionization laser producing Cs+ and Cs+2 ions that were then detected by a time of
flight spectrometer.
Using a multi-photon photoassociation process Sage et al. [29] produced ultracold
RbCs molecules in their X1Σ+ vibrational ground states. The colliding Rb and Cs atoms
were excited to an electronically excited molecular level, which rapidly decayed into the
the metastable a3Σ+(v = 37) state. A pump laser pulse was then used to excite the a3Σ+
molecules to an intermediate state, from which a dump laser pulse was used to transfer
the RbCs molecules into the X1Σ+ ground state. The final translational temperature was
∼ 100 µK.
More recently deeply bound and absolute ground state molecules have been formed
from weakly bound Feshbach molecules, created at magnetic Feshbach resonances in
atomic gases, which are then transferred to the absolute ground state using a STIRAP
(STImulated Raman Adiabatic Passage) scheme [30–33]. The STIRAP scheme transfers
population from the weakly bound Feshbach state |a〉 to the ground state |b〉 through two
overlapping laser pulses coupled to an excited state |e〉, in which the laser pulse that
couples |a〉 to |e〉 is preceded by the pulse that couples |b〉 to |e〉.
1.1.3 Trapping
A basic magnetic quadrupole trap consists of a pair of opposed Helmholtz coils that cre-
ate a magnetic field that vanishes at a point and increases linearly in all directions from
that point, using this method it is possible to create traps that are multiple Kelvin deep.
However, only low-field seeking (LFS) states (the energy of the state increase with field
strength) are trapped and high-field seeking (HFS) states (the energy of the state decreases
with field strength) are expelled from the trap, therefore relaxation from the low-field
seeking to the high-field seeking state limits the lifetime of the trapped molecules. De-
spite these limitations success has been achieved notably with samples of CaH(2Σ) [16]
and NH(3Σ−) [34].
Transitions from the low-field to the high-field seeking states, can occur via collision
relaxation or non-adiabatic spin-flip (Majorana) transitions. The trapped molecules will
remain in the same quantum state adiabatically following the magnetic field if the mag-
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netic field experienced by the molecule varies slowly with time. However near magnetic
field zero at the center of the trap the rate of change of magnetic field becomes compara-
ble to the transition frequency between the LFS and HFS states and thus trap loss occurs.
A simple method to reduce the Majorana transitions is to remove the magnetic field zero
and plug the hole in the trap. Various methods have been used to remove the hole, in one
such method an oscillating bias field can be superimposed on the quadrupole trap creating
a time-averaged orbiting potential (TOP) which removes the hole in the trap [35].
In an analogous way to magnetic field traps, molecules with an electric dipole moment
in a LFS state can be trapped in a quadrupole electric field [36–38]. The creation of an
electric field maximum to trap molecules in HFS states in three dimensional free space is
impossible. However using a suitable arrangement of electrodes an electric field saddle
point can be created with a field maximum a defocusing forces in the radial direction and
a field minimum a focusing force in the axial direction. Reversing the current changes
the saddle point creating a focusing force in the radial direction and a defocusing force
in the axial direction. Connecting the electrodes to an AC current thus creates a trapping
potential for both HFS and LFS states [39].
1.2 Outline
The broad aims of the work presented in this thesis are to explore some of the effects
externally applied electromagnetic fields have on ultracold molecules. The structure of
this thesis is as follows, Chapters 2 and 3 outline some of the basic scattering theory
required to understand ultracold collisions in externally applied fields. There is a need
for methods to cool molecules to below the milliKelvin temperature range and the effect
of zero-energy magnetic Feshbach resonances on cross-section profiles is examined in
chapter 4. The prospect of using magnesium atoms for the sympathetic cooling of NH
molecules is accessed in chapters 5 to 8, in which a multichannel quantum-defect theory
approach is used to examine the near threshold cross section properties. Finally a new
type of conical intersection, formed purely by electromagnetic fields, and some of the
consequences of such an intersection in a BEC is examined in chapters 9 to 13.
Chapter 2
Scattering Theory
Scattering theory provides the theoretical framework to describe collisions between par-
ticles, and unless otherwise stated the scattering theory presented in this chapter broadly
follows the theory presented by Taylor [40], Joachin [41], Atkins and Friedman [42], and
Manolopoulos [43]. The theory presented in this chapter is not a complete treatment of
the subject and more can be found in the respective references.
2.1 Scattering Cross Sections
Consider a beam of particles directed at a target with a detector at a distance r from the
target. The detector presents an area r2dΩ, at an orientation (θ, φ), where dΩ = sinθdθdφ
is the solid angle subtended by the detector. For an incident flux of particles Ji in a state
i, the detection frequency of particles in a state j, dZdetj (θ, φ) is given by
dZdetj (θ, φ) = σ
diff
i→ j(θ, φ)JidΩ, (2.1)
where σdiffi→ j(θ, φ) is the differential cross-section and like the detection frequency is depen-
dent on the system orientation. Integrating the differential cross-section over all deflection
angles,
σtoti→ j =
∫ pi
0
∫ 2pi
0
σdiffi→ j(θ, φ) sin θdθdφ, (2.2)
gives the integral scattering cross-section σtoti→ j, which is the total cross-section for scat-
tering over all angles. The total detection frequency is thus
Zdet = σtoti→ jJi. (2.3)
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It can be seen from this equation that the units of σtoti→ j are those of area, and it can be
thought to represent an effective area presented by the scattering target. The rate of the
process i→ j is given by the rate coefficient ki→ j = vσtoti→ j, where v is the relative collision
velocity.
To develop the theory further and show how cross sections can be calculated, the
treatment will be initially confined to elastic scattering in which the initial kinetic energy
of the system is equal to the kinetic energy of the system after the collision and thus
the system remains in its initial state (single channel scattering). Before moving onto
inelastic scattering in which the kinetic energy after a collision is not equal to the initial
kinetic energy and the system changes its state (multichannel scattering).
2.2 Stationary Scattering Wavefunctions
The scattering dynamics of two particles interacting through a potential V(R) are governed
by the time-dependent Schro¨dinger equation,(
− ~
2
2µ
∇2 + V(R)
)
Ψ(R, t) = i~
∂
∂t
Ψ(R, t), (2.4)
where µ is the reduced mass of the colliding system. The potential is time-independent
and the wavefunction can be separated as
Ψ(R, t) = ψ(R)e−iEt/~, (2.5)
where ψ(R) is a solution of the time-independent Schro¨dinger equation(
− ~
2
2µ
∇2 + V(R)
)
ψ(R) = Eψ(R), (2.6)
which allows an infinite number of time-independent, stationary solutions for which the
kinetic energy of the system has the definite value
E =
p2
2µ
=
~2k2
2µ
=
µv2
2
. (2.7)
Introducing a reduced potential U(R) = 2µV(R)/~, allows (2.6) to be rewritten as
[
∇2 + k2 − U(R)
]
ψ(R) = 0. (2.8)
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At large distances the stationary solution will be a superposition of an incident plane wave
and an outgoing spherical wave with an amplitude dependent on θ and φ. Defining the
incident plane wave along Z, the stationary scattering wavefunction that satisfies (2.8)
must therefore have the asymptotic form
ψ(R) −−−→
R→∞ A
(
eikZ + f (θ, φ)
eikR
R
)
, (2.9)
where f (θ, φ) is the scattering amplitude. The scattering amplitude can be related to the
particle flux density and thus to the differential and integral cross-sections to give
σdiff(θ, φ) = | f (θ, φ)|2 (2.10)
σtot =
∫ pi
0
∫ 2pi
0
| f (θ, φ)|2 sin θdθdφ. (2.11)
For spherically symmetric (atom-atom) and cylindrically symmetric (atom-diatom) inter-
action potentials the definition of the incident plane wave along Z removes the azimuthal
φ dependence from the scattering in the center of mass frame and thus the asymptotic
form of the scattering wave function reduces to
ψ(R) −−−→
R→∞ A
(
eikZ + f (θ)
eikR
R
)
. (2.12)
Given that the problems treated in the thesis and that most scattering problems encoun-
tered in the ultracold regime are all cylindrically symmetric, we shall confine the follow
treatment to potentials of the form V(R, θ).
2.3 Partial Wave Expansion
The scattering Hamiltonian written in spherical polar coordinates,
Hˆ = − ~
2
2µ
∇2 + V(R, θ)
= − ~
2
2µ
[
1
R2
∂
∂R
(
R2
∂
∂R
)
+
1
R2 sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
R2 sin2 θ
∂2
∂φ2
]
+ V(R, θ), (2.13)
can be simplified by considering the orbital angular momentum operator
L = R × p. (2.14)
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Quantum mechanically the linear momentum operator is pˆ = −i~∇ and thus
LˆX = − i~
(
Y
∂
∂Z
− Z ∂
∂Y
)
= i~
(
sin φ
∂
∂θ
+ cot θ cos φ
∂
∂φ
)
(2.15)
LˆY = − i~
(
Z
∂
∂X
− X ∂
∂Z
)
= i~
(
− cos φ ∂
∂θ
+ cot θ sin φ
∂
∂φ
)
(2.16)
LˆZ = − i~
(
X
∂
∂Y
− Y ∂
∂X
)
= −i~ ∂
∂φ
, (2.17)
and
Lˆ2 = Lˆ2X + Lˆ
2
Y + Lˆ
2
Z = −~2
[
1
sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
sin2 θ
∂2
∂φ2
]
, (2.18)
the Hamiltonian can therefore be rewritten as
Hˆ = − ~
2
2µ
[
1
R2
∂
∂R
(
R2
∂
∂R
)
− Lˆ
2
~2R2
]
+ V(R, θ). (2.19)
It is easily verified that Hˆ, Lˆ2, and LˆZ commute
[Lˆ2, LˆZ] = [Hˆ, Lˆ2] = [Hˆ, LˆZ] = 0, (2.20)
and the eigenfunctions common to Lˆ2 and LˆZ are the spherical harmonics YLM(θ, φ), de-
fined such that
Lˆ2YLM(θ, φ) =~2L(L + 1)YLM(θ, φ) (2.21)
LˆZYLM(θ, φ) =~MYLM(θ, φ). (2.22)
Thus eigenfunctions common to the three operators can be found and the cylindrically
symmetric scattering wavefunction can thus be expanded in partial-waves corresponding
to given values of L in terms of Legendre polynomials,
ψ(k,R) = R−1
∞∑
L=0
ψL(k,R)PL(cos θ). (2.23)
Substituting the partial-wave expansion of the stationary scattering wavefunction into the
time-independent Schro¨dinger equation, results in the following radial equation[
− ~
2
2µ
d2
dR2
+
~2L(L + 1)
2µR2
+ V(R, θ)
]
ψL(k,R) = EψL(k,R), (2.24)
which can be rewritten in the simpler form using the reduced potential as[
d2
dR2
+ k2 − L(L + 1)
R2
− U(R, θ)
]
ψL(k,R) = 0. (2.25)
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L(L+1)/R2
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Figure 2.1: Effective potential (red) showing a centrifugal barrier, resulting from a poten-
tial that has an asymptotic form −C6/R6 (blue, solid) and a centrifugal term L(L + 1)/µR2
(blue, dashed).
It is worth noting that the centrifugal term resulting from orbital angular momentum
term L(L + 1)/R2 results in an effective potential with centrifugal barrier, as shown in
figure 2.1. For a potential that decays as −C6/R6 at long-range the height of the centrifugal
barrier is approximately ELcf = (~L(L + 1)/µ)
3
2 (54C6)−
1
2 .
2.4 Scattering Boundary Conditions
To solve the radial scattering equation (2.25), boundary conditions are required at R = 0
and∞. ψL must be regular at the origin and thus
ψL(k,R) −−−→
R→0
0. (2.26)
In the absence of a potential (V(R) = 0), (2.25) reduces to the free radial equation[
d2
dR2
+ k2 − L(L + 1)
R2
]
ψfreeL (k,R) = 0, (2.27)
which is the spherical Bessel differential equation in kR. Particular pairs of linear inde-
pendent solutions are the spherical Bessel jl(kR) and spherical Neumann nL(kR) functions,
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Figure 2.2: The first few spherical Bessel jL(x) and spherical Neumann nL(x) functions.
shown in figure 2.2, and the spherical Hankel functions h(1)L (kR) = jL(kR) + inL(kR) and
h(2)L (kR) = jL(kR) − inL(kR) [44]. Which have the asymptotic form
jL(x) −−−→
x→∞
1
x
sin (x − Lpi/2) (2.28)
nL(x) −−−→
x→∞ −
1
x
cos (x − Lpi/2) (2.29)
h(1)L (x) −−−→x→∞ − i
ei(x−Lpi/2)
x
(2.30)
h(2)L (x) −−−→x→∞ i
e−i(x−Lpi/2)
x
. (2.31)
Therefore asymptotically ψL is a linear combination of sine and cosine functions or equiv-
alently a linear combination of incoming e−ikR and outgoing e+ikR radial waves, and two
possible general solutions of (2.27) are
ψfreeL (k,R) =kR
[
C(1)L (k) jL(kR) + C
(2)
L nL(kR)
]
(2.32)
ψfreeL (k,R) =kR
[
D(1)L (k)h
(1)
L (kR) + D
(2)
L h
(2)
L (kR)
]
, (2.33)
where C(i)L and D
(i)
L are pairs of integration constants depending on k.
Returning to the case of a non-zero potential U(R) , 0, and assuming that U(R) goes
to zero faster than 1/R as R → ∞, beyond some distance U(R) and L(L + 1)/R2 can be
neglected, and the general solutions to (2.25) will be the same as those of the free radial
equation (2.28). The asymptotic boundary condition can thus be expressed as
ψL(k,R) −−−→
R→∞ RkC
(1)
L (k)
[
jL(kR) − tan δL(k)nL(kR)] (2.34)
or
ψL(k,R) −−−→
R→∞ AL(k) sin
(kR − Lpi/2 + δL) , (2.35)
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where
AL(k) =
√[
C(1)L (k)
]2
+
[
C(2)L (k)
]2
, (2.36)
and δL is the scattering phase shift, given by
tan δL(k) = −
C(2)L (k)
C(1)L (k)
. (2.37)
It is also useful to express the boundary condition (2.35) in terms of incoming (e−ikR) and
outgoing (e+ikR) waves
ψL(k,R) −−−→
R→∞ AL(k)
e−iδL
2i
(
e−i(kR−Lpi/2) − ei(kR−Lpi/2+2δL)
)
−−−→
R→∞ AL(k)(−1)
LiL
e−iδL
2i
(
e−ikR − S L(k)eikR
)
−−−→
R→∞ A˜L(k)
(
e−ikR − S L(k)eikR
)
, (2.38)
where the coefficient of outgoing wave S L(k) is an S -matrix element given by
S L(k) = e2iδL(k). (2.39)
With the partial wave scattering boundary conditions we can now relate the scattering
phase-shift and similarly the S -matrix element to the scattering amplitude f (θ), defined
by (2.12). Using the plane wave partial wave expansion
eikZ =
∞∑
L=0
iL(2L + 1) jL(kR)PL(cos θ), (2.40)
and the asymptotic form of jL(kR), (2.12) can be rewritten as
ψ(k,R) −−−→
R→∞ A
 ∞∑
L=0
(2L + 1)iL
sin(kR − Lpi/2)
kR
PL(cos θ) + f (θ)
eikR
R
 , (2.41)
which can be compared to the asymptotic form of the partial wave expansion,
ψ(k,R) −−−→
R→∞
∞∑
L=0
AL(k) sin(kR − Lpi/2 + δL)
R
PL(cos θ). (2.42)
Expanding sine terms in (2.41) and (2.42) in terms of exponentials and equating coeffi-
cients of eikR/R it can be easily shown that
f (θ) =
1
2ik
∞∑
L=0
(2L + 1)PL(cos θ) (S L − 1) = 12k
∞∑
L=0
(2L + 1)PL(cos θ)
(
eiδL sin δL
)
. (2.43)
The integral cross section is thus
σtot(k) =
∞∑
L=0
σL(k) =
pi
k2
∞∑
L=0
(2L + 1)|S L − 1|2 = 4pik2
∞∑
L=0
(2L + 1) sin2 δL(k). (2.44)
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Figure 2.3: The resonant phase-shift δres forms an angle between the collision energy and
the location of a pole in the S -matrix at a complex energy E¯. The physically allowed
regions are shown in red.
2.5 Scattering Resonances
Phase shifts and therefore cross-sections are usually slowly varying functions of the colli-
sion energy. However near scattering resonances the phase shift and thus the cross section
undergo a rapid variation. To analyze this behaviour further the phase shift can be split
into
δ(E) = δbg(E) + δres(E), (2.45)
where δbg(E) is a slowly varying background contribution and δres(E) is a resonance con-
tribution to the total phase shift. Using this formulation the total cross section is thus
σtot(E) =
4pi
k2
sin2(δbg(E) + δres(E)). (2.46)
The effect of a resonance on the phase shift can be visualized by noting that the S -
matrix S (E) is a complex quantity and by expanding our treatment into the complex plane,
the S -matrix can be regarded as a function of a complex energy E¯. A resonance corre-
sponds to a pole in the scattering matrix, occurring at the location of bound states in either
an asymptotically open channel (shape resonance) or an asymptotically closed channel
(Feshbach resonance). In general the pole exists at the complex energy
E¯ = Eres − iΓ2 . (2.47)
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Figure 2.4: Across a resonance the Breit-Wigner form shows that the phase-shift changes
by pi, the form of the cross section which is proportional to sin2 δ(E) is shown for a zero
and a non-zero background phase-shift; δbg = 0 (left) and δbg = pi/4 (right).
and δres is the angle between a collision energy E and the location of the pole E¯ in the
complex plane, as shown in figure 2.3, from which it follows from simple geometric
arguments that
tan δres(E) =
Γ/2
Eres − E , (2.48)
and thus
δ(E) = δbg(E) + tan−1
[
Γ/2
Eres − E
]
, (2.49)
which is known as the Breit-Wigner form of the phase-shift, where Eres is the resonance
location and Γ is the width of the resonance.
As the collision energy is varied across resonance, the Breit-Wigner form shows that
δ(E) varies by pi and thus the single-channel S -matrix element e2iδ(E) = cos 2δ(E) +
i sin 2δ(E) corresponds to a circle of radius 1 in the complex plane. However the form
of the cross section over a resonance ∝ sin2 δ, will be determined by the value of the
slowly varying background phase shift. Figure 2.4, shows the form of the cross section
for the background phase shifts 0 and pi/4.
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Figure 2.5: Schematic diagram of the short-range extrapolation of the long range wave-
function ∼ sin(k(R − as))/
√
k to zero at zero energy, for a0 = 0 and a0 = +A.
2.6 Scattering at low temperatures
In the low temperature regime all partial wave cross section σL vanish as k4L, and thus σtot
becomes isotropic approaching a constant characterized the L = 0, s-wave partial cross
section σ0. It becomes useful to define the scattering length a0,
a0 = − lim
k→0
tan δ0
k
, (2.50)
such that the scattering amplitude approaches,
f −−→
k→0
a0, (2.51)
and the cross section becomes,
σtot = 4pia20. (2.52)
The physical meaning of a0 can be understood by considering the scattering from a
hard sphere potential
U(R) =

+∞ R < a
0 R > a.
(2.53)
The wavefunction outside a given by (2.34) must vanish at R = a, and thus
tan δL(k) =
jL(ka)
nL(ka)
. (2.54)
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Which in the low-energy limit (ka  1) [44] becomes
tan δL(k) = − (ka)
2L+1
(2L + 1)!!(2L − 1)!! , (2.55)
from which it becomes apparent that the low-energy scattering is dominated by L = 0.
Using the small argument limit; tan−1(x) ' x for x  1, the phase shift becomes
δ0 = −ka, (2.56)
and thus the zero-energy cross section is
σtot = 4pia2. (2.57)
For a real atom-atom or atom-molecule potential the wavefunction oscillates rapidly
in the vicinity of the potential well, approaching its asymptotic form ∼ sin(k(R− as))/
√
k
well beyond the range of the potential. However this asymptotic form is equivalent to
the wavefunction from a hard-sphere potential with the infinite wall at as. Physically this
equates to the extrapolation of the long-range sine function to zero which occurs at the
point R = as, as schematically shown in figure 2.5. For negative scattering lengths this
equates to a virtual node in the wavefunction as R ≥ 0.
2.7 Inelastic Scattering
If the colliding products can finish in multiple asymptotic states inelastic scattering be-
comes possible and the cross section now becomes
σtotα→α′(k) =
∑
L,M
∑
L′,M′
pi
k2α
|S i j − 1|2 (2.58)
where i and j are any two channels of the form; i = (α, L, M), j = (α′, L′,M′), and α
is a set of asymptotic quantum numbers describing the collision system. The S -matrix is
no-longer just e2iδL rather an (Nopen×Nopen) matrix for Nopen asymptotically open channels,
with diagonal matrix elements
S ii = e2iδL . (2.59)
The general S -matrix element 〈α, L, M | S | α′, L′, M′〉 physically represents the proba-
bility amplitude of finding the system that originates in channel (α, L, M) at t → −∞, in
the channel (α′, L′, M′) at t → +∞.
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Over a resonance the phase-shift no longer follows the Breit-Wigner form and the
quantity that follows the Breit-Wigner form is the S -matrix eigenphase sum which is the
sum of the phases of the eigenvalues of the S -matrix. However, the individual S -matrix
elements still describe circles in the complex plane,
S ii′(E) = S bg,ii′(E) − igigi′E − Eres + iΓ/2 , (2.60)
where gi is complex and is defined from the partial width of channel i, Γi = |gi|2. The
radius of the circle S ii′ is |gigi′ |/Γ. The effect of magnetic fields on the cross-section
profile at a Feshbach resonance is examined in chapter 4.
2.8 Coupled Channel Methods: BOUND and MOLSCAT
For most scattering problems numerical propagation of the wavefunctions is required and
in multichannel scattering problems numerical techniques are essential. Expressing the
total Hamiltonian for a general system of colliding particles in Jacobi coordinates (R, θ)
Hˆ = − ~
2
2µ
R−1
d2
dR2
R +
Lˆ2
2µR2
+ Hˆint + V(R, θ), (2.61)
where R is the radial separation coordinate, and Hˆint = HˆA + HˆB represents the internal
Hamiltonians of the two particles A and B.
In the coupled channel approach, R is handled by direct numerical propagation on a
grid, with all other coordinates included in the basis set [45, 46]. The total wavefunction
for the nth state of the system is expanded as
Ψn(R, θ) =
∑
j
ψ j(θ)F jn(R)/R, (2.62)
where ψ j(θ) form a complete orthonormal channel basis and F jn(R) is a radial channel
function describing the wave function in each channel j. Substituting the expansion into
the total Schro¨dinger equation yields a set of coupled equations for the radial functions
F jn(R)
d2
dR2
F jn(R) =
∑
k
W jk(R)Fkn, (2.63)
where
W jk(R) = 〈ψ j | 2µ
~2
{Hˆint + V(R, θ)} + Lˆ
2
R2
− k2 | ψk〉, (2.64)
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and k2 = 2µE/~2. Expressing in matrix notation
d2
dR2
Fn(R) = W(R)Fn(R), (2.65)
where for an N channel problem Fn(R) is a column vector of order N with elements Fkn,
W(R) is the N × N interaction matrix with elements W jk.
The BOUND [47] and MOLSCAT [48] packages solve the set of coupled channel
equations for N channels by propagating solutions over a grid in R, with bound state and
scattering state boundary conditions applied at Rmin and Rmax. One of the primary methods
used for propagating solutions and solving the coupled channel equations is using the log-
derivative method.
2.8.1 The Log Derivative Method
Rather than propagate N, Fn(R) column vectors the whole (N × N) matrix F(R) can be
propagated, in which each column of F(R) is a linearly independent solution to (2.65).
However, directly numerically propagating F(R) becomes unstable in the classically for-
bidden region as any channel functions in locally a closed channel can explode exponen-
tially.
A more numerically stable method is to propagate the log-derivative matrix Y(R)
which is stable in the presence of closed channels. The log-derivative matrix is defined to
be
Y(R) =
d
dR
ln F(R) = F′(R)F−1(R), (2.66)
which reduces (2.65) to the first-order matrix Ricatti equation
Y′(R) = W(R) − Y2(R). (2.67)
For bound state solutions the object is to locate energies En for which solutions
of equation (2.65) that satisfy bound-state boundary conditions in which F(R) → 0
as R → 0 or ∞. The log-derivative matrix is propagated outwards from a point Rmin
in the inner-classically forbidden region and inwards from a point Rmax in the outer
classically-forbidden region to a matching point Rmid in the classically allowed region.
If E is an eigenvalue of the coupled equations, there must exist a wavefunction vector
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Fn(Rmid) = Fn+(Rmid) = Fn−(Rmid) for which [Fn+]′(Rmid) = [Fn−]′(Rmid) so that
Y+(Rmid)Fn(R) = Y−(Rmid)Fn(Rmid), (2.68)
or [
Y+(Rmid) − Y−(Rmid)] Fn(Rmid) = 0. (2.69)
A non-trivial solution of this equation exists only if the determinant |Y+ − Y−| at Rmid is
zero. The eigenvalues En can thus be located by searching for zeroes in |Y+ − Y−| as a
function of energy and this method was used in the early versions of BOUND. If there
are multiple boundstates supported in multiple channels the behaviour of the matching
determinant |Y+(Rmid) −Y−(Rmid)| away from zeros is strongly dependent on Rmid and the
matching determinant can diverge in either direction with non-monotonic poles. A better
method can be obtained by noting from (2.69), that Fn(Rmid) is an eigenvector of Y+ −Y−
with a zero eigenvalue. We can thus search for zeros in the eigenvalues [45] and this is
the method used by version 5 of BOUND onwards.
If a bound state wavefunction is propagated at a trial energy Etrial from Rmin to Rmax and
n nodes are encounter, n eigenvalues must lie below the trial energy. The log-derivative
method provides a node count, with a zero of F corresponding to a pole in |Y|, thus a
bisection method is used to determine a range of energy in which a bound state occurs, a
secant method is then used to determine the eigenvalue zero.
For scattering solutions the log-derivative matrix is propagated from Rmin inside the
classically forbidden region, in which F(R)→ 0 as R→ 0, outwards to long-range beyond
the range of the potential to Rmax at which point the scattering boundary condition
F(R) −−−→
R→∞ J(R) + N(R)K, (2.70)
can be applied. Where K is defined by the asymptotic behaviour of the wavefunction and
the diagonal matrices J(R) and N(R) are made up of Ricatti-Bessel functions for open
channels and modified spherical Bessel functions of the first and third kind for closed
channels [49]. By differentiating (2.70) and multiplying it the inverse of (2.70) allows the
log-derivative matrix to be related to K resulting in
K = − [Y(Rmax)N(Rmax) − N′(Rmax)]−1 [Y(Rmax)J(Rmax) − J′(Rmax)] . (2.71)
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The K matrix can be written in the form of open-open (oo), open-closed (oc), closed-open
(co), and closed-closed (cc) submatrices for No open and Nc closed channels
K =
 Koo KocKco Kcc
 (2.72)
with the S -matrix related to the open-open submatrix by
S = [I + iKoo]−1 [I − iKoo] . (2.73)
For most of the calculations performed in this work the hybrid modified log-derivative
propagator of Alexander and Manolopoulos [50] has been used in which a fixed step-size
log-derivative propagator is used in the short range from Rmin to Rmid and a variable step
size propagator based on the Airy function is used at long range Rmid to Rmax. BOUND
propagates the log-derivative matrix inward from Rmax to Rmid and MOLSCAT propagates
outwards from Rmid to Rmax. Using the Airy propagator in the long-range region signifi-
cantly reduces the computational time required in propagating to large values of Rmax.
Chapter 3
Collisions of 1S Atoms with 3Σ
Molecules
The Hamiltonian, in Jacobi coordinates (R, θ) shown in figure 3.1, for a structureless 1S
atom colliding with a 3Σ diatomic molecule with a fixed bond length rmon, can be written
as
Hˆ = − ~
2
2µ
R−1
d2
dR2
+
Lˆ2
2µR2
+ Hˆmon + HˆZ + HˆStark + V(R, θ). (3.1)
Lˆ2 is the space fixed end-over-end rotation operator for the triatomic complex, Hˆmon is
the field free diatomic monomer Hamiltonian, HˆZ and HˆStark are the Zeeman and Stark
Hamiltonians for magnetic and electric field interactions respectively, and V(R, θ) is the
intermolecular potential term. µ is the reduced mass of the colliding system.
The monomer Hamiltonian for a 3Σ diatomic molecule with rotational nˆ and spin sˆ
angular momenta operators, can be written as
Hˆmon = brotnˆ2 + Hˆsn + Hˆss, (3.2)
 
θ 
R 
Figure 3.1: Jacobi coordinates (R, θ) of a atom + fixed bond length diatom system.
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where brot = ~2/2µr2mon is the rotational constant of the monomer, Hˆsn is the spin-rotation
operator and Hˆss is the spin-spin interaction operator. If the collision of a 1S atom with a
2Σ molecule was being considered the spin-spin interaction is absent from (3.2) and the
remaining terms would stay the same.
In the following sections matrix elements for each of the terms in the Hamiltonian
will be present in the uncoupled |nmn〉|sms〉|LML〉, coupled |ns jm j〉|LM〉, and the fully
coupled |(ns) jLJM〉 angular momentum basis sets, where j = n + s and J = j + L
and mi is the projections of the operator i onto the space-fixed Z-axis. The monomer
Hamiltonian and Zeeman Hamiltonian terms, were first formalized by in the uncoupled
|nmn〉|sms〉|LML〉 representation by Krems and Dalgarno [51] and in the coupled |ns jm j〉
|LML〉 representation by Gonza´lez-Martı´nez and Hutson [52]. The Stark Hamiltonian was
first presented in the uncoupled basis for parallel fields by Tschberbul and Krems [53]
and for non-parallel fields by Abrahamsson et al. [54]. All other terms unless otherwise
specified have been derived by the author. Derivations of non-trivial terms are presented
in Appendix B.
3.1 Matrix Elements of the Hamiltonian
3.1.1 The Spin-Rotation Interaction
The electron spin magnetic moment interacts with the magnetic moment caused by molec-
ular rotation, the interaction is given by
Hˆsn = γsnnˆ · sˆ = γsn
[
nzsz +
1
2
(n+s− + n−s+)
]
=
γsn
2
[
jˆ2 − nˆ2 − sˆ2
]
(3.3)
where γsn is the spin-rotation coupling constant, n± and s± are ladder operators and jˆ =
nˆ + sˆ.
Decoupled Basis
〈nmn | 〈sms | Hˆsn | n′m′n〉 | sm′s〉 = δnn′δmnm′nδmsm′sγsnmnms
+ δnn′δmnm′n±1δmsm′s∓1
γsn
2
[
n(n + 1) − m′n(m′n ± 1)
]1/2 [s(s + 1) − m′s(m′s ∓ 1)]1/2 (3.4)
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Coupled Basis
〈ns jm j | Hˆsn | n′s j′m′j〉 = δnn′δ j j′δm jm′jγsn(−1)n+ j+s
× [n(n + 1)(2n + 1)s(s + 1)(2s + 1)] 12
 s n jn s 1
 , (3.5)
Fully-coupled Basis
〈(ns) jLJM | Hˆsn | (n′s) j′L′J′M′〉 = δJJ′δMM′δLL′δ j j′δnn′ γsn2
[
j( j + 1) − n(n + 1) − s(s + 1)]
(3.6)
3.1.2 The Spin-Spin Interaction
The electron spin-spin interaction arises from the interaction between the two unpaired
electrons in a 3Σ molecule and can be expressed as
Hˆss = λss
[
4pi
5
] 1
2 √
6
∑
q
(−1)qY2−q(r) [s ⊗ s](2)q , (3.7)
where λss is the electron spin-spin coupling constant and [s ⊗ s](2)q is a second order tensor
product.
Decoupled Basis
〈nmn | 〈sms | Hˆss | n′m′n〉 | sm′s〉 =
2
√
30
3
λss(−1)s−ms−mn [(2n + 1)(2n′ + 1)]1/2 [s(s + 1)(2s + 1)]1/2
×
 n 2 n′0 0 0

 1 1 2s s s
∑q (−1)q
 n 2 n′−mn −q m′n

 s 2 s−ms q m′s
 (3.8)
Coupled Basis
〈ns jm j | Hˆss | n′s j′m′j〉 =
δ j j′δm jm′j
2
√
30
3
λss(−1) j+n′+n+s [s(s + 1)(2s + 1)] [(2n + 1)(2n′ + 1)] 12
×
 n 2 n′0 0 0

 1 1 2s s s

 s n
′ j
n s 2
 (3.9)
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Fully-coupled Basis
〈(ns) jLJM | Hˆss | (n′s) j′L′J′M′〉 = δJJ′δMM′δLL′(−1)n′+ j+n+s 2
√
30
3
λss
× [s(s + 1)(2s + 1)] [(2n + 1)(2n′ + 1)]1/2
 n 2 n′0 0 0

 1 1 2s s s

 s n
′ j
n s 2

(3.10)
3.1.3 The Zeeman Effect
The introduction of a magnetic field removes the isotropy of free space, lifting the de-
generacy of different ms states. Neglecting rotational and spin anisotropy the Zeeman
Hamiltonian for magnetic field orientated along the space-fixed Z-axis is given by
HˆZ = geµBBˆ · sˆ, (3.11)
where µB is the Bohr magneton and ge is the electron g-factor.
Decoupled Basis
〈nmn | 〈sms | 〈LML | HˆZ | n′m′n〉 | sm′s〉 | L′M′L〉 = δnn′δmnm′nδmsm′sδLL′δML M′LgeµBBms
(3.12)
Coupled Basis
〈ns jm j | 〈LML | HˆZ | n′s j′m′j〉 | L′M′L〉 = δnn′δm jm′jδLL′δML M′LgeµBB(−1)n+s−m j+1
× [s(s + 1)(2s + 1)(2 j + 1)(2 j′ + 1)] 12
 j 1 j′−m j 0 m j

 s j
′ n
j s 1
 (3.13)
Fully-coupled Basis
〈(ns) jLJM | HˆZ | (n′s′) j′L′J′M′〉 =δLL′δnn′δss′δMM′geµBB(−1)J′−M
× [(2J′ + 1)(2J + 1)(2 j′ + 1)(2 j + 1)(2s + 1)s(s + 1)] 12
×
 J 1 J′−M 0 M

 j J LJ′ j′ 1

 s j nj′ s 1
 (3.14)
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3.1.4 The Stark Effect
If the quantization axis is oriented along the magnetic field Z-axis the interaction is given
by [54]
HˆStark = Eˆ · dˆ = −Ed cos χ = Ed 4pi3
∑
q
Y∗1q(r)Y1q(E) (3.15)
where χ is the angle between the magnetic and electric fields, r and E define the directions
of the interatomic axis and the electric field with respect to the magnetic field axis, and d
is the dipole moment. However the situation is greatly simplified when the magnetic and
electric fields are parallel,
Eˆ · dˆ = Ed cos θ = EdC10(θ, φ), (3.16)
where θ is the space-fixed angle of r with the field axis (the z-direction), and
Ykq =
(
2k + 1
4pi
) 1
2
Ckq. (3.17)
The matrix elements for parallel fields are:
Decoupled Basis
〈nmn | 〈sms | 〈LML | HˆStark | n′m′n〉 | sm′s〉 | L′M′L〉 = δLL′δML M′Lδss′δmsm′s Ed(−1)mn
× [(2n + 1)(2n′ + 1)]1/2
 n 1 n′0 0 0

 n 1 n′−mn 0 m′n
 (3.18)
Coupled Basis
〈ns jm j | 〈LML | HˆStark | n′s j′m′j〉 | L′M′L〉 = −δLL′δML M′L Ed(−1) j+ j
′−m j+s+1
× [(2 j′ + 1)(2 j + 1)(2n + 1)(2n′ + 1)] 12
 n 1 n′0 0 0

 j 1 j′−m j 0 m′j

 n j sj′ n′ 1

(3.19)
Fully-coupled Basis
〈(ns) jLJM | HˆStark | (n′s) j′L′J′M′〉 = −δLL′δMM′Ed(−1)J+J′+ j+ j′−M+L+s
× [(2J′ + 1)(2J + 1)(2 j′ + 1)(2 j + 1)(2n + 1)(2n′ + 1)] 12
×
 J 1 J′−M 0 M

 n 1 n′0 0 0

 j J LJ′ j′ 1

 n j sj′ n′ 1
 (3.20)
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The matrix elements for non-parallel fields are:
Decoupled Basis
〈sms | 〈nmn | −Ed cos χ | n′m′n〉 | sm′s〉 =
− δmsm′s Ed(−1)mn
√
4pi
3
Y1,m′n−mn(Eˆ)
[
(2n + 1)(2n′ + 1)
] 1
2
×
 n′ 1 n0 0 0

 n′ 1 nm′n mn − m′n −mn
 (3.21)
3.1.5 Expansion of the Potential
The calculation of intermolecular potential matrix elements between angular-momentum
eigenfunctions can be done by expanding the potential in terms of Legendre polynomials
V(R, θ) =
∑
λ
Vλ(R)Pλ(cos θ), (3.22)
where Vλ(R) are known as the radial strength coefficients. Inverting the Legendre expan-
sion
Vλ(R) =
(
λ +
1
2
) ∫ pi
0
V(R, θ)Pλ(cos θ) sin θdθ, (3.23)
allows Vλ(R) to be numerically evaluated using Gaussian quadrature [55], with a mini-
mum of (λ + 1) quadrature points required to evaluate Vλ(R). The matrix elements of the
Legendre polynomials follow, the fully coupled |(ns) jLJM〉 matrix elements were first
presented by Corey and McCourt [56].
Decoupled Basis
〈nmn | 〈sms | 〈LML | Pλ(cos θ) | m′m′n〉 | s′m′s〉 | L′M′L〉 =
δmsm′s
[
(2n + 1)(2n′ + 1)(2L + 1)(2L′ + 1)
] 1
2
×
 n λ n′0 0 0

 L λ L′0 0 0
∑
mλ
(−1)mλ−ML−mn
 L λ L′−ML −mλ M′L

 n λ n′−mn mλ m′n

(3.24)
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Coupled Basis
〈LML | 〈ns jm j | Pλ(cos θ) | n′s′ j′m′j〉 | L′M′L〉 =
[
(2n + 1)(2n′ + 1)(2 j + 1)(2 j′ + 1)(2L + 1)(2L′ + 1)
] 1
2
 n λ n′0 0 0

 L λ L′0 0 0

×
∑
mλ
(−1)s+ j+ j′+λ+mλ−ML−m j
 L λ L′−ML −mλ M′L

 j λ j′−m j −mλ m′j

 j j
′ λ
n′ n s
 .
(3.25)
Fully-coupled Basis
〈(ns) jLJM | Pλ(cos θ) | (n′s) j′L′JM〉 =
(−1)s−λ−J [(2n + 1)(2n′ + 1)(2 j + 1)(2 j′ + 1)(2L + 1)(2L′ + 1)] 12
×
 n λ n′0 0 0

 L λ L′0 0 0

 j
′ j λ
L L′ J

 j
′ j λ
n n′ s
 . (3.26)
3.2 The Mechanism of Spin-Relaxation
An important collision process at cold and ultracold temperature is that of spin-relaxation.
In the n = 0 rovibrational ground state of a 3Σ molecule the important process is collisions
that cause the molecule to go from the magnetically trappable low-field seeking ms = +1
state to the untrappable ms = 0, −1 states. Due to the conservation of the total angular
momentum projection M in a magnetic field the ms → m′s transition must be accompanied
by a change in the total orbital angular momentum L, i.e. | ms = +1, L = 0〉 →| ms =
−1, L = 2〉. The mechanism for this process was derived by Krems and Dalgarno [51].
In a Hund’s case b 3Σ molecule the spin-spin interaction constant λss is much greater
than the spin-rotation interaction constant γsn. Thus the spin-relaxation mechanism will
be dominated by terms involving the spin-spin interaction, which mixes states with ∆n =
0,±2, resulting in states that can be written as
| ν : s jm j〉 = aνj | (n, s) jm j〉 + bνj | (n + 2, s) jm j〉 j > n (3.27)
| ν : s jm j〉 = aνj | (n, s) jm j〉 − bνj | (n − 2, s) jm j〉 j > n (3.28)
| ν : s jm j〉 =| (n, s) jm j〉 j = n, (3.29)
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where ν is a phenomenological quantum number and aνj and b
ν
j are mixing coefficients.
The ground state n = 0, j = 1 is therefore
| ν = 0 : s j = 1m j〉 = aν=0j | (n = 0, s) j = 1m j〉 + bν=0j | (n = 2, s) j = 1m j〉 (3.30)
where m j = ms. Spin-relaxation from | ν = 0 : s j = 1m j〉 →| ν = 0 : s j = 1m′j〉 where
ms = m j, is driven by the spin-spin interaction, which is diagonal in | ν = 0 : s j = 1m j〉,
and the λ = 2 anisotropic part of the interaction potential
〈ν = 0 : s j = 1m j | V | ν = 0 : s j = 1m′j〉
= (aν=0j )
2〈(n = 0, s) j = 1m j | V | (n = 0, s) j = 1m′j〉
+ aν=0j b
ν=0
j 〈(n = 0, s) j = 1m j | V | (n = 2, s) j = 1m′j〉
+ aν=0j b
ν=0
j 〈(n = 2, s) j = 1m j | V | (n = 0, s) j = 1m′j〉
+ (bν=0j )
2〈(n = 2, s) j = 1m j | V | (n = 2, s) j = 1m′j〉. (3.31)
The first term in (3.31) is zero and thus
〈ν = 0 : s j = 1m j | V | ν = 0 : s j = 1m′j〉 =
+ aν=0j b
ν=0
j 〈(n = 0, s) j = 1m j | V | (n = 2, s) j = 1m′j〉
+ aν=0j b
ν=0
j 〈(n = 2, s) j = 1m j | V | (n = 0, s) j = 1m′j〉
+ (bν=0j )
2〈(n = 2, s) j = 1m′j | V | (n = 2, s) j = 1m′j〉. (3.32)
The relative magnitudes of aν=0j and b
ν=0
j depend on the ratio of the spin-spin interaction
to the energy separation of the n = 0 and 2 levels
λss
En=2 − En=0 . (3.33)
The cross-section is therefore predicted to scale as λ2ss/b
2
rot [57]. Recently this scaling law
was confirmed by Campbell et al. [58] who measured spin-relaxation cross sections for
different isotopologues of He+NH(3Σ−). Spin-relaxation thus occurs because during the
collision the relative population of the n = 0 and n = 2 states is changed by the interaction
potential and thus so is m j.
The magnetic field induces couplings between states with different values of j but
doesn’t couple states with different m j projections. The ground state | ν = 0 : s j = 1m j〉
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is coupled to the excited states | ν : s j = 1m j〉 and | ν′ : s j = 2m j〉 where
| ν : s j = 1m j〉 = aνj | (n = 2s) j = 1m j〉 − bνj | (n = 0, s) jm j〉 (3.34)
| ν′ : s j = 2m j〉 =| (n = 2, s) j = 2m j〉. (3.35)
The ground state can thus be written as
| m j〉 = a | µ = 0 : s j = 1m j〉 + b | ν : s j = 1m j〉 + c | (n = 2, s) j = 2m j〉, (3.36)
where a, b, and c are mixing coefficients that depend on B. The matrix elements of the
interaction potential between the states | m j〉 and | m′j〉 are thus
〈m j | V | m′j〉 =aa′〈ν = 0 : s j = 1m j | V | ν = 0 : s j = 1m′j〉
+ bb′〈ν : s j = 1m j | V | ν : s j = 1m′j〉
+ cc′〈(n = 2, s) j = 2m j | V | (n = 2, s) j = 2m′j〉
+ (ab′ + a′b)〈µ = 0 : s j = 1m j | V | ν : s j = 1m′j〉
+ (ac′ + a′c)〈µ = 0 : s j = 1m j | V | (n = 2, s) j = 2m′j〉
+ (bc′ + b′c)〈ν : s j = 1m j | V | (n = 2, s) j = 2m′j〉. (3.37)
In the limit of zero magnetic field, a→ 1, b→ 0, c→ 0 and (3.37) reduces to (3.32). The
spin-relaxation in a magnetic field are thus induced by the same couplings as the field free
case however the relative contribution of the 〈n = 0 | V | n = 2〉 and 〈n = 2 | V | n = 2〉
terms now depend on the magnetic field strength.
If the spin-rotation interaction constant γsn is comparable to λss, then effects from the
spin-rotation may need to be considered. The spin-rotation interaction is diagonal in ms
and thus spin-relaxation via the spin-rotation interaction occurs via the interplay of the
coupling between n = 0 and n > 0 state and the interaction potential.
Chapter 4
Tuning Zero-Energy Feshbach
Resonances in Electromagnetic Fields
In 2007 the BOUND and MOLSCAT [47, 48] packages were generalized by Gonza´lez-
Martı´nez and Hutson [52] to allow calculations to be performed in the presence of external
magnetic fields. BOUND and MOLSCAT have been further generalized to allow calcula-
tions to be performed in parallel electric and magnetic fields. What follows is a summary
of the cross-section profiles over magnetic Feshbach resonances in He+NH(3Σ−) [52, 59]
and He+O2(3Σ−g ) [60], and the theory of which developed by Hutson [61]. Zero-energy
magnetic Feshbach resonances in He+SO(3Σ−) are then examined in combined electric
and magnetic fields.
4.1 Tuning Zero Energy Magnetic Feshbach Resonances
Using the potential of Cybulski et al. [62], BOUND was used to calculate the bound-states
of HeNH(3Σ−) as a function of magnetic field predicting the location of zero-energy mag-
netic Feshbach resonances at fields at which a bound state crossed threshold. Figure 4.1
shows the 3He-NH bound-states as a function of magnetic field for M = 0 and -1, the
arrows indicate the locations of zero energy s-wave Feshbach resonances. MOLSCAT
was then used to characterize these Feshbach resonances.
Recalling from chapter 2, that in the ultracold regime scattering properties can be
described in terms of the scattering length, which in general can be complex a = α − iβ.
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Figure 4.1: Bound-state energy levels for 3He-NH(n=0) for (a) M = 0 and (b) M = −1 as
a function of magnetic field. The NH thresholds are shown as dotted blue lines and bound
states of odd parity are shown in red and even parity in green, the dashed lines indicate
that the bound state has become quasi-bound. The arrows show positions at which levels
cross L = 0 thresholds. Images from [52].
The scattering length is defined from the scattering phase shift δ and is therefore for the
incident channel 0, related to the diagonal S -matrix element S 00 by
a(k0) = − tan δ(k0)k0 =
1
ik0
1 − S 00
1 + S 00
, (4.1)
where k0 =
√
2µE/~. At a limitingly low energy the scattering length becomes a constant
and the elastic and total inelastic cross sections are exactly
σel(k0) =
pi
k20
|1 − S 00|2 = 4pi|a|
2
1 + k20|a|2 + 2k0β
(4.2)
and
σtotinel(k0) =
pi
k20
(1 − |S 00|2) = 4piβ
k0
(
1 + k20|a|2 + 2k0β
) . (4.3)
It can be seen from (4.3) that inelastic scattering is characterized by the imaginary part of
the scattering length β.
If there is only one open channel the phase shift and the scattering length are real, and
over a resonance the phase-shift follows the Breit-Wigner form as a function of magnetic
field at a constant kinetic energy,
δ(B) = δbg + tan−1
[
ΓB(Ekin)
2(Bres(E) − B)
]
, (4.4)
where Bres is the resonance position and ΓB the width of the resonance in magnetic field
space. The phase-shift changing by pi over a resonance causes the corresponding S -matrix
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element S 00 = exp[2iδ(B)] to form a circle of radius one in the complex plane and the
scattering length follows the form
a(B) = abg
[
1 − ∆B
B − Bres
]
, (4.5)
going through a pole at resonance. The two widths are related by ΓB = −2abgk0∆B.
The elastic cross section given by (4.2), thus shows a peak of height 4pi/k20 at reso-
nance. MOLSCAT He+NH(3Σ−) calculations over the elastic M = −1 Feshbach reso-
nance shown in figure 4.1 showed a pole in the scattering length and a peak with a value
of 4pi/k20 in the elastic cross section.
If there is more than one open channel the scattering length and the phase-shift are
in general complex, and the S -matrix eigenphase sum (the sum of S -matrix eigenvalue
phase shifts) is now the quantity that follows the Breit-Wigner form. Individual S -matrix
elements still form a circle in the complex plane, however an additional phase φi is re-
quired to describe the circle. The scattering length now follows
a(B) = abg +
ares
2(B − Bres)/ΓinelB + i
, (4.6)
where ares is a resonant scattering length that characterizes the strength of the resonance,
ares =
2γB0
ΓinelB
e2i(φ0+k0αbg), (4.7)
defined with the phase correction k0αbg to ensure that the phase of ares is independent of
k0. In general both ares and the background abg can be complex.
For the M = 0 3He+NH(3Σ−) Feshbach resonance shown in figure 4.1, there is more
than one open channel present. Due to the high centrifugal barriers and large rotational
constant of NH, the system is weakly inelastic [51] and the background scattering is essen-
tially elastic and therefore abg and ares are real. In this case over the Feshbach resonance
the real part of the scattering length oscillates about αbg by ±ares/2 and the imaginary part
of the scattering length shows a peak of β = ares. Figure 4.2 shows the oscillation in the
real part of the scattering length and the peak in the imaginary part of the scattering length
over the resonance for a collision energy of 10−6K.
To examine the more general case of a complex abg the collisions of He+NH(3Σ−) in
its first rotationally excited n = 1 state were examined by Rowlands et al. [59]. It was
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Figure 4.2: Real α (red) and imaginary β (green) parts of the scattering length across a
Feshbach resonance in He + NH(n=0). Due to the presence of inelastic scattering the
scattering length no longer shows a pole and the real part oscillates by ±ares/2 about the
background scattering length abg, over the resonance. Image from [59].
shown that ares could indeed be complex and that this allows both peaks and troughs in
the real and imaginary parts of the scattering length near a resonance. However this effect
was small in He-NH(n=1).
Work by Beyene et al. [60] has shown large peaks and troughs in cross sections near
magnetic Feshbach resonances in 4He+16O2(3Σ−g ). Performing calculations on the po-
tential of Groenenboom and Struniewicz [63], broad Feshbach resonances were found
displaying dramatic troughs in the total inelastic cross section (due to a complex ares).
Figure 4.3 shows the elastic and total inelastic cross sections near a Feshbach resonance
for various collision energies, in some cases the inelastic cross section is reduced by
nearly a factor of 1000. The asymmetric lineshapes were found to be analogous to Fano
lineshapes, in which the bound and continuum state contributions to a transition matrix
element interfere near a resonance. For a single continuum channel there will always be
a point at which the bound and continuum contributions cancel to zero. However, for
N continuum channels, there will be one linear combination of the continuum channels
coupled to the bound state and N−1 orthogonal linear combinations that are not. Thus in-
elastic scattering is only suppressed in the linear combination coupled to the boundstate at
resonance, thus the cross section will not drop to zero. The suppression of inelastic cross
sections near Feshbach resonances may be very important in sympathetic and evaporative
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Figure 4.3: 4He+16O2(3Σ−g ) elastic (red) and total inelastic (green) cross sections near a
Feshbach resonance at collision energies of 10−6 (solid), 10−4 (dashed), and 10−2K (dot-
ted). Image from [60].
brot (cm−1) γns(cm−1) λss(cm−1) d(Debye)
0.7180 -0.0056 5.2788 1.55
Table 4.1: Rotational, spin-rotation and spin-spin constants and the body-fixed electric
dipole moment for the 32S16O molecule in its electronic and vibrational ground state,
values from [64].
cooling, in which the ratio of the elastic to total inelastic cross sections is important.
4.2 He+SO(3Σ−)
Externally applied magnetic fields give a degree of control over ultracold collisions, and
the addition of an electric field adds a further degree of control. Calculations for molecules
in combined magnetic and electric fields have already produced some interesting results.
Friedrich and Herschbach [65] examined the alignment of 2Σ molecules, and Boca and
Friedrich the alignment of 3Σ molecules [66] in congruent electric and magnetic fields.
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Finding that electric field induced avoided crossings between Zeeman states of opposite
parity strongly orientated molecular states, these induced avoided crossings and some of
their consequences are studied in detail in chapters 9 to 13. Krems, Tscherbul and co-
workers [53, 54, 67–69] have studied collisions in combined magnetic and electric fields,
and have shown that the dynamics of electron spin relaxation can be manipulated by
the strength and orientation of the applied fields, especially in the region of an induced
avoided crossing, at which point the collision dynamics became extremely sensitive to
external fields. The extra degree of control given by combined electric and magnetic fields
could also be used to modify Feshbach resonance asymmetries seen in He+NH(3Σ−) and
He+O2(3Σ−g ).
In order to observe the effect of electric field effects on atom-molecule collisions,
the molecule needs to have a large enough electric dipole moment so that electric fields
available in the laboratory can be used to alter the collision dynamics, and a rotational
constant small enough that states can be brought into degeneracy with accessible magnetic
fields. NH has a large rotational constant and a small dipole moment, however SO(X3Σ−)
has a small rotational constant and a large dipole moment meeting our requirements and
it has been proposed that it could be created by the photodissociation of Stark decelerated
SO2 molecules [70], the spectroscopic constants of SO(X3Σ−) are given in table 4.1.
The lowest few rovibrational states of SO are shown as a function of magnetic field
in figure 4.4. The rovibrational states are best described in the Hund’s case (b) coupling
limit, in which, n the mechanical rotation of the molecule, couples to s the electron spin,
to form j the total angular momentum, with a projection m j on to the space fixed Z-axis,
the resulting case b basis is thus |ns jm j〉. The rovibrational states shown in figure 4.4 have
been labeled with |n j〉.
It can be seen that the ground state is |n = 1 j = 0〉 rather than the more usual |n =
0 j = 1〉 ground state, this is due to the large ratio of the spin-spin and rotational constants
in SO(X3Σ−), which causes the fine structure splitting of the n = 1 state to exceed the
brotn(n + 1) rotational splitting of the n = 0 and 1 states.
To perform calculations in combined magnetic and electric fields, BOUND and MOL-
SCAT were generalized to include an electric field parallel to the magnetic field such
that the projection of the total angular momentum onto the field axis is conserved. The
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Figure 4.4: Zeeman diagram of the lowest few rovibrational states of SO. States of oppo-
site parities ((−1)n) are shown in red-dashed (+1) and blue-solid (-1).
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Figure 4.5: He-SO 2D (R, θ, re = 1.48 Å) RCSD(T)/aug-cc-pVQZ potential energy sur-
face, data points originally calculated by [71]. θ = 0◦ corresponds to the linear SO-He
configuration. Energies given in cm−1.
He(1S )+SO(3Σ−) Hamiltonian and its matrix elements for electric and magnetic fields are
identical to those presented in chapter 3.
All of the He+SO calculations presented were performed on the two dimensional
(R, θ) intermolecular potential calculated by Lique et al. [71] shown in figure 4.5. It was
originally used to examine the rotational excitation of sulphur monoxide via collisions
with He in interstellar gas at temperatures in the range of 10 to 50 Kelvin. The surface
was calculated by freezing the SO bond length to it equilibrium value re = 1.48 Å, and
then performing RCCSD(T)/aug-cc-pVQZ calculations over a grid (4.0 ≤ R ≤ 16 a0
in steps of 0.25 a0 and 0 ≤ θ ≤ 180◦ in steps of 15◦) with additional geometries at short
range to better describe the repulsive wall, resulting in a total of 668 computed geometries.
Correcting for basis set superposition error, a global potential minimum of -38.876 cm−1
was found at (R = 3.856 Å, θ = 180◦).
4.3 Bound-State Calculations
The bound states were calculated using the coupled-channel method implemented within
the BOUND package, as described in chapter 2, using the coupled |ns jm j〉|LML〉 basis.
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Figure 4.6: Bound states of the He-SO(3Σ−) complex shown for even parity as a function
of magnetic field, for M = 0. The SO thresholds are shown as dashed lines.
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Figure 4.7: Bound states of the He-SO(3Σ−) complex shown for odd parities as a function
of magnetic field, for M = 0. The SO thresholds are shown as dashed lines.
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Figure 4.8: Phenomenological quantum numbers for the lowest few SO(3Σ−) states, the
states have been labeled using the Hund’s case b | n j〉 basis.
The bound states with L up to four were converged using all values of n up to nmax = 5 and
all values of L up to Lmax = 6, this created 261 and 273 channels for each parity (−1)n+L
for M = 0 in a magnetic field. In the presence of an additional parallel electric field,
parity conservation is removed and only the projection of the total angular momentum M
is conserved resulting in 534 channels for M = 0. The propagation was performed using
the hybrid log-derivative method of Alexander and Manolopoulos [50] with Rmin/mid/max =
1.7, 4.0, 12.0 Å. The calculated bound states are shown as a function of magnetic field for
each parity in figures 4.6 and 4.7; for clarity only the M = 0 states are shown.
4.3.1 Zero-Field Quantum Numbers
One approach to making sense of the array of HeSO bound states is to assume that each
bound state arises from SO in one of its rovibrational |n j〉 states with a definite end-
over-end rotation L. j and L couple to form the total angular momentum J, which is a
conserved quantity at zero-field, resulting in the fully-coupled | (ns) jLJM〉 basis.
The spin-spin interaction mixes states with ∆n = 0,±2, and as λss > brot there is sig-
nificant mixing states of different n and therefore n in not a good quantum number, thus
the HeSO bound states have been labeled x| jLJ〉 where x is a phenomenological quantum
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Figure 4.9: HeSO (M = 0) bound states near the lowest threshold, zero energy Fesh-
bach resonances are predicted to occur at points at which bound states cross threshold.
Odd/even parity states are shown in green/blue and the SO thresholds are shown as red
dashed lines.
number representing the rovibrational state of SO. The phenomenological quantum num-
bers are shown in figure 4.8. The quantum numbers were assigned by performing zero
field calculations for a defined L, assigning J and examining the dominant channels in the
bound state composition. It can be seen from figures 4.6 and 4.7 that the HeSO potential
only supports one vibrational (stretching) state and that all the bound states correspond
to rotational states with different possible values of the total angular momentum at zero
field.
4.4 Feshbach Resonances
Zero-energy magnetic Feshbach resonances occur at points at which bound states cross a
threshold as a function of magnetic field. Figure 4.9, shows the magnetic field dependence
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of the M = 0 bound states near the lowest |n = 1, j = 0〉 threshold. M = 0 gives the s-
wave open channel |n = 1, j = 0〉|L = 0〉 in the lowest threshold. It can be seen that elastic
Feshbach resonances should occur when the d| j = 3, L = 2, J = 1, M = 0〉 and c|2460〉
bound states cross the |n = 1, j = 0〉 threshold. Due to the different parity of the bound
states the c|2460〉 bound state will result in an s-wave and the d|3210〉 bound state will
result in a p-wave zero-energy Feshbach resonance.
All scattering calculations were performed using the MOLSCAT package, as de-
scribed in chapter 2, with nmax = 5 and Lmax = 6, using the hybrid log-derivative method
of Alexander and Manolopoulos [50], with Rmin/mid/max = 2.4/7.0/100.0 Å. For each colli-
sion energy and applied field values, MOLSCAT produces the S -matrix and its eigenphase
sum, the sum of phase shifts obtained from the S -matrix eigenvalues, which follows the
Breit-Wigner form in multi-channel scattering, as described in chapter 2. The RESFIT
package [72] is then used to fit the calculated eigenphase sum to the Breit-Wigner form,
and the diagonal S -matrix elements to equation (2.60) returning the resonance location,
width, and the complex quantity gi that describes the resonant S -matrix circle.
Calculating at a collision energy of Ek = 1 µK the d|3210〉 p-wave resonance was
found at Bres = 19984.629 G with a width of 0.5413 × 10−05 G. However after extensive
calculations the s-wave c|2460〉 resonance was not found; the situation was further com-
plicated as the resonance appeared upon the application of an electric field, parallel to the
magnetic field.
Performing calculations as a function of magnetic field for various values of electric
field, the s-wave c|2460〉 resonance widths at Ek = 1 µK were calculated, table 4.2 shows
the s-wave magnetic Feshbach resonance locations and widths. In order to find the very
narrow resonance at small electric fields extrapolation techniques were required. The dif-
ferences between eigenphase sums at calculated intervals were fitted to the Breit-Wigner
form, from which the resonance location and width could be extrapolated. Using this
technique it was possible to locate resonances that were only 1 × 10−7 Gauss wide.
The dominant s-wave resonant partial width (Γ0) is plotted against the applied electric
field on a log-log plot in figure 4.10. The linear nature of figure 4.10 indicates that rather
than the resonance being very small it does not exist in the absence of an electric field.
The non-integer power dependence of the resonance width Γ0 ∝ E4.6, does not help in
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E (kV/cm) Bres Γ0 Γ1 Γ ±
0.5 19513.07 1.01E-7 1.84E-9 1.03E-7 4.77E-10
1.0 19517.89 2.68E-6 7.39E-9 2.69E-6 7.49E-10
1.5 19526.50 1.84E-5 2.11E-8 1.83E-5 2.29E-7
2.0 19538.65 5.80E-5 3.62E-8 5.81E-5 1.07E-9
2.5 19554.43 1.67E-4 6.49E-8 1.67E-4 1.16E-9
3.0 19574.07 4.24E-4 1.13E-7 4.24E-4 7.17E-10
Table 4.2: Table of resonance widths as a function of electric field at a collision energy
Ek = 1 µK. Γ0 and Γ1 are the s and p-wave partial widths respectively and Γ is the total
resonance width, the error quoted is the error in the eigenphase sum fitting. All values are
in Gauss, unless specified otherwise.
determining the cause of the electric field dependence. The presence of an electric field
must induce some form of coupling between the threshold and the bound state, possibly
by breaking a previously neglected symmetry.
4.4.1 Matrix Elements between the c|2460〉 bound state and the |n =
1, j = 0〉 threshold
To evaluate the coupling between the bound state and the threshold, the fully coupled
| (ns) jLJM〉 basis is used. The bound state is assumed to be dominated by the |(11)2460〉
channel, and the lowest threshold can be represented as |(11)0000〉. From the evaluated
matrix elements of the Hamiltonian are given in chapter 3, the Zeeman interaction couples
channels with ∆J = 0,±1 and the potential couples channels with; ∆L = ±λ,∆J = 0,∆ j =
±λ, and ∆n = 0,±λ. Therefore the threshold can be coupled to the bound state via a
((Vλ=2)2(Hz)6) interaction, as shown in table 4.4.1. The presence of this coupling does not
explain the absence of the resonance in the absence of an electric field.
To test the coupling between channels in MOLSCAT, MOLSCAT was modified to
calculate asymptotic field dressed eigenvalues and eigenvectors and to transform the po-
tential coupling matrix into a basis of the asymptotic eigenvectors. As predicted from
examining the Hamiltonian matrix there existed non-zero matrix elements that would
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Figure 4.10: Log-log plot of the s-wave Feshbach resonance width (Gauss) against applied
electric field strength (kV/cm). The linearity of the plot indicates the resonance has a
vanishing width at zero electric field.
couple the bound state to the threshold.
4.4.2 Symmetry Considerations
The absence of a resonance with no applied electric field could be explained by an addi-
tional symmetry between the boundstate and the threshold, that has not yet been accounted
for. This symmetry would be conserved under a magnetic field and broken by an electric
field. For simplicity an uncoupled | nmn〉 | sms〉 | LML〉 basis of;
| 1〉 =| 1 − 1〉 | 11〉 | 00〉
| 2〉 =| 10〉 | 10〉 | 00〉
| 3〉 =| 11〉 | 1 − 1〉 | 00〉,
has been used to observe the effect of the following symmetry operations on terms in the
Hamiltonian, in which the field axis is defined along Z.
σh
A magnetic field along Z can be envisaged as a point charge circulating in a defined
direction (either clockwise or anticlockwise) the XY-plane. A reflection in the XY-plane
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〈(ns) jLJM | | (n′s) j′L′J′M′〉
〈(11)0000 | V2 | (11)2200〉
〈(11)2200 | Hz | (11)2210〉
〈(11)2210 | Hz | (11)2220〉
〈(11)2220 | V2 | (11)2420〉
〈(11)2420 | Hz | (11)2430〉
〈(11)2430 | Hz | (11)2440〉
〈(11)2440 | Hz | (11)2450〉
〈(11)2450 | Hz | (11)2460〉
Table 4.3: Zeeman and intermolecular potential (λ = 2) matrix elements between the
|(11)0000〉 threshold and the |(11)2460〉 bound state.
σh leaves the circulating charge, its direction, and the force acting on it unchanged and
therefore leaves the magnetic field unchanged [73].
|nmm〉 and |LML〉 are described by spherical harmonics Yl,m(θ, φ), which under σh be-
have as σhYlm = (−1)l−mYlm. Introducing (−1)n−mn+L−ML to the basis functions; σh|1〉 =
+|1〉, σh|2〉 = −|2〉, and σh|3〉 = +|3〉, indicates that there should be no interaction between
state | 2〉 with states |1〉 and |3〉. Although this symmetry is conserved in a magnetic field
it is broken by the spin-rotation Hˆsn and the spin-spin Hˆss terms, as shown in the matrices
below, where x represents some general non-zero matrix element.
HˆZ:
| 1〉 | 2〉 | 3〉
〈1 | x
〈2 | 0 0
〈3 | 0 0 −x
Hˆsn:
| 1〉 | 2〉 | 3〉
〈1 | −x
〈2 | x 0
〈3 | 0 x −x
σv and C2
σv takes all space-fixed projections to their negative, so; σv | 1〉 =| 3〉, σv | 2〉 =| 2〉, and
σv | 3〉 =| 1〉. Taking linear combinations | ±〉 = 1√2 (| 1〉± | 3〉), gives states of opposite
symmetries, σv | +〉 =| +〉, σv | −〉 = − | −〉.
A C2 rotation in the plane of the loop has the following effect; C2 | lml〉 = (−1)l−ml |
l − ml〉 and C2 | sms〉 = − | s − ms〉. Thus the effect of C2 on the basis is opposite
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Eˆ · dˆ Bˆ · sˆ
Ω −1 +1
σv +1 −1
C′2 +1 −1
Tˆ +1 −1
i −1 +1
Table 4.4: Summary of symmetry operations under electric and magnetic fields, where Ω
is the general symmetry operation that would explain the absence of the resonance.
to σv; C2 | +〉 = − | +〉, C2 | −〉 =| −〉 and C2 | 2〉 = − | 2〉. For both σv and C2
the matrices are the same, and both are conserved under Hˆsn and HˆStark, but broken by HˆZ .
HˆZ:
| −〉 | +〉 | 2〉
〈− | 0
〈+ | x 0
〈2 | 0 0 0
Hˆsn:
| −〉 | +〉 | 2〉
〈− | −x
〈+ | 0 −x
〈2 | 0 x −x
The symmetry properties under magnetic and electric fields are summarized in ta-
ble 4.4, where i is parity and Ω is the symmetry that would explain the absence of the
resonance. For completeness, time-reversal symmetry Tˆ has also been included in ta-
ble 4.4, however this is conserved by an electric field and broken by a magnetic field [73].
Parity is the only symmetry that meets the requirements, however this has already been
accounted for, thus it appears that no additional symmetry exists in the system that would
explain the absence of a resonance.
Chapter 5
Sympathetic cooling of NH(X3Σ−) with
Mg(1S )
It was noted in section 1.1 sympathetic cooling, the act of putting a warm molecular
sample into contact with an ultracold gas, could provide a route to cooling molecules into
the sub-mK temperature range. For sympathetic cooling to be an effective method, the rate
of thermalizing elastic collisions must be much greater than the rate of inelastic collisions
and a commonly stated rule of thumb is that is that the rate of elastic collisions must be
at least 100 times greater than the rate of inelastic collisions [74]. However, magnetic
and electrostatic traps only trap molecules in low-field seeking states which are not the
absolute ground state and therefore inelastic channels are present that can cause heating
and trap loss. Thus judicious choices must be made on the molecules and the coolant
gas used, in order to keep the rate of inelastic collisions to a minimum. However we are
limited to experimentally available species with the most accessible coolants being the
alkali-metal atoms, which are easily coolable in large numbers to ultracold temperature
[12].
The first to consider sympathetic cooling with alkali-metal atoms was Solda´n and Hut-
son [75] who in 2004, examined the interaction between rubidium atoms with NH(X3Σ−),
finding that the dispersion bound states of RbNH that correspond to the Rb(2S )+NH(X3Σ−)
dissociation threshold were crossed by deeper ion-pair states, that correspond to the
Rb+(1S ) + NH−(2Π) dissociation threshold at linear geometries. These ion-pair states
would introduce mechanisms for inelastic collisions and three-body recombination that
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would hamper attempts at sympathetic cooling. Investigation of the Rb(2S )+OH(2Π3/2)
system [76, 77] also found ion-pair states crossing the RbOH covalent states. More re-
cently in 2007, detailed potential energy surfaces and field free low energy scattering
calculations for Rb+NH and Cs+NH have been performed by Tacconi et al. [78–80] find-
ing that the large inelasticity present could be used for rotational cooling of NH into its
ground rotational state.
The interaction of NH3 molecules with alkali-metal and alkaline-earth atoms was sur-
veyed by Z˙uchowski and Hutson [81], all the systems studied exhibited large anisotropies
that would produce strong inelasticity, thus sympathetic cooling is unlikely to be success-
ful for NH3 in low-field seeking states.
For sympathetic cooling to be successful for atoms and molecules not in their absolute
ground state it is desirable to use light atomic cooling partners, that create high centrifugal
barriers that can suppress inelastic loss channels, and that the anisotropy of the interaction
potential is comparable to or smaller than the rotational constant of the molecule. As
closed-shell atomic coolants such as the alkaline-earth atoms are more likely to have more
isotropic interaction potentials, there is an increased likelihood that sympathetic cooling
will work.
In 2009 Solda´n, Z˙uchowski, and Hutson [82] surveyed the potential energy surfaces
for NH interacting with both alkali-metal and alkaline-earth atoms, finding that for Mg
and Be the anisotropy of the potential energy surface was small compared to the rotational
constant of NH. What follows is a summary of this work, followed by detailed scattering
calculations to assess the prospect of sympathetic cooling of NH with Mg.
With its relatively large magnetic moment and the low ratio of the spin-spin to ro-
tational constants, predicted to increase the stability in a magnetic trap, ground state
NH(X3Σ−) has been the target of buffer gas cooling and magnetic trapping experiments
[18, 34, 83], having been cooled and magnetically trapped at 710 mK. The collisions
of He with NH have been studied in detail theoretically as experimental work has pro-
gressed [51, 57, 58, 62], and the mechanism for spin relaxation is presented in chapter 3.
Metastable NH(a1∆) has also been Stark decelerated and electrostatically trapped [84]
and proposals exist to transfer the a1∆ molecules into the X3Σ− ground state [85]. Due to
the highly topical nature of NH it was chosen for this work on sympathetic cooling.
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Figure 5.1: CASSCF(10,3)/MRCI potential energy curves of Rb-N-H with a fixed NH
bond length rNH = 1.0308Å at linear (a) and non-linear (b) geometries. Image from [75].
5.1 Interaction of an Alkali-metal atom with NH(X3Σ−)
For an alkali-metal atom (Alk) interacting with NH, the lowest Alk(2S )+NH(X3Σ−) dis-
sociation threshold forms two electronic 2Σ− and 4Σ− states at collinear geometries with
C∞v point group symmetry. At non-linear geometries the symmetry is reduced to Cs and
the two electronic states become 2A′′ and 4A′′. Above the Alk(2S )+NH(X3Σ−) thresh-
old there exists the Alk+(1S )+NH−(2Π) ion-pair dissociation threshold which forms the
deeply bound Alk+NH− ionic state, that is 2Π at linear geometries. The ion-pair state is
subject to the Renner-Teller effect, in which the electronic motion is coupled to nuclear
vibrations, splitting the 2Π state into two at non-linear geometries with the electron hole
either in (2A′) or perpendicular to (2A′′) the triatomic plane. The ion-pair and dispersion-
bound 2A′′ states can thus form a conical intersection at linear geometries, for a fixed
NH bond length the conical intersection exists at a point, if the NH bound length is al-
lowed to vary there exists a seam of conical intersections along which the two surfaces
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Alk-NH Alk-HN
Alk R
4Σ
min V
4Σ
min R
2Π
min V
2Π
min Rx Vx R
4Σ
min V
4Σ
min
Li 2.176 -1799.1 1.78 -21073 3.09 -600 4.658 -115.3
Na 2.737 -651.3 2.13 -13287 3.21 -470 4.872 -98.9
K 3.073 -784.7 2.42 -14235 3.84 -432 5.386 -91.1
Rb 3.254 -709.3 2.53 -13918 3.99 -412 5.521 -87.3
Cs 3.435 -737.9 2.65 -15116 4.31 -381 5.761 -85.0
Table 5.1: Geometrically optimized minima (Rmin,Vmin) and crossing points (Rx,Vx) for
the lowest 4Σ− and 2Π states of linear Alk-NH complexes. Energies and distances given
in cm−1 and Å respectively. Tabulated data from [82].
intersect. Figure 5.1 shows the Rb-NH potential energy curves calculated by Solda´n and
Hutson [75] at linear (a) and non-linear geometries (b), at the non-linear geometry the
avoided crossing between the two 2A′′ states can be seen.
Table 5.1 shows the geometrically optimized linear Alk-NH and NH-Alk energy min-
ima and the crossing points of the 4Σ− and ion-pair 2Π states. Examining the 4Σ− quartet
state that is unaffected by the ion-pair state and thus more suitable for sympathetic cooling,
it can be seen that for all of the alkali-metal atoms the anisotropy of the quartet potential
is much greater than the rotation constant of NH (≈ 16 cm−1). This large anisotropy is due
to strong sp mixing of the alkali-metal orbitals in the Alk-NH arrangements, this mixing
is much weaker than Alk-HN arrangement and thus the potential is much shallower. The
doublet 2Σ− state is quantitatively higher in energy than the 4Σ− quartet state, thus the 2Π
ion-pair state crosses the 2Σ− state at distances beyond the 2Σ− minimum. The resultant
conical intersection ensures that the lowest adiabatic surface of 2A′ or 2A′′ symmetry will
always have a deep ion-pair well.
The large anisotropy in the quartet state and the ion-pair state interacting with the
doublet state imply that sympathetic cooling is unlikely to be successful with alkali-metal
atoms.
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Ae-NH Ae-HN
Ae R
3Σ
min V
3Σ
min R
3Π
min V
3Π
min Rx Vx R
3Σ
min V
3Σ
min
Be 3.995 -84.5 1.55 -20240 2.30 2390 4.301 -95.4
Mg 4.157 -106.5 1.95 -10120 2.59 1510 4.636 -103.0
Ca 3.963 -165.7 2.19 -17041 3.19 -146 5.149 -104.5
Sr 3.175 -286.4 2.32 -16734 3.39 -267 5.340 -101.8
Table 5.2: Geometrically optimized minima (Rmin,Vmin) and crossing points (Rx,Vx) for
the lowest 3Σ− and 3Π states of linear Ae-NH complexes. Energies and distances given in
cm−1 and Å respectively. Tabulated data from [82].
5.2 Interaction of an Alkaline-earth atom with NH(X3Σ−)
For an alkaline-earth atom (Ae) interacting with NH the Ae(1S )+NH(X3Σ−) dissociation
threshold forms only one electronic state, 3Σ− at linear geometries (C∞v) becoming 3A′′ at
non-linear geometries (Cs). The ion-pair Ae+(2S )+NH−(2Π) dissociation threshold forms
two, 1Π and 3Π, states at linear geometries, and at non-linear geometries the 3Π state
is split by the Renner-Teller effect into a 3A′ state in which the electron hole in is the
triatomic plane and a 3A′′ with the electron hole perpendicular to the triatomic plane. As
with the alkali-metal atom case, the ion-pair 3A′′ state and the dispersion-bound 3A′′ state
form a conical intersection at linear geometries.
Table 5.2 shows the geometrically optimized linear Ae-NH and NH-Ae energy min-
ima and crossing points of the lowest 3Σ− and 3Π states. The anisotropy of the alkaline-
earth potentials are smaller than anisotropies present in alkali-metal potential, and for Be
and Mg the potential anisotropy is smaller than the rotational constant of NH (≈ 16 cm−1).
It can also be seen that for Be and Mg, the ion-pair 3Π states cross high up on the repul-
sive wall of the 3Σ− state. For NH-Ae configurations the intersection occurs high on the
repulsive wall for all of the alkaline-earth species. Thus for low-energy collisions of Be
and Mg with NH the conical intersection occurs in a classical forbidden region and may
not have a strong effect on sympathetic cooling collisions.
Recently Mehsta¨ubler et al. [86] succeeded in cooling down magnesium to sub-Doppler
temperatures, and as so far no attempt has been made to cool beryllium atoms, magnesium
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Figure 5.2: MgNH 3Σ− SAPT(DFT) potential energy surface, θ = 0 corresponds to the
NH-Mg arrangement. Energy shown in cm−1. Data calculated by [82].
appears to be the best candidate for sympathetic cooling.
5.3 Mg-NH PES
Figure 5.2 shows the SAPT(DFT) potential energy surface for the 3Σ− state of MgNH
calculated by Solda´n et al. [82]. The ion-pair state does not cross this potential until R =
2.59Å at which point the 3Σ− potential is strongly repulsive. Thus for collision energies
that are relevant for sympathetic cooling, ≈ 100mK (0.06 cm−1), the barrier appears to
be wide and high enough to neglect the MgNH→Mg+NH− transition allowing scattering
calculations to be performed just on the 3Σ− surface. The long-range coefficients Cn,l
from the expansion of the potential in terms of the inverse powers of R−n and Legendre
polynomials Pl(cos θ) are given in table 5.3.
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n,l Dispersion Induction Total
6,0 131.33 26.79 158.12
6,2 26.34 59.91 86.25
7,1 181.73 135.63 317.36
7,3 224.16 138.11 362.27
8,0 6517.00 800.49 7317.49
8,2 4346.80 2354.51 6701.31
8,4 539.70 740.60 1280.30
9,1 14855.00 5791.50 20646.50
9,3 21080.00 7982.60 29062.60
9,5 1767.00 2683.60 4450.60
10,0 300670.00 21080.00 321750.00
10,2 306940.00 81017.00 387957.00
10,4 65902.00 39176.00 105078.00
10,6 4529.70 8565.00 13094.70
Table 5.3: Mg+NH(3Σ−) long-range dispersion and induction potential coefficients, Cn,l
for the potential expansion V(R, θ) =
∑
n
∑
l Cn,lR−nPl(cos θ), for the SAPT(DFT) potential
presented in [82]. All values are quoted in Eh an0.
Chapter 6
MgNH Bound States
The zero-field MgNH bound states were calculated using the BOUND package, using the
fully-coupled |(ns) jLJ〉 basis implemented into BOUND for this purpose, the Hamilto-
nian matrix elements can be found in chapter 3. Calculations were performed with the
basis nmax = 5 Lmax = 11 in which states with L ≤ 9 are converged, and the hybrid log-
derivative propagator [50] with Rmin/mid/max = 2.5/4.3/20.0 Å. The NH(X3Σ−) molecular
constants presented in table 6 are used throughout.
Figure 6.2 shows the calculated bound states as a function of the total angular mo-
mentum J for the whole well and 6.3 shows the near threshold bound states. The bound
state pattern shown can be rationalized by considering the angular momentum coupling
in the Mg-NH complex.
Considering open-shell atom-diatom van der Waals complexes Dubernet et al. [88]
presented three angular momentum coupling cases that are analogous to Hund’s coupling
cases (a), (b) and (c) for diatomic molecules. In case (1) n (the angular momentum of the
diatom excluding spin) and s (the spin) are strongly coupled to the intermolecular axis,
brot (cm−1) γns(cm−1) λss(cm−1)
16.343 -0.0055 5.2788
Table 6.1: Rotational, spin-rotation and spin-spin constants for NH(X3Σ−), values
from [87].
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Figure 6.1: Angular momentum coupling cases in open-shell Van der Waals complexes
as presented by Dubernet et al. [88]. From left to right cases 1, 2 and 3 ares shown, which
are analogous to Hund’s cases a, b, and c in diatomic molecules.
with projections K and Σ onto the intermolecular axis respectively. L is perpendicular to
the intermolecular axis and thus the body-fixed projection of the total angular momentum
J is K + Σ. In case (2) n but not s is coupled to the intermolecular axis with a well defined
projection K, L and K couple to give N (the total angular momentum of the complex
excluding spin) which couples with s to form J. In case (3) n and s couple to form j with a
projection P onto the intermolecular axis, as L is perpendicular to the intermolecular axis
P is also the projection of J. The three coupling cases are shown in figure 6.1.
The zero-field boundstate pattern in Mg-NH can be rationalized in the limit of the case
(2) coupling scheme. MgNH(n = 0,K = 0), forms one J = 0 state |n = 0,K = 0,N =
1, s = 1, J = 0〉, three J = 1 states (N = 0,1,2), three J = 2 states (N = 1,2,3), and so
on. In figures 6.2 and 6.3 these states are labeled by a stretching quantum number ν and
it can be seen that the potential supports six vibrational states. MgNH(n = 1) states can
form bound states with K = 0, 1e, and 1 f , where 1e and 1 f are the even and odd linear
combinations of the |K| = 1 states, in figure 6.2 two vibrational n = 1 manifolds can be
seen and a further vibrational manifold can be seen in figure 6.3. For J = 0, N = 1 and
there are three bound states arising from each of the different possible values of K. For
J = 1 seven n = 1 bound states are formed three from K = 0 (N = 0, 1, 2) and two each
from 1e and 1 f (N = 1, 2). For J ≥ 2 there are nine bound states formed for each value
of K with N = J − 1, J, J + 1. In figures 6.2 and 6.3 the n = 1 states are labeled by their
value of K. Table 6.2 summarizes the assigned quantum numbers for the J = 0, 1, and 2
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Figure 6.2: MgNH bound states as a function of the total angular momentum J. States
of +/- parity ((−1)n+L+1) are shown as (red,dashed)/(blue,solid) lines. The n = 0 states
are labeled by vibrational quantum number ν and the n = 1 states are labeled by K the
projection of n onto the intermolecular axis, two vibrational manifolds can be seen. The
near threshold bound states are shown in figure 6.3.
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K = 0, 1e, and 1 f have also been indicated by blue, red, and green lines respectively.
cases.
6.0.1 Mg+NH Feshbach Resonances
Feshbach resonances occur when the collision energy is tuned across a boundstate of the
colliding complex either via changing the energy or the magnetic field. It can be seen from
figure 6.3, which shows the near threshold bound states, that as the lowest n = 0,ms = +1
and ms = 0 NH thresholds are tuned as a function of magnetic field they cross bound
states with a large value J. Thus the Feshbach resonances that occur are in a different part
of the Hamiltonian than the s-wave (L = 0) Feshbach resonances that are discussed in
relation to He+SO in chapter 4.
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n K N s J
0 0 1 1 0 +
0 0 0 1 1 -
0 0 1 1 1 +
0 0 2 1 1 -
0 0 1 1 2 +
0 0 2 1 2 -
0 0 3 1 2 +
n K N s J
1 0 1 1 0 +
1 1e 1 1 0 +
1 1 f 1 1 0 -
1 0 0 1 1 +
1 0 1 1 1 -
1 0 2 1 1 +
1 1e 1 1 1 -
1 1e 2 1 1 +
1 1 f 1 1 1 +
1 1 f 2 1 1 -
1 0 1 1 2 -
1 0 2 1 2 +
1 0 3 1 2 -
1 1e 1 1 2 -
1 1e 2 1 2 +
1 1e 3 1 2 -
1 1 f 1 1 2 +
1 1 f 2 1 2 -
1 1 f 3 1 2 +
Table 6.2: The structure of the n = 0 and 1, Mg-NH bound states in the case (2) coupling
limit for J = 0, 1, and 2. Note for n = 1 there are three J = 0, seven J = 1 and nine J = 2
states. The parity (−1)n+L+1 of each state is indicated in the far right column with ±.
Chapter 7
Mg+NH Scattering Calculations
The collisions that are of most interest for sympathetic are those of NH in its lowest
magnetically trappable low-field seeking state | n = 0, s = 1, j = 1,m j = ms = +1〉,
which may undergo inelastic collisions to the untrapped m j = 0 and -1 states, as shown in
figure 7.1.
Neglecting hyperfine structure, scattering calculations have been performed using the
MOLSCAT package in the |ns jm j〉 | LML〉 coupled basis with nmax = 6 and Lmax = 8 and
using the hybrid log-derivative method [50] with Rmin/mid/max = 2.5/50.0/250.0 Å. Parity
p = (−1)n+L+1 and M = m j + ML are conserved in collisions in a magnetic field, and thus
the Hamiltonian is block-diagonalized and calculations are performed separately for each
parity and M. Decomposing the integral cross section between NH levels (| α〉 =| ns jm j〉)
into sums of partial cross sections characterized by the value of L in the incident channel,
the cross section is [89]
σLα→α′ =
pi
k2α
∑
MpL′
|1 − S Mp
α,LML→α′,L′M′L |
2, (7.1)
where ML = M − m j, M′L = M − m′j, and kα is the wave vector for incoming channel α,
defined for a collision energy Ek = ~2k2α/2µ, and µ is the reduced mass of the colliding
system. As we are focusing on transitions between the n = 0, j = 1 levels, the labels α is
abbreviated to just m j.
MOLSCAT does not automatically calculate partial wave cross sections, instead au-
tomatically summing over the partial waves cross sections in the incident and outgoing
states to give the cross section σα→α′ . The partial wave cross sections were calculated by
64
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Figure 7.1: NH(3Σ−) thresholds as a function of magnetic field. The transitions impor-
tant for sympathetic cooling are the inelastic collisions from the low-field-seeking mag-
netically trappable ms = +1 state (as indicated by arrows) which are mediated via the
spin-spin interaction and the potential anisotropy.
extracting the S -matrix from MOLSCAT after each calculation and explicitly evaluating
(C.0.1), the method used to do this is summarized in appendix C.
The spin relaxation mechanism for 3Σ molecules has been presented in chapter 3, in
which the coupling between different m j channels occuring via the interplay of the spin-
spin interaction and the potential anisotropy. The spin-spin terms mixes the n = 0 and
n = 2 states with the same j and m j, and the potential anisotropy then mixes states of
different L such that ∆m j + ∆ML = 0.
For s-wave scattering (L = 0) from the m j = +1 channel ML = 0 and thus M = m j,
and since M is conserved there is no outgoing channel with L′ = 0 for m′j = 0 or −1 and
thus the dominant relaxation channels for s-wave scattering have L′ = 2 in the outgoing
channel, following |ms = +1, L = 0〉 → |ms , +1, L = 2〉. At low energies channels
with L > 0 are suppressed by centrifugal barriers, the heights of which are approximately
ELcf = (~L(L + 1)/µ)
3
2 (54C6)−
1
2 , which is 23 mK for MgNH with L = 2.
In the absence of a magnetic field the different m j thresholds are degenerate, and the
centrifugal barriers strongly suppresses the inelastic transitions but the spin-relaxation
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Figure 7.2: Mg+NH elastic σ0
∆m j=0
(dotted red) and the total inelastic σ0
∆m j,0
(dotted blue)
s-wave cross sections (in Å2) as a function of collision energy for various magnetic fields.
Integral cross sections including p, d and f (L =1, 2, and 3) partial waves are shown for
the elastic cross sections (solid red) and the total inelastic cross sections at 1 and 10 G
(dashed blue).
cross sections is nevertheless nonzero at finite energy [51, 62]. The application of a mag-
netic field removes the degeneracy, increasing the kinetic energy in the outgoing chan-
nels and reducing the centrifugal suppression. The elastic cross section is dominated by
∆L = 0 and thus the cross section is almost field independent.
Figure 7.2 shows the s-wave elastic cross section σ0
∆m j=0
(dotted red) and the total
inelastic σ0
∆m j,0
(dotted blue) cross sections for the initial m j = +1 state as a function of
energy for varying magnetic field strength. Figure 7.3 shows the s-wave total inelastic
cross section as a function of magnetic field for a number of collision energies. It can
be seen that the total inelastic cross section increases dramatically as the magnetic field
increases.
The general rule for sympathetic cooling to work is that the ratio of elastic to the total
inelastic cross section, γ = σelas/σtotinelas is greater than 100. It can be seen from figure 7.2
that for low collision energies and small magnetic fields that γ  100. For collision
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energies above approximately 10−4K higher partial waves start to contribute to the total
cross sections. Figure 7.2 shows the total cross sections including p, d and f (L = 1, 2,
and 3) partial waves for 1 and 10 G, with L = 4 partial waves become important above
100 mK. Apart from a sharp resonant peak in the d-wave inelastic cross section around
75 mK, γ remains in excess of 100.
To assess the prospect of sympathetic cooling of NH with Mg, figure 7.4 shows a
contour plot of γ as a function of magnetic field strength and collision energy, all partial
waves up to f -wave have been included. In a unbiased magnetic trap with a point of zero-
field at the center, the density of trapped m j = +1 molecules at a temperature T will be
distributed according to the Boltzmann distribution,
ρ/ρ0 = exp
(−m jgµ0B
kBT
)
. (7.2)
At any given temperature only about 0.1% of molecules will experience fields greater than
B = 6kBT/gµ0, which is shown as a solid red line in figure 7.4. When trapped atoms and
molecules pass close to the zero-field point at the trap center, they experience a very fast
change in the field direction that can cause spin-flip transitions [35, 90] resulting in trap
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Figure 7.4: Contour plot of γ the ratio of elastic to total inelastic cross sections as a
function of magnetic field and collision energy. The red lines show the maximum field
sampled by trapped NH in the m j = +1 state (B = 6kT/gµ0) in a unbiased trap (solid) and
for a trap with an additional bias field of 50 G (dashed).
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loss. Adding a bias field to the trap creates a non-zero field at the trap center, removing the
possibility for this trap loss mechanism. For 14NH there are six magnetically trappable
hyperfine levels, the lowest three of these cross untrapped states at fields below 32 G.
Thus a bias field larger than 32 G is required to avoid spin-flip losses. The dashed red line
on figure 7.4 shows the upper limit of the fields explored by trapped molecules when a
bias field of 50 G is applied.
It is important to precool the molecules as far as possible before starting sympathetic
cooling, ideally to a temperature on the order of tens of milliKelvin. It can be seen that for
temperatures up to around 10 mK γ is always greater than 100 in the allowed region. As
the sample is cooled below a milliKelvin the field sampled by the molecules decreases, γ
increases and the trapped NH becomes increasingly stable to spin-relaxation. Even with
a bias field the temperature at which sympathetic cooling occurs changes very little and it
is still possible to cool NH to temperatures below 1 µK.
7.0.2 Potential Dependence
Low energy scattering depends strongly on the details of the potential energy surface
and the MgNH surface used is probably accurate to around 5%. To explore the potential
sensitivity of the calculations, a scaling factor λscl is introduced to the potential energy
surface
Vscaled(R, θ) = λsclV(R, θ). (7.3)
Figure 7.5, shows the s-wave elastic and total inelastic cross section as a function of λscl
for Ek=1 µK and B = 10 G. Both the elastic and total inelastic cross sections show strong
resonance structures as bound states and quasi-bound states cross the m j = +1 threshold
as λscl is varied, though away from resonance the ratio γ remains large.
Further contour plots of γ as a function of magnetic field and collision energy have
been calculated for a near resonant λscl = 1.004 and a non-resonant λscl = 1.04 potential,
shown in figure 7.6. It can be seen from figure 7.6 that the contour plots are broadly
similar, indicating that the conclusions are broadly independent of the details of the po-
tential energy surface, confirming that Mg is a good candidate for sympathetic cooling of
magnetically trapped NH.
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Figure 7.5: s-wave elastic (solid, red) and total inelastic (dashed, blue) cross sections (in
Å2) as a function of a potential scaling factor λscl, at a collision energy of 10−6 K and a
magnetic field of 10 G. Values of λscl = 1, 1.004, and 1.04 are indicated.
7.1 Near Threshold Cross Section Dependence
Near thresholds cross sections have well defined collision energy dependencies, the Wigner
threshold laws [91,92]. For fields small enough that the NH splitting does not exceed the
centrifugal barrier height, the inelastic threshold behaviour as a function of energy and
magnetic field can be understood in terms of a simple one-parameter formula, derived by
Volpi and Bohn [93]
σαL→α′L′(E, B) = σLL
′
αα′E
L− 12
(
E + ∆m jgµBB
)L′+ 12
, (7.4)
where the factor σLL
′
αα′ is independent of energy and magnetic field, ∆m jgµBB is the linear
Zeeman shift with ∆m j = m j−m′j, g is the electron g-factor, and µB is the Bohr magneton.
The distorted-wave Born approximation (DWBA) [40,94] is in the first-order is a two-
state perturbation theory applicable when the inelastic scattering is small compared to the
elastic scattering. In the DWBA the integral for an off-diagonal K-matrix element depends
on the distortion of the diagonal (elastic) scattering wavefunctions for the incoming f (R)
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Figure 7.6: γ contour plots, including s, p, d, and f -wave partial cross sections, as a
function of magnetic field and collision energy for different values of λscl. Top: The
original λscl = 1 contour plot. Middle: Near resonant λscl = 1.004. Bottom: non-resonant
λscl = 1.04. The red lines are as given in figure 7.4
7.1. Near Threshold Cross Section Dependence 72
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
101
10-9 10-8 10-7 10-6 10-5 10-4 10-3 10-2 10-1 100
σ
Energy (K)
E2
 ~E 1
0.001G
0.01G
0.1G
1.0G
Figure 7.7: (m j = +1L = 0→ m j = −1L = 2) inelastic cross sections (in Å2) (solid lines)
and their predicted profiles from (7.4) (dashed lines) as a function of collision energy for
various small magnetic fields .
and outgoing f ′(R) channels, due to an off-diagonal coupling term UαL,α′L′ ,
KαL,α′L′ = −pi
∫ ∞
0
f (R)UαL,α′L′(R) f ′(R)dR. (7.5)
If the collision energy and magnetic field are small enough such that the energy in
the outgoing channel does not exceed the height of its centrifugal barrier the wavefunc-
tions f (R) and f ′(R) can be approximated by the small-argument limit of spherical Bessel
functions,
f (R) ∝√k jL(kR) ∝ (kR)L+1/2,
f ′(R) ∝√k′ jL′(k′R) ∝ (k′R)L′+1/2, (7.6)
where k and k′ are the incident and final wavevectors (E = ~2k2/2µ) and L and L′ are the
incident and final partial waves. The energy dependence of the K-matrix element is thus
KαL,α′L′ ∝ kL+1/2k′L′+1/2. (7.7)
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Figure 7.8: (m j = +1L = 0→ m j = −1L = 2) inelastic cross sections (in Å2) (solid lines)
and their predicted profiles from (7.4) (dashed lines) as a function of collision energy
at a magnetic field of 0.001 G for the scaled potentials: λscl = 1.004 (near resonant),
λscl = 1.04 (far from resonant), and λscl = 1 (original potential).
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Relating the K-matrix to the cross section gives
σαL→α′L′ ∝k−2k2L+1k′2L′+1
σαL→α′L′(k, k′) =
(
~2
2µ
)L+L′
σLL
′
αα′k
2L−1k′2L
′+1, (7.8)
and thus
σαL→α′L′(E, B) = σLL
′
αα′E
L− 12
(
E + ∆m jgµBB
)L′+ 12
.
For the (L = 0 → 2) process; when the collision energy is less than the Zeeman shift
(∆m jgµBB) EL−1/2 will dominate and the s-wave cross section is proportional to E−1/2.
For higher collision energies, the second term in (7.7) also contributes and cross section
will go as E2. Figure 7.7 shows the inelastic |m j = +1, L = 0〉 → |m j = −1, L = 2〉 cross
section for the original (λscl) potential, as a function of collision energy for various small
magnetic fields compared to the single-parameter formula (7.4). It can be seen that at
energies around 10−5K the cross sections deviate from the predicted E2 dependence and
display an approximate E1 dependence.
Examining the threshold behaviour for a near resonant scaled potential (λscl = 1.004)
and a far from resonant scaled potential (λscl = 1.04), figure 7.8 shows the λscl = 1,
1.004, and 1.04 cross sections as a function of energy at a magnetic field of 0.001 G.
It can been seen that away from resonance the cross section closely follows the form of
(7.4) displaying a clear E2 dependence and that near a resonance (7.4) fails to describe
cross section behaviour with a clear E1 behaviour. The original potential λscl = 1 lies
somewhere in between the near and far from resonant cases, with the behaviour switching
from E2 to E1.
The discrepancy between (7.4) and the cross sections can be understood by examining
the approximations made. It was assumed that the wavefunctions f (R) and f ′(R) could
be approximated by the small argument limit of spherical Bessel functions which are the
solutions of the free-particle (V(R, θ) = 0) radial Schro¨dinger equation,[
d2
dR2
+ k2 − L(L + 1)
R2
]
f (R) = 0. (7.9)
In reality V(R, θ) , 0 and the centrifugal barrier has a finite width, thus when a quasi-
boundstate behind the barrier occurs close to the collision energy resonance effects will
occur and the approximation that f (R) has the form of a spherical Bessel function will
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Figure 7.9: Left: Schematic diagram of the small argument limit of a spherical Bessel
function which is applicable for small collision energies far away from resonance, the
Bessel function is shown in red and the small argument limit in green. Right: If a quasi-
bound state exists behind the centrifugal barrier at an energy close to the collision energy
Ek the scattering wavefunction can no longer be approximated by the small argument limit
of a Bessel function.
break down. Figure 7.9 shows schematic diagrams of the free-particle Bessel function sit-
uation and the situation in which a quasi-boundstate occurs behind the centrifugal barrier.
Although (7.4) breaks down near a resonance, it offers the hope that the field depen-
dence of the near threshold cross sections can be found by performing only one field-free
calculation to evaluate the constant σLL
′
αα′ . This would allow the field dependence to be
understood in systems that are to large for full coupled channel calculations to be per-
formed at a large number of points for example in molecule+molecule collisions. A more
complete analysis of the near threshold cross section dependence that includes resonance
effects can be obtained from a multichannel quantum defect theory (MQDT) approach.
Chapter 8
Multichannel Quantum Defect Theory
Quantum defect theory was initially developed to describe atoms in Rydberg states, in
which an electron moves predominately outside of an ion core under the influence of a
simple coulomb potential. As the time spent by the electron in the region of the ionic core
is relatively small, its effect on the electron motion can be characterized by only a few
quantum-defect theory (QDT) parameters. For the simplest case of an electron moving in
an attractive Coulomb potential z/R the energy eigenvalues are
En = −12
z2
n2
, (8.1)
where n is an integer. For a modified potential V(R), containing an ionic core of finite size
that asymptotically tends to the Coulomb form, the energy eigenvalues can be expressed
in terms of an effective quantum number νn
En = −12
z2
ν2n
, (8.2)
where the quantum defect µn = n − νn provides a measure of the difference of V(R) from
z/R and is a slowly varying function of energy [95]. The techniques developed to separate
the scattering problem into the short-range (ionic core) and long-range (Coulomb) regions
have been developed into a more general multi-channel quantum defect theory (MQDT)
for atomic collisions, in which atoms spend most of there time in the long-range −Cn/Rn
part of the potential and a short time in the short-range chemically bonding region of
the potential. The MQDT presented here follows that developed by Mies and Julienne
[96–98] and is presented predominantly for a potential with a long-range van der Waals
form, −C6/R6.
76
Chapter 8. Multichannel Quantum Defect Theory 77
In the channel state representation the total wavefunction for a total of NT channels
can be written as
Ψi(E; r,R) =
NT∑
j
ψ j(r,R)F ji(E; R)/R, (8.3)
where the channel states {ψ j(r,R)} are a set of NT electronic-rotational states that are
explicit functions of the electronic r and internuclear R coordinates. This expansion gen-
erates a set coupled equations for the radial functions F ji(E; R),[
− ~
2
2µ
∂2
∂R2
− E
]
F ji +
∑
k
W∞jk Fki = 0. (8.4)
The interaction matrix W∞ji (R) is obtained from the total Hamiltonian,
W∞ji (R) −
~2
2µR
∂2
∂R2
Rδ ji = 〈ψ j | Hˆ | ψi〉, (8.5)
and obeys the asymptotic condition,
W∞ji (R) −−−→R→∞
[
E∞i +
~2L(L + 1)
2µR2
]
δ ji + O(R−3). (8.6)
The coupled equations (8.4), yield NT solution vectors that vanish as R → 0, forming a
(NT × NT ) matrix of radial functions F(E,R) that define NT independent solutions of the
total Hamiltonian. If there are No open and Nc closed channels such that NT = No + Nc,
the number of well behaved normalizable solutions is No, and the physically meaningful
set of radial solutions is an (NT × No) matrix. Similarly the S -matrix is reduced from a
(NT × NT ) when all channels are open to a (No × No) matrix as channels become closed.
The philosophy of multichannel quantum defect theory (MQDT) is to obtain an energy
insensitive quantum-defect matrix Y(NT ×NT ) which is an entire function of E such that it
can be analytically continued across threshold as the number of open and closed channels
change. Thus, given exact solutions of the coupled equations (8.4) at a number of energies
above threshold such that NT = No, Y(NT × NT ) can be obtained. Exact relationships
developed in the framework of MQDT can then be used to obtain S oo(No × No) below
threshold when a subset of Nc channels become closed [96].
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8.1 Single Channel Theory
MQDT is not a unique theory and a reference potentialVi(R) is assigned to each channel.
The reference potential needs to reproduce the asymptotic form of the real potential,
Vi(R) −−−→
R→∞ E
∞
i +
~2L(L + 1)
2µR2
+ O(R−3), (8.7)
but other than that it is arbitrary and can be chosen to simplify problems. The following
analysis assumes thatVi(R) is attractive and supports a number of bound states, and that
there is a classically accessible region for each channel, such that an effective channel
wave number
Ki(E,R) =
√
2µ[E −Vi(R)]/~, (8.8)
is real and positive. For an open channel with E > E∞i , this region extends from an inner
turning point R = a, where Ki(E, a) = 0 to R = ∞. For a closed channel, E < E∞i
there is a finite region with an outer turning point R = b defined at Ki(E, b) = 0 where
b > a. For R > b, Ki(E,R) is purely imaginary approaching i|ki| as R → ∞, where
ki =
√
2µ[E − E∞i ]/~ is the channel wave number.
As the choice of channel reference potential only needs to meet the asymptotic con-
ditions (8.7), the obvious choice for the single channel case is Vi(R) = Wii(R), which
reduces the coupled channel equation (8.4) to[
− ~
2
2µ
∂2
∂R2
− E +Vi(R)
]
Fi(R) =
[
∂2
∂R2
+ K2i (E,R)
]
Fi(R) = 0. (8.9)
Above threshold (E > E∞i ) two independent solutions of (8.9) normalized at long-range
are
fi(E,R) −−−→
R→∞ k
−1/2
i sin(kiR − Lpi/2 + ξi(E))
gi(E,R) −−−→
R→∞ k
−1/2
i cos(kiR − Lpi/2 + ξi(E)), (8.10)
where ξi is the scattering phase shift associated with the reference potential, that yields
the elastic scattering cross section
σi(E) =
4pi
k2i
(2L + 1) sin2 ξi(E). (8.11)
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Below threshold fi and gi become asymptotically divergent and to allow calculation of
bound states the well-behaved function,
φi(E,R) −−−→
R→∞
e−|ki |R
2
√|ki|
, (8.12)
is defined.
In MQDT the aim is to find a set of solutions to the coupled channel equations that can
be analytically continued across threshold and although the three functions fi, gi, and φi,
all satisfy (8.9), they are non-analytic at E = E∞i due to the boundary conditions imposed
at R→ ∞. Thus we need to find an additional pair of independent solutions fˆi, gˆi, that are
analytic across threshold.
8.2 WKB formulation
Before examining the addition pair of MQDT functions required to be analytic across
threshold, we first need to examine the semi-classical WKB approximation. In the WKB
method we search for a solution of the time-independent Schro¨dinger equation,
d2
dR2
ψ(R) =
2µ
~2
(V(R) − E)ψ(R), (8.13)
of the form
ψ(R) = A(R) exp
[ i
~
B(R)
]
. (8.14)
Substitution of this wavefunction into the Schro¨dinger equation results in(
A′′ − A(B
′)2
~2
+
i
~
(2A′B′ + AB′′)
)
eiB/~ =
2µ
~2
(V(R) − E) AeiB/~. (8.15)
Collecting like terms gives
2A′B′ = −AB′′, (8.16)
which has solutions A = const × (B′)−1/2 and
~2A′′ − A(B′)2 = 2µ (V(R) − E) A, (8.17)
solutions of which can approximated semi-classically (~→ 0) [41] as
B = ±
∫ R √
2µ (E − V(R′))dR′. (8.18)
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The WKB wavefunction is thus
ψWKB(R) = K−1/2 exp
[
±i
∫ R
K(R)dR′
]
, (8.19)
where K =
√
2µ (V(R′) − E)/~. Due to the semi-classical approximation made the WKB
wavefunction is valid in regions in which the potential changes slowly over a distance
comparable to the wavelength.
Assuming a van der Waals potential, a characteristic potential length [99],
RvdW =
1
2
(
2µC6
~2
)1/4
, (8.20)
and an average scattering length, first introduced by Gribakin and Flambaum [100],
a¯ = 4pi/Γ(1/4)2RvdW ≈ 0.956 . . .RvdW, (8.21)
can be defined, corresponding to the scaled energies EvdW = ~2/(2µR2vdW) and E¯ =
~2/(2µa¯2). For distances R > RvdW the potential takes on its asymptotic van der Waals
form
V(R) =
~2L(L + 1)
2µR2
− C6
R6
, R > RvdW. (8.22)
The scaled energy EvdW and distance RvdW, can be used to give an idea of the form
of the scattering wavefunction. For collision energies E  EvdW, the wavefunction in
the long-range region R > RvdW is characterized by a large local de Broglie wavelength
2pi/K oscillating slowly with R. In the short-range chemical bonding region R < RvdW,
the colliding particles are accelerated by the potential, the energy becomes much greater
than EvdW and the local de Broglie wavelength becomes small, the wavefunction oscillates
rapidly, and it can be approximated semi-classically.
The short-range, near threshold bound and scattering wavefunctions have, with an
appropriate short-range normalization, a common amplitude and phase. Thus a pair of
short-range normalized semi-classical WKB wavefunctions fˆi(E,R) and gˆi(E,R) that are
analytic across threshold can be defined at energies that exceed the reference potential
minimum E > Vi(Re). Due to the short de Broglie wavelength in this region the approxi-
mation that fˆi(E,R) and gˆi(E,R) have the semi-classical WKB-like phase-amplitude form
fˆi = Ai(R, E) sin Bi(R, E) is an excellent one, where AWKBi (R, E) = c/Ki(R, E)
1/2 and
BWKBi =
∫ R
Ki(R′, E)dR′. (8.23)
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The WKB wavefunctions are valid in regions in which the local de Broglie wavelength
varies slowly with distance. Thus at energies well above threshold the WKB functions
are a good approximation over the whole range of R and fˆ (E,R) = f (E,R). However as
the collision energy approaches threshold, the energy in the long-range region becomes
E < EvdW and the WKB solutions fail to go smoothly to the long range and further MQDT
parameters are required to connect the short-range fˆi(E,R) and gˆi(E,R) functions to the
long-range normalized functions fi, gi, and φi, that have the correct asymptotic form,
fi(E,R) = C−1i (E) fˆi(E,R), E ≥ E∞i (8.24)
gi(E,R) = Ci(E)
[
gˆi(E,R) + tan λi(E) fˆi(E,R)
]
, E ≥ E∞i (8.25)
φi(E,R) = Ni(E)
[
cos υi(E) fˆi(E,R) − sin υi(E)gˆi(E,R)
]
, E ≤ E∞i . (8.26)
The two-parameters C−1i (E) and tan λi(E) defined above threshold thus contain the full
threshold behaviour as E → E∞i , with the limiting values well above threshold
C−1i (E) −−−−→EE∞i 1 (8.27)
tan λi(E) −−−−→
EE∞i
0, (8.28)
and for a van der Waals potential have the following threshold behaviour [101] for L = 0
C−2i (E) −−−−→E→E∞i ka¯
(
1 +
(a
a¯
− 1
)2)
(8.29)
tan λi(E) −−−−→
E→E∞i
1 − a
a¯
. (8.30)
C−1i (E) modifies the amplitude of fˆi and gˆi and tan λi(E) relates the relative phases of
fˆi and gˆi. For an attractive potential that supports bound states, υi is a continuous energy
dependent phase can be defined below threshold such that modular values of pi correspond
to the potential eigenvalues, υi(Ei,n) = npi. υi(E) can be interpolated from the eigenvalues
except near threshold when accurate WKB techniques can be used.
8.3 Multichannel formulation
Asymptotically the coupled channel radial functions F(E,R) become
F(E,R) = J(E,R) + N(E,R)K(E), (8.31)
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and can always be expressed in the form
F(E,R) =
[
fˆ(E,R) + gˆ(E,R)Y(E)
]
Aˆ, (8.32)
where Y acts a short-range normalized K-matrix and fˆ(E,R) ≡ fˆi(E,R)δi j and gˆ(E,R) ≡
gˆi(E,R)δi j. The matrix Aˆ effects the normalization of the radial function and would be
required to evaluate the expectation function of the total wavefunction. However all the
scattering dynamics are contained in the R independent Y-matrix and thus there is no need
to evaluate Aˆ. When all channels are open well above threshold (8.32) can be equivalently
expressed as
F(E,R) =
[
f(E,R) + g(E,R)R(E)] A, (8.33)
which can be related to (8.31) to give
S(E) = eiξ(E) [I + iR(E)] [I − iR(E)]−1 eiξ(E), (8.34)
where eiξ(E) is a diagonal matrix with elements eiξi(E)δi j.
Although R(E) is non-analytic across threshold Y(E) can be obtained by relating
(8.32) and (8.33) resulting in,
R(E) = C−1
[
Y−1(E) − tan λ
]−1
C−1, (8.35)
where C−1 and tan λ are diagonal matrices with elements C−1i (E)δi j and tan λi(E)δi j. Away
from threshold C−1 = 1, tan λ = 0 and thus Y(E) = R(E).
In the distorted-wave Born approximation for weak inelasticity, the off-diagonal tran-
sition matrix elements [94] are given by
Ti j = 2ei(ξi+ξ j)
∫
fi(E,R)Ui j f j(E′,R)dR, (8.36)
where E′ is the energy in the outgoing channel j. In the MQDT framework the channel
wavefunctions fi in the DWBA can be replaced by the short-range normalized reference
functions fˆi,
Ti j = 2ei(ηi+η j)C−1i (E)C
−1
j (E
′)
∫
fˆi(E,R)Ui j fˆ j(E′,R)dR. (8.37)
The inelastic cross section is thus
σi→ j(E, E′) =
pi
k2i
|Ti j|2 = 4piA
2
k2i
C−2i (E)C
−2
j (E
′), (8.38)
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where A =
∫
fˆi(E,R)Ui j fˆ j(E′,R)dR, is the MQDT short-range energy independent Y-
matrix element.
The DWBA is only valid when the inelasticity caused by the off-diagonal T-matrix
element is small. For more strongly coupled cases a two-channel model can be used
analyze the T-matrix element [102]. In the two-channel case the MQDT Y-matrix has the
form
Y =
 Y11 Y12Y12 Y22
 , (8.39)
which can be simplified by a judicious choice of reference potentials. Choosing the two
reference potentials such that the scattering length of the reference potential is equal to
the channel scattering length requires that Y11 = Y22 = 0, while the strength of the inter-
channel coupling can be characterized by Y12 ≡ A. Substitution of
Y =
 0 AA 0
 , (8.40)
into (8.35) and relating to (8.34) gives the off-diagonal T -matrix element as
|T12|2 = |S 12|2 =
4A2C21C
2
2
C41C
4
2 + 2A
2C21C
2
2(1 −C21C22t1t2) + A4(1 + C41t41)(1 + C42t42)
, (8.41)
where Ci = Ci(E) and ti = tan λi(E). For small A this reduces to the cross section expres-
sion (8.38).
8.4 Angular-momentum-insensitive quantum defect the-
ory, AQDT
In Mg+NH it was seen that resonance effects caused the break down of the simple thresh-
old dependence given by (7.4). We can use the separation of scales for R > RvdW and
R < RvdW in MQDT to provide insight and approximations for the near threshold bound
and scattering states in Mg+NH.
Gribakin and Flambaum [100] showed that for a van der Waals potential the energy
of the highest s-wave bound state, just below threshold is given by
Ebind = − ~
2
2µ(as − a¯)2 , (8.42)
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Figure 8.1: The single channel s-wave scattering length as a function of the potential scal-
ing factor λscl, each time a bound state occurs at threshold the scattering length exhibits a
pole. Calculated with the single Mg-NH |n = 0,ms = +1, L = 0〉 channel.
 
Figure 8.2: AQDT bound state energies for partial waves L = 0 . . . 5 for (a) a = ±∞ and
(b) a = a¯. Image from [103].
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and the s-wave scattering length follows
as
a¯
= 1 − tan
(
Φ − pi
8
)
, (8.43)
where,
Φ =
∫ ∞
R0
√−2µV(R′)/~dR′ (8.44)
is evaluated at threshold. Thus as the potential is scaled by λscl, the scattering length goes
through a pole every time an s-wave bound state occurs at threshold. As Φ ∝ √λscl, if
the potential supports nb bound states a change in the potential by two parts in nb will
be enough to take the scattering length through a full cycle, from one pole to the next.
Figure 8.1 shows the single channel s-wave scattering length as a function of λscl for the
single Mg-NH |n = 0,ms = +1, L = 0〉 channel.
In the short-range region the rotational energy is small compared to the depth of the
electronic potential and the radial wavefunctions are nearly independent of L, with this
in mind short-range reference solutions and hence a short-range QDT-matrix can be for-
mulated to be independent of L. Bo Gao [103–110] has derived analytic solutions of the
Schro¨dinger equation for an attractive van der Waals potential and from which has de-
veloped an angular momentum independent quantum defect theory (AQDT) approach for
van der Waals potentials.
Considering the radial Schro¨dinger equation[
d2
dR2
− L(L + 1)
R2
+
β46
R6
+ k2
]
uk,L(R) = 0, (8.45)
where β ≡ (2µC6/~2)1/4 and k2 = 2µE/~2. A pair of linearly-independent short-range
reference solutions to (8.45) can be defined for energies both above and below threshold
as
fˆ ck,L −−−→Rβ6 (2/pi)
1/2(R/β6)
√
R cos(y − pi/4) (8.46)
gˆck,L −−−→Rβ6 −(2/pi)
1/2(R/β6)
√
R sin(y − pi/4), (8.47)
where y = (R/β6)−2/2. This pair of solutions is not only energy-insensitive but also
angular-momentum independent. In the long-range region the solution to (8.45) can be
written as the linear combination
uk,L(R) = Ak,L
[
fˆ ck,L − Kcgˆck,L
]
(8.48)
8.4. Angular-momentum-insensitive quantum defect theory, AQDT 86
where Kc is the short-range K-matrix, and above threshold (E > E∞i ) fˆ
c and gˆc have the
following asymptotic behaviour
fˆ ck,L −−−→R→∞
√
2
pik
[
Zcf f sin(kR − Lpi/2) − Zcf g cos(kR − Lpi/2)
]
(8.49)
gˆck,L −−−→R→∞
√
2
pik
[
Zcg f sin(kR − Lpi/2) − Zcgg cos(kR − Lpi/2)
]
, (8.50)
where the Z-matrix elements contain the analytic solutions to the 1/R6 Schro¨dinger equa-
tion first defined by Gao in [104]. The pair of short-range reference solutions can now be
related to the long-range normalized solutions of (8.45)
fk,L −−−→
R→∞
√
2
pik
sin(kR − Lpi/2) (8.51)
gk,L −−−→
R→∞ −
√
2
pik
cos(kR − Lpi/2), (8.52)
resulting in the matrix equation fˆ cgˆc
 =
 Zcf f Zcf gZcg f Zcgg

 fg
 . (8.53)
The full scattering K-matrix, can now be expressed in terms the short-range K-matrix;
Kc, and Z-matrix elements
KL ≡ tan δl = (KcZcgg − Zcf g)−1(Zcf f − KcZcg f ). (8.54)
The shape of the centrifugal barrier for L > 0 is determined by the long-range part
of the potential, and thus the tunneling through it and the form of the shape resonance
is fully embedded within the analytic Z-matrix functions. It is important to note that the
AQDT formulation is fully valid at energies below threshold (E < E∞i ) with a corre-
sponding W-matrix, analogous to the Z-matrix, defined from the analytic solutions of the
1/R6 Schro¨dinger equation, details of which can be found in the literature, and that this
formulation of MQDT is especially useful for strong long-range potentials, in which the
energy-dependencies near threshold are dominated by the long-range interaction for all L.
The power of AQDT is that given just C6, µ, and as the near threshold bound and
scattering states can be approximated very accurately. Figure 8.2 shows the near threshold
bound states calculated with AQDT, for as = ∞ and a¯. At as = ∞ a bound state exists at
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Figure 8.3: AQDT C−1L=0(E) functions for various values of as/a¯. The location of lowest
s-wave bound states E−1 = −~/2µ(as − a¯)2 for as/a¯ = 5, 10, and 20 are given.
threshold, however the rotational progression also gives L = 4, 8, . . . partial-wave bound
states at threshold and at as = a¯ an L = 2, d-wave bound state exists at threshold.
The MQDT parameters C−2L (E) and tan λL(E) can also be calculated within the AQDT
framework. Gao has written a set of C++ routines that calculate all the AQDT parameters
including C−2L (E) and tan λL(E) for any given C6, µ, and as [111], which was supplied with
a FORTRAN wrapper by Paul Julienne. For Mg+NH; C6=158 EHa60, µ = 9.23268 u, and
a¯ = 12.15 Å, AQDT C−1L=0 functions calculated at various values of as/a¯ are shown in
figure 8.3. The energy of the highest bound state E−1 = −~/2µ(as − a¯)2 have also been
plotted for as/a¯ = 5, 10, and 20. It can bee seen that when as/a¯ = 1 the channel is non-
resonant, however when as/a¯ , 1 a peak occurs in the C−1L=0(E) function when E = E−1.
As C−1 maps the amplitude of the short-range function fˆ to the long-range function f a
peak in C−1 corresponds to an enhancement of the wave function in short-range due to the
near-threshold bound state.
8.5 MgNH
The full coupled channel Mg-NH s-wave scattering length is shown in figure 8.4 as a
function of λscl at an energy of 10−6K and a magnetic field of 10G. To classify the res-
onances present in figure 8.4, the zero-field J = 1 MgNH bound states have also been
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Figure 8.4: Top: Scaled ms = +1 s-wave scattering length as a function of λscl at E=10−6K
and B=10G. λscl = 1.004 and 1.04 are marked. Bottom: Zero-field J = 1 bound states
as a function of λscl, labeled by nL. From the bound state diagram partial waves can be
assigned to each of the resonances in the s-wave scattering length. One the far right,
a large number of n = 1 and 2 bound states cross threshold resulting in a complicated
resonance pattern.
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calculated near-threshold as a function of λscl, as shown in figure 8.4, where J = 1 al-
lows s-wave bound states to exist in the incident n = 0,ms = +1, L = 0 channel. The
resonances labeled L = 0 and 2 are shape resonances due to s and d-wave bound states
that removed from the n = 0 potential well as the well depth decreases. It can be seen
that d-wave resonances occur near a = a¯ in concordance with the angular momentum
independent formulation of MQDT. Resonances labeled by L = 1 and 3 are Feshbach
resonances arising from n = 1, p and f -wave bound states being tuned across threshold
as a function of λscl. On the far right (deeper potential region) of figure 8.4, multiple n = 1
and 2 bound states cross threshold forming a complicated resonance structure.
Previously in chapter 7, energy dependent cross sections were shown for λscl = 1,
1.004, and 1.04, it can be seen from figure 8.4 that the resonance effects are due to an
s-wave shape resonance. To understand the threshold behaviour near the resonance an
MQDT approach can be adopted and in regions in which equation (8.31) is valid, away
from a Feshbach resonance at which point tan λ(E) can become large and the situation is
not as simple [101]. With these limitations in mind the MQDT C−2(E) functions can be
backed out of MOLSCAT.
8.5.1 Extraction of C−2(E) functions from MOLSCAT
Transforming the cross section to be a function of k =
√
2µE/~ and k′ rather than E and
E′,
σα,L→α′,L′(k, k′) = 4piA2k−2C−2L (k)C
−2
L′ (k
′). (8.55)
Cross sections can be calculated as a function of k′ by fixing k in the incoming channel
and varying the magnetic field to vary k′ in the outgoing channel, calculated cross sections
are shown on the left of figure 8.5. For each fixed value of k,
C−2L′ (k
′) ∝ σ(kfixed, k′), (8.56)
and as C−2L (k) → 1 for large k, σ(kfixed, k′) can be normalized to 1 at large k′ to give
C−2L (k
′), as shown on the right of figure 8.5, and a value for the ratio k2fixed/4piA
2C−2L (kfixed)
can be obtained. Cross sections can now be calculated as a function of k for a fixed k′ by
fixing the energy in the outgoing channel and varying the magnetic field, as shown on the
left of figure 8.6. As k′ ≥ k, there is a maximum value of k that can be calculated for each
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Figure 8.5: Left: Cross sections (in Å2) as a function of k′ for a fixed value of kfixed =
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fixed k′, therefore calculations need to be performed for various values of k′. C−2L can now
be extracted by normalizing the right-hand side of
C−2L (k) ∝ k2σ(k, k′fixed)/C−2L′ (k′fixed) (8.57)
to one at large k, where C−2L′ (k
′
fixed) is extrapolated from C
−2
L′ (k
′) in figure 8.5. A2 can now
be simply found by comparing both of C−2 functions to the calculated cross section.
C−2(k) functions extracted from MOLSCAT and those obtained from AQDT for the
non-resonant (λscl = 1.04, as = 33.189 Å) and resonant (λscl = 1.004, as = −2470 Å)
cases are shown in figures 8.7 and 8.8 respectively. It can be seen that the AQDT C−2(k)
functions have the form but not the magnitude of those extracted from MOLSCAT. It can
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Figure 8.9: The coupled channel cross section σCCms=+1,L=0→ms=−1,L=2(E) (shown in red)
compared to the corresponding AQDT cross section, σAQDT (shown in green) for the three
values of λscl, also shown is the predicted functional form of (7.4) (shown in dark-red,
dashed).
also be seen that in the near resonant λscl = 1.004 case the C−2L=0(k) decays as k
′−1 rather
than increasing as k1 in the non-resonant case, which gives the near resonant cross section
dependence as k2k−1k′5 = E−3/2E′5/2 = E1, explaining the change in the cross section
dependence near the resonance.
Using the AQDT C−2(k) functions with equation (8.38) we can compare the exact
coupled channel cross section σCC to the AQDT cross section σAQDT. Figure 8.9 shows
σCCms=+1,L=0→ms=−1,L=2(E) and σ
AQDT
ms=+1,L=0→ms=−1,L=2(E), along with the function form of (7.4)
both fitted at low energy to the coupled channel cross section.
The AQDT cross section obtains the correct form of the coupled channel cross section
both near and far from resonance. However turning point from the E−1/2 region occurs
in σAQDT before σCC. AQDT is for a pure C6 van der Waals potential and the potential
energy surface of Mg+NH is far from an ideal van der Waals potential with large C8 and
C10 coefficients, thus we would not expect σAQDT to completely reproduce σCC.
A σMQDT that should fit σCC much more accurately than σAQDT could be obtained
by numerically calculating the C−2(E) functions on the actual MgNH potential. This
could be done by propagating the scattering wavefunction out to long-range and matching
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to the correct boundary conditions to obtain f (E,R), matching to the short-range WKB
normalized wavefunction fˆ would then yield C−1(E). Propagating back inwards from the
boundary conditions for the irregular solution g(E,R) and thus tan λ(E) can be obtained.
Chapter 9
The Born-Oppenheimer approximation
Conical intersections appear all over chemistry as a function of intermolecular separa-
tions in polyatomic systems [112] and in the following chapters, the Born-Oppenheimer
approximation and its break down in the vicinity of a conical intersections is examined.
A new type of conical intersection as a function of externally applied fields is then intro-
duced, before some of its consequences in ultracold gases are investigated.
9.1 The Born-Oppenheimer Approximation and Gauge
Invariance
9.1.1 Born-Oppenheimer Expansion
Considering a general molecular system, the total Schro¨dinger equation,
HˆΨ(r,R) = EΨ(r,R), (9.1)
has the Hamiltonian,
Hˆ = Tˆn + Tˆe + U(r,R), (9.2)
where Tˆn and Tˆe are the nuclear and electronic kinetic energy operators respectively,
U(r,R) is the total potential energy, and the vectors r and R denote the complete set of
electronic and nuclear coordinates respectively. In this section mass-scaled coordinates,
that are general to any polyatomic molecule are used, in which all distances are scaled to
the same reduced mass M. In the Born-Oppenheimer method [113–115], the electronic
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Hamiltonian Hˆe = Tˆe + U(r,R) is treated as an operator in electronic space only, depend-
ing parametrically on R, with electronic eigenfunctions Φi(r; R) and eigenvalues Vi(R)
that satisfy
HˆeΦi(r; R) = Vi(R)Φi(r; R), (9.3)
and the orthonormality condition∫
Φ∗i (r; R)Φ j(r; R)dr ≡ 〈i(r; R) | j(r; R)〉 = δi j. (9.4)
The total wavefunction Ψ(r,R) can now be expanded, in terms of the set of electronic
eigenfunctions
Ψ(r,R) =
∑
i
χi(R)Φi(r; R) (9.5)
where the coefficients χi(R) are the nuclear wavefunctions. This expansion is known
as the Born-Oppenheimer expansion and provides an exact solution to the full molecular
Schro¨dinger equation (9.1). Substituting the expansion into the full Schro¨dinger equation,
projecting onto each electronic eigenfunction in turn, and integrating over r yields a set
of coupled equations for the nuclear wavefunctions
[
Tˆn + V j(R)
]
χi(R) −
∑
i
Λ jiχi(R) = Eχi(R), (9.6)
where the non-adiabatic coupling terms, Λi j, that describe the interaction between the
fast electronic and slow nuclear motions are given by
Λ ji = δ jiTˆn − 〈 j(r; R) | Tˆn | i(r; R)〉. (9.7)
Given that Tˆn = −∇2R/2M, where ∇R is the gradient operator that extends over all the
nuclear coordinates, the non-adiabatic coupling term can be divided into
Λ ji =
1
2M
[
2〈 j(r; R) | ∇Ri(r; R)〉 · ∇ + 〈 j(r; R) | ∇2Ri(r; R)〉
]
=
1
2M
[
2F ji(r; R) · ∇R + G ji(r; R)
]
(9.8)
where G ji(r; R) is known as the scalar coupling and F ji(r; R) is the derivative coupling,
which is a vector in R.
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Differentiating the normalization condition (9.4) and using the definitions in (9.8) the
following set of relations can be obtained:
F + F† = 0 (9.9)
G + G† + 2F† · F = 0 (9.10)
∇R · F = G + F† · F (9.11)
(2F · ∇R + G)† = 2F · ∇R + G (9.12)
where F and G are matrices with elements F ji(r; R) and G ji(r; R) respectively. Using
relation (9.10) to eliminate G from the set of coupled equations (9.6) gives{
1
2M
[∇R + A]2 + V
}
χ = Eχ, (9.13)
where V is the diagonal matrix of adiabatic potential energies V j(R), and χ is a column
vector with elements χ j. The advantage of using (9.13) over (9.6) is that in (9.13) the
coupling between the electronic and nuclear motion is now confined to only one term
A = −iF.
9.1.2 The Born-Oppenheimer Approximation and Adiabatic Approx-
imation
Taking the gradient ∇R of the electronic Schro¨dinger equation (9.3) the following result
can be obtained for (i , j)
Fi j =
〈i(r; R) | ∇RHˆe | j(r; R)〉
Vi(R) − V j(R) . (9.14)
For well separated electronic potential energy surfaces, the off-diagonal matrix elements
of the non-adiabatic coupling given by (9.14) are taken to be small and can be approx-
imated as zero, the adiabatic approximation. All the non-adiabatic coupling terms are
multiplied by a factor of 1/2M, thus the adiabatic approximation becomes increasingly
accurate with increasing nuclear mass. Furthermore the greater the energetic separation
of the electronic state of interest from other electronic states in the system, the weaker the
dependence of Φ(r; R) on R becomes; thus the diagonal non-adiabatic coupling terms can
be taken to be small or in the Born-Oppenheimer approximation, approximated as zero to
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give [
Tˆn + Vi(R)
]
χi(R) = Eiχi(R). (9.15)
It can be seen immediately from (9.14) that if the the electronic potential energy surfaces
become close or cross the Born-Oppenheimer approximation will break down and Fi j will
become singular.
9.1.3 Gauge Invariance
The electronic Hamiltonian (9.3) allows the determination of the electronic wavefunction,
Φi(r; R), only up to a R-dependent phase factor g(R), and the transformation,
Φ˜(r; R)→ Φ(r; R)eig(R), (9.16)
can always be made. Introducing this transformation into equation (9.13), effects only the
non-adiabatic parameter A
A˜i j = − i〈 j˜(r; R) | ∇Ri˜(r; R)〉 = −i〈 j(r; R)e−ig(R) | ∇Ri(r; R)eig(R)〉
= − i〈 j(r; R)e−ig(R) | eig(R)∇Ri(r; R) + i(r; R)∇Reig(R)〉
= − i〈 j(r; R) | ∇R | i(r; R)〉 + ∇Rg(R)〈 j(r; R) | i(r; R)〉 = Ai j + ∇Rg(R),
which gives {
1
2M
[∇R + A + ∇Rg(R)]2 + V} χ = Eχ. (9.17)
The transformation A → A + ∇Rg(R), is equivalent to a gauge transformation in electro-
magnetic theory with A playing the role of a vector potential and as Φ(r; R) is independent
of g(R), Φ(r; R) is known as gauge invariant. Since the phase introduced is an arbitrary
function of R, it can be chosen to simplify non-adiabatic problems; the importance of this
becomes clear when the crossing of potential energy surfaces are examined.
9.2 Crossing of Potential Energy Surfaces
When electronic potential energy surfaces (PES’s) become energetically close or cross,
the Born-Oppenheimer approximation breaks down and non-adiabatic coupling terms will
become important. In 1936 Teller [116] examined the crossing of potential energy sur-
faces in diatomic molecules and showed that if the surface is a function of two parameters,
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the surfaces will intersect at a point and the surface topology about the point of intersec-
tion will be that of a double cone. In 1963, Herzberg and Longuet-Higgins [117] expanded
Teller’s treatment to polyatomic molecules. Following Herzberg and Longuet-Higgins,
we imagine two potential energy surfaces, Φ1(r; R) and Φ2(r; R) that are two orthonormal
solutions of the the electronic Hamiltonian with the same symmetry. Solutions of the
electronic Hamiltonian can always be expressed in the form
ψ(r; R) = c1Φ1(r; R) + c2Φ2(r; R), (9.18)
where  H11 − E, H12H21 H22 − E

 c1c2
 = 0. (9.19)
For degenerate solutions of (9.19) both of the following independent conditions need to
be satisfied,
H11 = H22, H12 = H21 = 0,
which requires the existence of two independently variable coordinates x and y. Taking
the origin at (H11 = H22 = W, H12 = 0), the following pair of secular equations can be
formed  W + h1x − E lyly W + h2x − E

 c1c2
 = 0, (9.20)
where H11 = W + h1x, H22 = W + h2x and H12 = ly. (9.20) can be re-expressed as W + (m + k)x − E lyly W + (m − k)x − E

 c1c2
 = 0, (9.21)
where m = 12 (h1 + h2) and k =
1
2 (h1 − h2), the eigenvalues,
E± = W + mx ±
√
k2x2 + l2y2, (9.22)
are the equations of a double cone, a conical intersection, with the vertex at the origin,
as shown in figure 9.1. In a diatomic molecule there is only one variable, the interatomic
distance, x, thus an intersection between curves in a diatomic molecule can be thought
of as a slice through a conical intersection with a non-zero off-diagonal term ly , 0
mapping out an avoided crossing. If the two surfaces had different symmetry, l = 0 and
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Figure 9.1: The functional form of a conical intersection: E = ±√x2 + y2
the states cross. For a polyatomic molecule there are many degrees of freedom and conical
intersections can occur at points in two-dimensions or on an (n-1)-dimensional surface in
n dimensions.
The result (9.22) was originally obtain by Teller. Herzberg and Longuet-Higgins ex-
panded Teller’s result by examining the wavefunctions near the intersection. Firstly an
angle θ is defined as,
kx = r cos θ, ly = r sin θ, (9.23)
where
r =
√
k2x2 + l2y2 > 0. (9.24)
Restricting ourselves to the lower surface of the intersection, the coefficients c1 and c2
must satisfy  r + r cos θ r sin θr sin θ r + r cos θ

 c1c2
 = 0, (9.25)
from which it follows that
c1
c2
=
− sin θ
1 + cos θ
= − tan 1
2
θ. (9.26)
Thus if ψ is real
c1 = ± sin 12θ, c2 = ∓ cos
1
2θ, (9.27)
and
ψ− =
 sin θ2− cos θ2
 , ψ+ =
 − sin θ2cos θ2
 . (9.28)
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Therefore as we move around the origin with a constant r, θ goes from 0 → 2pi, c1,
c2 and thus ψ change sign i.e. ψ(θ + 2pi) = −ψ(θ) and the wavefunction must wind
twice around the intersection to return to its initial state ψ(θ + 4pi) = ψ(θ). This change
in the number of times the wavefunction must wind around the closed loop to return
to its initial state means that somewhere inside the the loop there must be a singular
point at which the wavefunction is degenerate. The change in phase of the wavefunction
as it winds around the intersection is known as the geometric phase or the Berry phase
effect, after Berrys’ influential 1984 paper [118], in which it was demonstrated that an
eigenstate slowly transported around a closed circuit C can acquire a geometrical phase
factor exp{iγ(C)} upon returning to its initial position.
9.3 The Geometric or Berry Phase
Before examining the consequences of the geometric phase caused by a conical inter-
section it is important to note that geometric phases and their effects are not unique to
conical intersections. More generally the failure of a quantity to return to itself when
transported around a closed loop in parameter space is know as an anholonomy. Such
anholonomies appear in many diverse areas of physics from the Foucault pendulum to
defects in liquid crystals [119]. One famous example of an anholonomy is the Aharonov-
Bohm effect [120], in which a charged particle moves around a closed path that encircles
a line of magnetic flux; the wavefunction of the charged particle acquires a phase change
proportional to the flux encircled even if the magnetic field is zero along the path trans-
versed by the particle.
We have seen that the sign of the electronic wavefunction changes sign when the nu-
clei encircle a conical intersection. However, the total wavefunction Ψ(r,R) ≈ χ(R)Φ(r; R)
must remain single-valued. Single-valuedness of Ψ can be achieved in two ways. Method
one requires that the nuclear wavefunction χ(R) also changes sign upon completion of
a circuit about the intersection, which is achieved by introducing boundary conditions
on χ(R). Method two is to introduce a geometric phase factor to the electronic eigen-
state [118, 121]
Φ(r; R)→ Φ(r; R)eiθ/2, (9.29)
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which as we have seen is equivalent to the gauge transformation A → A + ∇θ/2 in
the Born-Oppenheimer expansion (9.13). It is clear then, that the non-adiabatic cou-
pling parameter A can no longer be treated as a vanishing quantity, therefore the Born-
Oppenheimer approximation is not valid in the vicinity of conical intersection.
The two methods outlined are completely equivalent, resulting in a choice between
a non-single-valued nuclear wavefunction and a non-vanishing vector potential (gauge)
term in the Hamiltonian. This equivalence can be seen, and physical insight gained by
examining the effect of the geometric phase on a particle moving on a one-dimensional
ring.
9.3.1 States of a Particle on a Ring
Confining a particle to move on a one-dimensional, isotropic (V(R, θ) = V(R)) ring of
radius R0 on the lower surface of the conical intersection, the total wavefunction will have
the form
Ψ(r, θ) = χ(θ)ψ−(r; θ). (9.30)
In method (i), the single-valuedness of Ψ(r, θ) is ensured by requiring the nuclear wave-
function χ(θ) also undergos a sign change upon completion of a circuit about the intersec-
tion. Thus the wavefunctions behave as
χ(θ) = −χ(θ + 2pi) (9.31)
ψ−(r; θ) = −ψ−(r; θ + 2pi) (9.32)
Ψ(r, θ) = Ψ(r, θ + 2pi). (9.33)
The Born-Oppenheimer equation for the nuclear motion,[
− ~
2
2m
∇2 + V(R0)
]
χ(θ) =
[
− ~
2
2mR20
d2
dθ2
+ V(R0)
]
χ(θ) = Eχ(θ), (9.34)
is satisfied by normalized wavefunctions of the form
χml(θ) =
1√
2pi
e−imlθ (9.35)
where ml is a dimensionless number that represents the rotational angular momentum
of the particle. The multi-valued boundary condition (9.31) implies eimlθ = −eimlθeiml2pi
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which is satisfied by half-integer values of ml = ±12 ,± 32 , . . . = mhalfl . The eigenvalues
follow directly from (9.35),
Emhalfl =
~2
2mR20
(
mhalfl
)2
+ V(R0). (9.36)
Multivalued basis functions, as used in method (i), can be hard to work with and
method (ii) introduces a phase factor to electronic wavefunction to compensate for the
sign change,
ψSV(r; θ) = eiθ/2ψ−(r; θ) (9.37)
and ensure the singlevaluedness of Ψ(r, θ) = χ(θ)ψSV(r; θ). As we have seen in section 9.1,
the phase factor modifies the nuclear momentum operator, introducing a non-vanishing
vector potential term[
~2
2m
(
−i∇ + ∇θ
2
)2
+ V(R0)
]
χ(θ) =
 ~22mR20
(
−i d
dθ
+
1
2
)2
+ V(R0)
 χ(θ) = Eχ(θ). (9.38)
Equation (9.38) is satisfied by wavefunctions of the form (9.35), but as χ(θ) = χ(θ + 2pi)
ml is integer quantized mintl = 0,±1,±2, . . .. The eigenvalues are therefore
Emintl =
~2
2mR20
(
mintl +
1
2
)2
+ V(R0). (9.39)
It can be seen that method (i) and (ii) produce the same set of eigenvalues and that the
half-integer angular momentum quantization that appeared in χ(θ) in method (i) appears
in the nuclear momentum operator in method (ii).
9.4 Conical Intersections in Triatomic Systems
The simplest systems in which a conical intersection occur are in triatomic X3 clusters,
which have a conical intersection at the equilateral triangle D3h geometry. One such
system is the Na3 trimer in its electronic ground Na3(X) state, which has been the subject
of a number of experimental and theoretical studies [122–124]. The free pseudorotational
mode of Na3, in which the trimer is in a distorted triangular C2v arrangement, takes the
trimer around the conical intersection, resulting in observable half-integer quantization of
the vibrational angular momentum.
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The H+H2 reaction has been studied extensively, however the effect of the geometric
phase effect on the reaction was less clear. Detailed experimental results up to energies
of 2.5 eV, with the conical intersection seam at E = 2.7 eV, showed good agreement with
calculations in which the geometric phase was neglected. Kuppermann and Wu [125],
predicted that the geometric phase effects should have a noticeable effect on state-to-state
product distributions. They argued that the apparent absence of geometric phase effects
in the experimental results, was due to the effect being confined to a narrow energy range
and thus hard to detect. Kendrick [126] performed a set of quantum reactive scattering
calculations that included the geometric phase effect via a vector potential approach, pre-
dicted that geometric phase effects would appear in the individual state-to-state reaction
probabilities, which would cancel when summed to give differential and integral cross
sections, although why the effects canceled was not clear. This disagreement was re-
solved by Althorpe [127–129] who developed a simple and general topological approach
to the problem. That takes the product of the topologically different wavefunctions, which
encircle the conical intersection an even and odd number of times. Using this approach
it was found that small geometric phase effects appeared in individual state-to-state reac-
tion probabilities but that the topologically distinct paths scattered into different regions
of space causing the cancelation these small geometric phase effects in the summed dif-
ferential and integral cross sections; demonstrating that Kendrick was correct.
Chapter 10
Conical Intersection in External Fields
10.0.1 Parity in Electromagnetic Field
The inversion or parity transformation [44] is defined as
Pˆ

x
y
z
 =

−x
−y
−z
 , (10.1)
which has the effect of changing an initial right-handed into a left-handed system. A gen-
eral vector r = (x1, x2, x3), that transforms under parity as Pˆ(x1, x2, x3) = (−x1,−x2,−x3)
has negative components relative to the transformed axes. Vectors that have this behavior
are called polar vectors, figure 10.1.
A fundamental difference appears for a vector that is defined as the cross product
of two polar vectors. Let C = A × B, where both A and B are polar vectors; when the
coordinate axes are inverted under the parity transformation Ai → −A′i , and B j → −B′j, but
from the definition of C, Ck → +C′k. Thus C does not behave as a polar vector; it remains
unchanged in the parity transformed axes, and is known as an axial or pseudo vector, as
shown in figure 10.1. In addition an axial vector in a right-handed coordinate system has
a sense of rotation associated with it given by the right-hand rule. The difference between
polar p and axial q vectors can be seen by a reflection in the xz plane
p = (px, py, pz)→ p’ = (px,−py, pz)
q = (qx, qy, qz)→ q’ = (−qx, qy,−qz).
(10.2)
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Figure 10.1: Behaviour of a polar (left) and axial (right) vector under inversion of carte-
sian coordinates (parity transformation). A polar vector transforms as r = (x, y, z)→ r′ =
(x′, y′, z′) = (−x,−y,−z) and an axial vector transforms as r = (x, y, z)→ r′ = (x′, y′, z′) =
(+x,+y,+z). The sign of a polar vector r reverses with a reversal of the coordinate axes
(odd parity), but the sign of a axial vector remained the same with a reversal of the coor-
dinate axes (even parity). Images adapted from [44].
For the physical case of parity in an electric field [73], we can imagine a charge mov-
ing in a uniform electric field at a right angle towards a mirror, as shown in figure 10.2,
in the reflected situation the electric field E, the force acting on the particle F, and the
particles velocity v are all reversed and therefore we can not tell if we are in reflected
world and E is a polar vector and PˆE = −E.
Considering a positively charged particle moving in an anti-clockwise direction in a
magnetic field B directed into the plane of the paper, as shown in figure 10.2. Applying
a parity transformation in a mirror plane parallel to the plane of the paper leaves the
force acting on the particle and the direction of the current unchanged and hence leaves
the magnetic field unchanged, hence B is an axial vector and PˆB = B. In fact, it is
immediately apparent that is an axial vector from the Maxwell-Faraday equation ∂B/∂t =
−∇ × E.
10.0.2 A Conical Intersection as a Function of Electromagnetic Fields
As was shown in section 10.0.1, in the absence of an electric field the parity of atomic or
molecular states are conserved, so it is possible to tune the magnetic field so that two levels
of different parity cross one another and at some point are exactly degenerate. However,
applying a simultaneous electric field will remove parity conservation, mixing the two
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Figure 10.2: Top: motion of a positive charge moving towards a mirror in a uniform
electric field (RHS), in the reflect world (LHS), a parity transformation, the field and
force have changed sign and the particle is still accelerating towards the mirror, thus we
can not tell if we are in a reflected world, PˆE = −E. Bottom: Motion of a positively
charged particle in a uniform magnetic field (into the paper), a reflection in the plane of
the paper leaves the velocity and force acting on the particle and hence the magnetic field
unchanged, PˆB = B.
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states resolving the degeneracy and creating an avoided crossing between the two states
[65]. Conical intersections can thus occur at points where the electric field is zero in
electromagnetic field space. It is therefore possible to envisage an arrangement of fields
that creates conical intersections between two atomic or molecular levels as a function of
external spatial coordinates rather than the more conventional internal coordinates.
Conical intersections of this type can in principle be observed in any system where
two states of opposite parity can be tuned into degeneracy with a magnetic field and can
then be coupled with an electric field. However, for atomic systems states of different
parity are usually far apart at zero field. More accessible examples are provided by gases
of heteronuclear alkali-metals which are the targets of current experiments. To illustrate
this effect a gas of KRb molecules in a single vibrational level of the lowest triplet state
a3Σ+, which was recently formed experimentally [32], is considered.
Before moving on to examining induced avoided crossings in KRb(a3Σ), it is worth
noting that the proposed electromagnetic field-induced conical intersections differ from
conical intersections in diatomic molecules created at very strong magnetic fields that
have importance in astrophysical-chemistry [130–132]. These very strong-field intersec-
tions occur at magnetic field strengths that are of the order of 105 T, which can be found
near astrophysical objects such as white dwarfs and neutron stars. In a magnetic field of
such strength the rotation to the diatomic molecule about an axis perpendicular to the field
is hindered. When the diatomic molecule is parallel to the field direction θ = 0, the point
group symmetry is C∞h and electronic potential energy surfaces can cross as a function
of the interatomic distance R. However, when the diatomic molecule is not parallel to the
field axis θ , 0 the point group symmetry is Ci and thus surfaces that crossed at θ = 0
can avoided cross at θ , 0, forming a conical intersection as a function of R and θ. The
strong field conical intersections are still a function of an internal coordinate and occur at
fields well beyond anything that is currently attainable in a laboratory, whereas the elec-
tromagnetic field-induced conical intersections proposed here are independent of internal
coordinates and are attainable at laboratory fields.
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Figure 10.3: The lowest few rovibrational states of KRb as function of magnetic field.
10.1 The Rovibrational States of 41K87Rb (a3Σ+)
A simplified Hamiltonian for the a3Σ state of KRb has the form
H = BNˆ2 +
2
3
λ
(
Sˆ 2 − 3Sˆ 2z
)
+ geµBBZ MS −E · d, (10.3)
where B is the molecular rotational constant, λ is the spin-spin coupling constant, S z is
the projection of S onto the molecular axis, BZ is the magnetic field orientated along the
space-fixed Z axis, and E and d are the electric field and molecular electric dipole moment
respectively. KRb has not been characterized in detail spectroscopically, but electronic
structure calculations give an equilibrium distance re = 5.901 Å for the triplet state [133].
This allows B and λ for the lowest vibrational level to be estimated as B = 0.01813
cm−1 and λ = −0.00632 cm−1. The dipole moment function has been calculated by
Kotochigova, Julienne and Tiesinga [134] and has a value around 0.051 D near re.
The Hamiltonian can be conveniently expanded in the fully decoupled basis set |
nmn〉 | sms〉, where n is the rotational quantum number and s is the electron spin of the
molecule; mn and ms are the respective projections onto the space-fixed axis. The evalu-
ated matrix elements are identical to those in the monomer Hamiltonian for atom-diatom
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nmnms | 000〉 | 100〉 | 11 − 1〉 | 1 − 10〉 | 10 − 1〉 | 21 − 1〉
〈000 | 0 − Ed√
3
cos χ 0 Ed√
6
sin χ 0 2√
15
λ
〈100 | − Ed√
3
cos χ X1 410λ 0 0 0
〈11 − 1 | 0 410λ X2 0 0 − Ed√5 cos χ
〈1 − 10 | Ed√
6
sin χ 0 0 X3 45λ 0
〈10 − 1 | 0 0 0 45λ X4 Ed√10 sin χ
〈21 − 1 | 2√
15
λ 0 − Ed√
5
cos χ 0 Ed√
10
sin χ X5
Table 10.1: Hamiltonian matrix of relevant basis functions, in the | nmnms〉, showing the
coupling between different KRb Zeeman states caused by an electric field, E at an angle
χ to the magnetic field BZ . Xi are non-zero diagonal matrix elements.
collisions, that are given in chapter 3.
Figure 10.3 shows the lowest few rotational states of KRb(a3Σ+), in the absence of an
electric field, as a function of magnetic field. The rotational states shown is figure 10.3
are in the limit of Hund’s case (b) coupling in which n couples to s forming j, the total
molecular angular momentum. At zero field, the n = 0 level has a single sublevel with
total angular momentum j = 1, while the n = 1 level is split into 3 sublevels with j = 0,
1 and 2. When a magnetic field is applied, each of these sublevels is split into 2 j + 1
components each labeled by m j.
There are a number of points in figure 10.3 at which states cross as a function of
magnetic field, where we would expect to induce avoided crossing by applying a non-zero
electric field. However the orientation of the electric field with respect to the magnetic
field will affect the avoided crossing.
10.2 Avoided Crossings as a Function of χ
The Stark Hamiltonian E · d can be written as Ed cos χ where χ is the angle between the
space-fixed Z-axis and the electric field direction Eˆ. Fixing the electric field allows the
effect of χ on induced avoided crossings to be examined.
Figure 10.4 shows the effect of χ on the set of n = 1 states crossing the | n = 0 j =
1m j = 0〉 states at around 370 Gauss, for an electric field of 2.5 kV cm−1. It can be
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Figure 10.4: The χ dependence of electric field induced avoided crossings at E = 2.5 kV
cm−1. The states are labeled | n(mnms) jm j〉
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seen clearly in figure 10.4 that as χ is varied the width of induced avoided crossings
varies, and at parallel (χ = 0) and perpendicular (χ = pi/2) field arrangements different
avoided crossings exist [54]. This behaviour can be understood by examining the reduced
Hamiltonian matrix (shown in table 10.1) that shows the field-induced coupling between
the states shown in figure 10.4.
For the case of parallel magnetic and electric fields (figure 10.4(a)), the space-fixed
projection of the total angular momentum m j is conserved and an avoided crossing is only
induced between the | n = 1mn = 1ms = −1〉 and | n = 0mn = 0ms = 0〉 states. From
the matrix elements in table 10.1 we can see that | 000〉 is coupled to | 11 − 1〉 via an
interplay of the spin-spin interaction λ terms and Ed cos χ terms. It is clear then, that
at perpendicular fields (cos χ = 0) the coupling between the states is zero and the states
cross.
Rotating the electric field away from the parallel configuration removes the m j con-
servation, allowing avoided crossings to be induced between states that differ in m j. The
coupling between the | 10 − 1〉 and | 000〉 states occurs via spin-spin and Ed sin χ terms,
thus at perpendicular fields the crossing has its maximum width. There is also an avoided
crossing between the | 000〉 and | 1 − 1 − 1〉 states. However, the coupling between these
states is of higher order in λ and Ed sin χ, thus the width is much smaller, such that the
avoided crossing cannot be seen on the scale of figure 10.4 and at χ = pi/2 it has a width
of approximately 5 × 10−6 cm−1.
10.3 Isotropic Conical Intersection and Trapping Poten-
tial
In an experimental situation the electromagnetic fields would be applied to a trapped gas
of KRb molecules. For the trapped molecules to fully encircle any induced intersection
the anisotropy along the path of the molecules needs to be as small as possible. Thus
the crossing between the high-field-seeking | n = 0 j = 1m j = +1〉 state and the low-
field-seeking | n = 1 j = 1m j = 0〉 state near BZ = 187 G is examined. As the crossing
states differ in m j, an electric field that is perpendicular, χ = pi/2, to the magnetic field is
considered.
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Figure 10.5: Toroidal shaped trapping potential created in the lower surface of a conical
intersection formed by perpendicular space-fixed electromagnetic fields, with field gradi-
ents dBZ/dX = 5 G cm−1 and dE/dY = 6.723 kV/cm2, and an optical trapping potential
that has a height of 7 µK at ρ = 30 µm.
An experiment may be envisaged in which the KRb molecules are trapped in an cylin-
drically symmetric optical potential centered at the origin in the space-fixed XY plane, of
the form
Vopt (ρ, φ, Z) =
1
2
M
(
ω2ρρ
2 + ω2ZZ
2
)
(10.4)
where ρ2 = X2 + Y2. The trapped molecules are then subjected to a magnetic field BZ ,
orientated along the space-fixed Z axis, which varies along the X axis with field gradient
dBZ/dX. An inhomogeneous electric field E is then oriented along the X axis with a
magnitude which varies with Y as dE/dY , vanishing on a plane at Y = 0. This will create
a seam of conical intersections along the line 0, 0,Z where X = 0 is defined as the position
at which the magnetic field brings the two states into degeneracy.
Taking an experimentally feasible optical trapping potential with a height of 7 µK at
ρ = 30 µm [135], and feasible magnetic and electric field gradients of 5 G/cm and 6.8
kV/cm2 respectively, creates a doughnut (toroidaly) shaped potential around the conical
intersection as shown in figure 10.5.
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10.3.1 Removing the anisotropy in the toroidal potential
Despite choosing a more isotropic intersection, the potential shown in figure 10.5 has
significant anisotropy (about 10 nK), which is manifested as an asymmetry along a cut
with Y = 0 as shown schematically in the lower-left panel of figure 10.6. However,
the anisotropy of the toroidal trapping potential Vtrap(φ) can be controlled by offsetting
the optical trapping potential from the point of intersection. Assuming that the KRb
eigenstates are linear as a function of magnetic field over the range of the intersection,
with respective gradients a and b, the asymmetry along Y = 0 will be zero when the
optical trap is centered at x0 = (a + b)/(2Mωρ). The potential now will have different
depths along the X and Y axes. This can be minimized by adjusting the electric field
gradient. The right-hand side of figure 10.6 shows the optimized trapping potential with
an angular anisotropy on the order of 0.01 nK, where x0 = 0.0715 µm and dE/dY = 6.723
kV/cm2.
10.4 Single Particle States in the Toroidal trapping po-
tential
For a single KRb molecule moving in a toroidal potential such as that shown in figure 10.6,
the Hamiltonian is given by
Hˆ =
−~2
2m
{
∂2
∂ρ2
+
1
ρ
∂
∂ρ
+
1
ρ2
∂2
∂φ
+
∂2
∂Z2
}
+ V(ρ,Z), (10.5)
where the toroidal potential is defined as
V(ρ,Z) =
1
2
kρ(ρ − ρ0)2 + 12kZZ
2 = V(ρ) + V(Z), (10.6)
where kρ and kZ are constants and ρ0 is the location of the toroidal minimum in the
XY-plane. Separating the longitudinal, radial, and rotational degrees of freedom in a
trial wave function Ψ(ρ, φ, Z) = ψ(ρ)Φ(φ)ϕ(Z) and substituting into the time-independent
Schro¨dinger equation gives
HˆΨ(ρ, φ, Z) = − ~
2
2m
{[
∂2
∂ρ2
ψ(ρ) +
1
ρ
∂
∂ρ
ψ(ρ)
]
Φ(φ)ϕ(Z) + ψ(ρ)
[
1
ρ2
∂2
∂φ2
Φ(φ)
]
ϕ(Z)
+ ψ(ρ)Φ(φ)
[
∂2
∂Z2
ϕ(Z)
]}
+ V(ρ,Z)ψ(ρ)Φ(φ)ϕ(Z) = Eψ(ρ)Φ(φ)ϕ(Z), (10.7)
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which can be rearranged to give
E = − ~
2
2m
{
1
ψ(ρ)
[
∂2
∂ρ2
ψ(ρ) +
1
ρ
∂
∂ρ
ψ(ρ)
]
+
1
ρ2Φ(φ)
∂2
∂φ2
Φ(φ)
}
+ V(ρ) − ~
2
2m
1
ϕ(Z)
[
∂2
∂Z2
ϕ(Z)
]
+ V(Z) = Eρ,φ + EZ . (10.8)
The equation for EZ is just the one-dimensional harmonic oscillator equation [42], with
the eigenvectors
ϕvZ (Z) = NvZ HvZ (αZ) e
−α2z Z2/2 (10.9)
and the eigenvalues
EvZ = (vZ + 1/2) ~ωZ, (10.10)
where vZ is an integer, ωZ =
√
kZ/m, α2Z =
√
mkZ/~, Hvz(z) is a Hermite polynomial, and
NvZ =
(
αZ/2vZ vZ!
√
pi
) 1
2 .
Dividing the equation for Eρ,φ by ρ2 yields
− 1
Φ(φ)
∂2
∂φ2
Φ(φ) =
1
ψ(ρ)
(
ρ2ψ′′(ρ) + ρψ′(ρ)
)
+
2mρ2
~2
(
Eρ,φ − V(ρ)
)
, (10.11)
which can be separated to give separate equations in ρ and φ
∂2
∂φ2
Φ(φ) = −m2l Φ(φ) (10.12)
ρ2ψ′′(ρ) + ρψ′(ρ) +
2mρ2
~2
(E − V(ρ))ψ(ρ) = m2l ψ(ρ). (10.13)
Equation (10.12) is just the one dimensional particle on a ring equation, that is satisfied
half integer values of ml = mhalfl = ± 12 ,±32 , . . ., under the geometric phase boundary
conditions Φ(φ) = −Φ(φ + 2pi) as shown in section 9.3. The radial equation (10.13) can
be simplified by substituting in the frequency ωρ =
√
kρ/m and by using the substitution
ψ(ρ) = y(ρ)/
√
ρ,
− ~
2
2m
y′′(ρ) +
{
− ~
2
2mρ2
((
mhalfl
)2
+
1
4
)
+
1
2
mω2(ρ − ρ0)2 − Emhalfl
}
y(ρ) = 0. (10.14)
First-order perturbation theory allows the separation of the radial hamiltonian into Hˆ =
Hˆ(0) + Hˆ(1), where
Hˆ(0)y(ρ) = − ~
2
2µ
y′′(ρ) − 1
2
µω2(ρ − ρ0)2y(ρ) = E(0)y(ρ), (10.15)
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and
Hˆ(1)y(ρ) = − ~
2
2µρ2
((
mhalfl
)2
+
1
4
)
y(ρ) = E(1)y(ρ). (10.16)
Hˆ(0)y(ρ) is the one dimensional harmonic oscillator equation with the eigenvectors
yvρ(ρ) = NvρHvρ
(
αρ(ρ − ρ0)
)
e−α
2
ρ(ρ−ρ0)2/2 (10.17)
and eigenvalues
E(0)vρ =
(
vρ + 1/2
)
~ω, (10.18)
where vρ is an integer, α2ρ =
√
mkρ/~, Hvρ(z) is a Hermite polynomial, and Nvρ =
(
αρ/2vρ
vρ!
√
pi
) 1
2 . Solutions to Hˆ(1) can be approximated by taking an equilibrium value for ρ = ρ0
and treating ~2/2µρ20 as a constant,
E(1)
mhalfl
=
~2
2µρ20
((
mhalfl
)2
+
1
4
)
= brot
((
mhalfl
)2
+
1
4
)
. (10.19)
The total toroidal wave functions are thus
Ψvρ,ml,vZ (ρ, φ, Z) = yvρ(ρ)Φml(φ)ϕvZ (Z), (10.20)
with the eigenvalues spectrum
Evρ,mhalfl ,vZ =
(
vZ +
1
2
)
~ωZ +
(
vρ +
1
2
)
~ωρ + brot
((
mhalfl
)2
+
1
4
)
. (10.21)
In order for geometric phase effects to be observed, the angular anisotropy of the
toroidal trapping potential V(φ) must be small enough to allow the wavefunction to fully
encircle the intersection. For the potentials shown in Fig. 10.6, 12~ωρ ≈ 4 nK and brot ≈ 0.5
nK. For the potential on the left-hand side, the anisotropy is large compared to brot, so that
the single-particle wavefunction will be localized on one side of the trap. However, for the
potential on the right-hand side, the anisotropy is small compared to brot and the single-
particle wavefunction will fully encircle the conical intersection and exhibit half-integer
quantization.
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Figure 10.6: Toroidal potentials formed around conical intersections. Left-hand panels:
potential formed when the optical trapping potential (7 µK at 30 µm) is centered at the
point of intersection (ρ=0), with field gradients 5 G/cm Xˆ and 6.8 kV/cm2 Yˆ. Right-hand
panels: potential formed when the trapping potential is offset along Xˆ by x0 = 0.0715
µm, with field gradients 5 G/cm Xˆ and 6.723 kV/cm2 Yˆ. The electric field gradient is
chosen to minimize the anisotropy in each case. The well depths are given in nK relative
to the point of intersection. The lower panels show schematic cuts through the potential
at Y = 0: KRb eigenstates (red, dashed), optical trapping potential (blue, dot-dashed) and
the resultant toroidal potential (black, solid).
Chapter 11
Many-Body Physics in Ultracold Gases
In chapter 10 it was shown that a conical intersection could be created in ultracold molecules
with externally applied electromagnetic fields and the single-particle energy spectrum was
obtained for a molecule in a toroidal trapping potential that encircled the intersection. The
presence of the intersection induced half-integer quantization of angular momentum, re-
moving the stationary ml = 0 state and forcing the molecule to rotate in the trap. In
reality we are not dealing with isolated molecules but with trapped gases of molecules
and therefore an understanding of the many-body interactions between the molecules and
their effects on the trapped gas are key.
To go beyond the single-particle states and to start examining many-body effects, we
take the simplest case and assume that the toroidal trapping potential is tight, confining
the gas to move on a quasi-one-dimensional ring.
11.1 Exact Analysis of a 1D Bose Gas
The physics of one-dimension systems has long been an active area of research, and
the recent experimental realization of quasi-one-dimensional Bose-Einstein condensates
[136–140] has only served to increase the levels of research in this area. An example
of such a one-dimensional system is the Tonks-Girardeau gas of impenetrable bosons,
in which the repulsive interactions between particles dominate to such an extent that the
bosons cannot exchange places and cannot occupy the same location in space. This ef-
fectively mimics the Pauli exclusion principle, forcing the bosons to exhibit fermionic
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characteristics. Girardeau [141] showed that in this case, there is a one-to-one mapping
between a system of impenetrable bosons and a system of non-interacting fermions, with
the two systems showing identical energy spectra. However the bosons don’t behave as
ideal fermions and the momentum distribution in the two systems differ. Although first
considered in 1960 the first experimental realization of a Tonks-Girardeau gas wasn’t until
2004 when Paredes et al. [139] observed the effect in a one-dimensional gas of rubidium
atoms.
In 1963 Lieb and Liniger [142] generalized Girardeau’s result from infinite to finite
interaction strengths, deriving a set of N − 1 exactly soluble coupled equations for N
finite spinless bosons in one dimension interacting via a pairwise δ-function interaction.
Lieb and Liniger proceeded to explicitly solve this system for two particles and in the
thermodynamic limit, in which the length of the one-dimensional box L goes to infinity
while the particle density N/L remains constant. However, it wasn’t until 1998 that the
exact solution of the finite-N problem was solved for more than two particles, when Muga
and Snider [143] derived the eigenstates and eigenvalues for the three particle problem.
So far there has been no exact solutions derived for N > 3. However, numerical solutions
to the set of coupled equations can be found and in 2005 Sakmann et al. [144] calculated
the ground state energy as a function of the interaction strength for N ≤ 50.
What follows is an outline of Lieb and Liniger’s derivation of the N − 1 coupled
equations for a one-dimensional box of length L with periodic boundary conditions, this
one-dimensional box is analogous to a ring of circumference L. This is followed by a
derivation of the coupled equations with geometric phase boundary conditions applied to
the box.
11.2 Exact Analysis with Periodic Boundary Conditions
The Schro¨dinger equation for N particles in one dimension interacting via a δ-function
contact interaction in dimensionless units is− N∑
i=1
∂2
∂x2i
+ 2c
∑
<i, j>
δ(xi − x j)
ψ = Eψ, (11.1)
where 2c is the amplitude of the δ-function and for the case of repulsive interactions c ≥ 0.
The δ-function interaction is equivalent to a jump in the derivative of the wavefunction by
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2c when the particles touch,(
∂
∂x j
− ∂
∂xk
)
ψ|x j=xk+ −
(
∂
∂x j
− ∂
∂xk
)
ψ|x j=xk− = 2cψ|x j=xk . (11.2)
Considering the region, R : 0 ≤ xi ≤ L, over which ψ is periodic such that
ψ(x1, x2, . . . , xi, . . . , xN) = ψ(x1, x2, . . . , xi + L, . . . , xN),
a region R1 can be defined as
R1 : 0 ≤ x1 ≤ x2 ≤ . . . ≤ xN ≤ L. (11.3)
For identical bosons the knowledge of ψ in R1 is equivalent to the full knowledge of ψ
in R, thus only the region R1 need be considered. Inside the region R1 the Schro¨dinger
equation (11.1) and the δ-function boundary conditions (11.2) reduce to
−
N∑
i=1
∂2
∂x2i
ψ = Eψ (11.4)
and (
∂
∂x j+1
− ∂
∂x j
)
ψ|x j+1=x j = cψ|x j+1=x j . (11.5)
Considering the periodic boundary condition for ψ in R, ψ(x1 = 0, x2, . . . , xN) = ψ(x1 =
L, x2, . . . , xN), it can be seen that the righthand side is not in the region R1, but by definition
ψ(x1 = 0, x2, . . . , xN) = ψ(x2, . . . , xN , x1 = L). Therefore the periodic boundary conditions
over R are equivalent to
ψ(x1 = 0, x2, . . . , xn) = ψ(x2, . . . , xn, x1 = L) (11.6)
∂
∂x1
ψ(x1 = 0, x2, . . . , xn) =
∂
∂x1
ψ(x2, . . . , xn, x1 = L), (11.7)
in R1.
11.2.1 The Bethe Ansatz
Lieb and Linigers’ solution to the set of equations (11.4,11.5,11.6) was found by by in-
troducing the Bethe ansatz [145, 146] (for an english translation see [147]), which was
initially developed by Bethe in 1931 to obtain a solution to the one-dimensional Heisen-
berg model of magnetism. In the Heisenberg model only pairs of nearest-neighbor spin- 12
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particles interact. From the conservation of total angular momentum each eigenstate is a
linear combination of all N! states that have the same number of up and down spins. For
each of the N! permutated states the ansatz wavefunction is taken as the superposition of
single particle plane wave states. Adapting this ansatz to the boson case, we define the
ordered set of single particle momenta {k} = (k1, . . . , kN), where k1 < k2 < . . . < kN ,
and take the solution to be a linear combination of all N! permutations of plane wave
superpositions
ψ(x1, . . . , xN) =
∑
P
a(P)P exp
i N∑
j=1
k jx j
 , (11.8)
where a(P) is a coefficient depending on the permutation P.
In order to determine the coefficient a(P) so that ψ satisfies the Schro¨dinger equation
in R1,
E =
N∑
j=1
k2j , (11.9)
set x1 = x2 and let P be the permutation that takes {k} into (p, q, k3, . . . , kN) and Q be the
permutation that takes {k} into (q, p, k3, . . . , kN), where q = k1 and p = k2. Substitution of
the P and Q terms of ψ into the R1 δ-function boundary condition (11.5) gives
i(q − p)[a(P) − a(Q)] exp
i(p + q)x1 + N∑
j=3
k jx j

= [a(P) + a(Q)]c exp
i(p + q)x1 + i N∑
j=3
k jx j
 , (11.10)
which is satisfied by
a(Q) = −a(P)c − i(q − p)
c + i(q − p) = −a(P) exp(iθpq), (11.11)
where θi j = θ(ki − k j) and
θ(r) = −2 tan−1(r/c). (11.12)
Regarding ψ as a sum of N!/2 pairs of P and Q like permutations, (11.11) is substituted
back into (11.8) and using the definitions a(I) = 1 and θkk = 0, yields a set of N equations
with N unknowns,
(−1)N−1e−ik jL = exp
i N∑
s=1
θs j
 . (11.13)
11.2. Exact Analysis with Periodic Boundary Conditions 121
Taking the product of all N equations in (11.13);
((−1)N−1)N exp
−i N∑
j=1
k jL
 = exp
i N∑
j=1
 N∑
s=1
θs j

 , (11.14)
and matching exponents gives
−
N∑
j=1
k jL =
N∑
j=1
N∑
s=1
θs j. (11.15)
The double summation in (11.15) gives N2−N pairs of the form; θ12 +θ21 + . . .+θab +θba +
. . .+θN−1,N +θN,N−1, and as θi j = −θ ji each of these pairs can be considered independently,
θ12 + θ21 = −2
(
tan−1
(
k1 − k2
c
)
+ tan−1
(
k2 − k1
c
))
= 0, 2pi, 4pi, . . . , (11.16)
and thus considering all pairs, the total momentum is
p =
N∑
j=1
k j =
2pin
L
, (11.17)
where n is an integer. It can also be seen that if {k} is a solution to (11.13) then {k′} is also
a solution where
k′i = ki + 2pin0/L, (11.18)
for any integer n0. Therefore for any state of momentum p, there exists a state with
momentum p′ = p + 2pin0ρ where ρ = N/L and for any state with momentum |p| ≥ piρ,
there is a corresponding state with momentum in the range −piρ < p ≤ piρ.
11.2.2 The Two-body Solution
To illustrate the above equations, the two-body case is examined in more detail. Starting
from the boundary conditions (11.6) and the Bethe ansatz wavefunction (11.8) we have
ψ(x1, x2) = ei(k1 x1+k2 x2) − eiθ21ei(k1 x2+k2 x1)
∂
∂x1
ψ(x1, x2) = ik1ei(k1 x1+k2 x2) − ik2eiθ21ei(k1 x2+k2 x1)
(11.19)
and
ψ(x2, x1) = ei(k1 x2+k2 x1) − eiθ21ei(k1 x1+k2 x2)
∂
∂x1
ψ(x2, x1) = ik2ei(k1 x2+k2 x1) − ik1eiθ21ei(k1 x1+k2 x2).
(11.20)
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Equating the derivatives of the wave functions,
∂
∂x1
ψ(x1, x2)|x=0 = ∂
∂x1
ψ(x2, x1)|x=L, (11.21)
and matching like terms for k1 and k2, gives
−ik1eiθ21ei(k1L+k2 x2) = ik1eik2 x2
ik2ei(k1 x2+k2L) = −ik2eiθ21eik1 x2 ,
(11.22)
which results in equation (11.13) for two particles
−e−ik1L = eiθ21
−eik2L = eiθ21 = e−iθ12 .
(11.23)
Multiplying both equations in (11.23) and equating exponents gives
(k2 − k1) L = 2θ(k2 − k1) + 2pin1, (11.24)
where n1 is an integer, the second term on the right hand side of (11.24) arises to remove
any ambiguity in θ as exp(2pin1) = 1. Defining, δ = (k2 − k1)L and γ = 12cL gives
δ = 2θ(k2 − k1) + 2pin1 = −4 tan−1(δ/2γ) + 2pin1. (11.25)
Noting that when n1 = 0 and δ = 0 there is no solution and the allowed values of δ are in
the range 2pi(n1 − 1) < δ < 2pin1, solutions for k1 and k2 now can be found from
−eik2L = ei δ2 eipin1 = −e−ik1L. (11.26)
For odd n1, eipin1 = −1 and
k2L = −k1L = δ2 ,
p =
N∑
j=1
k j = 0,
(11.27)
for even n1, eipin1 = +1 and
k2L =
δ
2
+ pi
k1L = −δ2 + pi
p = 2pi/L.
(11.28)
As n1 = 0 has no solution, the two-body ground state corresponds to n1 = 1 and has zero
momentum.
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11.2.3 N-Body Solution
Having explicitly evaluated the two-body solution, the N-body solution now follows from
(11.13). Dividing two successive equations and equating the exponents gives
δ j ≡ (k j+1 − k j)L =
N∑
s=1
(θs, j − θs, j+1) + 2pin j, (11.29)
where j = 1, 2, . . . ,N − 1 and n j is an integer depending on j, as θk j is a monotonically
increasing function of j, n j ≥ 1. It is clear from inspection that
k j =
1
L
[
(k j − k j−1)L − (k j−1 − k j−2)L − . . . − (k2 − k1)L
]
+ k1 = k1 +
1
L
j−1∑
s=1
δs (11.30)
and
kα − kβ = 1L
α−1∑
s=β
δs, (11.31)
where α > β. From (11.29) and (11.30) it is clear that once the δ j=1 equation for k1 is
satisfied, the rest of the k j values will follow. Choosing k1 such that
k1 = −1L
N∑
s=1
θs1 − 2pimL +
(N)
L
= −1
L
N∑
s=1
θ
1L
s−1∑
j=1
δ j
 − 2pimL + (N)L ,
(11.32)
where m is a non-arbitrary integer, (N) = pi for even N and 0 for odd N. The total
momentum can be expressed from k1 as
p =
N∑
j=1
k j = Nk1 +
1
L
N−1∑
j=1
(N − j)δ j = 1L
N−1∑
j=1
(N − j)δ j − ρ
N∑
j=1
θ j1 − 2pimρ+ (N)ρ, (11.33)
where ρ = N/L and −piρ < p ≤ piρ fixes a value for m.
11.3 Exact Analysis with Geometric Phase Boundary Con-
ditions
Introducing a geometric phase to the ring will impose the following R1 boundary condi-
tions,
ψ(x1 = 0, x2, . . . , xn) = −ψ(x2, . . . , xn, x1 = L)
∂
∂x1
ψ(x1, x2, . . . , xn)|x1=0 = −
∂
∂x1
ψ(x2, . . . , xn, x1)|x1=L,
(11.34)
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but will leave the δ function boundary condition (11.2) unchanged. Starting from the two-
body problem the Bethe ansatz wavefunction (11.8) and the boundary conditions (11.34)
give
∂
∂x1
ψ(x1, x2)|x1=0 = ik1eik2 x2 − ik2eiθ21eik1 x2
∂
∂x1
ψ(x2, x1)|x1=L = ik2ei(k1 x2+k2L) − ik1eiθ21ei(k1L+k2 x2)
which when inserted into the modified geometric phase boundary conditions (11.34) gives
e−ik1L = eiθ21 = eik2L. (11.35)
Similarly, for the three-body problem we have
−e−ik1L = ei(θ21+θ31)
−e−ik2L = ei(θ12+θ32)
−e−ik3L = ei(θ13+θ23).
(11.36)
Expanding to the N particle case we find a set of N equation analogous to (11.13)
(−1)Ne−ik jL = exp
i ∑
s
θs j
 . (11.37)
Taking the product of all these N equations in (11.37) and once again matching exponents
gives
Npi −
∑
j
k jL =
∑
j
∑
s
θs j,∑
j
k j =
pi
L
(2t) − Npi,
(11.38)
where t is an integer, equivalent to n in (11.17). When N is even have simply∑
j
k j =
pi
L
2t. (11.39)
When N is odd, (−1)N = −1 = eipi we have∑
j
k j =
pi
L
2t +
pi
L
=
pi
L
(2t + 1), (11.40)
which can be expressed in a more convenient form for all N as∑
j
k j =
pi
L
(2t + Nmod(2)). (11.41)
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To examine the nature of this expression for the total momentum, we first observe that for
normal boundary conditions (11.6) the system can have zero total momentum (11.17),
N∑
j
k j = . . . ,−4piL ,−
2pi
L
, 0,
2pi
L
,
4pi
L
, . . . (11.42)
for any value of N. In the case of geometric phase boundary conditions the total momen-
tum quantization for N has the form
N∑
j
k j = . . . ,−3piL ,−
pi
L
,
pi
L
,
3pi
L
, . . . ,
for odd N, and
N∑
j
k j = . . . ,−4piL ,−
2pi
L
, 0,
2pi
L
,
4pi
L
, . . . ,
for even N. As with the case of normal boundary conditions we can once again define
δ j = (k j+1 − k j)L =
N∑
s
(θs j − θs j+1) + 2pin j,
and as can be easily verified (11.30) still holds, thus k1 can be chosen as
k1 = −1L
N∑
s=1
θs1 − 2pim
′
L
+
Npi
L
, (11.43)
where m′ is a non-arbitrary integer, and the Npi/L is just the opposite of (N) = (N − 1)pi
in (11.32). Lastly the total momentum can again be expressed in terms of k1 and δ j’s
p =
N∑
j=1
k j = Nk1 +
1
L
N−1∑
j=1
(N − j)δ j.
Chapter 12
The Properties of a Bose-Einstein
Condensate
We have seen in chapter 11 that geometric phase boundary conditions introduce fraction-
ally quantized angular momentum into a one-dimensional gas of bosons. In a truly one-
dimensional system Bose-Einstein condensation cannot occur, however in a quasi-one
dimensional situation a Bose-Einstein condensate (BEC) can form and toroidaly trapped
atomic BECs have been experimentally created [148–150]. Before examining a BEC in a
toroidal trap encircling a conical intersection, some of the properties of BECs are exam-
ined.
Bose-Einstein condensation was first predicted by Einstein in 1925 [151] using sta-
tistical arguments derived by Bose [152] to describe the black-body photon spectrum.
Einstein noticed that when a gas of bosons is cooled below a critical temperature Tc, a
large fraction of the bosons condense into the lowest quantum state. Below this critical
temperature the thermal de Broglie wavelength λdB = 2pi/k that characterizes the spa-
tial extent of an atom is large enough to overlap with its neighboring atom and the gas
becomes a quantum soup [4, 5] of indistinguishable particles in the same quantum state.
Despite the predicted existence of a condensate phase in 1925 it wasn’t until 1995,
70 years later that the first BECs were observed, when the groups of Cornell and Wie-
man in JILA, Colorado produced a BEC of rubidium atoms [1] and the group of Ket-
terle in MIT produced a BEC of sodium atoms [2]. Since then, interest in the field of
BECs has exploded and BECs of the all the other alkali metal atoms have been produced:
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atomic hydrogen [153], lithium [154], potassium [155], and cesium [156]. Also BECs of:
metastable helium [157], chromium [158], and ytterbium [159] have been formed. This
year the first BECs of the alkali-earth atoms calcium [160] and strontium [161] have been
produced. Even molecular BECs have been produced from BECs and Fermi degenerate
gases of alkali metal atoms [25, 162, 163].
12.1 The Gross-Pitaevskii Equation
The Gross-Pitaevskii equation is a mean field theory approach to solving the many-body
Schro¨dinger equation for N trapped bosons. In order to develop the theory an effective
two-body interaction term is calculated. Which is followed by a derivation of the Gross-
Pitaeskii equation from the second quantized Hamiltonian and Heisenberg’s equations of
motion.
12.1.1 Mean-Field Interaction
Considering the scattering of two particles of equal mass m, with the incoming wave in
the Z-direction [13], the wavefunction in coordinate space is given by
ψ = eikZ + ψscat(r), (12.1)
which for large r becomes
ψ = eikZ + f (θ)
eikr
r
. (12.2)
In the low energy limit the scattering amplitude f (θ) approaches a constant, the s-wave
scattering length −as, and the wave function becomes
ψ = 1 − as
r
. (12.3)
Following the derivation given in Pethick and Smith [13], the wavefunction (12.1) in
momentum space is
ψ(k′) = (2pi)3δ(k′ − k) + ψscat(k′), (12.4)
where ψscat(k′) is the Fourier transform of ψscat(r). The Fourier transformed Schro¨dinger
equation satisfied by (12.4) is(
~2k2
m
− ~
2k′2
m
)
ψscat(k′) = U(k′, k) +
1
V
∑
k′′
U(k′, k′′)ψscat(k′′), (12.5)
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where ~2k2/m = E is the energy eigenvalue and U(k′, k′′) = U(k′ − k′′) is the Fourier
transform of the bare two-body interaction. The scattering wave is therefore
ψscat(k′) =
(
~2k2
m
− ~
2k′2
m
+ iδ
)−1 U(k′, k) + 1V ∑
k′′
U(k′, k′′)ψscat(k′′)
 (12.6)
where iδ has been introduced to ensure that only outgoing waves are present in the scat-
tered wave. This equation can be rewritten in the form,
ψscat(k′) =
(
~2k2
m
− ~
2k′2
m
+ iδ
)−1
T (k′, k; ~2k2/m), (12.7)
where the scattering T -matrix satisfies the Lippmann-Schwinger equation,
T (k′, k; ~2k2/m) = U(k′, k) +
1
V
∑
k′′
U(k′, k′′)
(
E − ~
2k′′2
m
+ iδ
)−1
T (k′′, k; E). (12.8)
Using the Fourier transform ∫
dk′
(2pi)3
eik
′·r
k′2
=
1
4pir
, (12.9)
ψscat can be found at long range and zero energy (E = k = 0)
ψscat = −mT (0, 0; 0)4pi~2r . (12.10)
Identifying (12.10) with the low energy limit (12.3) implies that,
T (0, 0; 0) =
4pi~2as
m
, (12.11)
and more generally that the scattering amplitude and the T matrix are related by
f (k, k′) = − m
4pi~2
T (k′, k; E = ~2k2/m). (12.12)
Dividing the states in the Lippmann-Schwinger equation into states above or below some
cutoff value c = ~2k2c/m, allows the summation over the states in (12.8) to be performed
in two stages. Firstly summing over all states above c gives the quantity U˜(k′, k; E) that
satisfies,
U˜(k′, k; E) = U(k′, k) +
1
V
∑
k′′,k′′>kc
U(k′, k′′)
(
E − ~
2k′′2
m
+ iδ
)−1
U˜(k′′, k; E), (12.13)
secondly, the correlations from lower-energy states are built in
T (k′, k; E) = U˜(k′, k; E) +
1
V
∑
k′′,k′′<kc
U˜(k′, k; E)
(
E − ~
2k′′2
m
+ iδ
)−1
T (k′, k; E). (12.14)
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This equation shows that if U˜(k′, k; E) is used as the interaction for a scattering problem in
which intermediate states with k > kc do not appear explicitly, the correct scattering matrix
is produced. U˜(k′, k; E) is thus an effective interaction describing interactions between a
limited set of states, differing from the bare two-body interaction by the inclusion of high-
momentum states. In the limit of kc → 0, the effective interaction reduces to the scattering
T matrix, becoming
U˜(0, 0; 0)|kc→0 =
4pi~2as
m
≡ U0. (12.15)
12.1.2 Heisenberg’s Equations of Motion
The Schro¨dinger equation
i~
d
dt
| ψ〉 = Hˆ | ψ〉, (12.16)
is satisfied by the general solution
| ψ(t)〉 = exp
(
− i
~
Hˆ(t − t0)
)
| ψ(t0)〉. (12.17)
In the Schro¨dinger description of quantum mechanics the operators are constant and the
states evolve in time, whereas in the Heisenberg picture it is the operators that evolve in
time and the states that remain constant. The expectation value of a general operator Aˆ is
〈Aˆ〉 = 〈ψ(t) | Aˆ | ψ(t)〉 = 〈ψ(t0) | eiHˆt/~Aˆe−iHˆt/~ | ψ(t0)〉 (12.18)
from which a general time-dependent operator can be defined as
Aˆ(t) = eiHˆt/~Aˆe−iHˆt/~. (12.19)
The time-dependence of Aˆ(t)
d
dt
Aˆ(t) =
i
~
HˆeiHˆt/~Aˆe−iHˆt/~ +
(
∂Aˆ
∂t
)
+ HˆeiHˆt/~Aˆ ·
(
− i
~
Hˆ
)
e−iHˆt/~ =
i
~
[
Hˆ, Aˆ
]
+
∂Aˆ
∂t
, (12.20)
is known as Heisenberg’s equation of motion and is fully equivalent to the Scho¨dinger
equation.
12.1.3 Second Quantization
Following the theory as laid out in [164–167], for N-identical bosons the total symmetric
wavefunction can be expanded in a complete basis set formed from all possible tensor
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products of the set of single particle eigenstates, {ϕ1(x), ϕ2(x), . . .}
ψN1N2...(x1, x2, . . . , xN) =
√
N1!N2! . . .
N!
∑
P
ϕp1(x1)ϕp2(x2) . . . ϕpN (xN), (12.21)
where there are Ni particles in eigenstate ϕi(x). In this basis a one-particle excitation
operator that generates the function ϕp for each occurrence of ϕq, can be defined as,
Eˆpq =
N∑
i=1
| ϕp(xi)〉〈ϕq(xi) | . (12.22)
Similarly it is possible to define a two-particle excitation operator,
Eˆpq,rs =
N∑
i, j
| ϕp(xi)〉〈ϕq(xi) | | ϕr(x j)〉〈ϕs(x j) |, (12.23)
a three-particle excitation operator Eˆpq,rs,tu, and so on. As the wavefunction Ψ is con-
structed of an N-fold product of single-particle functions ϕi the following completeness
identity is true for all i, ∑
p
| ϕp(xi)〉〈ϕp(xi) |
 Ψ = Ψ. (12.24)
Given a Hamiltonian containing a one-body operator hˆ(xi) and a two-body operator Uˆ(xi, x j),
Hˆ =
N∑
i
hˆ(xi) +
N∑
i< j
Uˆ(xi, x j), (12.25)
the second quantized Hamiltonian can be constructed using (12.24),
Hˆ =
N∑
i
∑
pq
| ϕp(xi)〉〈ϕp(xi) | hˆ(xi) | ϕq(xi)〉〈ϕq(xi) |
+
N∑
i< j
∑
pqrs
| ϕp(xi)〉 | ϕr(x j)〉〈ϕr(x j) | 〈ϕp(xi) | Uˆ(xi, x j) | ϕq(xi)〉 | ϕs(x j)〉〈ϕs(x j) | 〈ϕq(xi) |
=
∑
pq
hpqEˆpq +
1
2
∑
pqrs
Upq,rsEˆpq,rs, (12.26)
where
hpq = 〈ϕp | Hˆ | ϕq〉 =
∫
dx1ϕ∗p(x1)hˆ(x1)ϕq(x1) (12.27)
and
Upq,rs = 〈ϕp | 〈ϕr | Uˆ(x1, x2) | ϕq〉 | ϕs〉
=
"
dx1dx2ϕ∗p(x1)ϕ
∗
r(x2)Uˆ(x1, x2)ϕq(x1)ϕs(x2). (12.28)
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Fock Space
Combining the excitation-operators with the tensor-product basis (12.21) can make the
Hamiltonian independent of the number of particles present. Fock space is the direct sum
of the N-fold single-particle tensor-product Hilbert spaces for N = 0, 1, 2, . . ., in which
the basis states are uniquely defined by an integer occupation number,
ψN1N2...(x1, x2, . . . , xN) = 〈x1, x2, . . . , xN | N1,N2, . . .〉. (12.29)
| N1,N2, . . .〉 is the Fock (occupation number) representation, that contains states for un-
limited and variable numbers of particles. For bosons the occupation number can be any
integer but for fermions the occupation number can be either zero or one. Different ranks
of the Fock space are connected by the creation aˆ† and annihilation operators aˆ,
aˆ†p | N1,N2, . . . ,Np, . . .〉 =| N0,N1, . . . ,Np + 1, . . .〉
aˆp | N1,N2, . . . ,Np, . . .〉 =| N0,N1, . . . ,Np − 1, . . .〉,
and thus the entire Fock space can be constructed from just the zero-particle vacuum state
and the creation operator.
In the Fock space representation the second-quantized hamiltonian becomes,
Hˆ =
∑
pq
∫
dx1ϕ∗p(x1)hˆ(x1)ϕ
∗
q(x1)aˆ
†
paˆq
+
1
2
∑
pqrs
"
dx1dx2ϕ∗p(x1)ϕ
∗
r(x2)Uˆ(x1, x2)ϕq(x1)ϕs(x2)aˆ
†
paˆ
†
r aˆqaˆs (12.30)
=
∫
dx1Ψ†(x1)hˆ(x1)Ψ(x1) +
"
dx1dx2Ψ†(x1)Ψ†(x2)Uˆ(x1, x2)Ψ(x1)Ψ(x2), (12.31)
where Ψ(x) =
∑
j aˆ jϕ j(x) is a quantum field operator, annihilating a particle a position x.
The many-body Hamiltonian describing N interacting bosons in an external potential V ,
in second quantized form, is given by
Hˆ =
∫
drΨˆ†(r)
[
− ~
2
2m
∇2 + V(r)
]
Ψˆ(r) +
1
2
"
drdr′Ψˆ†(r)Ψˆ†(r′)U(r − r′)Ψˆ(r)Ψˆ(r′),
(12.32)
where U(r − r′) is the two-body interaction potential.
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12.1.4 The Gross-Pitaevskii Equation
For a dilute Bose gas it was shown in section 12.1.1 that at low temperatures the interac-
tion potential can be represented by
U(r − r′) = 4pi~
2as
m
δ(r − r′). (12.33)
The Hamiltonian thus takes the form,
Hˆ =
∫
drΨˆ†(r)
[
− ~
2
2m
∇2 + V(r)
]
Ψˆ(r) +
2pi~2as
m
"
drΨˆ†(r)Ψˆ†(r)Ψˆ(r)Ψˆ(r), (12.34)
and the Heisenberg equation of motion for Ψˆ is
i~
d
dt
Ψˆ(r) =
[
Ψˆ(r), Hˆ
]
=
[
− ~
2
2m
∇2 + V(r)
]
Ψˆ(r) +
4pi~2as
m
"
drΨˆ†(r)Ψˆ(r)Ψˆ(r). (12.35)
In general any operator can be spilt into its expectation value plus a fluctuating term,
Ψˆ(r, t) = φ(r, t) + Ψˆ′(r, t), (12.36)
where φ(r, t) = 〈Ψˆ(r, t)〉 fixing the condensate density N0 =| φ(r, t) |2. Ψˆ′(r, t) is the
fluctuating term and can be treated as a small perturbation to Ψˆ(r, t). The function φ(r, t)
is a classical field and its modulus fixes the condensate density through N0 =| φ(r, t) |2.
Ψˆ′(r, t) can be taken to be small when the depletion of the condensate is small, and its
neglect gives a non-trivial ”zeroth-order” theory for φ(r, t),
i~
∂
∂t
φ(r, t) =
[
− ~
2
2m
∇2 + V(r)
]
φ(r, t) +
4pi~2as
m
|φ(r, t)|2 φ(r, t), (12.37)
the time-dependent Gross-Pitaevskii equation (GPE). Its validity is based on the s-wave
scattering length being smaller than the average distance between particles in the con-
densate and that the number of atoms in the condensate N0 is large. Defining ψ(r, t) =
φ(r, t)/
√
N, such that ψ(r, t) is unit normalized the Gross-Pitaevskii equation becomes
i~
∂
∂t
ψ(r, t) =
[
− ~
2
2m
∇2 + V(r)
]
ψ(r, t) +
4pi~2asN
m
|ψ(r, t)|2 ψ(r, t). (12.38)
As Ψˆ reduces the number of particles by one, the off-diagonal matrix element 〈N − 1 |
Ψˆ(r) | N〉 oscillates at a frequency corresponding to the chemical potential µ ≈ E0(N) −
E0(N−1) thus the stationary solutions to (12.37) have the form ψ(r, t) = ψ(r) exp(−iµt/~),
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which when substituted into the time-dependent GPE results in the time-independent
GPE, [
− ~
2
2m
∇2 + V(r)
]
ψ(r) +
4pi~2asN
m
|ψ(r)|2 ψ(r) = µψ(r). (12.39)
In the absence of interactions, as = 0, this equation reduces to the single-particle Schro¨dinger
equation.
In certain cases the GPE can be solved analytically [168, 169], however it can also be
solved numerically [170–172]. As an example, the GPE can be solved numerically for the
ground state. This involves solving the time-dependent GPE in the absence of non-linear
terms, and propagating these solutions through time using the Crank-Nicolson numerical
method [171]. The value of the non-linear constant 4pi~2asN/m is adiabatically increased
or decreased at each time step until a desired value for the non-linearity is reached. The re-
sulting solution is the ground state of time-independent GPE corresponding to the desired
value of 4pi~2asN/m.
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Figure 12.1: Condensate with a quantized vortex along the Z axis. ψv(X, 0, 0) calculated
for 104 Rb atoms in a spherical trap with aho = 0.791 µm. The dot-dashed line is the
solution for κ = 0, the solid line is for κ = 1, and the dashed line is the non-interacting
κ = 1 solution. The inset shows the condensate density in the XZ plane. Image from
[167].
12.2 Vortices in a BEC
One striking feature of a BEC is its superfluid behaviour, a characteristic sign of which is
the formation of quantized vortices in a rotating condensate [167, 173]. The structure of
vortices can be investigated by starting from the GPE. The macroscopic wavefunction for
a quantized vortex along the Z-axis has the form
ψ(r) = ψv(r⊥,Z)eiκφ, (12.40)
where φ is the angle around Z, and the angular momentum along Z is N~κ, where the
integer κ is the quantum of circulation characterizing the tangential velocity of the vortex
state,
v =
~
mr⊥
κ. (12.41)
The circulating velocity gives rise to an extra centrifugal term, 12mv
2 = ~2κ2/2mr2⊥, that
pushes the condensate away from the Z axis for non-zero κ, the resulting GPE takes on
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Figure 12.2: Vortex lattices of approximately 16, 32, 80, and 130, vortices in a laser-
stirred BEC of Na atoms. Image from [174].
the form[
− ~
2
2m
∇2 + ~
2κ2
2mr2⊥
+ V(r⊥,Z)
]
ψv(r⊥,Z) +
4pi~2asN
m
|ψv(r⊥,Z)|2 ψv(r⊥,Z) = µψv(r⊥,Z).
(12.42)
For a non-interacting system, as = 0, (12.42) has analytic solutions, and for κ = 1 in a
harmonic trap
ψκ=1v (r⊥,Z) ∝ r⊥ exp
[
− m
2~
(ω⊥r2⊥ + ωZZ
2)
]
(12.43)
In this case the vortex state corresponds to having all particles in the first rotational single
particle state, the energy of which is the ground state energy plus N~ω⊥. Figure 12.1
shows the non-interacting solution (12.43) (dashed line) in a spherical harmonic trap, as
well as the interacting solution with repulsive interactions for κ = 0 (dot-dashed line)
and κ = 1 (solid line), it can be seen that the repulsive interactions present broaden the
condensate.
In a frame rotating with an angular frequency Ω, the energy of the system with angular
momentum LZ is (E − ΩLZ) and the creation of a vortex becomes favorable above some
critical frequency Ωc = (~/κ)−1 [(E/N)κ − (E/N)0] where Eκ is the energy of the system
in the presence of a vortex with angular momentum N~κ. Creating vortices with κ > 1
is generally unstable with respect to forming κ singly quantized vortices and arrays of
multiple vortices can form [174]. In this case the density of vortices is given by,
nν =
Nν
Aν
=
2Ω
κ
, (12.44)
where Nν is the total number of vortices and Aν is the area of a single vortex. (12.44) is
directly analogous to the density of vortices (flux lines) nν = B/Φ0 in a type-II supercon-
ductor, where B is the magnetic flux density and Φ0 = h/2e is the quanta of magnetic
flux.
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A number of different schemes have been used to create vortices. The first scheme to
be used successfully uses laser beams to modify the phase of the condensate and induce
a vortex state [175–177]. Applying this scheme to a two-component condensate resulted
in the first observation of a vortex in a BEC [178, 179]. Another scheme is to create
vortices by physically rotating or stirring the trap anisotropy of the condensate with a
laser beam [174, 180, 181]. Vortices have also been topologically imprinted into a spinor
BEC by adiabatically inverting the magnetic field bias along the trapping axis [182–184].
Chapter 13
A BEC in a Toroidal Trap
Atomic BECs have recently been created in toroidal trapping geometries [148–150], and
persistent flow around the toroidal trap has been observed [148]. The possibility of form-
ing half-integer quantized vortices within a spinor atomic BEC has been investigated theo-
retically [185–188], as have a variety of differing consequences of geometric phase effects
in atomic BEC systems [189–192]. In this chapter it is shown that in the mean-field ap-
proximation of the Gross-Pitaevskii equation, the geometric phase effect creates stable
states of persistent flow that are characterized by half-integer quantized angular momen-
tum.
A BEC of a dilute gas may be modeled by the time-independent Gross-Pitaevskii
equation (GPE) in a toroidal trap,[
− ~
2
2m
∇2 + V(r) + u(φ) |ψ(ρ, φ, Z)|2
]
ψ(ρ, φ, Z) = µψ(ρ, φ, Z), (13.1)
where µ is the chemical potential and ψ(r) is the mean-field wavefunction normalized to
unity,
∫
ψ∗(r)ψ(r)dτ = 1 and the angular dependent effective interaction strength is given
by
u(φ) =
4pi~2Nas(φ)
m
. (13.2)
The angular dependence of the effective interaction arises if the two states that form the
conical intersection have different s-wave scattering lengths. Writing the internal molec-
ular wavefunction, in terms of the individual molecular states ψ1 and ψ2 at an angle φ
as
ψ(φ) = ψ1 cos(φ/2) + ψ2 sin(φ/2). (13.3)
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The angular dependent scattering length as(φ) is thus
as(φ) =
1
8
(3a11 + 3a22 + 2a12) +
1
2
(a11 − a22) cos φ + 18(a11 + a22 − 2a12) cos 2φ, (13.4)
where ai j is the scattering length for interaction between molecules in states i and j. An
effective 1D GPE can now be obtained by averaging over the radial and vertical wave-
functions, giving [
−brot ∂
2
∂φ2
+ u˜(φ) |Φ(φ)|2
]
Φ(φ) = µ˜Φ(φ) (13.5)
where
u˜(φ) =
4pi~2Nas(φ)
m
"
|ψ(ρ)|4|ϕ(Z)|4ρ dρ dZ (13.6)
and µ = µ˜ +
(
νZ +
1
2
)
~ωZ +
(
νρ +
1
2
)
~ωρ − brot/4. For a flat ring the effective 1D GPE has
analytical solutions of the form
Φ(φ) =
eimlφ√
2pi
, (13.7)
with eigenvalues, µ˜ = brotm2l + u˜/(2pi). With the geometric phase boundary conditions
applied, the same set of half-integer quantized solutions are obtained analogous to the
single-particle case.
For a slightly anisotropic potential, two classes of solution, for small interactions, exist
that satisfy the boundary conditions: flowing solutions Φ±
mhalfl
(φ) = (2pi)−1/2 exp(imhalfl φ),
and static solutions such as Φ0
mhalfl
(φ) ≈ pi−1/2 cos(mhalfl φ). For a trap with a residual
anisotropy V(φ) = −V1 cos φ − V2 cos 2φ and an angle-dependent effective interaction
strength u˜(φ) = u0 + u1 cos φ + u2 cos 2φ, approximate chemical potentials corresponding
to these two Ansatzes are obtained: µ˜±1/2 ≈ brot/4 + u0/(2pi) and µ˜01/2 ≈ brot/4 − V1/2 +
3u0/(4pi) − u1/(2pi) − u2/(8pi). In this approximation, a flowing state with mhalfl = ±1/2 is
the ground state if 2u1 + u2/2 + 2piV1 < u0. However, for any given a(φ) and condensate
number, an offset can be applied to the optical potential sufficient to compensate for the
anisotropy of the interaction term and stabilize the flowing state.
With a conical intersection present, the velocity of the persistent flow can only assume
half-integer quantized values compared to the integer quantized circulation that occurs in
the more conventional situation. The persistent flow should be observable by releasing
the trapped particles and using time-of-flight techniques [148].
An atomic BEC with repulsive interactions would usually be stable in a toroidal trap
but the presence of an electric dipole moment in KRb will effect the stability of the BEC.
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Figure 13.1: Oblate and prolate trapping geometries for dipolar condensates. In an oblate
trap the dipoles mainly repel each other stabilizing the condensate and in a prolate trap
the interaction is predominately attractive destabilizing the condensate.
13.1 Stability of a Dipolar BEC
Dipolar BECs (a BEC of particles with a magnetic or electric dipole moment) have been
the subject of much experimental and theoretical research [193–195]. For a non-polar
BEC the stability is dependent on as: for as > 0 the resulting repulsive mean-field inter-
action accounts for an outward pressure that inflates and stabilizes the condensate against
collapse, for as < 0 the attractive interaction encourages the collapse of the condensate
into a high density lump in the center of the trap, the result is that the BEC is stable only
up to a critical number of atoms Nc ≈ aosc/|as|, where aosc is the harmonic oscillator length
aosc =
√
~/(mω) and ω is the mean trapping frequency.
It is clear that the anisotropic, long-range (1/r3) dipole-dipole interaction will alter the
stability of a BEC. For dipolar particles that are dipoles are strictly aligned along Z, the
interaction between then is given by
V(r) =
d2Z(1 − 3 cos2 θ)
r3
+
4pi~2as
m
δ(r), (13.8)
where dZ is the effective dipole moment for a particle in a field (along Z) with a body-fixed
dipole moment d. Considering the particles to be trapped in a cylindrically symmetric
harmonic trap
Vtrap(ρ, Z) =
1
2
m
(
ω2ρρ
2 + ω2ZZ
2
)
(13.9)
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the stability of a dipolar BEC depends on as and the aspect ratio of the trap λ = ωZ/ωρ. In
a pancake-shaped (oblate) trap (λ > 1) the dipoles repel each other and the BEC is stable,
however in a cigar-shaped (prolate) trap (λ < 1) the dipoles attract one another and the
trap is unstable, Figure 13.1 shows schematic diagrams of the two trapping geometries.
Thus for the prolate case a positive scattering length is required to stabilize the trap, but
in the oblate case a slightly negative scattering length can be afforded. To compare the
contact interaction to the dipole-dipole interactions a characteristic length scale of the
dipole-dipole interaction can be introduced [194]
ad =
|d2Z |m
12pi0~2
. (13.10)
If the dipole length ad exceeds as the condensate becomes unstable and can undergo dipo-
lar collapse.
The proposed BEC of KRb molecules is only stable if as(φ) > 0 for all φ. From (13.4),
this requires that both a11 and a22 are positive and that 2a12 > −(a11 + a22) and if as(φ) >
ad. The molecular wavefunction is given by (13.3) and there is a direct dipole moment
matrix element 〈1|d|2〉 between the two states the space fixed effective dipole moment is
dZ = 〈1|d|2〉 sin φ. For the two states of KRb considered here, 〈1|d|2〉 ≈ 10−32 Cm, giving
ad ≈ 5 × 10−12 m, which is substantially smaller than typical optical scattering lengths so
in this case dipolar collapse is unlikely.
13.2 Future Work
Further insight into the effect of a conical intersection on a toroidal BEC could be found
by numerically solving Lieb and Liniger’s coupled equations for a 1D Bose gas with anti-
periodic BC’s using similar methods to those developed by Sakmann et al. [144]. Further
insight could also be gained into the persistent flow and half-integer vortex formation by
solving the hydrodynamic equations for the BEC [13]. There may also be interesting
phase and interference effects if the fields were swept in a way to take the molecules
around the conical intersection.
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Figure 13.2: Left: Potential energy curves E0(R) and E1(R) associated with the electronic
states X1Σ+g and A
1Σ+u of Na2. Also shown is the shifted E1(R)−~ωL curve. Right: Periodic
array of conical intersections at θ = 0, the lower crossing point of E0(R) and E1(R) − ~ωL
is examined. Images from [196].
13.2.1 Photon Induced Conical Intersections
The electromagnetic field arrangement proposed here; magnetic field orientated along
Z with a field gradient dBZ/dX and an electric field orientated along X with a gradient
dEX/dY , is not the easiest to create experimentally. Therefore rather than using a static
electric field the electric field from a standing laser wave could be used.
Recently Moiseyev et al. [196] proposed creating an array of conical intersections
between electronic states in a diatomic molecular optical lattice, in which two electronic
states ψelec0 and ψ
elec
1 with electronic energies E0(R) and E1(R), are coupled by the linearly
polarized laser light. Taking the laser to be orientated along Z with a frequency ωL,
wave vector kL = ωL/c and maximum field amplitude 0, the 2 × 2 matrix Hamiltonian is
proportional to,  E1(R) − ~ωL 0 cos θ cos(kLZ)d(R)/20 cos θ cos(kLZ)d(R)/2 E0(R)
 , (13.11)
where d(R) is the dipole moment responsible for the light-induced electronic transition
and θ is the angle between the diatomic molecule (with bond length R) and Z. The effec-
tive Hamiltonian (13.11) gives rise to a conical intersection when
cos θ cos(kLZ) = 0 (13.12)
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and
E1(R) − E0(R) = ~ωL. (13.13)
Taking the example of the Na2 dimer with electronic states X1Σ+g and A
1Σ+u which are
coupled with a laser wavelength of 667 nm, figure 13.2 shows the potential energy curves
E0(R) and E1(R) associated with the electronic states X1Σ+g and A
1Σ+u , and the adiabatic
potential energy surfaces for θ = 0 exhibiting a periodic array of conical intersections.
There are in fact there are two branches of conical intersections one in the (R,Z)-
plane for arbitrary values of θ (θ , pi/2) and one in the (R, θ)-plane for arbitrary values of
Z , (n + 1/2)(pi/kL) (integer n).
The conical intersection proposed by Moiseyev et al. [196] is still dependent on in-
tramolecular properties, namely the interatomic distance. However two arbitrary Zeeman
states of opposite parity in a magnetic field could be coupled by the laser field of an op-
tical lattice. A periodic array of conical intersections would then be formed at nodes in
the lattice Z = (n + 1/2)(pi/kL) (integer n). The clear advantages of using a laser standing
wave is that an atomic BEC could be used, removing the experimental inherent in creating
a dipolar molecular BEC.
Chapter 14
Conclusions
The field of ultracold molecules is about to explode; ultracold atoms have been produced
in large densities for over 15 years, but samples of ultracold molecules are only just start-
ing to be produced in high densities [30–33]. The ability to produce samples of ultracold
molecules opens up many new possibilities in atomic and molecular physics, such as the
study of many-body physics, high precision spectroscopic measurements, and ultracold
collisional and chemical processes.
Magnetic Feshbach resonances are an important feature of ultracold matter and have
been used to magnetically associate atoms into diatomic molecules [27]. Asymmetries
present in cross sections over these magnetic Feshbach resonances could be used to sup-
press inelastic loss rates, which would be important for evaporative and sympathetic cool-
ing schemes. Generalizing BOUND and MOLSCAT to incorporate both magnetic and
electric fields allowed studies to be performed on He+SO Feshbach resonances in com-
bined electromagnetic fields, as detailed in chapter 4. It was found that a magnetic Fesh-
bach resonance occurred only in the presence of an additional electric field, the cause of
this effect is as yet unexplained.
In chapters 5-8, detailed calculations on spin-changing collisions for NH(3Σ−)(n = 0)
in a low-field seeking state colliding with Mg atoms are presented. It was found that
for a wide range of collision energies and magnetic field strength the ratio of elastic to
total inelastic cross sections γ exceeds 100, the factor required for sympathetic cooling
to succeed. Thus, if precooled NH molecules are produced at a temperature of around
10 mK can be brought into contact with laser-cooled Mg, there is a good prospect that
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sympathetic cooling will succeed. As the temperature decreases the rate of inelastic loss
decreases even further, such that once sympathetic cooling begins it will continue. This
is the first time that sympathetic cooling of a molecular system that has a good prospect
of success has been reported.
Near a resonance the Mg+NH near-threshold inelastic cross sections deviated from a
simple single-parameter fitting formula first derived by Volpi and Bohn [93]. However,
the form of the inelastic cross section can be understood even in the vicinity of a resonance
by using a multichannel quantum defect theory (MQDT) approach. At low temperatures
the scattering is dominated by the long-range part of the potential energy surface, and in
MQDT the scattering is treated as the scattering by a long-range potential modified by a
short-range energy insensitive quantum-defect. Using an analytical angular-momentum
insensitive quantum-defect approach for a van der Waals potential, that requires just the
reduced mass, C6, and the s-wave scattering length, the form of the Mg+NH inelastic
scattering cross-section is reproduced.
The success of the MQDT approach, offers the hope that the low-energy scattering in
applied electromagnetic fields could be understood by numerically calculating the short-
range quantum defect from a small number of zero-field coupled channel calculations.
This would allow scattering properties to be understood without having to perform com-
putationally expensive coupled channel calculations at many different field points. In
Mg+NH, the coupled channel calculations were affordable, however in larger or more
coupled systems such as NH+NH, in which far more channels are required for conver-
gence, the coupled channel calculations may not be affordable and using an MQDT ap-
proach could be the way forward.
For electric field induced avoided crossing between states of the opposite parity that
cross as a function of magnetic field, it has been shown that these crossings are in fact a
new type of conical intersection in electromagnetic field space. With the correct arrange-
ment of electromagnetic fields applied to an optically trapped molecular Bose-Einstein
condensate, a conical intersection of this type can be created within the condensate. The
geometric phase effect induced by the conical intersection would create novel superfluid
states characterized by half-integer quantized angular momentum, rather than the more
usual integer quantized angular momentum. Although polar molecules in static fields
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were considered, the effect is more general and it should be possible to induce similar
avoided crossings using a laser field to bring two separated states into near degeneracy
and a magnetic field to provide a crossing, with conical intersections appearing at nodes
in the laser amplitude.
Appendix A
Coupling of Angular Momentum
Before coupling multiple angular momenta terms the general angular momentum operator
ˆ = ˆx + ˆy + ˆz, is defined with the commutative properties
[ ˆx, ˆy] = i ˆz, [ ˆy, ˆz] = i ˆx, [ ˆz, ˆx] = i ˆy, (A.0.1)
[ ˆ2, ˆx] = [ ˆ2, ˆy] = [ ˆ2, ˆz] = 0, (A.0.2)
where
ˆ2 = ˆ2x + ˆ
2
y + ˆ
2
z , (A.0.3)
and defined to act on the basis | jm〉, where m is the projection of j on to the space fixed
z-axis, as
ˆz | jm〉 = m | jm〉 (A.0.4)
ˆ2 | jm〉 = j( j + 1) | jm〉. (A.0.5)
Classically two angular momentum vectors can be combined to form the total angular
momentum j, which is given by the vector sum of the two vectors j1 and j2,
j = j1 + j2. (A.0.6)
Quantum mechanically there are two ways of describing the composite system [197,198],
the first is using an uncoupled representation with the complete set of commuting angular
momentum operators ˆ21, ˆ1z, ˆ
2
2, and ˆ2z
ˆ21 | j1m1, j2m2〉 = j1( j1 + 1) | j1m1, j2m2〉
ˆ1z | j1m1, j2m2〉 = m1 | j1m1, j2m2〉,
(A.0.7)
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where the | j1m1, j2m2〉 states span a space of dimension (2 j1 + 1)(2 j2 + 1). The second
way is to use another complete set of commuting operators; ˆ21, ˆ
2
2, ˆ
2 = ˆ21 + ˆ
2
2, and
ˆz = ˆ1z + ˆ2z, in the coupled representation which span a space of dimension 2 j + 1
ˆ21 | j1 j2 jm〉 = j1( j1 + 1) | j1 j2 jm〉 ˆ22 | j1 j2 jm〉 = j2( j2 + 1) | j1 j2 jm〉
ˆ2 | j1 j2 jm〉 = j( j + 1) | j1 j2 jm〉 ˆz | j1 j2 jm〉 = m | j1 j2 jm〉. (A.0.8)
Both representations contain the same number of observables hence the two representa-
tions are equivalent
| j1 j2 jm〉 =
∑
m1,m2
〈 j1m1, j2m2 | j1 j2 jm〉 | j1m1, j2m2〉 (A.0.9)
where 〈 j1m1, j2m2 | j1 j2 jm〉 is a Clebsch-Gordan coefficient, which have the following
properties
〈 j1m1, j2m2 | jm〉 ≡ 〈 jm | j1m1, j2m2〉, (A.0.10)∑
m1,m2
〈 jm | j1m1, j2m2〉〈 j1m1, j2m2 | j′m′〉 = δ j, j′δm,m′ (A.0.11)∑
j,m
〈 j1m1, j2m2 | jm〉〈 jm | j′1m′1, j′2m′2〉 = δm1,m′1δm2,m′2 (A.0.12)
and vanish unless the triangle conditions are satisfied
m = m1 + m2, | j1 + j2 |≥ j ≥| j1 − j2 | . (A.0.13)
Similarly Clebsch-Gordan coefficients can be expressed in terms of Wigner 3-j symbols
defined as
〈 j1m1, j2m2 | jm〉 ≡ (−1) j1− j2+m(2 j + 1) 12
 j1 j2 jm1 m2 −m
 . (A.0.14)
A.1 6-j and 9-j Symbols
In much the same way as 3-j symbols arrive from the coupling of two angular momentum
vectors 6-j and 9-j symbols arise from the coupling of three and four angular momentum
vectors. For the three angular momentum j1, j2, and j3, j1 and j2 can be coupled to give
j12, which can then be coupled to j3, to give the resultant total angular momentum j,
| j12 j3 jm〉 =
∑
m12,m3
〈 j12m12, j3m3 | jm〉 | j12m12, j3m3〉. (A.1.15)
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There is also the possibility of coupling j1 to j23 to give
| j1 j23 jm〉 =
∑
m1,m23
〈 j1m1, j23m23 | jm〉 | j1m1, j23m23〉. (A.1.16)
The two representations must be physically equivalent, and thus are connected by the
unitary transformation,
| j1 j23 jm〉 =
∑
j12
〈 j12 j3 jm | j1 j23 jm〉 | j12 j3 jm〉δ j j′δmm′ , (A.1.17)
where the expansion coefficient 〈 j12 j3 j | j1 j23 j〉 is the scalar product between eigenfunc-
tions of the two coupling schemes, which can be explicitly written as
〈 j12 j3 j | j1 j23 j〉 =
∑
m1m12
〈 j − 1m1, j2m2 − m1 | j12m12〉 (A.1.18)
×〈 j1m1, j23m − m1 | jm〉 (A.1.19)
×〈 j2m12 − m1, j3m3 | j23m − m1〉 (A.1.20)
×〈 j12m12, j3m − m12 | jm〉 (A.1.21)
and can be used to explicitly define the Wigner 6-j symbol j1 j2 j23j3 j j23
 = (−1) j1+ j2+ j3+ j[(2 j12 + 1)(2 j23 + 1)]− 12 〈 j12 j3 j | j1 j23 j〉. (A.1.22)
The 9-j symbol results from the coupling of four angular momenta. Possible coupling
schemes are |( j1 j4) j14( j2 j3) j23 jm〉 and |( j1 j2) j12( j3 j4) j34 jm〉, where jik = ji + jk. By
analogy to equation (A.1.17), the two coupling schemes can be related
| ( j1 j4) j14( j2 j3) j23 jm〉 =
∑
j12
∑
j34
〈( j1 j2) j12( j3 j4) j34 j | ( j1 j4) j14( j2 j3) j23 j〉 (A.1.23)
× | ( j1 j2) j12( j3 j4) j34 jm〉, (A.1.24)
and the 9-j symbol defined,
〈( j1 j2) j12( j3 j4) j34 j | ( j1 j4) j14( j2 j3) j23 j〉
= [(2 j12 + 1)(2 j34 + 1)(2 j14 + 1)(2 j23 + 1)]
1
2

j1 j2 j12
j3 j4 j34
j14 j23 j
 .
(A.1.25)
Appendix B
Derivation of Hamiltonian Matrix
Elements
Derivations of Hamiltonian matrix elements using angular momentum theory in various
basis sets are presented for the matrix elements in chapter 3. The following derivations
require the use of the following general results for the matrix elements of spherical tensor
operators T kq of rank k and order q:
• The Wigner-Eckart theorem
〈γ jm | T kq | γ′ j′m′〉 = (−1) j−m
 j k j′−m q m′
 〈 j || T k || j′〉, (B.0.1)
which defines the reduced matrix element 〈 j || T k || j′〉 that is independent of the
projections m and m′.
• The equations for spherical tensor operators in composite systems,
〈γ j1 j2 j || T k(A1) || γ′ j′1 j′2 j′〉 =δ j2 j′2(−1) j1+ j2+ j
′+k [(2 j′ + 1)(2 j + 1)] 12
×
 j1 j j2j′ j′1 k
 〈 j1 || T k(A1) || j′1〉 (B.0.2)
〈γ j1 j2 j || T k(A2) || γ′ j′1 j′2 j′〉 = δ j1 j′1(−1) j1+ j
′
2+ j+k2
[
(2 j′ + 1)(2 j + 1)
] 1
2 (B.0.3)
×
 j2 j j1j′ j′2 k
 〈γ j2 || T k(A2) || γ′ j′2〉 (B.0.4)
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〈γ j1 j2 j || T k(A1) · T k2(A2) || γ′ j′1 j′2 j′〉 =δ j j′(2 j + 1)1/2(−1) j
′
1+ j2+ j
 j
′
1 j
′
2 j
j2 j1 k

× 〈 j1 || T k(A1) || j′1〉〈 j2 || T k(A2) || j′2〉
(B.0.5)
in which the tensor operators T k(A1) and T k(A2) of rank k act only on j1 and j2
respectively. For the derivation of these equations see [197] or [198].
• The Racah-Elliott relation,
∑
x
(−1)a+b+c+d+e+ f +g+h+x+ j(2x + 1)
 a b xc d g

 c d xe f h

 e f xb a j

=
 g h je a d

 g h jf b c
 .
(B.0.6)
Due to the large number of Kronecker delta functions present the following notation is
used δ(a, b . . .) = δaa′δbb′ . . ..
B.1 The Spin-Spin Interaction in the Fully Coupled Basis
The spin-spin interaction [51] can be expressed as
Hˆss =
2
3
λss
√
6C2(rˆ) · T 2(s, s) (B.1.7)
where T 2(s, s) = [s ⊗ s]2 is a second order tensor product and C2q(rˆ) = (4pi/2k+1)1/2Y2q (rˆ).
It is clear that Hˆss is diagonal in L and ML and thus
〈(ns) jLJM | C2(rˆ) · T 2(s, s) | (n′s) j′L′J′M′〉
= δ(L,ML)
∑
m jm′j ML
〈(ns) jLJM | (ns) jm jLML〉〈(ns) jm jLML | C2(rˆ) · T 2(s, s) | (n′s) j′m′jL′M′L〉
× 〈(n′s) j′m′jLML | (n′s) j′LJ′M′〉
= δ(J, M, L, ML)〈(ns) jm jLML | C2(rˆ) · T 2(s, s) | (n′s) j′m′jL′M′L〉
= δ(J, M, L, ML, j,m j)(−1)n′+ j+s
 s n
′ j
n s 2
 〈n || C2(rˆ) || n′〉〈s || T 2(s, s) || s〉. (B.1.8)
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The reduced matrix elements of T 2(s, s) are given by [51]
〈s || T 2(s, s) || s〉 = √5 [s(s + 1)(2s + 1)]
 1 1 2s s s
 . (B.1.9)
The reduced matrix elements of C2(rˆ) are given by
〈nmn | C2q(rˆ) | n′m′n〉 = (−1)mn
[
(2n + 1)(2n′ + 1)
]1/2  n 2 n′0 0 0

 n 2 n′−mn q m′n

(B.1.10)
and the Wigner-Eckart theorem
〈nmn | C2q(rˆ) | n′m′n〉 = (−1)n−mn
 n 2 n′−mn q m′n
 〈n || C2(rˆ) || n′〉 (B.1.11)
to give
〈n || C2(rˆ) || n′〉 = (−1)n [(2n + 1)(2n′ + 1)]1/2
 n 2 n′0 0 0
 . (B.1.12)
Therefore
〈(ns) jLJM | C2(rˆ) · T 2(s, s) | (n′s) j′L′J′M′〉 =
δ(J,M, L, ML, j,m j)(−1)n′+ j+n+s 2
√
30
2
[s(s + 1)(2s + 1)]
[
(2n + 1)(2n′ + 1)
]1/2
×
 n 2 n′0 0 0

 1 1 2s s s

 s n
′ j
n s 2
 . (B.1.13)
B.2 The Zeeman Interaction in the Fully Coupled Basis
The Zeeman Hamiltonian is given by
Hˆz = geµBBˆ · sˆ = geµBBsz = geµBBT 10 (s), (B.2.14)
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which can be evaluated to give
〈(ns) jLJM | T 10 (s) | (n′s) j′L′J′M′〉
= (−1)J−M
 J 1 J′−M 0 M′
 〈(ns) jLJ || T 10 (s) || (n′s) j′L′J′〉
= δ(L)(−1) j−M+ j+L+J′+1 [(2J′ + 1)(2J + 1)]1/2
 J 1 J′−M 0 M′

×
 j J LJ′ j′ 1
 〈(ns) j || T 10 (s) || (n′s) j′〉
= δ(M, L, n)(−1)J′−M [(2J′ + 1)(2J + 1)(2 j′ + 1)(2 j + 1)]1/2
 J 1 J′−M 0 M′

×
 j J LJ′ j′ 1

 s j nj′ s′ 1
 〈s || T 10 (s) || s〉
= δ(M, L, n)(−1)J′−M [(2J′ + 1)(2J + 1)(2 j′ + 1)(2 j + 1)s(s + 1)(2s + 1)]1/2
×
 J 1 J′−M 0 M′

 j J LJ′ j′ 1

 s j nj′ s′ 1
 (B.2.15)
B.3 The Stark Interaction in Parallel Fields
The Stark Hamiltonian for a system with parallel electric and magnetic fields orientated
along the space fixed Z-axis, is given by
HˆStark = −E · d = −Ed cos θ = −EdC10(rˆ), (B.3.16)
where θ is the angle between rˆ and the field axis.
B.3.1 In the decoupled basis
〈nmn | 〈sms | 〈LML | C10(rˆ)〉 | L′M′L〉 | sm′s〉 | n′m′n〉
= δ(LMLms)〈nmn | C10(rˆ) | n′m′n〉 = δ(LMLms)
∫
Yn∗mnC
1
0(rˆ)Y
n′
m′ndτ (B.3.17)
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The integral over three spherical harmonics is given by [199]
∫
CaαC
b
βC
c
γdτ = 4pi
 a b c0 0 0

 a b cα β γ
 , (B.3.18)
thus
〈nmn | 〈sms | 〈LML | C10(rˆ)〉 | L′M′L〉 | sm′s〉 | n′m′n〉 =
δ(LMLms)
[
(2n + 1)(2n′ + 1)
]1/2 (−1)mn
 a b c0 0 0

 a b cα β γ
 . (B.3.19)
B.3.2 In the coupled basis
〈ns jm j | C10 | n′s j′m′j〉 = (−1) j−m j
 j 1 j′−m j 0 m′j
 〈ns j || C10 || n′s j′〉
=(−1) j−m j+n+s+ j′+1 [(2 j′ + 1)(2 j + 1)]1/2
 j 1 j′−m j 0 m′j

 n j sj′ n′ 1
 〈n || C10 || n′〉
=(−1) j+ j′−m j+s+1 [(2 j′ + 1)(2 j + 1)(2n + 1)(2n′ + 1)]1/2
×
 n 1 n′0 0 0

 j 1 j′−m j 0 m′j

 n j sj′ n′ 1
 (B.3.20)
where 〈n || C10 || n′〉 has been evaluated with the use of the Wigner-Eckart theorem.
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B.3.3 In the fully coupled basis
〈(ns) jLJM | C10 | (n′s) j′L′J′M′〉
= (−1)J−M
 J 1 J′−M 0 M′
 〈(ns) jLJ || C10 || (n′s) j′L′J′M′〉
= δ(L)(−1)J−M+ j+L+J′+1 [(2J′ + 1)(2J + 1)]1/2
×
 J 1 J′−M 0 M′

 j J LJ′ j′ 1
 〈(ns) j || C10 || (n′s) j′〉
= δ(L)(−1)J−M+ j+L+J′+1+n+s+ j′ [(2J′ + 1)(2J + 1)(2 j′ + 1)(2 j + 1)]1/2
 J 1 J′−M 0 M′

×
 j J LJ′ j′ 1

 n j sj′ n′ 1
 〈n || C10 || n′〉
= −δ(ML)(−1)J+J′+ j+ j′−M+L+s [(2J′ + 1)(2J + 1)(2 j′ + 1)(2 j + 1)(2n′ + 1)(2n + 1)]1/2
×
 J 1 J′−M 0 M

 n 1 n′0 0 0

 j J LJ′ j′ 1

 n j sj′ n′ 1
 (B.3.21)
B.4 Fully Coupled Intermolecular Potential Matrix Ele-
ments
Following the derivation from Corey and McCourt [56], n and s are coupled to form j,
| (ns) jLJM〉 =
∑
m j Ml
(−1)− j+l−M (2J + 1) 12
 j L Jm j ML −M
 | (ns) jm j〉 | LML〉. (B.4.22)
Another basis can be defined by coupling n to L to form J with a space-fixed projection
M,
| (nL)J sJM〉 =
∑
mn ML
(−1)−J+s−M (2J + 1) 12
 J s JM ms −M
 | (nL)JM〉 | sms〉,
(B.4.23)
where
| (nL)JM〉 =
∑
mn ML
(−1)−N+L−M (2J + 1) 12
 n L Jmn ML −M
 | nmn〉 | LML〉. (B.4.24)
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Relating the two different basis sets yields
| (ns) jLJM〉 =
∑
J
(−1)−s+L− j+J [(2 j + 1)(2J + 1)] 12
 s n jL J J
 | (nL)J sJM〉.
(B.4.25)
Using the fact that V is independent of spin and on the orientation of the space-fixed frame
of reference, V can be evaluated in an uncoupled n + L scheme
〈(nL)JMsms | V | (n′L′)J ′M′s′m′s〉 = δJJ ′MM′ss′msm′s〈(nL)JM | V | (n′L′)J ′M′〉.
(B.4.26)
Which in the total J representation becomes
〈(ns) jLJM | V | (n′s′) j′L′J′M′〉 = δss′JJ′MM′
∑
J
(−1)−L+L′+ j− j′(2J + 1)
× [(2 j + 1)(2 j′ + 1)] 12
 s n jL J J

 s n j
′
L′ J J
 〈(nL)JM | V | (n′L′)J ′M′〉.
(B.4.27)
Expanding the intermolecular potential in terms of Legendre polynomials
V(rˆ,R) =
∑
λ
Vλ(R)Pλ(cos θ) =
∑
λ
VλYλ(rˆ) · Yλ(Rˆ), (B.4.28)
and evaluating in the uncoupled scheme gives
〈(nL)JM | V | (n′L′)J ′M′〉 =
∑
λ
Vλ(R)(−1)n′+n+J
× [(2n + 1)(2n′ + 1)(2L + 1)(2L′ + 1)] 12
×
 n λ n′0 0 0

 L λ L′0 0 0

 J L nλ n′ L′
 .
(B.4.29)
Substituting (B.4.29) into (B.4.27) and using the Racah-Elliot relation, gives the potential
matrix elements in the fully coupled representation
〈(ns) jLJM | V | (n′s) j′L′JM〉 =
∑
λ
Vλ(R)(−1)s−λ−J
× [(2n + 1)(2n′ + 1)(2 j + 1)(2 j′ + 1)(2L + 1)(2L′ + 1)] 12
×
 n λ n′0 0 0

 L λ L′0 0 0

 j
′ j λ
L L′ J

 j
′ j λ
n n′ s
 .
(B.4.30)
Appendix C
Extracting Partial Wave Cross Sections
from MOLSCAT
MOLSCAT does not automatically calculate partial wave cross sections, instead automat-
ically sums over the partial waves cross sections in the incident and outgoing states to give
the cross section σα→α′ , where α is a set of quantum numbers that describe the channel
|α, L, M〉. Thus to calculate partial wave cross sections we need to directly extract the
S -matrix from the MOLSCAT output.
MOLSCAT outputs the S -matrix in a unformatted binary file on the ISAVEU channel.
For the following to work ”KSAVE=0” needs to be set, otherwise the structure of the
ISAVEU output is altered and the following fails. The data structure of the ISAVEU file
can be found in section 2.5 of the MOLSCAT version 14 documentation.
MOLSCAT calculations for a range of energies and magnetic fields, need to be per-
formed separately for each MTOT (the projection of the total angular momentum of the
the space-fixed field axis) and parity, p. A FORTRAN routine (”xsec.f”), using code
similar to the RESFIT companion program ”SAVER.f”, then reads the ISAVEU binary
file and writes the S MTOT,p-matrix out in human readable form in format shown in ta-
ble C. A Python script (”totaliser.py”) given an incident partial wave and an outgoing m′s
can then read multiple files of the form shown in table C, to calculate the cross section
σLn=0,s=1,ms=+1→n′=0,s=1,m′s using
σLα→α′ =
pi
k2α
∑
MTOTpL′
|1 − S MTOT,p
α,LML→α′,L′M′L |
2. (C.0.1)
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NNRG (number of energies)
EN (list of all energies)
************************ (separator)
index number
energy magnetic field electric field
parity MTOT NOPEN (number of open channels)
channel list
channel index, quantum numbers, L, channel wave vector
tabulated channel data (as above). . .
” I , J , RE(S(I,J)) , IM(S(I,J)) , |I − S |2 , SIG(I→J)”
tabulated cross section data (as above) . . .
************************ (separator)
index number (2)
. . .
. . .
index number (NNRG)
Table C.1: Human readable format for S -matrices extracted from the MOLSCAT
ISAVEU file with ”xsec.f”.
For example to calculate the p-wave (L = 1) n = 0, s = 1,ms = +1 → n = 0, s = 1,m′s
cross section, separate MOLSCAT calculations need to be performed with the correct par-
ity for MTOT = ms + ML = 0, 1, and 2 in different directories. ”xsec.f” is then run in each
directory creating three output files MTOT0, MTOT1, and MTOT2. ”totaliser.py” then
needs to be given the three files, and to calculate σL=1n=0,s=1,ms=+1→n′=0,s=1,m′s=−1, the values
inL=1 and m′s = −1.
Appendix D
Publications and Conferences
D.1 Publications
• Production of ultracold NH molecules by sympathetic cooling with Mg,
Alisdair O. G. Wallis and Jeremy M. Hutson, Phys. Rev. Lett. 103, 183201 (2009)
• Conical intersections in laboratory coordinates with ultracold molecules,
Alisdair O. G. Wallis, S. A. Gardiner, and Jeremy M. Hutson, Phys. Rev. Lett. 103,
083201 (2009)
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D.2 Conferences, Meetings and Summer Schools
11 July 2007: ANUMOCP XVII (Annual Northern Universities Meeting
on Chemical Physics), University of Leeds, Leeds
10-13 September 2007: QuAMP 2007 (Quantum, Atomic, Molecular and Plasma
Physics) , University College London, London
7-9 April 2008: EuroQUAM (Cold Quantum Matter) Inaugural Meeting,
Barcelona, Spain
25 June 2008: ANUMOCP XVIII (Annual Northern Universities Meeting
on Chemical Physics) , University of Sheffield, Sheffield
7-19 September 2008: UK Summer School in Theoretical Chemistry, Oxford Uni-
versity, Oxford
5-7 January 2009: Annual Conference of the Spectroscopy and Dynamics
Group of the RSC Faraday Division, University of Notting-
ham, Nottingham
15-17 April 2009: Faraday Discussion 142: Cold and Ultracold Molecules,
University of Durham, Durham
17-18 April 2009: EuroQUAM Satellite Meeting on Cold and Ultracold
Molecules, University of Durham, Durham
20-22 April 2009: EPSRC CoCoChem Summer School: Coherent Control of
Molecules, University College London, London
23 April 2009: Molecular Dynamics and Control Symposium, University
College London, London
26-27 October 2009: CoPoMol (Collisions of Cold Polar Molecules) Annual
Meeting, Imperial College London, London
14-15 December 2009: Aharonov-Bohm Effect and Berry Phase Anniversary
50/25, University of Bristol, Bristol
Visits
21 Sept- 10 Oct 2008: Visited the research group of Professor R. Krems, Univer-
sity of British Columbia, Vancouver, Canada.
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