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ABSTRACT
This dissertation is primarily a description of three projects. It starts with a method for
spatial prediction and parameter estimation for irregularly spaced, and non-Gaussian data.
It will be shown that by judiciously replacing the likelihood with an empirical likelihood
in the Bayesian hierarchical model, approximate posterior distributions for the mean and
covariance parameters can be obtained. Due to the complex nature of the hierarchical
model, standard Markov chain Monte Carlo methods cannot be applied to sample from
the posterior distributions. To overcome this issue, a generalized sequential Monte Carlo
algorithm is used. Finally this method is applied to iron concentrations in California.
The second project focuses on anomaly detection for functional data; specifically for func-
tional data where the observed functions may lie over different domains. By approximating
each function as a low-rank sum of spline basis functions the coefficients will be compared
for each basis across each function. The idea being, if two functions are similar then their
respective coefficients should not be significantly different. This project concludes with an
application of the proposed method to detect anomalous behavior of users of a supercomputer
at NREL.
The final project is an extension of the second project to two-dimensional data. This
project aims to detect location and temporal anomalies from ground motion data from a
fiber-optic cable using distributed acoustic sensing (DAS). First, with a simulation study the
validity of the proposed method is established. We present an application of the proposed
method to detect the location of subsurface anomalies near the cable as well as temporal
anomalies including an M3.6 earthquake.
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Due to advances in science and technology, high-throughput spatial and spatio-temporal
data are being generated at a rapid pace. Consequently, this has created an urgent need for
building suitable methodologies to study different aspects of large data sets having complex
dependence structures. This dissertation addresses the development of statistical tools for
different practical issues pertaining to data exhibiting dependencies of varied forms and
structures. Moreover, instead of being restricted to either Bayesian or frequentist perspective,
in the modern era of spatial and spatio-temporal analytics one needs to be pragmatic and
should approach the problem from a Bayesian or frequentist perspective depending on the
nature and background of the problem.
In Chapter 2, a Bayesian hierarchical model has been adopted for making inferences
on spatial covariance parameters with an application to iron concentrations in the topsoil in
California. This data was a part of the most extensive study of minerals in soil samples across
North America. Due to the size and comprehensiveness of this dataset, it was important to
understand the properties of different minerals throughout various regions. In this work, we
focus on iron concentrations in parts per million (ppm) from the top 0cm-5cm from locations
in California.
A major challenge in developing suitable inference tools for this particular application
was due to the extreme non-Gaussian behavior of the data. To overcome this issue, an
empirical likelihood involving the spatial parameters has been incorporated in the hierar-
chy, and subsequently, posteriors of interest have been estimated. Further, a generalized
sequential Monte Carlo (SMC) sampling scheme has been adopted to work with empirical
likelihood and model spatial features. It is worth mentioning that typically Markov chain
Monte Carlo (MCMC) methods are used to draw from posterior distributions, whereas in
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this work the generalized SMC sampling has been adopted to overcome difficulty in draw-
ing samples using MCMC with empirical likelihood (EL). The finite-sample behavior of the
proposed methodology has been illustrated through an extensive simulation study and it
has been established that the inference and prediction can be significantly improved using
the proposed methodology, especially when the data are non-Gaussian or the distribution
is unknown. Chapter 2 of this dissertation concludes with an application of the proposed
method to iron concentrations in the topsoil in California. In particular, Bayesian prediction
has been used to estimate posterior predictive distributions for unknown locations.
Chapters 3 and 4 concentrate on the development of methodologies for group anomaly
detection for functional data (either temporal or spatio-temporal) with variable lengths.
The motivation behind our works emerged while proposing a suitable approach to detect
anomalous central-processing-unit (CPU) usage behavior of users on National Renewable
Energy Laboratory (NREL) super computer ‘Peregrine’. Other than the substantial amount
of data to analyze, another major bottleneck of this project has been the fact that the CPU
usage time may change for each user and for each job, making it difficult to apply the typical
anomaly detection methods for functional time series data. It is worth mentioning that most
of the existing functional anomaly detection methods rely on each observation lying over
the same domain. The approach proposed in Chapter 3 avoids this issue by moving from
the functional space to the multivariate space. In particular, an appropriate tool has been
developed by performing a semiparametric regression using low-rank spline bases on each
of the functional observations and then comparing the estimated parameters. Penalized
least squares is used to estimate coefficients for each basis. Consequently, each function
has the same number of coefficients that can be compared using any existing multivariate
anomaly detection methods. In Chapter 3, the performance of the proposed procedure has
been illustrated by an extensive simulation study. Finally, the procedure has been applied
to CPU usage data for jobs submitted by two users on Peregrine to identify any potential
anomalies.
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The methodology proposed in Chapter 3 is further extended in Chapter 4 to include
spatio-temporal data. In this work, the data from a distributed acoustic sensing (DAS)
cable buried in the Colorado School of Mines lawn have been considered. This cable measures
ground motion from people walking past, construction, or even seismic activity from miles
away. A 3.6 magnitude earthquake in Glenwood Springs, CO began on December 11, 2018
and traveled approximately 180 miles to the DAS cables in Golden, CO. In the first phase
of this work, using methods previously described in Chapter 3, the model has been used
to identify other unknown anomalous behavior. For example, for a fixed time the spatial
locations have been incorporated into the low-rank spline bases, and the estimated coefficients
from penalized least squares have been compared at different time points. In the next phase
of the work, the instance when the earthquake passed though the cable as well as the total
time it took have been detected. Finally, a thorough simulation study has been performed to




BAYESIAN SPATIAL EMPIRICAL LIKELIHOOD
Empirical likelihood (EL), originally proposed by Owen (1988, 2001) for independent
random variables, is a resampling-type method that formulates a likelihood function non-
parametrically by probability profiling data and allowing inference without any explicit dis-
tributional assumptions (e.g., Gaussianity) typically used in parametric statistical analysis.
One of the main reasons behind EL’s increasing popularity and success is that under mild
regularity conditions one can construct confidence regions for parameters using the asymp-
totic chi-squared distribution of the log-likelihood ratio, thereby completely avoiding the
vexing issue of variance estimation (which typically depends on a set of unknown parame-
ters) in practical applications. Qin & Lawless (1994) further extended the scope of Owen’s
original EL formulation by linking estimating equations and empirical likelihood.
Within the Bayesian framework, Lazar (2003) first used EL in Bayesian inference by re-
placing the likelihood in Bayes’ theorem with EL, and studied this idea through an extensive
simulation study. The Bayesian approach presented in Lazar (2003) increased the flexibil-
ity of ‘frequentist’ applications of empirical likelihood, allowing prior knowledge about the
problem to be included in the model. In this work we propose a semiparametric hierarchical
empirical likelihood (SHEL) model (see, Porter et al. (2015) for details) which utilizes EL
at the data stage of the model hierarchy.
However, in many applications Bayesian models are difficult to implement as posterior
distributions can be intractable. For example, often we observe the data sequentially in time
and the posterior distribution has to be updated adaptively as the data become available. In
such cases, it is often impossible to obtain samples from these posterior distributions directly
using standard Markov chain Monte Carlo (MCMC) methods. To overcome this problem,
Gordon et al. (1993) first introduced Sequential Monte Carlo (SMC) methods, which can be
4
viewed as a collection of techniques for approximating posterior distributions by generating
sequences of distributions. Later, Del Moral et al. (2006) laid out sampling algorithms based
on SMC, and Sisson et al. (2007) discussed their practical implementation. In this work
we modify the adaptive SMC algorithm originally proposed by Del Moral et al. (2012) to
incorporate empirical likelihood for spatial data.
The rest of the paper is organized as follows. In Section 2.1 we give a detailed descrip-
tion and some exploratory data analysis of the iron-concentration data in California that
motivated this work. In Section 2.2, we describe our SHEL model and estimating equations
that will be used in the data analysis. Section 2.3 presents the implementation of the SMC
algorithm along with the associated computation details, and includes a discussion of how
we can use the algorithm to approximate posteriors and predict responses at unobserved
locations. We present a thorough simulation study in Section 2.4. Finally, in Section 2.5 we
discuss the choice of priors and hyper-priors to analyze the iron-concentration data, apply
the proposed methodology, and present the results.
2.1 Data Description
2.1.1 Iron-Concentration in California
We start this section with a brief description of the iron concentration data in California
(CA). This was a part of the most extensive study of minerals in soil samples across North
America. The U.S. Geological Survey (USGS) collected geochemical and mineralogical soil
samples across the conterminous United States from 2007 to 2010. Soil from multiple depths
including 0cm-5cm (labeled ‘topsoil’) is included from over 4800 locations. A total of 45
major and trace elements were analyzed by May of 2013 (see, Smith et al. (2013) for details).
A somewhat regularly-spaced spatial points were obtained without using a strict grid-based
system by a generalized random tessellation stratified (GRTS) design, see Figure 2.1 (Smith
et al., 2013). To estimate the measurement errors, the USGS implemented a quality control
plan where duplicate samples were interspersed into the batches of samples to be analyzed.
USGS detected no quality problems. For more information on this dataset see (Smith et al.,
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2013).
Due to the size and comprehensiveness of this dataset, it was important to understand the
properties of different minerals throughout various regions. In this paper, iron concentrations
in parts per million (ppm) from the top 0cm-5cm from locations in CA were studied. Humans
interact with topsoil most frequently during daily activities, making this a depth of interest.
A plot of the 257 locations and iron concentrations in the topsoil can be seen in Figure 2.1.
Note that higher concentrations of iron can be found in the north-eastern part of CA, and
smaller concentrations can be seen along the coastline.
Figure 2.1: Iron concentrations plotted on latitude-longitude coordinates. Size of dot corre-
sponds to concentration size in ppm.
It is worth mentioning that CA’s geographical obstacles produce unique properties in the
data. The mountains, valleys, and coastline divide the state into distinct ecoregions. These
differences in terrain may cause the variogram to no longer depend solely on distance. To
examine the anisotropy of the variogram we computed an empirical directional variogram
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(see Figure 2.2). At higher lags, the estimated semi-variogram for 0 degrees and 45 degrees
behaves differently from the estimated semi-variogram for 90 degrees and 135 degrees, point-
ing to possible anisotropy in the data. However, due to the similarity of all semi-variograms
at smaller lags, and given that empirical semi-variograms are generally unreliable estimates
of the variogram at larger distances, we assume isotropy throughout the data analysis. Fur-
thermore, including anisotropy would introduce more complexities in our modeling setup
and such analysis is beyond the scope of the current work.
Figure 2.2: Estimated directional variograms for iron concentrations in CA.
Due to the complex nature of this data, it may not be prudent to assume a Gaussian
likelihood for the iron data (see Figure 2.3). This was the main motivation behind combining
EL with Bayesian hierarchical models (BHM) so that these data can be analyzed without
restricting the likelihood to a particular family of distributions. For efficient estimation of
parameters we use the SMC algorithm, adjusted to include EL and spatial features, which
allows for the estimation of posterior distributions of parameters of interest and the prediction
of concentrations of iron in the topsoil.
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(a) (b)
Figure 2.3: (a) Histogram of iron concentrations in CA (b) Q-Q plot comparing iron data
to the Gaussian distribution.
2.1.2 Compositional Data
Concentrations of minerals are typically defined as part of a whole, so when one element
changes the reported concentrations of other elements are forced to change. This type of
data is called compositional data. More formally, observations (z1, . . . , zd) ∈ Rd are called
compositional if zi ≥ 0 for all i = 1, . . . , d and
∑d
i=1 zi = 1. For further insights on the
complexities and geometry of compositional data, see Aitchison (1986).
Note that typical statistical methods cannot be applied directly to the compositional
data. For example, since z1 + · · ·+ zd = 1,
Cov(z1, 1) = Cov(z1, z1 + · · ·+ zd) = 0,
and therefore,
Cov(z1, z2) + · · ·+ Cov(z1, zd) = −Var(z1).
This phenomenon is known as ‘negative bias’ (see, Aitchison (1986)). It implies that at least
one element in each row of the covariance matrix must be negative, therefore correlations
cannot range freely.
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Fortunately, compositional data can be transformed to Euclidean space. Once the data
are in Euclidean space, classical statistical methods can be applied. The iron data considered
in this paper consist of two parts: 1) the iron concentration in ppm and 2) the remainder.
Let X = [Z1,Z2], where Z1 is the vector of iron concentrations in ppm and Z2 = 10
61− Z1
is the vector of the remainder of the sample. To transform a two-part composition into











A slight variant of the alr transformation (called the isometric log-ratio (ilr) transfor-
mation) is often preferred over alr for the theoretical properties it possesses, namely, (a)
isometry, and (b) interpretability, which are described below. With Z1 and Z2, the ilr trans-
























That is, dA(x, y) = dE(ilr(x), ilr(y)), where dE(·) is Euclidean distance (see, Filzmoser et al.
(2009)). The factor,
√
1/2, allows the transformation to map directly to Euclidean space
but creates difficulty in interpretation. In univariate cases, using alr or ilr will produce the
same back transformations, therefore in the rest of this work we restrict ourselves to the alr
transformation. In practice, predictions of iron can be back-transformed into the original
compositional space, but the posteriors for each parameter of interest will be analyzed in
Euclidean space.
While dealing with such compositional data, a common practice is to transform it to
Euclidean space, and then assume the data are Gaussian. Our EL approach avoids assum-
ing the transformed data are Gaussian. This is important when one would like to avoid





We start this section by discussing EL in the general case. Heuristically, one might
consider EL as a nonparametric method of inference having similar sampling properties to
those of the nonparametric bootstrap. But, EL works by profiling a multinomial likelihood
supported on the sample, whereas bootstrap is based on the idea of resampling. Suppose
our sample Z = (Z1, . . . , Zn) is independent and from some unknown distribution F . Also,













pigj(Zi,θ) = 0, for all j
}
, (2.1)
for a finite number of estimating equations gj(·), j = 1, . . . , k, defined such that E[gj(Zi,θ)] =
0. However, for computational ease, ℓn(θ) = log[Ln(θ)] is generally preferred over Ln(θ),
and one can use Lagrange multipliers to solve the maximization problem. A complete detail
of this can be found in Chapter 2 of Owen (2001).
From (2.1), one can interpret empirical likelihood as a weighting scheme on the obser-
vations such that the estimating equations are satisfied. Note that the first two constraints
define the data model, whereas the third constraint adds structure to the problem thereby
allowing for parameter estimation.
The choice of estimating equations is often problem specific and typically depends on
how the parameters of interest need to be specified. For example, Chaudhuri et al. (2011),
while developing empirical likelihood for small area estimation, suggested the following two
estimating equations to constrain the first two moments of the underlying spatial process.







where µ = E[Z(s)] and σ2 = Var[Z(s)]. In this situation, EL only estimates the mean and
variance by restricting the first two moments. However, note that for spatial modeling we
require more estimating equations to constrain the associated covariance parameters. We
will give complete details on the choice of estimating equations for our spatial hierarchical
model in Section 2.2.3.
2.2.2 SHEL Model
In order to describe the spatial hierarchical structure, let Z be the observed sample as
described in Section 2.2.1, Y = (Y (s1), . . . , Y (sn)) ≡ (Y1, . . . , Yn) be a vector corresponding
to an unobserved or latent process, and let θ be a set of parameters related to both the data
and process model; further, let [Z|Y,θ] denote the conditional distribution of Z given Y and
θ, [Y|θ] denote the conditional distribution of Y given θ, [θ] = [θZ,θY] denote the marginal
distribution of θ, with [θZ] being the joint prior distribution of the data model parameters,
and let [θY] be the joint prior distribution of the latent process model parameters. Our
proposed spatial SHEL hierarchical structure is then
Data Model : [Z|Y,θ]EL
Process Model : [Y|θY]
Parameter Model : [θ] = [θZ,θY].
The empirical structure above is useful when data cannot be fit to a known distribution,
for example, a Gaussian. The proposed spatial SHEL model assigns priors and hyper-priors
on the process and parameter models and replaces [Z|Y,θ] with [Z|Y,θ]EL, the empirical
likelihood of Z given Y and θ (see, Porter et al. (2015) for details). Moreover, using this
conditional approach, the original formulation of EL, which assumes independent and iden-
tically distributed (i.i.d.) observations, becomes immediately applicable since conditioned
on Y and θ, the observations {Z(si)}’s are now independent and identically distributed.
The spatial dependence is introduced naturally through the latent process model Y (Porter
et al., 2015).
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In the next step, we follow Lazar (2003) and use an approximate form of the posterior
distribution by replacing the likelihood with the empirical likelihood,
[Y,θ|Z] ∝ [Z|Y,θZ]EL[Y|θY][θZ,θY]. (2.4)
Lazar (2003) suggests (2.4) is useful for studying an approximation to the posterior distribu-
tion, but its validity should be established on a case by case basis. The Bayesian hierarchical
model increases the flexibility of EL and enables us to remove any distributional assumptions
in the data model (Lazar, 2003). Our SHEL structure is more complex making it difficult to
estimate the posterior distributions using MCMC. Instead, we will incorporate SHEL into an
SMC algorithm by following the methods laid out by Del Moral et al. (2012) and Mengersen
et al. (2013) on how to incorporate EL into approximate Bayesian computation. Next, we
give a description of our model adapted to handle spatial data.
2.2.3 Spatial Empirical Likelihood
We start this section with the constraints necessary to include the latent process Y in EL.
In the general EL framework, estimating equations (2.2) and (2.3) constrain the mean and
variance of [Z|Y,θ] respectively, thereby only constraining θZ ⊂ θ. However, to analyze the
parameters θY associated with Y, the maximization problem must be further constrained.
This can be accomplished by simply constraining the variogram.
When the observations are regularly-spaced, the variogram at lag h = ||si − sj|| can








, where subscript ‘reg’
identifies estimation on a regular grid, and |Treg(h)| is the cardinality of the set Treg(h) =
{(si, sj) : h = ||si − sj||} (Cressie, 2015). When the observations are on an irregular grid, a
tolerance around the lag is required to estimate the variogram. In this case, the variogram











where T (h) = {(si, sj) : h− δ ≤ ||si − sj|| ≤ h+ δ}, and Nh = |T (h)|, the cardinality of the
set T (h). In practice, we typically pick a value for the tolerance level δ so that there are at
least 30 different pairs in T (h), which is required to achieve the numerical stability of the
estimator given in (2.5) (see, Cressie (2015)).
Recall that a variogram estimating equation is required to constrain θY . Nordman &
Caragea (2008) suggested the following variogram estimating equation on a regular grid:
gk(Z(si),θ) = γ̂reg(hk)− γ(hk). (2.6)
But this equation cannot be used directly as it requires the regular-grid estimation of the
variogram, and it does not incorporate the parameters θY directly. The parameter vector θY
is incorporated into (2.6) by taking advantage of the relationship γ(h) = C(0)−C(h), where
C(h) is a covariance function of Y that depends on θY , thereby constraining the parameters








)2 − (C(0)− C(h)), (2.7)
for k = 1, . . . , K. Note that, (2.7) is a valid estimating equation since E[γ̂(h) − (C(0) −
C(h))] = 0. To summarize, we will use the following estimating equations in this work,












)2 − (C(0)− C(h)), for k = 1 . . . , K
Note that, the first two equations constrain the mean and the variance of the underlying
process, whereas the nextK equations are used to constrain the variogram. The log empirical


















As noted earlier, the basic idea is to draw from the estimated posteriors described in
Section 2.2.2 using an SMC method modified to include the SHEL model. This step also
extends the scope of SHEL model (originally proposed by Porter et al. (2015)) by incorpo-
rating the SMC for sampling efficiently from the posterior. These samples can be used for
inference on parameters as well as for Bayesian prediction.
2.3.1 Sequential Monte Carlo Algorithm
Daly et al. (2017) proposed a generalized version of the adaptive SMC algorithm first
introduced by Del Moral et al. (2012), which improved the computational complexity of
Monte Carlo samples from O(n2) to O(n). We modified the generalized adaptive SMC
algorithm proposed by Daly et al. (2017) to include EL and spatial features (see, Algorithm
1).
As noted earlier, the ultimate goal of our proposed SMC sampler is to draw from the
posterior distributions of the parameters, π(θ|Z), by sampling from a series of approximate
distributions, πǫt(θ|Z), until a final approximation, πǫf (θ|Z), of the target distribution is
achieved. The basic steps are as follows:
1. Draw M data simulations from a proposed distribution.
2. Compare the simulated data to the observed data to define weights, assigning higher
weights to simulated data that are closer to the observed values.
3. Control how close the observed data are to the simulated data at any arbitrary step t
using a pre-assigned tolerance ǫt.
4. Update the proposed distribution using these weights.
2.3.2 Technical details of the proposed algorithm
Let us consider the following spatial additive model:
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Z = µ1+Y + εz, (2.9)
where µ is the constant mean, Y is the vector corresponding to the unobserved or latent
spatial process Y (·), and εz is a mean-zero vector of independent measurement errors. We
further assume that the latent spatial process has a covariance function that depends on two
parameters: σ2γ, the process variance, and ρ, the range parameter.
Our proposed algorithm starts by drawing the parameters µ, σ2γ, ρ and the latent spatial






Then M simulated data vectors, Z∗, are drawn from the empirical distribution given these












,Y∗1} are drawn from {µ∗0, σ2∗γ0, ρ∗0,Y∗0} using a Markov proposal K(θ, τ 2k ). Each
draw is accepted with the probability found in Algorithm 1 line 31. In the next step, Z∗






continues until the user defined stopping point. Practical suggestions for the choice of the
stopping criteria are discussed in Section 2.3.5. The final parameter set is repopulated with
the given weights to produce the final approximate posterior distributions. Credible intervals
and posterior means are computed for the parameters based on the posterior samples.
2.3.3 Choice of the loss function
The function ηǫ({Z∗},θ) =
∑M
j=1 I(Ψ(Z
(j)∗,θ) < ǫ) in lines 14 and 31 of Algorithm 1 com-
putes the number of simulated datasets Z∗ that are within a specified ǫ > 0 of the observa-
tions according to some loss function, Ψ(·). We compare the estimated mean and variance









Algorithm 1 Generalized Adaptive SMC
1: Set t = 0 and k0 = ǫ0 large.
2: while ǫt ≥ ǫf do
3: if t = 0 then
4: Initialize an empty set {θ(i)0 } = ∅ of accepted parameters
5: while {θ(i)0 } contains less than N parameters do
6: Draw a sample θ∗ from prior distribution π(θ).
7: if L(θ∗) is finite then





0 = 1/N for i = 1, . . . , N .
12: else







t }, θ∗t )/ηǫt−1({Z(i)∗t }, θ∗t )
15: end for
16: if all weights w
(i)
t are 0 then
17: kt ← kt + αkt
18: ǫt ← ǫt−1 + kt
19: Repeat from line 13
20: end if
21: Normalize {w(i)t }.
22: if ESS({w(i)t }) ≤ N/2 then
23: Resample N parameters {θ(i)∗} from {θ(i)t−1} using the new weights {w
(i)
t }.






t = 1/N .
26: end for
27: end if
28: for i = 1 to N do
29: Draw θ∗ from the proposal distribution Kt(θ|θ(i)t−1)
30: Draw Z
(i,j)∗



































35: kt+1 = min(kt, αǫt)
36: ǫt+1 = ǫt − kt+1
37: t← t+ 1
38: end while
39: return ({θ(i)t , w(i)t )}.
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where s2Z and (s
(j)∗)2 are the sample variances of Z, and the simulated data, Z∗, respectively.
2.3.4 Effective sample size
In line 22 of Algorithm 1, ESS stands for the effective sample size, i.e., ESS(w
(i)







, which determines the accuracy of the drawings from the desired distribu-
tion. In fact, Del Moral et al. (2012) showed that inference using these N weighted samples
is approximately equivalent to performing inference using ESS(Wt, εt) perfect samples from
πεt . Resampling occurs when the ESS falls below N/2 by repopulating the posterior esti-
mates and applying equal weights across all estimates (see, Daly et al. (2017) for details).
2.3.5 Choice of the stopping criterion
We follow Daly et al. (2017) in computing ǫt in lines 35 and 36. The parameter α ∈ (0, 1)
controls how the algorithm moves towards the target distribution through the tolerance level
εt. In particular,
• When α is close to 1, the change between ǫt−1 and ǫt is large and more weights will
become 0 in the next sequence. The distributions move quickly towards the target
distribution at the cost of a worse approximation.
• Setting α closer to 0 allows more of the samples to move around the field before
obtaining 0 weights resulting in a slower convergence but better estimates of the target
distribution.
In Section 2.4, we have chosen the value of α = 0.3.
2.3.6 Drawing samples from the empirical distribution
Our main change in the generalized SMC algorithm of Daly et al. (2017) is the simulation of
data from the empirical likelihood in line 30 of Algorithm 1. For example, using the spatial
additive model as in Eqn. (2.9), given µ∗ and Y∗, a simulated draw from the empirical
distribution is given by
Z∗ = µ∗1+Y∗ + ε∗Z , (2.10)
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where ε∗Z is drawn from a multinomial on Z − µ∗1 − Y∗ with probabilities (p̂1, . . . , p̂n)
estimated using the log empirical likelihood as in Eqn. (2.8). For simplicity of exposition,
hereafter we shall refer to this method of drawing samples as the EL method. Alternatively,
we can draw ε∗Z from a Gaussian distribution. That is, Eqn. (2.10) remains the same, except
now ε∗Z are independent and identically distributed from a Gaussian distribution with mean
zero and variance σ2ε . We shall call this the Gaussian method.
It should be noted that drawing from the empirical distribution requires the probabilities
(p̂1, . . . , p̂n). Sampling only parameters that produce probabilities from the EL is time-
consuming, especially when parameters are drawn from the prior in step 1 of the SMC.
Fortunately, as we move through the steps of the SMC, parameters that create finite EL
are drawn more frequently as the approximate posterior approaches the target posterior,
resulting in fewer rejections of parameter values.
After the final sequence, the parameters are sampled with probabilities {w(i)f } as in line
22 in order to repopulate the posterior. The output of the SMC algorithm is samples of size
N from the target posteriors, which can then be exploited for inference on the parameters
of interest, and to estimate a posterior distribution of the response variable at unknown
locations via Bayesian prediction.
2.3.7 Prediction
One of the goals of this paper, and of spatial data analysis in general, is to predict Z(s) at
unobserved locations. In this section we will describe how to use the approximate posteriors
for predictions.
Recall, that according to Eqn. (2.9) our spatial observations Z depend on µ, the global
mean across the entire spatial field, Y the spatial random effects, and εZ the independent
spatial error. Through our proposed SMC algorithm, approximate posteriors are obtained
for µ1+Y, σ2γ and ρ, and each draw from the approximate posterior is then used to draw the
error vector. To predict the spatial process at the unobserved locations, a new spatial vector
is drawn from the prior but only with those unobserved locations. This entire sequence of
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steps creates a draw from the posterior predictive distribution.
As a prior for Y we use a Gaussian distribution, π(Y) ∼ N (0,Σy), where (Σy)ij =
C(si, sj; σ
2
γ, ρ), is the n × n covariance matrix that depends on parameters θY = (σ2γ, ρ).
Note that in this section we primarily focus on Y, and a discussion on the choices of priors
for other model parameters has been relegated to Section 2.4.1.
We now propose the following algorithm to predict Y at unobserved locations, s0 =
(s01, . . . , s0m).
Algorithm 2 Posterior Predictive Distribution
1: Obtain N draws denoted µ̂, σ̂2γ , ρ̂, and Ŷ from the approximate posterior distributions using
Algorithm 1.
2: for i = 1 to N do
3: Estimate (p̂1, . . . , p̂n) from the EL using µ̂i, σ̂
2
γi, ρ̂i, and Ŷi.
4: Draw ε∗Z(s0) from the entries of Z− µ̂i1− Ŷi with probabilities (p̂1, . . . , p̂n).
5: Draw a new spatial process using the prior,
Y(s0)
∗ ∼ N (0, Σ̂0)
where (Σ̂0)jk = C(s0j , s0k; σ̂
2
γi, ρ̂i).
6: Z0i(s0) = µ̂i1+Y(s0)
∗ + ε∗Z(s0).
7: end for
8: return Z(s0) = (Z(s0)1, . . . ,Z(s0)N ).
2.3.8 Computational Details
We briefly discuss some of the computational details pertaining to the implementations
of Algorithms 1 and 2. In order to calculate EL, we have used the inbuilt R function optim

























obtained via Lagrange multipliers from Eqn. (2.8). Given the estimating equations provided
in Section 2.2.3, there exists a unique solution to Eqn. (2.8) given θ. If Eqn. (2.11) is zero,
pi > 0 for all i, and
∑
i pi = 1 then the unique value of the EL is
∑
i log(pi). For numerical
purposes, we use the same threshold as given in Porter et al. (2015) to check the constraints
(see, Porter et al. (2015)), i.e., if the value of the objective function in Eqn. (2.11) is less
than 10−3 and |∑i pi − 1| < 10−3 then the constraints are considered to be met.
It is worth mentioning that drawing parameter values from the prior can be time-
consuming since the parameters must produce a finite likelihood. This computation can be
hastened by drawing multiple parameters at once and minimizing the log-likelihood across
all parameters until a parameter that produces a finite log-likelihood is obtained.
2.4 Simulation Study
In this section we illustrate the performance of the proposed method and discuss its
practical applications. All simulation results are based on 100 replications.
2.4.1 Simulation Model and Inference
Suppose the n sampling locations are generated from a uniform distribution on [−3, 3]2
and n is set to be 50, 100, and 250. The measurement errors are modeled as εz ∼ N (0, σε2I),
where I denotes the identity matrix. We further set σ2ε = 2, µ = 5, σ
2
γ = 1, and ρ =
0.25, 0.33, 0.5, 0.75, where Y ∼ N (0,ΣY). Let hij = ||si − sj||, the Euclidean distance
between locations si and sj. To perform the simulation study we focus on random fields
with two different types of covariance functions:
(a) exponential covariance: C(hij) = σ
2














0 < hij < ρ
0 hij > ρ.
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To assess the performance of the proposed method for non-Gaussian spatial random
fields, we consider errors distributed as a mean-centered χ21 distribution. Note that, under
this model σ2ε = 2 (known), which gives us the same signal-to-noise ratio as in the Gaussian
case.
The following vague priors and hyper-priors were placed on µ, σ2γ, ρ and Y,
π(µ) ∼ N (0, 100), π(Y) ∼ N (0,Σγ), π(σ2γ) ∼ IG(1, 1), π(ρ) ∼ U(0.001, 3).
The IG(1, 1) prior is considered to be a vague prior because it decays slowly enough that
it does not have a finite mean. We assign a uniform prior on ρ with a lower bound of 0.001
to avoid draws too close to 0 causing computational issues. Further, the upper bound is set
at 3 because if ρ is larger than 3 then effectively there is perfect correlation due to our choice
of the sampling domain as mentioned before.






h1, h2; ρ = 1/4 0.1, 0.2
h1, h2; ρ = 1/3 0.2, 0.3
h1, h2; ρ = 1/2 0.25, 0.3
h1, h2; ρ = 3/4 0.25, 0.5
ǫf 0.009
The parameter specifications for the SMC method are given in Table 2.1. While consid-
ering different situations, we noticed that h1 and h2 must increase as the value of ρ increases.
In practice, we recommend users to choose h1 to be the 25
th quantile of all Euclidean location
distances and h2 to be the median.
We compute 95% credible intervals for θ = µ1+Y, ρ and σ2γ based on the EL method and
Gaussian method (cf. Section 2.3.6) and report the frequentist coverage of these intervals
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based on 100 simulated datasets in Table 2.4 and Table 2.5. Since θ is a vector, a 95%
credible interval is computed for each element of the vector and the percentage of elements
being in their respective intervals is reported.
From Table 2.4 and Table 2.5, we see that the EL method outperforms the Gaussian
method when the data are non-Gaussian. For the Gaussian method the estimated posterior
distribution in each sequence generally struggles to converge to the true target posterior
and is highly multi-modal. On the other hand, the EL method avoids this problem by
only drawing parameters that produce a finite EL. After drawing the initial parameter sets
from the prior distributions, the EL method already produces posteriors closer to the target
posterior than the Gaussian method. Under the Gaussian method, the coverages of all
parameters are generally too small. In particular, we see that the coverages for σ2γ and ρ using
EL are closer to the nominal level, whereas severe undercoverage occurs for the Gaussian
method. This is evident in the posteriors shown in Figure 2.5. This is inconsistent with Lazar
(2003) who suggests EL should produce undercoverage, but the SMC algorithm may help
in reducing undercoverage. In a sense, we are checking the validity of each draw from the
approximate posterior twice, 1) the draw must produce a finite EL given the observations,
and 2) the draw must produce simulated data similar to the observations. Each sequence of
the SMC seeks to improve the estimation of the posterior from the previous sequence.
We further note that results for the exponential covariance are generally better than those
of the spherical covariance under EL. This is most likely due to equation Eqn. (2.5) overesti-
mating C(0)−C(hij) assuming a spherical covariance. In practice, setting the covariance to
0 at a predefined range is subjective and can lead to poor estimates. For practical purposes,
we suggest avoiding the spherical covariance function (unless we have a strong evidence from
prior knowledge) in favor of the exponential covariance function which is more consistent in
its estimates of the covariance at different lags.
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2.4.2 Prediction results
The second aim of this study is prediction. For insightful comparisons, the same 10%
locations are removed and the reduced dataset are run through the SMC algorithm under
both EL and Gaussian methods. For the unknown observations, denoted by ZU , at the
10% removed locations, the posterior predictive distribution, [ZU |Z], is computed via the
methods outlined in Section 2.3.7. The known observations are denoted by Z. Finally, to
examine the predictive performance of our proposed method, the mean squared predictive
errors (MSPE) are computed for the posterior predictive distribution, which are reported in
Table 2.2 and Table 2.3.
Table 2.2: The MSPE for all cases where the covariance matrix of Y is exponential
Gaussian Errors
n = 50 n = 100 n = 250
ρ EL G EL G EL G
1/4 17.9 17.8 29.7 30.8 75.9 79.2
1/3 13.7 14.7 33.6 33.8 75.6 76.2
1/2 13.6 16.3 30.5 29.4 74.4 74.8
3/4 15.3 14.9 31.5 33.3 78.0 78.8
Chi-Squared Errors
n = 50 n = 100 n = 250
ρ EL G EL G EL G
1/4 16.5 17.9 29.6 30.6 75.3 78.1
1/3 14.7 14.8 33.3 34.3 73.2 77.8
1/2 13.6 13.9 29.9 31.2 73.8 76.2
3/4 14.2 14.3 30.9 32.1 77.6 78.8
It is evident from Table 2.2 and Table 2.3, that the EL method and Gaussian method
perform relatively the same. The MSPE can be misleading though. The prediction estimate






Zi)/N . But Y
∗
i (s0) and ǫ
∗
Zi have mean 0
and therefore become negligible in the estimation of Ẑ(s0). This means the estimate at the
unknown location is basically the global mean µ causing higher MSPEs.
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Table 2.3: The MSPE for all cases where the covariance matrix of Y is spherical.
Gaussian Errors
n = 50 n = 100 n = 250
ρ EL G EL G EL G
1/4 14.1 14.8 29.1 32.4 75.6 76.9
1/3 14.9 14.9 28.8 30.2 82.0 77.5
1/2 15.1 15.0 32.0 32.3 72.4 77.2
3/4 15.4 15.3 28.4 30.9 81.1 78.5
Chi-Squared Errors
n = 50 n = 100 n = 250
ρ EL G EL G EL G
1/4 14.3 14.4 29.1 29.8 75.0 76.8
1/3 14.9 15.2 28.4 29.1 81.4 84.2
1/2 16.4 16.9 32.4 33.3 71.0 75.2
3/4 16.3 16.6 28.4 29.0 80.3 83.3
The benefit of Bayesian prediction though is obtaining a posterior predictive distribution
and uncertainty for each missing location. The advantage of the EL method (especially
with non-Gaussian data) can be seen in Figure 2.4. The approximate posterior predictive
distributions from the EL method better target the true values at the unknown locations.
The approximate posterior predictive distributions from the Gaussian method change very
little between different locations. The Gaussian method struggles to fit a unique posterior
for each of the unknown locations.
These results can be further improved by increasing the value α, thereby allowing the
estimated posteriors to converge to the target posterior more accurately. Theoretically, as N
and M increase the results should be more accurate but will impose more of a computational
burden on the algorithm (Daly et al., 2017; Del Moral et al., 2012). Based on our study, we
suggest using our EL SMC method with an exponential covariance structure and only when
n is sufficiently large (n > 100).
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(a) (b)
Figure 2.4: Approximate posterior predictive distribution for unknown locations using the
EL method (a) and the Gaussian Method (b) for data with n = 250, ρ = 0.75, an exponential
covariance and χ21 errors. The dashed lines are the true values.
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Figure 2.5: Posterior plots of σ2γ (first row) and ρ (second row) for the EL method and the
Gaussian method when n = 100, ρ = 3/4. The first and second column assume, respectively,
an exponential or a spherical covariance structure with Gaussian errors. The third column
assumes an exponential covariance structure for data with Chi squared errors. The dotted




Table 2.4: Coverage for the parameters θ = µ1+Y, σ2γ and ρ for the exponential covariance structure.
Gaussian Errors
n = 50 n = 100 n = 250
EL Gaussian EL Gaussian EL Gaussian
ρ θ σ2γ ρ θ σ
2
γ ρ θ σ
2
γ ρ θ σ
2
γ ρ θ σ
2
γ ρ θ σ
2
γ ρ
1/4 94.3 93 88 89.5 89 60 93.8 97 82 85.1 90 57 93.8 92 61 72.0 76 39
1/3 90.4 85 100 89.5 90 66 92.8 96 95 85.4 92 54 94.3 96 44 70.2 71 40
1/2 95.4 91 100 89.5 85 79 95.5 98 99 83.9 85 65 94.0 91 75 69.0 73 56
3/4 94.4 99 100 88.7 92 87 94.6 95 99 83.0 85 88 94.3 84 48 69.1 75 74
Chi Squared Errors
n = 50 n = 100 n = 250
EL Gaussian EL Gaussian EL Gaussian
ρ θ σ2γ ρ θ σ
2
γ ρ θ σ
2
γ ρ θ σ
2
γ ρ θ σ
2
γ ρ θ σ
2
γ ρ
1/4 91.9 83 78 85.9 67 48 92.6 89 78 82.3 69 41 91.6 81 64 68.9 60 39
1/3 89.2 69 92 86.7 72 69 92.7 79 88 81.4 63 47 93.1 83 54 68.6 62 42
1/2 93.0 83 97 86.4 70 73 93.3 87 93 81.7 70 60 93.1 87 85 66.8 56 58




Table 2.5: Coverage for the parameters θ = µ1+Y, σ2γ and ρ for the spherical covariance structure.
Gaussian Errors
n = 50 n = 100 n = 250
EL Gaussian EL Gaussian EL Gaussian
ρ θ σ2γ ρ θ σ
2
γ ρ θ σ
2
γ ρ θ σ
2
γ ρ θ σ
2
γ ρ θ σ
2
γ ρ
1/4 91.1 92 79 89.3 87 66 91.3 88 80 85.5 82 52 89.5 94 24 69.0 74 31
1/3 89.1 85 87 88.7 88 69 89.7 88 58 85.1 87 53 90.9 97 4 72.2 78 40
1/2 91.3 94 94 89.3 91 82 91.2 94 85 84.1 82 65 91.0 94 13 74.6 69 56
3/4 91.6 96 100 89.7 88 94 92.2 93 70 83.2 83 84 91.8 73 10 72.9 75 69
Chi Squared Errors
n = 50 n = 100 n = 250
EL Gaussian EL Gaussian EL Gaussian
ρ θ σ2γ ρ θ σ
2
γ ρ θ σ
2
γ ρ θ σ
2
γ ρ θ σ
2
γ ρ θ σ
2
γ ρ
1/4 87.0 73 83 84.8 66 42 88.3 75 67 80.9 69 41 89.3 83 31 69.1 73 26
1/3 87.5 69 86 87.3 74 55 88.2 72 56 78.1 68 49 90.2 80 1 70.4 62 41
1/2 90.3 84 93 86.8 74 75 90.9 79 80 83.2 68 61 88.1 82 24 69.4 67 48
3/4 90.0 85 99 86.5 76 93 88.5 75 85 77.0 73 75 90.3 78 6 71.7 59 65
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2.5 Application
In this section, we apply our method to iron concentrations in the topsoil in CA. Given
the results of the simulation study in Section 2.4, we decide to use an exponential covariance
structure on the spatial random effects. We also use similar priors and hyper-priors as
we have no information about the parameters for this dataset. We next give a detailed
description of the model used in our data analysis.
2.5.1 Iron SHEL Model
Let Z = (Z(s1), . . . , Z(sn)) be observations of iron concentrations after the alr trans-
formation. We model Z as in (2.9) and the data errors are assumed to have mean 0 and
variance σ2ε . Vague priors are placed on µ and Y:
π(µ) ∼ N (0, 102), π(Y) ∼ N (0,Σγ),
where Σγ is the covariance matrix with a exponential covariance function. Vague hyper-
priors are also placed on σ2γ and ρ:
π(σ2γ) ∼ IG(1, 1), π(ρ) ∼ U(0.0001, c).
The upper bound c = −hm/ log (.95) where hm is the maximum distance between all loca-
tions.
Our primary goal is to obtain posteriors of the parameters, θ = µ1 + Y, σ2γ and ρ, as
well as to predict concentrations of iron at unobserved locations. This is accomplished by
implementing the SMC sampler described in Section 2.3.1.
To measure the predictive performance of the method for iron concentrations at unob-
served locations, we perform a leave-out analysis. The 257 data points are randomly placed
into 10 groups consisting of 25 points and 1 group containing 7 points. Each group is sep-
arately removed, and the SMC is run over the remaining points. If after the points are
removed the distance of any points is less than 0.4, then the average of those points has been
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used instead.
2.5.2 Estimating the Measurement Error Variance
In order to use our EL-SMC method, we need to know or to estimate the measurement
error variance. To model the data errors, the quality control data are analyzed. Specifically,
the sample duplicates of iron concentrations in the topsoil across the whole conterminous
United States are analyzed in order to estimate the measurement error variance, σ2ε . Let Xij
be the ith observation in the jth group where i = 1, 2 are duplicates and j = 1, . . . , J are the
groups. Each group consists of the sample and duplicate sample at location j. Then Xij can
be modeled as
Xij|µj, σ2ε , µ0, σ20 ∼ N (µj, σ2ε).
The following priors and hyper-priors were placed on the parameters:
π(µj) ∼ N (µ0, σ20), π(σ2ε) ∼ U(0,∞), π(µ0) ∼ N (0, 100), π(σ20) ∼ IG(1, 1).
The corresponding posterior conditionals are


































































(µj − µ0)2 + 1
]
,
were N = 2J . Using the Gibbs sampler, 10, 000 MCMC iterations were run after a burn-in of
1,000. Finally, we obtain the measurement error variance estimate σ̂2ε = E(σ
2
ε |X) = 0.0014.
This estimation σ̂2ε is used throughout the rest of the analysis.
30
2.5.3 Results for Iron Concentrations
We started by running Algorithm 1 with the parameter values shown in Table 2.6. The
SMC ran through 72 sequences. The resampling step in line 22 from Algorithm 1 was
triggered 14 times when ESS < 0.4N .
Table 2.6: Parameter values for the SMC method for iron data.
Parameter N M α δ h1 h2; ǫf σε
Value 1000 500 0.05 0.1 0.15 0.25 0.15 0.04
The approximate posterior densities for σ2γ and ρ are shown in Figure 2.6(a) and Fig-
ure 2.6(b), respectively. We find the estimated mean and median for σ2γ to be 0.37 and 0.40,
respectively. The estimated mean and median for ρ are found to be 7.07 and 8.50 respec-
tively. Given ρ̂ = 7.07, Figure 2.7 shows the correlation at different distances from point
⊗
,
which indicates that at about a distance of 13.6 units the correlation is less than 0.05.
We also compare the posterior predictive distribution of Z for each location with the
observations. Specifically, in Figure 2.8 we look at |Z̄∗(s) − Z(s)|/std(Z∗(s)) where Z̄(s∗)
is the posterior mean and std(Z∗(s)) is the posterior standard deviation. The majority of
locations are less than 0.5 indicating our posterior predictive distributions are capturing the
true observations well.
2.6 Alternative Prediction Method
As a comparison, we run the leave-out analysis on the iron data with a “black box”
method available from the Fields package in R. Specifically, we run the function spatialProcess
on the 11 leave out groups described in Section 2.5.1. The function is run with an exponen-
tial covariance; that is, a Matern covariance with a smoothness parameter set to 1/2. All
other function values are set to the defaults.
The measurement error variance, σ2ε , the process variance, σ
2
γ, and the range parameter,
ρ are estimated by spatialProcess through restricted maximum likelihood. These esti-
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(a) (b)
Figure 2.6: Approximate posterior densities of σ2γ (a) and ρ (b).
Figure 2.7: The correlation structure around
⊗
given the mean of the approximate posterior
distributions of ρ.
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Figure 2.8: The absolute difference between observations Z and the posterior mean, Ẑ∗
normalized by the posterior standard error of Z∗.
mates are then used in sim.spatialProcess to generate 1000 draws from the conditional
distribution of the spatial process given the observations (Furrer et al., 2009).
The RMSPE and coverage for the unknown locations using spatialProcess are 2.3 and
70.4% respectively. The average RMSPE and coverage using our method are 3.1 and 95.3%
respectively. Although our method produces a higher RMSPE the coverage is closer to our
alpha level α = 95%. Figure 2.9 compares the approximate posterior predictive densities
using our method and using sim.spatialProcess. We can see that the posteriors produced
by sim.spatialProcess are much narrower than the posteriors produced by our method.
sim.spatialProcess has difficulty picking up the full range of possible observations because
it assumes the data are Gaussian. Our method avoids this assumption. This further proves
our use of EL improves our understanding of iron at unknown locations.
2.7 Discussion
In this paper we have merged two ideas, EL and Bayesian hierarchical modeling, to do
inference on spatial variogram/covariance parameters and to do prediction at unobserved
locations without making any stringent distributional assumptions on the underlying spa-
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Figure 2.9: The approximate posterior predictive densities for each location using our method
and sim.spatialProcess. Points along x-axis denote the observations.
tial process. To implement our method efficiently, we have further modified the general-
ized sequential Monte Carlo method as proposed by Daly et al. (2017) to include EL and
spatial covariance parameters. A comprehensive simulation study suggests significant im-
provements in the quality of estimates due to the inclusion of EL into SMC over the typical
SMC method. Like any other nonparametric approach that generally works for moderate
sample sizes, our proposed method is also expected to perform better when the number of
locations is moderately large. Increasing N and M would typically improve the estimation
and prediction accuracy and one could parallelize the SMC to decrease computation time.
Including anisotropy into the model could also improve prediction and inference. However,
this would add a few extra layers of computational complexity to our proposed method and
therefore, we prefer to keep it out of the present manuscript.
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CHAPTER 3
GROUP-ANOMALY DETECTION OF FUNCTIONAL DATA WITH VARIABLE
DOMAINS
3.1 Introduction
In recent years, functional data analysis has become an extremely popular area of re-
search due to its various applications. The areas of applications include, but are not limited
to, meteorology, biology, medicine, and engineering. The magnetic resonance imaging (MRI)
data, hand-writing data, and weather data are a few examples of functional data. Typically,
an observation of functional data is a function, either univariate or multivariate, defined
over a domain I ⊂ R, where R denotes the real numbers. Parametric methods for analyzing
functional data were studied in Ramsay et al. (2005), whereas Ferraty & Vieu (2006) concen-
trated on developing nonparametric approaches to analyze such data. Horváth & Kokoszka
(2012) gave a detailed account on developing inference for functional data.
An important subset of functional data research is detection of potential anomalies. Re-
cently, Hubert et al. (2015) defined a taxonomy of functional anomalies. This taxonomy has
been used to test the types of anomalies methods are able to detect. Sun & Genton (2011)
developed the functional boxplot as an exploratory tool to visualize functional data as well as
detect functional anomalies. Alternative approaches include the integrated squared-error ap-
proach (Hyndman & Ullah, 2007), robust Mahalanobis distance method (Hyndman & Shang,
2010), outliergram (Arribas-Gil & Romo, 2014), and directional outlyingness approach (Dai
& Genton, 2018). Often, one would like to visualize anomalies compared to the rest of the
data. Hyndman & Shang (2010) developed the rainbow plot which ranks and colors data for
easy visualization of functional data anomalies.
The above functional anomaly detection methods primarily rely on the fact that the
functions are defined over the same domain. Difficulties may arise when each function is
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observed over different domains since none of the existing methods could be readily applied
in such situations. In this work, we propose a method that avoids this issue by moving from
the functional space to the multivariate space. In particular, we achieve this approximating
each function using a semiparametric regression and then compare the estimated coefficients.
Semiparametric regression typically involves 1) low-rank penalized splines to restrict the
nonparametric part of 2) mixed model representation of penalized splines (see, Henderson
et al. (1959)). For an overview of semiparametric regression, see Ruppert et al. (2003) and
Ruppert et al. (2009).
Once the estimated parameters are obtained, the notion of the multivariate depth can
then be exploited to rank the parameters for each functional observation. In literature,
different types of depth are available, including Tukey’s halfspace depth (Tukey, 1975),
projection depth (Zuo, 2003), Mahalanobis depth (Mahalanobis, 1936), and LP depth (Rao,
1988). Zuo & Serfling (2000) provided a systematic basis for selection of a depth function
by introducing several general structures, and establishing results on the key properties
desirable for depth functions in general. Using a bootstrap method, Febrero et al. (2008)
computed the threshold depth where any depth below the threshold implies an anomaly.
Their work primarily focused on functional data, but the method could be easily adapted to
the multivariate data.
In this paper, we present a method to detect group anomalies in functional data where
each function may have a different domain. Additionally, our method is also equipped to
identify rare-occurrences called ‘tail-behavior’ that are not necessarily anomalous. Presence
of anomalies and tail-behavior in the data may warrant further attention due to possible
errors in data collection or in the data generating system, but can also lead to identifying
new trends.
The rest of the paper is presented as follows. In Section 3.2 we give a detailed account on
different types of functional data we are primarily interested in along with types of functional
anomalies. Sections 3.3 and 3.6 outline our methods. Results from an extensive simulation
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study are reported in Section 3.8 where we compare our method to other popular functional
anomaly detection methods. Finally, we apply our method to CPU power data in Section 3.9.
We conclude this paper with a discussion in Section 3.10.
3.2 Anomaly Taxonomy
We start this section with the assertion that our method is proposed specifically for large
functional data sets where each function may not have the same number of observations
and one domain may be wider than another. This method can also deal with functions in
the same domain but with possibly different numbers of observations. More formally, we
allow the sampling schedules to vary across N curves and denote the sampling schedule for
curve i as ti1, . . . , ti,ni and the corresponding observations as yij = yi(tij), for i = 1, . . . , N ,
and j = 1, . . . , ni. We further assume that the functional data set admits the following
representation.
yij = fi(tij) + εij,
where Ii is the domain of function fi. Note that, in the above formulation we are allowing
ni and Ii to be different for different functions. Let εi = (εi1, . . . , εi,ni)
′ be Gaussian with
mean zero and covariance matrix Σi that depends on ||tij − tik||, j, k = 1, . . . , ni, with
var(εij) = σ
2
i for all j. Anomalies can occur when there is a change in the function fi(tij) or
in the structure of Σi, i.e., in the mean and/or variance of the data.
Typically, we classify anomalies into two main types: isolated and persistent. Isolated
anomalies occur when outlying behavior only spans a short interval (Hubert et al., 2015).
An example is one or more spikes in the data as shown in Figure 3.1(a). Persistent anomalies
occur over large sections of the data. Persistent anomalies are broadly divided into three
types: shift, shape type I, and shape type II anomalies. A shift anomaly is simply an up or
down shift from the mean of the majority of the data (Hubert et al., 2015). A simulated
example can be seen in Figure 3.1(b), although a shift anomaly may not be this pronounced.
If the shape of the mean is different from the mean shape of the majority of observations,
then it is called a shape anomaly.
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Shape anomalies can be of two distinct types. Type I occurs when the variance σ2i is
the same as that of the typical function but the mean fi(tij) is different, see Figure 3.1(c).
Type II occurs when the difference is in the variance and not in the means. For example, see
Figure 3.1(d) where the red anomalous function has a larger error variance than the typical
function. In summary, isolated, shift, and shape I are anomalies that occur due to a change
in the function fi(tij), whereas Shape II anomalies occur due to a change in the structure of
Σi.
In reality, anomalous functions may have a combination of the different types of anoma-
lies. It is worth mentioning that we have restricted all functions in Figure 3.1 to have the
same domain for simplicity of exposition but our proposed method applies in a more general
setup and focuses on functions with possibly different domains.
3.3 Spline Smoothing
Commonly used functional anomaly-detection methods, including functional bagplot and
functional depth measure, primarily rely on the fact that each function is defined over the
same domain and these methods typically break down for data with varying domains. To
overcome this issue we propose moving from the functional space to the multivariate space
and apply multivariate anomaly-detection methods. More precisely, we use representations
of the functions with respect to a finite basis (e.g., spline basis), thereby transforming the
problem into a problem of basis selection and modeling individual functions. In the following
section we present complete details of the proposed method.
3.4 Semiparametric Regression
Suppose, for a variable t, {1, t, B1(t), . . . , BK(t)} denote a set of independent functions
for an appropriate choice of basis functions Bk(·). We then model the j-th observation of
the i-th curve as




i = 1, . . . , N ; j = 1, . . . , ni. (3.1)
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(a) Isolated outlier (b) Shift outliers
(c) Shape I outlier (d) Shape II outlier
Figure 3.1: The four types of outliers examined in this paper. The gray function is considered
“typical” and the red function is the anomaly.
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The idea is, if semiparametric regression with the same basis is run on two different observed
functions then the estimated coefficients, (βi0, βi1, ui1, . . . , uiK) can be compared to determine
if the two data sets are similar.
We must ensure that inferences on (βi0, βi1, ui1, . . . , uiK) remains the same across different
functions over varying domains. To achieve this, we include knots into the basis functions so
that now uik, k = 1, . . . , K explains how the observation behaves around knot νk. Note that,
under this specification, there will be one parameter for each knot. The next task is to decide
on the number of knots, i.e., K and select the locations of those knots. The regression spline
is most flexible in regions that contain a lot of knots, because in those regions the polynomial
coefficients can change rapidly. Hence, one option is to place more knots in places where
we feel the function might vary most rapidly, and to place fewer knots where it seems more
stable. While this option can work well, following the common practice we considered evenly
spaced knots across the widest domain among all functions.
Choosing the optimal number of knots is often a more important problem in the spline
model fitting than choosing the knot locations. Note that, a fewer number of knots may
result in a over-smoothed fit while too many knots can lead to interpolation, see Rup-
pert et al. (2003) for more details. Ruppert (2002) suggested to use K = min(⌊n/4⌋, 40)
even for large n, where ⌊x⌋ denote the floor of x. This is analogous to choosing K =
min(⌊(max (ni)Ni=1)/4⌋, 40). To understand the sensitivity of our proposed anomaly detec-
tion method with respect to the number of knots we implement a thorough simulation study
which compares the performance of the method for K = 20, 40, 70 knots (see, Section 3.8 for
details).
Regarding the choice of the basis function Bk(·) we consider and compare two basis
functions in this work, namely, (1) the truncated power basis function, and (2) the radial
basis function. Short descriptions of these basis functions are as follows.
1. The truncated power basis (TPB) at knot νk is defined as Bk(tij) = (tij − νk)+, where,
x+ = x1(x > 0), with 1(·) being an identity function. This is a simple example of a
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basis function often used in scatter plot smoothing. According to the definition, the
TPB is zero up to a particular knot νk and then linear as shown in Figure 3.2(a). Even
though the TPB is intuitive and widely used in dealing with nonlinear models, one of
the major disadvantages of this approach is the presence of collinearity. In particular,
knots which are close will produce highly correlated values which in turn can produce
an ill-conditioned data matrix.
(a) (b)
Figure 3.2: A TPB (a) and radial basis (b) at three knots denoted by the vertical dashed
line.






Figure Figure 3.2(b) shows a radial basis for knots ν = 0.1, 0.4, 0.7 and scale θ = 1. The
scale parameter θ controls how localized each basis is, i.e., a smaller scale parameter
leads to more localized functions. It should be noted that as we increases the numbers
of knots, we should simultaneously reduce the scale to adjust for the amount of overlap
between basis functions. In Figure 3.3 we see that as the scale parameter increases, the
basis begins to flatten to a constant. In general, if θ is too large for Bk, it is typically
difficult to decouple β0 from uk. To understand the effects of θ we compare radial bases
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for θ = 0.1, 0.5, 1 in our simulation study in Section 3.8. In practice, the radial basis
is of particular interest and often preferred over TPB since it produces less collinear
models and also due to its easy adaptation to multivariate case.
Figure 3.3: Radial basis at knot ν = 0.5 for different θ.
Note that, as the number of knots increases, model (4.3) tends to overfit the data. To over-
come this we often use the penalized least-squares or penalized smoothing splines method,
where the penalty is put to restrict the influence of the basis functions with many knots.
Given the model,
yi = Xiγi + εi, i = 1, . . . , N,
where yi = (yi1, . . . , yi,ni)
′, and Xi = [1, tij, B1(tij), . . . , BK(tij)]
ni
j=1 is an ni×(K+2) matrix,
penalized least squares restricts γi = [β0i, β1i, u1i, . . . , uKi]














Equivalently, we minimize the objective function
Fγ = ||yi −Xiγi||2 + λ2γ ′iDγi (3.2)





Therefore, the fitted values are
ŷλi = Xiγ̂λi. (3.3)
Note that, the smoothing coefficient λ controls the influence of the basis functions at
the knots. The unconstrained case, when λ = 0 produces a rough fit of the data because it
computes the least squares estimate for all parameters. On the other hand, as λ increases
the effect of the bases at the knots decreases to 0. When λ =∞ we obtain the least squares
estimate for β0i and β1i.
Commonly, the value of λ is estimated through generalized cross-validation (GCV). An
alternative method uses restricted maximum likelihood (REML) (or maximum likelihood
(ML)) through mixed models to estimate λ. Krivobokova & Kauermann (2007) showed
that REML with mixed-models is more robust to deviations from assumptions about the
correlation structure. In particular, the λ chosen from GCV will cause the model to overfit
the data if there is slight correlation in the data but the user assumes independence, whereas,
mixed models with λ estimated via REML will perform better in such situation (Krivobokova
& Kauermann, 2007).
3.5 Parameter Estimation
We incorporate spline basis functions into the design of the mixed model. Then, we
estimate λ and the coefficients of the bases using the mixed model for all curves i = 1, . . . , N
following Ruppert et al. (2003). Let
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The matrix Xi contains the intercept and covariates with fixed effects βi, while Zi is the
matrix of basis functions with random effects Ui. Assume,
Ui ∼ N (0,Gi), and εi ∼ N (0,Ri),
where Gi = σ
2
ui








i = ZiUi + εi and
ε∗i ∼ N (0,Vi), where Vi = ZiGiZ ′i +Ri. Then,
yi ∼ N (Xiβi,Vi).
































i (yi −Xiβ̂i). (3.7)
where Gi and Ri are replaced with their respective MLE (Ruppert et al., 2003). Therefore,
the fitted values are
ŷi = Xiβ̂i +ZiÛi. (3.8)
Henderson et al. (1959) showed that (3.6) and (3.7) minimize
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Let σ2ui = λ
2/σ2εi , then [β̂i, Ûi] and γ̂λi solve the same minimization problem. Thus, (3.8) is
equivalent to (3.3) making mixed models a convenient alternative to estimating our param-
eters of interest. Although we use mixed models to estimate βi and Ui the interpretation of
the coefficients is the same as penalized least squares.
3.5.1 Basis Transformations for Mixed Models
This is a low-rank approximation meaning the knots and the sampling schedule, tij are
not equivalent. We may need to transform the basis functions to fit into the mixed model
design. The TPB fits into the mixed model without any issues. The radial basis on the other
hand must be transformed. Let






Zik = [C(|ti1 − νk|), . . . , C(|tini − νk|)]1≤k≤K
where C(·) is a general radial basis with parameter θ. Then, the mixed model is yi =











Ωk = [C(|ν1 − νk|), . . . , C(|νK − νk|)]1≤k≤K .
The model cannot be fit using standard mixed model methods. However, a simple adjustment




the model yi = Xiβi +ZiUi + ǫi now has covariance Cov(Ui) = σ
2
ui
I, and can be fit using
mixed models.
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Ruppert et al. (2003) suggests the transformation should have a little effect on the es-
timated coefficients and should still maintain the radial basis shape. Figure 3.4(a) shows
the change in the radial basis functions for different values of θ with three equally spaced
knots, ν = 0.1, 0.5, 0.8. Note that, at each knot location there forms a kink in the basis
function. However, we can see in Figure 3.4(b) that by increasing the number of knots the
radial basis functions become narrower for small values of θ and flat with a small peak at
the knot location for large θ. For θ = 10 the radial basis function is essentially a constant.
(a) 3 knots (b) 41 knots
Figure 3.4: The transformed radial basis from equation (4.3) for different values of θ and
different number of knots (dashed vertical lines).
3.6 Anomaly Detection
In this section we describe our anomaly detection method which comes in two parts.
First, we fit a model to each function to obtain estimated coefficients. Second, we apply
multivariate anomaly detection on the estimated coefficients. So far, we have only discussed
single functions, but the focus is on large functional data. Recall that there are N functions
where we observe the i-th function (or curve) (i = 1, . . . , N) at ni locations. Let
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yi = Xiβi +ZiUi + ǫi
where Xi, βi, Zi, and Ui are defined as in (3.5) with Cov(ǫi) = σ
2
εi




for each function. Bk(·) is either the TPB or the transformed radial basis function. If the
radial basis function is used then parameter θ is set to be the same across all functions. The
algorithm to run the mixed model regression is as follows:
Algorithm 3 Mixed Model Regression
1: Choose a basis function, parameters for basis function, and knots νk for k = 1, . . . , K.
2: for i = 1 to N do
3: for k ≤ ni do
4: Construct Xi and Zi.
5: Estimate βi and Ui using mixed model software.
6: end for
7: Set ûik = 0 for all νk > ni .
8: end for
9: return [β̂, Û ] = [β̂0, β̂1, û1, . . . , ûK ]
Line 9 of Algorithm 3 is an N × (K + 2) matrix of estimated coefficients. That is,
[β̂0, β̂1, û1, . . . , ûK ] =







β̂0N β̂1N û1N . . . ûkN

 .
Note that, in the above algorithm, line 7 is necessary because if a knot lies outside the
domain then that corresponding basis should contribute zero to the function. Also, when
using the TPB, Zi will be singular if we omit line 7 because if there are multiple knots
outside the function’s domain then all elements in those corresponding columns will be 0.
Similarly, when using the transformed radial basis, the columns of Zi corresponding to knots
outside the domain will be computationally identical. If Zi is singular then the mixed model
software will not converge and may result in poor approximation.
For computational purposes, we use the lme function in the nlme package in R with the
maximum likelihood method for the parameter estimation and a convergence tolerance of
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10−3 in the optim optimizer. It should be noted, this method works best when the variance
of the response is of the order of one (Pinheiro et al., 2014). To this end, we first estimate
population mean for each function and take the average of these values, denoted by µ̂N .
Next, we estimate the population standard deviation for each function and take the average
of these values, denoted by σ̂N . Then in the subsequent step we normalize by subtracting µ̂N
from each observation in the function and dividing with σ̂N . Algorithm 3 is then run over
the normalized functions. Finally, we apply the multivariate anomaly detection method to
the matrix of estimated coefficients to identify any potential outliers. Next we give a brief
a review on the the concept of data depth we is the key concept in identifying potential
anomalies in a multivariate data.
3.7 Review on Data Depth
In the field of statistics, the outlyingness of a point, and hence its depth, can be mea-
sured by a distance from the center of the data cloud. In particular, small depths describe
multivariate points on the fringe of the data cloud and may imply tail-behavior or anomalies
(Vardi & Zhang, 2000). Large depths identify functions toward the center of the data cloud
and can be thought of as typical.
We now describe three of the most popular data-depths.
1. Let γi = [β̂i, Ûi] ∈ RK+2 and F = [γ1, . . . , γN ]′ denote the multivariate data cloud.
Then the Mahalanobis depth for γi with respect to F is defined as
MD(F, γi) = [1 + (γi − µ̂F )′Σ̂−1F (γi − µ̂F )]−1
where µ̂F is the sample mean vector, and Σ̂F is the sample covariance matrix of F (Liu
et al., 1999).
2. The notion of the Lp-depth is based on the Lp-norm, || · ||p to estimate depth. More
precisely, the Lp-depth is defined as
LPD(F, γi) = [1 + E||γi − F ||p]−1.
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3. Finally the projection depth compares the point γi to the one-dimensional median
in any one-dimensional projection. The projection depth is defined





where ω is a projection vector into 1-dimension, Med is the univariate median, and
MAD is the univariate median absolute deviation.
For a comprehensive review on these depths and their properties, see Liu et al. (1999).
In Section 3.8, we will examine which depths are better suited to identify anomalies via a
simulation study. However, we conclude this section with a small example demonstrating
how depths can be used to identify outliers.
Let us consider a draw of 500 observations from







with 3 outliers Ox1 = (1.5,−1.0), Ox2 = (3.0,−7.5), and Ox3 = (4.5, 3.5). The contours of
the L2-depth of this data in Figure 3.5 provide clear visual identification of the observations
that are close to the center of the data cloud (typical functions) or farther from the center,
indicating possible anomalies.
3.7.1 Depth Cutoff
After computing the depths for each function, we need to determine the threshold at
which depths below this threshold are considered anomalous. The algorithm for anomaly
detection using mixed models and data depth (MMD) is as follows, Febrero et al. (2008)
suggests two methods of computing the cutoff value C in step 5. Both methods start with
drawing from the sample to create B resamples of size N . Then for the b-th resample,
b = 1, . . . , B, the depths and the empirical 1% quantile of the bootstrap distribution, denoted
by Cb, should be recomputed. The cutoff value is then defined as C = median(Cb).
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Figure 3.5: The L2-depth contour plot with overlaid observations. Black points denote the outliers.
Constructed with function depthContour from the DepthProc package in R created by Kosiorowski
& Zawadzki (2018).
Algorithm 4 MMD Anomaly Detection Method
1: for i = 1 to N do
2: Estimate β̂0j, β̂1j and ûkj for k = 1, . . . K
3: end for
4: Compute depth scores, d = [d1, . . . , dN ] on [β̂0, β̂1, û1, . . . , ûK ].
5: Perform bootstrap to compute anomaly cutoff value, C for depth.
6: Function i is an anomaly if di ≤ C.
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1. The alpha-method first removes the αN functions with the least deep coefficient sets
and generates resamples from the smaller subpopulation (Algorithm 5).
2. On the other hand, the depth-method computes probabilities pj = dj/
∑
dj and gen-
erates resamples from the population with probabilities p = [pi, . . . , pN ] (Algorithm
6).
The properties of both methods are compared in section 3.8.
Algorithm 5 Alpha Depth Bootstrap Cutoff
1: Remove αN functions with the smallest depths.
2: for b = 1 to B do
3: Sample N functions from remaining functions with equal probability.
4: Compute d = [d1, . . . , dN ] from bootstrapped sample.
5: Set Cb to be the empirical 1% of d.
6: end for
7: C = median(Cb)
Algorithm 6 Depth Bootstrap Cutoff
1: Set pi = di/
∑N
l=1 dl, i = 1, . . . N
2: for b = 1 to B do
3: Sample N functions from remaining functions with probability p = [p1, . . . , pN ].
4: Compute d = [d1, . . . , dN ] from bootstrapped sample.
5: Set Cb to be the empirical 1% of d.
6: end for
7: C = median(Cb)
Another benefit of using depth measures is the inherent ordering of the data from least
deep to deepest. Hyndman & Shang (2010) first introduced the rainbow plot for functional
data. The rainbow plot is a visual tool to easily decide on functions to be considered deep or
not. An example can be seen in Figure 3.6(a). As the depth changes from large to small, the
color of the function changes from purple to red. Red indicates functions on the peripheral
of the data cloud and consequently, these functions may be considered anomalous.
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(a) Rainbow plot (b) Plot of ordered depths
Figure 3.6: The most central functions in plot (a) are colored purple. As the depth decreases
and the functions move away from the center, the color reflects the change. Functions on
the outside of the data cloud are colored red.
3.8 Simulated Data Example
In this section, we present a complete simulation study for different outlier models de-
scribed in Section 3.2. To the best of our knowledge, there are no other formal methods
for dealing with anomaly detection in functional data over varying domains. Therefore, we
compare our method with some of the popular anomaly detection methods for functional
data over the same domain, namely, the interval [0, 1]. In particular, we compare our method
with the following methods.
1. Robust Mahalanobis (RM) distance by Hyndman & Shang (2010): For functional
data, {yi}i=1:N , observed at equally spaced points, {t1, . . . , tn} the RM for function yi
is defined
di = (yi − µ̂)′Σ̂−1i (yi − µ̂)
where µ̂j is the sample mean across all functions at observation tj, and Σ̂i is the robust
estimate of the covariance matrix of function yi. Function yi is labeled an anomaly
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if di ≥ χ20.99,n, the chi-squared distribution with n degrees of freedom. We used the
function foutliers in the R package rainbow with the default settings.















where L is the number of components, φl(t) is the robust functional principal compo-
nents functions with scores zi,l. If vi is greater than a threshold then function yi is an
anomaly (for complete details see section 4.2 in Hyndman & Shang (2010)). We used
the function foutliers in the R package rainbow with the default settings.
3. Directional Outlyingness (DO) by Dai & Genton (2018): First the mean directional out-
lyingness (MO) and variance directional outlyingness (VO) of all functions is computed
from section 2 of Dai & Genton (2018). Then the RM is computed for X = (MO,VO),
denoted dXi . Function yi is flagged as an anomaly when dXi is greater than a cutoff
value. We used code provided by Dai and Genton with their default settings.
To study and compare the finite sample performance of the proposed method with the
above three methods, we simulate 100 functional data sets containing N = 500 functions
such that t consists of 5,000 points evenly spaced from 0 to 1 for different outlier models.
We further contaminate each functional data set with pre-specified anomaly contamination
rates ra ∈ {0.05, 0.1, 0.25}. That is, for example, if ra = 0.05 then the number of anomalous
functions is Na = 25 and the number of typical functions is Nt = 475. In each case, for
i = 1, . . . , N functions, we consider the main model and the anomaly model following Dai &
Genton (2018).
1. Shift Anomaly
(a) Main model: yi(t) = 4t+ ǫ(t) where ǫ(t) is a Gaussian process with mean 0 and
covariance function Σ(s, t) = exp(−|t− s|).
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(b) Anomaly model: yi(t) = 4t + 8B1 + ǫ(t) where B takes values −1 or 1 with
probability 1/2.
2. Isolated Anomaly
(a) Main model: yi(t) = 4t+ ǫ(t).
(b) Anomaly model: yi(t) = 4t + 8BIT≤t≤T+0.1 + ǫ(t) where T follows a uniform
distribution in the interval (0, 0.9) and IA is an indicator function taking value 1
on set A and 0 otherwise. B is as defined in 1b.
3. Shape Anomaly: Type I
(a) Main Model: yi(t) = 30t(1 − t)3/2 + ǫ̃(t). ǫ̃(t) is a Gaussian process with mean
0 and covariance function Σ̃(s, t) = 0.3 exp(−|t− s|/0.3).
(b) Anomaly model: yi(t) = 30t
3/2(1− t) + ǫ̃(t).
4. Shape Anomaly: Type II
(a) Main Model: yi(t) = 30t(1− t)3/2+ ǫ1(t). ǫ1(t) is a Gaussian process with mean
0 and covariance function Σ1(s, t) = 0.3 exp(−|t− s|/0.3).
(b) Anomaly Model: yi(t) = 30t(1− t)3/2 + ǫ2(t) where ǫ2(t) is a Gaussian process
with mean 0 and covariance function Σ2(s, t) = 8 exp(−2|t− s|0.2).
Algorithm 3 is run over each grouping where we compare the TPB with P = 1 to the
transformed radial basis with θ = 0.1, 0.5, 1. We also examine how the number of knots
affects anomaly detection by varying K = 20, 40, 70. Note, throughout this section we
consider the knots to be evenly distributed in the interval [0, 1].
All three depths described in Section 3.7 (namely, the Mahalanobis depth, the Lp depth,
and the projection depth) are applied to the coefficients to determine the best choice in depth
function. Lastly, we compare the two methods to compute the cutoff value for anomalous
functions including changing the alpha level α = 0.05, 0.01 in Algorithm 5. A comparison of
the results can be found in Appendix A. The best performing method is one with a radial
basis over K = 20 knots with θ = 0.1, LP depth, and cutoff value computed by Algorithm
5 with α = 0.1.
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The above methods along with our best performing mixed splines anomaly detection
method (MMD) are compared in 3.10. The correct detection rate (pc) (percentage of anoma-
lies correctly identified as anomalous) and the false detection rate (pf) (the percentage of
non-anomalies being identified as anomalous) are averaged over all 100 data sets and the
value in the parentheses is the standard deviation.
In practice, α should be set to the percentage of anomalies thought to exist in the data.
As the number of anomalies increases, the value of α in Algorithm 5 needs to increase
accordingly to increase anomaly detection accuracy and decrease the false detection rate
due to a masking effect. Line 1 in Algorithm 5 removes the α functions with the smallest
depths, but when the number of anomalies is larger than α the cut off value decreases due
to the remaining anomalies (with low depths) in the sample. Also, if the contamination rate
is greater than 0.25 one should start consider a multi-population model instead of anomaly
detection.
Our method performs very well when ra < 0.25 detecting most, if not all, of the anomalies.
Shape I anomalies are difficult to detect but all methods struggle especially when ra = 0.25.
Directional outlyingness performs the best in this situation, but this method cannot be
adapted to data with variable lengths.
3.9 Application: HPC Data
This method was applied to two data sets containing CPU power for jobs running on the
NREL super computer, Peregrine from two users. For both data sets, algorithm 3 was used
with a radial basis where θ = 0.1. Section 3.8 showed that twenty knots performed well,
therefore we selected twenty knots such that more knots occur in sections where there are
observations over more functions. We chose the knots this way instead using equally spaced
knots because we want to improve out approximation where we have more information. The
functions were jointly normalized as described in section 3.6. A LP depth measure was
applied to the estimated coefficients. The cutoff value for detecting anomalies was computed
using Algorithm 5 with α = 0.1.
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The data set for user 1 consists of 156 functions with anywhere from 3,102 to 12,144
observations. Figure 3.7 shows the rainbow plot of the data alongside the ordered depth
plot. Our method seems to be identifying shift anomalies for this user. As the function
for each job moves away from the most typical job (purple), the colors change from purple
to green to red (anomalous) in Figure 3.7. The ordered depth plot shows a jump in depth
around 0.05 suggesting it may be worth examining all jobs with a depth less than 0.05 as
anomalous. The interesting part about Figure 3.7 is that the light blue function near the
purple functions. The blue function is much shorter than the typical purple functions. This
highlights the fact that our method can compare these curves and determine that they are
similar even though they lie over different domains.
The data set for user 2 consists of 131 cures containing 9,002 to 43,844 observations.
Figure 3.8 shows the rainbow plot of the data alongside the ordered depth plot. We seem to
be identifying shift anomalies as well as isolated anomalies. Figure 3.9 shows a plot of the
anomalous jobs next to a plot of the deepest or most typical jobs (depth > 0.07). We can see
the deepest jobs are a combination of shorter and longer jobs. The anomalous jobs tend to
have different CPU behavior. Some jobs have higher CPU the entire time (shift anomalies)
and some of prolonged jumps in CPU (isolated anomalies). Intuitively, this seems to further
confirm out method is detecting anomalies accurately.
3.10 Discussion
This paper presents a method to detect group anomalies in large functional data sets. By
using a mixed model with splines, we can approximate non-linear data and obtain estimated
coefficients for each function. Multivariate depth for anomaly detection can be exploited since
each function has the same number of estimated coefficients. In particular, the LP depth
measure performs better than the Mahalanobis depth and Projection depth in identifying
outliers for this type of data. Depth also provides an ordering to the data which allows for
easy visualization of the anomalous and typical behavior.
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(a) Rainbow plot (b) Plot of ordered depths
Figure 3.7: User 1: Rainbow plot (left) and ordered depth plot (right) with cutoff value
(dashed line) for CPU data.
(a) Rainbow plot (b) Plot of ordered depths
Figure 3.8: User 12 Rainbow plot (left) and ordered depth plot (right) with cutoff value
(dashed line) for CPU data.
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(a) (b)
Figure 3.9: User 2: Rainbow plot of anomalous curves (left) and deepest curves (right) with
same coloring as in Figure 3.8.
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Table 3.1: Table comparing the correct detection and false detection of different anomaly detection methods.
Method Shift Isolated Shape I Shape II
pc pf pc pf pc pf pc pf
ra = 0 - - - -
RM - 1.14 (0.58) - 1.14 (0.58) - 1.16 (0.57) - 1.14 (0.58)
ISE - 40.62 (1.28) - 40.62 (1.28) - 38.81 (1.29) - 40.62 (1.28)
DO - 4.24 (1.36) - 4.25 (1.33) - 2.08 (0.86) - 4.24 (1.36)
MMD - 13.7 (0.7) - 13.7 (0.7) - 13.7 (0.7) - 13.7 (0.7)
ra = 0.05
RM 100 (0) 0.62 (0.4) 25.12 (8.75) 0.8 (0.49) 78.16 (9.26) 0.63 (0.41) 16.6 (8.27) 0.88 (0.49)
ISE 83 (10.24) 38.83 (1.25) 100 (0) 38.53 (1.24) 74.28 (15.32) 37.54 (1.59) 100 (0) 38.29 (1.24)
DO 100 (0) 3.79 (1.2) 100 (0) 3.78 (1.2) 93.64 (5.24) 1.86 (0.84) 100 (0) 3.81 (1.22)
MMD 100 (0) 10.6 (1.1) 100 (0) 23.8 (3.5) 98.2 (2.0) 9.8 (1.0) 100 (0) 12.8 (1.6)
ra = 0.1
RM 100 (0) 0.25 (0.21) 21.6 (6.96) 0.5 (0.35) 67.1 (9.5) 0.24 (0.22) 15.24 (5.8) 0.66 (0.42)
ISE 81.6 (10.91) 37.02 (1.4) 100 (0) 35.75 (1.29) 72.18 (14.3) 36 (1.93) 100 (0) 35.82 (1.27)
DO 99.98 (0.2) 3.34 (1.03) 100 (0) 3.36 (1.03) 88.62 (5.22) 1.67 (0.76) 100 (0) 3.33 (1.06)
MMD 99.9 (0.3) 2.4 (0.8) 100 (0) 13.9 (4.9) 90.9 (4.1) 3.1 (1.0) 100 (0.3) 3.6 (1.3)
ra = 0.25
RM - - - - - - - -
ISE 71.74 (11.25) 32.6 (3.37) 100 (0) 26.28 (1.33) 51.53 (5.28) 35.27 (1.87) 100 (0) 26.24 (1.36)
DO 99.94 (0.21) 1.96 (0.84) 100 (0) 1.98 (0.83) 46.04 (7.11) 0.71 (0.5) 100 (0) 1.99 (0.82)
MMD 50.7 (1.9) 0 (0) 63.5 (3.4) 0 (0) 31.7 (2.8) 0.5 (0.4) 55.1 (1.9) 0 (0)
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CHAPTER 4
ANOMALY DETECTION OF SPATIO-TEMPORAL DAS DATA
The methodology laid out in Chapter 3 can easily be extended to other applications in
one or two-dimensions. We next examine our method in the context of subsurface spatial
anomaly detection and temporal anomaly detection in two-dimensions.
4.1 Introduction
Distributed Acoustic Sensing (DAS) is a novel and emerging method for seismic data
acquisition, particularly suitable for Vertical Seismic Profiling (VSP) (see, Mateeva et al.
(2012) for details). It is a breakthrough for low-cost, on-demand, seismic monitoring of
reservoirs, both onshore and offshore. This technology typically uses a fiber-optic cable for
measurement of ground motion (Daley et al., 2013). These fiber-optic cables are cheap to
install (about $1 per meter) and can be installed in tight spaces (Lindsey et al., 2017).
Currently there are tens of thousands on kilometers of fiber-optic cables across the US put
in by telecommunication companies. The unused cables are available for lease or purchase
(Ajo-Franklin et al., 2018). These cables could create a vast network of spatio-temporal data
capable of identifying anomalous structures underground without requiring excavation. As a
wave passes over an area, if there are objects underground they will scatter the wave. Con-
sequently, the scattered waves will look different than the non-scattered waves and therefore,
we should be able to detect the general area in which an anomaly is buried.
The Colorado School of Mines (CSM) geophysics department installed 600 meters of cable
on Kafadar Commons in Golden, CO in 2018. Figure 4.1 shows the geometry of the cable.
Observations are recorded every meter to create 600 locations. Under the cable, anomalous
material is buried including a dipping slab, an archaeology wall, granite blocks, and a sandbox
among others (see Figure 4.2). For more details about this design see (Krahenbuhl et al.,
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2018). This is a unique opportunity to study the identification of anomalous materials using
DAS in a somewhat controlled environment.
Figure 4.1: DAS cable geometry
Alternatively, one may want to identify anomalous time points, such as seismic activity,
instead of anomalous locations. Current devices used to detect seismic events are sparsely
located, especially in areas far away from fault lines (Ajo-Franklin et al., 2018). Detecting
small scale seismic events is thus difficult. According to Ajo-Franklin et al. (2018) M2 events
in the Scaramento and San Joaquin Basins in California cannot be detected by the current
seismic stations. DAS can fill in the gaps that the current network is missing. In this work,
we will consider an earthquake wave passing over Kafadar commons.
The rest of this chapter is organized as follows. Section 4.2 examines identifying anoma-
lous subsurface material by treating every spatial location as a time-series function and using
methodology laid out in Chapter 3. We will then extend the methodology in Chapter 3 to
two-dimensions in Section 4.3. This will allow us to identify temporal anomalies when each
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Figure 4.2: DAS cable geometry
time point is a spatial field. The effectiveness of this method will be presented in Section
4.4 and 4.4.1 through a simulation study. Finally, we demonstrate our method on detecting
an earthquake in Section 4.5.
4.2 Identification of Spatial Anomalies
In the first step of the analysis we apply the functional anomaly detection method pre-
sented in Chapter 2 to this data by treating the data at a particular spatial location (over
a time interval) as the functional data. There are 29249 time points for 600 locations when
the waves from an M3.6 earthquake originating in Glenwood Springs, CO passed through
Golden, CO. In order to reduce the noise without compromising the shape of the function
we average every ten time points. Lastly, we normalize the time points to lie in the domain
[0, 1] for ease in choosing θ in the radial basis. A function with radial basis splines with
θ = 1 is used to approximate each function and the estimated coefficients are compared for
each location. We chose θ = 1 because it provides a smoother approximation to each curve
while still maintaining some variability in the approximation. Choosing θ ≤ 1 creates a less
smooth approximation and choosing θ ≥ 1 results in removing too much information. We
use L2 depth as discussed in Chapter 3 and the alpha method for α = 0.1 to compute the
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threshold for anomalies. Setting α ≤ 0.1 is too strict for this problem, and we obtained too
few anomalous locations.
We found thirteen locations that were anomalous. Looking into these locations further it
is clear the magnitudes are much larger and the shape of the function is significantly different
than any other (see Figure 4.3). Also, these points don’t seem to have any correlation to
the subsurface structures; the locations may be caused from errors in the data collection.
To avoid a masking effect1, we remove these locations and rerun the model. Our final data
consists of 587 locations and 2925 time points. Again, we use the radial basis splines with
θ = 1 and the L2 depth with the alpha method for α = 0.1 to compute the threshold for
anomalies.
Figure 4.4 shows the locations our method identifies as anomalous. Note that, the bigger
subsurface material, e.g., the archaeology wall, the dipping slab, and the dipping gas line,
alter the waves from the earthquake which is why our method is detecting certain locations.
The other subsurface materials, e.g., the sandbox, do not necessarily effect the seismic waves
significantly and that is why we are not detecting those locations. The depth values can
bee seen in Figure 4.6 and Figure 4.5. Near subsurface structures we see similar patterns in
the depths. A low depth is surrounded by increasing depths which implies that our method
is detecting the spatial structure of this fiber optic cable. Figure 4.7 compares the DAS
data at an anomalous location near the archaeology wall to a normal location not near
any subsurface structures. The location near the archaeology wall shows a larger variance
throughout the time-series (a shape type II anomaly) compared to the normal location. This
indicates that the earthquake waves increase in magnitude after hitting the archaeology wall.
Future simulation studies may be able to mimic this behavior.
1The Masking effect is when an anomaly goes undetected because other anomalies of greater magnitude




Figure 4.3: (a) One example of a normal location over time. (b) Anomalous location with a
magnitude 60 times larger than the normal location. (c) and (d) Anomalous locations with
a larger magnitude and different shape.
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Figure 4.4: The seismic waves started in the top left corner. Anomalous locations are denoted
in red. The archaeology wall, gas line, and dipping slab are prominent subsurface materials
that are detected.
Figure 4.5: The colored locations based on depth. These depth values were computed after
removing the first 13 anomalous locations.
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Figure 4.6: The ordered depth plot for the spatial anomalies. These depth values were




Figure 4.7: Here we compare two time-series at different locations shown in (a). One location
is an anomaly near the archaeology wall and the other is a normal location not near any
subsurface structures.
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4.3 Spatio-temporal Spline Smoothing
Now, we consider each time point as spatial field in order to detect temporal anomalies.
Detecting space-time anomalies jointly is left as a future work. Each time point can be
thought of as a multivariate function over space. That is, let {1, I, B1(·), . . . , BK(·)} be a
set of independent functions, s = (s1, . . . , sn)
T be a vector of locations where si ∈ R2, the
real numbers, for i = 1, . . . , n and t = (t1, . . . , tm) is the vector of time points. For our data,
n = 600, and m = 29249. We start by assuming f ∈ span{1, I, B1, . . . , Bk} and define the
observed function as
y(si, tj) = f(sij) + ǫij = β0j + β1js1ij + β2js2ij +
K∑
k=1
ukjBk(sij) + ǫij for all j,
where ǫij ∼ N (0, σ2j ) for all i, j. In matrix notation this is

























B1(sn) · · · Bk(sn)
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where || · || is the L2 norm and knot νk ∈ R2. Since our spatial points do not make a complex
shape we can simply use 50 evenly spaced knots on a rectangular lattice (see Figure 4.8).
We want to fill the space enough so that each observation will lie under at least one basis
function. For more complicated shapes, one could use a space filling algorithm in order to
place knots in areas with more data (see Ruppert et al. (2003) Chapter 13 for details).
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Figure 4.8: Red knots across our spatial field.
We use the radial basis for our method. The radial basis must be transformed slightly
to incorporate the multiple dimensions. Let







Zk = [C(||s− νk||), . . . , C(||s− νk||)]1≤k≤K .








Ωk = [C(||ν1 − νk||), . . . , C(||νk − νk||)]1≤k≤K
The model cannot be fit using standard mixed model software and a simple adjustment is





Then the model y = Xβ + ZU + ǫ has covariance Cov(U) = σ2uI, and can be fit using
mixed model software. Again, the transformation should have little effect on the estimated
coefficients (Ruppert et al., 2003).
4.4 Simulation Study
In order to perform a simulation study, we develop a synthetic model which closely mimics
the output for an earthquake’s waves hitting the DAS sensors. Typically, earthquakes create
a primary wave (p-wave) and a secondary wave (s-wave). The p-wave is faster than the
s-wave so the further away an earthquakes occurs from sensors the greater amount of time
between the p-wave and s-wave arriving. If you know when the p-wave and s-wave arrive
to at least three different locations then you can pinpoint where the earthquake originated
(Udias & Buforn, 2017).
The synthetic model we use to model earthquake data is
y(si, tj) = 2 exp
(

















where uij = s
T
i d/v − tj/e, op dictates when the p-wave hits the sensors, os dictates when
the s-wave hits the sensors, a is the period of the wave, d controls the direction of the origin
of the wave, v is the velocity, e and b control how long each wave lasts. The errors, ǫij are
independent and identically distributed from N (0, 0.22). We use the parameters found in
Table 4.1 for 8 different directions found in Table 4.2. Figure 4.9 is a visual representation
of the different directions.
Plots of the earthquake over time and space can be seen in Figure 4.10 and Figure 4.11.
We chose 0.707 because it is approximately
√
2/2 which would simulate hitting the cable at an
angle (direction 5) instead of directly at the wire (direction 2). Lindsey et al. (2017) suggests
the direction of the wave may cause DAS to improperly record some waves. Specifically, due
to p-waves vertical movement, horizontal cables may not be effected and thus not detect the
wave.
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Figure 4.9: Direction of the seismic waves.
Table 4.1: Parameter values
Parameter a bs bp e v os op
Value 0.5 500 300 0.8 5 9500 2500
Table 4.2: Direction vectors
1 2 3 4 5 6 7 8
d1 1 0 -1 0 0.707 0.707 -0.707 -0.707
d2 0 1 0 -1 0.707 -0.707 -0.707 0.707
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To determine the accuracy of our method at detecting anomalies, we look at the function
for y(s, t) without the error term. For non-anomalous time points the function on average
is zero. So, if the function is larger than two times the standard deviation of the errors, i.e.
y(s1, tj)− ǫij > 3(0.2) then tj is considered anomalous. To keep things simple we only look
at one spatial location consistently across the eight directions.
4.4.1 Simulation Results
Using model (4.2), 100 datasets were simulated for each of the eight directions. Note
that, for the simulation study we did not transform the locations to lie within [0, 1] so we
must choose a larger value for θ. The radial basis with θ = 10 provides enough overlap of
the basis functions to produce a smooth approximation. The projection depth with α = 0.3
was used to identify anomalies. We have found, that as you increase the number of functions
the LP depth becomes intractable to compute because it is exact. The projection depth uses
an approximation which is much cheaper to compute as the dimensions grow. We have also
found that the projection depth performs better with a larger α compared to the LP depth.
The percent correctly identified as anomalies (pc) and percent incorrectly identified as
anomalies (pf) were averaged for each case over all 100 datasets. Table 4.3 shows the results
of our analysis. We can see, directions 2 and 4 have lower pc than the other directions.
Our method is not detecting certain time points during the p-wave and s-wave. This is not
a problem because our method is still detecting most of the seismic activities. Figure 4.12
shows which time points we are detecting as anomalous for direction 1. It is clear we are
capturing the start and end of both the p-wave and the s-wave.
Table 4.3: Percent correctly identified as anomalies (pc). Percent incorrectly identified as
anomalies (pf).
1 2 3 4 5 6 7 8
pc 96.03 77.66 96.50 77.32 94.99 94.71 95.08 95.44
pf 0.43 1.07 0.47 1.04 0.76 0.63 0.80 0.74
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(a) Direction 1 (b) Direction 2
(c) Direction 3 (d) Direction 4
Figure 4.10: Plots of the earthquake over time and space for 4 directions.
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(a) Direction 5 (b) Direction 6
(c) Direction 7 (d) Direction 8
Figure 4.11: Plots of the earthquake over time and space for the other 4 directions.
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Figure 4.12: Anomalous time points (red) shown at one location over time for direction 1.
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4.5 Seismic Data
Now, we apply our method to the seismic data described in Section 4.2, but instead we
assume each time point is a multivariate function. Again, we average together every ten
time points to reduce the noise of the data and computational complexity. The first set of
thirteen locations that were anomalous in Section 4.2 were removed to avoid any masking
effects. A function with 2D radial basis splines with θ = 1 is fit to each function and the
estimated coefficients are compared for each time point. We use projection depth and the
alpha method for α = 0.3 to compute the threshold for anomalies.
Figure 4.13 shows the anomalous time points. Our method detects the start of the p-wave
and the s-wave as well as some points between the two which is reasonable because the waves
are so close. Since DAS accumulates data rapidly, it is important to have a method that
can highlight anomalous time points that the researcher can examine further. Our method
is able to detect the start of the p-wave and s-wave from a small scale earthquake without
the researcher having to manual examine all of the time-series.
4.6 Discussion
In this chapter, a method for detecting anomalies in spatio-temporal data was examined.
Depending on the end goal, one could look at each location as a time-series to detect anoma-
lous locations. By identifying anomalous locations we can determine the general location of
subsurface structures without excavation. Alternatively, one could look at each time point
as a spatial field to detect anomalous events in time.
The use of DAS is becoming more popular to study seismic activity in urban places that
have no other type of seismic monitoring. The huge amount of data produced by DAS is
cumbersome and requires special methods to detect anomalous activity such as earthquakes.
The method proposed here is easily parallelizable meaning this could be implemented on a
months worth of DAS data. This would allow the researcher to focus in on key times that
are of special interest.
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Figure 4.13: Anomalous time points (red) shown at one location
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Table A.9, Table A.10, Table A.11, Table A.12, Table A.13, Table A.14, Table A.15, Ta-
ble A.16, Table A.17
Table A.1: Acronyms for different bases. The .K indicates the number of knots. For example,
B1.20 is the TPB with P = 1 over 20 knots.
Name Basis Params
B1.K TPB P = 1
B2.K RB θ = 0.01
B3.K RB θ = 0.5
B4.K RB θ = 1.0
Table A.2: Shift anomalies with ra = 0.
Method α = 0.05 α = 0.1 α = 0.2 depth
pc pf pc pf pc pf pc pf
LP
B1.20 - 4.7 (2.6) - 8.3 (6.2) - 16.3 (14.2) - 1.5 (0.2)
B1.40 - 4.8 (2.6) - 8.4 (6.3) - 16.6 (14.6) - 1.4 (0.2)
B1.70 - 4.9 (2.7) - 8.6 (6.4) - 17 (14.8) - 1.3 (0.2)
B2.20 - 6.9 (0.3) - 13.7 (0.7) - 29.3 (1.3) - 1.4 (0.2)
B2.40 - 6.9 (0.4) - 13.7 (0.7) - 29.8 (1.2) - 1.4 (0.2)
B2.70 - 6.8 (0.3) - 13.5 (0.6) - 29.6 (1.3) - 1.4 (0.1)
B3.20 - 6.7 (0.3) - 13.4 (0.7) - 29.6 (1.4) - 1.4 (0.1)
B3.40 - 6.7 (0.3) - 13.3 (0.6) - 29.8 (1.8) - 1.5 (0.1)
B3.70 - 6.8 (0.4) - 13.6 (0.6) - 30.3 (1.6) - 1.3 (0.1)
B4.20 - 16.9 (11.3) - 39 (23.9) - 81.1 (22.8) - 6 (3.9)
B4.40 - 6.6 (0.3) - 12.8 (0.5) - 28.4 (1.6) - 1.7 (0.1)
B4.70 - 6.6 (0.3) - 13.1 (0.7) - 29.2 (1.6) - 1.5 (0.1)
Mah
B1.20 - 2.3 (0.9) - 2.9 (1.6) - 3.7 (2.2) - 0.7 (0.3)
B1.40 - 1.3 (0.5) - 1.6 (0.9) - 1.9 (1.2) - 0.4 (0.2)
B1.70 - 0.3 (0.3) - 0.3 (0.3) - 0.3 (0.3) - 0.1 (0.1)
B2.20 - 1.4 (0.5) - 1.9 (0.6) - 2.5 (0.8) - 0.4 (0.2)
B2.40 - 1.3 (0.5) - 1.5 (0.5) - 1.9 (0.6) - 0.5 (0.3)
B2.70 - 1.2 (0.5) - 1.4 (0.5) - 1.6 (0.5) - 0.5 (0.3)
B3.20 - 1.4 (0.5) - 1.8 (0.6) - 2.1 (0.7) - 0.5 (0.3)
B3.40 - 2 (0.5) - 2.5 (0.6) - 2.8 (0.6) - 0.7 (0.3)
B3.70 - 1.1 (0.4) - 1.2 (0.5) - 1.3 (0.5) - 0.6 (0.3)
B4.20 - 4.1 (0.6) - 5.2 (0.8) - 6.1 (0.9) - 2.1 (0.5)
B4.40 - 1.1 (0.4) - 1.1 (0.4) - 1.3 (0.5) - 0.5 (0.3)
B4.70 - 0.9 (0.4) - 0.9 (0.4) - 0.9 (0.4) - 0.5 (0.3)
Proj
B1.20 - 1.1 (0.6) - 1.3 (0.6) - 1.5 (0.9) - 0.5 (0.3)
B1.40 - 0.7 (0.3) - 0.8 (0.4) - 0.9 (0.4) - 0.5 (0.3)
B1.70 - 0.7 (0.4) - 0.7 (0.4) - 0.7 (0.4) - 0.6 (0.3)
B2.20 - 2.9 (0.6) - 4.2 (0.7) - 5.8 (0.9) - 0.5 (0.2)
B2.40 - 1.5 (0.5) - 2 (0.6) - 2.6 (0.7) - 0.3 (0.2)
B2.70 - 0.3 (0.2) - 0.3 (0.3) - 0.3 (0.3) - 0.1 (0.1)
B3.20 - 2.9 (0.6) - 4.2 (0.7) - 5.8 (0.8) - 0.5 (0.3)
B3.40 - 1.5 (0.5) - 2.1 (0.6) - 2.7 (0.7) - 0.3 (0.2)
B3.70 - 0.4 (0.3) - 0.5 (0.3) - 0.5 (0.3) - 0.1 (0.1)
B4.20 - 1.2 (0.5) - 1.3 (0.7) - 1.4 (0.7) - 1.1 (0.5)
B4.40 - 1.8 (0.4) - 2.4 (0.6) - 3 (0.7) - 0.5 (0.2)
B4.70 - 0.4 (0.3) - 0.5 (0.3) - 0.5 (0.3) - 0.1 (0.1)
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Table A.3: Shift anomalies with ra = 0.5.
Method α = 0.05 α = 0.1 α = 0.2 depth
pc pf pc pf pc pf pc pf
LP
B1.20 5 (5.4) 4.6 (2.6) 9.4 (8.8) 8.1 (6.2) 18.4 (17.2) 15.9 (14.1) 1.9 (2.9) 1.5 (0.2)
B1.40 4.5 (5.4) 4.7 (2.6) 8.8 (9.2) 8.3 (6.2) 17.1 (17) 16.3 (14.5) 1.3 (2.2) 1.4 (0.2)
B1.70 5.4 (5) 4.8 (2.7) 9.8 (9.6) 8.4 (6.3) 17.2 (16.5) 16.7 (14.9) 1.5 (2.3) 1.3 (0.2)
B2.20 100 (0.4) 1.6 (0.4) 100 (0) 10.6 (1.1) 100 (0) 31.9 (2) 35.7 0 (0)
B2.40 100 (0.4) 1.6 (0.4) 100 (0) 10.7 (1.2) 100 (0) 32.2 (2) 35.4 0 (0)
B2.70 99.7 (1.1) 1.5 (0.3) 100 (0) 10 (0.9) 100 (0) 31.2 (2.1) 34.6 0 (0)
B3.20 99.9 (0.6) 1.6 (0.4) 100 (0) 10.8 (1.4) 100 (0) 35 (2.6) 38.2 0 (0)
B3.40 99 (1.9) 1.4 (0.3) 100 (0) 9.3 (0.9) 100 (0) 31.1 (2.6) 36.1 0 (0.1)
B3.70 100 (0) 1.6 (0.4) 100 (0) 11 (1.3) 100 (0) 36.3 (3.2) 35.4 0 (0.1)
B4.20 30.6 (22.6) 17.1 (12.8) 67.7 (27.9) 38.2 (24.8) 99 (4.3) 78.7 (23.6) 10.5 6.1 (4.3)
B4.40 14 (6.4) 6.2 (0.5) 28.5 (9) 12.1 (0.6) 79 (10.4) 26.2 (1.6) 3.4 1.6 (0.2)
B4.70 13.5 (6.5) 6.3 (0.4) 30.6 (9) 12.3 (0.7) 81.4 (9.7) 26.8 (1.4) 3.3 1.4 (0.2)
Mah
B1.20 15.7 (5.7) 0.7 (0.4) 15.3 (8.2) 0.6 (0.4) 32.2 (21.8) 1.9 (1.5) 2.8 (2.9) 0.1 (0.2)
B1.40 11.1 (6.8) 0.7 (0.4) 11.7 (7.5) 0.8 (0.4) 12.5 (9) 0.8 (0.5) 3.4 (3.4) 0.2 (0.2)
B1.70 2.1 (3) 0.2 (0.2) 2.5 (3.4) 0.2 (0.2) 2.7 (3.5) 0.2 (0.2) 0.8 (1.7) 0 (0.1)
B2.20 100 (0) 0.3 (0.3) 100 (0) 0.9 (0.4) 100 (0) 1.4 (0.5) 22.3 0 (0)
B2.40 99.9 (0.6) 0.3 (0.2) 100 (0) 0.8 (0.4) 100 (0) 1 (0.5) 21.4 0 (0)
B2.70 100 (0.4) 0.3 (0.2) 100 (0) 0.7 (0.4) 100 (0) 0.9 (0.4) 21.4 0 (0)
B3.20 100 (0) 0.3 (0.2) 100 (0) 0.8 (0.4) 100 (0) 1.2 (0.5) 19.4 0 (0)
B3.40 99.8 (0.9) 0.5 (0.2) 100 (0) 1.5 (0.5) 100 (0) 1.9 (0.6) 20.2 0 (0)
B3.70 100 (0.4) 0.4 (0.3) 100 (0.4) 0.8 (0.4) 100 (0) 0.9 (0.4) 18.8 0 (0)
B4.20 19 (9.8) 2.7 (0.6) 39.9 (16.9) 3.7 (0.6) 67.8 (12.9) 5.1 (0.9) 5.7 1.8 (0.6)
B4.40 30.9 (12.9) 0.4 (0.3) 45.8 (13.6) 0.7 (0.4) 48.8 (12.4) 0.9 (0.4) 14.7 0.1 (0.1)
B4.70 14 (7.8) 0.5 (0.3) 14.8 (9.2) 0.5 (0.3) 17.8 (8.5) 0.7 (0.3) 8.9 0.2 (0.2)
Proj
B1.20 1.3 (2.5) 1 (0.5) 1.6 (2.7) 1.2 (0.6) 1.8 (2.8) 1.5 (0.9) 0.7 (1.6) 0.5 (0.3)
B1.40 0.7 (1.9) 0.8 (0.4) 0.6 (1.6) 0.8 (0.4) 0.8 (1.8) 0.9 (0.5) 0.8 (1.9) 0.5 (0.3)
B1.70 0.8 (1.6) 0.6 (0.3) 0.9 (1.9) 0.7 (0.4) 0.6 (1.5) 0.7 (0.4) 0.4 (1.2) 0.5 (0.3)
B2.20 10.8 (7.3) 0.2 (0.2) 19.9 (19.2) 0.4 (0.7) 58 (14.8) 2.9 (1.1) 2.9 0 (0.1)
B2.40 12.9 (6.3) 0.6 (0.3) 13.7 (6.9) 0.7 (0.4) 16.4 (9) 0.9 (0.4) 3.5 0.1 (0.1)
B2.70 2.6 (3.4) 0.2 (0.2) 3.1 (3.5) 0.2 (0.2) 2.9 (3.5) 0.2 (0.2) 0.8 0 (0.1)
B3.20 11.4 (6.5) 0.1 (0.2) 21.3 (19) 0.5 (0.7) 58.6 (16.4) 3 (1) 3.2 0 (0.1)
B3.40 12.9 (6.6) 0.7 (0.4) 13.8 (7) 0.8 (0.4) 15.8 (8.8) 0.9 (0.4) 3.5 0.1 (0.1)
B3.70 2.5 (3.2) 0.3 (0.2) 3.1 (3.6) 0.3 (0.3) 3 (3.6) 0.3 (0.3) 0.8 0.1 (0.1)
B4.20 5.4 (4.6) 0.9 (0.4) 2.9 (3.7) 0.9 (0.4) 11.2 (10.5) 1 (0.6) 1.6 0.9 (0.3)
B4.40 11.5 (6.6) 1.1 (0.4) 13.3 (7) 1.2 (0.4) 14.8 (8.3) 1.3 (0.5) 2.8 0.3 (0.2)
B4.70 2.8 (3.3) 0.3 (0.3) 3.4 (3.7) 0.3 (0.3) 3.5 (3.8) 0.3 (0.3) 0.8 0.1 (0.1)
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Table A.4: Shift anomalies with ra = 0.1.
Method α = 0.05 α = 0.1 α = 0.2 depth
pc pf pc pf pc pf pc pf
LP
B1.20 4.7 (3.9) 4.6 (2.6) 9 (7.7) 8 (6.1) 17.8 (16.3) 15.8 (14.1) 1.7 (1.8) 1.5 (0.3)
B1.40 4.8 (3.8) 4.7 (2.7) 8.8 (7.6) 8.2 (6.2) 17 (15.5) 16.4 (14.6) 1.5 (1.5) 1.4 (0.2)
B1.70 5 (4.3) 4.8 (2.7) 9.1 (8.2) 8.4 (6.4) 16.6 (15.5) 16.8 (14.9) 1.2 (1.5) 1.3 (0.2)
B2.20 65.2 (2.5) 0 (0) 99.9 (0.3) 2.4 (0.8) 100 (0) 31.6 (2.8) 18.5 0 (0)
B2.40 64.9 (2.7) 0 (0.1) 99.9 (0.3) 2.3 (0.7) 100 (0) 31.8 (2.7) 17.7 0 (0)
B2.70 64.7 (2.9) 0 (0.1) 99.8 (0.5) 2.2 (0.5) 100 (0) 29.3 (2.8) 17.7 0 (0)
B3.20 64.2 (2.6) 0 (0) 100 (0.2) 2.5 (0.8) 100 (0) 37.2 (4.1) 19.2 0 (0)
B3.40 63.6 (2.8) 0.2 (0.2) 99.5 (1) 2 (0.5) 100 (0) 28.8 (3.4) 18.3 0 (0.1)
B3.70 64.6 (2.5) 0 (0.1) 100 (0) 2.4 (0.8) 100 (0) 38.5 (4.5) 18.2 0 (0)
B4.20 30 (20.8) 17 (12.4) 67.6 (28.6) 37.3 (23.7) 98.1 (7.5) 79.3 (24.6) 9.5 5.9 (4.1)
B4.40 12.3 (4.4) 5.9 (0.5) 25.8 (5.8) 11.5 (0.8) 72.7 (8.5) 24.6 (1.5) 3.1 1.5 (0.2)
B4.70 13.1 (4.4) 6 (0.6) 28 (6.5) 11.7 (0.8) 74.4 (7.7) 25 (1.5) 3 1.3 (0.3)
Mah
B1.20 9 (4.5) 1.5 (0.7) 10.4 (5.5) 1.8 (1) 10.3 (5.6) 1.8 (1.1) 1.8 (1.6) 0.4 (0.3)
B1.40 4.5 (3) 0.9 (0.4) 5.2 (3.5) 1.1 (0.6) 6.1 (4.3) 1.3 (0.8) 1.5 (1.6) 0.3 (0.2)
B1.70 0.6 (1.1) 0.2 (0.2) 0.8 (1.2) 0.2 (0.3) 0.7 (1.2) 0.2 (0.3) 0.3 (0.7) 0.1 (0.1)
B2.20 22 (13.8) 0 (0) 100 (0) 0.2 (0.2) 100 (0) 0.8 (0.4) 3.9 0 (0)
B2.40 19.3 (12.4) 0 (0) 99.9 (0.4) 0.2 (0.2) 100 (0) 0.7 (0.4) 4.4 0 (0)
B2.70 17.2 (10.8) 0 (0) 99.9 (0.4) 0.2 (0.2) 99.9 (0.3) 0.6 (0.3) 4.5 0 (0)
B3.20 20.7 (11) 0 (0) 100 (0) 0.2 (0.2) 100 (0) 0.6 (0.4) 3 0 (0)
B3.40 17.6 (10.3) 0 (0) 99.4 (1.4) 0.3 (0.2) 100 (0.2) 1.4 (0.5) 4.2 0 (0)
B3.70 17.7 (8.5) 0 (0) 99.8 (0.7) 0.3 (0.2) 100 (0.3) 0.5 (0.4) 3.6 0 (0)
B4.20 9.8 (5.9) 2.4 (0.7) 16 (8) 2.8 (0.7) 39.1 (13.5) 4.2 (0.8) 3.8 1.7 (0.6)
B4.40 10.8 (5.4) 0.2 (0.2) 15.8 (7.7) 0.3 (0.3) 25.5 (11.3) 0.6 (0.3) 5 0.1 (0.1)
B4.70 6.5 (4.2) 0.3 (0.3) 7 (4.1) 0.4 (0.3) 8.9 (5.8) 0.5 (0.3) 4.2 0.2 (0.2)
Proj
B1.20 1.7 (1.9) 1 (0.5) 1.8 (2) 1.2 (0.6) 2.1 (2.3) 1.5 (0.9) 0.8 (1.2) 0.5 (0.3)
B1.40 0.7 (1.3) 0.7 (0.4) 0.8 (1.1) 0.8 (0.4) 1.1 (1.4) 0.9 (0.5) 0.6 (1) 0.5 (0.3)
B1.70 0.6 (1.1) 0.6 (0.4) 0.7 (1.3) 0.7 (0.5) 0.9 (1.4) 0.7 (0.3) 0.7 (1) 0.5 (0.3)
B2.20 12.1 (4.2) 1.5 (0.6) 14.3 (4.6) 2 (0.8) 11.8 (4.9) 1.7 (1) 2.2 0.2 (0.2)
B2.40 5.4 (2.9) 1 (0.4) 6.7 (3.1) 1.4 (0.5) 8.1 (3.8) 1.7 (0.7) 1.3 0.2 (0.2)
B2.70 0.7 (1.2) 0.2 (0.2) 1 (1.3) 0.2 (0.2) 1 (1.4) 0.2 (0.2) 0.2 0.1 (0.1)
B3.20 12.8 (4.2) 1.6 (0.5) 14.7 (4.2) 2 (0.7) 12.8 (5) 1.7 (0.9) 2.3 0.2 (0.2)
B3.40 5.6 (3) 1 (0.4) 6.9 (3.3) 1.4 (0.5) 8.3 (3.5) 1.8 (0.6) 1.3 0.2 (0.2)
B3.70 0.9 (1.4) 0.3 (0.2) 1.2 (1.6) 0.3 (0.3) 1.2 (1.6) 0.3 (0.3) 0.3 0.1 (0.1)
B4.20 3 (2.7) 1.1 (0.5) 3.1 (3) 1.1 (0.5) 3.2 (3) 1.1 (0.5) 1.6 1 (0.4)
B4.40 5.5 (3.1) 1.4 (0.5) 7.1 (3.6) 1.8 (0.5) 8.4 (3.6) 2.2 (0.6) 1.5 0.4 (0.2)
B4.70 0.8 (1.3) 0.3 (0.2) 1.1 (1.5) 0.4 (0.3) 1.1 (1.5) 0.3 (0.3) 0.2 0.1 (0.1)
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Table A.5: Shift anomalies with ra = 0.25.
Method α = 0.05 α = 0.1 α = 0.2 depth
pc pf pc pf pc pf pc pf
LP
B1.20 4.9 (3.2) 4.6 (2.6) 8.6 (7.1) 8 (6) 16.8 (15.2) 15.7 (13.9) 1.7 (1) 1.4 (0.4)
B1.40 4.9 (3.2) 4.7 (2.7) 8.7 (6.8) 8.2 (6.3) 16.9 (15.1) 16.3 (14.6) 1.4 (0.8) 1.4 (0.3)
B1.70 5.2 (3.3) 4.7 (2.7) 9.1 (7.2) 8.4 (6.4) 17.1 (15.3) 16.5 (14.7) 1.3 (0.9) 1.4 (0.3)
B2.20 26.3 (1.3) 0 (0) 50.7 (1.9) 0 (0) 93.5 (1.8) 0.2 (0.2) 7 0 (0)
B2.40 26.4 (1.4) 0 (0) 51.3 (2.1) 0 (0) 93.7 (1.8) 0.2 (0.2) 6.9 0 (0)
B2.70 26.5 (1.4) 0 (0) 51.4 (2.1) 0 (0.1) 93.6 (1.9) 0.4 (0.3) 7 0 (0)
B3.20 25.7 (1.4) 0 (0) 49.7 (2) 0 (0) 93.4 (1.9) 0.1 (0.1) 7.2 0 (0)
B3.40 25.9 (1.2) 0 (0.1) 50.4 (2.1) 0.1 (0.2) 93 (1.8) 0.8 (0.5) 7 0 (0)
B3.70 25.9 (1.3) 0 (0.1) 51 (2.4) 0 (0.1) 93.9 (1.9) 0.2 (0.2) 7 0 (0)
B4.20 28.4 (20.5) 16.5 (13.4) 63.6 (27) 34.9 (23) 97.7 (7.3) 77.2 (25.6) 8.5 5.4 (2.9)
B4.40 10.5 (2) 5.3 (0.7) 21.4 (3.1) 10.2 (1.1) 58.5 (6.1) 21.4 (1.6) 2.5 1.4 (0.4)
B4.70 11.1 (2.1) 5.2 (0.7) 23.2 (3.1) 10.2 (1) 60.9 (6.2) 21.4 (1.6) 2.6 1.2 (0.3)
Mah
B1.20 3.7 (2.1) 1.8 (0.8) 4.8 (2.9) 2.4 (1.3) 5.8 (4) 2.9 (1.9) 1 (0.8) 0.5 (0.3)
B1.40 2.2 (1.4) 1 (0.5) 2.6 (1.9) 1.3 (0.8) 3.1 (2.3) 1.5 (1) 0.7 (0.8) 0.3 (0.3)
B1.70 0.4 (0.6) 0.2 (0.3) 0.4 (0.6) 0.2 (0.3) 0.4 (0.6) 0.2 (0.3) 0.1 (0.3) 0.1 (0.1)
B2.20 2.9 (3.4) 0 (0) 1.6 (2.2) 0 (0) 0.8 (1.6) 0 (0) 0 0 (0)
B2.40 2.8 (3.3) 0 (0) 1.7 (2.9) 0 (0) 0.5 (1.4) 0 (0) 0.1 0 (0)
B2.70 2.9 (3.4) 0 (0) 1.4 (2.1) 0 (0) 0.8 (1.5) 0 (0) 0 0 (0)
B3.20 2.2 (2.1) 0 (0) 1.2 (2) 0 (0) 0.6 (0.9) 0 (0) 0 0 (0)
B3.40 1.8 (2.1) 0 (0.1) 1.1 (1.5) 0 (0) 0.7 (1.7) 0 (0) 0 0 (0)
B3.70 2.3 (2.5) 0 (0.1) 0.9 (1.4) 0 (0) 0.5 (0.8) 0 (0) 0.1 0 (0)
B4.20 5.1 (2.2) 2.8 (0.8) 5.6 (2.1) 3 (0.9) 5 (2.3) 2.7 (0.9) 2.2 1.7 (0.6)
B4.40 2.6 (1.5) 0.3 (0.3) 2.4 (1.4) 0.3 (0.3) 1.8 (1) 0.2 (0.3) 0.9 0.2 (0.2)
B4.70 2.2 (1.1) 0.4 (0.4) 2.2 (1.4) 0.4 (0.3) 1.9 (1.2) 0.4 (0.3) 1.4 0.2 (0.3)
Proj
B1.20 1.4 (1.1) 0.9 (0.5) 1.6 (1.2) 1.2 (0.7) 2 (1.5) 1.4 (0.8) 0.7 (0.7) 0.5 (0.3)
B1.40 0.9 (0.8) 0.7 (0.4) 0.9 (0.8) 0.8 (0.5) 1 (0.9) 0.9 (0.5) 0.6 (0.7) 0.5 (0.4)
B1.70 0.7 (0.8) 0.6 (0.4) 0.8 (0.9) 0.7 (0.4) 0.6 (0.7) 0.7 (0.5) 0.6 (0.6) 0.6 (0.4)
B2.20 5.3 (2) 2.2 (0.7) 7 (2.3) 3.1 (0.8) 9.3 (2.3) 4.3 (1) 1 0.3 (0.3)
B2.40 2.5 (1.5) 1.1 (0.5) 3.3 (1.6) 1.6 (0.6) 4.1 (1.6) 2.1 (0.7) 0.6 0.2 (0.2)
B2.70 0.4 (0.5) 0.2 (0.2) 0.4 (0.6) 0.2 (0.3) 0.4 (0.6) 0.2 (0.3) 0.1 0 (0.1)
B3.20 5.3 (2.1) 2.2 (0.7) 7.3 (2.2) 3.1 (0.8) 9.6 (2.6) 4.2 (1) 1 0.3 (0.3)
B3.40 2.5 (1.3) 1.2 (0.5) 3.4 (1.5) 1.7 (0.6) 4.2 (1.7) 2.2 (0.7) 0.6 0.2 (0.2)
B3.70 0.5 (0.6) 0.3 (0.3) 0.6 (0.7) 0.4 (0.3) 0.6 (0.7) 0.4 (0.3) 0.2 0.1 (0.2)
B4.20 1.6 (1.1) 1.1 (0.5) 1.8 (1.4) 1.1 (0.6) 2 (1.5) 1.2 (0.6) 1.3 1 (0.5)
B4.40 2.7 (1.2) 1.5 (0.6) 3.5 (1.5) 2 (0.6) 4.4 (1.6) 2.5 (0.8) 0.8 0.4 (0.3)
B4.70 0.5 (0.6) 0.3 (0.3) 0.6 (0.6) 0.4 (0.3) 0.6 (0.6) 0.4 (0.3) 0.2 0.1 (0.2)
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Table A.6: Isolated anomalies with ra = 0.
Method α = 0.05 α = 0.1 α = 0.2 depth
pc pf pc pf pc pf pc pf
LP
B1.20 - 6.7 (1.6) - 13.2 (3.7) - 27.7 (8.6) - 1.5 (0.2)
B1.40 - 6.8 (1.6) - 13.4 (3.8) - 28.2 (8.8) - 1.4 (0.2)
B1.70 - 7 (1.6) - 13.8 (3.9) - 28.8 (9) - 1.3 (0.2)
B2.20 - 6.9 (0.3) - 13.7 (0.7) - 29.3 (1.3) - 1.4 (0.2)
B2.40 - 6.9 (0.3) - 13.7 (0.7) - 29.8 (1.2) - 1.4 (0.2)
B2.70 - 6.8 (0.3) - 13.5 (0.6) - 29.6 (1.3) - 1.4 (0.1)
B3.20 - 6.7 (0.3) - 13.4 (0.7) - 29.6 (1.5) - 1.4 (0.1)
B3.40 - 6.7 (0.3) - 13.3 (0.6) - 29.8 (1.8) - 1.5 (0.1)
B3.70 - 6.8 (0.4) - 13.6 (0.6) - 30.3 (1.6) - 1.3 (0.1)
B4.20 - 16.9 (11.4) - 39 (23.9) - 81.2 (22.8) - 6 (4.1)
B4.40 - 6.6 (0.3) - 12.7 (0.5) - 28.4 (1.6) - 1.7 (0.1)
B4.70 - 6.6 (0.3) - 13.1 (0.6) - 29.2 (1.6) - 1.5 (0.1)
Mah
B1.20 - 2.9 (0.7) - 4.1 (1.1) - 5.4 (1.5) - 0.7 (0.3)
B1.40 - 1.6 (0.5) - 2.2 (0.7) - 2.7 (0.8) - 0.4 (0.2)
B1.70 - 0.3 (0.3) - 0.4 (0.3) - 0.4 (0.3) - 0.1 (0.1)
B2.20 - 1.5 (0.5) - 1.9 (0.6) - 2.5 (0.6) - 0.4 (0.3)
B2.40 - 1.2 (0.5) - 1.6 (0.6) - 1.8 (0.6) - 0.5 (0.2)
B2.70 - 1.2 (0.5) - 1.4 (0.5) - 1.7 (0.5) - 0.5 (0.3)
B3.20 - 1.3 (0.4) - 1.8 (0.5) - 2.1 (0.6) - 0.4 (0.2)
B3.40 - 1.9 (0.5) - 2.4 (0.6) - 2.8 (0.7) - 0.6 (0.3)
B3.70 - 1.1 (0.4) - 1.2 (0.5) - 1.3 (0.5) - 0.7 (0.3)
B4.20 - 4.1 (0.7) - 5.3 (0.8) - 6.2 (0.9) - 2.1 (0.5)
B4.40 - 1.1 (0.4) - 1.3 (0.5) - 1.3 (0.5) - 0.6 (0.3)
B4.70 - 0.9 (0.4) - 0.9 (0.4) - 0.9 (0.4) - 0.6 (0.3)
Proj
B1.20 - 1.4 (0.5) - 1.7 (0.6) - 2.2 (0.8) - 0.4 (0.3)
B1.40 - 0.9 (0.4) - 1 (0.4) - 1.2 (0.5) - 0.5 (0.3)
B1.70 - 0.6 (0.3) - 0.7 (0.4) - 0.8 (0.4) - 0.5 (0.3)
B2.20 - 2.9 (0.6) - 4.2 (0.7) - 5.8 (0.9) - 0.5 (0.2)
B2.40 - 1.5 (0.5) - 2 (0.6) - 2.6 (0.7) - 0.3 (0.2)
B2.70 - 0.3 (0.2) - 0.3 (0.3) - 0.3 (0.3) - 0.1 (0.1)
B3.20 - 2.9 (0.6) - 4.2 (0.7) - 5.8 (0.8) - 0.5 (0.3)
B3.40 - 1.5 (0.5) - 2.1 (0.6) - 2.7 (0.7) - 0.3 (0.2)
B3.70 - 0.4 (0.3) - 0.5 (0.3) - 0.5 (0.3) - 0.1 (0.1)
B4.20 - 1.2 (0.5) - 1.3 (0.7) - 1.4 (0.7) - 1.1 (0.5)
B4.40 - 1.8 (0.4) - 2.4 (0.6) - 3 (0.7) - 0.5 (0.2)
B4.70 - 0.4 (0.3) - 0.5 (0.3) - 0.5 (0.3) - 0.1 (0.2)
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Table A.7: Isolated anomalies with ra = 0.05.
Method α = 0.05 α = 0.1 α = 0.2 depth
pc pf pc pf pc pf pc pf
LP
B1.20 95.3 (16) 33.4 (12.1) 95.4 (15.8) 76.2 (22.9) 95.4 (15.7) 91 (27) 91.6 (4) 0 (0)
B1.40 95.3 (16.1) 71.4 (22.8) 95.2 (16.2) 90.8 (26.9) 95.3 (16.1) 92 (27.3) 92.7 (4.2) 0 (0)
B1.70 95.3 (16) 89.7 (26.8) 95.3 (16) 92 (27.3) 95.3 (16.1) 92 (27.3) 92.1 (4.5) 0 (0)
B2.20 100 (0) 3.9 (1.4) 100 (0) 23.8 (3.5) 100 (0) 62.8 (3.6) 60 0 (0)
B2.40 100 (0) 4.5 (1.6) 100 (0) 27.7 (4.3) 100 (0) 70.3 (3.9) 63.9 0 (0)
B2.70 100 (0) 3.5 (1.3) 100 (0) 23.5 (3.2) 100 (0) 65.5 (4.3) 64.4 0 (0)
B3.20 100 (0) 2.5 (0.8) 100 (0) 16.2 (2.5) 100 (0) 52.4 (4.5) 55.9 0 (0)
B3.40 100 (0) 2.1 (0.7) 100 (0) 14.9 (2.3) 100 (0) 53.1 (6.4) 56.9 0 (0)
B3.70 100 (0) 4.3 (1.8) 100 (0) 30.7 (7.4) 100 (0) 89 (6.1) 60.9 0 (0)
B4.20 99.8 (1) 1.8 (0.6) 100 (0) 29.9 (20.8) 100 (0) 89.2 (17.8) 94.2 1.1 (0.5)
B4.40 100 (0) 2.4 (0.9) 100 (0) 15.8 (3.8) 100 (0) 67 (15.9) 73.7 0 (0)
B4.70 100 (0) 3.8 (1.5) 100 (0) 27.4 (8.5) 100 (0) 97.1 (4.7) 76.7 0 (0)
Mah
B1.20 95.6 (15.2) 0 (0.1) 95.6 (15.3) 0.1 (0.1) 95.6 (15) 0.1 (0.2) 100 (0) 0 (0.1)
B1.40 95.9 (14.1) 0 (0) 96 (13.6) 0 (0) 96 (13.9) 0 (0.1) 100 (0) 0 (0)
B1.70 95.6 (15.1) 0 (0) 95.5 (15.5) 0 (0) 95.5 (15.4) 0 (0) 100 (0) 0 (0)
B2.20 100 (0) 0.2 (0.2) 100 (0) 0.7 (0.4) 100 (0) 1.1 (0.5) 99.1 0 (0)
B2.40 100 (0) 0.2 (0.2) 100 (0) 0.6 (0.4) 100 (0) 0.8 (0.4) 99.4 0 (0)
B2.70 100 (0) 0.2 (0.2) 100 (0) 0.5 (0.3) 100 (0) 0.7 (0.4) 99.2 0 (0)
B3.20 100 (0) 0.2 (0.2) 100 (0) 0.6 (0.4) 100 (0) 0.9 (0.4) 89.7 0 (0)
B3.40 100 (0) 0.4 (0.2) 100 (0) 1.2 (0.4) 100 (0) 1.7 (0.5) 90.8 0 (0)
B3.70 100 (0) 0.3 (0.2) 100 (0) 0.6 (0.4) 100 (0) 0.6 (0.4) 98.9 0 (0.1)
B4.20 86.4 (20.7) 1.1 (0.4) 100 (0) 3.5 (0.6) 100 (0) 4.8 (0.8) 99.8 1 (0.4)
B4.40 100 (0) 0.2 (0.2) 100 (0) 0.5 (0.3) 100 (0) 0.6 (0.4) 100 0 (0.1)
B4.70 100 (0) 0.2 (0.2) 100 (0) 0.3 (0.3) 100 (0) 0.4 (0.3) 100 0 (0.1)
Proj
B1.20 93.8 (21.4) 0.2 (0.2) 93.8 (21.2) 0.5 (0.4) 93.9 (21) 0.8 (0.4) 100 (0) 0 (0.1)
B1.40 93.8 (21.4) 0.2 (0.2) 94.1 (20.4) 0.3 (0.2) 94 (20.4) 0.4 (0.3) 100 (0) 0 (0.1)
B1.70 94.2 (19.8) 0.2 (0.2) 94.2 (20) 0.2 (0.2) 94.7 (18.2) 0.2 (0.2) 100 (0) 0 (0.1)
B2.20 100 (0) 0 (0) 100 (0) 0 (0) 100 (0) 0 (0.1) 100 0 (0)
B2.40 100 (0) 0 (0) 100 (0) 0 (0) 100 (0) 0 (0) 100 0 (0)
B2.70 100 (0) 0 (0) 100 (0) 0 (0) 100 (0) 0 (0) 100 0 (0)
B3.20 100 (0) 0 (0) 100 (0) 0 (0) 100 (0) 0 (0.1) 100 0 (0)
B3.40 100 (0) 0 (0) 100 (0) 0 (0) 100 (0) 0 (0.1) 100 0 (0)
B3.70 100 (0) 0 (0.1) 100 (0) 0 (0.1) 100 (0) 0 (0.1) 100 0 (0.1)
B4.20 99.9 (0.7) 0.6 (0.2) 100 (0) 0.9 (0.4) 100 (0) 0.9 (0.4) 100 0.9 (0.3)
B4.40 100 (0) 0.1 (0.1) 100 (0) 0.2 (0.2) 100 (0) 0.2 (0.2) 100 0.1 (0.1)
B4.70 100 (0) 0 (0.1) 100 (0) 0 (0.1) 100 (0) 0 (0.1) 100 0 (0)
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Table A.8: Isolated anomalies with ra = 0.1.
Method α = 0.05 α = 0.1 α = 0.2 depth
pc pf pc pf pc pf pc pf
LP
B1.20 66 (13) 0 (0) 93.9 (20.9) 91.9 (27.2) 93.9 (20.9) 92 (27.3) 51.4 (5) 0 (0)
B1.40 60.8 (11.8) 0 (0) 93.8 (21.2) 92 (27.3) 93.8 (21.1) 92 (27.3) 46.4 (3.5) 0 (0)
B1.70 60.7 (11.6) 0 (0) 93.8 (21.1) 92 (27.3) 93.8 (21.1) 92 (27.3) 46.2 (3.4) 0 (0)
B2.20 69.9 (3.7) 0 (0) 100 (0) 13.9 (4.9) 100 (0) 95.5 (2.5) 34.3 0 (0)
B2.40 75.3 (4.4) 0 (0) 100 (0) 18.4 (6.4) 100 (0) 99.4 (0.7) 39.2 0 (0)
B2.70 76.1 (4.3) 0 (0) 100 (0) 12.5 (4.7) 100 (0) 97.7 (1.9) 39.5 0 (0)
B3.20 74.9 (4.4) 0 (0) 100 (0) 5.8 (2.3) 100 (0) 78 (6.7) 33.3 0 (0)
B3.40 71.7 (4.8) 0 (0) 100 (0) 4.2 (1.6) 100 (0) 80.1 (10.3) 38.7 0 (0)
B3.70 69.9 (4.2) 0 (0) 100 (0) 18.9 (9.2) 100 (0) 100 (0) 38.6 0 (0)
B4.20 97.3 (3.3) 1.1 (0.6) 99.9 (0.4) 2.5 (1.1) 100 (0) 91.1 (17.7) 88.2 1.1 (0.6)
B4.40 70.5 (5.8) 0 (0) 100 (0) 5.3 (2.5) 100 (0) 95.3 (8.8) 47 0 (0)
B4.70 69.4 (4.2) 0 (0) 100 (0) 14.6 (8.8) 100 (0) 100 (0) 44.9 0 (0)
Mah
B1.20 20.3 (8.6) 0 (0) 93 (23.9) 0 (0.1) 93 (23.9) 0 (0.1) 99.1 (6.9) 0 (0)
B1.40 34 (10.6) 0 (0) 93 (24) 0 (0) 93 (23.8) 0 (0) 69.3 (28) 0 (0)
B1.70 46 (12.7) 0 (0) 92.8 (24.7) 0 (0) 92.7 (24.9) 0 (0) 10 (8.8) 0 (0)
B2.20 15.7 (7.9) 0 (0) 100 (0) 0 (0.1) 100 (0) 0.4 (0.3) 16.1 0 (0)
B2.40 9.8 (5) 0 (0) 100 (0) 0.1 (0.1) 100 (0) 0.3 (0.2) 14.9 0 (0)
B2.70 10.5 (5) 0 (0) 100 (0) 0.1 (0.1) 100 (0) 0.2 (0.2) 16.6 0 (0)
B3.20 12.5 (7) 0 (0) 100 (0) 0.1 (0.1) 100 (0) 0.3 (0.2) 14.9 0 (0)
B3.40 14 (6.1) 0 (0) 100 (0) 0.2 (0.2) 100 (0) 0.8 (0.4) 19.4 0 (0)
B3.70 14.9 (5.8) 0 (0) 100 (0) 0.1 (0.1) 100 (0) 0.3 (0.3) 22.3 0 (0)
B4.20 11.9 (5.9) 1 (0.5) 80.9 (28.3) 1 (0.4) 100 (0) 3.9 (0.8) 13.5 1 (0.5)
B4.40 16.9 (6.8) 0 (0) 100 (0) 0.1 (0.1) 100 (0) 0.2 (0.2) 26.6 0 (0)
B4.70 17 (6.5) 0 (0) 100 (0) 0.1 (0.1) 100 (0) 0.1 (0.2) 26.4 0 (0)
Proj
B1.20 11.5 (5.9) 0 (0) 92.9 (24.1) 0 (0.1) 92.6 (25.4) 0.2 (0.2) 13.8 (6.1) 0 (0)
B1.40 27.8 (10.3) 0 (0) 92.6 (25.3) 0 (0.1) 92.6 (25.4) 0.1 (0.2) 33.1 (8.5) 0 (0)
B1.70 31.6 (11.1) 0 (0) 92.7 (25) 0.1 (0.1) 92.8 (24.5) 0 (0.1) 39.3 (7.9) 0 (0)
B2.20 19.6 (8.3) 0 (0) 100 (0) 0 (0) 100 (0) 0 (0) 100 0 (0)
B2.40 34.5 (10.1) 0 (0) 100 (0) 0 (0) 100 (0) 0 (0) 59.2 0 (0)
B2.70 49.2 (6.7) 0 (0) 100 (0) 0 (0) 100 (0) 0 (0) 10.1 0 (0)
B3.20 18.5 (7.8) 0 (0) 100 (0) 0 (0) 100 (0) 0 (0) 99.3 0 (0)
B3.40 35.1 (9.8) 0 (0) 100 (0) 0 (0) 100 (0) 0 (0) 66 0 (0)
B3.70 48.9 (6.6) 0 (0) 100 (0) 0 (0.1) 100 (0) 0 (0.1) 9.1 0 (0)
B4.20 15.9 (6.4) 0.2 (0.2) 85.8 (18.7) 0.5 (0.2) 100 (0) 0.9 (0.4) 91.5 0.7 (0.3)
B4.40 35.6 (9.9) 0 (0) 100 (0) 0.1 (0.1) 100 (0) 0.1 (0.1) 70.6 0 (0)
B4.70 49.1 (6.6) 0 (0) 100 (0) 0 (0) 100 (0) 0 (0) 9.5 0 (0)
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Table A.9: Isolated anomalies with ra = 0.25.
Method α = 0.05 α = 0.1 α = 0.2 depth
pc pf pc pf pc pf pc pf
LP
B1.20 32.9 (7.5) 0 (0) 57.8 (14.8) 0 (0) 91.4 (24.5) 0 (0) 34 (5) 0 (0)
B1.40 29.9 (6.2) 0 (0) 49.7 (12) 0 (0) 91.8 (24.2) 0 (0) 30.4 (3.9) 0 (0)
B1.70 29.3 (6) 0 (0) 48.7 (11.5) 0 (0) 92.1 (24.2) 0 (0) 30 (3.9) 0 (0)
B2.20 33.2 (2.3) 0 (0) 63.5 (3.4) 0 (0) 98.3 (1.2) 0 (0) 19.9 0 (0)
B2.40 36.3 (2.8) 0 (0) 71.4 (3.5) 0 (0) 99.4 (0.7) 0 (0) 25.4 0 (0)
B2.70 37.6 (2.9) 0 (0) 73.5 (3.7) 0 (0) 99.5 (0.6) 0 (0) 25.3 0 (0)
B3.20 38.4 (3.5) 0 (0) 73.3 (3.3) 0 (0) 99.8 (0.4) 0 (0) 14.4 0 (0)
B3.40 42.5 (4.2) 0 (0) 67.7 (4.5) 0 (0) 99.7 (0.5) 0 (0) 29.8 0 (0)
B3.70 38.8 (3.8) 0 (0) 61.7 (3.2) 0 (0) 99.7 (0.5) 0 (0) 35.3 0 (0)
B4.20 93.4 (9) 1.1 (0.6) 98.7 (1.5) 1.2 (0.7) 99.7 (0.6) 1.8 (1.1) 65.3 1 (0.6)
B4.40 47.1 (5.9) 0 (0) 66.7 (5.8) 0 (0) 99.5 (0.6) 0 (0) 45 0 (0)
B4.70 40.9 (4.8) 0 (0) 61.8 (3.8) 0 (0) 99.7 (0.5) 0 (0) 42.8 0 (0)
Mah
B1.20 2.9 (1.7) 0 (0) 2.7 (1.9) 0 (0) 3.1 (3.4) 0 (0) 0.1 (0.2) 0 (0)
B1.40 3.2 (2) 0 (0) 3.3 (2.1) 0 (0) 7.2 (4.3) 0 (0) 0 (0) 0 (0)
B1.70 2.6 (2.1) 0 (0) 3.3 (3.2) 0 (0) 20.8 (9.2) 0 (0) 0 (0) 0 (0)
B2.20 2 (2.4) 0 (0) 1.5 (2.3) 0 (0) 2.7 (2.8) 0 (0) 0.1 0 (0)
B2.40 1.4 (1.4) 0 (0) 0.8 (1.1) 0 (0) 0.4 (0.8) 0 (0) 0.1 0 (0)
B2.70 2.4 (1.7) 0 (0) 1 (1.2) 0 (0) 0.9 (1.2) 0 (0) 0.2 0 (0)
B3.20 2.9 (2.3) 0 (0) 2.3 (1.9) 0 (0) 1.8 (1.6) 0 (0) 0.7 0 (0)
B3.40 3.8 (1.9) 0 (0) 3.4 (1.8) 0 (0) 3.2 (1.5) 0 (0) 2.1 0 (0)
B3.70 3.1 (1.7) 0 (0) 2.7 (1.7) 0 (0) 3.2 (1.7) 0 (0) 1.5 0 (0)
B4.20 4.7 (2.2) 0.9 (0.5) 3.7 (1.8) 0.9 (0.5) 3.2 (1.5) 0.9 (0.5) 2.7 0.9 (0.5)
B4.40 3.8 (2.1) 0 (0) 3.4 (1.5) 0 (0) 4.1 (2.1) 0 (0) 2.3 0 (0)
B4.70 3.5 (1.9) 0 (0) 3.1 (1.5) 0 (0) 4.1 (2) 0 (0) 1.9 0 (0)
Proj
B1.20 2.2 (1.7) 0 (0) 1.6 (1.5) 0 (0) 1.1 (1.2) 0 (0) 0.1 (0.3) 0 (0)
B1.40 1.6 (1.6) 0 (0) 2.1 (1.8) 0 (0) 9.9 (5.2) 0 (0) 0.1 (0.4) 0 (0)
B1.70 2.2 (1.4) 0 (0) 2.8 (2.1) 0 (0) 17.3 (6.8) 0 (0) 0.2 (0.4) 0 (0)
B2.20 1.2 (1.2) 0 (0) 0.9 (1.2) 0 (0) 1.4 (3.6) 0 (0) 0 0 (0)
B2.40 3.1 (1.8) 0 (0) 3 (1.9) 0 (0) 6.4 (3.4) 0 (0) 0 0 (0)
B2.70 2.6 (2.1) 0 (0) 3.6 (3.3) 0 (0) 22.3 (7.5) 0 (0) 0 0 (0)
B3.20 1.7 (1.3) 0 (0) 1.3 (1.3) 0 (0) 1.6 (2.5) 0 (0) 0 0 (0)
B3.40 2.8 (1.9) 0 (0) 3 (2.1) 0 (0) 6.8 (4.3) 0 (0) 0 0 (0)
B3.70 2.4 (2) 0 (0) 3.4 (3.3) 0 (0) 22.4 (7.3) 0 (0) 0 0 (0)
B4.20 2 (1.6) 0.3 (0.2) 1.6 (1.3) 0.3 (0.2) 1.9 (2) 0.3 (0.2) 0.1 0 (0.1)
B4.40 3.4 (2) 0 (0) 3.6 (2.2) 0 (0) 7.4 (4.3) 0 (0) 0.1 0 (0)
B4.70 2.8 (2.2) 0 (0) 3.7 (3.4) 0 (0) 22.8 (7.5) 0 (0) 0.2 0 (0)
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Table A.10: Shape I anomalies with ra = 0.
Method α = 0.05 α = 0.1 α = 0.2 depth
pc pf pc pf pc pf pc pf
LP
B1.20 - 4.8 (2.5) - 8.6 (6.2) - 16.8 (14.2) - 1.5 (0.2)
B1.40 - 4.9 (2.6) - 8.7 (6.3) - 17.1 (14.4) - 1.4 (0.2)
B1.70 - 5 (2.7) - 8.8 (6.4) - 17.5 (14.8) - 1.3 (0.1)
B2.20 - 6.9 (0.4) - 13.7 (0.7) - 29.7 (1.3) - 1.5 (0.2)
B2.40 - 7 (0.3) - 13.8 (0.7) - 30 (1.3) - 1.4 (0.2)
B2.70 - 6.9 (0.3) - 13.6 (0.6) - 29.9 (1.3) - 1.4 (0.1)
B3.20 - 6.8 (0.3) - 13.5 (0.6) - 29.9 (1.6) - 1.4 (0.1)
B3.40 - 6.7 (0.3) - 13.2 (0.7) - 29.6 (1.7) - 1.6 (0.1)
B3.70 - 6.8 (0.4) - 13.8 (0.7) - 30.8 (1.7) - 1.4 (0.1)
B4.20 - 21.5 (12.9) - 50.6 (28.3) - 88.5 (20.2) - 8 (8.9)
B4.40 - 6.5 (0.3) - 12.8 (0.6) - 28.1 (1.5) - 1.8 (0.1)
B4.70 - 6.6 (0.3) - 13 (0.5) - 29.4 (1.8) - 1.6 (0.2)
Mah
B1.20 - 2.4 (0.9) - 3 (1.4) - 3.7 (2.2) - 0.7 (0.3)
B1.40 - 1.3 (0.6) - 1.7 (0.9) - 2 (1.2) - 0.4 (0.2)
B1.70 - 0.3 (0.2) - 0.3 (0.3) - 0.3 (0.3) - 0.1 (0.1)
B2.20 - 1.4 (0.6) - 1.8 (0.5) - 2.2 (0.6) - 0.5 (0.3)
B2.40 - 1.2 (0.5) - 1.5 (0.6) - 1.6 (0.5) - 0.5 (0.3)
B2.70 - 1 (0.4) - 1.3 (0.5) - 1.4 (0.5) - 0.5 (0.3)
B3.20 - 1.3 (0.5) - 1.6 (0.6) - 1.9 (0.7) - 0.5 (0.3)
B3.40 - 1.7 (0.5) - 1.9 (0.6) - 2.2 (0.6) - 0.6 (0.3)
B3.70 - 1.2 (0.5) - 1.2 (0.5) - 1.4 (0.5) - 0.7 (0.3)
B4.20 - 4.2 (0.6) - 5.3 (0.8) - 6.3 (0.9) - 2.3 (0.6)
B4.40 - 1.1 (0.5) - 1.2 (0.5) - 1.3 (0.5) - 0.5 (0.3)
B4.70 - 0.9 (0.4) - 0.9 (0.4) - 0.9 (0.4) - 0.6 (0.3)
Proj
B1.20 - 1.1 (0.5) - 1.3 (0.7) - 1.6 (0.9) - 0.5 (0.3)
B1.40 - 0.7 (0.3) - 0.9 (0.4) - 0.9 (0.5) - 0.5 (0.3)
B1.70 - 0.7 (0.4) - 0.7 (0.3) - 0.8 (0.4) - 0.6 (0.3)
B2.20 - 3 (0.5) - 4.2 (0.6) - 5.7 (0.8) - 0.5 (0.2)
B2.40 - 1.5 (0.5) - 2 (0.5) - 2.6 (0.7) - 0.3 (0.2)
B2.70 - 0.3 (0.2) - 0.3 (0.2) - 0.3 (0.3) - 0.1 (0.1)
B3.20 - 3 (0.5) - 4.2 (0.7) - 5.7 (0.8) - 0.5 (0.3)
B3.40 - 1.5 (0.5) - 2.1 (0.6) - 2.7 (0.7) - 0.3 (0.2)
B3.70 - 0.4 (0.3) - 0.5 (0.3) - 0.5 (0.3) - 0.1 (0.1)
B4.20 - 1.6 (0.6) - 1.7 (0.8) - 1.9 (0.7) - 1.2 (0.5)
B4.40 - 1.7 (0.5) - 2.3 (0.6) - 3 (0.7) - 0.5 (0.2)
B4.70 - 0.4 (0.3) - 0.5 (0.3) - 0.5 (0.3) - 0.1 (0.1)
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Table A.11: Shape I anomalies with ra = 0.5.
Method α = 0.05 α = 0.1 α = 0.2 depth
pc pf pc pf pc pf pc pf
LP
B1.20 8 (7.5) 4.6 (2.5) 13.1 (12) 8 (6) 23.3 (21.6) 15.8 (13.8) 2.7 (3.2) 1.5 (0.3)
B1.40 5.4 (5.2) 4.8 (2.6) 10.1 (9.7) 8.4 (6.3) 18.9 (17.9) 16.4 (14.3) 1.8 (2.6) 1.4 (0.2)
B1.70 5.5 (5.4) 4.9 (2.7) 9.2 (8.3) 8.6 (6.4) 17.7 (16.9) 16.9 (14.8) 1.4 (2.5) 1.3 (0.2)
B2.20 92.8 (4.1) 2 (0.5) 98.8 (2) 9.8 (1) 99.6 (1.2) 29.5 (1.9) 30.6 0 (0)
B2.40 90.7 (5) 2 (0.5) 98.1 (2.7) 9.8 (1) 99.6 (1.2) 29.2 (2) 29.4 0 (0.1)
B2.70 91.8 (5.2) 2 (0.5) 98.6 (2.2) 9.8 (1) 99.8 (0.9) 29.9 (2.2) 30.5 0 (0.1)
B3.20 61.1 (7.9) 3.7 (0.5) 85 (6.4) 9.1 (0.7) 97.1 (3.5) 26.3 (1.7) 18.9 0.6 (0.3)
B3.40 44.6 (8) 4.6 (0.6) 71.7 (8) 9.8 (0.8) 95.9 (3.6) 25.6 (1.7) 10.5 1.2 (0.3)
B3.70 67 (7.8) 3.4 (0.5) 89.5 (5.9) 9.3 (0.9) 98.9 (1.9) 27.7 (2) 21.1 0.4 (0.3)
B4.20 48 (17.4) 20 (12.3) 77 (21) 52.6 (29.7) 97.2 (8.5) 90.2 (19) 26 7.1 (5)
B4.40 26.3 (7.9) 5.5 (0.5) 41.1 (9.2) 11.3 (0.7) 63.1 (9.1) 26.2 (1.6) 10.4 1.3 (0.3)
B4.70 28.2 (8.8) 5.4 (0.6) 42 (10.4) 11.6 (0.9) 66 (8.8) 27.5 (2) 10.4 1.1 (0.3)
Mah
B1.20 14.6 (8.6) 1.6 (0.7) 17.4 (10.3) 2 (1.1) 20.3 (12.9) 2.5 (1.5) 4 (3.8) 0.4 (0.3)
B1.40 7.4 (5.8) 1 (0.5) 8.9 (6.4) 1.3 (0.7) 10.3 (7.5) 1.5 (1) 2.3 (3.5) 0.3 (0.2)
B1.70 1.2 (2.4) 0.2 (0.2) 1.4 (2.6) 0.3 (0.2) 1.4 (2.6) 0.3 (0.2) 0.4 (1.3) 0.1 (0.1)
B2.20 75 (9) 0.4 (0.2) 83.4 (8.4) 0.9 (0.4) 85.4 (7.5) 1.4 (0.5) 16 0 (0)
B2.40 71.2 (10) 0.3 (0.2) 78.3 (8.6) 0.7 (0.4) 81.9 (8.4) 1 (0.5) 16 0 (0)
B2.70 73.4 (10) 0.3 (0.2) 80.4 (7.9) 0.6 (0.4) 83.5 (8.1) 0.9 (0.4) 15.9 0 (0)
B3.20 56.5 (11.2) 0.4 (0.2) 66.5 (10) 0.9 (0.4) 71.3 (9.3) 1.3 (0.5) 15.7 0 (0.1)
B3.40 42.2 (11.9) 0.7 (0.3) 52.2 (12) 1.3 (0.4) 57.8 (10.7) 1.6 (0.5) 11.2 0.1 (0.1)
B3.70 39.3 (12.3) 0.6 (0.4) 47 (11.2) 0.8 (0.4) 50.8 (10.2) 1 (0.4) 14.6 0.1 (0.2)
B4.20 18.4 (7.5) 3.5 (0.6) 25.6 (8.1) 4.5 (0.8) 31.8 (9.6) 5.5 (0.9) 9.5 2.1 (0.6)
B4.40 13 (7.5) 0.7 (0.4) 13.4 (6.4) 0.9 (0.5) 14.2 (7) 0.9 (0.4) 6.4 0.3 (0.2)
B4.70 8.4 (6.2) 0.7 (0.4) 8.6 (5.7) 0.7 (0.4) 8.6 (6.1) 0.7 (0.4) 5.2 0.4 (0.3)
Proj
B1.20 3.1 (3.8) 1 (0.5) 3.6 (4) 1.2 (0.7) 4.1 (4.1) 1.4 (0.8) 1.7 (2.6) 0.4 (0.3)
B1.40 0.7 (1.6) 0.8 (0.4) 1.2 (1.8) 0.8 (0.4) 1.6 (2.6) 0.9 (0.5) 0.4 (1.2) 0.5 (0.3)
B1.70 0.6 (1.5) 0.7 (0.4) 0.6 (1.6) 0.7 (0.4) 0.7 (1.7) 0.8 (0.4) 0.9 (2) 0.6 (0.3)
B2.20 22.5 (7.1) 1.7 (0.6) 28.8 (8.3) 2.6 (0.7) 34.4 (9.2) 3.5 (0.9) 5.3 0.2 (0.2)
B2.40 9.6 (5.7) 1.1 (0.4) 12.3 (6.4) 1.5 (0.5) 15.2 (7.2) 2 (0.6) 2.6 0.2 (0.2)
B2.70 1.5 (2.4) 0.2 (0.2) 1.8 (2.8) 0.3 (0.2) 1.8 (2.7) 0.3 (0.2) 0.4 0.1 (0.1)
B3.20 22.5 (7.1) 1.7 (0.6) 28.4 (8.4) 2.5 (0.8) 34.7 (9.7) 3.5 (0.9) 5.1 0.2 (0.2)
B3.40 10.2 (5.9) 1 (0.4) 13 (6.7) 1.5 (0.5) 15.2 (7.1) 2 (0.7) 2.9 0.2 (0.2)
B3.70 3.2 (3.7) 0.3 (0.2) 3.9 (4.2) 0.4 (0.3) 3.8 (4) 0.4 (0.3) 0.9 0.1 (0.1)
B4.20 9.5 (6.5) 1.3 (0.5) 10.8 (7) 1.4 (0.6) 12.7 (8.1) 1.5 (0.6) 5 1.1 (0.4)
B4.40 11.5 (6.3) 1.3 (0.4) 14.6 (7) 1.7 (0.5) 17.4 (6.9) 2.3 (0.7) 3.9 0.4 (0.2)
B4.70 3 (3.3) 0.3 (0.2) 3.7 (3.8) 0.4 (0.3) 3.6 (3.8) 0.4 (0.3) 0.8 0.1 (0.1)
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Table A.12: Shape I anomalies with ra = 0.1.
Method α = 0.05 α = 0.1 α = 0.2 depth
pc pf pc pf pc pf pc pf
LP
B1.20 7.3 (5.5) 4.5 (2.5) 12.2 (10.1) 8.1 (5.9) 22.3 (19.2) 16.2 (13.7) 2.6 (2.1) 1.4 (0.3)
B1.40 5.4 (4.1) 4.8 (2.6) 10 (8.1) 8.6 (6.2) 18.9 (16.6) 17 (14.3) 1.7 (1.6) 1.4 (0.2)
B1.70 5.7 (4.3) 4.9 (2.6) 9.8 (7.9) 8.7 (6.3) 18.4 (15.9) 17.4 (14.7) 1.4 (1.5) 1.3 (0.2)
B2.20 52.8 (2.7) 0.1 (0.2) 90.9 (4.1) 3.1 (1) 99.3 (1.1) 24.8 (2.8) 13.3 0 (0)
B2.40 52.3 (2.9) 0.2 (0.2) 89 (4) 3.2 (0.8) 99.1 (1.1) 24.4 (2.6) 12.9 0 (0)
B2.70 52.2 (2.8) 0.2 (0.2) 90.2 (3.6) 3.1 (0.9) 99.4 (1.2) 24.8 (2.8) 13.5 0 (0)
B3.20 39.8 (4.1) 2.5 (0.6) 66.1 (4.8) 6.2 (0.9) 93.8 (3.3) 20.2 (1.9) 10.3 0.5 (0.3)
B3.40 31.7 (4.7) 3.7 (0.7) 56.1 (5.7) 7.7 (1) 89 (4.3) 20.7 (1.6) 7.3 1 (0.4)
B3.70 44.9 (4.2) 1.8 (0.6) 71.9 (4.7) 5.5 (0.8) 95.8 (2.8) 21.4 (2) 11.7 0.3 (0.2)
B4.20 44.1 (16.9) 19.6 (12.9) 75.9 (22.7) 54.3 (31.2) 96.5 (10.1) 90.4 (19.9) 21.6 6.7 (4.1)
B4.40 22.1 (4.5) 4.8 (0.6) 35.5 (5.7) 10.2 (1) 57.7 (6.1) 24.6 (1.8) 7.5 1.1 (0.3)
B4.70 23.2 (5.2) 4.7 (0.7) 37 (6) 10.2 (1) 59.9 (6.5) 25.6 (1.8) 7.9 0.9 (0.3)
Mah
B1.20 6.6 (3.9) 1.8 (0.8) 8.4 (5.2) 2.3 (1.2) 10 (6.8) 2.9 (1.8) 1.5 (1.6) 0.5 (0.3)
B1.40 3 (2.4) 1.1 (0.5) 3.6 (2.9) 1.4 (0.8) 4.5 (3.6) 1.6 (1) 1 (1.5) 0.3 (0.3)
B1.70 0.5 (1.1) 0.2 (0.2) 0.7 (1.2) 0.3 (0.2) 0.7 (1.2) 0.3 (0.3) 0.2 (0.7) 0.1 (0.1)
B2.20 26.2 (6.6) 0 (0.1) 53.7 (9.5) 0.2 (0.2) 69.3 (7.3) 0.7 (0.4) 3 0 (0)
B2.40 23.9 (6.6) 0 (0.1) 46.2 (9.2) 0.2 (0.2) 62.3 (8.3) 0.5 (0.3) 3.3 0 (0)
B2.70 24 (6.3) 0 (0) 49.2 (11) 0.2 (0.2) 64.2 (8.2) 0.5 (0.3) 3.9 0 (0)
B3.20 19.7 (7.3) 0.1 (0.2) 32.7 (9.6) 0.3 (0.2) 46.6 (8.6) 0.8 (0.4) 4 0 (0)
B3.40 15.3 (5.5) 0.3 (0.3) 22.3 (6.9) 0.6 (0.4) 33.4 (9.8) 1.2 (0.5) 3.8 0.1 (0.1)
B3.70 16.9 (6.4) 0.3 (0.2) 23.7 (6.7) 0.4 (0.3) 28.5 (7.4) 0.6 (0.4) 5.3 0.1 (0.1)
B4.20 14.1 (4.5) 3.2 (0.6) 18.7 (5.1) 4.1 (0.9) 23.2 (5.6) 4.9 (0.9) 8.1 2 (0.6)
B4.40 6.8 (3.5) 0.6 (0.4) 7.5 (3.8) 0.7 (0.4) 7.7 (4) 0.7 (0.4) 3.2 0.2 (0.2)
B4.70 4.9 (3.1) 0.5 (0.3) 5 (2.8) 0.6 (0.4) 5.5 (3.1) 0.7 (0.3) 3.2 0.3 (0.2)
Proj
B1.20 2.4 (2.5) 1 (0.5) 2.9 (2.7) 1.2 (0.6) 3.7 (3) 1.4 (0.8) 0.9 (1.3) 0.5 (0.3)
B1.40 0.8 (1.2) 0.7 (0.4) 1.2 (1.6) 0.8 (0.5) 1.1 (1.5) 0.9 (0.5) 0.4 (0.8) 0.5 (0.3)
B1.70 0.9 (1.1) 0.7 (0.4) 1 (1.4) 0.8 (0.4) 0.7 (1.2) 0.7 (0.4) 0.5 (1) 0.5 (0.3)
B2.20 10.4 (3.8) 2.1 (0.6) 13.4 (4.7) 2.9 (0.8) 17 (5.6) 3.9 (1) 1.7 0.3 (0.2)
B2.40 3.8 (2.6) 1.2 (0.5) 5.1 (2.9) 1.7 (0.6) 6.6 (3.3) 2.1 (0.6) 0.8 0.3 (0.2)
B2.70 0.7 (1.1) 0.2 (0.2) 0.9 (1.3) 0.3 (0.2) 0.8 (1.3) 0.3 (0.2) 0.1 0 (0.1)
B3.20 10 (3.8) 2 (0.6) 13.6 (4.3) 2.9 (0.8) 16.7 (4.7) 3.9 (0.9) 1.6 0.3 (0.2)
B3.40 4.1 (2.8) 1.2 (0.5) 5.7 (3.1) 1.6 (0.6) 7.2 (3.5) 2.1 (0.7) 0.9 0.3 (0.2)
B3.70 1.4 (1.5) 0.3 (0.2) 1.7 (1.8) 0.3 (0.3) 1.8 (1.9) 0.3 (0.3) 0.6 0.1 (0.1)
B4.20 5 (3.4) 1.4 (0.7) 5.3 (3.8) 1.5 (0.7) 5.9 (3.7) 1.6 (0.8) 3.4 1.1 (0.4)
B4.40 6.3 (3) 1.2 (0.5) 7.8 (3.5) 1.7 (0.6) 9.5 (3.9) 2.2 (0.7) 2.3 0.4 (0.3)
B4.70 1.4 (1.5) 0.3 (0.2) 1.7 (1.6) 0.3 (0.3) 1.8 (1.7) 0.3 (0.3) 0.5 0.1 (0.1)
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Table A.13: Shape I anomalies with ra = 0.25.
Method α = 0.05 α = 0.1 α = 0.2 depth
pc pf pc pf pc pf pc pf
LP
B1.20 5.7 (3.8) 4.3 (2.4) 10 (8.1) 7.7 (5.8) 18.8 (16.7) 15.5 (13.6) 1.9 (1.1) 1.4 (0.4)
B1.40 5.2 (3.3) 4.7 (2.7) 9.2 (7.1) 8.2 (6.2) 17.7 (15.6) 16.3 (14.3) 1.6 (1) 1.4 (0.3)
B1.70 5.2 (3.3) 4.7 (2.7) 9 (7) 8.5 (6.5) 17.4 (15.2) 16.7 (14.6) 1.4 (0.8) 1.3 (0.4)
B2.20 18.6 (1.7) 0.2 (0.2) 31.7 (2.8) 0.5 (0.4) 57.6 (3.9) 2.4 (0.9) 4.2 0 (0)
B2.40 18.7 (1.6) 0.2 (0.3) 31.8 (2.5) 0.7 (0.4) 57.5 (3.5) 2.8 (0.9) 4.3 0 (0.1)
B2.70 18.8 (1.6) 0.2 (0.2) 31.7 (2.5) 0.6 (0.4) 57.2 (3.8) 2.6 (0.8) 4.2 0 (0.1)
B3.20 17.2 (1.6) 2.6 (0.8) 30.4 (1.8) 5.1 (1.2) 53.8 (2) 10.8 (1.7) 3.9 0.5 (0.3)
B3.40 15.5 (2.1) 3.5 (0.8) 29.1 (2.4) 6.7 (1.2) 54.4 (2.4) 14.3 (2) 3.4 0.9 (0.4)
B3.70 19.5 (1.3) 1.5 (0.6) 33.3 (1.7) 3.4 (0.9) 58.6 (2.8) 9.1 (1.6) 4.7 0.2 (0.2)
B4.20 41.1 (18.5) 22.8 (16.4) 75.2 (24.6) 61.7 (32) 97.1 (10.6) 94.7 (15.9) 19.1 7.3 (4.7)
B4.40 13.2 (1.9) 4 (0.8) 23.4 (2.4) 8.8 (1) 43 (3.5) 21.6 (2.1) 4.1 1 (0.4)
B4.70 13.8 (1.9) 4 (0.7) 24.2 (2.3) 8.8 (1.2) 44 (3.4) 22 (2.4) 4 0.8 (0.4)
Mah
B1.20 3 (1.8) 2.1 (0.9) 3.9 (2.5) 2.6 (1.3) 4.8 (3.4) 3.2 (1.9) 0.8 (0.7) 0.6 (0.4)
B1.40 1.6 (1.3) 1.1 (0.6) 2 (1.6) 1.4 (0.9) 2.4 (1.9) 1.7 (1.2) 0.5 (0.6) 0.3 (0.3)
B1.70 0.4 (0.6) 0.2 (0.2) 0.4 (0.7) 0.2 (0.3) 0.4 (0.7) 0.2 (0.2) 0.1 (0.2) 0 (0.1)
B2.20 2.5 (1.4) 0.3 (0.3) 2.4 (1.5) 0.2 (0.3) 1.4 (1.2) 0.2 (0.3) 0.3 0 (0.1)
B2.40 2.3 (1.3) 0.3 (0.3) 2.1 (1.4) 0.3 (0.3) 1.2 (1) 0.2 (0.2) 0.5 0.1 (0.2)
B2.70 2 (1.3) 0.3 (0.2) 1.8 (1.3) 0.2 (0.2) 0.9 (0.9) 0.1 (0.2) 0.4 0.1 (0.1)
B3.20 2.4 (1.4) 0.6 (0.4) 2.5 (1.3) 0.6 (0.4) 2.1 (1.5) 0.4 (0.4) 0.7 0.2 (0.2)
B3.40 2.9 (1.4) 0.9 (0.5) 3.1 (1.7) 1 (0.5) 3.1 (1.5) 0.9 (0.5) 1 0.3 (0.2)
B3.70 4.5 (1.5) 0.4 (0.3) 5 (1.9) 0.5 (0.4) 4.7 (1.7) 0.4 (0.4) 2.3 0.2 (0.2)
B4.20 10 (2.2) 2.8 (0.8) 13.5 (2.7) 3.8 (0.9) 15.2 (3.1) 4.5 (1) 6.7 1.8 (0.7)
B4.40 2.3 (1.2) 0.7 (0.4) 2.5 (1.3) 0.7 (0.4) 2.6 (1.3) 0.8 (0.5) 1.3 0.3 (0.3)
B4.70 2 (1.1) 0.5 (0.4) 1.9 (1.2) 0.6 (0.4) 1.9 (1.3) 0.5 (0.4) 1.1 0.3 (0.3)
Proj
B1.20 1.6 (1.2) 1 (0.5) 1.8 (1.4) 1.1 (0.6) 2.1 (1.7) 1.3 (0.9) 0.7 (0.7) 0.4 (0.3)
B1.40 0.8 (0.9) 0.7 (0.4) 0.9 (0.8) 0.9 (0.5) 0.9 (0.9) 0.9 (0.6) 0.6 (0.7) 0.5 (0.3)
B1.70 0.8 (0.8) 0.6 (0.4) 0.8 (0.9) 0.6 (0.4) 0.8 (0.7) 0.7 (0.4) 0.6 (0.7) 0.6 (0.4)
B2.20 4.2 (1.3) 2.5 (0.7) 5.9 (1.8) 3.5 (0.8) 7.9 (2.3) 4.8 (1) 0.7 0.4 (0.3)
B2.40 1.9 (1.2) 1.2 (0.5) 2.6 (1.3) 1.7 (0.6) 3.2 (1.5) 2.3 (0.8) 0.5 0.3 (0.2)
B2.70 0.4 (0.6) 0.2 (0.2) 0.4 (0.6) 0.3 (0.3) 0.4 (0.6) 0.3 (0.3) 0.1 0 (0.1)
B3.20 4.2 (1.5) 2.5 (0.7) 5.7 (1.7) 3.4 (0.8) 7.7 (2.2) 4.7 (1) 0.7 0.4 (0.3)
B3.40 2 (1.2) 1.2 (0.6) 2.8 (1.3) 1.7 (0.7) 3.5 (1.5) 2.3 (0.8) 0.5 0.3 (0.2)
B3.70 0.8 (0.7) 0.2 (0.2) 1 (0.9) 0.3 (0.2) 1 (0.9) 0.3 (0.3) 0.4 0 (0.1)
B4.20 4.2 (2) 1.6 (0.8) 4.2 (2.2) 1.6 (0.9) 4.3 (2.3) 1.7 (1.1) 2.8 1 (0.5)
B4.40 3.4 (1.4) 1.1 (0.6) 4.2 (1.5) 1.6 (0.7) 5.1 (1.8) 2.1 (0.8) 1.4 0.2 (0.3)
B4.70 0.9 (0.8) 0.2 (0.2) 1.1 (0.9) 0.3 (0.3) 1.1 (0.9) 0.3 (0.3) 0.3 0 (0.1)
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Table A.14: Shape II anomalies with ra = 0.
Method α = 0.05 α = 0.1 α = 0.2 depth
pc pf pc pf pc pf pc pf
LP
B1.20 - 5 (2.6) - 8.9 (6.2) - 17.7 (14.2) - 1.5 (0.2)
B1.40 - 5 (2.6) - 9.1 (6.3) - 18 (14.4) - 1.4 (0.2)
B1.70 - 5.2 (2.7) - 9.2 (6.4) - 18.5 (14.8) - 1.3 (0.1)
B2.20 - 6.9 (0.3) - 13.7 (0.7) - 29.3 (1.3) - 1.4 (0.2)
B2.40 - 6.9 (0.4) - 13.7 (0.7) - 29.8 (1.3) - 1.4 (0.1)
B2.70 - 6.8 (0.3) - 13.5 (0.6) - 29.6 (1.3) - 1.4 (0.1)
B3.20 - 6.7 (0.3) - 13.4 (0.7) - 29.6 (1.4) - 1.4 (0.1)
B3.40 - 6.7 (0.3) - 13.3 (0.6) - 29.8 (1.8) - 1.5 (0.1)
B3.70 - 6.8 (0.4) - 13.6 (0.6) - 30.3 (1.5) - 1.3 (0.1)
B4.20 - 17 (11.4) - 39 (23.9) - 81.2 (22.8) - 6 (4)
B4.40 - 6.6 (0.3) - 12.8 (0.5) - 28.4 (1.6) - 1.7 (0.1)
B4.70 - 6.6 (0.3) - 13.1 (0.7) - 29.2 (1.7) - 1.5 (0.1)
Mah
B1.20 - 2.4 (0.9) - 3.1 (1.5) - 3.8 (2.2) - 0.7 (0.3)
B1.40 - 1.3 (0.6) - 1.7 (0.9) - 2 (1.2) - 0.4 (0.2)
B1.70 - 0.3 (0.3) - 0.3 (0.3) - 0.3 (0.3) - 0.1 (0.1)
B2.20 - 1.5 (0.5) - 1.9 (0.5) - 2.5 (0.7) - 0.4 (0.3)
B2.40 - 1.3 (0.5) - 1.6 (0.5) - 1.9 (0.6) - 0.5 (0.3)
B2.70 - 1.2 (0.4) - 1.4 (0.5) - 1.7 (0.5) - 0.5 (0.3)
B3.20 - 1.4 (0.4) - 1.7 (0.5) - 2.2 (0.5) - 0.4 (0.3)
B3.40 - 1.9 (0.5) - 2.4 (0.7) - 2.8 (0.7) - 0.6 (0.3)
B3.70 - 1.1 (0.5) - 1.2 (0.4) - 1.3 (0.5) - 0.6 (0.3)
B4.20 - 4.1 (0.6) - 5.3 (0.8) - 6.2 (0.9) - 2.1 (0.6)
B4.40 - 1.1 (0.4) - 1.3 (0.5) - 1.3 (0.4) - 0.5 (0.3)
B4.70 - 0.8 (0.4) - 0.8 (0.4) - 0.8 (0.4) - 0.6 (0.3)
Proj
B1.20 - 1.1 (0.6) - 1.3 (0.7) - 1.6 (0.9) - 0.5 (0.3)
B1.40 - 0.8 (0.4) - 0.8 (0.5) - 0.9 (0.5) - 0.5 (0.3)
B1.70 - 0.7 (0.3) - 0.7 (0.4) - 0.7 (0.3) - 0.5 (0.3)
B2.20 - 2.9 (0.6) - 4.2 (0.7) - 5.8 (0.9) - 0.5 (0.2)
B2.40 - 1.5 (0.5) - 2 (0.5) - 2.6 (0.7) - 0.3 (0.2)
B2.70 - 0.3 (0.2) - 0.3 (0.3) - 0.3 (0.3) - 0.1 (0.1)
B3.20 - 2.9 (0.6) - 4.2 (0.7) - 5.8 (0.8) - 0.5 (0.3)
B3.40 - 1.5 (0.5) - 2.1 (0.6) - 2.7 (0.6) - 0.3 (0.2)
B3.70 - 0.4 (0.3) - 0.5 (0.3) - 0.5 (0.3) - 0.1 (0.1)
B4.20 - 1.2 (0.5) - 1.3 (0.7) - 1.4 (0.7) - 1.1 (0.5)
B4.40 - 1.8 (0.4) - 2.4 (0.6) - 3 (0.7) - 0.5 (0.2)
B4.70 - 0.4 (0.3) - 0.5 (0.3) - 0.5 (0.3) - 0.1 (0.1)
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Table A.15: Shape II anomalies with ra = 0.5.
Method α = 0.05 α = 0.1 α = 0.2 depth
pc pf pc pf pc pf pc pf
LP
B1.20 74 (29.4) 9 (8.7) 74.1 (29.3) 31 (28) 74 (29.4) 48.9 (43.6) 77.6 (3.9) 0 (0)
B1.40 74.6 (28.9) 44.5 (40.1) 74.5 (29) 55.4 (49.3) 74.5 (29) 56 (49.9) 90.7 (3.8) 0 (0)
B1.70 74.8 (28.7) 56 (49.9) 74.8 (28.7) 56 (49.9) 74.8 (28.7) 56 (49.9) 99.2 (1.7) 28.9 (42.7)
B2.20 99.9 (0.6) 2 (0.6) 100 (0) 12.8 (1.6) 100 (0) 37.6 (2.6) 42.8 0 (0)
B2.40 100 (0) 2.3 (0.7) 100 (0) 15.7 (2.2) 100 (0) 45.1 (3.2) 47.5 0 (0)
B2.70 100 (0) 2.5 (0.8) 100 (0) 16.4 (2.2) 100 (0) 49.1 (3.8) 51.1 0 (0)
B3.20 99.5 (1.3) 2.2 (0.7) 100 (0) 14 (2.7) 100 (0) 45 (5.5) 49.6 0 (0)
B3.40 100 (0) 1.8 (0.5) 100 (0) 12.8 (1.7) 100 (0) 45.3 (4.2) 51.4 0 (0)
B3.70 100 (0) 5 (2.3) 100 (0) 35.7 (6.8) 100 (0) 95 (3.1) 64.8 0 (0)
B4.20 93.2 (5.8) 6.7 (3.5) 99.7 (1.4) 24.2 (16.2) 100 (0) 79 (22.5) 61.9 2.3 (1.3)
B4.40 100 (0) 2.1 (0.7) 100 (0) 13.4 (2) 100 (0) 52.5 (9.7) 69 0 (0)
B4.70 100 (0) 4.4 (1.6) 100 (0) 32.9 (7.1) 100 (0) 99.8 (0.4) 83.3 0 (0)
Mah
B1.20 74 (29.8) 0 (0.1) 73.9 (29.8) 0.1 (0.2) 73.4 (30.5) 0.1 (0.2) 99.9 (0.6) 0 (0.1)
B1.40 66.9 (37.8) 0 (0) 67.5 (37.2) 0 (0) 67 (37.6) 0 (0) 100 (0) 0 (0)
B1.70 64.9 (40.3) 0 (0) 65 (40.2) 0 (0) 65.2 (40) 0 (0) 100 (0) 0 (0)
B2.20 100 (0) 0.2 (0.2) 100 (0) 0.8 (0.4) 100 (0) 1.3 (0.5) 56.1 0 (0)
B2.40 100 (0) 0.2 (0.2) 100 (0) 0.6 (0.3) 100 (0) 0.9 (0.5) 65.3 0 (0)
B2.70 100 (0) 0.3 (0.2) 100 (0) 0.5 (0.3) 100 (0) 0.7 (0.4) 78.9 0 (0)
B3.20 100 (0) 0.2 (0.2) 100 (0) 0.7 (0.3) 100 (0) 1 (0.4) 63.7 0 (0)
B3.40 100 (0) 0.4 (0.2) 100 (0) 1.2 (0.5) 100 (0) 1.7 (0.5) 76 0 (0)
B3.70 100 (0) 0.3 (0.2) 100 (0) 0.6 (0.3) 100 (0) 0.6 (0.4) 100 0 (0.1)
B4.20 90.6 (9.8) 1.1 (0.4) 100 (0) 3.7 (0.6) 100 (0) 4.9 (0.9) 60.1 1 (0.5)
B4.40 100 (0) 0.2 (0.2) 100 (0) 0.5 (0.3) 100 (0) 0.5 (0.3) 97.6 0 (0)
B4.70 100 (0) 0.2 (0.2) 100 (0) 0.3 (0.3) 100 (0) 0.3 (0.2) 100 0 (0.1)
Proj
B1.20 70 (34.2) 0.1 (0.2) 69.5 (34.7) 0.4 (0.4) 70.3 (33.8) 0.5 (0.6) 85.6 (7.6) 0 (0)
B1.40 69.5 (34.8) 0.1 (0.2) 68.9 (35.5) 0.1 (0.2) 69.3 (35.1) 0.2 (0.3) 100 (0) 0 (0.1)
B1.70 68.4 (36.1) 0.1 (0.2) 68 (36.6) 0.1 (0.2) 68 (36.6) 0.1 (0.2) 100 (0) 0 (0.1)
B2.20 100 (0) 0 (0) 100 (0) 0 (0) 100 (0) 0 (0) 100 0 (0)
B2.40 100 (0) 0 (0) 100 (0) 0 (0) 100 (0) 0 (0) 100 0 (0)
B2.70 100 (0) 0 (0) 100 (0) 0 (0) 100 (0) 0 (0) 100 0 (0)
B3.20 100 (0) 0 (0) 100 (0) 0 (0) 100 (0) 0 (0.1) 100 0 (0)
B3.40 100 (0) 0 (0) 100 (0) 0 (0.1) 100 (0) 0 (0.1) 100 0 (0)
B3.70 100 (0) 0 (0.1) 100 (0) 0 (0.1) 100 (0) 0 (0.1) 100 0 (0.1)
B4.20 98.5 (2.7) 0.6 (0.2) 100 (0) 0.9 (0.4) 100 (0) 0.9 (0.4) 99.9 0.9 (0.4)
B4.40 100 (0) 0.1 (0.1) 100 (0) 0.2 (0.2) 100 (0) 0.2 (0.2) 100 0.1 (0.1)
B4.70 100 (0) 0 (0.1) 100 (0) 0 (0.1) 100 (0) 0 (0.1) 100 0 (0)
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Table A.16: Shape II anomalies with ra = 0.10.
Method α = 0.05 α = 0.1 α = 0.2 depth
pc pf pc pf pc pf pc pf
LP
B1.20 46 (22) 0 (0) 66 (39.3) 45.2 (40.1) 66 (39.3) 57 (49.8) 41.1 (3.2) 0 (0)
B1.40 46.8 (22.4) 0 (0) 66.1 (39.2) 57 (49.8) 66.1 (39.3) 57 (49.8) 48.1 (3.4) 0 (0)
B1.70 47.4 (22.5) 0 (0) 66.4 (38.9) 57 (49.8) 66.4 (38.9) 57 (49.8) 52.9 (4.1) 0 (0)
B2.20 66.1 (2.8) 0 (0) 100 (0.3) 3.6 (1.3) 100 (0) 44.3 (4.4) 23.1 0 (0)
B2.40 67.9 (4) 0 (0) 100 (0) 5.2 (2.1) 100 (0) 61.5 (5.2) 25.4 0 (0)
B2.70 69 (3.8) 0 (0) 100 (0) 5.8 (2.3) 100 (0) 70.5 (6) 27.4 0 (0)
B3.20 66.8 (3.4) 0 (0) 99.8 (0.6) 4.5 (1.8) 100 (0) 60.7 (9) 27.4 0 (0)
B3.40 67.3 (3.2) 0 (0) 100 (0) 3.2 (1.2) 100 (0) 61.7 (8.9) 27.4 0 (0)
B3.70 68.1 (3.8) 0 (0) 100 (0) 26 (12.9) 100 (0) 100 (0) 34.5 0 (0)
B4.20 77 (9.7) 3.4 (1.9) 97.7 (2.6) 11.7 (9.3) 100 (0) 68.9 (26.2) 42 1.5 (0.8)
B4.40 67.5 (3.3) 0 (0) 100 (0) 3.9 (1.4) 100 (0) 86.2 (12.4) 37.9 0 (0)
B4.70 68.1 (3.1) 0 (0) 100 (0) 20.9 (10.6) 100 (0) 100 (0) 44.9 0 (0)
Mah
B1.20 10.9 (4.4) 0 (0) 61.6 (44.3) 0 (0) 61.5 (44.4) 0 (0.1) 93.2 (14.7) 0 (0)
B1.40 1.5 (1.6) 0 (0) 57.7 (48.9) 0 (0) 57.8 (48.8) 0 (0) 100 (0.3) 0 (0)
B1.70 0.5 (0.9) 0 (0) 57.2 (49.5) 0 (0) 57.2 (49.5) 0 (0) 100 (0.2) 0 (0)
B2.20 31.7 (7.1) 0 (0) 100 (0) 0.1 (0.1) 100 (0) 0.5 (0.3) 18.4 0 (0)
B2.40 22.7 (6.6) 0 (0) 100 (0) 0.1 (0.1) 100 (0) 0.3 (0.3) 18.7 0 (0)
B2.70 17.5 (6) 0 (0) 100 (0) 0.1 (0.1) 100 (0) 0.3 (0.2) 19.1 0 (0)
B3.20 40.5 (5.9) 0 (0) 100 (0.3) 0.1 (0.1) 100 (0) 0.4 (0.3) 26 0 (0)
B3.40 25.7 (6.2) 0 (0) 100 (0) 0.2 (0.2) 100 (0) 0.9 (0.4) 21.4 0 (0)
B3.70 20.2 (6.1) 0 (0) 100 (0) 0.1 (0.1) 100 (0) 0.3 (0.3) 28.6 0 (0)
B4.20 31.2 (7.4) 1 (0.5) 90.9 (8.3) 1.1 (0.4) 100 (0.3) 3.9 (0.9) 21.1 1 (0.5)
B4.40 28.3 (5.1) 0 (0) 100 (0) 0.1 (0.1) 100 (0) 0.2 (0.2) 29.2 0 (0)
B4.70 21.6 (6) 0 (0) 100 (0) 0.1 (0.1) 100 (0) 0.1 (0.1) 35.6 0 (0)
Proj
B1.20 30.1 (14.5) 0 (0) 62.8 (43) 0 (0.1) 63.4 (42.3) 0.2 (0.2) 27.7 (6.1) 0 (0)
B1.40 24 (11.7) 0 (0) 62 (44) 0 (0.1) 62 (44) 0.1 (0.1) 36.8 (5.6) 0 (0)
B1.70 20.9 (10) 0 (0) 61.7 (44.4) 0 (0.1) 61.7 (44.3) 0.1 (0.1) 47.8 (8.9) 0 (0)
B2.20 6.8 (3.6) 0 (0) 100 (0.3) 0 (0) 100 (0) 0 (0) 99.9 0 (0)
B2.40 0.7 (1.2) 0 (0) 100 (0) 0 (0) 100 (0) 0 (0) 100 0 (0)
B2.70 0.1 (0.4) 0 (0) 100 (0) 0 (0) 100 (0) 0 (0) 100 0 (0)
B3.20 13.6 (5.3) 0 (0) 99.9 (0.4) 0 (0) 100 (0.3) 0 (0) 98.6 0 (0)
B3.40 1.1 (1.5) 0 (0) 100 (0) 0 (0) 100 (0) 0 (0) 100 0 (0)
B3.70 0.3 (0.7) 0 (0) 100 (0) 0 (0.1) 100 (0) 0 (0.1) 100 0 (0)
B4.20 11.5 (4.8) 0.2 (0.2) 86.8 (15.1) 0.5 (0.2) 99.6 (1) 0.9 (0.4) 51.4 0.4 (0.3)
B4.40 1.4 (1.7) 0 (0) 100 (0) 0.1 (0.1) 100 (0) 0.1 (0.1) 100 0 (0.1)
B4.70 0.3 (0.7) 0 (0) 100 (0) 0 (0) 100 (0) 0 (0) 100 0 (0)
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Table A.17: Shape II anomalies with ra = 0.25.
Method α = 0.05 α = 0.1 α = 0.2 depth
pc pf pc pf pc pf pc pf
LP
B1.20 19.8 (9.7) 0 (0) 34.3 (22.1) 0 (0) 58.1 (42.3) 0 (0) 15.5 (1.9) 0 (0)
B1.40 20.3 (10.1) 0 (0) 35.9 (23.4) 0 (0) 58.7 (42.8) 0 (0) 18.7 (2.6) 0 (0)
B1.70 21.1 (10.5) 0 (0) 36.9 (23.9) 0 (0) 59.3 (43) 0 (0) 21.7 (2.9) 0 (0)
B2.20 28.5 (1.7) 0 (0) 55.1 (2.5) 0 (0) 95 (1.7) 0 (0.1) 9.6 0 (0)
B2.40 29.9 (2) 0 (0) 57.6 (2.9) 0 (0) 96.5 (1.5) 0 (0) 10.6 0 (0)
B2.70 30.5 (2.2) 0 (0) 60.4 (3.2) 0 (0) 97.4 (1.3) 0 (0) 11.7 0 (0)
B3.20 26.5 (1.5) 0 (0) 55.8 (3.5) 0 (0) 97.8 (1.3) 0.5 (0.5) 11.3 0 (0)
B3.40 29.2 (2.1) 0 (0) 57.6 (3.2) 0 (0) 96.9 (1.4) 0 (0) 10.7 0 (0)
B3.70 30.4 (2.1) 0 (0) 60.2 (3) 0 (0) 97.5 (1.4) 0 (0) 14.4 0 (0)
B4.20 39.7 (8.7) 1.4 (0.7) 77.1 (9.2) 3.5 (1.9) 99 (1.4) 16.5 (11.8) 15.3 1 (0.6)
B4.40 29.6 (2.2) 0 (0) 57.8 (3.2) 0 (0) 96.5 (1.6) 0 (0) 14.6 0 (0)
B4.70 30.5 (2.2) 0 (0) 59.3 (3) 0 (0) 97.3 (1.4) 0 (0) 17.5 0 (0)
Mah
B1.20 3.8 (1.6) 0 (0) 2.7 (1.7) 0 (0) 1.8 (2.1) 0 (0) 0 (0) 0 (0)
B1.40 0.2 (0.4) 0 (0) 0.2 (0.4) 0 (0) 0.2 (0.4) 0 (0) 0 (0) 0 (0)
B1.70 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
B2.20 5.3 (2.3) 0 (0) 6.5 (2.6) 0 (0) 20.8 (5.6) 0 (0) 1.1 0 (0)
B2.40 3.7 (1.8) 0 (0) 3.7 (1.7) 0 (0) 8.5 (2.9) 0 (0) 0.7 0 (0)
B2.70 2.8 (1.6) 0 (0) 2.3 (1.4) 0 (0) 3.9 (1.9) 0 (0) 0.8 0 (0)
B3.20 13.5 (2.5) 0 (0) 18.2 (2.9) 0 (0) 36.9 (5.6) 0 (0) 5.5 0 (0)
B3.40 4.8 (1.9) 0 (0) 4.9 (1.9) 0 (0) 11.7 (3.4) 0 (0) 1 0 (0)
B3.70 2.8 (1.5) 0 (0) 2.7 (1.5) 0 (0) 4.6 (2.3) 0 (0) 0.6 0 (0)
B4.20 9.3 (2.1) 0.9 (0.5) 12.8 (3.2) 0.9 (0.5) 28.8 (6) 0.9 (0.5) 3.4 0.9 (0.5)
B4.40 4.9 (1.8) 0 (0) 5.7 (2.2) 0 (0) 13.1 (4) 0 (0) 1 0 (0)
B4.70 2.9 (1.6) 0 (0) 3 (1.5) 0 (0) 5.4 (2.5) 0 (0) 0.6 0 (0)
Proj
B1.20 7.4 (3.2) 0 (0) 10.8 (5.8) 0 (0) 25.8 (18.6) 0 (0) 1.3 (0.9) 0 (0)
B1.40 5 (2) 0 (0) 6.1 (2.8) 0 (0) 13.6 (9.4) 0 (0) 0.8 (0.7) 0 (0)
B1.70 3.9 (1.9) 0 (0) 4.2 (2) 0 (0) 8.4 (5.3) 0 (0) 0.6 (0.7) 0 (0)
B2.20 2.4 (1.4) 0 (0) 0.6 (0.8) 0 (0) 0 (0.1) 0 (0) 0 0 (0)
B2.40 0.1 (0.2) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 0 (0)
B2.70 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 0 (0)
B3.20 3.5 (1.5) 0 (0) 1.8 (1.1) 0 (0) 0.4 (0.5) 0 (0) 0 0 (0)
B3.40 0.1 (0.3) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 0 (0)
B3.70 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 0 (0)
B4.20 3.9 (1.6) 0.5 (0.2) 2.7 (1.3) 0.4 (0.2) 0.9 (0.8) 0.3 (0.2) 0 0.1 (0.1)
B4.40 0.3 (0.5) 0 (0) 0 (0.2) 0 (0) 0 (0) 0 (0) 0 0 (0)
B4.70 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 0 (0)
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