Abstract-Customer retention is of crucial importance for companies in the mobile services industry (MSI) because of the increasing competition in the mobile services sector. As a result, companies are increasingly exploiting data to address customer retention. Traditional data collection methods such as questionnaires and interviews have been utilised to address customer retention. In addition, data mining techniques such as classification and clustering have been applied to understand customer retention. The effectiveness of utilising these techniques to investigating customer retention is debatable as a result of the complexity of the mobile services market.
I. INTRODUCTION
In developed countries, Mobile network operators (MNOs) have reached penetration rates above 100% with no new customers [1] . As a result, customer retention receives a growing amount of attention from mobile network operators (MNOs). The high penetration rates have also inspired many management scholars to focus on customer retention strategies in the MSI [2] , [3] . While the concept of customer retention has been previously presented in the literature, more research needs to be conducted to uncover more effective strategies for addressing customer retention. This forms the motivation for this study. Many published studies have shown that customer retention is profitable to businesses because (1) acquiring new customers cost five times more than retaining existing customers [4] , (2) existing customers generate higher profits, become less costly to serve, and may provide new referrals by providing positive word-of-mouth while dissatisfied customers may spread negative word of mouth [5] , and (3) loosing customers may lead to opportunity costs because of reduced sales [1] . Importantly, little improvement in customer retention can lead to a significant increase in profit [6] .
Adopting a design science paradigm this study uncovers three design artefacts-the identified customer satisfaction determinants (CSDs), the data-driven framework for ABMS and the agent interaction process. Details about these artefacts are presented in further sections of this paper. The structure of this paper is as follows: Section 2 presents a description of the SoMeDoA framework and its application to uncover CSDs. Section 3 presents experiments and results using selected and proposed frameworks. Finally, section 4 presents the conclusion of this study.
II. SOMEDOA FOR CUSTOMER RETENTION
The SoMeDoA framework was firstly applied to uncover the determinants of customer satisfaction as customer satisfaction is a motivator for customer retention [7] . To uncover CSDs, customer tweets were captured for a given time period. The utilisation of the SoMeDoA framework provides more insights on customers' perception of their MNO. In addition, the SoMeDoA framework provides an opportunity to capture both negative and positive perception of users towards their MNO. Twitter is selected as it covers a wider audience than utilising the traditional methods of data collection, such as questionnaires and interviews. Also, Twitter is selected because it overcomes the limitations of restraining customers to a given set of questions using traditional methods. Data captured from Twitter is analysed using the Grounded Theory Method (GTM) coding approach. GTM is the process of generating theory from data [8] . Hence, the analysis will classify textual material (raw tweets) semantically and provide more significant and manageable data [9] . A thematic coding process is used to analyse the captured dataset. The coding process will help in comparing relationships between elements with the aim of supporting the final model [10] . The process of coding is a series of activities that involve conceiving and formulating ideas with a logical and systematic explanatory scheme [10] . Nvivo10 is selected to analyse the tweets captured for this study. Nvivo10 is selected for analysing this study because it is deemed useful for carrying out content analysis, it is easy to use, and it proved to be error-free. In addition, it is stable in its operations and has export facilities which is required for this study. In addition, Nvivo10 proved suitable for manipulating and analysing the dataset captured for this study. Table one presents a tabular description of phases in the SoMeDoA framework, their description and resulting output.
The SoMeDoA framework comprises of four phases namely; data selection, data gathering, temporal separation, and temporal coding. The data selection phase entails selecting social media site(s) to collect data from. In this study, Twitter is selected to extract data. Data was extracted using specific search terms that relate to the MNOs under study. Data files extracted from Twitter are analysed using a number of selected analytical and visualisation tools such as Nvivo and the TEA-SIM tool. The utilisation of these tools are presented in further sections.
The next phase of the SoMeDoA framework is data gathering. In the data gathering phase, tools are selected for the purpose of capturing data in the selected social media platform. This phase makes up the fundamental element of the process of capturing data. Twitter was selected to carry out this study in order to efficiently detect customers' real time activities within the chosen domain. Twitter users are able to post tweets of up to 140 characters. As a result, users can express their feelings about products and services in a short text. The first part of this research begins by identifying the leading companies in the domain of interest. Data about the companies of interest were obtained by using their Twitter IDs as search/query terms (e.g. #Vodafone OR @Vodafone, OR Vodafone). Tweets about the following companies were captured: Vodafone, Virgin, Three, T-Mobile and O2. Tweetcatcher2 (an application developed as part of the MATCH project in Brunel University) was used to gather tweets and related data such as published date, user, number of followers, re-tweet count and sentiment analysis. Tweets were monitored and captured from the 27th of June 2013 to the 3rd of July, 2013. A total number of 246,160 tweets posted about the selected MNOs were captured and used for analysis.
Temporal separation is the third phase of the SoMeDoA framework. In this phase, time components are analysed to discover if there were changes with customers feelings towards their MNO over time. The analysis in this phase is carried out using sentiment analysis. The sentiStrength 7 tool developed by [11] and implemented in Brunel University's Tweetcatcher2 application was used to assign positive and negative scores to words in tweets. This tool is able to assign positive and negative scores to words in a tweet, with the idea that users can both express postive and negative sentiments at the same time; for example, 'I love you, but I also hate you [12] . Positive scores range from +1 to +5 indicating not positive to extremly positive and negative scores range from -1 to -5 indicating not negative to extremely negative. The final positive sentiment score is computed by extracting the maximum score from all individual positive scores. The negative score is similarly calculated [12] . Table 2 presents the distribution of daily sentiment scores for the days under study and figure one presents a diagrammatic representation of sentiment analysis carried out on the MNOs under study.
Temporal coding is the final phase of the SoMeDoA framework. This phase uncovers the CSDs from the tweets. The CSDs are uncovered by a process of coding as explained above. The CSDs uncovered are customer service, coverage quality, and price. Figure 2 presents a graphical representation of the process of assigning nodes which make up CSDs. Figure  3 
III. EXPERIMENTS AND RESULTS

A. Data-driven Simulation Framework
As displayed in figure 4 , the dataset used for this study was extracted from Twitter. The dataset was analysed to uncover CSDs. Sentiment analysis was carried out on CSDs to uncover customers who displayed positive or negative sentiment on their tweets regarding the identified CSDs. Customers who displayed positive sentiments on their tweets are characterised as happy customers while customers who displayed negative sentiments on their tweets are characterised as sad customers. From the analysis customers are either happy or sad regarding the identified CSDs. In essence, customers are happy or sad in regards to customer service, coverage quality and price. Happy and sad customers are fed into the ABMS tool. Finally their process of interaction is captured. The next section provides an overview of the TEA-SIM tool, which was used to conduct the ABMS experiment.
B. The TEA-SIM Tool
The TEA-SIM tool is a data-driven agent based simulation platform [14] built by combining a cognitive process for recognizing behaviours of how the members of a small-world network make decision [15] . The TEA-SIM platform was implemented using standard web technologies (PHP, HTML and JSON) and easily operates in two distinct distributed modes (including across cloud platforms): 1) Session scaling each simulation or 2) load balancing in parametric batch mode. Furthermore, the TEA-SIM tool is a decision support tool that can be adopted by various industries to model various entities such as customers, products and services. The TEA-SIM tool allows telecommunication companies to understand their existing customer base by modelling customer interaction process. The result derived from this process can provide insights on possible ways to strengthen CRM strategies in order to improve customer retention. The next section presents model structure and ABMS experiment. The steps.php file (figure 7) describes agent interaction. To summarise the code, if a sad customer meets a happy customer, the happy morphs to a sad customer. The sad face represents sad customers and the smiley face represents happy customers. Overall, this experiment shows how customer behaviour can be influenced by the environment. Figure 8 presents a conceptual architecture of the ABMS process. Customers communicate with other customers in the surrounding environment. Customers evaluate their satisfaction level based on identified CSDs, and finally take an action to either remain with their MNO or switch to another MNO. The angry face in figure  9 represents sad customers and the smiley face represent happy customers. Overall, the experimental process shows how customer behaviour can be influenced by the environment. Customer agents move from one grid to another and their decisions are based on the interaction with family/friends as represented in the conceptual architecture of agent interaction (figure 8) and the agent interaction process (figure 9).
IV. CONCLUSION
Customer retention is of crucial importance to MNOs. As a result, there is a growing amount of research on strategies to retain customers. Customer retention can be influenced by numerous factors. However, customers are more likely to trust WOM from someone within their social circle. This paper presents a novel data-driven approach to ABMS, thereby developing artefacts in the process of study. [16] describe artefacts as constructs, models, methods and instantiations. This paper presents a set of artefacts, where artefact contribute to both modelling process and resulting simulation. This study presents the CSD model -derived through extracting and analysing tweets. In addition to the CSD model, a data-driven simulation framework is presented as a method for conducting the ABMS experiment. Finally, an instantiation is developed that demonstrates the effectiveness of the data-driven process used to conduct the ABMS experiment.
This study has shown how word of mouth can influence customer retention. The conceptual architecture of agent interaction shows that customers have a conversation about the services they receive from their MNO. Furthermore, they evaluate the services provided which might influence their decision to stay with or leave their MNO. Customer retention is also essential in other domains. Hence, the process of conducting this study can be replicated in other industries such as banking and health care.
