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Abstract
Many important analytic statements about automorphic forms, such as the analytic continuation of
certain L-functions, rely on the well-known rapid decay of K -finite cusp forms on Siegel sets. We extend
this here to prove a more general decay statement along sets much larger than Siegel sets, and furthermore
state and prove the decay for smooth but not necessarily K -finite cusp forms. We also state a general
theorem about the convergence of Rankin–Selberg integrals involving unipotent periods, closing a gap in
the literature on L-functions. These properties serve as the analytic basis (Miller and Schmid, 2009 [15]) of
a new method to establish holomorphic continuations of Langlands L-functions, in particular the exterior
square L-functions (Miller and Schmid, 2009 [16]) on GL(n).
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1. Introduction
Cuspidal automorphic forms on symmetric spaces decay rapidly on Siegel sets, a statement
that is generally attributed to Gelfand and Piatetski-Shapiro. This fact was later generalized to
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so-called K -finite cuspidal automorphic forms – i.e., cuspidal automorphic forms on quotients
Γ \ G that transform finitely under right translation by a maximal compact subgroup K of the
ambient reductive group G [10]. Here, as in the following, Γ ⊂ G is an arithmetic subgroup.
The rapid decay is crucially used to prove the analytic continuation and functional equations
of L-functions, by the approach known as “integral representations”, which goes back to Hecke
in the case of SL(2,R). In this approach, the L-function L(s) in question is expressed as an
integral of an automorphic form against a suitable integral kernel, depending on the complex
variable s; the analytic continuation and functional equation for L(s) are then deduced from
the corresponding properties of the integral kernel. In a number of cases, the convergence of
the integrals depends on the rapid decay on sets larger than Siegel sets. The exterior square
L-function for GL(n) [14] is the first instance of this phenomenon; Jacquet–Shalika carefully
establish the rapid decay on the relevant type of set. Other authors, in later papers, refer to the
Jacquet–Shalika estimate and suggest that similar arguments apply to their cases as well, without
supplying any details. In some instances, the Jacquet–Shalika argument does apply, but in others
it does not. In any case, we know of no general argument in the literature that treats all these cases
by a uniform method. One purpose of our paper is to provide such a general, uniform statement.
In fact, our results simultaneously handle the convergence of all integral representations of
L-functions that we are aware of. Thus our paper closes a notable gap in the L-function literature.
One other issue is the class of cuspidal automorphic forms that decay rapidly. For our own
work [15] we need to know the rapid decay of smooth, but not necessarily K -finite, automorphic
forms. One can ask for two levels of generality: smooth cuspidal automorphic forms of uniform
moderate growth, or even more generally, smooth cuspidal automorphic forms that are not
assumed to have uniform moderate growth; of course they must be required to have moderate
growth, as is almost always assumed in the context of automorphic forms.1 The case of uniform
moderate growth is well understood by experts. Yet much to our surprise, we were unable to find
a clear, simple proof – or even a clear, simple statement – in print. That is the degree of generality
which we need for our own work. However, it should be of interest that the hypothesis of merely
moderate growth suffices. Using a result of Averbuch [2], we shall show that for smooth cuspidal
automorphic forms, moderate growth implies uniform moderate growth, and hence rapid decay.
Let us state our results formally. We suppose that G is the group of real points of a
reductive algebraic group defined over Q; this hypothesis will be relaxed slightly in the main
body of the paper. To simplify our statements, we suppose that G has compact center—the
general situation can easily be reduced to that case. We consider a smooth, but not necessarily
K -finite, automorphic form F . We require F to have moderate growth, as is customary, but do not
expressly assume that F has uniform moderate growth. We fix a linear norm ∥ ∥ on G, i.e., the
operator norm with respect to a faithful finite dimensional representation of G; the particular
choice of the norm does not matter. We choose A ⊂ G, the identity component of a maximal
diagonalizableQ-split subgroup. By a Siegel set S ⊂ G, we mean one defined in terms of A and
some maximal compact subgroup K ⊂ G as in [3], for example.
Theorem A. If the automorphic form F is cuspidal, then for every Siegel set S ⊂ G and every
n ∈ N, there exists a positive constant C such that
g ∈ S H⇒ |F(g)| ≤ C∥g∥−n .
1 The standard arguments for proving the rapid decay of cusp forms use uniform moderate growth in an essential way.
For K -finite automorphic forms, the distinction between moderate growth and uniform moderate growth disappears,
since the former implies the latter quite directly in the K -finite case.
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In the context of K -finite automorphic forms, this is the traditional way of stating the rapid
decay of cusp forms. Siegel sets are well adapted to the analysis of K -finite cusp forms, but
less so to the setting of merely smooth cuspidal automorphic forms. Our next statement, without
reference to Siegel sets, formally implies Theorem A; conversely, it follows from the proof – but
not the statement – of Theorem A. We choose a minimal Q-parabolic subgroup P ⊂ G which
contains the group A, with Langlands–Levi decomposition
P = M · A · N . (1.1)
Thus M ⊂ G is maximal among reductive Q-subgroups commuting with A; M is then
necessarily anisotropic over Q.
Theorem B. If the automorphic form F is cuspidal, then for every compact subset Sr ⊂ G and
every n ∈ N, there exists a positive constant C such that
m ∈ M, a ∈ A, g ∈ Sr H⇒ |F(mag)| ≤ C∥a∥−n .
The next result involves a Q-parabolic subgroup P1 ⊂ G which contains P , with
Langlands–Levi decomposition
P1 = M1 · A1 · N1 (1.2)
adapted to that of P—in other words, A1 ⊂ A, M1 ⊃ M , N1 ⊂ N . We should mention that any
Q-parabolic subgroup of G is conjugate, over Q, to one of this type.
Theorem C. If the automorphic form F is cuspidal, then for every compact subset Sr ⊂ G and
every n ∈ N, there exists a positive constant C such that
m ∈ M, n1 ∈ N1, a ∈ M1 ∩ A, g ∈ Sr H⇒ |F(m n1 a g)| ≤ C∥a∥−n .
In Section 4 we give a typical example of an application of this result, an example to which
Theorems A or B are not directly applicable. Some applications of Theorem C can also be
deduced from:
Theorem D. Let δ1 : P1 → R>0 denote the modular function for the quotient G/P1. If the
automorphic form F is cuspidal, then for every compact subset Sr ⊂ G and every n ∈ N, there
exists a positive constant C such that
p ∈ P1, g ∈ Sr H⇒ |F(p g)| ≤ C (δ1(p))−n .
In the K -finite context, for maximal parabolic subgroups P1 ⊂ G, this bound is stated in [5],
but used only in the case of G = GL(n,R). For the proof, Friedberg–Jacquet refer the reader
to [13], which establishes the bound for maximal parabolic subgroups of GL(n,R), but not for
maximal parabolic subgroups of a general group G.
Both Theorems C and D contain Theorem B as a special instance, in the case of Theorem C
with P1 = G, and in the case of Theorem D with P1 = P; see Remark 3.9. For some applications
of the theorems, it is necessary to understand how the bounding constants C in the four theorems
depend on the automorphic form F . The precise description of the dependence, which involves
representation theoretic notions, will be given in the main body of this paper.
Theorem A, for K -finite automorphic forms, is often stated without the hypothesis of
cuspidality, though bounding not F itself, but rather the difference between F and a finite linear
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combination of constant terms along various cusps; see [18, Section 1.2], for example. That
type of argument applies quite directly in the smooth case, assuming uniform moderate growth.
Theorems B–D are deduced from Theorem A using reduction theory, so analogues of these for
noncuspidal forms for smooth automorphic forms of uniform moderate growth can be deduced
in a straightforward way.
The estimates we prove in this paper are phrased in classical terms. However, they apply
directly to adelic automorphic forms using the translation between adelic and classical Siegel
domains described in [9]. As Borel [3] has pointed out, the situation is in fact simpler in the
adelic setting because there is only a single adelic cusp. Alternatively one can exhibit the action
of the adeles in terms of the automorphic distributions we study; see [17]. From that point of
view, the automorphic distribution itself is the adelic object, and the results in Sections 2–3
below provide all the decay estimates we need.
We conclude this introduction with a flow chart for our paper. We recall the notion of
an automorphic distribution and its connection to automorphic forms in Section 2, which
ends with the statement of two results: Theorem 2.23 asserts that in the context of smooth
cuspidal automorphic forms, moderate growth ensures uniform moderate growth; Theorem 2.24
states the rapid decay on Siegel sets for automorphic forms arising from cuspidal automorphic
distributions. The former also implies that all smooth cuspidal automorphic forms do arise from
cuspidal automorphic distributions. Theorem A follows from these two theorems, taken together.
In Section 3 we state versions of Theorems B–D in terms of cuspidal automorphic distributions,
and deduce those versions from Theorem 2.24. As in the case of Theorem A, Theorems B–
D follow from the corresponding statements in terms of automorphic distributions. Section 4
describes the application of Theorem C to Rankin–Selberg type integrals which involve unipotent
integrations, and contains a typical example. The proofs of Theorems 2.24 and 2.23 occupy,
respectively, Sections 5 and 6. The Appendix explains certain technical details which are well
known to representation theorists, but have not been concisely described elsewhere.
We gratefully acknowledge helpful discussions with William Casselman, Solomon Friedberg,
Howard Garland, David Ginzburg, Herve´ Jacquet, Gregory Margulis, Ze’ev Rudnick, David
Soudry, Nolan Wallach, and also with Joseph Hundley, who read our manuscript carefully.
2. Rapid decay on Siegel sets
We start with a reductive linear group defined over Q, realized as subgroup of GL(N ,C) for
some N , compatibly with the Q-structure determined by QN ⊂ CN . We let G denote a finite
cover, typically but not always the trivial cover, of the group of real points in that reductive linear
group. Following common practice, we call a subgroup Γ ⊂ G arithmetic if it is commensurate
with a stabilizer of a lattice in RN , a lattice whose Q-linear span is QN . With slight abuse of
terminology, we call g ∈ G rational if it preserves QN ⊂ CN , and GQ denotes the group of all
such rational g. We shall say that a subgroup of G is “defined over Q” if it is the inverse image,
in G, of the group of real points of a Q-subgroup of the original linear group. Analogously we
shall call a homomorphism φ : G → H , from G to the group H of real points in some other
Q-group, “defined over Q” if it drops to a homomorphism from the linear quotient of G to H ,
and is defined over Q on that level.
Going to a further finite cover, if necessary, one can express G as the direct product of a
maximal central, connected, Q-split subgroup and a reductive group whose center is compact
and which satisfies the original hypotheses; see, for example, [3, Proposition 10.7]. This allows
944 S.D. Miller, W. Schmid / Advances in Mathematics 231 (2012) 940–964
us to impose the following standing assumption, without loss of generality:
ZG , the center of G, is compact. (2.1)
Indeed, any automorphic form on which the center of G acts according to a character is
completely determined by its restriction to the derived group [G,G]. Assertions about the rapid
decay do not really involve the center. Thus (2.1) is not a restrictive assumption, but simplifies
various definitions and statements below.
We pick a minimal one among the parabolic subgroups, defined over Q, of the original
reductive linear group, and let P denote the corresponding subgroup of G. It is unique up to
conjugation by some g ∈ GQ, and
P = M · A · N , with
A abelian, connected, Q-split, central in M · A,
N unipotent, connected, defined over Q, normalized by M · A,
and M reductive, defined over Q, anisotropic over Q. (2.2)
Here “connected” means connected in the Hausdorff topology. Since we allow finite covers of
algebraic groups, we deviate slightly from Borel’s conventions in [3], which would let A denote
the Zariski closure of what we denote by A. In the case of G = SL(2,R), for example, equipped
with the standardQ-structure, the upper triangular subgroup can play the role of P; for Borel, M
reduces to the identity and A is the entire diagonal subgroup, whereas for us M = {±12×2} and
A is the subgroup of diagonal matrices with positive diagonal entries.
Once and for all we choose a maximal compact subgroup K ⊂ G, whose Lie algebra is
perpendicular to the Lie algebra of A, perpendicular relative to the trace form of the tautological
representation of GL(N ,R) on CN —recall that G finitely covers a subgroup of GL(N ,R), so
the Lie algebra of GL(N ,R) contains that of G. The assumption (2.1) implies ZG ⊂ K , of
course.
With our conventions, passing to a finite cover of G only affects M ; both A and N remain
connected, N is still an algebraic group, and M a finite cover of an algebraic group. The Lie
algebras of these groups will be referred to by the corresponding lower case German letters. A
restricted root is a non-zero element α ∈ a∗ such that the α-root space
gα = {X ∈ g | [H, X ] = ⟨α, H⟩X for all H ∈ a} (2.3)
is non-zero. Then
Φ(a, g) = {α ∈ a∗ | gα ≠ 0, α ≠ 0}, (2.4)
the set of rational roots, is an abstract root system, not necessarily reduced [3]. It contains
Φ+(a, g) = {α ∈ Φ(a, g) | gα ⊂ n} (2.5)
as a positive root system—in particular, Φ(a, g) = Φ+(a, g) ∪ (−Φ+(a, g)), as disjoint union.
Every α ∈ Φ(a, g) lifts to a character
eα : A −→ R>0, eα(exp H) = e⟨α,H⟩ for H ∈ a, (2.6)
and in fact to an algebraic character of the Zariski closure of A. Equivalently, one may view eα
as an algebraic character of M · A, which is identically equal to 1 on the identity component
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of M (identity component in the Zariski sense), but may take the value −1 on some of the other
components of M .
Statements about the decay of cusp forms on symmetric spaces are traditionally stated in
terms of Siegel sets, which are inverse images, under the projection G → G/K , of approximate
fundamental domains of the action of Γ on G/K . In dealing with smooth, but not necessarily
K -finite functions on G, growth estimates are relatively insensitive to right translation by
arbitrary compact subsets of G, not just K itself. For that reason it is convenient to introduce
the notion of a generalized Siegel set: a set S = S(Sℓ, ϵ, Sr ) of the form
S = {gℓ · a · gr | gℓ ∈ Sℓ, a ∈ A+ϵ , gr ∈ Sr }, with
A+ϵ = {a ∈ A | eα(a) > ϵ for all α ∈ Φ+(a, g)}, with
compact subsets Sℓ ⊂ M · N and Sr ⊂ G, and with ϵ > 0. (2.7)
This reduces to the usual notion of Siegel set in the special case when Sr = K .
We do not mean to suggest that generalized Siegel sets S have what Borel [3, Section 9.6]
calls the “Siegel property”, i.e., the finiteness of the set of γ ∈ Γ such that γ · S ∩ S ≠ ∅—
typically they do not. Siegel sets in the usual sense do have this property, of course. For us, in
the setting of smooth, but not necessarily K -finite, automorphic forms, the notion of generalized
Siegel set has significant technical advantages. In any case, our results below, on the rapid decay
of cuspidal automorphic forms on generalized Siegel sets, evidently imply rapid decay on Siegel
sets in the usual sense.
Siegel sets S(Sℓ, ϵ, K ) in the usual sense have finite Haar measure, and there exists a finite
subset C ⊂ GQ such that
c∈C

Γ cS(Sℓ, ϵ, K )
 = G, provided ϵ and Sℓ
are appropriately chosen. (2.8)
Specifically, as C ⊂ GQ one can take a complete set of representatives for the set of cusps,
i.e., the double coset space Γ \ GQ/PQ [3]. Thus all bounded functions f ∈ C(Γ \ G) are
integrable over Γ \ G, in particular all functions f ∈ C(Γ \ G) that decay rapidly on any
generalized Siegel set.
Because of the assumptions on G, there exists a finite dimensional representation τ : G →
GL(N ,R) whose kernel is finite. For g ∈ G we define
∥g∥ = operator norm of τ(g). (2.9)
The subgroup A acts, via τ , in a diagonalizable fashion, with positive real diagonal matrix entries.
Thus, for every a ∈ A, the norm ∥a∥ and the largest eigenvalue of τ(a) are mutually bounded.
Recall that a function F ∈ C∞(G) is said to have moderate growth if
|F(g)| ≤ C∥g∥N for some C > 0 and N ∈ N. (2.10)
It has uniform moderate growth if every r(X)F , with X ∈ U (gC), has moderate growth, with the
same index of growth N as F itself. Here r denotes the action, by infinitesimal right translation,
of the universal enveloping algebra U (gC) of the complexification gC = C⊗R g of g.
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Let (π, V ) be an admissible representation of G, of finite length, on a reflexive Banach space.2
The action π of G on the Banach space V restricts to a representation on the space of C∞ vectors
V∞ = {v ∈ V | g → π(g)v is a C∞ function from G to V }. (2.11)
It is dense in V and carries a natural topology, the topology which V∞ inherits from its inclusion
in the space of C∞ V -valued functions on G via (2.11). The action of G on V∞ is continuous
with respect to this C∞ topology. We let (π ′, V ′) denote the Banach dual of (π, V ), which is
again an admissible representation of finite length. Thus it makes sense to define the space of
distribution vectors for V as
V−∞ = (V ′)∞′ , (2.12)
the continuous dual of the space of C∞ vectors (V ′)∞ for (π ′, V ′). As follows formally from
the definition,
V∞ ⊂ V ⊂ V−∞, (2.13)
in analogy to the containments C∞(X) ⊂ L2(X) ⊂ C−∞(X) for a compact manifold X . By
duality, G acts on V−∞. This action becomes continuous when one equips V−∞ with the strong
dual topology, which turns V−∞ into a complete, locally convex, Hausdorff topological vector
space.3
As a general fact [4,20], for any choice of v ∈ V∞ and τ ∈ (V ′)−∞, the complex valued
function
g → Fτ,v(g)=def⟨τ, π(g)v⟩ = ⟨π ′(g−1)τ, v⟩ (2.14)
is smooth, of uniform moderate growth – see (5.11) below – and transforms finitely under Z(gC),
the center of the universal enveloping algebra U (gC). We now fix an arithmetic subgroup Γ ⊂ G.
In the preceding definition, if τ ∈ (V ′)−∞Γ , i.e., if τ ∈ (V ′)−∞ is Γ -invariant, the function
(2.14) is left Γ -invariant. Thus
τ ∈ (V ′)−∞Γ , v ∈ V∞ H⇒ Fτ,v is a smooth Γ -automorphic form. (2.15)
This observation justifies calling τ ∈ (V ′)−∞Γ a Γ -automorphic distribution vector for V ′.
The most interesting examples of Γ -invariant distribution vectors arise from cuspidal
automorphic representations, through a construction we now describe. The group G acts unitarily
on the Hilbert space L2(Γ \G) by right translation. An automorphic representation consists of an
irreducible unitary representation (π, V ) of G, together with a G-invariant isometric embedding
j : V ↩→ L2(Γ \ G). (2.16)
If v ∈ V∞ is a C∞ vector, then j (v) is a Γ -invariant C∞ function on G. Thus one can evaluate
j (v) at e ∈ G. The linear map
τ j : V∞ −→ C, τ j (v) = j (v)(e) (2.17)
2 We shall recall the definitions of admissibility and finite length in Section 5, and the relevance of reflexivity in the
Appendix.
3 For a discussion of the topology on (V ′)−∞ and of the strong continuity of the action of G on (V ′)−∞ see the
Appendix.
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is continuous with respect to the C∞ topology on the space of V∞, and it is also Γ -
invariant. Thus, according to our terminology, τ j is a Γ -invariant distribution vector for the
dual representation (π ′, V ′). We refer to τ j as the automorphic distribution associated to the
automorphic representation (2.16). It completely determines j , since V∞ is dense in V and
j (v)(g) = π(g)( j (v))(e) = τ j (π(g)v) for all v ∈ V∞, g ∈ G. In the notation of (2.14), we
have j (v) = Fτ j ,v , and hence the following:
Remark 2.18. If (π, V, j) is an automorphic representation as defined in (2.16)–(2.17), the
space {Fτ j ,v | v ∈ V∞} coincides with the space of all C∞ vectors in the closed, G-invariant,
G-irreducible subspace j (V ) ⊂ L2(Γ \ G).
The arithmetic subgroup Γ intersects any unipotent Q-subgroup U in an arithmetic subgroup
Γ ∩U , and any arithmetic subgroup of U is cocompact [3]. Recall that a Γ -automorphic form F
is said to be cuspidal if
(Γ∩U )\U
F(ug) du = 0 for all g ∈ G, (2.19)
and for any unipotent subgroup U ⊂ G which arises as the unipotent radical of a proper
Q-parabolic subgroup of G. The integral is well defined because F is Γ -invariant, and converges
because (Γ ∩ U ) \ U is compact. Analogously we call an automorphic distribution τ ∈
(V ′)−∞
Γ cuspidal if
U/(Γ∩U )
π ′(u)τ du = 0, (2.20)
again for all subgroups U ⊂ G which arise as the unipotent radical of a proper Q-parabolic
subgroup of G. This latter integral makes sense because V−∞ is a complete, locally convex,
Hausdorff topological vector space, on which G acts strongly continuously.
Lemma 2.21. The following three conditions on the automorphic distribution τ j corresponding
to an automorphic representation j : V ↩→ L2(Γ \ G) are equivalent:
(a) τ j is cuspidal;
(a) for all v ∈ V∞, the automorphic forms j (v) = Fτ j ,v are cuspidal;
(a) for some nonzero v ∈ V∞, j (v) = Fτ j ,v is cuspidal.
Proof. Evidently (b) implies (c), and in view of (2.14), (a) implies (b). If Fτ j ,v0 is cuspidal for
some non-zero v0 ∈ V∞, the continuous linear function from V∞ to C, defined by
v →

U/(Γ∩U )
π ′(u)τ j du, v

, (2.22)
vanishes on all the G-translates of v0. But those span a dense subspace of the irreducible
G-module V∞. The linear function (2.22) therefore vanishes identically, and (2.20) must hold.
In other words, (c) implies (a). 
As in the introduction, automorphic forms will be assumed to be smooth, but not necessarily
K -finite. Also, again as in the introduction, we do not expressly require automorphic forms to
have uniform moderate growth as one usually does, only moderate growth.
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Theorem 2.23. Any cuspidal automorphic form F has uniform moderate growth. Moreover, any
such F can be expressed as a finite linear combination of cuspidal automorphic forms of type
Fτ j ,v , corresponding to cuspidal automorphic distributions τ j ∈

(V ′)−∞
Γ as in (2.17), and
C∞ vectors v ∈ V∞.
Casselman has suggested that moderate growth of automorphic forms might imply uniform
moderate growth even without the hypothesis of cuspidality. We have no insight into this
question. We shall prove the theorem in Section 6. At this point, to prove Theorem A, it suffices
to establish the rapid decay on Siegel sets for cuspidal automorphic forms of type Fτ j ,v , as in
the statement of the theorem. Let τ j ∈

(V ′)−∞
Γ be an automorphic distribution attached to an
automorphic representation. The topology on the space of C∞ vectors V∞ is Fre´chet, and thus
can be described by a family of linear seminorms4 νk : V∞ → R≥0, k ∈ N. We may and shall
assume that the sequence is non-decreasing, in the sense that νk+1(v) ≥ νk(v) for all v ∈ V∞
and k ∈ N.
Theorem 2.24. Let S = S(Sℓ, ϵ, Sr ) be a generalized Siegel set. If τ j is cuspidal, then for each
n ∈ N, there exists k = k(τ j , n) ∈ N and a positive constant C = C(τ j ,S, k, n), such that for
all v ∈ V∞,
g ∈ S H⇒ |Fτ j ,v(g)| ≤ C νk(v)∥g∥−n .
This implies Theorem A, as was just mentioned, and also clarifies the dependence of the
bounding constant C on the automorphic form being bounded. The proof of the theorem occupies
Section 5.
3. The main theorems
Theorems B–D of the introduction assert the rapid decay of cuspidal automorphic forms on
subsets of G that are larger than Siegel sets. These three theorems constitute the main results of
our paper. In the present section we shall state slightly refined versions for automorphic forms
of type Fτ j ,v , and deduce them from Theorem 2.24. Just as Theorem 2.24 implies Theorem A
via Theorem 2.23, so the theorems of this section imply Theorems B–D of the introduction.
We continue with the notation of the previous section. In particular, τ j ∈

(V ′)−∞
Γ is the
automorphic distribution attached to an automorphic representation j : V ↩→ L2(Γ \ G), and
νk , k ∈ N, a non-decreasing family of seminorms describing the topology of V∞.
Theorem 3.1. Let Sr be a compact subset of G. If τ j is cuspidal, then for each n ∈ N, there
exists an integer k = k(τ j , n) ∈ N and a positive constant C = C(τ j , Sr , k, n), such that for all
v ∈ V∞,
m ∈ M, a ∈ A, g ∈ Sr H⇒ |Fτ j ,v(mag)| ≤ C νk(v)∥a∥−n .
Proof. The action of Γ ∩ M on the anisotropic group M has a compact fundamental domain
F ⊂ M , which allows us to replace m ∈ M , modulo Γ , by some m ∈ F . Since M commutes
with A, we can move the factor m ∈ F to the right of A and incorporate it into the compact
4 The particular choice does not matter, but a concrete choice is described in Section 5.
S.D. Miller, W. Schmid / Advances in Mathematics 231 (2012) 940–964 949
set Sr . In other words, we may as well suppose m = e. When a lies in the positive Weyl chamber,
the products ag, with g ∈ Sr , all lie in the generalized Siegel set S({e}, 1, Sr ). A finite number
translates of the positive Weyl chamber, by elements nℓ of the normalizer of A in GQ, cover all of
A. Each of the factors n−1ℓ to the right of a can be incorporated into Sr by enlarging this set. As a
factor to the left of a, nℓ disappears when we substitute π ′(n−1ℓ )τ j for τ j , or equivalently, replace
the automorphic representation (2.16) by its own nℓ-conjugate. That conjugate is automorphic
with respect to n−1ℓ Γnℓ, which is another arithmetic subgroup of G. Note also that ∥a∥ and∥a g∥, with g ranging over the compact set Sr , are mutually bounded. Thus, when we apply
Theorem 2.24 to the finitely many translates π ′(n−1ℓ )τ j , we obtain the estimate we want. 
Remark 3.2. Theorem 3.1 is not only implied by Theorem 2.24, but also implies it. Any a ∈ A+ϵ
acts on n with eigenvalues that are bounded from below. It follows that a−1 Sℓ a is contained in
a fixed compact set, uniformly for a ∈ A+ϵ . This set can be absorbed into Sr .
Our next statement involves a parabolic subgroup P1 ⊂ G, which is defined over Q. Since
the minimal Q-parabolic subgroup P is determined only up to GQ-conjugacy, we may as well
suppose that P1 ⊃ P . Then P1 has Langlands decomposition
P1 = M1 · A1 · N1, with M1 ⊃ M, A1 ⊂ A, N1 ⊂ N , and
N1 unipotent, connected, defined over Q, normalized by M1 · A1,
A1 abelian, connected, Q-split, central in M1 · A1,
M1 reductive, defined over Q; moreover, M1 contains
M1 ∩ P = M · (M1 ∩ A) · (M1 ∩ N ) as a minimal Q-parabolic. (3.3)
The Lie algebra m1 ∩ a of M1 ∩ A is spanned by the co-roots Hα corresponding to all roots
α ∈ Φ(a,m1), so m1 ∩ a ⊂ m+ [m1,m1]. In particular the identity component of the center of
M1 is contained in the anisotropic group M , and
M1 inherits the property (2.1) from G. (3.4)
On the other hand n1, the Lie algebra of N1, is the direct sum of all the root spaces gα which
do not lie in m1, and which correspond to positive roots α. Equivalently, these are the roots
α ∈ Φ+(a, g) which restrict nontrivially to a1. The linear function
ρ1 : a −→ R , ρ1 =

α∈Φ+(a,g)
α≢0 on a1
dim(gα)
2 α , (3.5)
lifts to a character eρ1 : A → R>0. Its square e2ρ1 is the character by which A acts on ∧top n1,
the top exterior power of n1. Since P1 is normalizer of N1, and since the adjoint action of P1 on
n1 is defined over Q, e2ρ1 extends from A to a character
e2ρ1 : P1 −→ R∗, (3.6)
also defined over Q. The absolute value of this character,
δP1 : P1 −→ R>0, δP1 = |e2ρ1 |, (3.7)
is the modular function for the quotient G/P1.
Theorem 3.8. If τ j is cuspidal and Sr ⊂ G a compact subset, then
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(a) for each n ∈ N there exist k = k(τ j , n) ∈ N and C = C(τ j , Sr , k, n) > 0 such that, for all
v ∈ V∞,
p ∈ P1, g ∈ Sr H⇒ |Fτ j ,v(p g)| ≤ C νk(v)δP1(p)−n;
(b) for each n ∈ N there exist k = k(τ j , n) ∈ N and D = D(τ j , v, Sr , n) > 0 such that, for all
v ∈ V∞,
m ∈ M, n1 ∈ N1, a ∈ M1 ∩ A, g ∈ Sr H⇒ |Fτ j ,v(m n1 a g)| ≤ Dνk(v)∥a∥−n .
In view of Theorem 2.23, part (a) implies Theorem D and part (b) implies Theorem C.
Remark 3.9. The theorem applies in particular to P1 = P and to P1 = G. In the first case,
(a) provides a bound on |Fτ j ,v(g)| for g ∈ Sℓ A+ϵ Sr , in terms of e−2ρ(a), evaluated on the
A+ϵ -component a of g; here ρ is the half sum of all positive roots, each counted with its
multiplicity. Since 2ρ is dominant and regular, e−2ρ(a) with a ∈ A+ϵ can be bounded from
above by a multiple of a negative power of ∥a∥. Since Sℓ and Sr are compact, the norm ∥a∥ in
turn can be bounded from above and below in terms of ∥g∥. Thus (a), with P1 = P , implies
Theorem 2.24. When P1 = G, (b) implies Theorem 3.1 directly, and Theorem 3.1 is equivalent
to Theorem 2.24 by Remark 3.2. Thus Theorem 2.24 is not only used to prove the two parts of
Theorem 3.8, but is also implied by each of them.
We shall reduce the two estimates in the theorem to Theorem 2.24, using some results in
reduction theory due to Borel and Harish Chandra [3, Sections 14–16]. These results have
typically been applied to the fundamental representations of the complexified Lie algebra gC;
we apply them to suitably chosen larger representations to obtain the quite general estimates of
Theorem 3.8.
We begin with two preliminary lemmas, which may be of independent interest. Let µ ∈ a∗ be
a Q-weight, i.e., the differential of the restriction to A of a Q-character
eµ : M · A −→ R∗, with eµ ≡ 1 on M0. (3.10)
The notation eµ might be taken to suggest thatµ completely determines the character (3.10). This
is almost true: any Q-character of the anisotropic group M is trivial on the identity component
[3, 10.5], so µ determines eµ on the identity component of M · A, which is the most one can
expect. For the same reason the second condition in (3.10), i.e., eµ ≡ 1 on M0, is automatically
satisfied. Since M · A normalizes N , we can extend eµ to a character
eµ : P −→ R∗, (3.11)
also defined over Q, which is trivial on the connected unipotent group N .
In the following we consider a particular character eµ as in (3.10)–(3.11), and we impose the
additional condition that µ is dominant, in the sense that
(α, µ) ≥ 0 for all α ∈ Φ+(a, g). (3.12)
Then there exists a finite dimensional representation of G on a real vector space Vµ, defined over
Q, and irreducible over Q, of highest weight µ [3, Section 14.1]. In other words, Vµ contains a
line Lµ, defined over Q, such that
p · vµ = eµ(p) vµ for vµ ∈ Lµ and all p ∈ P , and
no µ+ α, with α ∈ Φ+(a, g), is a weight for Vµ. (3.13)
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We equip Vµ with a K -invariant metric, normalize vµ ∈ Lµ to make it a unit vector, and define
φµ : G −→ R>0, φµ(g) = ∥ g · vµ∥. (3.14)
Borel [3] calls this a function of type (P, eµ), and uses the notation Φ. Borel lets Γ act on G on
the right, which accounts for some differences between his formulas and ours.
The following is a slight variant of Borel [3, Theorem 16.9]. In the case of G = SL(n,R),
equipped with the standardQ-structure, and when µ is a fundamental highest weight, it is a fairly
standard result in reduction theory.
Lemma 3.15. Given a finite subset C0 ⊂ GQ, one can choose a finite subset C ⊂ GQ containing
C0 and a generalized Siegel set S = S(Sr , ϵ, Sℓ), having the following property: for every
g ∈ G the function
Γ × C → R>0, (γ, c) → φµ(g−1γ c),
assumes its minimum at some (γ, c) ∈ Γ × C such that g ∈ γ cS.
In [3], the role of C0 – there denoted by C – is played by any finite subset C0 ⊂ GQ containing
a complete set of representatives of the set of cusps Γ \ GQ/PQ. In our application below what
matters is only that the set C in the lemma contains the identity.
Proof. Borel states this estimate in terms of functions φ : G → R>0 which are comparable, but
not necessarily equal, to the function φµ of (3.14). On the other hand, he does not require the
triviality of the character eµ on all of Z0G , but only on Z
0
G ∩ [M, M]. Borel therefore needs to
impose two additional hypotheses: the function φ = φµ must satisfy
(i) φ(g γ ) = φ(g) for every γ ∈ Γ ∩ P , and
(ii) r(X)φ = 0 for every X ∈ gα , provided α ∈ Φ(a, g) lies in
the Z-linear span of the simple roots β such that (µ, β) = 0; (3.16)
here, as before, r(X) denotes infinitesimal right translation by X . Note that (ii) is the infinitesimal
version of right invariance of the function φµ under the action of the connected Lie group which
Borel denotes by Lθ ′ . Our lemma will follow directly from Borel [3, Theorem 16.9] once we
show that the function φµ defined in (3.14) automatically satisfies these two conditions (i), (ii).
The line Lµ in (3.13) is defined over Q, invariant under P , and therefore invariant under
the arithmetic subgroup Γ ∩ P . The resulting homomorphism Γ ∩ P → GL(Lµ) must then
factor through GL(1,Z) ∼= ±1, which implies (i). To establish (ii), we complexify Vµ and g,
and we extend a to a Cartan subalgebra b ⊂ g. Every α ∈ Φ(a, g) arises as the restriction to
a of some η ∈ Φ(bC, gC), the root system of the complex reductive Lie algebra gC = C⊗R g
with respect to its Cartan subalgebra bC = C⊗R b. Because of (3.13) every root space gα ,
with α ∈ Φ+(a, g), must annihilate vµ. Thus, if (ii) were to fail, there would exist a root
η ∈ Φ(bC, gC), which restricts to a positive root α = η|a ∈ Φ+(a, g) ∩ µ⊥, and a root vector
E−η in the one dimensional (−η)-root space relatively to the Cartan subalgebra bC, such that
E−ηvµ ≠ 0. If we choose a generator Eη of the η-root space and scale it appropriately, the
triple Eη, E−η, Hη = [Eη, E−η] satisfies the commutation relations [Hη, E±η] = ±2E±η.
Also Hη ∈ b corresponds to 2(η, η)−1η ∈ b∗ via the isomorphism b ∼= b∗ determined by any
Ad-invariant symmetric bilinear form on gC. Because of (3.10), µ restricts trivially to bC ∩mC.
Also, η|a = α by definition, and α was chosen so that α ⊥ µ. Thus (η, µ) = 0, which now
implies Hη vµ = 2 (η,µ)(η,η) vµ = 0. On the other hand Eη ∈ C⊗R gα , so Eη vµ = 0 by (3.13). If
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both Eη and Hη annihilate a vector in a finite dimensional representation of SL(2,R), then so
does E−η—see, for example, [12, Theorems III.8, III.12]. This contradicts the earlier assumption
that E−η vµ ≠ 0, and establishes (ii) by contradiction. The lemma thus follows from [3, Theorem
16.9]. 
Lemma 3.17. Let τ j be cuspidal, Sr ⊂ G a compact subset, and c ∈ GQ. For each n ∈ N
there exist k = k(τ j , n) ∈ N and D = D(τ j , Sr , c, n, k) > 0 such that Fτ j ,v(c−1g gr ) ≤
D νk(v) φµ(g−1)n , for all g ∈ G, gr ∈ Sr , v ∈ V∞.
Proof. Let us argue, first of all, that it suffices to establish this bound for c = e and Sr = {e}. If
we replace g by g g−1r , we must bound |Fτ j ,v(c−1g)| in terms of φµ(gr g−1)n = ∥gr g−1 · vµ∥n .
As gr ranges over the compact set Sr , its operator norm, acting on Vµ, is uniformly bounded
from above and below. Thus, after modifying D appropriately, we may set gr = e. The estimate
to be proved does not involve Γ explicitly. Thus, once it is proved for any Γ but only with c = e,
it will also apply to the function g → Fτ j ,v(c−1g), which is automorphic with respect to the
arithmetic group cΓc−1. Thus we may also suppose that c = e.
For the reasons just mentioned, Theorem 2.24 applies not only to Fτ j ,v , but also the functions
g → Fτ j ,v(c−1g) with c ranging over any given finite subset C ⊂ GQ. Thus, when we choose
C and S as in Lemma 3.15, then for every n ∈ N there exist k = k(τ j , n) ∈ N and D1 > 0, such
that
g ∈ S, c ∈ C, v ∈ V∞ H⇒ |Fτ j ,v(c g)| ≤ D1 νk(v)∥g∥−n . (3.18)
According to our original hypotheses, G is a finite cover of a subgroup G lin of GL(N ,R), and
the norm ∥g∥ in (3.18) is the operator norm of g acting on RN . The representation of G on Vµ
drops to an algebraic homomorphism from G lin to GL(Vµ), and this implies that the operator
norm of g ∈ G acting on Vµ can be bounded in terms of some positive integral power 5of ∥g∥.
Thus φµ(g) = ∥g · vµ∥ can be bounded from above by a multiple of ∥g∥m for some m ∈ N.
On the other hand, 1 = ∥vµ∥ = ∥ g−1 · g · vµ∥, so φµ(g) can be bounded from below by the
reciprocal of the operator norm of g−1, acting on Vµ, and hence in terms of a negative power of
∥g−1∥. To summarize, there exist D2 > 0 and m ∈ N so that for all g ∈ G,
D−12 ∥g−1∥−m ≤ φµ(g) ≤ D2∥g∥m . (3.19)
Now let g be given. According to Lemma 3.15, we can choose c1 ∈ C , γ ∈ Γ , and h ∈ G such
that
g = γ c1 h, h ∈ S, and φµ(h−1) ≤ φµ(g−1). (3.20)
Thus, view of (3.18) and (3.19),
|Fτ j ,v(g)| = |Fτ j ,v(γ c1 h)| = |Fτ j ,v(c1 h)| ≤ D1 νk(v)∥h∥−n
≤ D1 D n/m2 νk(v) φµ(h−1)n/m ≤ D1 D n/m2 νk(v)φµ(g−1)n/m . (3.21)
The lemma follows: after adjusting k and D1, one can replace n by n m. 
5 This depends on our hypothesis (2.1): the operator norm of a ∈ GL(1,C) ∼= C∗ acting by the tautological
representation is the absolute value |a|, and no multiple of |a|m , m ∈ N, bounds |a|−1, the operator norm under the
dual representation, simultaneously for all a ∈ C∗.
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Proof of Theorem 3.8. It is customary to let ρ denote the half sum of the positive roots. In our
situation, since the root spaces may have dimension greater than one, it is more convenient to set
ρ =

α∈Φ+(a,g)
dim gα
2
α, (3.22)
which is consistent with the definition (3.5) of ρ1. We also define
ρM1 =

α∈Φ+(a,m1⊕a1)
dim gα
2
α; (3.23)
here Φ+(a,m1 ⊕ a1) = Φ(a,m1 ⊕ a1) ∩ Φ+(a, g) denotes the set of positive roots for the root
system of a acting on m1 ⊕ a1. These are precisely the roots in Φ+(a, g) that vanish identically
on a1. Hence
ρ = ρ1 + ρM1 . (3.24)
We had remarked already that 2ρ1 lifts to an algebraic character of P1, defined overQ; this is the
character by which P1 acts on ∧top n1. As was remarked below (3.10), any Q-character is trivial
on the identity component of the anisotropic group M . Recall also that P1 contains P . Thus 2ρ1
can play the role of µ in (3.10)–(3.11).
Let ∆ denote the set of simple roots in Φ+(a, g). With the convention (3.22), the familiar
identity 2(ρ, β) = (β, β) for β ∈ ∆ gets replaced by
2
(ρ, β)
(β, β)
= dim gβ + dim g2β (β ∈ ∆). (3.25)
If 2β is not a root, dim g2β should be interpreted as zero, of course. We can express ∆ as the
disjoint union
∆ = ∆1 ∪∆M1 , with ∆1 = {β ∈ ∆ | β|a1 ≠ 0}, ∆M1 = {β ∈ ∆ | β|a1 = 0}. (3.26)
Equivalently∆M1 is the set of simple roots in Φ
+(a,m1⊕a1). Since [M1, M1] must act trivially
on the one dimensional space ∧top n1,
β ∈ ∆M1 H⇒ (β, ρ1) = 0. (3.27)
On the other hand, every β ∈ ∆1 has a non-positive inner product with any other simple root,
hence with any η ∈ ∆M1 . Every α ∈ Φ+(a,m1 ⊕ a1) is an integral linear combination, with
non-negative integral coefficients, of the η ∈ ∆M1 , so β ∈ ∆1 implies (β, ρM1) ≤ 0. Thus, in
view of (3.24) and (3.27), 2ρ1 is dominant.
Since we have shown that 2ρ1 satisfies all the relevant hypotheses (3.10)–(3.12), we can apply
Lemma 3.17 with µ = 2ρ1. We claim: the identity p · vµ = eµ(p) vµ in (3.13), with µ = 2ρ1,
holds not only for p ∈ P , but even for p ∈ P01 . Indeed, part (ii) of (3.16) ensures that [M1, M1]0
acts trivially on v2ρ1 . This implies the claim, because P
0 and [M1, M1]0 generate P01 . The finite
group P1/P01 must then act by±1 on the invariant line L2ρ1 , so the identity p ·v2ρ1 = eµ(p) v2ρ1
holds at least up to sign for all p ∈ P1. Part (a) of the theorem now follows from (3.7) and (3.14),
and Lemma 3.17.
The simple roots constitute a basis of a∗. For β ∈ ∆, we can therefore define µβ ∈ a∗ by the
identities
2
(η, µβ)
(η, η)
= δβ,η ·

dim gβ + dim g2β

for all η ∈ ∆. (3.28)
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In the following, ℓ denotes a strictly positive integer that will be specified later. The quantity
µ = ℓ ·

β∈∆M1
µβ (3.29)
satisfies
β ∈ ∆1 H⇒ (µ, β) = 0, and
β ∈ ∆M1 H⇒ 2
(µ, β)
(β, β)
= ℓ(dim gβ + dim g2β) = 2ℓ(ρM1 , β)
(β, β)
; (3.30)
cf. (3.24)–(3.25) and (3.27)–(3.28). In particular,
µ and ℓ ρM1 have the same restriction to a ∩m1, (3.31)
since ∆M1 spans the dual space of a ∩m1.
The quantityµ ∈ a∗ is defined overQ. Thus, if ℓ is chosen appropriately,µ lifts to an algebraic
character eµ on the Zariski closure of A, a character that is defined over Q. We now replace this
choice of ℓ by a multiple of itself so that eµ becomes identically equal to one on the intersection
of M with the Zariski closure of A. It can then extended to M · A · N = P , trivially across M · N .
To summarize, ℓ can be chosen so that µ lifts to an algebraic character
eµ : P → R∗, defined over Q, with eµ ≡ 1 on M · N . (3.32)
With this choice of ℓ, the character eµ satisfies the hypotheses of Lemma 3.17, in particular
(3.10)–(3.12). Hence the lemma, in conjunction with (3.13), (3.14), (3.31) and (3.32) implies:
for c ∈ GQ, n1 ∈ N1, a ∈ M1 ∩ A, g ∈ Sr ,
|Fτ j ,v(c−1 n1 a g)| ≤ D νk(v)(e−ℓρM1 (a))n . (3.33)
For H in the positive Weyl chamber (m1 ∩ a)+, ⟨ρM1 , H⟩ is bounded from below by a positive
multiple of ∥H∥. On the group level, it follows that e−ℓρM1 (a), with a in the positive Weyl
chamber (M1 ∩ A)+ ⊂ (M1 ∩ A), is bounded from above by some negative power of ∥a∥. Thus
(3.33) implies the estimate in (b), at least for m = e and a ∈ (M1 ∩ A)+. Since M1 normalizes
N1, we can let c run over a complete set of representatives for the Weyl group of M1 ∩ A in M1,
to extend the validity of the estimate to all a ∈ (M1 ∩ A); the argument is the same as the one
in the proof of Theorem 3.1. It remains to justify the presence of the factor m ∈ M in (b). Since
M is anisotropic, Γ ∩ M is cocompact in M , so it suffices to consider m in a compact subset of
M . Since M normalizes N1 and commutes with A, we can move the factor m across n and a and
incorporate it into a larger, but still compact subset Sr ⊂ G. 
4. Unipotent averaging
We continue with the hypotheses and notation of the previous section. Some derivations of
functional equations for L-functions involve averaging automorphic forms against a character
on the unipotent radical N1 of a parabolic subgroup P1 ⊂ G, followed by integration over a
subgroup of the Langlands–Levi component M1. Ginzburg [7, p. 102] discusses this situation
from a formal point of view. We begin with a description of the general setting.
Let P1 = M1 · A1 · N1 be a Q-parabolic subgroup of G, as in (3.3). The conjugation action
of M1 on N1 induces an action of M1 on the group of unitary abelian characters N1. In the
following, we fix a ψ ∈ N1 such that
ψ ≡ 1 on Γ ∩ N1. (4.1)
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Then one can define the averaging operator
Iψ : C∞(Γ \ G) → C∞(G), (Iψ F)(g) =

(Γ∩N1)\N1
ψ(u−1)F(u g) du; (4.2)
here Haar measure on N1 is to be normalized so that (Γ ∩ N1) \ N1 has total measure one. Since
P1 is aQ-parabolic subgroup, its unipotent radical N1 is defined overQ. Via the exponential map
the Lie algebra n1 inherits a rational structure n1,Q. In view of (4.1), the values of the differential
ψ∗ on the set log(Γ ∩ N1) lie in 2π iZ. In particular 12π i ψ∗ ∈ n∗1,Q, so
M1,ψ =def {m ∈ M1 | m · ψ = ψ} is defined over Q, and
Γ ∩ M1,ψ is an arithmetic subgroup of M1,ψ . (4.3)
The condition (4.1) implies that Iψ F , for F ∈ C∞(Γ \G), restricts to a function on M1,ψ which
is invariant under Γ ∩ M1,ψ . Thus we can define
Aψ : C∞(Γ \ G)→ C∞

(Γ ∩ M1,ψ ) \ M1,ψ

, Aψ F = Iψ |M1,ψ . (4.4)
Even if F is an automorphic form, Aψ F will generally not be an automorphic form on M1,ψ ,
and neither does the cuspidality of F imply the cuspidality of Aψ F .
The group M1 inherits the property (2.1) of having a compact center from G, as was remarked
in (3.4). However, M1,ψ need not satisfy this standing hypothesis on G, nor does M1,ψ have to
be semisimple. But M1,ψ has a Levi decomposition
M1,ψ = U · L , with
L reductive, defined over Q, and
U unipotent, defined over Q, normalized by L . (4.5)
Then L ⊂ M1 is a reductive Q-subgroup. Theorem 4.7 below will only use this property of L ,
not the specific connection between L and the character ψ in (4.5).
The subgroup L may not be well positioned relative to A, i.e., L ∩ A need not be a maximal
connected, abelian, reductive, Q-split subgroup of L . However, the original choices of P and
A, within the class of minimal Q-parabolic subgroups of G and split components, were subject
only to the conditions (3.3). We may therefore start out with a maximal connected, abelian,
reductiveQ-split subgroup of L , extend it to a subgroup of the same type of M1, and then further
to a minimal Q-parabolic subgroup of M1. The direct products of the resulting groups with,
respectively, A1 and A1 ·N1 can then play the roles of A and P , without affecting the validity of
(3.3). In other words, we may and shall suppose that
L ∩ A ⊂ L is maximal connected, abelian, reductive, Q-split . (4.6)
In the following, SL ⊂ L shall denote a Siegel set, or a generalized Siegel set, defined with
respect to L ∩ A and some minimal Q-parabolic subgroup of L with split component L ∩ A, but
otherwise arbitrary.
Theorem 4.7. Let τ j be cuspidal. For any c ∈ (M1)Q, n ∈ N, and compact subset Sr ⊂ G, there
exist k = k(τ j , n) ∈ N and C = C(c,SL , n, k, Sr ) > 0 such that for all v ∈ V∞,
n1 ∈ N1, g ∈ SL , gr ∈ Sr H⇒ |Fτ j ,v(n1 c g gr )| ≤ C νk(v)∥g∥−n .
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The theorem is a fairly direct consequence of part (b) of Theorem 3.8. We shall give the
proof at the end of this section, following some general comments and an example. In complete
analogy to (2.8), there exists a finite subset CL ⊂ LQ such that, if the Siegel set SL ⊂ L is
chosen appropriately,
c∈CL

(Γ ∩ L)cSL
 = L . (4.8)
The estimate asserted by the theorem therefore implies the integrability of h → Fτ j ,v(n1h) along
the cuspidal directions in L , uniformly for n1 ∈ N1, hence also the integrability of Aψ Fτ j ,v over
(Γ ∩ L) \ L; cf. (4.2) and (4.4). Between rapid decay and integrability there is room to spare,
so the integrability is preserved when one multiplies Aψ Fτ j ,v by a (Γ ∩ L)-invariant function of
moderate growth on L , such as an Eisenstein series. All this remains correct if one replaces Fτ j ,v
with its right translate by some gr ∈ G, and the resulting integral is locally uniformly bounded
as a function of gr .
We had remarked already that M1,ψ , and hence also L , need not have compact center. If
not, the integrability of Aψ Fτ j ,v(h) depends not only on the rapid decay of this function as the
variable h approaches a cusp, but also on the decay in the noncompact central directions. The
latter is covered by the theorem, too, of course. But it should be contrasted with the behavior of
automorphic forms on a group with noncompact center, which are generally required to transform
according to a character of the center.
Example 4.9. The announcement [8] introduces an integral representation for the standard
L-function of a generic cusp form on F4 involving a unipotent integration as follows. Let G
be the (split) Chevalley group F4, and P1 be a maximal parabolic whose factor M1 as in (3.3) is
isomorphic to the split Spin(7). We label the nodes of the Dynkin diagram as follows:
(4.10)
The reductive group M1 is characterized by the fact that its root system contains the simple
roots α1, α2, and α3. Its unipotent radical N1 is therefore the product of the fifteen root spaces
corresponding to the roots which involve the simple root α4 with a positive coefficient. This
coefficient equals 1 for eight of these roots, and equals 2 for the remaining seven. The root
spaces of the latter seven roots span the Lie algebra of the center of N1, which in this case equals
[N1, N1]. Hence the character variety N1 ∼= N1/[N1, N1] is eight dimensional, and the action of
M1 on N1 can be described as the spin representation of M1 ∼= Spin(7). Let ψ , as in (4.1), be
a nontrivial character which is trivial on each of the fifteen root spaces in n1 except for the root
spaces corresponding to the two roots α1 + α2 + α3 + α4 , α2 + 2α3 + α4 . Then the stabilizer
M1,ψ is the (split) Chevalley group G2; in particular M1,ψ is reductive. Theorem 4.7 then asserts
that Aψ sends cusp forms to rapidly decaying automorphic functions on M1,ψ ∼= G2.
Jacquet–Shalika provide an argument for a different, but related example in [14]. In their
situation, they argue, as we did above in Remark 3.2, that it suffices to show rapid decay on
elements in g ∈ M1,ψ which lie in the maximal torus M1,ψ ∩ A of M1,ψ , and moreover
on such elements in a fixed Weyl chamber. They decompose the root spaces involved in the
unipotent integration over the compact fundamental domain in (4.2) according to whether or not
conjugation by g in this Weyl chamber contracts or expands the root space. The roots which
are not expanded can be conjugated to the right into a fixed compact set and then incorporated
into Sr , meaning that they are harmless for decay estimates. In the particular case considered by
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Jacquet–Shalika, they observe that the remaining roots lie inside a smaller reductive subgroup,
and appeal to reduction theory to obtain an decay estimate for the integrand in (4.2). Though this
argument works in certain other examples, it relies on this special circumstance: indeed, it fails
in the present example because the six expanded roots themselves span the full F4 root system,
and cannot fit inside a smaller reductive subgroup. For this reason a result such as Theorem 3.8
is needed to show the rapid decay.
Proof of Theorem 4.7. The factor c in the argument n1 c g gr of Fτ j ,v can be conjugated across
n1, all the way to the left. As in the proof of Lemma 3.17 we can then omit the factor c, without
loss of generality. Let ML ⊂ L denote the anisotropic factor of the centralizer of L∩ A in L , or in
other words the subgroup of L which plays the same role with respect to L as M does with respect
to G. We may replace g ∈ SL in the estimate to be proved by the product ma ∈ ML ·(L ∩ A),
and simultaneously replace ∥g∥−n by ∥a∥−n – this reduction of the problem is entirely analogous
to deducing Theorem 2.24 from Theorem 3.1, as in Remark 3.2. We mentioned earlier that the
group L need not satisfy the standing hypothesis (2.1); while the statements of Theorems 2.24
and 3.1 do depend on this hypothesis, the argument in Remark 3.2 does not. At this point, the
estimate we need has been reduced to
n1∈N1, m∈ML , a∈ L∩A, g∈ Sr H⇒ | Fτ j ,v(n1mag) |≤ Cνk(v)∥a∥−n (4.11)
for some appropriately chosen C = C(n, k, Sr ). Since ML ⊂ M1 normalizes N1, the factor
m ∈ ML can be moved across the N1-factor. But Fτ j ,v is Γ -invariant, and the anisotropic group
ML contains Γ ∩ ML as a cocompact subgroup. This allows us to restrict the factor m ∈ ML to a
compact subset of ML , then conjugate it back across the N1-factor, commute it across the factor
a ∈ L ∩ A, and absorb it into the factor g1 ∈ Sr , provided Sr is suitably enlarged. The resulting
seemingly simpler estimate
n1 ∈ N1 , a ∈ L∩A , g ∈ Sr H⇒ | Fτ j ,v(n1 a g) | ≤ C νk(v) ∥a∥−n (4.12)
follows directly from part (b) of Theorem 3.8, because L ∩ A ⊂ M1 ∩ A. 
5. Proof of Theorem 2.24
The assertion of the theorem for K -finite cuspidal automorphic forms is completely standard,
of course. As was mentioned in the introduction, Theorem 2.24 as stated, for smooth automorphic
forms, is well understood by experts. It follows from results of Casselman and Wallach [4,20],
but does not at all require the full strength of their results. We begin by recalling the relevant
details.
Let (π, V ) be a representation on a continuous representation on a complete, locally convex
topological vector space V . Then
VK -finite =def span of all finite dimensionalK -invariant subspaces is dense in V . (5.1)
For this and other foundational results of Harish Chandra, Atiyah’s account [1, vol. 4, #91] is
a convenient reference. For the rest of this section, we suppose more specifically that (π, V ) is
a continuous representation on a reflexive Banach space over C, of finite length, meaning that
every nested sequence of closed, G-invariant subspaces terminates after a finite number of steps.
In addition we suppose that (π, V ) is admissible, which means
for each finite dimensional K -module U , dim HomK (U, V ) < ∞. (5.2)
Irreducible unitary representations are automatically admissible.
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We denote the space of C∞ vectors in V by V∞, as in (2.11). By infinitesimal translation,
g acts on V∞, which thus becomes a module over U (gC), the universal enveloping algebra of
gC = C⊗R g. As consequence of the admissibility and finite length of (π, V ),
VK -finite ⊂ V∞. (5.3)
The action map gC ⊗ V∞ → V∞, X ⊗ v → π(X)v, is K -invariant for purely formal reasons6,
and consequently VK -finite is gC-invariant. It follows that VK -finite has the structure of (gC, K )-
module: it is a U (gC)-module, equipped with a locally finite7 K -action, which is compatible
with the U (gC)-module structure in the sense that
the infinitesimal K -action agrees with k acting on V via k ↩→ U (gC),
and the action map U (gC)⊗ VK -finite → VK -finite is K -invariant. (5.4)
Not only is every v ∈ VK -finite a C∞ vector, it is even an analytic8 vector. This fact directly
implies
W → WK -finite establishes a bijection between closed G-invariant
subspaces W ⊂ V and (gC, K )-submodules M ⊂ VK -finite. (5.5)
In particular (π, V ) is irreducible if and only if VK -finite is irreducible as (gC, K )-module.
For g ∈ G, we let ∥g∥ denote the matrix norm of g, as in (2.9), and ∥π(g)∥ the operator norm
of π(g) acting on the Banach space V . There exist positive constants b, c such that
∥π(g)∥ ≤ b∥g∥c for all g ∈ G, (5.6)
as follows from the uniform boundedness principle—see [20, lemma 2.2].
It will be convenient to choose a basis {X1, . . . , Xd} of g. In the following J = ( j1, . . . , jd)
shall denote an ordered d-tuple of non-negative integers, and |J | = j1 + · · · + jd the “length” of
J . By Poincare´–Birkhoff–Witt, the monomials
X J =def X j11 X j22 . . . X jdd , (5.7)
corresponding to all possible choices of J , constitute a basis of the universal enveloping algebra
U (g). Then
the topology on the space of C∞ vectors V∞ is the Fre´chet
topology defined by the family of norms νk : V∞ → R≥0,
νk(v) = max0≤|J |≤k ∥π(X J )v∥ (0 ≤ k <∞).
(5.8)
To see this, recall that V∞ is topologized via its inclusion into C∞(G, V ), with v ∈ V∞
corresponding to the V -valued function g → π(g)v. The topology on C∞(G, V ), in turn, is
the topology of uniform convergence on compacta of V -valued functions and their derivatives
of all orders. Via infinitesimal right translation, U (g) is isomorphic to the algebra of all left
invariant differential operators on G. It follows that the topology on V∞ is defined by the family
6 π(k) (π(X)v) = π(k)π(X)π(k−1)π(k)v = π(Ad k(X)) (π(k)v).
7 Every vector lies in a finite dimensional invariant subspace.
8 For more elementary reasons, weakly analytic: g → ⟨τ, π(g)v⟩ is a real analytic scalar valued function, for every
bounded linear functional τ : V → C; that suffices for most applications, and in particular suffices to establish (5.5).
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of seminorms supg∈S ∥π(g)π(Z)v∥, with S ranging over the compact subsets of G and Z over
a basis of U (g). According to the uniform boundedness principle, the operator norms of π(g),
g ∈ S, are bounded on any compact S ⊂ G. The assertion (5.8) follows.
The density statement in (5.1) applies not only to V , but to V∞ as well. Thus V∞ can be
described also as the completion of VK -finite with respect to the family of norms νk .
Recall the hypotheses of the current section: (π, V ) is a continuous, admissible representation
of finite length, on a reflexive Banach space. If v ∈ V∞ is a C∞ vector and τ ∈ (V ′)−∞ –
i.e., τ : V∞ → C is a continuous linear functional – then we can define the scalar valued
function Fτ,v as in (2.14),
Fτ,v(g) = ⟨τ, π(g)v⟩. (5.9)
The continuity of τ means boundedness with respect to one of the seminorms νk—and then, of
course, with respect to νℓ for any ℓ ≥ k. In this situation, there exist positive constants b = b(τ )
and c = c(τ ), as well as a nonnegative integer k = k(τ ) such that
|Fτ,v(g)| ≤ b∥g∥c νk(v), for all v ∈ V∞. (5.10)
In effect, this is Wallach’s Lemma 5.1 in [20]; it follows from (5.6) and (5.8). One important
feature of this bound is that the order of growth does not increase if one differentiates Fτ,v on the
right: for X ∈ g, let r(X) denote infinitesimal right translation by X ; then r(X)Fτ,v = Fτ,π(X)v ,
as consequence of the definition (5.9), and the exponent of growth c remains unchanged. The
left invariant vector fields r(X), X ∈ g, generate the algebra of left invariant linear differential
operators on G. Thus all derivatives of Fτ,v by such operators have the same order of growth:
the functions Fτ,v , with τ ∈ (V ′)−∞ and v ∈ V∞,
have uniform moderate growth.
(5.11)
This applies in particular to the modular forms Fτ j ,v that are the subject of the earlier sections.
The usual proof of the rapid decay of K -finite cuspidal automorphic forms, as for example
in [11], has two ingredients. First, the fact that the hypothesis of moderate growth in the K -
finite case implies uniform moderate growth. Secondly, for a cuspidal automorphic form F , any
fixed g ∈ G, and any subgroup N1 ⊂ N which arises as the unipotent radical of a Q-parabolic
subgroup P1 such that P1 ⊃ A, the maximum of N1 ∋ n1 → |F(n1g)| can be bounded by
a multiple of the maximum of |ℓ(Yk)F(n1g)|, as n1 ranges over N1 and Yk over a basis of the
Lie algebra n1. One may in fact suppose that n1 lies in a compact fundamental domain for the
action of Γ ∩ N1 on N1, and that each Yk lies in one of the root spaces gα ⊂ n1; cf. (2.3).
Then Ad n−11 (Yk) is a bounded linear combination of the various basis elements Yk of n1. Let
{X j } denote a basis of g. If g lies in a Siegel set S ⊂ G, and if Yk ∈ gα , then Ad g−1(Yk) is
a bounded linear combination of the various e−α(a)X j , where a denotes the A+ϵ -component of
g in the decomposition (2.7). In this way |F(n1g)|, for n1 ∈ N1 and g ∈ S, can be bounded in
terms of the various e−α(a)|r(X j )F(n1g)|. Appropriately repeated, this argument can be used to
“push down” the order of growth of F along S as far as one wants—this depends on the uniform
moderate growth of F , of course. In view of (5.11), the same argument applies to the functions
Fτ j ,v when τ j is cuspidal, thus proving Theorem 2.24.
In our applications, a slight extension of Theorem 2.24 will be useful. We suppose that G can
be expressed as
G = G1 · G2 (direct product, defined over Q) (5.12)
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of two reductive groups, both of which satisfy the original hypotheses on G. We consider an
automorphic distribution τ j ∈

(V ′)−∞
Γ as in Section 2, but require it only to be cuspidal with
respect to the factor G1, in the sense that the cuspidality condition (2.20) holds for all subgroups
U ⊂ G1 which arise as the unipotent radical of a proper Q-parabolic subgroup of G1. We select
norms gi → ∥gi∥i on Gi , i = 1, 2, as in (2.9).
Theorem 5.13. Let S1 be a generalized Siegel set in G1. If τ j is cuspidal with respect to
the factor G1, there exists an integer N2 = N2(τ j ), not depending on S1, with the following
property. For each n ∈ N one can choose a positive integer k = k(τ j , n) and a positive constant
C1 = C1(τ j ,S1, n, k) such that
g1 ∈ S1, g2 ∈ G2, v ∈ V∞ H⇒ |Fτ j ,v(g1 · g2)| ≤ C1 νk(v)∥g1∥−n∥g2∥N2 .
Roughly paraphrased, Fτ j ,v(g1 · g2) simultaneously exhibits rapid decay in the variable
g1 ∈ S1 and moderate growth in the variable g2 ∈ G2. Theorems 3.1, 3.8 and 4.7, all of
which were deduced from Theorem 2.24, have analogous extensions, of course. The proof of
Theorem 5.13 proceeds along the same line as that of Theorem 2.24, except that the “pushing
down” of exponents is performed – and can only be performed – in the first factor G1.
6. Uniform moderate growth
In this section, we shall prove Theorem 2.23, using a result of Averbuch [2]. We consider
a smooth Γ -automorphic form F , of moderate growth, but do not explicitly require F to have
uniform moderate growth. In other words, F ∈ C∞(Γ \ G) satisfies the two conditions
(a) |F(g)| ≤ C∥g∥N for some C > 0 and N ∈ N, and
(b) F transforms finitely under the action of the center of U (gC).
(6.1)
Averbuch’s result asserts that if F transforms finitely under the Hecke action, the exponent of
growth N in (6.1 (a)) can be chosen solely in terms of the eigenvalues and their multiplicities
of the Hecke action on the finite dimensional space generated by the Hecke translates of F , but
otherwise independently of F . In particular,
Proposition 6.2. The order of growth of F is uniform if F transforms finitely under the Hecke
action.
Indeed, the Hecke algebra acts on the left, and therefore commutes with the action of any left
invariant differential operator. According to Averbuch, applying such a differential operator does
not affect the order of growth.
Let us suppose now that F ∈ C∞(Γ \ G) satisfies (6.1), and in addition the cuspidality
condition
(Γ∩U )\U
F(u g) du = 0 for all g ∈ G and any U ⊂ G that arises
as the unipotent radical of a proper Q-parabolic P ⊂ G. (6.3)
Because of Proposition 6.2, the first assertion of Theorem 2.23 reduces to the following:
Lemma 6.4. Under the hypotheses just stated, F is Hecke finite.
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Proof. We choose N ∈ N as in (6.1 (a)). Since Γ \ G has finitely many cusps, there exists
a smooth, strictly positive, Γ -invariant measure dm on G that is bounded by a multiple of
∥g∥−2N dg near the “end” of each cusp; here dg refers to Haar measure, as usual. We let W∞
denote the vector space of all functions f ∈ C∞(Γ \G) which are square integrable with respect
to dm, and are cuspidal in the sense of (6.3). Then W , the completion of W∞ in the L2(dm)-
norm, is a Hilbert space on which G acts by right translation, in a continuous manner. It contains
F , and
W = closure in W of {r(g)F | g ∈ G} (6.5)
is a G-invariant subspace of W∞; here r(g) denotes right translation by g.
All the f ∈ W are locally L2 as functions on G, and thus can be regarded as distributions.
They inherit the finiteness condition (6.1 (b)) from F :
there exists an ideal IF of finite codimension in the center
of U (gC), such that r(Z) f = 0 for every f ∈ W and Z ∈ IF ; (6.6)
the equality r(Z) f = 0 is to be interpreted in the sense of distributions, of course. The ideal IF
contains monic polynomials in the Casimir operator Ω , and Ω is elliptic transversally to K . Thus
any K -finite f ∈ W satisfies an elliptic differential equation, and therefore
WK -finite ⊂ W ∩ C∞(Γ \ G). (6.7)
Let K denote the set of isomorphism classes of irreducible, finite dimensional representations of
K , and Wi , for i ∈ K , the space of i-isotypic vectors—i.e., functions f ∈ W which transform
according to the class i under K . Then
WK -finite = ⊕i∈K Wi . (6.8)
We shall show that the Wi are finite dimensional.
Each Wi is the image of a K -invariant projection operator pi : W → Wi , given by right
convolution, under K , against the complex conjugate of the character of i , suitably renormalized.
In particular pi is bounded. Like F , the right translates r(g)F , g ∈ G, satisfy (6.1 (a)). Thus, in
view of (6.5),
W Ni =def{ f ∈ Wi | supg∈G ∥g∥−N | f (g)| <∞} is dense in Wi . (6.9)
Both pi and right translation by any g ∈ G preserve the cuspidality condition (6.3). Thus each
f ∈ Wi is K -finite, cuspidal, of moderate growth, and Z(g)-finite; in other words,
W Ni consists of K -finite cuspidal automorphic forms. (6.10)
The cuspidal spectrum in L2(Γ \ G) breaks up discretely, with finite multiplicities [6]. Only
finitely many irreducible Harish Chandra modules are annihilated by the ideal IF , and every
irreducible Harish Chandra module has finite K -multiplicities. It follows that W Ni is finite
dimensional, hence
dim Wi <∞, (6.11)
as consequence of (6.9). Moreover, all the Wi , i ∈ K , lie in a finite direct sum of cuspidal
automorphic representations.
Recall the definition (5.2) of an admissible representation. Because of what we have
just established, the (gC, K )-module WK -finite has finite K -multiplicities, so (r,W ) is indeed
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admissible. But WK -finite is also completely reducible, since it lies in a finite direct sum of
G-irreducible subspaces of L2(Γ \ G). In view of (5.1) and (5.5), (r,W ) must therefore have
finite length and be completely reducible. To summarize,
the representation (r,W ) is admissible and completely
reducible, with finitely many irreducible constituents. (6.12)
Appealing once more to (5.1), we now find that F lies in the L2(dm)-closure of WK -finite, and
therefore in the L2(dm)-closure of the linear span of the finitely many irreducible summands of
the cuspidal spectrum which are annihilated by IF . The Hecke action commutes with the action
of IF , and hence the summands can be chosen so that the Hecke algebra acts on each of them
by a character. The assertion of the lemma now follows, because the Hecke action is continuous
with respect to the L2(dm)-norm. 
To complete the proof of Theorem 2.23, we must show that any F satisfying the hypotheses
stated at the beginning of this section is a sum of C∞ vectors in finitely many closed G-invariant,
G-irreducible subspaces of L2(Γ \ G)—see Remark 2.18.
At this point, as consequence of Proposition 6.2 and Lemma 6.4, we know that F has uniform
moderate growth. Thus we can apply the usual proof of the rapid decay of cusp forms, as sketched
in Section 5, to conclude that F decays rapidly on Siegel sets; not only F , in fact, but also all its
derivatives r(X)F with X ∈ U (gC), since these satisfy the same hypotheses as F . In particular,
r(X)F ∈ L2(Γ \ G), for all X ∈ U (gC). (6.13)
This means that g → r(g)F is a C∞ function on G, with values in the Hilbert space L2(Γ \G).
We can now argue as in the proof of Lemma 6.4, using Haar measure dg instead of dm. The
space W , which contains F , is then a closed subspace of L2(Γ \ G). The assertion (6.12), in
the present context, means that W = ⊕1≤k≤m Wk is a finite direct sum of closed G-invariant,
G-irreducible subspaces Wk ⊂ L2(Γ \ G). The orthogonal projections L2(Γ \ G) → Wk are
bounded linear maps, and composing the C∞ function g → r(g)F with these projections results
in C∞ Wk-valued functions—in words, in C∞ vectors Fk ∈ W∞k . But then F =

1≤k≤m Fk ,
which is the conclusion we need.
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Appendix
The integral (2.20) makes sense because V−∞ is a complete, locally convex, Hausdorff
topological vector space, on which G acts in a strongly continuous manner. These facts are well
known to experts, but it seems no concise reference exists. We shall briefly sketch the relevant
arguments in this appendix.
Recall the notion of continuity of a representation (π, V ) on a complete, locally convex,
Hausdorff topological vector space: the action map from G × V to V , (g, v) → π(g)v, is
continuous, relative to the product topology on the domain. Strong continuity, on the other hand,
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only requires the continuity of the functions g → π(g)v for all v ∈ V . The terminology
notwithstanding, “continuity” thus is a more restrictive notion than “strong continuity”. The
uniform boundedness principle ensures that the two definitions coincide for Banach spaces.
If V is a Banach space, one can argue directly from the definition that the action of G on
C∞(G, V ), the space of smooth V -valued functions, is continuous. Via the assignment v → Fv ,
Fv(g) = π(g)v, V∞ maps into C∞(G, V ). Thus, if (π, V ) is a continuous representation on
a Banach space, the representation (π, V∞) on the space of C∞ vectors inherits the continuity
from C∞(G, V ), which contains V∞ as a closed subspace.
Still in the setting of a Banach representation (π, V ), the continuity of the induced
representation (π, V−∞) on the space of distribution vectors is a more subtle matter. By
definition, V−∞ is the space of continuous linear functionals on (V ′)∞, the space of C∞ vectors
for the dual representation (π ′, V ′) on the Banach dual V ′. But the continuity of π implies the
strong continuity of the dual representation π ′ only if Banach space V is reflexive [21, vol. I,
Proposition 4.2.2.1]. Only in that case is the continuity of (π ′, (V ′)∞) assured, and therefore
only in that case does it make sense to consider the representation (π, V−∞) on the space of
distribution vectors V−∞.
Let us suppose then that V is a reflexive Banach space, or more specifically a Hilbert space
as in (2.16). We apply (5.8) to V ′ and let (V ′)k denote the completion of V ′K -finite with respect to
the norm νk . In analogy to V∞, (V ′)k can be topologically embedded into Ck(G, V ′) as a closed
subspace. That implies the continuity of (π ′, (V ′)k), which alternatively can be deduced directly
from (5.8). These arguments also topologically identify (V ′)∞ with the projective limit [19,
Chap. 50-7] of the (π ′, (V ′)k),
(V ′)∞ ∼= lim← (V
′)k . (A.1)
Dually, we equip V−∞ with the inductive limit topology
V−∞ ∼= lim→ V
−k, V−k =def

(V ′)k
′
, (A.2)
for the sequence of Banach duals V−k , i.e., the strongest locally convex topology that makes
the inclusions V−k ↩→ V−∞ continuous. These inclusions are then topological isomorphisms
onto their images, and V−∞ is the union of the V−k ; see, for example, Chapters 13 and 50-
7 in [19]. Thus, to prove the strong continuity of (π, V−∞), it suffices to establish the strong
continuity of the (π, V−k). By definition, each (V ′)k is isomorphic as Banach space – though
not as G-representation – to the closure of the image of the map
V ′K -finite → V ′ ⊕ V ′ ⊕ · · · ⊕ V ′, v′ → (X Jv′)0≤|J |≤k, (A.3)
hence is isomorphic to a closed subspace of a finite direct sum of reflexive Banach spaces, hence
is itself a reflexive Banach space. Thus the strong continuity of the (π ′, (V ′)k) implies the strong
continuity of the (π, V−k), and hence the strong continuity of (π, V−∞). With more effort one
can prove that (π, V−∞) is even continuous, but strong continuity is enough for our purposes
since it gives meaning to the integral in (2.20).
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