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Abstract. We consider the discretization of obstacle problems for second
order elliptic diﬀerential operators by piecewise linear ﬁnite elements. Assum-
ing that the discrete problems are reduced to a sequence of linear problems
by suitable active set strategies, the linear problems are solved iteratively
by preconditioned cg–iterations. The proposed preconditioners are treated
theoretically as abstract additive Schwarz methods and are implemented as
truncated hierarchical basis preconditioners. To allow for local mesh reﬁne-
ment we derive semi–local and local a posteriori error estimates, providing
lower and upper estimates for the discretization error. The theoretical results
are illustrated by numerical computations.
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 Introduction
Given a closed subspace V ⊂ H1(Ω), Ω being a bounded polygonal domain
in the Euclidean space R2, we consider obstacle problems of the form
Find u ∈ K such that J (u) ≤ J (v) , v ∈ K, (1.1)
for the energy functional J ,
J (v) = 1
2
a(v, v)− (v) , v ∈ V,
and a closed, convex set K ⊂ V ,
K = {v ∈ V | v(x) ≤ ϕ(x) a.e. in Ω}.
Assuming that J is induced by a symmetric V –elliptic bilinear form a(·, ·),
a(v, w) =
∫
Ω
2∑
i,j=1
aij ∂iv ∂jw dx,
and some functional  ∈ V ′, it is well–known that (1.1) is equivalent to the
variational inequality
Find u ∈ K such that a(u, u− v) ≤ (u− v) , v ∈ K. (1.2)
For simplicity we restrict our considerations to the case V = H10 (Ω). To
ensure existence and uniqueness of the solution u of (1.1) and (1.2), respec-
tively, we assume ϕ ∈ L∞(Ω), ϕ ≥ 0 a.e. on Γ = ∂Ω, and aij ∈ L∞(Ω)
satisfying
a) aij(x) = aji(x) , 1 ≤ i, j ≤ 2 ,
b) α0|ξ|2 ≤
2∑
i,j=1
aij(x)ξiξj ≤ α1|ξ|2, ξ ∈ R2, 0 < α0 ≤ α1 .
(1.3)
for almost all x ∈ Ω.
Discretizing (1.2) in space by continuous, piecewise linear ﬁnite elements with
respect to a triangulation of Ω, standard numerical schemes for the solution of
the resulting ﬁnite dimensional variational inequality are projected relaxation
methods (e.g. [15]). These iterative methods typically suﬀer from rapidly
deteriorating convergence rates when proceeding to more and more reﬁned
triangulations which renders them ineﬃcient from a numerical point of view.
However, this drawback can be overcome by using multilevel techniques with
respect to a hierarchy of triangulations. Multigrid approaches to obstacle
problems have been developed by various authors ([10, 16, 17, 18, 19, 28,
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29]). For obstacle type problems an alternative to projected relaxation is
to use some sort of linearization techniques based on active set strategies
(e.g. [16, 17, 18]). This is an iterative scheme where in each iteration step a
set of active constraints is prespeciﬁed and then a linear subproblem has to
be solved for the computation of the new iterate. Note that the multigrid
techniques used in [16, 17, 18] consist of outer and inner iterations where the
outer iteration is an active set strategy and the inner iterations are multigrid
iterations for the approximate solution of the auxiliary problems.
Since for the obstacle problems under consideration the coeﬃcient matrices
of the auxiliary systems are symmetric positive deﬁnite, an alternative choice
for the inner iterations are preconditioned conjugate gradient (pcg) methods,
especially those based on multilevel preconditioners such as Yserentant’s hi-
erarchical basis preconditioner [36] or the BPX–preconditioner [9]. A related
approach has been proposed in [34] where relaxation methods have been
applied with respect to hierarchical bases.
For the adaptive construction of a suitable hierarchy of triangulations eﬃcient
and reliable a–posteriori error estimates are required. While a variety of
well–established results are available in the case of linear elliptic problems
(see [3, 13, 21, 35] for further references) the situation is less clear in the case
of obstacle problems. Recently, the concepts introduced in [13] have been
extended and applied successfully to a special obstacle problem arising in
semi–conductor device simulation [24]. A more detailed investigation of this
approach will be a subject of this paper. A–posteriori error estimates for the
penalty method together with strategies for the adaptive choice of a space
dependent penalty parameter and the mesh size have been given in [22].
The paper is organized as follows. After a brief discussion of the active–set
strategy proposed in [17], we will focus on the construction and analysis of
multilevel preconditioners providing the eﬃcient solution of the arising linear
subproblems. In particular, we will derive two variants of hierarchical basis
type by suitable modiﬁcations of the standard hierarchical basis precondi-
tioner. It will turn out that both variants are performing asymptotically as
in the unconstrained case but that only one of them is robust with respect to
the regularity of the free boundary. Inspired by a paper of Dryja and Wid-
lund [14], the preconditioners will be regarded as multilevel additive Schwarz
(MAS) methods. This abstract framework allows for obvious extensions to
other variants of the MAS method, in particular to the BPX–preconditioner.
Comparing the actual approximation with another approximation of higher
accuracy we will derive semi–local and local a–posteriori error estimates,
followed by a detailed analysis of their eﬃciency and reliability. The ﬁnal
chapter is devoted to some numerical experiments supporting the theoretical
ﬁndings.
2
 OuterInner Iterations
Let T denote a triangulation of the computational domain Ω ⊂ R2. We
assume that T is regular in the sense that the intersection of two triangles
t, t′ ∈ T is containing a common edge, a common vertex or is empty. The
sets of vertices p and edges e which are not part of the boundary ∂Ω are
called P and E, respectively. We approximate V by the subspace S of con-
tinuous, piecewise linear ﬁnite elements vanishing on the boundary ∂Ω with
the associated nodal basis λp, p ∈ P , of S deﬁned by λp(q) = δpq, p, q ∈ P ,
(Kronecker delta).
Further, let ϕT ∈ S be a discrete obstacle approximating the given obstacle ϕ
in an appropriate sense. For example, ϕT may be chosen as the L2–projection
of ϕ onto S or, if ϕ ∈ C(Ω¯), as the S–interpolate. Correspondingly, we denote
by KT = {v ∈ S|v ≤ ϕT } the sets of discrete constraints. Then the ﬁnite
element approximation of (1.1) amounts to the computation of an element
uT ∈ KT satisfying
a(uT , uT − v) ≤ (uT − v), v ∈ KT . (2.1)
It is easy to see that the ﬁnite dimensional variational inequality (2.1) is
equivalent to a linear complementarity problem.
Lemma 2.1 An element uT ∈ KT is a solution to (2.1) if and only if the
vector u ∈ RN , N := |P| with components up = uT (p), p ∈ P, satisﬁes
max(Au− b, u− ϕ) = 0 (2.2)
where A is the N ×N stiﬀness matrix with entries apq = a(λq, λp), p, q ∈ P,
and b ∈ RN and ϕ ∈ RN are the vectors with components bp = (λp) and
ϕp = ϕT (p), p ∈ P. Note that (2.2) has to be understood componentwise.
Proof. Let uT ∈ KT be the solution of (2.1). Then Au ≤ b which can be
deduced by choosing v = uT − z in (2.1) with arbitrarily given z ∈ S, z ≥ 0.
Since u ≤ ϕ, we thus have (u− ϕ)T (Au− b) ≥ 0. But v = ϕT in (2.1) gives
(u−ϕ)T (Au−b) ≤ 0 where (u−ϕ)T (Au−b) = 0 proving (2.2). The converse
statement is obvious.
In the following we will consider an outer–inner iteration technique for the
numerical solution of the complementarity problem (2.2). The outer itera-
tions are governed by an active set strategy as presented in [17, 18]:
Outer iteration (active set strategy):
Step 1: Chose a startvector u(0) ∈ RN .
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Step 2: Given u(ν) ∈ RN , ν ≥ 0, determine P • ⊂ P as the set of points
p ∈ P such that (Au(ν) − b)p > (u(ν) − ϕ)p and set P◦ := P \ P•.
Then compute u(ν+1) ∈ RN from the splitting
u(ν+1) = u• + u◦ (2.3)
where
u•p = ϕp, p ∈ P• , u•p = 0, p ∈ P◦ (2.4)
and u◦ satisﬁes
u◦p = 0, p ∈ P• (2.5)
and
Au◦ = b− Au•. (2.6)
It is obvious that the computation of the iterate u(ν+1) according to (2.6)
actually requires the solution of a “reduced”, i.e., lower dimensional linear
system.
The set P• is called active, since in view of u(ν+1)p = ϕp, p ∈ P•, it contains
the nodal points where the obstacle is active. Correspondingly, P◦ is said
to be the inactive set. Introducing a corresponding splitting of the ﬁnite
element space S = S◦ ⊕ S• in linear subspaces S◦, S• ⊂ S deﬁned by
S◦ = {v ∈ S| v(p) = 0, p ∈ P•} , S• = {v ∈ S| v(p) = 0, p ∈ P◦} (2.7)
the reduced system (2.6) can be rewritten as the variational equality
Find u◦ ∈ S◦ such that a(u◦, v) = (v)− a(u•, v) , v ∈ S◦ (2.8)
with solution u◦ ∈ S◦ and u• ∈ S• deﬁned by u•(p) = u•p.
Remark 2.1 If (2.6) respectively (2.8) is solved exactly, it can be shown
that for arbitrarily given initial iterate u(0) the sequence u(ν), ν ≥ 0, of iter-
ates is a monotonically decreasing sequence converging to the unique solution
u of (2.2) (see e.g. [17, 18]). Actually, we do not want to solve (2.8) exactly
but compute an approximation up to a certain accuracy κ0 by means of an
eﬃcient iterative solver. In this inexact case, the convergence of a related
most constrained strategy has been proved in [16] providing a stopping cri-
terion for the inner iteration. However, this strategy turns out to be much
too pessimistic in actual computations leading to a prohibitive large number
of outer iteration steps.
In contrast to [17, 18] where multigrid techniques have been used, in this
paper we will focus our interest on multilevel preconditioned cg–iterations
which for well–known reasons are more suited to be used within an adaptive
FEM code. For an introduction to the preconditioned cg–method we refer
to [1] while the construction of appropriate multilevel preconditioners will be
subject of the next chapter.
4
 Additive Schwarz Methods and
Hierarchical Bases
Let T0 be an intentionally coarse regular triangulation of Ω.
The triangulation T0 is reﬁned several times providing a sequence of triangu-
lations T0, T1, . . . , Tj and a corresponding sequence of nested ﬁnite element
spaces S0 ⊂ S1 ⊂ . . . ⊂ Sj. The underlying reﬁnement process described in
the sequel, is meanwhile standard in the literature on multilevel precondi-
tioning [3, 4, 5, 6, 8, 13, 37]. Note that this reﬁnement in general does not
coincide with the actual reﬁnement process performed by some ﬁnite element
code. Nevertheless, the triangulations T0, T1, . . . , Tj are available without any
computational eﬀort, if the underlying data structures are chosen properly
[3, 26, 31, 32].
A triangle t ∈ Tk is reﬁned either by subdividing it into four congruent subtri-
angles or by connecting one of its vertices with the midpoint of the opposite
side. The ﬁrst case is called regular (red) reﬁnement and the resulting trian-
gles are regular as well as the triangles of the initial triangulation T0. The
second case is called irregular (green) reﬁnement and results in two irreg-
ular triangles. As we do not want that new points are generated by green
reﬁnement we introduce the rule
(T1) Each vertex of Tk+1 which does not belong to Tk is a vertex of a regular
triangle.
Note that irregular reﬁnement is potentially dangerous, because the interior
angles are reduced. Hence we add the rule
(T2) Irregular triangles must not be further reﬁned.
We say that a reﬁned triangle is the father of the resulting triangles which
in turn are called sons. We deﬁne the depth of a given triangle t ∈ ⋃jk=0 Tk
as the number of ancestors of t. Of course, the depth of all triangles t ∈ Tk
is bounded by k. Due to the ﬁnal rule
(T3) Only triangles t ∈ Tk of depth k may be reﬁned for the construction of
Tk+1, 0 ≤ k ≤ j.
the whole sequence T0, T1, . . . , Tj can be uniquely reconstructed from the
initial triangulation T0 and the ﬁnal triangulation Tj alone, neglecting the
preceding dynamic reﬁnement process. Recall that in actual computations
we may chose the data structures representing the triangulations cleverly so
that the sequence T0, T1, . . . , Tj is explicitly given. Note that the subscript j
does in general not coincide with the number l ≥ j of reﬁnement steps which
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have been necessary to create Tj from T0 by the actual ﬁnite element code.
In practical calculations the diﬀerence l − j of the reﬁnement level l and
the maximal depth j can be used to judge the quality of the implemented
reﬁnement strategy.
Of course, adaptive reﬁnement should be based on reliable a–posteriori error
estimates which will be considered in the following chapter. For the moment
let us assume that a hierarchy T0, T1, . . . , Tj with the property (T1 - T3) is
available. We further assume that we have a disjoint splitting Pj = P•j ∪P◦j
which may result from an active set strategy applied to (2.1) with respect to
the triangulation T = Tj. Recall that this splitting is supposed to change in
each outer iteration step. In the sequel we will deal with the construction of
two multilevel preconditioners of hierarchical basis type to provide an eﬃcient
iterative solution of the corresponding reduced system
Find u◦j ∈ S◦j such that a(u◦j , v) = (v)− a(u•j , v) , v ∈ S◦j . (3.1)
For this purpose we provide a decomposition Pk = P•k ∪P◦k of the sets Pk of
the nodal points on the lower levels 0 ≤ k < j by means of the deﬁnition
P•k = Pk ∩ P•j , P◦k = Pk \ P•k , 0 ≤ k ≤ j − 1. (3.2)
For 0 ≤ k ≤ j and p ∈ Pk we refer to λ(k)p ∈ Sk as the level k nodal basis
function having p as its supporting point, i.e., λ(k)p (p) = 1. According to (2.7)
the splitting (3.2) induces the subspaces S◦k = span{λ(k)p | p ∈ P◦k} ⊂ Sk, 0 ≤
k ≤ j. Collecting the hierarchical basis functions with inactive supporting
points according to
Λˆ0 := {λ(0)p | p ∈ P◦0} , Λˆk := {λ(k)p | p ∈ P◦k \ P◦k−1}, 1 ≤ k ≤ j , (3.3)
we denote by ΛˆH =
⋃j
k=1 Λˆk the set of all hierarchical basis functions on
the levels k ≥ 1. Furthermore, we will utilize the subspaces Vˆ0 = span Λˆ0
and Vˆλ = span{λ}, λ ∈ ΛˆH. However, the hierarchical decomposition of
functions v ∈ S◦j cannot be given in the standard way, since the subsets Λˆ0
and Λˆk of Sj in general are not contained in S◦j . This is due to the fact that
functions v ∈ S◦k−1, 1 ≤ k ≤ j, in general do not vanish in active nodal
points p ∈ P•k\P•k−1 appearing on the subsequent level k. We will modify
such functions by means of suitable truncation operators Tk : Sl → S◦k ,
0 ≤ l ≤ k ≤ j, deﬁned by
Tkv =
∑
p∈P k
v(p)λ(k)p , (3.4)
Note that Tkv = v, v ∈ S◦k . Now a feasible multilevel splitting of S◦j is deﬁned
by simple truncation of the standard hierarchical basis
Λ
(1)
k = TjΛˆk , 0 ≤ k ≤ j . (3.5)
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We will consider a second multilevel splitting which is based on a more re-
strictive choice of coarse grid functions. For this reason we deﬁne
P◦,regk = {p ∈ P◦k | Tjλ(k)p = λ(k)p } , 0 ≤ k ≤ j (3.6)
Obviously (3.6) can be regarded as a weighted modiﬁcation of the pointwise
restriction (3.2) of the active set P•j to the lower levels. Note that we have
P◦,regk ⊂ P◦k and P◦,regj = P◦j . Now the standard hierarchical splitting with
respect to P◦,regk , 0 ≤ k ≤ j is given by
Λ
(2)
0 = {λ(0)p | p ∈ P◦,reg0 } , Λ(2)k = {λ(k)p | p ∈ P◦,regk \ P◦,regk−1 }, 1 ≤ k ≤ j .
(3.7)
Note that a restriction of the active set which is similar to (3.6) has been
used in [17]. In the context of hierarchical bases (3.6) has been proposed by
Yserentant [38].
Remark 3.1 The diﬀerence between Λ
(1)
k and Λ
(2)
k is illustrated in Figure
3.1 where for ease of exposition we have considered the 1–D case.
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Figure 3.1
In particular, Figure 3.1 (i) represents a level k−1 basis function λ(k−1)p with
supporting point p ∈ P◦k−1 \ P◦,regk−1 having a level k active neighbour q ∈ P•k
on the left. Figures 3.1 (ii) and (iii) display the basis functions Tkλ
(k−1)
p and
λ(k)p selected in (3.5) and (3.7), respectively. Note that Tkλ
(k−1)
p generally
results in a “nonsymmetric” truncation while the choice of the higher level
basis function λ(k)p may be regarded as a “symmetric” cut.
As proposed in [14] the hierarchical basis preconditioners obtained from (3.5)
and (3.7) will be treated in the framework of additive Schwarz methods. For
recent results on the BPX preconditioner as an additive Schwarz method we
refer to Bornemann [6] and Zhang [39]. As far as the following deﬁnitions and
assertions do not diﬀer for Λ
(μ)
k , μ = 1, 2 the index μ is skipped for notational
convenience.
7
The direct subspace decomposition
S◦j = V0 ⊕
⊕
λ∈ΛH
Vλ , (3.8)
of S◦j where V0 = spanΛ0 and Vλ = span{λ}, λ ∈ ΛH =
⋃j
k=1 Λk, gives rise
to an additive Schwarz method providing a reformulation
Pu◦j = 
′ ,
of the original problem (3.1) where
P = P0 +
∑
λ∈ΛH
Pλ
is the sum of the Ritz projections P0 : S◦j → V0, Pλ : S◦j → Vλ, λ ∈ ΛH,
deﬁned by
a(Pνw, v) = a(w, v) , v ∈ Vν , ν = 0, λ ,
for each w ∈ S◦j and ′ ∈ (S◦j )′ is chosen appropriately. Denoting by (·, ·) the
standard L2 inner product we introduce the L2 projections Q0 : S◦j → V0,
Qλ : S◦j → Vλ and the representation operators A0 : V0 → V0, Aλ : Vλ → Vλ,
λ ∈ ΛH deﬁned by
(Qνw, v) = (w, v) , v ∈ Vν
for each w ∈ S◦j and
(Aνw, v) = a(w, v) , v ∈ Vν ,
for each w ∈ Vν , ν = 0, λ. Then the operator P may be rewritten as
P = HjAj
where Hj stands for the preconditioner
Hj = A
−1
0 Q0 +
∑
λ∈ΛH
A−1λ Qλ ,
and Aj is the representation operator of a(·, ·) on S◦j × S◦j . Evaluation of
A−1λ Qλ leads to
H
(μ)
j = (A
(μ)
0 )
−1Q(μ)0 +
∑
λ∈Λ(µ)
H
(·, λ)
a(λ, λ)
λ , μ = 1, 2 . (3.9)
In view of Remark 3.1 we will refer to H
(1)
j and its variants as the “non-
symmetric” preconditioners and to H
(2)
j as the “symmetric” preconditioner,
respectively.
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Let us brieﬂy discuss somemodiﬁcations of the preconditionersH
(μ)
j , μ = 1, 2.
The evaluation of (A
(μ)
0 )
−1Q(μ)0 requires the solution of a linear system for the
stiﬀness matrix given by a(·, ·) restricted to V (μ)0 × V (μ)0 , μ = 1, 2. Due to
the deﬁnition (3.5) the entries of A
(1)
0 and a(λ, λ), λ ∈ Λ(1)H may change with
each step of the outer iteration. To avoid the corresponding evaluations of
the quadratic form a(·, ·) the preconditioner H (1)j may be replaced by
H˜
(1)
j = TjA˜
−1
0 Q˜0 +
∑
λ∈ΛˆH
(·, Tjλ)
a(λ, λ)
Tjλ , (3.10)
where A˜0 is the representation of a(·, ·) restricted to S◦0 ×S◦0 and Q˜0 denotes
the L2 projection to S◦0 , respectively. Note that a related modiﬁcation of
H
(2)
j is not necessary as only the selection and not the shape of the involved
hierarchical basis functions is depending on the actual active set P•j . Still the
linear system on the coarsest level is supposed to change with each outer iter-
ation step, each time causing a Cholesky decomposition of the new coeﬃcient
matrix. To reduce the computational eﬀort, we may replace the matrix by
its diagonal or even by the identity matrix (see [36] for a further discussion).
In the case of rapidly varying coeﬃcients, frequently occurring in practical
problems, the jumps should be incorporated in the preconditioners. We refer
to Yserentant [37] for details.
Note that existing implementations of the standard hierarchical basis precon-
ditioner are easily changed to (3.10) by simply neglecting the contributions
from active points [20]. For a similar application of truncated hierarchical
basis functions to obstacle problems we refer to [34].
The ﬁnal part of this chapter will provide condition number estimates both
for the nonsymmetric and for the symmetric case. The subsequent analysis
will be guided by the following lemma on abstract additive Schwarz methods.
Lemma 3.1 i) Assume that for all v ∈ S ◦j there is a splitting v = v0 +∑
λ∈ΛH vλ such that
c{a(v0, v0) +
∑
λ∈ΛH
a(vλ, vλ)} ≤ a(v, v). (3.11)
holds for some ﬁxed positive constant c. Then we have the estimate
ca(v, v) ≤ a(Pv, v) , v ∈ S◦j .
ii) Assume that for all splittings v = v0+
∑
λ∈ΛH vλ of v ∈ S◦j the estimate
a(v, v) ≤ C{a(v0, v0) +
∑
λ∈ΛH
a(vλ, vλ)} (3.12)
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holds for some ﬁxed positive constant C. Then we have the estimate
a(Pv, v) ≤ Ca(v, v) , v ∈ S◦j .
.
Proof. The assertion i) is the well–known lemma of P.L. Lions [27]. To
prove the second assertion we apply (3.12) to the splitting Pv = P0v +∑
λ∈ΛH Pλv for some ﬁxed v ∈ S◦j to obtain
a(Pv, Pv) ≤ C{a(P0v, P0v) +
∑
λ∈ΛH
a(Pλv, Pλv)} = Ca(Pv, v)
which completes the proof.
Remark 3.2 The assumptions (3.11) and (3.12) can be regarded as an
asymptotic orthogonality of the subspaces V0, Vλ. Note that (3.12) is fre-
quently established by a strengthened Cauchy–Schwarz inequality with re-
spect to a(·, ·) or any other spectrally equivalent quadratical form.
In addition to the usual (semi) norms ‖ · ‖0 and| · |1 of L2(Ω) and H1(Ω) we
will make use of the semi–inner product
(v, w)1,Ω0 =
2∑
i=1
∫
Ω0
∂iv∂iw dx , v, w ∈ H1(Ω0)
for measurable Ω0 ⊂ Ω with the induced semi–norm |v|1,Ω0 = (v, v)1/21,Ω0. We
introduce the interpolation operators Ik : Sj → Sk by
Ikv =
∑
p∈Pk
v(p)λ(k)p , 0 ≤ k ≤ j.
and call p, q ∈ Pk k–neighbors if there is an edge e = (p, q) ∈ Ek. Finally,
constants depending only on the ellipticity (1.3) and the shape regularity of
T0 will be denoted by c or C . Other parameters will be indicated explicitly.
We take up the analysis of the preconditioners with the following technical
lemma
Lemma 3.2 Let p ∈ P ◦k have a k–neighbor q ∈ P•k . Then the estimate
|v(p)λ(k)p |1 ≤ c|Ikv|1,suppλ(k)p
holds for all v ∈ S◦j .
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Proof. Let tp,q ∈ Tk be a triangle with vertices p and q. Then from the
assumptions on p, q we have
|Ikv|1,tp,q = 0 ⇔ Ikv|tp,q = 0 , v ∈ S◦.j
Now the assertion follows by exploiting the equivalence of norms on the
reference triangle.
The following assumption on the splitting Pj = P•j ∪ P◦j will be crucial for
the analysis of the nonsymmetric preconditioners H
(1)
j and H˜
(1)
j :
(R) There is a nonnegative constant k0 independent of k such that
Tjv = Tk+k0v , v ∈ S◦k , j ≥ k + k0. (3.13)
Remark 3.3 The condition (R) states that subsequent truncation of level
k functions uniformly becomes stationary after k0 steps. We can expect
from heuristic arguments that (R) is satisﬁed with k0 independent of j by
all splittings arising from the outer iteration, if the free boundary is a lower
dimensional manifold which is approximated properly by the ﬁnite element
discretization and the underlying active set strategy.
The condition (R) will be typically applied as in the proof of the following
lemma.
Lemma 3.3 Assume that (R) is satisﬁed. Then there exist constants c(k0),
C(k0) with the property
c(k0)a(λ, λ) ≤ a(Tjλ, Tjλ) ≤ C(k0)a(λ, λ) , λ ∈ ΛˆH. (3.14)
Proof. Let 1 ≤ k ≤ j−1. Then it follows by the usual aﬃne transformation
technique that
c|λ|1,t ≤ |Tk+1λ|1,t ≤ C|λ|1,t (3.15)
holds for all λ ∈ Λˆk and t ∈ Tk. Now apply (R) to obtain the factorization
Tj = TjTj−1 . . . Tk+1 = Tk+k¯ . . . Tk+1
with k¯ = min(k0, j − k). Together with (3.15) we have
ck¯|λ|1,t ≤ |Tjλ|1,t ≤ C k¯|λ|1,t (3.16)
for all λ ∈ Λˆk and t ∈ Tk. Now the assertion follows from the ellipticity of
a(·, ·).
We are ready to establish lower and upper bounds for the nonsymmetric
preconditioners Hj = H
(1)
j , H˜
(1)
j .
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Theorem 3.1 Assume that the regularity condition (R) holds. Then there
exist constants K0, K1 depending only on α0, α1 in (1.3), the shape regularity
of T0 and the constant k0 in (R) such that the estimate
K0(j + 1)
−2a(v, v) ≤ a(HjAjv, v) ≤ K1a(v, v) , Hj = H(1)j , H˜(1)j
holds for all v ∈ S◦j .
Proof. Let us ﬁrst consider the case Hj = H
(1)
j . To verify the assumption
of Lemma 3.1 i) we consider the splitting
v = v0 +
∑
λ∈Λ(1)H
vλ , v0 ∈ V (1)0 , vλ ∈ V (1)λ (3.17)
of some ﬁxed v ∈ S◦j . As (3.8) provides a direct splitting of S◦j , this repre-
sentation is unique. We can ﬁnd vˆ0 ∈ Vˆ0, vλ ∈ Vˆλ with the property
v0 = Tjvˆ0 , vλ = Tj vˆλ , λ ∈ ΛˆH (3.18)
and deﬁne vˆ ∈ Sj by
vˆ = vˆ0 +
∑
λ∈ΛˆH
vˆλ. (3.19)
Note that in general vˆ ∈ S◦j . By the arguments applied in the proof of Lemma
3.3, it follows from (R) that
|vˆ|1 ≤ c(k0)|Tj vˆ|1 = c(k0)|v|1. (3.20)
Coming back to the assumption of Lemma 3.1 i), we have from Lemma 3.3
and the equivalence of norms on Sj that
a(v0, v0) +
∑
λ∈Λ(1)H
a(vλ, vλ) ≤ c(k0){a(vˆ0, vˆ0) +
∑
λ∈ΛˆH
a(vˆλ, vˆλ)}.
Hence, in view of (3.20) the lower bound follows from
a(vˆ0, vˆ0) +
∑
λ∈ΛˆH
a(vˆλ, vˆλ) ≤ C(j + 1)2a(vˆ, vˆ). (3.21)
Assume for the moment that Vˆ0 = Ø. Then we only have to collect the
well–known results of Yserentant [37] to show
∑
λ∈ΛˆH
a(vˆλ, vˆλ) ≤ α1
∑
λ∈ΛˆH
|vˆλ|21 ≤ c
j∑
k=1
4k
∑
λ∈Λˆk
v(λ)‖λ‖20
≤ 2c
j∑
k=1
4k‖(Ik − Ik−1)vˆ‖20 ≤ C(j + 1)2|vˆ|21
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where v(λ) denotes the value of v at the supporting point of λ. In particular,
we have employed an inverse inequality (Lemma 3.3 of [37]), the spectral
equivalence of the incorporated quadrature rule with the L2–norm and the
approximation of unity by the interpolation operators Ik (Theorem 3.2 of
[37]). The remaining estimate
a(vˆ0, vˆ0) = a(I0vˆ, I0vˆ) ≤ C(j + 1)|vˆ|21
easily follows from the stability of the interpolation (Theorem 3.1 of [37]).
We still have to consider the case
Λˆi = Ø , Λˆi−1 = Ø (3.22)
for some i > 0. Changing the initial level from 0 to i the assertion (3.21) is
immediately obtained from
∑
λ∈Λˆi
|vˆλ|21 ≤ C|Iivˆ|21 (3.23)
and the stability of the interpolation cited above. As a consequence of (3.22)
every point p ∈ P◦i has an i–neighbor q ∈ P•i so that (3.23) follows from
Lemma 3.2. This completes the proof of the lower bound of a(HjAjv, v).
To prove an upper bound by Lemma 3.1 ii), it is suﬃcient to show that
a(v, v) ≤ K1{a(v0, v0) +
∑
λ∈Λ(1)H
a(vλ, vλ)} (3.24)
holds for the splitting (3.17) of some ﬁxed v ∈ S◦j . Recall that the splitting
is unique. Using the arguments of the proof of Lemma 2.4 in [36] and the
proof of Lemma 3.3 we can show that
c(k0)
∑
p∈Pk∩t
|w(p)|2 ≤ |Tlw|21,t ≤ C(k0)
∑
p∈Pk∩t
|w(p)|2 , t ∈ Tk, (3.25)
for all w ∈ span{Λˆk}. Based on this norm equivalence, we can extend the
proof of the strengthened Cauchy–Schwarz inequality in [36] to truncated
functions, giving
(wl, wk)1 ≤ c(k0)
(
1√
2
)|l−k|−k0
|wl|1|wk|1 (3.26)
for all wl ∈ span{Λ(1)l }, wk ∈ span{Λ(1)k } and |l − k| ≥ k0. From (3.26) the
estimate
|v|21 ≤ C(k0){|v0|21 +
∑
λ∈Λ(1)H
|vλ|21} (3.27)
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can be derived by well–known arguments. Finally, (3.24) is an immediate
consequence of (3.27) and the ellipticity of a(·, ·).
By Lemma 3.3 and the equivalence of norms on S0 it is obvious that the
preconditioner H˜
(1)
j is just a spectrally equivalent modiﬁcation of H
(1)
j . This
completes the proof of the theorem.
For the symmetric preconditioner H
(2)
j we can state a related result without
any regularity assumptions imposed on the active set.
Theorem 3.2 There exist constants K0, K1 depending only on α0, α1 in
(1.3) and the shape regularity of T0 such that the estimate
K0(j + 1)
−2a(v, v) ≤ a(H(2)j Ajv, v) ≤ K1a(v, v)
holds for all v ∈ S◦j .
Proof. Let v ∈ S◦j . Based on the unique splitting
v = v0 +
∑
λ∈Λ(2)
vλ , v0 ∈ V (2)0 , vλ ∈ V (2)λ ,
we can follow the arguments in the proof of Theorem 3.1 with the important
diﬀerence that the corresponding results on hierarchical bases can be applied
directly. We only have to take care of the case
Λ
(2)
i = Ø , Λ(2)i−1 = Ø (3.28)
for some i > 0. But as in the case (3.22) we ﬁnd at least one i–neighbor
q ∈ P•i for each point p ∈ P◦,regi so that Lemma 3.2 can be applied.
Remark 3.4 Recall that the construction of the preconditioners is indepen-
dent of the construction of the disjoint splitting Pj = P◦j ∪P•j . In particular,
if we are solving an unconstrained elliptic problem, we can deﬁne the active
set P•j as the set of all nodes on which the iterative error is considered small
enough. A corresponding strategy has been proposed in [33]. In this case we
can not expect k0 in condition (R) to be uniformly bounded (c.f. Remark
3.3) so that only the symmetric preconditioner should be used.
Remark 3.5 In the proofs of Theorems 3.1 and 3.2 we have extended well–
known results on hierarchical bases from the unconstrained to the constrained
case by suitable properties of the truncation operators Tj or the restriction
of the active set P•j . The same technique can be applied to other multilevel
additive Schwarz methods as for example the BPX preconditioner to obtain
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related results in three space dimensions [7].
Theorems 3.1 and 3.2 show that under reasonable assumptions, all precon-
ditioners under consideration are spectrally equivalent. Still in the nonsym-
metric case the actual constants depend heavily on the constant k0 , while
the behaviour of the symmetric preconditioner H
(2)
j is expected to be more
robust with respect to the choice of P•j . This theoretical reasoning will be
supported by the numerical results presented in Chapter 5.
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 SemiLocal and Local Error Estimates
Let u ∈ H10 (Ω) denote the exact solution of (1.2) and uj ∈ Sj the exact
solution of the approximate problem (2.1) with respect to T = Tj. Expecting
that only an approximation u˜j ∈ Sj of uj is known in actual computations,
we are interested in a–posteriori error estimates ε˜ for the total error ε,
ε = ‖u− u˜j‖ := a(u− u˜j, u− u˜j)1/2
which are eﬃcient and reliable in the sense that
γ0ε˜ ≤ ‖u− u˜j‖ ≤ γ1ε˜ (4.1)
holds with positive coeﬃcients γ0, γ1 depending only moderately on the re-
ﬁnement level j. The local contributions to ε˜ will be used as local error
indicators in the adaptive reﬁnement process. This concept of adaptivity is
well established for linear elliptic equations and has been used by a variety of
authors. See [3, 13, 21, 26, 35] for further references. Extending the approach
of Deuﬂhard, Leinen and Yserentant [13, 26] to obstacle problems, we will
proceed in two main steps:
• Step 1: Replace the exact solution u in (4.1) by the piecewise quadratic
approximation Uj ∈ H10 (Ω).
• Step 2: Localize the computation of Uj to obtain U˜j with ε˜ := |U˜j − u˜j|
satisfying (4.1).
The ﬁrst step is settled by the following lemma which is a consequence of the
triangle inequality.
Lemma 4.1 Assume that the piecewise quadratic approximation Uj is of
higher accuracy in the sense that
‖u− Uj‖ ≤ q‖u− uj‖ , 0 ≤ q < 1 , j = 0, 1, . . . (4.2)
and u˜j ∈ Sj satisﬁes
‖u− uj‖ ≤ σ‖u− u˜j‖ , j = 0, 1, . . . (4.3)
with qσ < 1 and q, σ not depending on j. If ε˜ satisﬁes
γ˜0ε˜ ≤ ‖u˜j − Uj‖ ≤ γ˜1ε˜ (4.4)
then (4.1) holds with γ0 = γ˜0/(1 + qσ) and γ1 = γ˜1/(1− qσ).
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Remark 4.1 Note that (4.3) holds with σ = 1 if no obstacle is present. In
general, (4.3) follows from
‖uj − u˜j‖ ≤ (1 − 1/σ)‖u− uj‖.
which may be regarded as an accuracy assumption on u˜j. Recall that for
suﬃciently smooth data the piecewise quadratic approximation is of higher
order than piecewise linear elements (c.f. [12]). In this case (4.2) is trivial, if
the initial triangulation T0 is chosen ﬁne enough.
In the sequel we assume that the assumptions of Lemma 4.1 are satisﬁed to
concentrate on the derivation of ε˜ with the property (4.4).
Let Qj ⊂ H10 (Ω) denote the subspace of piecewise quadratic functions on Tj
vanishing at the boundary and
KQj =
{
v ∈ Qj| v(p) ≤ ϕL(p), p ∈ Pj, v(e) ≤ ϕQ(e), e ∈ Ej
}
the corresponding approximation of the constraints K. Here we used v(e) :=
v(midpoint of e), e ∈ Ej , for functions v : Ω → R and suitable restrictions
ϕL, ϕQ of the obstacle ϕ to Pj and Ej, respectively. Now Uj can be computed
from
Find Uj ∈ KQj such that a(Uj, Uj − v) ≤ (Uj − v) , v ∈ KQj . (4.5)
For notational convenience the index j will be suppressed in the following
notations. In view of Lemma 4.1 we are interested in the defect d = Uj− u˜j ∈
Qj which is the unique solution of
Find d ∈ D such that a(d, d− v) ≤ r(d − v) , v ∈ D. (4.6)
The constraints are given by
D = D(u˜j) := {v ∈ Qj| v + u˜j ∈ KQj }
and the right–hand side is the residual r := − a(u˜j, ·).
As d is not available at reasonable computational cost the remainder of this
chapter will be devoted to the localization of the defect problem (4.6). A
possible way is indicated in the next lemma, showing that (4.1) is preserved
by spectrally equivalent modiﬁcations of a(·, ·).
Lemma 4.2 Let d˜ be the solution of
Find d˜ ∈ D such that a˜(d˜, d˜− v) ≤ r(d˜ − v) , v ∈ D (4.7)
with a symmetric form a˜(·, ·) satisfying
c0a˜(v, v) ≤ a(v, v) ≤ c1a˜(v, v) , v ∈ Qj. (4.8)
with positive constants c0, c1. Then
C0a˜(d˜, d˜) ≤ a(d, d) ≤ C1a˜(d˜, d˜) (4.9)
holds with C0 = (c
−1
0 + 2c1(1 + c
−1
0 ))
−1
, C1 = c1 + 2c
−1
0 (1 + c1).
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Proof. By symmetry arguments it is suﬃcient to establish the right in-
equality in (4.9). Together with (4.8) we obtain from (4.6) that
a(d, d) ≤ c1a˜(d˜, d˜) + 2r(d − d˜).
Now the assertion follows from
r(d − d˜) ≤ c−10 (1 + c1)a˜(d˜, d˜). (4.10)
To show (4.10) observe that the choice v = d in (4.7) leads to
r(d − d˜) ≤ a˜(d˜, d− d˜). (4.11)
Hence, in view of Cauchy’s inequality it remains to prove
|d− d˜|a˜ ≤ c−10 (1 + c1)|d˜|a˜ (4.12)
with | · |a˜ denoting the energy–norm induced by a˜(·, ·). It is obvious that d˜
is the solution of the original problem (4.6) with r replaced by a modiﬁed
right–hand side r˜ deﬁned by
r˜ := r + a(d˜, ·)− a˜(d˜, ·).
As the solution of variational inequalities depends Lipschitz–continuously on
the right–hand side with Lipschitz constant c−10 (c.f.[23]), we obtain (4.12)
from
|d− d˜|a˜ ≤ c−10 sup
|v|a˜=1
|a(d˜, v)− a˜(d˜, v)| ≤ c−10 (1 + c1)|d˜|a˜
This completes the proof.
Note that Lemma 4.2 is valid for arbitrary convex constraints and arbitrary
space dimensions.
To construct suitable quadratic forms a˜(·, ·) we introduce the two–level split-
ting
Qj = SL ⊕ SQ (4.13)
consisting of the linear part SL = Sj and the remaining quadratic part SQ.
Note that the quadratic bubbles μe ∈ Qj, e ∈ Ej deﬁned by
μe(p) = 0 , p ∈ Pj , μe(midpoint of g) = δe,g , g ∈ Ej
form a basis of SQ. Following (4.13) we split v ∈ Qj according to
v = vL + vQ
vL ∈ SL , vQ = ∑e∈Ej veμe ∈ SQ (4.14)
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Then we obtain the quadratic form b(·, ·),
b(v, w) = a(vL, wL) + aQ(vQ, wQ) , aQ(vQ, wQ) :=
∑
e∈Ej
vewea(μe, μe) (4.15)
by neglecting the coupling of SL, SQ and μe, μg, e = g, respectively. Using
additionally the preconditioner aˆ(·, ·) resulting from the standard hierarchical
basis decomposition of SL = Sj , we end up with
bˆ(v, w) = aˆ(vL, wL) + aQ(vQ, wQ) (4.16)
Summarising these results we obtain the ﬁrst important result of this chapter.
Theorem 4.1 Assume that condition (Q) is satisﬁed. Let dˆ be the solution
of the semi–local problem
Find dˆ ∈ D such that bˆ(dˆ, dˆ− v) ≤ r(dˆ − v) , v ∈ D. (4.17)
Then (4.1) holds for
ε˜ = |dˆ|bˆ
and γ0 = γˆ0/(j + 1), γ1 = γˆ1. Here γˆ0, γˆ1 are depending only on the shape
regularity and the local ellipticity of a(·, ·).
Proof. Theorem 4.1 is an immediate consequence of the Lemmas 4.1 and
4.2 together with the Lemma on p. 14 in [13].
Remark 4.2 The error estimate (4.17) is called semi–local, because the
frequencies of dˆ are decoupled with respect to the quadratic form but coupled
by the set of constraints D. Of course (4.17) reduces to the error estimate
proposed in [13], if the obstacle is not active.
Remark 4.3 The simpliﬁed defect problem (4.17) may be solved approxi-
mately using the active set strategy described above. As the preconditioners
proposed in the preceding chapter are just truncated versions of aˆ(·, ·), we
can expect the corresponding linear subproblems to be solved very eﬃciently.
Note that by Theorem 3.1 or 3.2 any preconditioned cg–iterate of the linear
subproblem satisﬁes (4.1) as soon as the active set is determined correctly.
To derive a less robust but local error estimate we consider the simpliﬁed
defect problem
Find d˜ ∈ D such that b(d˜, d˜ − v) ≤ r(d˜ − v) , v ∈ D. (4.18)
Recall that
c0b(v, v) ≤ a(v, v) ≤ c1b(v, v) , v ∈ Qj (4.19)
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with positive constants c0, c1 independent of j (c.f. [13]). According to (4.2)
the solution d˜ of (4.18) provides an error estimate with the property (4.1).
Now (4.18) is decoupled by one block Gauss–Seidel iteration step applied to
the initial iterate zero, i.e., we compute an estimate δ = δL + δQ from
Find δL ∈ DL such that a(δL, δL − v) ≤ rL(δL − v) , v ∈ DL (4.20)
and
Find δQ ∈ DQ(δL) such that
aQ(δQ, δQ − v) ≤ rQ(δQ − v) , v ∈ DQ(δL) (4.21)
where rL, rQ denote the restriction of r to SL,SQ and DL, DQ(δL) are
deﬁned by
DL = SL ∩D , DQ(wL) = {vQ ∈ SQ| vQ + wL ∈ D} , wL ∈ SL
Note that the linear defect problem is recovered by (4.20) with the conse-
quence δL = 0. Moreover, each component of δQ can be computed separately
so that
ε˜ = |δQ|aQ (4.22)
provides a local error estimate.
Let us introduce the interpolation operator π : SL → SQ deﬁned by
π(vL)(midpoint of e) = (vL(p1) + v
L(p2))/2 , e = (p1, p2) ∈ Ej , vL ∈ SL
We now show that (4.22) provides a lower bound for the total error.
Theorem 4.2 Assume that
(L) |π(d˜L)|aQ ≤ β‖d˜L‖
holds with a positive constant β independent of j. Then
γ0|δQ|aQ ≤ ‖u˜j − u‖
holds with a positive constant γ0 depending only on β, the shape regularity of
T0 and the local ellipticity of a(·, ·).
Proof. Obviously d˜Q is the solution of
Find d˜Q ∈ DQ(d˜L) such that
aQ(d˜Q, d˜Q − v) ≤ r(d˜Q − v) , v ∈ DQ(d˜L) (4.23)
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with d˜ = d˜L+d˜Q. Representing (4.23) as a complementary problem it is easily
veriﬁed that (4.21) and (4.23) are symmetric with respect to the obstacle and
the right–hand side. More precisely (4.21) and (4.23) can be replaced by
Find δQ ∈ R such that
aQ(δQ, δQ − v) ≤ aQ(ϕQ − π(u˜j), δQ − v) , v ∈ R (4.24)
and
Find d˜Q ∈ R such that
aQ(d˜Q, d˜Q − v) ≤ aQ(ϕQ − π(u˜j + d˜L), d˜Q − v) , v ∈ R (4.25)
with constraints
R = {v ∈ SQ| ve ≤ rQe /a(μe, μe), e ∈ Ej}
Again we use that (4.24), (4.25) are Lipschitz with respect to the right–hand
side to obtain
|δQ − d˜Q|aQ ≤ |π(d˜L)|aQ (4.26)
Now the assertion follows from the triangle inequality and the assumption
(L).
Remark 4.4 Obviously (L) can be replaced by
|d˜L|2 ≤ β ′‖d˜L‖ (4.27)
which may be regarded as a regularity condition imposed on the free bound-
ary. Indeed, regarding d˜L as a perturbation of the decoupled solution δL = 0
by the coupling with d˜Q at the free boundary, condition (L) requires that
these perturbations remain local with increasing j. Note that if condition
(L) is not satisﬁed, (4.21) still provides a lower bound for the error though
it may deteriorate with successive reﬁnement.
Remark 4.5 The error estimate (4.21) has been originally proposed in
[24, 25] for the adaptive solution of a special obstacle problem arising in
semiconductor device simulation. In this special problem we can expect from
the physical data that the error is dominated uniformly in j by contributions
generated away from the free boundary, suﬀering only minor eﬀects from the
localization (4.20), (4.21). In particular, the nonactive region can be always
resolved with suﬃcient accuracy on the initial triangulation T0. Under these
assumptions we can easily prove that (4.21) is reliable in the sense of (4.1),
in particular that (4.21) also provides a uniform upper bound of the exact
error ε.
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However, simple examples show that (4.21) may deliver ε˜ = |δQ|aQ = 0
though we have d = 0, showing that an upper bound cannot be obtained from
(4.21) without further assumptions such as mentioned above. Together with
Theorem 4.2 this indicates that (4.21) is likely to underestimate the error, a
behaviour which will be conﬁrmed by numerical experiments reported in the
next chapter.
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 Numerical Results
In this chapter we compose an adaptive Multilevel Method from the modules
described above. This method is then applied to a challenging model problem
conﬁrming the properties expected from the theoretical considerations.
On each reﬁnement level j we apply the active–set strategy given in Chap-
ter 2 until the active set is left invariant. The iteration is started with the
interpolated approximation from the previous level with the value at each
node having at least one active neighbor projected to the obstacle. On the
ﬁrst level the obstacle function is used as initial iterate. Each step of the
outer iteration requires the solution of the linear subproblem (2.8) which is
performed iteratively by cg–iterations preconditioned by the reduced hierar-
chical basis preconditioners introduced above. This inner iteration is stopped
as soon as the estimated linear iteration error κ satisﬁes
κ ≤ κ0 . (5.1)
where estimate κ is computed as described in [13]. Recall that the threshold
κ0 has to be chosen small enough to ensure the convergence of the outer
iteration (c.f. Remark 2.1). In the following example κ0 = 10
−3 is used.
The same algorithm with κ0 replaced by κ
′
0 = 10
−2 is applied to the solution
of the semi–local defect problem providing the error estimate
εs = |dˆ|bˆ ,
with dˆ computed approximately from (4.17). A local error estimate
εl = |δ|b
is obtained by approximating (4.20) and evaluating (4.21). The iterative
solution of the semi–local defect problem is started with the local estimate
(0, δQ). Given some approximation θ = dˆ, δ of the defect d, an edge e ∈ Ej is
reﬁned if its contribution ηe,
ηe = (θ
Q
e )
2 a(μe, μe),
exceeds a certain threshold η¯. To determine η¯ we extrapolate ηe as pro-
posed in [2] (see [24] for details). A new triangulation is constructed by red
reﬁnements and green closures referring to [3, 26, 31, 32] for details.
Now we apply the algorithm to a well-known problem describing the elasto–
plastic torsion of a cylindrical bar with quadratical cross–section Ω = (0, 1)×
(0, 1) which is twisted at its upper end around the longitudinal axis in such
a way that the lateral surface remains stress free. Modelling the plastic
region according to the von Mieses yield criterion and normalizing physical
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constants, it has been shown in [11] that for positive twist angle C per unit
length the stress potential u is the solution of the variational inequality (1.2)
with a(·, ·), (·) given by
a(v, w) =
∫
Ω
(
∂v
∂x
∂w
∂x
+
∂v
∂y
∂w
∂y
)d(x, y) , (v) = 2C
∫
Ω
v d(x, y)
and constraints K,
K = {v ∈ H10 (Ω)| v(x, y) ≤ dist((x, y), ∂Ω), f.a.a. (x, y) ∈ Ω}.
The active points characterize the plastic region while the material is con-
sidered elastic in nonactive points. We refer to [15, 17] for the numerical
treatment and to [30] for a theoretical analysis of the problem.
Note that the problem has singular perturbation character with respect to
the elastic region which is located along the diagonals and is shrinking for
increasing C .
Figure 5.1 Initial Triangulation T0
Starting with the initial triangulation T0 depicted in Figure 5.1 and choos-
ing C = 15, all nodal points remain active up to the 3rd (uniform) reﬁne-
ment level, rendering a quite challenging problem for an adaptive multilevel
method.
In Table 1.1 we report the number of iterations required by the solution
process. The data are presented in the form ”number of outer iterations /
average number of inner iterations” both needed for the solution and the
semi–local error estimate, respectively. In both cases the symmetric version
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Figure 5.2 Final Triangulation T10 and Solution U10
of the hierarchical basis preconditioner is used. The diﬃculty of detecting
the elastic region leads to the diﬀerence between depth and reﬁnement level
arising from level 5 to 7. Note that T7 ﬁnally allows for a satisfying resolution
of the elastic zone. Up to this level the computational work is dominated
by the error estimation providing the local error indicators for the adaptive
reﬁnement process.
Level Depth Nodes Iterations
Solution Error Estimate
0 0 5 1/0.0 2/0.5
1 1 13 1/0.0 2/1.0
2 2 29 1/0.0 3/1.0
3 3 57 2/0.5 3/2.3
4 4 153 2/2.5 3/3.6
5 5 381 2/5.0 4/2.0
6 5 541 3/3.0 3/2.0
7 5 749 3/3.3 1/0.0
8 6 1605 3/4.3 2/0.0
9 7 5793 4/5.5 2/0.0
10 8 6265 3/6.0 2/0.0
Table 5.1 Iteration History
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On the subsequent levels the semi–local error estimate automatically reduces
to the local error estimate. Indeed, the outer iterations do not change the
initial guess and may be skipped.
The ﬁnal triangulation T10 is depicted in Figure 5.2 together with the level
curves and the elastic region of the corresponding solution.
The behaviour of both error estimates is illustrated in more detail in Figure
5.3. Again it is obvious that the situation changes at level 7 (749 nodes),
showing a signiﬁcant decrease of the “exact” error and both estimates. To
compute the “exact” error we performed a uniform reﬁnement of T10 and
computed the diﬀerence to the corresponding solution. Note that only the
semi–local estimate provides satisfactory results on lower levels. In fact, due
to the very coarse initial grid the local error estimate fails in this example
providing εlj = 0 for j = 0, 1, 2. Recall that the performance of both error
estimates could be expected from the theoretical considerations in the pre-
ceding chapter. In particular, the local estimate (4.21) should not be used
until the underlying triangulation is ﬁne enough to detect all parts of the
inactive region but works very eﬀectively from this moment on.
Figure 5.3 Comparison of the Error Estimates
The ﬁnal Figure 5.4 gives a comparison of both versions of the hierarchical
basis preconditioners. To amplify the diﬀerent behaviour we choose ε0 very
small, i.e., ε0 = 10
−8 and the initial iterate is ﬁxed to the upper obstacle
for all inner iterations. For each outer iteration we report the number of
(preconditioned) cg iterations for the linear subsystem involving the maximal
number of unknowns.
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Figure 5.4 Comparison of the Preconditioners
As expected, multilevel preconditioning does not improve the convergence of
the cg iteration as long as the actual problem allows no suitable represen-
tation on the coarser triangulations. Obviously, the nonsymmetric version
even deteriorates the convergence until the contribution of non–truncated
hierarchical basis functions becomes dominant on level 9. On the other hand
the symmetric version immediately takes advantage of the good resolution
on level 7 (133 unknowns) and does not deteriorate the convergence on lower
levels. Note that in both cases the number of iterations becomes a linear
function of the reﬁnement level j, if j is large enough. This is exactly the
behaviour predicted by the theoretical results derived in Chapter 3.
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