Introduction
Test automation remains a major bottleneck in the plugand-play design of system-on-a-chip (SOC). New techniques are needed to test complex SOCs consisting of several intellectual property (IP) cores. Each of these cores must be exercised with a large number of precomputed test patterns. The volume of test data and the testing time for an SOC are growing rapidly as IP cores become more complex and an increasing number of cores are integrated on a chip.
Test resource partitioning (TRP), in which some of the test resources are moved from the automatic test equipment (ATE) to the chip, offers a promising solution to the problem of rising test data volume and testing time [10] . One approach to TRP is based on test data compression [2] . In this approach, a precomputed test set from § during test application [3, 4, 5, 6] . Compression codes have recently been shown to be very effective in reducing test data volume and testing time [4, 6] . Here, we address the following important questions related to TRP based on test data compression:
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What are the fundamental compression limits of the codes proposed for TRP?
How effective are these codes for representative industrial circuits?
What techniques and variants can be used to increase the compression further?
How do these codes compare to standard Unix file compression utilities such as gzip and compress? We systematically address each of these issues and show that compression codes are especially suitable for TRP.
In order to efficiently encode SOC test data, we can use conventional run-length codes to map variable-length blocks of data to fixed-length codewords. These codes are however less efficient than more general variable-tovariable-length codes [7, 8] , especially if hardware-based decoding is necessary. Instead of using a run-length code with a fixed block size , we can achieve greater compression by using Golomb coding, which maps variable-length runs of 0s in the data sequence to variable-length codewords [7] . Yet another approach to run-length coding is based on the use of the frequency-directed run-length (FDR) code [6] , which takes into account the specific properties of the data source. The on-chip decompression hardware is extremely small for the Golomb and the FDR code [4, 6] .
In this paper, we examine the fundamental limits of compression achieved by the Golomb code, the conventional run-length code and the FDR code. We compare the compression achieved with the three codes for a binary memoryless data source, and show that the FDR code outperforms both the conventional run-length code and the Golomb code. We also show that the average codeword size for the FDR code is smaller than that for the Golomb code. This analysis is necessary to explain the high percentage compression reported in [4, 6] for the ISCAS-89 benchmark circuits. Such a rigorous analysis has not been attempted before for these codes. In particular, the FDR code was developed only recently [6] and hence has not been studied by the information theory community.
It was shown in [6] that the FDR code is very effective for compressing deterministic test sequences. We now present a novel technique to further increase the amount of compression for precomputed test sets. We show that the hardware overhead for the proposed scheme is small and requires only a simple redesign of the decompression logic for the basic FDR code. In addition, we apply the Golomb Group  Code  GrGroup  Code  -length  oup  prefix  Tail  -word  oup  prefix  Tail  -word  0  00  000  0  0  00  1   ¤   0  01  001 1  01  2  10  010  00  1000  3  11  011   ¤  ¦ ¥   10  01  1001  4  00  1000  10  1010  5   ¤  ¥   10  01  1001  11  1011  6  10  1010  000  110000  7  11  1011  001  110001  8  00  11000  010 and FDR codes to the scan test data for two real-life microprocessor designs from IBM. We demonstrate that the compression results obtained for these circuits are not only exceptionally high, but they are extremely close to fundamental entropy bounds. Finally, we show that the FDR code is almost as effective as the Unix file compression utilities gzip and compress. This is particularly striking since gzip and compress employ sophisticated compression algorithms, and the corresponding decompression utilities (gunzip and uncompress) are implemented in software. The rest of the paper is organized as follows. We present a rigorous analysis of the conventional run-length code, the Golomb code and the FDR code for a memoryless binary data source in Section 2. In Section 3, we present the modified test architecture for on-chip pattern decompression. Experimental results for the large ISCAS-89 benchmark circuits and two industrial circuits from IBM are presented in Section 4. We also present entropy bounds and show that the FDR code provides almost as much compression as the entropy bounds for the benchmarks and for the industrial circuits.
Analysis for a memoryless data source
In this section, we analyze the Golomb code, the conventional run-length code and the FDR codes for a memoryless data source that produces 0s and 1s with probabilities and ( ), respectively. The purpose of this analysis is to examine the fundamental limits of the three codes, and to demonstrate the effectiveness of the FDR code for all values of , . The entropy " ! of the data generated by this memoryless source is given by the following equation [8] :
We first analyze the Golomb code with parameter B . This is necessary to determine a baseline for evaluating FDR codes. (The reader is referred to [4] for a review of Golomb codes. 
) bits each [4] . Therefore, the average codeword length s t for the Golomb code is given by:
We next determine , the average number of bits in any run generated by the data source. It can be easily shown that:
The effectiveness of compression is measured by the compression gain , which is defined as the ratio of the average number of bits in any run to the average codeword size, i.e., $ s t
. An upper bound on the compression gain is obtained from the entropy # " ! of the source using the equation
. Figure 1 presents the FDR coding procedure (details are discussed in [6] for FDR codes is given by
, we have
. . Finally, it can be easily shown that the average codeword size for FDR codes is less than for that for Golomb codes. Hence these results show that FDR codes are inherently superior to Golomb codes and run-length codes, and they allow us to approach fundamental entropy limits.
Improved test data compression
In this section, we present an enhancement to the basic on-chip decompression architecture of [4] to increase the amount of compression achieved with variable-to-variablelength codes. We first present a theoretical basis for the proposed scheme and then present the architecture for achieving higher compression.
It was shown in [4] that the compression achieved is directly proportional to the number of 1s in the test set. Hence, for the test cubes that have more 1s than 0s, inverting the 0s to 1 (and vice versa) is expected to yield higher compression. Upper and lower bounds on the amount of compression achieved using Golomb codes were presented in [4] . . The "switch" signal can either be provided by the ATE or by a small on-chip finite-state machine. Figure 5 shows a test architecture for the proposed scheme. Our experiments show that the proposed test architecture based on selective inversion of patterns provides significant improvements over the amount of compression obtained using simple test pattern decompression.
Experimental results
We evaluate the proposed compression techniques for the ISCAS-89 benchmarks and two representative industrial circuits. The experiments were conducted on a Sun Ultra 10 workstation with a 333 MHz processor and 256 MB of memory. For ISCAS-89 benchmarks, we considered only the large full-scan circuits with a single scan chain each. The test vectors for these circuits were reordered to increase compression. Table 1 presents the experimental results for test cubes § obtained from the Mintest ATPG program with dynamic compaction [11] . The table lists the sizes of the precomputed (uncompacted) test sets, the sizes of the encoded test sets obtained using the difference vector test sets derived from § and § G E¨ a nd the percentage compression for Golomb and FDR codes. We note that the § 7 E¨ y ields better compression in all cases. This increase in compression is obtained at negligible additional cost since only an inverter needs to be added to the decompression circuit.
We now present compression results when test pattern compression/decompression is performed in two stages. Table 2 shows the results for the scheme based on selective inversion of patterns. We note that there is significant increase in compression in almost all cases. For example, there is 24.51% increase in compression for s38417 using the FDR code. The results show that the proposed twostage compression/decompression scheme makes test data compression even more attractive for TRP.
Next, we compare the experimental results to the theoretical upper bounds on the compression predicted by the "entropy" of the test data. Let Table 3 compares the entropy bounds to the compression obtained with the FDR code. We find that in almost all cases, the percentage compression obtained is very close to the entropy bound (less than 3% in all cases).
We next present experimental results for two real test sets from industry. The test set for the first circuit (CKT1) from IBM consists 32 statically-compacted scan vectors (a total of 362922 bits of test data per vector). This microprocessor design consists of 3.6 million gates and 726000 latches. The compression results using the Golomb and the FDR code, and the entropy bounds for the 32 scan vectors are shown in Table 4 . Note that we obtain a staggering 97.10% compression on average. Table 4 also shows the entropy bounds for the test vectors. The difference between the entropy-based lower bound on the size of the encoded data and the size of An explicit distinction is being made here between the formal notion of entropy for a probabilistic data source, and the entropy measure for a deterministic test set with relative frequencies of test patterns. FDR-coded data is less than 1% in all cases. Table 5 shows experimental results for a second microprocessor circuit (CKT2) from IBM. § for this consists of a set of 4 scan vectors (a total of 1031072 bits of test data per vector); this design contains 1.2 million gates and 32200 latches. Over 95% compression is obtained for the test cubes of CKT2. The compression results here are also within 1% of the entropy bounds.
Finally, we compare the compression obtained using the FDR code to the Unix file compression utilities gzip and compress. In order to carry out a fair comparison, we converted the encoded test sets obtained using the FDR code to a binary format. Table 6 shows the size of the encoded test set and the percentage compression obtained using gzip, compress, and the FDR code. We note that in almost all cases, the compression obtained using the FDR code is close to the compression obtained using the two Unix utilities. For s9234, the FDR code outperforms both gzip and compress. The gzip and compress utilities employ far more complex encoding algorithms than the FDR code. Hence it is inconceivable that they can be decoded using simple hardware techniques for TRP; the corresponding decompression utilities (gunzip and uncompress) are usually implemented in software. It is therefore particularly noteworthy that the simpler FDR code, which can be easily used for on-chip decompression, provides almost as much compression as gzip and compress.
Conclusion
Test data compression based on the FDR code is especially attractive for SOC test resource partitioning. Our rigorous analysis reveals that the FDR code outperforms both the conventional run-length code and the Golomb code. Moreover, the compression obtained using the FDR code is close to the entropy-based fundamental bound. We have also presented a modified test data compression/decompression architecture that provides even higher compression. The proposed test architecture requires a simple redesign of the FDR decoder and the corresponding hardware overhead is kept small. We have also compared the FDR code to the standard Unix file compression utilities gzip and compress. Even though decompression for the FDR code is considerably simpler than the software-based decompression for gzip and compress, we obtain comparable compression using the FDR code for all benchmark circuits. Experimental results for the larger ISCAS-89 benchmarks and for two IBM production circuits demonstrate the effectiveness of test data compression for TRP.
