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It is well known that the atmospheric inhomogeneities have great impact on sound 
propagation over long ranges.  For the application of predicting wind turbine noise, either 
the flow wakes generated by rotating turbine blades or small-scale atmospheric 
turbulence can affect the propagation of sound over ground surfaces from individual 
turbines.  
In this thesis, the effects of wake and atmospheric turbulence on the propagation of 
wind turbine noise are investigated. By introducing the Parabolic Equation (PE) method, 
the effects of atmospheric changes in sound speed can be incorporated at each marching 
step as the prediction of sound field advances in the horizontal ranges. With a simulated 
wake profile near the wind turbine, more accurate predictions in the sound field can be 
achieved for realistic atmospheric conditions. This work aims to improve current 





CHAPTER 1: INTRODUCTION                            
1.1 Background 
As a consequence of the pressing demand for green energy, wind energy has been a 
quickly growing industry in recent years. In 2013, the U.S. Department of Energy (DOE) 
reported that wind power represented 33% of all U.S. capacity additions since 2007. In 
the United States, the installed wind capacity reaches up to 61,946 MW and there were 
over 46,300 wind turbines installed by the end of June 2014 [1].  
The widespread deployment of wind farms shows a promising future for clean 
energy. However, developments of wind farms are still frequently opposed by 
neighborhood communities because of some adverse effects caused by wind turbines. 
One primary issue is the noise emission generated by wind turbines. Even though the 
settings of the wind turbines are often erected in offshore locations and rural areas, 
complaints of wind turbine noise are still reported from communities thousands 
kilometers away [2-5]. It is therefore necessary to estimate the noise level over long 
ranges for assessing the impact of wind turbine noise. 
Generally, the noise caused by wind turbines can be classified into two categories: 
the mechanical noise and the aerodynamic noise. Mechanical noises are caused by the 
gearbox, bearings, cooling fans, converters, etc. This type of noise source has become 
less significant in recent years because of many improved mechanical noise-reducing 
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features in modern wind turbines such as nacelle insulation, silenced ventilation and 
gearbox isolation [6]. Aerodynamic noises are primarily introduced by the interaction of 
the turbine blades and the complex flow field around the blades. This type of noise 
sources is usually broadband and highly correlated with the rotating speed of the turbine. 
In general, they can be divided into blade noise, inflow turbulence noise, and airfoil noise. 
In many studies of wind turbine noise, the aerodynamic noise is considered to be more 
important and is regarded as the primary characteristic of wind turbine noise [7-9].  
Characterization of the noise source helps to regulate and control the noise emission 
of wind turbines, but it’s still not enough to access the noise impact on communities. 
There are many factors contributing to the process for assessing the impacts of wind 
turbine noise (Figure 1) [10]. Effects of geometric spreading, porous ground, 
meteorology and atmospheric absorption may have significant influence on the amount of 
sound when it reaches the receiver. These effects have been extensively studied in many 
topics related to outdoor sound propagation. In the specific case of wind turbine noise, 
the atmospheric conditions can be even more complicated since the rotating blades of 
wind turbine will disturb the flows generating wakes and turbulence.  
Since measurements of noise level at each residential location take considerable 
efforts, propagation models are usually employed to predict the level of wind turbine 
noise. Many propagation models, e.g., International Standards Organization (ISO) 9613-2, 
CONCAWE and HARMONOISE, are available for predicting wind turbine noises. In 
these models, the descriptions of the propagation paths are quite simple. For instance, the 
ISO model only considers for a simple night inversion condition but no specific 
adjustments are allowed for a variation in wind speeds [11]. CONCAWE and 
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HARMONOISE are improved models which allow for adjustments in wind speed, wind 
direction and atmospheric stability, but they do not have much flexibility to address the 
complexities along the propagation path of wind turbine noises [12, 13]. As standardized 




Figure 1.1. Illustration of sources, receivers and propagation paths [10]. 
 
Other than these models, some researchers have also employed numerical 
propagation models to improve the accuracy of noise prediction. With a semi- empirical 
model, Leloudas et al. [14] investigated the sound spectrum and directivity of noise 
emissions from a 2.3 MW wind turbine. Shen and Sørensen [15] compared the 
experimental data with predictions using aero-acoustic models.  Duconsson employed PE 
models to predict sound levels over flat terrain and compared results with measured 
sound pressure levels [16]. Kampanis and Ekaterinaris developed a method of modeling 
4 
 
wind turbines including the effects of irregular terrain [16]. Rui et al. [17] also developed 
a 3-D model to investigate the long range propagation of wind turbine noise. However, in 
these models, only the general meteorological conditions are considered. Detailed 
atmospheric information such as wakes and turbulence are not included in these 
propagation models. 
1.2 Outdoor Sound Propagation 
The propagation of sound outdoors has been studied for many years. When sound 
waves generated by a source travel to receivers, there are many factors contributing into 
the process. Effects such as ground, wind, temperature and atmospheric absorption have 
significant impacts on the sound field. Early work of outdoor sound propagation can be 
dated back to 1950s.  In this section, a brief introduction of each effect, and the methods 
that have been developed for quantifying them, will be presented.  
 Ground Effects 1.2.1
The acoustical properties of the ground surface along the propagation path have 
significant impacts on the sound field. A most commonly used parameter to describe the 
ground surface is the complex impedance, which is the ratio of the complex pressure to 
the normal component of complex velocity at the ground surface [18]. The characteristic 
impedance is the ratio of the complex pressure to the complex velocity, is also employed 
for a material that the sound wave can propagate through.  For a locally-reacting ground, 
the sound speed in the ground is much smaller than that in the air. The propagation 
direction of the transmitted wave thus can be considered normal to the surface, regardless 
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of the incident angle. And the characteristic impedance of the ground can be 
approximated by the complex impedance [18, 19]. 
 The acoustic characteristics of the ground surfaces are usually based on the model 
for the characterization of porous materials. By fitting the experimental data, Delany and 
Bazley [20] developed a semi-empirical model using a single parameter – the effective 
flow resistivity to predict the impedance of a range of fibrous absorbent materials. A 
more accurate four-parameter method was developed by Attenborough [21]. He used 
flow resistivity, porosity, pore shape factor, and tortuosity in his model. The Delany and 
Bazley model and Attenborough’s model are two popular models for the acoustical 
characterization of ground surfaces. At frequencies below 1000 Hz, the flow resistivity 
has the most significant influence on outdoor sound propagation while the tortuosity and 
porosity are more important at high frequencies. The four parameter model can also be 
reduced to models with fewer parameters for high flow resistivity and low frequency 
approximations. Attenborough [22] assessed several impedance models for the purpose 
of predicting the impedance of outdoor ground surfaces. The advantage of the four-
parameter model in describing the homogeneous ground surface was presented in [22]. 
For most cases, the ground surface impedance is sufficient to describe the ground 
property. In some propagation models especially for some analytical calculations, the 
spherical wave reflection coefficient is needed to describe the ground effect. 












where β  is the specific normalized admittance of the ground surface, and θ  is the 










= . (1.2) 
where 1R  and 2R  are the respective distances from the source and its image to the 
receiver. The effect of reflection caused by an impedance ground is shown schematically 
in Figure 1.2. For spherical waves, the classic Weyl-van der Pol formula can be used to 




ikR ikRe ep Q
R R
= + , (1.3) 
where Q is the spherical-wave reflection coefficient given by 
 (1 ) ( )p pQ R R F w= + − . (1.4) 
In Equation (1.4), ( )F w , is the boundary loss factor : 
 2( ) 1 ( ) ( )F w i w w erfc iwπ= + − −   (1.5) 
where w is often referred as the numerical distance calculated by: 
 ( )2 2 cosw ikR θ β= + +   (1.6) 
 Atmospheric Effect 1.2.2
Generally speaking, atmospheric effects can be summarized as atmospheric 




Figure 1.2. Geometry of a point source and receiver for ground reflection [18]. 
 
a) Atmospheric refraction 
Atmospheric refraction is the change of the propagation direction caused by a sound 
speed gradient which is usually caused by the presence of gradients in temperature and/or 
wind speeds. For propagation of sound in longer ranges, effects of atmospheric refraction 
can be very significant, for example, in an upward-refracting condition, shadow zones 
may be formed. 





= , (1.7) 
where T is the temperature, 0 273T K= , and 0 331c = m/s is the sound speed at 
temperature 0T . In a stationary atmosphere, sound waves propagate at the adiabatic sound 
8 
 
speed c . In a moving atmosphere, e.g. an atmosphere with wind, the effective sound 
speed can be defined as  
 effc c u= + , (1.8) 
where c is the adiabatic sound speed and u is the component of wind speed in the 
propagation direction of sound.  
 Sound in a negative sound speed gradient refracts upward. For example, during 
daytimes, air temperature decreases with height which can result in a negative gradient in 
the sound speed profile. This also happens when the wind speed, due to the viscous drag 
effects of ground, increases with height above the ground surface. In upwind directions, 
the effective speed of sound decreases with heights. This also gives a negative gradient in 
the effective sound speed profile.  
On the other hand, a positive temperature gradient and a downwind condition can 
create a positive gradient in sound speed profile which makes the sound refracting 
downward. The refraction effects are illustrated in Figure 1.3. 
b) Atmospheric turbulence 
In fluid dynamics, turbulence is often described as eddies of many different sizes, 
ranging from the largest, which is of the order of the height above the ground, to the 
smallest of the order of 1 mm [18]. Most of the kinetic energy is contained in the large 
eddy structures, then energy breaks down from the larger eddies to the smaller eddies, 
eventually being dissipated by viscous and thermal losses [18, 23].  
In the propagation of sound waves, the atmospheric turbulence is characterized by 
random fluctuations of wind speed and the temperature on time scales. These 
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instantaneous profiles significantly affect the atmospheric sound propagation, causing 
scattering of the acoustic energy. Such effects of atmospheric turbulence will be further 




Figure 1.3. Refraction effects caused by temperature and the direction of wind [23]. 
 
c) Atmospheric absorption 
A sound wave can dissipate energy when it travels through the atmosphere. Such a 
phenomenon is called the effect of atmospheric absorption. When waves propagate in the 
atmosphere, atmospheric absorption causes an exponential decrease of the amplitude with 
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distance, and the phase of a sound wave is also affected. The effects of atmospheric 
absorption depend on the temperature and humidity of the atmosphere, and have a strong 
relation to frequency of the sound wave. For the same atmospheric condition, high-
frequency sound waves dissipate more rapidly than low-frequency ones. Thus, for long 
range propagations, low-frequency noises are of more importance.  
 Numerical Models in the Propagation of Outdoor Sound 1.2.3
To include the many factors affecting the sound propagation paths, several 
numerical schemes have been developed during the past years. The ray tracing approach, 
the Fast Field Program (FFP), and, the Parabolic Equation (PE) methods are three of the 
most commonly used methods for predicting sound propagation outdoors. We shall 
discuss the primary concepts and latest works of these numerical methods in this section. 
a) The Ray Tracing Approach 
In the ray model, acoustic waves are modeled by a set of sound rays. The acoustic 
pressures can simply be determined by summing up all the sound rays reaching the 
receiver [18]. Because of the convenience for rendering realistic wave paths, the ray 
tracing approach has been widely used to study sound propagations in a refracting 
atmosphere. In most cases, the mathematical conditions required in the ray method are 
rarely met. More importantly, the ray tracing approach can introduce caustic singularities 
when two neighboring rays intersecting one another at a field point. In this case, infinite 
spikes occur at certain caustic locations [24, 25]. In addition, based on the high-frequency 
approximation, the ray approach has limited applications to low frequency problems. The 
11 
 
ray tracing approach may not be applicable for predicting wind turbine noise because it is 
primarily dominated by low frequency components. 
b) Fast Field Program (FFP) 
The Fast Field Program (FFP) was originally introduced by DiNapoli [26, 27] for 
applications in ocean acoustics in the 1970s. It was then adapted for atmospheric 
acoustics in 1980s. The FFP has proved to be particularly useful for calculating sound 
propagation for a stratified atmosphere [28-30]. In this method, the atmosphere is 
stratified into several vertical layers. The sound speed is assumed to be constant in each 
layer but it varies between layers forming a sound speed profile in the atmosphere. By an 
integral method, the wave equation is transformed into the wave number domain. 
Imposing the continuity of particle velocity and pressure at each interface, the sound 
fields can be expressed in an integral form. This integral can then be evaluated efficiently 
in the spatial domain by means of an inverse Fourier transformation.  
For a stratified atmosphere, the FFP method can give an accurate representation of 
the sound field. However, since it is based on the assumption that the atmosphere is 
vertically stratified, it is not capable to deal with the range-dependent atmospheric 
conditions. In the propagation of wind turbine noise, a more capable model is particularly 




c) The Parabolic Equation (PE) Method 
The Parabolic Equation method is based on the approximated parabolic form of the 
wave equation. Unlike the FFP method, the PE method is not restricted to sound 
propagation in a horizontally layered atmosphere or over a homogeneous ground surface. 
With a starting field at the beginning, a marching scheme is applied and the sound field is 
advanced in the horizontal direction. The changes of the atmosphere and terrain can then 
be incorporated into each step.  
This method was first introduced for electromagnetic wave propagation [31, 32]. 
Due to its accuracy and flexibility to deal with complex atmospheric conditions, the PE 
method has also been widely used in a variety of fields such as quantum mechanics [33], 
optics [34, 35] and seismic wave propagation [36]. In the application of wind turbine 
noise, this method has also demonstrated its ability to solve problems for range dependent 
environment such as varying complex terrain [16, 37]. To better apply this method into 
wind turbine noise prediction, further studies and improvements of the PE method will be 
addressed in this thesis. 
1.3 Objectives and Outline of This Work  
The aim of this work is to improve current prediction schemes for assessing the 
impact of wind turbine noise on the neighborhood communities. Instead of using rough 
approximations of the atmosphere parameters, detailed descriptions of the atmospheric 
conditions will be included to improve the accuracy of the prediction scheme. To reach 




The propagation path of wind turbine noise is expected to include the regions 
characterizing by wakes and turbulence generated by turbine blades. The PE model is 
employed due to its ability to handle the complex range dependent issue. Several 
improvements on PE modeling and implementations have been developed for predicting 
the noise level accurately and efficiently. An adapted PE model has also been introduced 
in this work to include turbulence effects for the sound propagation.  
For atmosphere descriptions, wakes and turbulence generated by the rotating blades 
of wind turbines are major concerns. Because of its capability to calculate the flow field 
in a large domain, the Actuator Line-Large Eddy Simulation (AL-LES) method is 
introduced for wake simulations. In the special case of sound propagation, this method 
can provide information about the wake with accuracy and efficiency. A statistical model 
for turbulence description has also been presented in this work. Effects of turbulence and 
wakes on sound propagation have been investigated and discussed respectively. 
There are five chapters for this thesis. This first chapter has already been provided as 
a background introduction of this work. Following by this chapter, Chapter 2 introduces 
the developments and improvements of the Parabolic Equation (PE)/Finite Element (FE) 
Model. With a cubic finite element discretization process, the PE/FE model can be used 
to obtain both the sound pressure and the derivative of the pressure simultaneously. A 
more efficient absorbing boundary condition is also introduced into this PE/FE model 
which can significantly reduce the computational time. The accuracy of this model will 
be validated through comparison with benchmark cases and extended capabilities of the 
PE/FE method will also be demonstrated in this chapter. 
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Chapter 3 investigates the influence of atmospheric turbulence on the propagation of 
sound. Beginning with general descriptions of atmosphere turbulence, the turbulence 
factor is then introduced into the previous PE/FE model. The effects of turbulence on 
sound propagation will be discussed with several test cases especially in the upward-
refracting conditions. 
Chapter 4 addresses the wake effects on sound propagation. The AL-LES method is 
introduced to perform the wake simulations, from which, the sound speed profiles with 
wake contributions are obtained by including flow velocities in the wake profiles. 
Numerical results of the sound field through wakes are discussed with comparisons of 
different sources height, source frequency and the existence of turbulence. 
Chapter 5 gives a summary of this research. Contributions and future improvements 




Figure 1.4. Structure of the thesis. 
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CHAPTER 2: THE TWO-DIMENTIONAL PARABOLIC EQUATION (PE) 
/FINITE ELEMENT (FE) MODEL                                    
2.1 Introduction 
The Parabolic Equation (PE) method is an approximation of the wave equation that 
models wave propagation in only one direction. Leontovich and Fock developed the first 
PE model to study the tropospheric propagation of electromagnetic waves in the mid 
1940’s [31, 32]. Hardin and Tappert [38], who introduced the PE method to underwater 
acoustics in the 1970’s, addressed the numerical efficiency for handling long-range, 
small-gazing-angle sound propagation in ocean. Their method with a split-step solution is 
recognized as the standard PE. With the development of digital computers, numerical 
solutions became easier to obtain and this stimulated a great deal of interest in 
applications of the PE. Many workers in the area of underwater acoustics applied the PE 
method. The standard PE was enhanced with more capabilities as time proceeded [39-41]. 
Besides underwater acoustics, the PE method has also been widely used in a variety of 
fields such as quantum mechanics [33], optics [34, 35] and seismic wave propagation 
[36]. In 1989, Gilbert and White [42] adapted and improved the PE method for outdoor 
sound propagation, extending its implementations in the field of atmospheric acoustics. 
As addressed in [42], one major advantage of the PE method is its ability to handle 
wave propagation in complicated inhomogeneous medium. By neglecting backscattered 
waves, the PE method only considers the outgoing wave in the direction from the source 
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to the receiver. With a starting field at the source or at a short range, the PE method 
marches the sound field in range with a step-wise extrapolation algorithm. Changes of 
atmospheric profiles and ground impedances can be taken into account along the 
propagation path. In earlier studies [37, 43-46], the PE method has already demonstrated 
great capabilities in solving sound propagation problems with range-dependent 
environment.  
A small-angle approximation is typically used both in the derivation of the standard 
PE and the starting fields. Hence, the standard PE method can only give accurate results 
in regions with elevation angles ranging from 10° to 35° [47]. Because sources and 
receivers are usually close to the ground in most conditions, this limitation does not affect 
the accuracy of PE in the prediction of long-range sound propagations. However, this 
angle limitation does make implementations more complicated when source directivity is 
included, for example, when sources are dipoles. In the case of a vertical dipole, such 
difficulty can be even more significant since the vertical dipole radiates sound at a larger 
elevation angle, where the accuracy of PE is degraded. While the PE’s capabilities to 
predict monopole sound field have been extensively verified, its implementations in 
handling directional sources like dipoles have not been investigated thoroughly.  
When implementing the PE method numerically, accuracy and computational 
efficiency are major concerns. To obtain an accurate prediction of sound field, reflections 
from the topmost layer should be sufficiently minimized. Thus, an artificial absorbing 
layer is usually applied at the top of the numerical grid. Traditionally, an imaginary part 
is added to the wave number in this layer so that waves are gradually attenuated.  But 
unfortunately, to absorb sound energy efficiently, a very thick layer is needed in this 
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approach. Large numbers of grid points make computations highly inefficient especially 
in long range propagations.  
In this chapter, we shall extend Gilbert and White’s [42] two-dimensional Parabolic 
Equation (PE)/Finite Element (FE) model with more capabilities. A cubic finite element 
discretization process is applied in the PE/FE model, that allows the simultaneous 
calculation of sound pressures and their derivatives in each range step. A more efficient 
absorbing boundary condition, known as the perfectly matched layer, is also introduced 
in this PE/FE model which significantly minimized the computational time.  
2.2 Derivation of the Parabolic Equation 
The three-dimensional (3-D) Helmholtz equation in cylindrical coordinates ( , , )r z ϕ  





1 1 ( , , ) 0P P Pr k r z P
r r r r z
ϕ
ϕ
∂ ∂ ∂ ∂  + + + = ∂ ∂ ∂ ∂ 
,  (2.1) 
where ( , , ) / ( , , )k r z c r zϕ ω ϕ= , is the wave number defined by the angular frequency ω  
and the effective sound speed c . If we set a reference sound speed 0c  in the air above the 
ground, the refractive index can be defined as 0( , , ) / ( , , )n r z c c r zϕ ϕ= . Equation (2.1) 





1 1 ( , , ) 0P P Pr n r z k P
r r r r z
ϕ
ϕ
∂ ∂ ∂ ∂  + + + = ∂ ∂ ∂ ∂ 
 , (2.2) 
with the reference wavenumber 0 0/k cω= . 
Assuming variation of the sound field with the azimuthal angle ϕ  is negligible and 
an axisymmetric approximation is applied, the pressure P only has dependences on range
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r  and height z . The 3-D Helmholtz equation can be reduced into a two-dimensional (2-D) 





1 ( , , ) 0P P P n r z k P
r r r z
ϕ∂ ∂ ∂+ + + =
∂ ∂ ∂
. (2.3) 
To exclude the attenuation of sound pressure due to cylindrical spreading, a new form of 





1 ( , , ) 0
4
u u u n r z k u
r z r
ϕ∂ ∂+ + + =
∂ ∂
.  (2.4) 
By applying the far field assumption 1r
k
 , the third term in Equation (2.4) can be 




02 2 ( , , ) 0
u u n r z k u
r z
ϕ∂ ∂+ + =
∂ ∂
. (2.5) 





+ = ∂ 
, (2.6) 
where the operator Q  is defined as 
2
2 2
02 ( , , )Q n r z kz
ϕ∂= +
∂







 for simplicity. Since Equation (2.6) contains a second derivative in range
r , both the outgoing and incoming waves are permitted. A more explicit form to describe 
the waves in the two directions can be obtained by factoring Equation (2.6)  into 
 0i Q i Q u
r r




Assuming iwte−  time dependence, the (-) and (+) represents wave propagation in the 
forward and backward direction respectively. Neglecting the back scattered waves, 
Equation (2.7)  can be reduced to: 






This is the one-way parabolic equation for outgoing wave which is the basis of the PE’s 
marching algorithm. 
Applying the assumption of a small elevation angle, for which the principle sound 
energy is assumed to propagate in the horizontal direction r , a solution for (2.8) can be 
written as 
 0( , ) ik ru q r z e= ,  (2.9) 
where  0k  is the reference wave number defined earlier. The solution given in Equation 
(2.9) is separated into two parts: a slowing varying component ( , )q r z  and a rapidly 
varying component 0ik re . For the convenience of numerical implementation, the rapidly 
changing component, the so-called “carrier wave” is removed. A new, more slowly 
varying wave φ is defined as 
 0ik rueφ −= . (2.10) 
This new wave can also be interpreted as the component ( , )q r z  in the solution for 
Equation (2.8). Using the variable φ in favor of u, Equation (2.8) can be rewritten as  
 0( )i Q kr
φ φ∂ = −
∂
.  (2.11) 
Equation (2.11) is expressed in the following form for further approximation: 
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 0 ( 1 1)ik sr








= −   (2.13) 
For sufficiently short steps, the operator s given in Equation (2.13) can be 
considered independent of range. Thus we can use a split step finite difference scheme 
[48] to approximate this first order pseudo differential equation. Equation (2.12) then 
becomes: 
 0
( ) ( ) ( ) ( )( 1 1)
2
r r r r r rik s
r




By rearranging the terms of the above finite difference equation, a more direct marching 
wcheme can be obtained: 
 0 0[1 ( 1 1)] ( ) [1 ( 1 1)] ( )
2 2
ik r ik rs r r s rφ φ∆ ∆− + − + ∆ = + + − . (2.15) 
This equation allows the direct extrapolation of the sound field ( )r rφ + ∆  from ( )rφ , 
marching through the range steps from r to r r+ ∆ . However, we still need a rational 
approximation for 1 s+ to actually solve the value for φ  at each step. 
Considering the square root of a common function, approximations can be easily 
obtained by Taylor expansions. The same scheme can also be applied to the square root 
operator and this has been readily verified in previous publications [49, 50]. If only the 
first two term in the Taylor expansion are kept, then: 
 11 1
2
s s+ ≈ + . (2.16) 
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A narrow-angle parabolic equation can be derived to give: 
 0 01 ( ) 1 ( )
4 4
ik r ik rs r r s rφ φ∆ ∆   − + ∆ = +   
   
. (2.17) 
With a linear accuracy in s , this type of approximation can give accurate prediction of 
sound fields for receiver located in an elevation angle with range of about 10°. 
Another approximation of 1 s+  was suggested by Claerbout in [39] who used Padé 
expansion to confirm: 






where A, B, C and D are real constants. If A, B, C and D are set 1, 3/4, 1 and 1/4 
respectively, Equation (2.15) can then be expressed as the wide-angle parabolic equation 
as: 
 0 0
1 11 ( ) 1 ( )
4 4 4 4
ik r ik rs s r r s s rφ φ∆ ∆   + − + ∆ = + +   
   
. (2.19) 
This approximation is accurate up to 35° with a quadratic accuracy in s. A 
transformation between wide-angle and narrow angle PE can still be accomplished by 
setting 1, 1/ 2, 1A B C= = =  and 0D = . In the following analysis, we shall adopt Equation 
(2.19) for implementations, since the higher order wide-angle formulation brings no more 
numerical complexity than Equation (2.17) does.  
All the efforts we have done by now are intended to obtain an algorithm which 
allows us to extrapolate the sound field in range. To demonstrate the marching scheme 
more clearly, Equation (2.19) can be rewritten as following: 
 ( ) ( )M r r M rφ φ− ++ ∆ = . (2.20) 
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(1 )M A A n A
k z
+ + + + ∂= − + +
∂
, (2.24) 




A ik r± = ± ∆ . (2.25) 
When the variation in density in z  is considered, Equation (2.23) and Equation 











 and dividing the resulting 





1 1(1 ) n AM A A
k z zρ ρ ρ
−






1 1(1 ) n AM A A
k z zρ ρ ρ
+
+ + +  ∂ ∂= − + +  ∂ ∂ 
. (2.27) 
2.3 Numerical Implementations of PE 
In the 2-D PE method, the intentionally defined sound field ( , )r zφ can be 
extrapolated in range r . Discretizing the sound field in the vertical z  direction, the 
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operator-function [see Equation (2.20)] can then be written as a matrix-vector equation 
and solved numerically. An artificial absorbing layer is applied at the top of the 
computational domain and the ground impedance is taken into account for the boundary 
conditions at the bottom layer. With a starting field at the initial step, the sound field in a 
range-dependent environment can then be computed step-by-step in the horizontal 
distance r  . A description of the computing process is shown in Figure 2.1. 
 
Figure 2.1. Description of the computing process used in the PE method. 
 
 Finite Element Discretization in the Vertical Direction 2.3.1
While the finite difference approach has been used most commonly, the finite 
element discretization presented by Gilbert and White [42] can give more accurate 
solutions. Small variations of both sound speed and density also can be incorporated 
during the propagation steps.  In this section, both linear and cubic interpolations for 
vertical discretization are described for future implementations.  
To begin with, we assume the computational domain in the vertical direction is 
defined on ( , )b tz zΩ =  which can be gridded by N discrete points as  
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 { }1 2 1: :h j b N N tZ z z z z z z z−= = < < < < = . (2.28) 
Element je is defined between interval 1,j jz z +    for 1,2, 1j N= − . The size of element 
je  can be defined as 1j j jz z z+∆ = − , which is the length of the interval. The value of any 
continuous function ( )zΦ  at each node can be denoted by ( )jzΦ  which are assumed 
known for interpolations. 
a) Linear interpolation 
To interpolate the continuous function ( )zΦ in one element je , two linear local nodal 
basis functions are defined in the interval 1,j jz z +   : 













. Function ( )zΦ  thus can be expressed as  
 ,1 1 ,2( ) ( ) ( )j j j jz z zτ τ+Φ = Φ +Φ . (2.30) 
( )jzΦ  and 1( )jz +Φ  denote the nodal values of function ( )zΦ  at jz and 1jz + respectively. 
As shown in Figure 2.2, ,1jτ and ,2jτ can be regarded as weight functions of the two nodal 
values, with which ( )zΦ  is fully determined by ( )jzΦ at jz and has no dependence on 




Figure 2.2. Two nodal basis functions for linear interpolation. 
Equation (2.30) only gives the interpolation of ( )zΦ  in one element. The value of 
( )zΦ in the whole domain can be obtained by coupling each element together with 
sharing nodes. However, this process can be addressed in a more elegant way by defining 
a new set of basis functions on the whole domain ( , )b tz zΩ = : 
 1 2











;          (2.31) 
                 
1 1
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In the new set basis functions, jξ has the same expression as before. The relationship 
between jh and the local basis functions can be understood visually by Figure 2.3. And 
( )zΦ  can be expressed as: 




































Global coordinate, jz   






Φ = Φ∑ . (2.34) 
Returning to our PE marching problem described by Equation (2.20) , ( )r rφ + ∆  and 
( )rφ  expanded using linear interpolation can be written as: 




r r r r z hφ φ
=








r r z hφ φ
=
=∑ , (2.36) 
where jh is defined the same as before. 
 
 
           Figure 2.3. Schematic diagram for linear interpolation. 
 
Substitution of ( )r rφ + ∆  and ( )rφ  into Equation (2.20) gives: 
 ( , ) ( , )
N N
j j j j
j j
M r r z h M r z hφ φ− +
= =
+ ∆ =∑ ∑ . (2.37) 






















Then, we multiply both sides by weighting functions ih which is exactly of the same form 
of basis functions we have defined before. Integrating Equation (2.37) over [ ],b tz z , the 
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∂∂
= − + +
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  
− +  
  
  




                                                                                                   
    (2.38) 
In this equation, b.c.1 and b.c.2 are boundary terms which emerge from the process of 
integrating by part and denote the following expressions: 
         2 2
0 0
1 1. .1: ( , ) ( , )z t z b
A A
k k
b c r r z r r zφ φ
ρ ρ
− −
∂ + ∆ − ∂ + ∆ ; (2.39) 
 2 2
0 0
1 1. .2 : ( , ) ( , )z t z b
A A
k k
b c r z r r zφ φ
ρ ρ
+ +
∂ − ∂ + ∆ .  (2.40)  
Here, in Equation (2.39) and Equation (2.40), z∂ is an abbreviated representation of 
/ z∂ ∂ . Details of applying these boundary terms into Equation (2.38) will be addressed in 
section 2.3.2. We only consider the main part in Equation (2.38). 
For the simplicity of notations, the define following functions are defined: 
 1( )f z
ρ
= , (2.41) 
 
2
( ) .ng z
ρ
=  (2.42) 
Integrals in Equation (2.38) can thus be expressed as 
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H h f z h dz= ∫ , (2.43) 




H h z g z h z dz= ∫ ,    (2.44) 
                   








∂ ∂∫ . (2.45) 
Here, further interpolations for ( )f z and ( )g z  can be performed as: 
 ,1 1 ,2( ) ( ) ( )j j j jf z f z f zτ τ+= + , (2.46) 
and 
 ,1 1 ,2( ) ( ) ( )j j j jg z g z g zτ τ+= + , (2.47) 
in one element 1,j jz z +   and  
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g z g z h
=
=∑ , (2.49) 
in the whole domain [ ],b tz z . With these piece-wise functions ( )f z  and ( )g z , integration 
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which is obtained by using: 
 2
0
(1 ) (1) (2) (3),AM A H A H H
k
−
− − −= − + +  (2.53) 
 2
0
(1 ) (1) (2) (3).AM A H A H H
k
+
+ + += − + +  (2.54) 
From Equation (2.53) and Equation (2.54), we may note that ijM
− and ijM
+  are linear 
combinations of symmetric tri-diagonal matrices (1)H , (2)H and (3)H . This endows M −
and M + the property of symmetric tri-diagonal matrices and Equation (2.20) can be 
solved by 





 and ( )r rφ + ∆

are column vectors 1 2[ ( ), ( ), ..., ( )]
T
Nz z zφ φ φ at range r  and 
r r+ ∆ ; 
1
M
−−   is the inverse matrix of M
− , and { }1M M−− +    can be called the step 
matrix for this marching algorithm. Formation of these matrices can be processed through 
the vectorization of N diagonal elements and N-1 off-diagonal elements. In long range 
propagations, M − and M + can be very large in size, and the iterations of ( )rφ  usually 
have to be performed a great number of times. The vectorization of M − and M +  can 
greatly save memories in computers and makes operations more efficient. 
b) Cubic Hermite interpolation 
The procedure of cubic interpolation is quite similar to that of the linear 
interpolation. Instead of employing local nodal basis function ,1jτ  and ,2jτ , a new set of 
local nodal basis functions are defined as 
 
2
,1( ) ( 1) (2 1)j j j jψ ξ ξ ξ= − + ,  
2
,2 ( ) ( 1)j j j j jzψ ξ ξ ξ= ∆ − , 
 2,3( ) (3 2 )j j j jψ ξ ξ ξ= − ,         
2
,4 ( ) ( 1)j j j j jzψ ξ ξ ξ= ∆ − , (2.56) 
where jz∆ and jξ  share the same expressions as before. This set of functions is also 
called Cubic Hermite spline or Cubic Hermite interpolator. A demonstration of four local 
nodal basis functions is shown in Figure 2.4. Function ( )zφ  in element je thus can be 
interpolated as: 








Figure 2.4. Four local nodal basis functions (Cubic Hermite spline). 
 
Likewise, letus  define a set of basis functions as we did in the linear interpolation. 
For 1j = :              






















 , (2.58) 
for  2,3,..., 1:j N= −    
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and for :j N=  




























These expressions are more complicated in forms, but the main idea is actually the 
same that involves the coupling of the adjacent nodal point. A more direct demonstration 
can be given by Figure 2.5. 



























Global coordinate jz   
 
Figure 2.5. Schematic diagram for cubic hermite interpolation. 
 
The cubic interpolation of ( )zφ  in the whole domain ( , )b tz zΩ =  can be written as 
 2 1 2
1
( ) ( ) ( ) ,
j N
j j z j j
j




 = + ∂ ∑  (2.61) 
where ( )jzφ is the function value and ( )z jzφ∂  is the first derivative of ( )zφ  at jz .  
The process of formulating the step matrix { }1M M−− +    is the same as that in the 
linear interpolation, except that each element in M − and M +  is substituted with a 2 2×
matrix. The nodal vector 1 2[ ( ), ( ), ..., ( )]
T
Nz z zφ φ φ  should be replaced by the 
corresponding nodal vector 1 1[( ( ), ( )), ..., ( ( ), ( ))]
T
z N z Nz z z zφ φ φ φ∂ ∂  for the cubic 
interpolation scheme. 
Since this type of interpolation can preserve the continuity of the function, as well as 
the continuity of the first derivative, a more smooth interpolation of ( )zφ  can be obtained. 
However, the advantage of cubic interpolation is not limited to this point. The PE method 
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can be enhanced with more capacity by extrapolating both the value of ( )zφ and its first 
derivative ( )z zφ∂  . Considering the relationship between the sound field of the monopole 
and the dipole, even with a monopole starting field, a vertical dipole sound field can still 
been obtained simultaneously as the monopole sound field marches in the horizontal 
range. This extended capability of PE will be addressed in section 2.4.4. 
 Boundary Conditions 2.3.2
Recall the boundary condition terms described in Equation (2.39) and 
Equation(2.40): 
          2 2
0 0
1 1. .1: ( , ) ( , )z t z b
A A
k k
b c r r z r r zφ φ
ρ ρ
− −
∂ + ∆ − ∂ + ∆ ,  (2.62) 
 2 2
0 0
1 1. .2 : ( , ) ( , )z t z b
A A
k k
b c r z r r zφ φ
ρ ρ
+ +




A ik r− = − ∆  and 0
1 (1 )
4
A ik r+ = + ∆  are as defined in Equation (2.25) before. 
The variables ( , )z tr zφ∂  and ( , )z br zφ∂ , represent spatial first derivatives of ( , )r zφ at the 
top and the bottom grid point respectively. Assuming the ground is a locally-reacting 
surface, an impedance boundary condition is applied at the bottom grid. Near the top of 




a) Impedance boundary condition at the ground surface 
In atmospheric acoustic, the earth surface is usually supposed to be locally reacting. 
Thus, the impedance of the surface is independent of incident angle, but dependent on the 
frequency of the incident wave. This gives the relationship between the pressure and 











where p is the complex pressure, cρ is the characteristic impedance of the air just above 
the ground surface, Z is the normalized impedance of the locally-reacting ground surface 
and nu is the complex normal velocity. According to the linearized Euler equation, the 
relationship between the complex pressure and the complex velocity in the normal 




= . (2.65) 
Substitution of Equation (2.65) into Equation (2.64) gives: 
 0 0ik pdp
dz Z
+ = . (2.66) 
In Equation (2.66), 1/ Z  can also be replaced by the normalized admittance β ( 1/ Zβ = ). 
Thus, the bottom boundary conditions can be written as: 
 0( , ) ( , )z b br r z ik r r zφ βφ∂ + ∆ = − + ∆ , (2.67) 
 0( , ) ( , )z b br z ik r zφ βφ∂ = − . (2.68) 
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The bottom boundary conditions described by Equation (2.67) and Equation (2.68) can be 
substituted into Equation (2.62) and Equation (2.63). Finally, these boundary conditions 
are incorporated into the corresponding matrix equation for each range step. Using the 
solution at the initial step and marching to the next step and so on, we can obtain a series 
of range-dependent solutions for predicting the acoustic pressures and their spatial 
derivatives for all range step. 
b) Radiation boundary condition at the top of the grid 
Ideally, we want the acoustic waves to radiate out into the atmosphere in an infinite 
domain, but this is not realistic in numerical computations. When truncating is inevitable, 
we essentially wish to perform the truncation without introducing any significant 
numerical artifacts in the computation. In this case, a radiation boundary condition is 
employed near the top of the computational grid.  
In regions between a tz z z≤ ≤ , an absorbing layer is usually applied to attenuate the 
sound wave before it reaches the top surface. An imaginary term is usually added to the 














where tA  is the constant representing the rate of attenuation. In practice, tA  is set to be 1, 
0.5, 0.4 and 0.2 at the frequencies 1000, 500, 125, 30 Hz and values of tA  at intermediate 
frequencies can be obtained by linear interpolation according to [18].  
The above absorbing layer to attenuate wave energy and avoid reflected waves is 
called Absorbing Boundary Conditions (ABCs) which is the most commonly used 
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boundary condition for many PE marching scheme. However, the thickness of the 
absorbing layers cannot be too small in order to reduce the spurious reflections from the 
top. Typically, the thickness of absorbing layer is of the order of 50 wavelengths. This 
absorbing layer inevitably increases the number of grid points that renders the 
computation of sound field highly inefficient, especially for long ranges. Therefore, we 
shall introduce another type of absorbing layer known as the Perfectly Matched Layer 
(PML), which can work more efficiently than ABCs. 
While ABCs tries to absorb waves in a more physical way by modifying the wave 





z z i dσ τ τ= + ∫ , (2.70) 
 where ( ) 0zσ = for 0 az z≤ ≤ and ( ) 0zσ >  for az z> . Assuming the density and 
wavenumber are constants in the vicinity of az z=  and the medium is homogenous in the 
region az z> , the analytical solution of the Helmholtz equation can be written as: 
 ( )r zi k r k zp e += , (2.71) 
where 0zk > and 2 2 2r zk k k+ = . After performing the coordinate transformation, the 
solution described in Equation (2.71) has become: 
 0
( )ˆ( ) ( )
z
zr z r z
k di k r k z i k r k zp e e e
σ τ τ−+ + ∫= = . (2.72) 





σ τ τ− ∫ =  does not contribute to the 
solution. It’s the same expression as described in Equation (2.71). For region az z> , 









σ τ τ− ∫ → as z →∞ . 
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= . (2.73) 
A more explicit example is demonstrated with a one-dimensional wave zik ze  in Figure 2.6. 
Since the PML is only an analytic continuation of the original solution from z to zˆ , 
there are no reflections at az z= even when a large ( )zσ  is used. This is not applicable to 
the ABCs which is an artificial material with a modified k  intrinsically. When waves 
transmit from one material to another, they generally reflect, regardless of the transition 
is from non-absorbing to absorbing. To eliminate such reflections, the attenuating rate tA  
should be very small to keep the medium slowly varying. This leads to a very weak 
attenuating process which needs a thick absorbing layer.  
Theoretically, when a larger ( )zσ  is used; a thinner absorbing layer can be applied. 
However, when z is discretized, the analytical perfection of PML is no longer valid and 
the truncation error becomes important. Generally, we can increase resolution to 
approach the exact wave solution and chose a proper ( )zσ  which can make the reflection 
coefficient as small as the errors introduced by discretization. The effect of discretization 
of z  and the choices of ( )zσ  have been investigated in [50-52]. For better 
implementation, herein, we will adopt the expression of  zˆ  according to [24] 
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Figure 2.6. Top: real axis z  (a) and the original analytical solution zik ze oscillating along 
z (b). Bottom: the deformed axis zˆ  (c) with imaginary part increasing when ˆRe( ) 10z > . 
The solution zik ze  (d) keeps unchanged when ˆRe( ) 10z < and decays exponentially when 
ˆRe( ) 10z >  where the absorbing mechanism works. 
 
Whether we use ABCs or PML, at the very top of the grid point, unity impedance 
1Z = (normalized impedance of air) is used to truncate the computational domain at




− = . (2.75) 
Thus, the top boundary conditions can be written in similar forms of bottom boundary 
conditions: 
                 0( , ) ( , )z b br r z ik r r zφ φ∂ + ∆ = + ∆ ; (2.76) 









(a)  Real z contour











(b)  Original analytical solution









(c)  Deformed z contour











(d)  Decaying solution on deformed contour
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 0( , ) ( , )z b br z ik r zφ φ∂ = , (2.77) 
which can be incorporated into the step matrix directly.  
This top boundary condition will also reflect waves that hit the edge. But this is no 
longer important since the absorbing layer has already attenuated the waves considerably 
before they can reach the boundary. 
 Starting Field 2.3.3
As addressed in section 2.2, the PE method solves an initial value problem. With the 
starting field at the initial step, the sound field can be extrapolated step-by-step along the 
horizontal range, r . However, determining the starting field for the PE is not an easy task. 
The assumptions and inherent limitations of PE require the starting field of PE be finite at 
all points and restrict the energy emitted at larger elevation angles from the source [17]. 
This brings much difficulty to representing the noise sources with large elevation angles, 
e.g. a monopole and a vertical dipole.  While a good, approximate representation of a 
vertical dipole has hardly been achieved, the representation of a monopole sound field 
has been tested in many implementations with satisfactory results at large distances. 
Herein, we will employ the starting field of a monopole for implementations and two 
kinds of representations of a monopole source are addressed in this section. 
a) Gaussian Starter 
The traditional representation for a monopole in the PE takes the form of a Gaussian, 
which can be derived from the narrow-angle or wide-angle wave equations [53].  
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For a monopole source located at (0, )sz , the approximated free field solution for the 
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 This is the standard Gaussian starter which was originally proposed by Tappert [53]. 
By applying the same approach, Greene [54] also developed a wide angle starting 
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= + − 
 
, (2.79) 
where 0 1.3717A = , 1 0.3701A = −  and 2 3A = . As stated in section 2.2, the wide-angle 
equation can give an accurate prediction of sound fields for an elevation angle up to 35±  . 
The starting field obtained from the wide-angle equation can also accurately represent a 
monopole source within 35±  . 
Considering the ground effect, the starting field can be modified as: 
 0 0(0, ) ( ) ( )s sz z z R z zφ φ φ= − + + , (2.80) 
where 0 ( )sz zφ − represents the free-field starting field of a source at (0, )sz ; 0 ( )sz zφ +
corresponds to the field of the image source at (0, )sz− ; and R is the reflection coefficient. 
For their good results and the minimal computational effort to be implemented in the PE, 





Figure 2.7. Wide-angle and narrow-angle PE starters. 
 
b) Analytical Starter 
Another type of starting field can be implemented by windowing the exact sound 
field at a small distance away. Supposing a source is located above the ground at ( , )s sr z , 
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plane wave reflection coefficient and A is the augmented diffraction factor. Various 
ground types (e.g. impedance ground, extended-reaction ground hard-backed ground, etc.) 
can be taken into this model by different choices of A. Then the starting field of PE can 











Source ( sz  ) 
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 ( , ) ( , ) o sik rs s sr z r p r z eφ
−= . (2.82) 
There are no specific rules for choosing a starting sound field. Generally, the 
Gaussian starters are accurate enough for long-range propagations, whereas starters 
generated by analytical solutions can give better predictions for the problem of short-
range and medium-range. It has been recognized that Gaussian starters can yield accurate 
results where the source is located a few wavelengths above the ground [57]. In some 
cases where the source is very high or extremely low to the ground, for example, in wind 
turbine noise where the sources can be 10 m to 80 m high or in the highway noise where 
the tire noise ( 0)sz ≈  is dominated, the effects of the starting field have not been 
investigated. Nevertheless, comparisons of different starting sound field used in our PE 
model are shown in section 2.4.2. 
2.4 Numerical Results of Parabolic Equation/Finite Element Method 
 Benchmark Cases 2.4.1
In this section, the 2D wide angle PE/FE model is tested with the three benchmark 
cases established by Attenborough et al. [55]. Assuming a complex impedance ground 
surface, a monopole source which emits a constant tone of frequency f  is placed at a 
source height 5sh m= above the ground and the receiver is located at height 1rh m= . 
Sound fields calculated by the PE are compared with the benchmark results for three 
atmospheric conditions: 1) a homogenous medium; 2) a downward refracting medium; 
and 3) an upward refracting medium. In case 1, the sound speed is set to be constant 0c , 
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where 0 343 /c m s=  corresponds to the sound speed at temperature 20T C=
  and 
atmospheric pressure 1p atm= . This is the simplest case with homogenous medium 
where analytical solutions are obtainable. In case 2, the sound speed is characterized with 
a linear increasing profile. A constant gradient of 10.1 s−  is employed in this case 
representing a downward refracting atmosphere.  In case 3, a negative gradient of 
10.1 s−− is adopted to idealize the upward refracting medium.  
 
Figure 2.8. Sound speed profile for the three test cases. 
 
In all three test cases, transmission loss (TL) is employed as the parameter for 
comparisons which is defined as: 
 





= −  , (2.83) 
where free (r 1 )mP =  is the free-field acoustic pressure at 1 m from the source.  
In the implementations of the PE, a spacing of /20λ  is chosen both for the height 
discretization and step range. The vertical truncation height az  is set to be 50 m for case 1 
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and case 3. Since the downward refracting case is more sensitive to the profile height, a 
higher az  of 1000 m is selected in case 2 to avoid unwanted mode interference.  
Also, a Perfect Matched Layer (PML) with a spacing of /200λ is applied at the upper 
boundary region. The thickness of the PML is set to be 1 wavelength, ensuring that at 
10,000range m= , the difference between the PE result and analytical solution is still 
within 0.1 dB. The impedance values used in PE implementations are listed in Table 2.1. 
In Figure 2.9 to Figure 2.11, PE/FEM results are compared with benchmark results at 10 
Hz, 100 Hz and 1000 Hz respectively.  
Table 2.1. Input impedance value. 
Frequency (Hz) Impedance (Rayls) 
10 38.79+38.41i 
100 12.81 + 11.62i 
1000 5.96 + 2.46i 
 
In general, the PE/FEM results has good agreements with those in the benchmark 
cases. In Figure 2.9 and Figure 2.11, the curves are indistinguishable except there are 
some minor inconsistences when shown with 200range m= . These disagreements were 
mainly caused by errors in re-plotting the benchmark results. Since data for the 
benchmark results are obtained by processing the figures in [55], some variance might be 
due to the resolutions of original pictures.  
For the downward refracting case shown in Figure 2.10, the transmission losses 
show up with complex features of peaks and dips which can be explained by the normal 
mode solutions. Since these modes are caused by interferences of the refracted, reflected 
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and direct waves, they are quite sensitive to the truncation height az in the PE/FEM codes. 
The effects of az  are shown in Figure 2.12.  
 Comparisons of Starters 2.4.2
As addressed in section 2.3.3, the accuracy of the PE has a great dependency on its 
initialized sound field. The wide-angle PE is more accurate in a larger spatial domain 
than that achieved by the narrow-angle PE. Even though this difference is mainly caused 
by the small-angle approximation used in the PE’s derivation rather than the starting field, 
comparisons are still made in this section according to their distinct forms of starters. On 
the other hand, the propagation range can influence the choice of starters too. In general, 
Gaussian starters are accurate enough for long-range propagations, whereas analytical 
starters can give better predictions for short and medium range. Also, the source height 
plays a role in the selection of starters. Comparisons made in this section can give a good 
reference for the choice of starters.  
a) Contour Plots for the Narrow-angle/Wide-angle PE 
To demonstrate the difference between the narrow-angle PE and the wide-angle PE, 
in this section, we will compare the contour plots for a particular case. A monopole 
source is placed at 8sh m=  above a hard ground with frequency 50f Hz=  and the 
homogeneous atmospheric condition is adopted here for the ease of implementation and 
comparison. Since the classic Weyl-Von der Pol (WVP) formulation can give accurate 
asymptotic solutions of a monopole sound field in homogeneous medium, the contour 








Figure 2.9. Comparison of the benchmark results and the PE results for case 1, at 10 Hz 
(a) and (b), 100 Hz (c) and (d), and 1000 Hz (e) and (f).  
 




























































































































































Figure 2.10. Comparison of the benchmark results and PE results for case 2, at 10 Hz (a) 
and (b), 100 Hz (c) and (d) and 1000 Hz (e) and (f). 
 





























































































































































Figure 2.11. Comparison of the benchmark results and PE results for case 3, at 10 Hz (a) 
and (b), 100 Hz (c) and (d) and 1000 Hz (e) and (f). 
 






















































































































































Figure 2.12. Effects of truncation height az  on benchmark case 2 with frequency f =10 
Hz, Range=10,000 m. (a) truncation height 50az = m; (b) truncation height 200az = m; 
(c) truncation height 1000az = m. 








































































Figure 2.13. Contour plots of Transmission Loss (dB) above hard ground for a 
homogeneous case with source height 8sh = m, frequency 50f =  Hz. (a) Narrow-angle 





















































































As shown in Figure 2.13, between -35° and 35°, the sound field obtained by the 
wide-angle PE is almost indistinguishable with that provided by WVP solution. This 
confirms the accuracy of wide angle PE within its valid elevation angles. However, for 
narrow-angle PE, the accurate domain is restricted within -10° and 10°. Noticeable 
differences occur when receivers are out of this range. Since both the source and receiver 
are not too high above the ground for most outdoor sound problems, the PE method can 
usually give results within its accurate domain in long-range propagation. If higher 
sources heights are considered, special considerations are needed for receiver positions. 
b) Comparison of Gaussian and Analytical Starters 
Because of their good results and the minimal computational effort needed to be 
implemented in the PE, Gaussian starters have gained wide popularity in the past decades. 
However, for some cases, another type of starter obtained by windowing the analytical 
solution can yield more accurate solutions.  In Figure 2.14, comparisons of transmission 
loss are made at different frequencies above the ground. For short ranges, it is clear that 
the analytical starters can better match the analytical solutions better. However, when the 
horizontal range increases, the Gaussian starter is a better choice for the PE 
implementations. This result agrees with the conclusions presented in reference [56] as 
well.  
Another issue for the source height is explained as follows. In Figure 2.15, 
comparisons are made between transmission losses at different source heights. When 
sources are very high above the ground, it’s apparent that the analytical starters can 







Figure 2.14. Transmission loss (dB) above hard ground for a homogeneous case with 
source height 5sh m= , receiver height 2rh m= at (a) 20 Hz, (b) 40 Hz, (c) 80 Hz, (d) 
160 Hz, (d) 160 Hz, (e) 320 Hz and (f) 640 Hz. 
. 


























PE with Gaussian stater
PE with anlytical starter
Anlytical solution


























PE with Gaussian stater
PE with anlytical starter
Anlytical solution


























PE with Gaussian stater
PE with anlytical starter
Anlytical solution


























PE with Gaussian stater
PE with anlytical starter
Anlytical solution


























PE with Gaussian stater
PE with anlytical starter
Anlytical solution


























PE with Gaussian stater











Figure 2.15. Transmission loss (dB) above hard ground for a homogeneous case with 
frequency 10f Hz= , receiver height 1rh m= .(a) source height hs=24 m, (b) source 
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 Comparisons of the Absorbing Boundary Layers 2.4.3
As addressed in section 2.3.2, the top boundary condition of the PE/FE model is 
achieved by applying an absorbing layer near the top. To ensure that sound fields in the 
computational domain are not interfered with waves reflected from the top, the 
performance of the absorbing layer is very crucial when implementing the PE/FE scheme. 
For the Absorbing Boundary Conditions (ABCs) and the Perfect Matched Layer (PML), 
given proper parameters, accurate results often can be obtained by both methods. 
However, the effectiveness of these two techniques differs significantly. In this section, 
comparisons of the ABCs and the PML will be made and the advantages of the PML 
technique will be discussed.  
 
Figure 2.16. Illustration of the Absorbing Boundary Conditions (ABCs) and the Perfect 
Matched Layer (PML). 
 
As shown in Figure 2.16, the ABCs employ a thicker layer than the PML does. 
Usually, the ABCs need a layer of approximately 50 wavelengths while the PML only 
55 
 
needs half of the wavelength to be applied at the top of computational domain. This is a 
consequence of their different attenuating rates. In ABCs, the attenuating rate tA needs to 
be small enough to keep the slow-varying medium while in PML, there’s no such 
restriction for its attenuating rate ( )zσ . In Figure 2.17, the TL calculated by a 50-
wavelength ABCs and a half-wavelength PML are compared. The computational time of 
ABCs and PML are 50s and 5s respectively. After zooming out, we can easily see that the 
results according to the ABCs is not as accurate as that of PML after 8000 m. This 
indicates a thicker layer is needed if we want to achieve the same accuracy using ABCs. 
However, even in this case, the computational time using ABCs is 10 times of that using 
PML. 
Since the ABCs intrinsically creates an artificial material with a modified k , 
reflections are inevitable at the interface of computational domain and the absorbing layer. 
To avoid the influence of such reflections, the beginning height of the absorbing layer az  
should not be chosen too small. This also increases the number of grid points and the 
computational time in the implementation of ABCs. For benchmark case 1, if we keep the 
error within 0.1dB at range 10,000m, parameters for ABCs and PML can be set as shown 
in Table 2.2.  
Table 2.2. Parameters for absorbing layers. 
Absorbing Layer az  (m) Thickness (m) 
Discretization 
Size (m) 
ABCs 400 200λ  1/20λ  
PML 50 1λ  1/200λ  
 
Due to a larger number of grid points, the ABCs will take more time than the PML 
to obtain the same accurate results. A detailed comparison of the number of grid points 
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and computational time is shown in Table 2.3, where Nz_PML/Nz_ABCs, 
Na_PML/Na_ABCs and Nr denote the number of grid points in computational domain, 
absorbing layer and marching step respectively. Since the number of marching steps Nr is 
the same for both ABCs and PML, the difference of computational time is mainly caused 
by the matrix size N which is sum of Nz and Na. Once we know the size of the step 
matrix, it’s easy for us to estimate the computational time of running the codes. In Figure 
2.17,the relationship between the matrix size N and the computational time for each 
marching step is given for a computer with Intel (R) Core (TM) i5-2500k, the CPU 
running at 3.30GHz , 16 GB (RAM) installed Memory and a 64 bit operating system. The 
computational time per step t  increases logarithmically with matrix size N. According to 
the recorded computational time, the advantage of using the PML technique can be very 
significant. 
Table 2.3. Comparisons of the Perfect Matched Layer (PML) and the Absorbing 





using PML   
Computatio
nal Time 









10 0.54 s 230 s 29 200 232 4000 5830 
100 26.5 s 7000s 290 200 2320 4000 58309 
1000 3.07 h / 2915 200 23320 4000 583090 
5000 3842h / 14578 200 116618 4000 2915450 
 
 The Vertical Dipole Sound Field 2.4.4
In section 2.3.1, the cubic basis functions which can yield a smoother interpolation 




Figure 2.17. Relationship between the computational time per step and the matrix size. 
 
accurate due to additional consideration for velocity continuity. However, an noticeable 
advantage of cubic interpolation is as follows. The cubic interpolation scheme can 
compute the sound field due to a vertical dipole at the same time. Considering the 
relationship between the sound field of the monopole and the dipole, even with a 
monopole starting field, the sound field of a vertical dipole can be obtained 
simultaneously.  
In Figure 2.18, the transmission losses for a monopole and dipole source are plotted 
by the PE/FE model with cubic finite element interpolation. As shown in this figure, 
agreements with the analytical solutions are achieved for both monopole and dipole 
sound field. 
 



























Figure 2.18. Transmission losses (dB) for monopole and dipole sources in a 
homogeneous case with source height 2sh m= , receiver height 1rh m= at (a) 10 Hz and 
(b) 100 Hz. 
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In this chapter, the two-dimensional PE/FE model was introduced to investigate 
sound propagations over long ranges. Details of derivation and numerical 
implementations of the model were presented along with validations for several 
benchmark cases. By applying the PML technique into the radiation boundary condition, 
reflections from the top layer can be absorbed more efficiently which significantly 
reduced the computational time. Comparisons made between the analytical starting field 
and the Gaussian starting field also gave a good reference for the choices of starter when 
applying the PE/FE model in different cases. While the performance of PE/FE model has 
been improved by careful selections of the absorbing layers and starters, the capability of 
PE/FE model has been greatly extended by the cubic interpolation process. For the 
vertical dipole sound field, of which the starting field is very difficult to characterize, the 
cubic discretization process can obtain it simultaneously when calculating the sound field 
of monopole. These improvements have greatly extended the capabilities of the PE/FE 





CHAPTER 3: SOUND PROPAGATION IN THE INFLUENCE OF 
ATMOSPHERIC TURBULENCE                                                    
3.1 IntroductionEquation Chapter (Next) Section 3 
In a turbulent atmosphere, the temperature, wind velocity, density, and pressure 
fluctuate randomly. When sound waves propagate through a turbulent atmosphere, their 
amplitude and phase can be significantly affected by these variations [58].  
To analyze the turbulence effect on sound propagation, many works have been done 
in the past. For a non-refracting atmosphere, Daigle presented a model to predict the 
sound field produced by a point source in turbulent atmospheres [59, 60]. This was an 
extension of Chernov’s weak scattering theory for homogeneous and isotropic turbulence 
[61]. The correlation coefficient between direct and reflected waves was chosen based on 
experiment data in Daigle’s model. However, this Daigle’s model is limited to the 
problem for short-range sound propagation in weak turbulent atmosphere in the absence 
of wind/temperature gradients.  
To consider more general cases such as refracting atmosphere, some researchers 
employed numerical simulations to study the turbulence effects [62-65]. The turbulence 
is described as a set of realizations of the random field in these models. The wave 
equation is then solved for each realization as if the source and receiver are situated in the 
deterministic atmosphere. The final sound field is obtained by averaging the
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 instantaneous sound fields computed for each realization. In [65], McBride et 
al.described the atmospheric turbulence as a group of random eddies, with the 
autocorrelation function of the refractive index being Gaussian. For each realization, the 
total sound pressure was calculated by adding each eddy’s scattering contribution 
coherently. The scattered field of each eddy was obtained using the Born approximation 
or the Rytov method for higher frequencies. Since the theory of weak scattering is still 
applied in this model, McBride’s model is limited to short-range problems as well. 
Gilbert et al. [62] split the refractive index into a mean part and a fluctuating part. 
Assuming the acoustic wave travels faster than the evolution of the turbulent quantities, 
the fluctuating part in the refractive index can be represented using a set of independent 
realizations of a spatially random field. By using the Parabolic Equation (PE) method for 
wave propagation, their results are compared with experiments of Parkin and Scholes for 
a non-refractive atmosphere [66] and with data of Weiner and Keast for upward-
refractive situations [67]. Besides the Gaussian turbulence model, in some other studies, 
the Kolmogorov model and Von Kaman model are also widely used to describe the 
turbulence [68-79]. However, the Gaussian model is still the most popular model because 
of its analytical convenience and clear interpretation of the field variables. 
In this chapter, the propagation model of acoustic waves in a turbulent atmosphere is 
based on the work of Gilbert et al. [62]. The statistical description of the atmospheric 
turbulence is given by a Gaussian model. Based on the PE/ FE model developed in 
Chapter 2, a random phase factor will be introduced into the process of simulating the 
turbulent quantities. Numerical results for weak- and strong- upward-refracting cases are 
given to illustrate the scattering phenomenon of the turbulence.  
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3.2 Description of Atmospheric Turbulence 
In fluid dynamics, turbulence is often described as eddies of different scales, ranging 
from the largest, which is of the order of the size of the computational domain, to the 
smallest of the order of 1 mm [18]. Most of the kinetic energy is contained in the large-
eddy structures. Then energy cascades down from the larger eddies to the smaller eddies, 
eventually being dissipated by viscous and thermal losses [18, 23].  
In most atmospheric sound propagation models, the turbulence is usually described 
as the random fluctuation in effective sound speed. Different from the definition in 
Chapter 1, Equation(1.8), another quantity that can address the effective sound speed is 
the refractive index: 
 0 effn c c= , (3.1) 
where 0c  is the reference sound speed and effc  is the effective sound speed defined in 
Chapter 1. In a turbulent atmosphere, the refractive index can be split into two parts: the 
first part is the average value of the fluctuating index, which is of the order of unity; the 
other part is the fluctuation component. If we use n  to denote the average value of 
refractive index and µ  to denote the fluctuation component, Equation  (3.1) can be 
expressed as: 
 n n µ= + , (3.2) 
where µ  is much less than the value of n . In a non-refracting atmosphere, the average 
value of the refractive index is 1, while for a refracting atmosphere, it is a function of 
position. The fluctuating part µ  in the refractive index represents the effects of 
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turbulence on sound speed. The value of µ can be related to the turbulent temperature 





µ = − − , (3.3) 
where 0c  is the reference sound speed at 0T . In this research, 0 293T K= , and 0 343c =
m/s as used. 
In this turbulent model, the temperature tT , and the wind velocity tu , vary 
stochastically. They can be described conveniently as random functions of time and 
position. According Equation (3.3), the fluctuating part in the refractive index µ  is a 
random function as well. For random functions, autocorrelation functions are usually 
employed for their characterizations. Thus, the fluctuating part in the refractive index 
( ),r zµ  can be characterized by the autocorrelation function: 
 ( ) ( ) ( )C s µ µ= R + s R , (3.4) 
where ( ),r zR =  is the position vector, ( )1 2,s ss =  is the spatial separation vector 
pointing from one position R  to another R'  with distance s = s , 1s  and 2s  are the radial 
and vertical separation distance respectively, and  denotes the ensemble average over 
many realizations of µ . ( )C s  is the correlation of µ between position R and R' . As we 
introduced in section 3.1, the Gaussian function is a good description of ( )C s  for small-
scale turbulence near the ground. For two-dimensional cases, the autocorrelation function 




1 2 0( , )
s s lC s s eµ − += , (3.5) 
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where 0µ  is the root-mean-square fluctuation of ( , )r zµ  and l  is the correlation length in 
the r z− domain. According to Daigle’s measurement [60], the orders of 0µ and l are 
310−
and 1 m respectively. 
Since the phase information is not included in autocorrelation functions, we need to 
add a random phase term in the wavenumber domain to obtain one realization of ( , )r zµ ,. 
The wavenumber spectrum of ( , )r zµ  can be expressed as the Fourier transform of the 
autocorrelation function: 
 1 1 2 2( )1 2 1 2 1 2( , ) ( , )
i k s k sW k k e C s s ds ds+= ∫∫ , (3.6) 
where 1k  and 2k  are the radial and vertical components of the wavenumber; 1s  and 2s  are 
the radial and vertical components of the spatial separation distance. By multiplying a 
random phase function ( )1 2,i k ke Φ  to ( )1 2,W k k , and performing the inverse Fourier 
transform, the realization of ( , )r zµ  can be obtained by: 
 ( ) ( ) ( ) ( )1 1 2 2 1 2,21 2 2 1 2, , / (2 ) ( )i k s k s i k ks s A e W k e dk dkµ π− + Φ= ×∫∫ , (3.7) 
where A  is the area over which the turbulent field is defined. An example of one 
realization of ( , )r zµ is shown in Figure 3.1.In this example the values of 0µ  and l  are 
set , respectively, as 31.42 10−×  and 1.1 m for Equation (3.5). 
3.3 The Factor for Turbulence in the PE/FE Model 
As we described in Chapter 2, the PE/FE method is capable of dealing with sound 
propagating problems with spatially varying atmospheric conditions. In this section, we 




Recall the one way propagation equation described in Equation (2.11): 
 0( )i Q kr










. If there are no atmospheric tubules and the operator is 
independent of the range for a short range step r∆ , the solution for φ  can be written as: 
 0ˆ( 1 )i r Q k rr r eφ φ+
∆ −
∆ = . (3.9) 
 
Figure 3.1. One realization of the fluctuation of refractive index ( , )r zµ  with 
3
0 1.42 10µ




The operator will consist of a deterministic part and a stochastic part in the presence of 
weak atmospheric turbulence. According to [62], an approximation of 0
ˆ( 1 )i r Q ke ∆ −  can be 
written as: 
 00









,  (3.11) 
and 
 [ ( , ) ( , )] / 2r r z r zµ µ µ= + ∆ + ,  (3.12) 
which is the average value of ( , )r zµ  at two neighboring nodes. n  is the average value 
of refractive index defined in Equation(3.2). Thus, the average marching propagator can 
be factored into (i) a deterministic part and (ii) a stochastic part as follows: 
 0
ˆ( 1 )di r Q kD e ∆ −= ,  (3.13) 
and 
 0i nk rS e µ ∆=   (3.14) 
In the PE/FE model, the marching formula becomes:  
 1 1 1 1 0(S D )(S D )...(S D )N r N N N Nφ φ∆ − −= , (3.15) 
where 0φ  is initial values for the starting field , DN  and SN  are the deterministic matrix 
and stochastic term at the N th marching step respectively. By factoring the operator into 
these two parts, there’s no need to change the step matrix derived in Equation (2.55). The 
turbulence effects are introduced by multiplying a stochastic phase term S  after each 
67 
 
marching step. The separation of the two terms has greatly reduced the complexity of 
computation scheme. 
3.4 Numerical Results 
In this section, we will consider the turbulence influence for both weak and strong 
upward-refracting cases. For these two cases, Gilbert et al. [62] inferred the sound speed 
profiles from Weiner and Keast’s measurements [67]. In this section, we shall employ the 
same sound speed profile for numerical simulation.  
For a logarithmic sound-speed profile: 
 0 0
0 0 0
ln( / ), ,
( )
ln( / ), ,
c a z d z z
c z
c a z d z z
+ ≥
=  + <
 (3.16) 
Gilbert et al. estimated the value of 0 0,c z  and d to be 340 m/s, 0.01 m and 36 10−× m to 
describe the environmental conditions in the Weiner-Keast measurements. The refraction 
parameter a  was also determined for two situations with upward refraction. For the weak 
upward refracting case, a value of -0.5 m/s is set for and for the strong upward refracting 
case, a value of -2 m/s was obtained. For turbulence, the Gaussian model described in 
section 3.2 is used with 30 1.42 10µ
−= ×  and 1.1l =  m. 
When a 424 Hz source is located at 3.7 m above ground at 0r = , its relative sound 
pressure levels are plotted in grey scale. The sound fields for weak-refracting conditions 
(a=-0.5 m/s) are shown in Figure 3.2 and Figure 3.3, t. If we regard the sound waves as 
rays, the sound waves are bent upward by refraction in this case. In the absence of 
turbulence, a deep shadow zone near the ground is formed beyond the range of 600 m: 
the sound pressure levels at upper positions are higher than those at lower places (Figure 
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3.2). The darker the greyscale in the contour plot, the lower the sound pressure level is. 
With the turbulence included, sound waves are scattered into the shadow region and 
increased the sound pressure levels in the shadow zone.  
We also investigate another case with a strong upward refracting situation with 
simulation shown in Figure 3.4. A larger absolute value of refraction parameter ( 1.6a =
m/s) has been used here. In this case, the shadow zone has been formed closer to the 
source. The scattering effects caused by atmospheric turbulence are much more obvious 
in this situation. 
For different realizations of ( ),r zµ , the resulting sound field vary from case to case, 
but the large scale contour plot stays very much the same. This makes simulations 
meaningful when evaluating scattering effects of turbulence. In a short period of time 
(e.g., in a period of 10 minutes), the mean sound pressure level can be approximated by 
averaging sound pressure fields computed for a set of random realizations of ( ),r zµ  . 
3.5 Summary 
Based on the work of Gilbert [62], the propagation model with turbulence effects is 
described in this chapter.  
The atmospheric turbulence is described by the fluctuating component in the 
refractive index ( , )r zµ . Since it is a random function of position and time, a stochastic 
model with a Gaussian function is employed. To include the turbulence term efficiently, 
in the PE/FE model, the marching operator can be factored into two parts: the 
deterministic part and the stochastic part. The step matrix keeps the same form as that 
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used in deterministic case for atmospheric profile. Fluctuations are introduced by 
multiplying a stochastic phase in the deterministic PE/FE model after each marching step. 
This procedure has greatly facilitated the calculation and speed up the numerical 
computations. 
Numerical results for weak- and strong- upward-refracting cases are given to 





Figure 3.2. Grey-scale plot of relative sound pressure levels (dB) for a non-turbulent 
atmosphere with weak upward refraction. 
 
  
Figure 3.3. Grey-scale plot of relative sound pressure levels (dB) for a turbulent 




















































Figure 3.4. Grey-scale plot of relative sound pressure levels (dB) for a non-turbulent 
atmosphere with strong upward refraction. 
 
 
Figure 3.5. Grey-scale plot of relative sound pressure levels (dB) for a turbulent 



















































CHAPTER 4: SOUND PROPAGATION IN THE INFLUENCE OF WIND 
TURBINE WAKES                                                              
4.1 Introduction 
Wakes generated by the rotating blades of turbines present a challenge for the 
investigation of the wind turbine noise. It is because the propagation path between the 
noise sources and noise-sensitive receivers must include the region of wake fields 
generated by wind turbine. Indeed, the volume of air downstream of the wind turbine has 
a lower wind speed and higher turbulence than that in the free-stream when air flows 
through the turbine blades. This has a great impact on the atmosphere which can impair 
the energy yield of downwind turbines. For sound propagation, the diminished and 
deflected wind will change the effective sound speed profile in the downwind direction, 
disturbing the propagation path of wind turbine noise.  
To obtain the influence of wake profiles on the effective sound speed profile, the 
flow velocities along the propagation path should be provided in the computational 
domain. The computation cost is a major concern for wake simulations because the 
propagation path can be extremely long. In the issue of wind turbine noise, an affordable 
method for wake simulation is needed to describe the wake field along the propagation 
path. 
Due to the impact of wakes on energy conversion, the wake aerodynamics have been 
extensively studied in the recent years [80-87]. An overview of wind turbine wake 
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aerodynamics was reviewed by Vermeer et al. [80]. While the reconstructions of the 
exact geometry of turbine blades are extremely expensive, the analyses of wind turbine 
are typically based on the Blade Element Momentum (BEM) theory [88] in most 
numerical models. In the BEM theory, the turbine blade is divided into various segments 
in the span-wise direction, and forces can be related to the lift and drag coefficients at 
each segment, with a momentum balance applied on the passage of the blades. The 
Actuator Disk (AD) [89] and the Actuator Line (AL) method [90], which are the most 
commonly used model, are based on the BEM theory for blade representations. In the AD 
method, the body forces are distributed on a permeable disk and then further distributed 
into all cells in the computational domain via a regularization function [91]. The AD 
method reduces the computational grid points by modeling the plane of the turbine blade 
with a rotational disk of forces. The blade of turbine is simulated by a line of distributed 
forces in the AL method. With more details to describe the turbine blades, the AL method 
can yield the downstream flow field behind the wind turbine accurately and efficiently 
[91-93].  
In this chapter, the wake effects on sound propagation are investigated. The Actuator 
Line-Large Eddy Simulation (AL-LES) method will be introduced to perform the wake 
simulations. The effective sound speed profile can be obtained by adding the velocity 
component of the flow into the adiabatic sound speed. Based on the PE model developed 
in Chapter 2, the propagation of sound through wakes can be obtained by incorporating 
this effective sound speed profile in the wake field. The influence of turbine wakes on 
sound propagation will be discussed with results for different source heights, source 
frequencies and the presence of turbulence. 
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4.2 Sound Profiles in the Presence of Wind Turbine Wakes. 
 The Actuator Line-Large Eddy Simulation (AL-LES) Method 4.2.1
For its efficiency in computation, the Actuator Line-Large Eddy Simulation (AL-
LES) method will be employed to simulate the flow field of turbine wakes. In this 
combined method, the Actuator Line (AL) method is used for turbine representation and 
the Large Eddy Simulation (LES) method will be employed to perform turbulence 
modeling.  The introduction of the AL-LES method in this section is based on the work 
of Xiangyu Gao, et al. [91]. 
a) Actuator Line (AL) Method 
An exact reconstruction of the geometry and working principles can be extremely 
expensive when the turbine blade is modeled. The Actuator Line (AL) method is used 
and described as follows. Instead of the exact representation, the blade is represented by a 
line of distributed forces which significantly reduces the density of mesh grids for 
computation.  
As shown in Figure 4.1, the body forces for implementing AL method are 
determined by the BEM theory. The blade is divided into many elements along the span-
wise direction. Then a one-dimensional momentum balance is performed on the passage 
of the blades. Forces thus can be related to the lift and drag coefficients at each element 
along the blade. The aerodynamic loading on the entire turbine and power can then be 




Figure 4.1. Schematic diagram of the Actuator Line (AL) method [91].  
 
If the incoming wind speed in the axial direction is xV  , and the turbine blade rotates 
at an angular velocity Ω , for an element located at radius r , the relative velocity relV
between the wind and the blade is  
 2 2[(1 ') ] [(1 ) ]rel xV a r a V= + Ω + + , (4.1) 
Where a and a’ are the respective induction factors for the axial velocity rΩ  and 
tangential velocity xV . These two induction factors can be determined by the iteration 
with the tabulated two-dimensional airfoil characteristics. The local angle of attack is 
given by 
 α γ= Φ − , (4.2) 
where γ is the pitch angle and Φ  is the flow angle between relV

 and the rotating plane: 






=  + Ω 
  (4.3) 
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If L and D  is used to denote the lift and drag forces, the lift and drag forces per unit 
length in the radial direction are given, respectively, by:  
 21 ( , )
2 rel c l
dL V l C Re
dr
ρ α= ⋅ ⋅ , (4.4) 
 21 ( , )
2 rel c d
dD V l C Re
dr
ρ α= ⋅ ⋅ , (4.5) 
where cl is the local chord length and Re is the Reynold Number which is defined as 
/rel cRe V l v= , where v is the kinematic viscosity. In Equation (4.4) and Equation (4.5), 
lC and dC are a lift and drag coefficients which can be obtained from tabulated airfoil 
characteristics according to α and Re . 
The total force f

 exerted on the span-wise element per unit length can be obtained 
by: 
 l d









are the unit vectors in the direction of lift force and drag force. To 
distribute the forces smoothly on the mesh points, a Gaussian weight function is applied 
to modify Equation(4.6): 
 23 3/2
1( ) exp[ ( / ) ]eh ξ ξ ee π
= − , (4.7) 
where e is an adjusting factor of the strength of the function and ξ is the distance 
between the force point and the mesh point on the line. The distributed force thus can be 
obtained by: 





where the operator ⊗ is defined as the convolution of f

 and eh . The distributed forces 











Although the Actuator-Line (AL) method is unable to predict the details of the 
turbine wake, it’s still a reliable method to predict the main features of the flow field in 
the downstream direction. Most importantly, this method can give solutions in a large 
computational domain with less computational efforts. In section 4.3.1, the accuracy of 
the Actuator Line representation will be validated with a benchmark case. 
b) The Large Eddy Simulation (LES) method 
In computational fluid dynamics, Large Eddy Simulation (LES) is a commonly used 
model for turbulence modeling. It resolves large scales of the flow field by applying a 
low-pass filter to the Navier-Stokes equations. The solution of the transformed governing 
equations is a filtered velocity field. By this operation, the computational cost can be 
greatly reduced.  
The principal operation in the LES method is to provide a low-pass filtering for the 
field variables. Specifically, applying a spatial filtering operation on a field variable 
( )q x,t  (pressure p  , velocity u  , etc.), we can divide it into two parts (i) a resolved part, 
given by: 
  ' ' '( ) ( , )q( , )q t G t d∆= −∫x, x x x x x , (4.10) 
and (ii) a sub-grid scale (SGS) part, determined by 
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  ( ) ( , ) ( )SGSq t q t q t= −x, x x,  (4.11) 
where G∆ is the filtering kernel with characteristic scale ∆ . The filtered Navier-Stokes 
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+ = − + −
∂ ∂ ∂ ∂ ∂ ∂
. (4.13) 
In Equation (4.13), the SGS stress ijτ is : 
  ij i j i ju u u uτ = − , (4.14) 










τ τ δ µ µ
 ∂∂
= = − = − +  ∂ ∂ 
. (4.15) 
To estimate the eddy viscosity tµ , the Samagorinsky-Lilly SGS model is expressed 
below using the mixing length hypothesis: 
 2t sl Sµ = , (4.16) 










= +  ∂ ∂ 
. (4.17) 
The above introduction of AL-LES results are based on the work of Gao et. al. [91]. 
Since the LES solver is readily available in many commercial CFD packages, simulations 
of wake field can then be performed conveniently with these well-developed solvers. 
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 Wake Contributions in the Effective Sound Speed Profile 4.2.2
In a moving atmosphere, the effective sound speed profile can be obtained by adding 
up the adiabatic sound speed and the flow velocity in the direction of sound propagation. 





= , (4.18) 
where T is the temperature, 0 273T K= , and 0 331c = m/s is the sound speed at 
temperature 0T . And the velocity information of the flow can be fully provided by wake 
simulations for each time step.   
After certain time steps, the wake profile becomes relatively stable, with a constant 
mean velocity and a small fluctuating part. In the horizontal direction, the stream- wise 
velocity 1(t)u can be expressed as: 
 1 1 1(t) (t)u u u= + ∆ , (4.19) 
where  1u is the mean stream-wise velocity and 1(t)u∆ is the velocity fluctuations which is 
a function of time. An illustration of the wake profile at a specific time is shown in Figure 
4.2.  
Since the velocity component in the wake is a function of time, it’s not feasible to 
incorporate this information into the sound speed profile directly. Representative profiles 
are needed to address the time-varying atmospheric conditions. Here, the ‘frozen 
medium ’approach which we’ve already applied to isotropic turbulent atmosphere in 
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Chapter 3 is also applicable in the present situation to deal with the fluctuating part in the 
flow velocity. 
As shown in figure 4.2, the fluctuating part of the mean stream-wise velocity has a 
specific pattern in the spatial domain. In this case, suitable correlation functions are more 
difficult to establish and the realization of these fluctuations can be far more complicated 
than that for an isotropic turbulent atmosphere. To obtain a simplified model, the 
fluctuation in the mean stream-wise velocity is developed here. Suppose that, the stream-
wise velocity at each point of the spatial domain has a Gaussian distribution. At the 
location ( ),r z , the fluctuation part 1(t)u∆ at location (r, z) then satisfies: 
 21( , ) (0, ( , ))u r z N r zσ∆  , (4.20) 
where 2 ( , )r zσ is the variance of the instant velocity at location ( ),r z  and his variance 
can be obtained from the simulated data at each time step. For each realization, the 
fluctuating part can be obtained by a random number generator satisfying the 
Equation(4.20). 
However, the contribution of the fluctuating part is very limited because the scale of 
the fluctuation is very small compared to the mean stream-wise velocity.. Several test 
results have indicated that the fluctuating part of the stream-wise velocity has 
insignificant influences in the resulting sound field. Consequently, the wake contributions 
can be represented by the mean stream-wise velocity only. This analsysis has simplify the 
calculation of effective sound speed profiles for prediction of sound propagation through 
the turbine wakes. In the PE model for sound propagation, the wake influence can then be 
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included by incorporating the effective sound speed profile with wake contributions 
along the propagation path.  
4.3 Numerical Results 
 Validation of the AL-LES Method 4.3.1
As discussed in section 4.2.1, the AL-LES method is an efficient CFD method for 
wake simulations. However, the accuracy of the method is compromised somewhat by 
turbine representations. In this section, the simulation results of AL-LES method will be 
compared with other validated results for an established benchmark case. 
For wake simulations, a benchmark case has been established by an experimental 
study on a two-blade NREL Phase VI wind turbine [94]. This experimental turbine is 
placed at 12.2 m above the ground and has a diameter D of 10.06 m. The rotating speed 
of the turbine is 72 rpm. With a uniform incoming wind at 7m/s, the wake field is formed 
for 3.5 D in the downstream direction. A recent LES study [95] has reported accurate 
results for this test case with exact representation of the blade geometry. In this section, 
the same test case will be employed for the validations of the AL-LES model. 
Implementations of the AL-LES simulation are done by the LES solver in ANSYS 
FLUENT 14.0. A user-defined function is used for generating the distribution of body 
forces acting on the turbine blades. The body force is refreshed after each time step and 
the rotational effect of the blade has been included in the numerical simulations. The 
interactions of the wind turbine’s mounting tower with the flow field are not considered 
in the present study. 
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Numerical results of the AL-LES method and the LES method with exact turbine 
geometry have been shown in Figure 4.3 and Figure 4.4. As shown in these contour plots, 
the same pattern of the mean stream-wise velocity can be obtained for both methods. 
Examining the velocity profile more carefully, there are some apparent differences 
between these two simulation results. The AL-LES method gives a deficit prediction for 
the mean stream-wise velocity. However, this difference is generally acceptable because 
the AL_LES predictions are within 8% discrepancies in the near wake region.  
These comparisons have validated the accuracy of the AL-LES method and 





















Figure 4.2. Instant stream-wise velocity profile of (a) mean stream-wise velocity, and (b) 
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Figure 4.3. Mean stream-wise velocity (m/s) calculated by AL-LES method. 
 
 

















































 Wake Influence with Uniform Incoming Wind Profile 4.3.2
To investigate the influence of wake, a simple case with uniform incoming wind 
profile is discussed in this section. This simplified profile does not exist in reality but can 
reduce the complexity of the atmosphere and make analyses easier. Simulations are 
performed with a two-bladed NREL Phase VI wind turbine with a diameter D of 10.06 m. 
This experimental turbine is placed at 12.2 m above the ground and rotates at a speed of 
72 rpm. With an upwind configuration, this turbine is exposed to a uniform incoming 
wind profile at 7m/s. An illustration of the case set up is shown in Figure 4.5. 
For ground characterizations, the two-parameter impedance model [96] is employed: 
 0.50.436(1 )( / ) 19.48 /e eZ i f i fσ α= + + ,  (4.21) 
where eσ is the effective flow resistivity and eα is the effective rate of change of porosity. 
For an impedance surface of grassland, parameters in (4.21) can be chosen as 
238 KPa s meσ
−=  and 15eα = m
-1. These parametric values were also used to represent 
the apparent surface impedance of grassland at an airfield in [97].  
 
Figure 4.5. Illustration of test case with uniform incoming wind profile.  
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Insertion Loss (IL) is used to quantify the influence of wake on sound propagation 
where IL is defined as the difference of the Transmission Loss (TL) with or without 
turbine wakes: 
 'IL TL TL= − . (4.22) 
Here, in the above equation, 'TL is the transmission loss in presence of wakes and TL is 
the transmission loss without the influence of wakes. The transmission loss is defined the 
same as before, which has been expressed in Equation (2.83). If the predicted sound 
pressure has a higher level in the presence of turbine wakes, then IL will have a negative 
value. Otherwise, the IL is positive. The absolute values of IL indicate the extent of wake 
effects.  
a) Influence of the Fluctuating Part in Wake Profile 
As addressed in section 4.2, the wake profile consists of two parts: a constant mean 
level and a fluctuating part. The construction of a representative effective sound speed 
profile can be very complicated in the presence of wake fluctutations. The process 
involves a statistical modeling and random realization of the turbulent wakes. Since the 
scale of the fluctuation is quite small, it may be possible that the influence of the 
fluctuating part is significant for sound propagation. In this section, the effect of 
fluctuations in wake profile will be investigated. If the turbulent effect is small, the wake 
profile can then be simplified by the mean stream-wise velocity only. 
Figure 4.6 has shown a representative wake profile for one realization. As we can 
see, with homogeneous incoming wind, the wake profile is quite symmetric. In the mean 
stream-wise velocity profile, inhomogeneity in the flow field is significant near the 
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turbine. Such inhomogeneity in the atmosphere will cause scattering of sound waves. As 
distance increase, the flow speed varies more slowly and gradually approaches a 
homogenous field in the very far field. While the mean velocity in the field varies from 4 
m/s to 7m/s, the scale of fluctuations are only at the order of 310− . Most these fluctuations 
in wake velocity disappear after 150 m from the vertical plane of the turbine blade. 
If a monopole source of 100 Hz is placed at 12 m where the hub height is, the 
Insertion Loss obtained by the representative profile is shown in Figure 4.7. The red color 
represents a focusing phenomenon indicating higher sound pressure levels at this location 
with wake effects. Alternatively, the blue areas represent defocusing areas with lower 
sound pressure levels in the presence of turbine wakes. As we can see, there is a 5 dB 
difference in the far field and there are two significant defocusing areas at the range of 
500 m and 1000 m. For a receiver at 1.2 m, the Transmission Loss (TL) obtained with 
and without wake influence is shown in Figure 4.7.  
Using representative wake profile without the fluctuating velocity, the contour plot 
of the insertion loss shows the same features as those in Figure 4.8. There is almost no 
difference between Figure 4.7 and Figure 4.9. For a receiver at 1.2m, the IL obtained by 
the mean velocity profile is compared with ILs obtained by representative profiles for 8 
different realizations. In figure 4.10, it’s very hard to differentiate these results from each 
other. A zoom in for the details in this Figure has shown that the differences between 
these results are less than 0.05 dB.  
Thus, it is possible to conclude that the fluctuating part in the wake has negligible 
influence on the resulting sound field. Consequently, it is reasonable to ignore the 
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fluctuating part in the wake profile and use the mean stream-wise velocity profile only to 




Figure 4.6. One realization of the wake profile for homogeneous incoming wind. (a) 
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Figure 4.7. Insertion Loss (dB) obtained using representative wake profile. 
 
 
Figure 4.8. Transmission Loss (dB) with and without wake influence using the 
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Figure 4.9. Insertion Loss (dB) obtained using the mean stream-wise velocity profile.  
 
 













































TL using mean velocity profile
TL using representative profile
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b) Wake Influence for Sources at Different Height 
In the study of Oerkemans et al. [27], noises radiated from the blade tip are found to 
be the most critical noises received at the ground. As blades rotating, position of the noise 
source changes with time. As shown in Figure 4.11, possible positions of the noise 
sources vary in range of / 2h D z h D− ≤ ≤ +  , where h  is the hub height and D  is the 
diameter of the turbine. For a NREL Phase VI turbine, the range can be from7m to 17 m. 
To study the wake effect for sources at different height, three different source 
heights are chosen for numerical simulations. Typical positions are 17m, 12 m and 7 m 




Figure 4.11. An illustration of possible positions for blade tip noises. 
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As shown in Figure 4.12, the distribution of Insertion Loss changes significantly for 
different source heights. In the far field, all sources have negative ILs which indicates 
reduced sound pressure levels. Generally, lower sources have more defocusing effects. 
The lowest source position has a -6 dB IL and while IL for the highest source is only 
around -3 dB. This can be explained by the complicated scattering effects of wake 
positions. For the lowest source, the wake flow creates an area with negative sound speed 
gradients. With this area above the source, sound waves are mainly refracted upward and 
waves reach the receiver are reduced. But for the highest source position, the wake flow 
forms a downward refracting area below the source, allowing more sound waves to 
penetrate into the far field region. 
For areas close to turbine, the distribution of ILs demonstrates a more complicated 
pattern. For the middle source position, there are two significant defocusing areas at the 
range of 500 m and 1000 m. But for the lowest and highest source positions, such 
defocusing areas were not significant. Possible explanation can be the interaction 
between the scattering effects and the impedance ground. This combined effect can be 







Figure 4.12. Comparisons of Insertion Loss (dB) of a 100 Hz with (a) source height at 17 




















































































c) Wake Influence for Sources of Different Frequency 
Previous results are all simulated for a single frequency source at 100 Hz. However, 
noise generated by wind turbine has a broad band spectrum. For different frequencies, 
wakes may have different effects on their resulting sound fields. Thus, it is necessary to 
have simulations for different frequencies.  
In Figure 4.13, insertion losses are plotted for sources from 40Hz to 250 Hz. Since 
the propagation path can be very long, high frequency sources are not considered due to 
air absorption. With the same source height and receiver height, the IL differs 
significantly at different frequencies. As we can see, for frequencies below 80 Hz, the 
absolute values of IL are quite small and the wake profile has limited influence on the 
sound field. But for frequencies above 80 Hz, especially for 125 Hz, the wake effects can 
be very significant. One reason for that is the size of the wake is approximately the 
wavelength of an 80 Hz source. When frequency increases, the wavelength becomes 
shorter, and the wave is   more sensitive to scattering caused by wake inhomogeneity.  
For frequencies at 200 Hz and 250 Hz, the Insertion Losses have demonstrated a 
different pattern. This can also be explained by a combined effect of the impedance 




Figure 4.13. Comparisons of Insertion loss (dB) for multiple frequencies 
Source height: 12m; Receiver height: 1.2 m. 
 
d) Wake Influence with the Presence of Atmospheric Turbulence 
Near the wind turbine, the surrounding areas are mainly dominated by wakes. The 
influence of wake on sound propagation has already been discussed in the preceding 
section. However, in these simulations, atmospheric turbulence was not included. Since 
the atmosphere will eventually “recover’’ to the free –stream status, it’s natural for us to 
include random isotropic atmospheric turbulence into the propagation path.  
































In Chapter 3, we’ve already addressed the turbulence model for sound propagation. 
Here, the same atmospheric turbulence model will be employed. For the total index of 
refraction: 
 n n µ= + . (4.23) 
n is determined by the wake profile and µ represents the atmospheric turbulence. The 




s lC s eµ −= , (4.24) 
where the root-mean-square fluctuation 0µ  is 
-31.42 10×  and the correlation length l is 
1.1m These values are realistic for turbulence near the ground for flat terrain. 
In figure 4.15, transmission losses for four different atmosphere profiles are plotted. 
The frequency of the source is 100 Hz and the source height is 12m.  The first profile is a 
homogeneous profile with uniform wind profile. The second profile considers turbine 
wake additionally. The third case is an atmosphere with atmospheric turbulence. And the 
fourth case considers both wake effects and the atmospheric turbulence.  For a receiver at 
1.2 m, transmission losses for these four cases are shown in Figure 4.14 as well.  
In this simulation, significant changes caused by atmospheric turbulence are not 
observable in the numerical results. In the far field, there are some oscillations caused by 
turbulence but their scales are quite small. However, the wake effect is significant. The 
pattern of the resulting field can be changed if wake effects are included. Since the 
turbulence effects are usually more obvious in upward refracting atmosphere, it’s hard to 
say the atmospheric turbulence has little influence for propagation of wind turbine noise. 
In the upwind direction of turbine, sound waves can also be scattered into to shadow 
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zones. Considering the atmospheric turbulence is also important for predicting wind 
turbine noise in this direction. But with wakes, which can only be formed in the 




Figure 4.14. Transmission Loss (dB) for four different profiles.  
(Receiver height: 1.2 m) 
 

























TL without wake and turbulence
TL with wake but no turbulence
TL with turbulence but no wake




Figure 4.15. Transmission Loss (dB) with profile: a) without atmospheric turbulence and 
wake; b) without atmospheric turbulence but with wake; c) with atmospheric turbulence 








































Homogeneous case with Turbulence
 
 













Turbine case with Turbulence
 
 









































 Wake Influence with Logarithmic Incoming Wind Profile 4.3.3
In section 4.3.2, the influences of turbine wakes are studied with a uniform incoming 
wind profile. To investigate the influence of wake on sound propagation in more realistic 
situations, a logarithmic wind profile will be employed here. 
In this case, the turbine set ups and ground characteristics are the same as before. A 
typical incoming wind profile can be expressed as: 
 0(z) ln(z/ z 1)u a= + , (4.25) 
where a  is the wind gradient and 0z is the roughness length of the ground. In this case, 
0z is set as 0.05 to describe an open, flat grass land where wind turbines are normally 
located. The gradient of wind a is chosen to be 1.28 to have a profile with 7m/s at the hub 
height (12 m). This is a representative profile for the atmosphere in early morning or late 
afternoon with strong winds.  
 
 
Figure 4.16. Illustration of test case with logarithmical incoming wind profile. 
100 
 
The simulated wind profile is shown in Figure 4.17. With incoming wind increasing 
with height, behind the turbine, the flow field is no longer symmetric. Wind speed has 
been reduced more in the lower part. Using the mean stream-wise velocity, the 
corresponding effective sound speed profile is obtained as in Figure 4.18. Here, 
fluctuations in the wake and atmospheric turbulence are not included since their 
influences are trivial compared to wake effects which we’ve already demonstrated in 
section 4.3.2.  
For a 100 Hz monopole placed at 12 m, the insertion losses in the resulting field are 
obtained as in Figure 4.19. With the logarithmic wind profile, the sound level is locally 
increased or decreased. Different from the result in Figure 4.8, in this case, the resulting 
field showed a focusing feature in most of the domain especially for the near field at 500 
m.  
As addressed before, the reasons for such focusing and defocusing phenomenon can 
be very complicated. It is the total effect caused by both the refracting pattern and ground 
impact. Without considering the wake influence, sound waves are refracted downward 
with certain patterns.  Such patterns are disturbed when the wake inhomogeneity diverges 





Figure 4.17. Mean stream-wise velocity (m/s) in the wake flow with a logarithmic 
incoming wind profile.  
 
 




















































In this chapter, the wake effects on sound propagation are investigated. By 
introducing the Actuator Line-Large Eddy Simulation (AL-LES) method, the wake 
profiles are obtained accurately and efficiently. Since the fluctuating part in the wake 
profile has limited influence on sound propagation, the effective sound speed profile can 
be conveniently obtained by adding the mean stream-wise velocity of the flow into the 
adiabatic sound speed.  
For a simplified case with uniform incoming wind profile, the wake effects are 
discussed with simulations for different source heights, source frequencies and the 
existence of atmospheric turbulence. Results have shown that the wake inhomogeneity 
can cause the sound level locally increased and decreased. Such effects are more 





















TL without wake influence in upward refraction
TL with wake influence in upward refraction
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significant in the near field, and for sources with lower positons or high frequencies. In 
this simulation, atmospheric turbulence does not make any significant changes compared 
to the wake. A more realistic case has also been simulated with a logarithmic incoming 
wind profile showing rather complicated features. 
According the simulated results, we can conclude that wake effects play an 




CHAPTER 5: SUMMARY AND FUTURE WORK 
In this thesis, the impacts of the wakes and turbulence on the propagation path of 
wind turbine noise are investigated. By introducing the Parabolic Equation (PE) method, 
the spatial variations of the atmospheric conditions can be incorporated into the effective 
sound speed profile at each marching step. Detailed descriptions of the atmospheric 
conditions are provided by stochastic modeling of turbulence and numerical simulating of 
wake flows. In the shadow zones formed by upward refraction, sound pressure levels are 
increased due to the sound scattering caused by turbulence. With test cases of a NREL 
Phase VI turbine, the impacts of wakes on sound propagation are found to be non-
negligible. By considering the turbulence and wake effects on the sound propagation, 
more accurate prediction of the sound field can be obtained. Our numerical scheme offers 
a better method for assessing the impact of wind turbine noise on the neighborhood 
communities. 
For the PE model, improvements are made both on its model formulations and its 
implementations (Chapter 2). By applying the Perfect Matched Layer (PML) to represent 
the radiation boundary condition, reflections from the top layer can be absorbed more 
efficiently compared to the traditional Absorbing Boundary Conditions (ABCs). 
Comparisons between using the analytical starting field and the Gaussian starting field in 
the PE method can also serve as choosing the starters for different application cases. For 
the vertical dipole sound field, the cubic discretization process can obtain it 
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simultaneously when the PE/FE model is used to calculate the monopole sound field. 
With these improvements, capabilities of the PE/FE model have been greatly extended 
for various applications. 
The atmospheric turbulence is described by a stochastic model (Chapter 3). For the 
purpose of including the turbulence effects into the PE/FE model more efficiently, the 
marching operator is done by factorizing into two parts: the deterministic part and the 
stochastic part. The step matrix in the marching process does not change, while the 
fluctuations are introduced by multiplying a stochastic phase after each marching step. 
This has greatly reduced the computation effort. Numerical results for weak and strong 
upward refracting cases have demonstrated the scattering phenomenon in the shadow 
zone caused by atmospheric turbulence. 
To obtain the effective sound speed profile representing the wake influence, flow 
velocities along the propagation path are provided by wake simulations. Since the 
propagation path can be extremely long, which involves an extremely large 
computational domain, the Actuator Line-Large Eddy Simulation (AL-LES) method is 
introduced for wake simulation (Chapter 4). By representing the exact turbine blade with 
a line of distributed forces, the AL-LES method significantly reduces the density of the 
mesh grid for computation, making it possible to obtain the flow field for long ranges.  
Wake effects on the sound propagation have been discussed based on two test cases. 
The first case is with a uniform incoming wind profile and the second case is with a 
logarithmic wind profile. Results from the first case with a simplified incoming wind 
profile have shown that the wake inhomogeneity can both increases and decreases in the 
far field, creating several focusing and defocusing areas in the propagation path. Such 
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effects are more significant in the near field, and for sources with lower positons or high 
frequencies. In this case, the atmospheric turbulence does not make significant influences 
on the sound field compared with the wake. A more realistic case has also been simulated 
with a logarithmic incoming wind profile. Combined with the downward refracting 
effects, the resulting sound field shows rather complicated features.  
In future work, experiments are recommended to verify the numerical simulations. 
With more advanced measurement devices, such as portable Doppler Lidar, data of the 
wind speed and temperature can be measured along the propagation path which can be 
used to provide more realistic information of the atmosphere and helps to adjust 
simulation models for the flow field in the propagation direction. 
More investigations can be done in source specifications as well. By considering the 
details of the blade segment speed and surface area, the wind turbine noise is far more 
complicated than a monopole source. Similar to a propeller, the wind turbine also has 
sound emissions with directionality. For receivers not located directly in the downwind or 
upwind direction, the directivity of wind turbine noise might dominate. Following on this 
problem, the capability of PE/FE should be extended as well. A 3-D model can be studied 
for further implementations.  
Moreover, studies here are limited to a single turbine case. Cases with multiple 
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