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Electronic excitations above the ground state must overcome an energy gap in superconductors
with spatially-homogeneous pairing. In contrast, inhomogeneous superconductors such as those
with magnetic impurities or weak links, or heterojunctions containing normal metals or quantum
dots, can host subgap electronic excitations that are generically known as Andreev bound states
(ABSs). With the advent of topological superconductivity, a new kind of ABS with exotic qualities,
known as Majorana bound state (MBS), has been discovered. We review the main properties
of ABSs and MBSs, and the state-of-the-art techniques for their detection. We focus on hybrid
superconductor-semiconductor nanowires, possibly coupled to quantum dots, as one of the most
flexible and promising experimental platforms. We discuss how the combined effect of spin-orbit
coupling and Zeeman field in these wires triggers the transition from ABSs into MBSs. We show
theoretical progress beyond minimal models in understanding experiments, including the possibility
of different types of robust zero modes that may emerge without a band-topological transition. We
examine the role of spatial non-locality, a special property of MBS wavefunctions that, together
with non-Abelian braiding, is the key to realizing topological quantum computation.
I. INTRODUCTION
Ever since Kamerlingh Onnes discovered the “zero re-
sistance state” of metals at very low temperatures in 1911
[1, 2], the superconducting state of matter [3, 4] has fas-
cinated physicists. In the last century, the understand-
ing of superconductivity has evolved extraordinarily and
has garnered eight Nobel prizes, turning it into one of
the most iconic topics in condensed matter physics [5].
As described by the seminal Bardeen-Cooper-Schrieffer
(BCS) theory of superconductivity [6], the characteristic
feature of superconductors (SCs) is the macroscopic oc-
cupation of bound pairs of electrons, known as Cooper
pairs [7], in the same quantum-coherent ground state.
The condensation of Cooper pairs into such ground state
is associated with a superconducting complex order pa-
rameter ∆ = ∆eiϕ [8, 9], where ϕ is the conjugate of the
number of Cooper pairs. In a homogeneous s-wave BCS
SC, the spectrum of single-particle excitations above the
ground state develops an energy gap ∆. These gapped
excitations are propagating superpositions of electrons
and holes with different energy-dependent weights. How-
ever, if the order parameter –also called the pair potential
[3]– varies in space, ∆(r), lower energy (‘subgap’) exci-
tations may develop. Such is the case of states trapped
in magnetic flux vortices (so-called Caroli-Matricon-De
Gennes states [10]), at magnetic domains or impurities
(Yu-Shiba-Rusinov states [11–13]), at weak links between
SCs or at normal metal-superconductor (NS) contacts
[14], to name a few. Collectively, these subgap states are
dubbed Andreev bound states (ABSs), and are the focus
of numerous theoretical and experimental works, as well
as the basis of promising emerging quantum technologies,
see Fig. 1.
The core physical mechanism behind the formation of
ABSs in inhomogeneous systems with ∆(r) is a remark-
able scattering process, predicted by Andreev [15, 16],
in which an incoming particle-like excitation can convert
into an outgoing hole-like one and viceversa, see central
row of Fig. 1. Many of such Andreev scattering events
coherently concatenated lead to the formation of subgap
ABSs [17, 18] that are localized near the region where the
pair potential has strong spatial variations (for a recent
review see [19]).
In the last decade, a new twist in the possibilities af-
forded by the superconducting pairing of electrons has
been possible with the advent of topological materials
[20, 21]. Inspired by notions of topology [22], several
authors have predicted the existence of new states of
matter known collectively as topological superconduct-
ing phases, see Refs. [23–28] for reviews. These arise
in particular in so-called p-wave SCs, which possess a
rare triplet-like pair potential (an exotic form of super-
conductivity involving only a single spin band [29–33]).
Topological SC phases are characterized by the emer-
gence of a rather special type of subgap bound state oc-
curring at topological defects such as vortices, bound-
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2aries or domain walls. Importantly, such bound states
occur precisely at zero energy, and exhibit electron and
hole character with exactly equal probability. The sec-
ond quantization operators describing these states are
self-conjugate, γ = γ†. They are in this sense a con-
densed matter realisation of the celebrated ‘particle-
equals-antiparticle’ states known as Majorana fermions
[34], and also of so-called Jackiw-Rossi states at field vor-
tices in the Dirac equation [35, 36].
As opposed to standard ABSs, which can be pushed
out of the gap by continuous deformations of the Hamil-
tonian, Majorana bound states (MBSs) cannot be re-
moved from zero energy by any local perturbation or local
noise that does not close the gap. This robust zero-energy
pinning is a consequence of the bulk-boundary correspon-
dence principle of band topology [37], which predicts that
at the boundaries between materials with different topo-
logical indices, edge states must appear that are pro-
tected against perturbations by the topology of the bulk.
Quite remarkably, MBSs do not follow fermion statis-
tics, unlike the original particles predicted by Majorana
[34], but rather possess non-Abelian exchange statistics.
Upon exchange of two MBSs (braiding), a non-trivial
unitary operation will be performed on them. This prop-
erty, together with their topological protection against lo-
cal noise, holds promise for applications in fault-tolerant
quantum computing [38, 39].
The interesting connection between Dirac physics, su-
perconductivity and Majorana zero modes was exploited
by Fu and Kane in 2008 [40], who put forward the con-
ceptual breakthrough of effectively creating p-wave su-
perconductivity and MBSs out of standard s-wave SCs
by virtue of the proximity effect acting onto the helical
edge states of topological insulators (propagating edge
states with spin-momentum locking). The possibility of
combining different materials to engineer the topological
superconducting state has spurred immense interest in
the physics of Majorana states in hybrid systems.
Fu and Kane’s idea was soon extended to other ma-
terials with helical states produced by strong spin-orbit
(SO) coupling, but different from topological insulators
[33]. A popular practical proposal was put forward inde-
pendently by two groups in 2010 (Lutchyn et al. [41] and
Oreg et al. [42]), that realizes the conceptual model for
one-dimensional (1D) p-wave superconductivity proposed
by Kitaev in 2001 [32]. It was based on 1D low-density
semiconducting nanowires under an external magnetic
field B, which readily allowed its implementation in ex-
periments. The combination of the SO interaction and
the Zeeman field VZ = gµBB/2 associated to B gener-
ates, for a small chemical potential µ in the nanowire,
a helical phase similar to that of topological insulators
but with broken time-reversal symmetry [43]. By cover-
ing the nanowire with a conventional SC, its spectrum
becomes gapped by the proximity effect. In this device,
sometimes dubbed a Majorana nanowire, a topological
transition in the form of a band inversion was predicted
to occur at a critical Zeeman energy V cZ of the order of
the induced superconducting gap (Box A). The mate-
rial properties necessary to realize this proposal in the
lab can be achieved by using e.g. InAs or InSb semi-
conducting nanowires [44, 45]. Hybrid superconducting-
semiconducting devices based on such nanowires can be
tuned to the topological phase by increasing B and de-
pleting the wires by means of gate voltages. In finite,
but sufficiently long wires, zero energy MBSs emerge in
pairs for VZ > V
c
Z , one localized at either end. One pair
of Majorana states forms a non-local fermion. The occu-
pation of two such fermions defines the elementary qubit
in proposals of topological quantum computers [32].
In this work we review the formation and properties of
general subgap bound states in nanowires and nanowire
junctions, as they evolve from conventional ABSs in high-
density nanowires (Sec. II) to topological Majorana zero
modes at low-densities and finite magnetic fields (Sec.
III). We summarize the main experimental approaches
currently used for their detection and characterization
[46–48], including ABSs in nanowire quantum dots (QDs)
[49–54]. Going beyond, we discuss in Sec. IV various
physical extensions of the minimal description of Majo-
rana nanowires. These include multimode effects [55–58],
renormalized g-factors and SO couplings due to strong
proximity effect with the parent SC [59–65], effects of
the charge density distribution across the wire section
and of the electrostatic environment [63, 66–72] or den-
sity and pairing inhomogeneities [73–77]. Such gener-
alized nanowires have been predicted to sometimes de-
velop robust zero modes [73–89] that cannot be classi-
fied using the band-topological concepts of uniform Ma-
jorana nanowires. They allow nevertheless a classifica-
tion within the more general context of non-Hermitian
topology [87]. We review the open questions that remain
as to their nature (e.g. their location within the wire
[75, 77, 80, 81, 83, 85, 88, 89], their degree of fermionic
non-locality [80, 90, 91], their decay into external leads
[87, 92], their resilience to perturbations [93–106]) and
the conditions for their emergence. Understanding these
zero modes without a clear relation to bulk topology is
particularly important currently, in view of the many ob-
servations of robust zero bias anomalies reported in re-
cent experiments [107–109].
Although we focus on semiconductor nanowires in
this review, we note that MBSs are also investigated
in other material platforms, including atomic chains
[110, 111], monolayer islands [112–114], topological insu-
lators [115, 116] and planar semiconductor heterostruc-
tures [108, 117], while ABSs were studied in e.g. atomic
point contacts [118, 119], carbon nanotubes [120, 121],
graphene [122], and nanoparticles [123].
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Figure 1. Examples of systems allowing implementation of a Kitaev chain.
(a) A chain of QDs in a 2DEG. The QDs are connected to each other, and
to superconductors (labeled SC), by means of quantum point contacts (QPCs).
The first and the last dots are also coupled to external leads. The normal state
conductance of QPCs between adjacent dots or between the end dots and the
leads is Gk, and of the QPCs linking a dot to a superconductor is G?. The
confinement energy inside each QD can be controlled by varying the potential
Vgate. (b) Realization of the same setup using a nanowire, with the difference that
each dot is coupled to two superconductors in order to control the strength of the
superconducting proximity effect without the use of QPCs.
separated by gate-controlled tunnel barriers, and all the tuning can be done by gates, except
for the coupling to a superconductor. This coupling, in turn, can be controlled by coupling two
superconductors to each dot and applying a phase difference to these superconductors. The
layout of a nanowire implementation of our proposal is shown in figure 1(b).
This geometry has the advantage of eliminating many of the problems mentioned above.
By using single-level QDs, and also quantum point contacts (QPCs) in the tunneling regime,
we solve issues related to multiple transmitting modes. Additional problems, such as accidental
closings of the induced superconducting gap due to disorder, are solved because our setup allows
us to tune the system to a point where the topological phase is most robust, as we will show.
We present a step-by-step tuning procedure which follows the behavior of the system in
parallel to that expected for the Kitaev chain. As feedback required to control every step we
use the resonant Andreev conductance, which allows us to track the evolution of the system’s
energy levels. We expect that the step-by-step structure of the tuning algorithm should eliminate
the large number of non-Majorana explanations of the zero bias peaks.
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Tunneling spectroscopy
The broadening totG stems fromdecay and dephasing of the double dot.MBQ readout is nowpossible either by
observing a peak in the amplitude of the transmitted photon spectrum (I A Iout 2 0w = w( ) ∣ ∣ ) at frequency zw = W
determined byminimizing Re z0w w c- +∣( ) ( )∣ in equation (6),figure 2(e), or bymeasuring the z-dependent
phase shift of the transmitted signal ( Aargf wD = - w( ) ( )), figure 2(f).
As a variant of the quantum-dot-based readout proposed here, w ention the possibility of using the
regimewhere the tunneling through the reference arm (t0) ismuch stronger than the (co-)tunneling through the
MBQ (t1). In this limit, the two dots are effectively hybridized into a single dot tunnel coupled to twoMajorana
operators, say 2g and 3g . The energy shift of theQDdepends on z i 2 3g g=ˆ which therefore can be read out by a
measurement of the dot charge [25] or the quantum capacitance [31].
At this point, it is worth stressing that all the above readout scheme are topologically p otected in the sense
that imperfections thatmay reduce the readout fidelity (which can be compensated for by longer integration
times) do not change the projection caused by themeasurement. This is because themeasured operator is
uniquely defined by the dots or leads being addressed. The robustness of the projection is a consequence of the
non-local and fractionalized nature of theMBQquantum spin.
So farwe discussed readout and preparation of zˆ-eigenstates. Using the three-dot devicewith an interference
link infigure 3(a), the zˆ-measurement is readily generalized to readout of all three Pauli operators (x y z, ,ˆ ˆ ˆ).
Here, a phase-coherent reference arm connecting far ends of the box is needed, e.g., between 1g and 2g . For this
purpose, afloating TSwire (top) acts as a single fermion level stretched out over the entire wire length [26, 27].
Thereby, readout andmanipulations along the far side of theMBQbecome possible. Figure 3(b) lists the
corresponding dot pairs to access all Pauli operators. This simple geometry allows for non-trivial test
experiments, e.g., tofirst prepare an eigenstate in one basis, and thenmeasure a different Pauli operator.
Similar protocols allow tomanipulate arbitraryMBQ states yñ∣ . For instance, consider an electron transfer
fromdot 2 3l infigure 3(a), implemented by ramping the detuning parameter ε.With interference links
turned off (t 00 = ), the tunneling amplitude is t z1 ˆ, seeequation (4). The protocol begins with an electron on dot
2, 0 2dyY ñ = ñ Ä ñ∣ ( ) ∣ ∣ . Assuming that a latermeasurement detects an electron on dot 3, the final state is
z3 3 T e 0 3 . 7f d d t
Hdt
d
i
t
0ò yY ñ = ñá Y ñ = ñ Ä ñ- ¢
⎛
⎝⎜
⎡
⎣⎢
⎤
⎦⎥
⎞
⎠⎟∣ ∣ ∣ ∣ ( ) ( ˆ∣ ) ∣ ( )
In effect, the Pauli- zˆ operator has thus been applied, zy yñ l ñ∣ ˆ∣ . Equation (7) holds because all odd-in-t1 terms
are proportional to zˆ and because the finalmeasurement has confirmed the transfer 2 3l . This protocol works
beyond the adiabatic regime [15, 16] and allows for fast high-fidelity operations.Moreover, after a failed transfer
attempt, t2 2 0f d dY¢ ñ = ñá Y ñ = Y ñ∣ ∣ ∣(∣ ( ) ) ∣ ( ) , one can simply retry. Likewise, other Pauli operators are accessible,
Figure 3. Single- and two-qubit devices. (a)MBQwith three quantumdots and an i terference link for readout f all Pauli operators
and full one-qubit control. Dark squares indicate either a charge sensor or a resonator system, seefigure 2. (b)Possible combinations
of active dot pairs addressing particular Pauli operators, see equation (1). (c)Device with twoMBQs a and b connected by dots 4 and 5,
allowing for readout of their joint parity via theMBQproduct operator z za bˆ ˆ . The other dots serve to read andmanipulate qubits
individually.
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covered with superconductor is much less effective due to efficient 
screening. The number of occupied subbands in this part is unknown, but 
it is most likely multi-subband. As shown in figs. S9 and S11 of (20) we 
do have to tune gate 1 and the tunnel barrier to the right regime in order 
to observe the ZBP. 
We have measured in total several hundred panels sweeping various 
gates on different devices. Our main observations (20) are (i) ZBP exists 
over a substantial voltage range for every gate starting from the barrier 
gate until gate 4, (ii) we can occasionally split the ZBP in two peaks 
located symmetrically around zero, and (iii) we can never move the peak 
away from zero to finite bias. Data sets such as those in Figs. 2 and 3 
demonstrate that the ZBP remains stuck to zero energy over considerable 
changes in B and gate voltage Vg. 
Figure 3D shows the temperature dependence of the ZBP. We find 
that the peak disappears at around ~300 mK, providing a thermal energy 
scale of kBT ~ 30 ȝeV. The full-width at half-maximum at the lowest 
temperature is ~20 ȝeV, which we believe is a consequence of thermal 
broadening as 3.5·kBT(60 mK) = 18 ȝeV. 
Next we verify explicitly that all the required ingredients in the theo-
retical Majorana proposals (Fig. 1A) are indeed essential for observing 
the ZBP. We have already verified that a nonzero B-field is needed. 
Now, we test if spin-orbit interaction is crucial for the absence or pres-
ence of the ZBP. Theory requires that the external B has a component 
perpendicular to Bso. We have measured a second device in a different 
setup containing a 3D vector magnet such that we can sweep the B field 
in arbitrary directions. In Fig. 4 we show dI/dV versus V while varying 
the angle for a constant field magnitude. In Fig. 4A the plane of rotation 
is approximately equal to the plane of the substrate. We clearly observe 
that the ZBP comes and goes with angle. The ZBP is completely absent 
around ʌ/2, which thereby we deduce as the direction of Bso. In Fig. 4B 
the plane of rotation is perpendicular to Bso. Indeed we observe that the 
ZBP is now present for all angles, because B is now always perpendicu-
lar to Bso. These observations are in full agreement with expectations for 
the spin-orbit direction in our samples (17, 31). We have further verified 
that this angle dependence is not a result of the specific magnitude of B 
or a variation in g-factor (20). 
As a last check we have fabricated and measured a device of identi-
cal design but with the superconductor replaced by a normal Au contact 
(i.e., a N-NW-N geometry). In this sample we have not found any signa-
ture of a peak that sticks to zero bias while changing both B and Vg (20). 
Fig. 3. Gate voltage dependence. (A) 2D color plot of dI/dV 
versus V and voltage on gate 2 at 175 mT and 60 mK. An-
dreev bound states cross through zero bias, for example 
near -5 V (dotted lines). The ZBP is visible from –10 to ~5 V 
(although in this color setting it is not equally visible every-
where). Split peaks are observed in the range of 7.5 to 10 V 
(20). In (B) and (C) we compare voltage sweeps on gate 4 
for 0 and 200 mT with the zero bias peak absent and pre-
sent, respectively. Temperature is 50 mK. [Note that in (C) 
the peak extends all the way to –10 V (19).] (D) Temperature 
dependence. dI/dV versus V at 150 mT. Traces have an off-
set for clarity (except for the lowest trace). Traces are taken 
at different temperatures (from bottom to top: 60, 100, 125, 
150, 175, 200, 225, 250, and 300 mK). dI/dV outside ZBP at 
V = 100 ȝeV is 0.12 ± 0.01·2e2/h for all temperatures. A full-
width at half-maximum of 20 ȝeV is measured between ar-
rows. All data in this figure are from device 1. 
Fig. 2. Magnetic field dependent spectroscopy. (A) dI/dV 
versus V at 70 mK taken at different B-fields (from 0 to 490 
mT in 10 mT steps; traces are offset for clarity, except for the 
lowest trace at B = 0). Data from device 1. (B) Color scale 
plot of dI/dV versus V and B. The zero-bias peak is highlight-
ed by a dashed oval. Dashed lines indicate the gap edges. At 
~0.6 T a non-Majorana state is crossing zero bias with a 
slope equal to ~3 meV/T (indicated by sloped dotted lines). 
Traces in (A) are extracted from (B). 
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FIG. 1. Andreev bound states (ABSs) in semiconducting nanowires. ABSs are at the heart of several physical
mechanisms (central row), experimental techniques (lower row) and applications (upper row) in condensed matter physics.
Central row: Andreev reflection at an NS junction, see central panel, is the retro-reflection of an electron into a hole (or
viceversa) of opposite spin and velocity, with the addition (or removal) of a Cooper pair to the SC condensate. In contrast,
normal (specular) reflection leaves the particle and spin quantum numbers unchanged. The probability of each (RA vs. 1−RA
below the gap) depends on normal-state transparency TN and en rgy of the incident electron E. The central-right panel shows
the Andreev reflection probability versus E at an NS junction of TN in the high density limit (chemical potential µ much
larger than superconducting gap ∆). Multiple coherent Andreev reflections in a short SNS Josephson junction produce an ABS
confined to the N region with energy E(ϕ) below the gap. This energy depends on TN and the phase difference ϕ between the
two SCs, see central-left panel. Lower row: Several experimental techniques have been developed to probe the ABS spectrum,
amongst which we highlight Josephson spectroscopy using the AC Josephson effect of a capacitively coupled tunnel junction,
microwave spectroscopy through the dispersive shift of a planar resonator, and tunneling spectroscopy using the differential
conductance into the nanowire through an opaque barrier. In the bottom-left panel, a nanowire Josephson junction with a gate
voltage Vg is embedded in a SQUID loop, which sets a phase bias of ϕ = 2piΦ/Φ0, where Φ is the applied flux and Φ0 = h/2e
the superconducting flux quantum. The Andreev level excitation frequency f is set by Vs = hf/2e, the spectrometer bias
voltage. Nearby we show the measured excitation spectrum in the single channel regime, where the phase-depen ent Andreev
level (upper line) and the Josephson plasma oscillations (lower line) contribute to the signal. Experimental data are reproduced
from Ref. [47]. The bottom-central panel showcases experiments using the dispersive shift ∆f of an inductively coupled planar
superconducting microwave resonator. The data, as a function of the excitation frequency fexc and phase bias ϕ, are reproduced
from Ref. [48]. The bottom-right panel shows the setup and an experimental dataset for voltage bias spectroscopy, reproduced
from Ref. [46], where the differential conductance dI/dV is measured as a function of the voltage bias V . A tunnel barrier is
created by depleting a section of the nanowire by the local gate voltage Vtunnel. Upper row: Potential application domains of
ABSs in quantum technologies include single spin readout [124], Andreev quantum bits [125], topological quantum elect onics
[126] and hybrid quantum simulators [127].
4II. ABSs IN HIGH-DENSITY NANOWIRES
AND QDs
A. Formation of ABSs
ABSs arise in superconducting systems as the result
of an unusual form of quantum confinement caused by
so-called Andreev reflection [15, 16]. In a metallic sys-
tem in its normal phase, electrons become specularly re-
flected at planar interfaces with vacuum or insulating
materials. This is known as normal reflection. However,
at an NS boundary [14, 128], an incoming electron from
the N side may transform into an outgoing hole with
inverted spin and wave vector. This hole is said to be
retro-reflected since both the parallel and normal veloc-
ity components to the interface change sign, whereas in
a normal reflection the parallel component remains the
same. This process is known as Andreev reflection, and
is accompanied by the injection of a Cooper pair into
the SC. If the interface is highly transparent, below the
gap such Andreev process dominates with high proba-
bility RA ≈ 1, whereas in the opposite limit the elec-
tron becomes normal-reflected (1− RA ≈ 1), see central
panel of Fig. 1. Experimentally, RA can be character-
ized based on the finite subgap conductance of the NS
interface [109]. The bias-dependent conductance of short
nanowire segments between two SC leads was also used
to extract the magnitude of RA, close to one, in various
semiconductor nanowires, including SiGe [129, 130], InAs
[131–134] and InSb [135, 136].
Consider now an electron in a normal metal between
two or more insulating interfaces. When the metallic re-
gion is small, multiple coherent normal reflections on the
boundaries leads to the formation of electronic states of
quantized energy. A similar process takes place when
some or all of the confining insulators are replaced by SC
boundaries [16]. This leads to the formation of ABSs,
which are the superconducting analogue of the above
particle-in-a-box states of quantum mechanics.
The formation of ABSs becomes particularly simple
in the common case of high density SCs with negligible
SO coupling and zero magnetic field. In such systems
the superconducting gap is much smaller than the chem-
ical potential, ∆  µ, a condition known as the An-
dreev limit [137]. The NS Andreev reflection probability
RA then exhibits a simple dependence with normal-state
junction transparency TN and energy E (relative to the
SC chemical potential), see Fig. 1 central-right panel. It
reaches RA = 1 at E = ∆ from RA ≈ T 2N/(2 − TN )2 at
E = 0 [138]. This result assumes a step-like pair poten-
tial at the interface, a common approximation known as
the rigid boundary-condition [139].
We now combine two such NS interfaces into a 1D
SNS junction with normal length LN . A computation
in the Andreev limit of the energy E(ϕ) of ABSs below
∆ for fully transparent interfaces, and as a function of
SC phase difference ϕ across the junction, yields the fol-
lowing quantization condition [18]
ϕ− 2 arccos[E(ϕ)/∆]− 2E(ϕ)
∆
LN
ξ
= 2pin, (1)
where n is an integer and ξ is the superconducting coher-
ence length. A generalization to a multimode junction of
finite transparency yields, in the short junction LN  ξ
limit [18, 137, 140–143], an explicit E(ϕ) solution for
mode i
Ei(ϕ) = ±∆
√
1− T iN sin2
ϕ
2
, (2)
where T iN is the normal transmission for each indepen-
dent scattering-matrix eigenmode i in the normal phase
[144]. The presence of such bound states has important
consequences for transport, since, as argued by Kulik
[18], it implies that a normal metal can carry a dissipa-
tionless supercurrent IA(ϕ) between two SCs over arbi-
trarily long lengths, provided that transport is coherent.
This is the celebrated dc Josephson effect [145, 146]. At
zero temperature and neglecting the contribution to the
supercurrent coming from the continuum of states above
∆, IA(ϕ) = −(2e/~)
∑
i ∂Ei(ϕ)/∂ϕ (where the factor 2
accounts for spin degeneracy).
Figure 1 central-left panel illustrates the solution E(ϕ)
for different TN in a single-channel junction. Near ϕ =
0, 2pi the ABSs touch the continuum of single quasiparti-
cle states above ∆ while they reach their minimum value
at ϕ = pi, with an E(pi) that decreases with increas-
ing transparency until reaching an accidental zero-energy
crossing as TN → 1 (assuming ∆  µ). It is impor-
tant to realize that, since |E(ϕ)| < ∆, the ABS wave-
functions are confined to the junction, and exponentially
decay into the bulk of the SC leads on a length scale
ξABS = ξ/(
√
TN | sin(ϕ/2)|).
Deviations from the Andreev limit, relevant in low-
density nanowires, introduce important corrections to the
Andreev reflection RA and ABS energies Ei(ϕ), and will
be discussed in Sec. III.
B. ABS spectroscopy
Several measurement techniques have been developed
to obtain information about ABSs in nanowire Josephson
junctions. Here we focus on three broad classes: Joseph-
son spectroscopy, microwave spectroscopy and tunneling
spectroscopy, see bottom row of Fig. 1.
In a Josephson junction, parity-conserving transitions
between the ground and excited states with an addi-
tion energy of 2E(ϕ) [see Eq. (2)] can be created by
an incident photon with a frequency of f = 2E(ϕ)/h,
where h is Planck’s constant. Note that the SC gap
∆ ≈ 180µeV of Al corresponds to a frequency range
of 2∆/h ≈ 90 GHz. A precise treatment of the pair tran-
sition leads to an effective microwave impedance Z(f)
associated with the transition [147]. It can be detected
5via the inelastic Cooper-pair tunneling [148] in a capaci-
tively coupled auxiliary Josephson junction [149], which
is sensitive to the environmental impedance seen by this
spectrometer junction. The probing frequency f can be
set by applying a voltage bias of Vs = hf/2e (Fig. 1
lower-left panel). Measurements of this type confirmed
the applicability of the short junction formula Eq. (2) in
a wide range of excitation energies in InAs semiconductor
channels with epitaxial Al leads and demonstrated that
few-channel configurations of high channel transparency
can be attained [47].
The Andreev two-level system [Eq. (2)] can also be
characterized and manipulated by the well-established
toolbox of circuit quantum electrodynamics [150], based
on the coupling between a resonator with frequency fr
and the junction hosting the Andreev level. In the low-
est order, this coupling is described by the Hamiltonian
Hc = MIˆAIˆr, where M is the mutual inductance (Fig. 1
lower-central panel), and IˆA, Iˆr are the current opera-
tors of the Andreev level (see Sec. II A) and the res-
onator, respectively. It is instructive to note that the
supercurrent IA changes sign between the ground and
excited state. Furthermore, the odd parity state with
an unpaired quasiparticle yields IA = 0. These three
states can then be distinguished by the dispersive fre-
quency shift of the coupled resonator, enabling a real
time tracking of the junction charge parity [125]. The
characteristic parity lifetimes are measured to be in ex-
cess of 100µs in InAs nanowire Josephson junctions. In
the same experiment, typical relaxation times ranging up
to ∼ 10µs allowed for the coherent manipulation of the
nanowire-based Andreev level quantum bit.
Direct quasiparticle tunneling into the ABSs can also
probe the ABS spectrum (Fig. 1 lower-right panel).
These experiments utilize a gate-defined depleted section
of the nanowire [46] or an in-situ grown axial tunnel bar-
rier [54, 151] as the opaque probe junction. This measure-
ment geometry allows for the characterization of energy
spectra in proximitized semiconductor segments [152] or
quantum dots [50, 52], and makes non-local correlation
experiments possible [153]. However mesoscopic interfer-
ence effects in the leads may yield additional features in
the differential conductance [53].
It is worth noting that the ABS spectrum can indi-
rectly be characterized via the measurement of the phase-
dependent supercurrent IA(ϕ) ∼ dE/dϕ, which was per-
formed by an inductively coupled SQUID loop [154, 155].
These experiments yielded strongly skewed current-phase
relations, the signature of highly transparent channels in
an InAs nanowire with Al superconducting leads. Simi-
larly, the Josephson inductance, L−1J ∼ dIA(ϕ)/dϕ could
serve as another probe of the anharmonicity in the cur-
rent phase relationship [156]. Finally, external tunnel
barriers, typically AlOx of a few atomic layers, attached
to a metallic probe also became an established technique
to detect ABSs in other systems, such as carbon nan-
otubes [120] and graphene flakes [122].
C. ABSs in QDs
For the junctions above, it was assumed that the chan-
nel connecting the SC leads allowed for coherent trans-
port through a ballistic nanowire segment. By contrast,
in QDs, charges localize in the channel and the effect of
a finite electrostatic charging energy U must be taken
into account. QDs can be formed in a nanowire by e.g.
inducing barriers with electrostatic gates [Fig. 2(a)]. At
low temperatures and for low bias voltages, transport is
blocked by the large U and the system is in the so-called
Coulomb blockade regime with a well defined number of
electrons n. Current flow is only possible at discrete de-
generacy points where the energies of the n and n + 1
charge states become degenerate. Given the strong con-
finement in nanoscale QDs, U can easily exceed ∆ in the
electrodes, resulting in an interesting interplay between
single-electron charge transport, localized spins and su-
perconductivity [160].
The formation of ABSs can be understood by consider-
ing a single QD level coupled to a superconducting elec-
trode. If the level is singly occupied, it holds an un-
paired spin, i.e. a spin-doublet ground state [Fig. 2 (b)].
Conceptually, this scenario is identical to having an iso-
lated magnetic impurity in a superconducting host. As
shown by Yu, Shiba and Rusinov (YSR) in the 1960s
[11–13], the magnetic impurity induces localized bound
states within the SC gap. At a critical exchange coupling
the system undergoes a quantum phase transition to a
magnetically screened, spin-singlet ground state. Con-
versely, at weaker coupling, the system maintains its orig-
inal doublet state. While the above YSR picture applies
for classical magnetic impurities, a full quantum treat-
ment naturally leads to the physics of the Kondo effect
[161] where, despite the absence of screening electrons
within ∆ of the electrodes, the localized spin can still be
screened by the above-gap quasiparticles in the SC. As
in normal metals, Kondo physics sets in below a charac-
teristic temperature TK , which results in singlet-doublet
transitions occurring at kBTK/∆ ∼ 0.3. Early work on
hybrid dots indicated the importance of Kondo-like corre-
lations [162, 163], while more recent experimental work
has provided precise boundaries for the transition [51].
Figure 2(b) shows the generic phase diagram of a hybrid
QD as a function of dot parameters [50, 51, 159].
ABSs in QDs can be detected by transport spec-
troscopy [50, 120, 121, 123, 157, 158, 164–167], whereby
dI/dV is measured as a function of bias voltage V . The
sub-gap transport reflects resonant Andreev reflection
processes at voltages matching the energy difference EBS
between the ground and the excited state of the QD [Figs.
2 (c) and (d)]. This results in dI/dV peaks located sym-
metrically around V = 0, corresponding to ABS reso-
nances at energies ±EBS . Figure 2 (e) shows a typi-
cal transport spectrum, where ABSs are visible as ridges
below the gap. As the charge state, and thereby the
parity, of the dot is tuned, the ground state switches
between the singlet and doublet states, as reflected by
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FIG. 2. ABSs in hybrid quantum dots (QDs). (a) Sketch of a semiconductor nanowire contacted by a normal metal (N)
and a superconductor (SC). Local gates can be used to confine a QD, and to tune the dot-electrode tunnel couplings and the dot
occupation/parity [52, 157]. QDs can also form unintentionally in a nanowire, e.g. by barriers at interfaces [50, 51, 107, 152, 158].
(b) Top panel: charge stability diagram of a normal QD as a function of the bias voltage, V , and the gate voltage, Vg. The
dot occupation (0, 1 or 2) is well-defined inside the Coulomb diamonds. Bottom panel: phase diagram of a hybrid QD as a
function of Vg and the QD-SC coupling, ΓS , normalized to the charging energy, U = e
2/2C (e being the electron charge and C
the QD capacitance). In the weak coupling limit, ΓS/U  1, the ground state is a spin-doublet when the dot is occupied by an
odd number of electrons. Conversely, for ΓS/U  1, the ground state is a spin-singlet irrespective of the dot occupancy. The
precise boundary between both states can be obtained by experimentally tuning the ratio ΓS/U [51] in very good agreement
with theoretical results obtained by a superconducting analog of the Anderson model [159]. (c) Transport spectroscopy of ABSs
formed within the SC gap by the Yu-Shiba-Rusinov mechanism, where the confined spin (impurity) is screened by itinerant
quasiparticles. Resonant dI/dV peaks are observed when the chemical potential of the N probe matches the bound state energy,
±EBS , which represents the excitation energy from the ground state of the QD-SC system to an excited state. The transport
cycle first involves the tunneling of an electron (hole) to the QD-SC system, changing its parity, followed by an Andreev
reflection process whereby a Cooper pair is formed (broken) in SC and a hole (electron) is reflected to the probe. (d) Diagram
of the possible transitions between ground and excited states of a hybrid QD. An external magnetic field, B, splits the doublet
state by the Zeeman energy, 2VZ . Top panel: when the ground state is the doublet, the bound state energy increases with
B (green arrow). The transition between the two spin-polarized states is not visible by tunneling spectroscopy (red arrow).
Bottom panel: when the ground state is the singlet, both transitions to the spin-polarized excited states are visible, E↑BS and
E↓BS . (e) Subgap spectrum of a QD with a single SC electrode as a function of Vg at B = 0. Crossings of the bound state
resonances at V = 0 signal transitions between singlet and doublet ground states. Data reproduced from Ref. [157]. (f) The
bound states only split in the presence of an external B when the ground state is the singlet. (g) Zeeman splitting of the bound
states as a function of B. The dashed vertical line underscores a quantum phase transition (QPT) whereby the ground state
of the system turns from the singlet to a spin-polarized state. Data reproduced from Ref. [50].
the ABS crossings at zero bias. Remarkably, the ground
state remains a singlet in some odd-occupancy regions
due to the strong screening discussed above, which leads
to avoided ABS crossings in the spectra. The experi-
mental phase diagram of the QD-S system has been ex-
plored [51, 157, 166], finding excellent quantitative agree-
ment with theory [159, 168]. In some cases, however, one
needs to go beyond the bulk treatment of the SC above
(to include soft gaps, finite-length effects, etc) in order
to understand the complex ABS spectra of finite-length
7proximitized nanowires [53, 54]. Transport spectroscopy
of ABSs can also be performed by replacing the N probe
by a weakly coupled superconductor. Here, all spectro-
scopical features are shifted by ∆ [49, 165]. ABSs exist
also in coupled hybrid dot systems [52, 169] where one
can observe YSR screening of higher spin states and a
more intricate phase diagram than Fig. 2 (b) [52, 170].
We note that YSR states have also been studied in STM
experiments as reviewed e.g. in Ref. [171].
In an external magnetic field, the Zeeman effect lifts
the spin degeneracy of the doublet state. This strongly
impacts the transport spectra of the ABSs [Fig. 2(d)]. In
case of a singlet ground state, two (parity-changing) tran-
sitions are allowed, thanks to the splitting of the excited
doublet state. In contrast, when the ground state is a
doublet, only one transition remains accessible indepen-
dent of B. As a result, the ABSs shift to higher energies
but do not split. Figure 2 (f) depicts these two distinct
behaviors of the ABSs at finite B [50]. Interestingly, for
high enough fields, the lowest-energy, spin-split ABSs can
cross the Fermi level, denoting a quantum phase transi-
tion from the singlet ground state to a spin-polarized
state [50, 157]. This transition represents a parity cross-
ing and appears as a zero-bias peak at the critical field
[Fig. 2 (g)]. While the transition is a true crossing, the
peak can persist at V = 0 for a wider range of B owing
to the broadening of ABS resonances or to repulsion with
other states or the gap edge [50, 157, 172].
In addition to the above ABS spectroscopy, the physics
of a hybrid QD can also be captured by measurements of
the Josephson supercurrent in a S-QD-S geometry [173–
176]. Notably, QDs have also been used to investigate
MBSs in various device configurations [91, 107, 136, 177].
III. LOW-DENSITY NANOWIRES AND MBSs
A. ABSs in trivial SNS junctions with SO coupling
and Zeeman field
As the Fermi energy µ of a nanowire SNS junction is
reduced (low density regime), it may become compara-
ble to other energy scales in the problem, such as the SO
energy ESO = m
∗α2/2~2 (where α is the SO coupling
and m∗ the effective mass), the Zeeman energy VZ at the
junction, or the gap ∆ of the SCs at either side, see Box
Fig. 7. The Andreev reflection at a low-density NS in-
terface deviates considerably from the standard picture
described in Sec. II A. Figure 3 (a-c) shows the typical
dependence of RA with energy for a single channel con-
tact when both N and SC sides have a common Fermi
energy, SO coupling and Zeeman. Similarly, the Andreev
spectrum of the corresponding low-density SNS nanowire
junction is no longer well described by the conventional
Eq. (2), even in the short junction limit, see Fig. 3 (e-
g). Note in particular that the parity crossing present
at ϕ = pi in high-density transparent junctions becomes
an anticrossing even at TN = 1 as soon as the Andreev
limit ∆ µ is not satisfied. This contrasts with the pro-
tected (TN -independent) ϕ = pi crossing in topological
SNS junctions, as we will see.
To understand the main low-density corrections we
consider first the case of an SNS junction in which µ
becomes comparable to the SO energy µ ∼ ESO, while
still remaining in the Andreev limit ∆  µ. We further
consider the realistic complication that the SO coupling
α and the Zeeman field VZ are largely confined to the
normal part of the nanowire. The Fermi energy µN in
N is also assumed to differ from that of the SC contacts
µS . The corresponding bandstructures will thus exhibit
a Fermi momentum mismatch, which reduces Andreev
reflection and affects the resulting ABS spectrum. In a
nominally perfect, single mode SNS junction of nanowire
length LN with VZ = 0, Eq. (2) can be generalized to
[178]
E(ϕ) = ∆
√
1− sin
2(ϕ/2)
1 + κ sin2(k0LN )
, (3)
where κ = [(kSF )
2 − k20]/(2kSF k0) captures the effect of
momentum mismatch acting as an effective barrier at
each interface, with a transmission TN =
1
1+κ sin2(k0LN )
that is smaller than 1, except at resonant values of the
nanowire length k0LN = npi, n ∈ Z. Here the SC
and N Fermi wavevectors are kS,NF =
√
2m∗µS,N/~, and
k0 =
√
(kNF )
2 + 4k2SO. This k0 depends also on the SO
momentum kSO = m
∗α/~2, that captures the momen-
tum band shift of the two spin sectors in the nanowire
(see Box A). E(ϕ) of Eq. (3) remains doubly degenerate
for all ϕ despite the shift kSO of the two spin sectors;
electron-hole pairs can still form in a similar manner as
for a spin-degenerate single parabolic dispersion, see Fig.
7. While Eq. (3) still yields a zero energy crossing at
TN = 1 and ϕ = pi, it captures the fact that TN < 1 even
with nominally perfect contacts due to the momentum
mismatch.
In the absence of a Zeeman field, spin splitting of the
ABS spectrum can be achieved by a nonzero ϕ in a
two-subband model with intersubband coupling. Specifi-
cally, mixing between the two lowest transverse subbands
in a low density regime may produce a strongly spin-
dependent Fermi velocity v↑F 6= v↓F , and hence coher-
ence lengths ξ↑/↓ =
~v↑/↓F
∆ , which leads to spin-dependent
quantization conditions according to Eq. (1). For TN =
1, and assuming λi = LN/ξi  1 or Ei  ∆, the ABSs
can be written as [179]
Ei(ϕ) = ±∆ cos(ϕ/2)
1 + λi sin(ϕ/2)
. (4)
The spin splitting between ABSs reads
E↑(ϕ)− E↓(ϕ) = ∆(λ↑ − λ↓) sin(ϕ)
2[1 + λ↑ sin(ϕ/2)][1 + λ↓ sin(ϕ/2)]
.
(5)
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FIG. 3. Theory of Andreev reflection and bound state formation in low-density NS and SNS nanowire junctions:
Andreev reflection probability RA (top row) and ABS energy E(ϕ) (bottom row) computed within a tight-binding approach in
constant µ ∼ ∆ low-density NS and short SNS junctions of varying normal-state transparency TN , respectively. Energies are
normalized to the SC gap ∆ at Zeeman energy VZ = 0. Panels (a,e) correspond to zero Zeeman and spin-orbit (SO) coupling α.
Note that at low-densities the Andreev limit ∆ µ is not satisfied. Hence, the {ϕ = pi, TN = 1} ABS crossing at zero energy
expected from Eq. (2) becomes an anticrossing due to ∆-induced normal reflection (in contrast to Fig. 1). In panels (b,f) we
see that a small VZ splits the gap edge into two sectors ∆±, with their respective quasiparticle continuum colored in different
shades of gray. All curves in (a,b,e) are double, one per incident spin channel (a,b) or level (e). The addition of α in (c,g)
breaks the remaining spin-symmetry of RA around the Zeeman field direction (along the wire). This is visible as a splitting
of same color curves. As one cranks up VZ , ∆− goes to zero and at V cZ ≡
√
∆2 + µ2 undergoes a band inversion. Upon its
reopening for VZ > V
c
Z , a zero-energy scattering resonance arises in the Andreev reflection of the NS junction (panel d). The
resonance manifests as a universal RA = 1 at the Fermi level E = 0, regardless of junction transparency TN . It is the result of
the emergence of a MBS at the NS junction. In a short SNS geometry, two such MBSs emerge that hybridize into an ABS. Its
energy E(ϕ) is detached from the continuum at ϕ = 0, 2pi for TN < 1 and exhibits a protected zero-energy parity crossing at
ϕ = pi (panel h), yielding a 4pi-periodic state at fixed parity. Note that subgap curves in (d,h) are effectively spinless.
This phase-dependent spin splitting is finite for ϕ 6= 0, pi,
and comes from the difference in coherence lengths and
Fermi velocities. Spin-degeneracy at ϕ = 0 and ϕ = pi
is protected by time-reversal symmetry. The combined
effect of Zeeman and SO coupling on the Andreev level
spectra of single channel nanowires has been studied in
Ref. [64, 180]. Among others, an important consequence
of the interplay of VZ and α is the strong suppression
of the g-factor owing to SO coupling and/or high elec-
tron density. This g-factor renormalization drastically
changes the spin splitting of Andreev levels for increas-
ing magnetic fields.
The theory of spin-split ABS formation outlined
above has been confirmed by recent experiments in a
circuit quantum electrodynamics geometry using InAs
nanowires [48, 181].
B. Emergence of MBSs
In Fig. 3 (e-g) we have illustrated the strong effect of
SO coupling and Zeeman fields in the ABS spectrum of
a low-density SNS nanowire junction. When the SC con-
tacts are taken as low-density proximitized nanowires,
the Oreg-Lutchyn minimal model predicts that a suf-
ficiently strong VZ > V
c
Z will make them undergo a
topological phase transition, with MBSs at each inter-
face. Their presence results in a topologically protected
RA = 1 Andreev reflection amplitude at E = 0, see
Fig. 3 (d), and a protected ϕ = pi parity crossing
of SNS ABSs for all transparencies, (h). The parity
crossing is robust regardless of the microscopic chan-
nel configuration of the junction, and ideally gives rise
to the topological Josephson effect, characterized by 4pi-
periodic supercurrents as a function of ϕ at fixed par-
ity [32, 41, 42, 182]. The 2pi-periodic E(ϕ) solution in
the trivial phase, Eq. (2), transforms in the topologi-
cal regime into E(ϕ) ≈ ±√TN∆ cos(ϕ/2), with different
9signs for opposite parities [182].
Figure 4 shows a complementary picture of the topo-
logical transition in a low-density, isolated ISI uniform
nanowire of length L (where I stands for ‘insulator’),
both in the long (a-c) and short (d-f) nanowire regime.
As VZ > V
c
Z , a MBS appears localized at each end of
the SC region, with zero energy in the large L limit, or
with characteristic Majorana oscillations around zero for
shorter L, resulting from their hybridization into conven-
tional fermions due to their finite overlap. The lowest en-
ergy level Emin [red in (a,d)] clearly traces the topological
phase diagram for large L, panel (c). It is interesting to
note the role of finite L in the topological Josephson effect
[compare panels (g,h)]. Due to the overlap of the ‘inner’
MBSs in the junction and the ‘outer’ MBSs at the oppo-
site ends of the nanowires, the 4pi Josephson periodicity is
destroyed under an adiabatic ϕ(t), and a non-topological
2pi-periodic Josephson effect is restored [183, 184]. A sim-
ilar effect is expected from quasiparticle poisoning (ex-
change of quasiparticles with the junction’s environment
which breaks parity conservation) and by higher-energy
quasiparticle excitation [184].
The role of SO coupling is crucial for the physics of
MBSs. For α = 0 and VZ larger than ∆ the spectrum is
gapless (the magnetic field just kills superconductivity),
so that no localized MBSs emerge, while for VZ < ∆
the system has a gap. The addition of SO coupling rad-
ically transforms this picture, and enables a topological
minigap to emerge at VZ > V
c
Z . The minigap can be
shown to be effectively p-wave, and hence topologically
non-trivial. The Majorana zero modes at the ends of a
VZ > V
c
Z nanowire are in fact a manifestation of the bulk-
boundary correspondence of this topological gap. They
are thus topologically protected states. The extension of
the Majorana wavefunction is the coherence length cor-
responding to the minigap (also known as the Majorana
length ξM [185, 186]) and is hence smaller for stronger SO
coupling. The Majorana oscillatory hybridization is thus
exponentially suppressed by both a strong SO (minigap)
and nanowire length. In both limits, an exact Majorana
topological protected zero mode is recovered at each end
of the nanowire.
C. MBS spectroscopy
In this section, we outline the experimental techniques
used to probe potential Majorana zero modes. First,
tunneling spectroscopy as described in Sec. II B has
been performed extensively in nanowires in devices of
the kind shown in Fig. 5 (a), with the chemical poten-
tial in the nanowire controlled by the purple gate voltage
VS . The gate-defined tunnel barrier (red gates) allows
the conductance through the junction to probe the local
density of states at the left end of the hybrid nanowire
(green), typically exhibiting a roughly BCS-like gap [see
the orange linecut in Fig. 5 (d)]. In these experiments
[46, 107, 172, 187–189], the expected signature of a Ma-
jorana zero mode is a zero bias conductance peak above
a threshold magnetic field [see Fig. 5 (c)], resulting from
the resonant Andreev reflection to the MBS at the junc-
tion. This process is furthermore expected to result in
a quantized, 2e2/h conductance value at zero bias if the
coupling energy scale through the tunnel barrier is larger
than the thermal energy kBT [190–192]. This scaling to-
wards the quantized peak has recently been investigated
using an InAs nanowire etched in a planar heterostruc-
ture [108]. However, most experiments yield much lower
conductance values (see e.g. Fig. 5 (c,d) [107]), consistent
with the thermally broadened regime. Further compari-
son with theory [Fig. 4 (c)] can be performed by mapping
the presence of the zero bias conductance peak as a func-
tion of the magnetic field B and the gate voltage VS to
create a phase diagram (see Fig. 5 (b) [188]). While there
is an approximate agreement, V cZ ∼ ∆, the interpretation
of the data demands device modeling beyond the minimal
nanowire model, as will be discussed in Sec. IV.
Another class of experiment targets the apparent
charge periodicity of superconducting island devices,
which was shown to exhibit an oscillating pattern for
nanowire-based devices, with the oscillation amplitude
decreasing exponentially with increasing island length L
(Fig. 5 (e) [193]). The oscillations and their cutoff length
ξM ∼ 260 nm have been interpreted as resulting from
Majorana splittings, see Fig. 4 (b,e).
Apart from tunneling spectroscopy measurements, in
order to detect MBSs one can also explore dynamical de-
tection techniques in SNS junctions. In Sec. II A we dis-
cussed the ABS spectrum and concluded that in a finite-
transparency, high-density, short junction, they exhibit
an avoided crossing at ϕ = pi, while in Sec. III B we
saw that in the topological phase, E(ϕ) has a protected
crossing at pi, leading to the 4pi-periodic Josephson ef-
fect. At first glance, a tempting experimental detection
of the topological Josephson junction is to directly mea-
sure the gapless nature of the ABSs, E(ϕ), or the cor-
responding current-phase relation, IA(ϕ) ∼ dE(ϕ)/dϕ.
However, as mentioned in the preceding section, in a fi-
nite length system of length L, the overlap between the
‘inner’ and ‘outer’ Majorana wavefunctions restores the
avoided crossing with an energy scale ∼ exp(−L/ξM )
[183, 184, 196]. In addition, the tunneling of unpaired
non-equilibrium quasiparticles enables relaxation to the
parity ground state, resulting in a trivial, 2pi-periodic
behavior on timescales much longer than the parity poi-
soning time of the system [41, 197].
Due to these challenges, the experimental detection ef-
forts of the 4pi-periodic Andreev levels have typically fo-
cused on dynamical detection techniques based on the
ac Josephson effect [145], Fig. 5 (h). In conventional
2pi-periodic Josephson junctions in the tunneling limit
TN  1 a junction bias V produces an oscillating su-
percurrent I(t) = IC sin (2pift), with f/V = 2e/h ≈
486 MHz/µV [198]. In the topological Josephson ef-
fect, the 4pi-periodicity of subgap states translate into
a halving of the frequency f/V = e/h. This halving be-
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FIG. 4. Theory of MBS formation and length-dependence in finite nanowires and Josephson junctions: Panels
(a-f) correspond to an ideal, uniform proximitized nanowire of length L = 3µm (a-c) and L = 0.6µm (d-f) distance between the
two insulators (possibly vacuum). When the nanowire length L is long as compared to the SC coherence length, the low energy
spectrum as a function of Zeeman splitting VZ has the characteristic shape shown in (a). For VZ < V
c
Z the system is trivially
gapped, but this gap decreases until it reaches zero at the topological phase transition at V cZ . From the latter, two Majorana
zero modes around the ends of the nanowire emerge, whose exponentially decaying wave functions in the Majorana basis (see
Box B) are shown in (b). For shorter lengths, these MBSs hybridize into fermions of oscillatory energy around zero (d), with
overlapping wave functions (e). The energy of the lowest excitation clearly traces the topological transition at V cZ ≡
√
∆2 + µ2,
producing the phase diagrams of (c,f) as a function of Zeeman energy VZ and chemical potential µ. The two Majoranas at
either side of a VZ > V
c
Z short TS-N-TS junction combine into the characteristic low energy ABS spectrum E(ϕ) ∼ cos(ϕ/2)
of a topological Josephson junction that vanishes at ϕ = pi (g). This parity crossing leads to a 4pi-periodic ground state when
fixing quasiparticle parity, and to the so-called topological Josephson effect. The exact zero modes correspond to the two outer
MBSs, decoupled from the two ϕ-dependent junction (inner) MBSs for long L. The parity crossing at ϕ = pi becomes lifted by
four-Majorana overlaps for short TS nanowires, that couples inner and outer MBSs, thereby destroying the 4pi periodicity (h).
In the schematics at the left and right edges of the figure, I stands for insulator, S for trivial SC, TS for topological SC and
the red circles symbolize the presence of MBSs at the junctions.
comes visible in Shapiro step measurements [199], where
the junction is irradiated at a frequency f in the mi-
crowave domain. The dc component of I(V ) develops
discrete voltage steps with a spacing of V2pi = hf/2e
and V4pi = hf/e for the trivial and topological state,
respectively [197, 200, 201]. While the disappearance
of the first voltage step was repeatedly observed, Fig.
5 (g), higher odd steps typically persist in experiments
[195, 202]. It has been argued that the interpretation of
the measurements needs to include the deviations from
the tunnel junction behavior, such as non-sinusoidal su-
percurrents [200], overheating effects [203, 204], capac-
itive shunting [205], Landau-Zener tunneling between
the Andreev bands and to the quasiparticle continuum
[183, 201, 206]. Furthermore, the addition of several non-
topological ABSs has a non-trivial effect on the observed
Shapiro steps [200, 207].
Another class of experiments rely on the direct spectro-
scopical detection of the Josephson radiation of voltage-
biased junctions, which is expected to be centered at
f2pi = 2eV/h or at f4pi = eV/h [184]. This transition
has been observed in InAs/Al nanowire Josephson junc-
tions integrated with an on-chip SIS microwave detector
(Fig. 5 (f), [194]), and by using a conventional microwave
amplifier chain [202].
It should be noted that additional measurement
schemes were proposed to observe the 4pi-periodic
Josephson effects as a probe for topological superconduc-
tivity. These utilize Shapiro steps in the low-frequency
regime [201], Andreev level pair excitations in long junc-
tions [208], critical current measurements [209–211], or
the shape of switching current histograms [212].
IV. MBSs BEYOND THE MINIMAL MODEL
A. Extensions of the minimal model
The minimal Oreg-Lutchyn model has proven to be
a first useful guide to investigate the physics of Majo-
rana nanowires. However, discrepancies between its pre-
dictions and experimental observations have motivated
extensions that provide a more complete understanding
of the experimental system. A natural extension of the
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FIG. 5. Experimental signatures in the search for MBSs. (a) A false color scanning electron micrograph of a device built
for zero bias conductance peak (ZBP) measurements between the proximitized segment (nanowire covered by the SC, in green)
and the normal metal ohmic contact (in yellow). The red electrostatic gates tune the transparency of the tunnel barrier and the
purple gates change the electrochemical potential of the proximitized segment. The magnetic field B points along the nanowire.
(b) A ZBP phase diagram measured on an InSb nanowire covered by a NbTiN superconductor, reproduced from Ref. [188].
(c) Experimental data of a robust ZBP taken on an InAs nanowire with epitaxial aluminum leads, reproduced from Ref. [107].
(d) Linecuts taken at B-fields indicated by colored labels in panel (c). (e) The amplitude of lowest-energy-level oscillations in a
finite-sized island device of length L, decreasing exponentially with increasing L [193]. (f, g) AC Josephson effect experiments
using the geometry sketched in (h). The characteristic frequency is proportional to the applied bias f = e?V/h with e? = 2e
for the conventional Josephson effect and e? = e for a topological Josephson junction. The halving of e? and the 4pi periodicity
of the topological Josephson effect was demonstrated as a function of B by a frequency-sensitive measurement of the Josephson
radiation of an InAs/Al nanowire junction [(f) taken from Ref. [194]] and by missing odd Shapiro steps in etched InSb/Nb
junctions [(g) taken from Ref. [195]].
1D single band model is to allow for multiple subbands
in the nanowire [55–58]. This results in a more compli-
cated phase diagram, depending on the number of occu-
pied bands and their relative energies. Additionally, the
orbital effects of the magnetic field (i.e. the magnetic
flux across the nanowire section) may become relevant,
especially when the number of occupied subbands is in-
creased [213]. They have been shown to dramatically
modify the topological phase diagram [72, 213] [see Fig.
6 (b)] and the dispersion of states in the nanowire, lead-
ing to large effective g-factors [214, 215] and suppressed
topological gaps [213]. Although numerical simulations
of multiband wires can shed additional light on the ex-
perimental results, they tend to depend strongly on de-
tails such as the geometry and effective parameter values
which are not always experimentally accessible.
While initial experiments generally suffered from un-
wanted quasiparticle states inside the superconducting
gap [referred to as “soft gap” [46, 72, 216], see Fig. 6
(c)], clean superconducting gaps comparable to the bulk
gap of the parent SC have since been achieved [109, 152]
by engineering epitaxial interfaces between the two ma-
terial systems [217, 218]. Both the “soft gap” issue [75]
and the large gaps measured in later experiments ignited
interest in a more complete description of the supercon-
ducting proximity effect in these systems. This includes
pair breaking effects that suppress superconductivity be-
yond a critical value of the magnetic field, or a more
accurate model for the induced pairing in the form of an
energy-dependent anomalous self-energy. The latter ex-
tends the regime of weak coupling between the semicon-
ductor and the SC, wherein the induced superconduct-
ing gap is simply proportional to the coupling strength
between the two systems. It was found that in the oppo-
site, strong coupling regime, the band structure of the
nanowire is significantly altered, resulting in a strong
renormalization of model parameters [59]. It has also
been demonstrated that the proximity effect can strongly
depend on the thickness of the SC film [60, 61, 86]. The
SC-semiconductor coupling has furthermore been found
to depend on the details of the electrostatic environ-
ment [63, 68], resulting in gate voltage dependent effec-
tive parameters such as the g-factor [62, 65], the SO cou-
pling [219] and the induced gap [69].
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A notable disagreement between most experiments and
the minimal model revolves around the Majorana oscil-
lations. The oscillatory energy splittings are predicted
to be regular and grow with Zeeman field [73, 220–222],
while in most experiments robust zero-bias peaks appear
without oscillations [107, 109]. Several model extensions
have been explored that predict a reduction or suppres-
sion of oscillations, such as interactions with a dielectric
environment or among carriers [67, 71, 220], orbital ef-
fects [223], dissipation [87, 224, 225] or non-uniform po-
tentials [80, 222], pairing [77] or SO coupling [226]. A fur-
ther common disagreement is a lack of visible bandgap-
closing and reopening in some experiments [46, 62, 107],
which is a key feature of the model’s topological transi-
tion. This has been explained as the result of poor vis-
ibility resulting from tunnel probe smoothness [73, 227]
and even by a lack of bulk transition altogether [228], as
will be discussed in Sec. IV C.
The topological phase transitions in these extended
models are generally calculated using the chemical po-
tential µ and the Zeeman energy VZ . However, the con-
trol parameters used in experiments are gate voltages and
magnetic fields. Calculating the phase diagram in terms
of gate voltages requires a self-consistent treatment of the
electrostatics [66]. While some progress has been made
in self-consistent Schro¨dinger-Poisson calculation for 3D
device geometries [63, 70–72] [see Fig. 6 (a)], this remains
a difficult problem to solve reliably. In addition to elec-
trostatic modifications of the phase diagram, interaction
effects have been demonstrated to play a role in the low
energy spectrum of Majorana nanowires [66, 67, 71].
An immediate effect of a self-consistent description of
nanowire junctions, both for electrostatics and the prox-
imity effect, is a smoothening of the pairing and Fermi
energy profiles [73], which can no longer be assumed
piecewise-constant as in the minimal model. Smooth
∆(r), µ(r) at a junction have been shown to give rise to
near-zero modes without the need of a topological bulk.
We devote the next subsections to these and other types
of non-topological zero modes.
B. Zero energy pinning with a topologically trivial
bulk
The combination of multiband wires with disorder has
been shown [221, 229, 230] to produce topologically triv-
ial zero energy states in class D Hamiltonians [231, 232].
Since the advent of cleaner experiments, it has become
possible to distinguish disorder-based mechanisms from
zero bias peaks of different origin, as the former are asso-
ciated to specific observable features (e.g. soft gap, low
transport peak heights) that have been optimized away.
Strong interband coupling in multimode clean wires with
a single short-range potential inhomogeneity have also
been shown to conspire to produce approximate zero en-
ergy states of non-topological states [89, 172].
Near-zero bound states can also be generically present
in a tunneling spectroscopy nanowire setup if there is a
non-superconducting section between the tunnel barrier
and the superconducting wire [61, 73, 79–81, 84, 85, 87,
88, 233–235] [Fig. 6 (d)]. Such an N region can host
ABSs that become spin-polarized under a Zeeman field
and may thus be tuned to zero energy, much like the
Shiba states, possibly with a strongly renormalized g-
factor due to SO coupling [64]. In the simplest situation,
these are readily distinguished because their zero energy
results from fine tuning parameters such as B to spe-
cific values, unlike for topological MBSs. Under some
circumstances, however, these modes can become pinned
to zero or near-zero energy for an extended range in mag-
netic field and other control parameters, resembling the
behavior expected from MBSs, but with the SC in the
topologically trivial phase [73–75, 79–85, 87, 88].
In the case of isolated NS nanowire junctions, we can
distinguish two main mechanisms for zero-energy pin-
ning of a non-topological zero mode: smooth confinement
[80, 83, 85, 87, 88] and SO-induced pinning [81]. Both ef-
fects ultimately cause an enhanced Andreev reflection of
a normal electron on the trivial SC. In the case of a junc-
tion with spatially smooth parameters, the momentum
transfer required for normal reflection at the junction
is suppressed, and hence Andreev reflection dominates.
Under these conditions, states at the junctions decou-
ple into two sectors around different Fermi wavevector
and spin (due to the SO coupling and the Zeeman field)
[74, 80, 85], each of which behaves as an independent
topological p-wave SC that gives rise to a zero-energy
MBS decoupled from its partner. The Majorana wave-
function corresponding to the two wavevectors are cen-
tered at different positions along the wire and exhibit dif-
ferent spatial profiles (oscillatory exponential and smooth
gaussian, respectively [80, 88]), see Fig. 6 (e).
A similar pinning effect can be caused by SO coupling.
For large SO, the effective g-factor is strongly renormal-
ized and ABSs can become largely insensitive to magnetic
fields [64]. When the length of the N section is further
tuned to an approximately odd-integer multiple of the
SO length, an ABS will appear pinned near zero energy
respect to VZ [81]. This SO-induced pinning does not
require junction smoothness, but the above Fabry-Perot
resonance condition on length must be satisfied.
A third route towards stabilising zero modes belonging
to a nominally trivial bulk has been proposed in topolog-
ically trivial nanowires open to fermion reservoirs (which
is a standard geometry in NS junctions used to perform
transport spectroscopy). When such a nanowire becomes
coupled to the reservoir, it can develop an ‘exceptional
point’ (EP) bifurcation in its complex (non-Hermitian)
spectrum, see Fig. 6 (f), where the real part of the lowest
quasibound Bogoliubov mode becomes robustly pinned
to zero energy as the imaginary part bifurcates. This
kind of non-Hermitian topological transition stabilizes a
couple of quasibound states at the contact with differ-
ent decay rates. One of the two may become essentially
non-decaying after the exceptional point bifurcation, thus
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Subtype Bulk topology Spatial Overlap of Majorana components
Spatial extension of 
Majorana components Zero energy pinning
Non-Abelian 
braiding
Standard: SO=0, VZ=0 trivial complete spread across junction/normal region no no
SO≠0, VZ<VZc trivial partial
spread across junction/
normal region no no
strong SO, VZ<VZc trivial partial
spread across junction/
normal region
only vs. VZ,
rest fine-tuned no
coupled multiband + 
short-range inhomogeneity trivial high
spread across 
inhomogeneity approximate no
Shiba state trivial complete localized to impurity no no
Long (L≫ξM, VZ>VZc) nontrivial
exponentially 
suppressed localized to edges yes yes
Short (L≲ξM, VZ>VZc) nontrivial partial
localized to edges but 
overlapping
no
(Majorana oscillations) no
Smoothly confined S trivial partial localized to smooth edge yes yes(parametric)
Smooth S'S/NS junction
(nontopological MBS/ps-MBS/
quasi-MBS/EP-MBS)
trivial partial localized to smooth junction yes
yes
(parametric)
Ty
pe
M
BS
s
AB
Ss
Sm
oo
th
ze
ro
 m
od
es
TABLE I. Classification of near-zero-energy subgap states in proximitized nanowire systems. We divide the
possible near-zero-energy subgap states in three main types: ABSs, topological MBSs and zero modes produced by smooth
inhomogeneities in a trivial nanowire. Each of these is distinguished by the band-topology of the nanowire bulk, the amount
of spatial overlap between the Majorana components of the state, their spatial location and extension, whether the state’s
energy remains pinned to zero as system parameters are perturbed, and whether they are expected to exhibit spatial and/or
parametric non-Abelian braiding statistics. See Sec. IV for a discussion.
becoming a stable Majorana zero mode without the need
of a bulk topological transition. An EP requires a finite
coupling asymmetry of the two Majorana components to
the reservoir. Sources of asymmetry include finite length
[87, 236], smooth potentials [87], spin-polarized leads
[92], etc. Research into Majorana states in open sys-
tems for quantum computation purposes is still in its
early stages. The field is advancing rapidly, however,
with e.g. new non-Hermitian topological classification
theories being developed recently [237–240] that extend
band-topological concepts to open systems where these
do not strictly apply.
C. The MBS vs. ABS controversy
As studies began to unveil the above phenomenology
beyond the minimal model, it became clear that many
experimental hints of Majoranas could easily be mistak-
ing zero modes of non-topological origin with MBSs re-
sulting from a non-trivial bulk topology. Consider for
example the robust zero modes produced by smooth in-
homogeneities [73–85, 87, 88]. Smooth junctions and
couplings to reservoirs are expected to be a common
occurrence in experiments. While ideal tunnel barriers
are often assumed in calculations, actual tunneling spec-
troscopy experiments involve screened electrostatic po-
tentials, smooth on the scale of the Fermi wavelength,
that are used to create barriers for electronic transport
[Fig. 5(a)]. A considerable number of experiments ex-
hibiting transport signatures of robust zero-bias anoma-
lies are consistent with zero modes produced by smooth
inhomogeneities on a trivial bulk. Instead of emerging
from a band inversion at a critical V cZ , these subgap states
are predicted to emerge as a lone ABS that detaches from
the continuum as VZ increases, and gradually becomes
pinned to zero energy with no intervening bulk topolog-
ical transition or band inversion [73, 80, 83, 85, 241], see
Fig. 6 (d). This telltale feature is often observed in ex-
periments, see e.g. Fig. 5 (c), and should be taken as a
strong hint that the zero mode might not be the result of
an underlying bulk topological transition. This type of
zero mode has been dubbed a quasi-MBS [85], partially-
separated MBS (ps-MBS) [83], or non-topological MBS
[87]. Notably, these states are not localized at oppo-
site edges of the nanowire but are instead confined to
the inhomogeneity neighborhood, whose location is often
uncontrolled. As shown in Fig. 6 (e), subpanel 2, they
typically exhibit a substantial spatial overlap.
When interpreting experiments the various types of
possible zero modes must therefore be considered. A
summary of the main types and their defining proper-
ties is given in Table I. We distinguish broadly between
(a) conventional, topologically trivial ABSs and varia-
tions thereof, (b) MBSs of topological origin, and (c) zero
modes produced by some form of smooth inhomogeneity
with a trivial bulk.
The first group includes the SNS ABSs of Figs. 1 and
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3 (e-g), with or without SO coupling and Zeeman field.
These states can be fine-tuned to zero energy by e.g a
phase difference ϕ ∼ pi across the junction or an ad-
equate Zeeman field VZ . The analogous ABSs in INS
junctions, magnetic impurities or proximitized quantum
dots are grouped under Shiba states, see Fig. 2 (g).
ABSs usually show no pinning to zero energy. How-
ever, ABSs INS junctions with strong SO coupling [81] or
with short-range inhomogeneities and interband coupling
[89, 172] may exhibit approximate zero-energy pinning as
a function of some system parameters, as mentioned in
Sec. IV B. In general all these ABSs have a high de-
gree of spatial overlap of their Majorana components. In
the second group we consider the topological MBSs in
nanowires with a topological bulk, both for short and
long nanowires. The latter case corresponds to MBSs
with exponentially small overlaps, the paradigmatic case
highlighted by minimal models. In the last group we
include all zero modes produced by sufficiently smooth
inhomogeneities. We distinguish states in smoothly con-
fined SC nanowires [74] and the various forms of topo-
logically trivial zero modes in smooth NS or S’S junc-
tions [73, 75–85, 88], including the exceptional point MBS
(EP-MBS) generalization in open systems [87, 92]. The
distinction between these subclasses is mostly historical,
however, as the underlying mechanism for their forma-
tion is the same. All these states are characterized by a
strong pinning as smoothness is increased, and partially
overlapping wavefunctions.
The debate on the interpretation of experimental sig-
natures has often been framed in terms of “true” and
“fake” MBSs, or actual MBSs (of the topological class
above) and conventional zero energy ABSs. Such di-
chotomy has had the unfortunate side effect of establish-
ing an imprecise terminology in some of the literature,
whereby the term “Majorana” is used as a synonym of
non-trivial band topology, instead of its original mean-
ing of a self-conjugate zero-energy eigenstate. In truth,
any zero energy fermionic eigenstate c of a hybrid sys-
tem, regardless of its origin, can be formally expressed
as the sum of two self-conjugate Majorana eigenstates
c = γ1 + iγ2 [32], see Box. B2. This includes zero-energy
trivial-bulk quasi- or ps-MBSs.
As we expand upon in the next section, what makes
MBSs of topological origin special is the exponential sup-
pression of the spatial overlap between the γ1 and γ2
wavefunctions (i.e. the degree of non-locality of c). This
suppression, however, requires nanowires longer than the
Majorana length, L  ξM , and of sufficiently unifor-
mity so that MBSs are truly located at their ends (i.e.
no additional zero modes appear in the bulk at uncon-
trolled inhomogeneities or defects). In real, finite-length
nanowires these stringent conditions need not be sat-
isfied. In a generic case, a useful formulation of the
MBSs vs ABSs debate is based on whether a given robust
zero-energy mode, regardless of its trivial or non-trivial
bulk topology, has a sufficiently small Majorana over-
lap for a given application. Some requirements, such as
resilience to arbitrary local noise or the possibility of spa-
tial braiding, demand exponentially suppressed overlaps,
while others, such as parametric non-Abelian braiding
(i.e. relative phase manipulations without spatial dis-
placements), merely need that a local probe may be se-
lectively coupled to a single Majorana [85, 87, 92]. In
such cases, ps-MBSs may be good enough.
D. Protection against errors and MBS overlaps
Topological quantum computation was proposed as a
way to achieve scalability through the hardware-level re-
silience of Majorana-based qubits to arbitrary local noise,
in principle guaranteed by spatial non-locality. The Ma-
jorana qubit is defined in terms of the occupation of non-
local fermion states such as c = γ1 + iγ2 [32], see Box B.
As efforts develop towards realising this promise, differ-
ent error-inducing mechanisms have been identified and
studied for topological MBS qubits, such as those cre-
ated by a coupling to ungapped [94] or gapped [93, 95]
fermionic baths (quasiparticle poisoning), as well as to
fluctuating bosonic fields [100] (e.g. phonons [103, 106],
photons [96, 98, 101], thermal fluctuations of a gate po-
tential [97, 104, 105], or electromagnetic environments
[103]). One must also consider the errors induced by
qubit manipulation, such as unwanted excitations cre-
ated by nonadiabatic manipulation [99, 102], which are
largely controlled by the superconducting minigap.
Given the likely ubiquity of non-topological zero modes
in realistic devices [172], particularly when including QDs
and screened barriers as basic elements of many proposed
schemes for topological quantum computing [126, 242–
244], it has become important to understand whether the
protection of topological MBSs applies in some form also
to non-topological zero modes. A precise answer requires
quantifying the Majorana overlap of a given zero mode
in a sample. Traditional experimental schemes to mea-
sure the subgap spectrum of nanowires, such as tunneling
spectroscopy, rely on local probes, so that they do not
directly access the degree of non-locality of a given zero
bias anomaly. An alternative, though still local scheme
has been proposed to extract a quantitative estimate of
the degree of MBS overlap [80, 90, 245, 246]. It con-
sists of measuring tunneling spectroscopy into the end
of the nanowire through a QD in series, which reveals
the asymmetric coupling of spin-polarized states in the
QD with the two spatially separated Majorana compo-
nents of the zero mode. Such a scheme was implemented
in a recent experiment [91] that demonstrated a varying
degree of wavefunction overlap in otherwise similar zero
modes. Other, truly non-local probes have been realized
very recently that could detect the presence of non-local
Majoranas using multiple tunnel probes [153, 189, 247].
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The zero-bias peak,measured experimentally in [8–12], is a non-specific signature ofMajoranas, since
similar features arise due toKondo physics or weak anti-localization [13, 14]. To help distinguishingMajorana
signatures from these alternatives, we focus on the parametric dependence of twoMajorana properties: the
shape of the topological phase boundary [15, 16] and the oscillations in the coupling energy of twoMajorana
modes [17–21].
Both phenomena depend on the response of the chemical potential to amagnetic field, and hence on
electrostatic effects.Majorana oscillations were analyzed theoretically in two extreme limits for the electrostatic
effects: constant chemical potential [19–21] and constant density [20] (see appendix A for a summary of these
two limits). In particular [20], found different behavior ofMajorana oscillations in these two extreme limits.We
show that the actual behavior of the nanowire is somewhere in between, and depends strongly on the
electrostatics.
2. Setup andmethods
2.1. The Schrödinger–Poisson problem
Wediscuss electrostatic effects in a device design as used byMourik et al [8], however ourmethods are
straightforward to adapt to similar layouts (see appendix B for a calculation using a different geometry). Sincewe
are interested in the bulk properties, we require that the potential and theHamiltonian terms are translationally
invariant along thewire axis andwe consider a 2D cross section, shown infigure 1. The device consists of a
nanowirewith a hexagonal cross section of diameterW 100 nm= on a dielectric layer with thickness
d 30 nmdielectric = . A superconductor with thickness d 187 nmSC = covers half of thewire. The nanowire has a
dielectric constant 17.7r = (InSb), the dielectric layer has a dielectric constant 8r = (Si3N4). The device has
two electrostatic boundary conditions: afixed gate potentialVG set by the gate electrode along the lower edge of
the dielectric layer and afixed potentialVSC in the superconductor, whichwemodel as a groundedmetallic gate.
We set this potential to eitherV 0 VSC = , disregarding awork function difference between theNbTiN
superconductor and the nanowire, or we assume a small work function difference [22, 23] resulting
inV 0.2 VSC = .
Wemodel the electrostatics of this setup using the Schrödinger–Poisson equation.We split theHamiltonian
into transverse and longitudinal parts. The transverseHamiltonian T reads
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with x y, the transverse directions,m m0.014 e* = the effective electronmass in InSb (withme the electron
mass), e- the electron charge, andf the electrostatic potential.We assume that in the absence of electric field
the Fermi level EF in the nanowire is in themiddle of the semiconducting gap Egap, with E 0.2 eVgap = for InSb
(see figure 2(a).We choose the Fermi level EF as the reference energy such that E 0F º .
The longitudinalHamiltonian L reads
m z z
E
2
i , 2y zL
2 2
2 Z*
 a s s= - ¶
¶
- ¶
¶
+ ( )
with z the direction along thewire axis,α the spin–orbit coupling strength, EZ the Zeeman energy and s the
Paulimatrices. The orientation of themagnetic field is along thewire in the zdirection. In this separation, we
have assumed that the spin–orbit length l mSO 2 * a= ( ) is larger or comparable to thewire diameter,
Figure 1. Schematic cross section of theMajorana device. It consists of a nanowire (red hexagon) lying on a dielectric layer (blue
rectangle)which covers a global back gate. A superconducting lead (yellow region) covers half of the nanowire.
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dissect P (η,!s ) into partial probability densities for increas-
ing degree of Fermi energy inhomogeneity "µ. We find that
for inhomogeneities "µ < 1 meV, the estimator preserves a
high r = 0.95 correlation with!s (red subpanel), but increas-
ing"µ (green, blue subpanels) suppresses r , though the effect
is not drastic, with r ≈ 0.9 still. This remains true regardless
of the maximum nanowire density considered.
V. SMOOTH NS NANOWIRES
We now consider the second type of inhomogeneous
nanowire, wherein the pairing, like φ(x), is also position
dependent, "(x). We again consider a simple profile that
interpolates between a left side and a right side. The left side is
always normal in this case, with"N = 0, so that the nanowire
contains a smooth NS interface centered at x = LN ,
φ(x) = φN + (φS − φN )θζ (x − LN ),
"(x) = "Sθζ (x − LN ). (16)
This model is relevant to many devices explored in recent
experiments. Nanowires are often made superconducting by
growing an epitaxial superconductor on their surface. Often,
the epitaxial coverage of the nanowire is incomplete, so it
is natural to assume a suppressed pairing in the exposed
portions. Like in the S′S nanowire, a thorough microscopic
validation of this model would require a detailed characteri-
zation of the device in question.
The fundamental interest of the Lutchyn-Oreg model with
a smooth NS interface is particularly high because of the fact
that, perhaps surprisingly, it can also host near-zero modes
at finite Zeeman field B, much like the smooth S′S, despite
not developing a topological gap on the normal side. This
is shown in Fig. 4, which is the NS version of Fig. 3. The
suppressed pairing gives rise to Andreev levels in the normal
region. Depending on the normal length LN , their level spac-
ing δϵ can be much smaller than the induced gap ", which
results is many subgap levels (unlike the S′S case, where only
a lone level, detached from the quasicontinuum appears). A
finite B field Zeeman splits all these subgap levels that evolve,
avoiding each other due to spin-orbit coupling. This is true for
all except the lowest two excitations (blue), which converge
to zero energy with a finite slope at low B fields [48] (this
is unlike in the S′S case, where the lone detached level starts
off flat at B = 0) [69]. Despite the superficial resemblance
to Zeeman-induced parity crossings in quantum dots [6,69]
(see Fig. 6), near-perfect Andreev reflection of N electrons on
the smooth NS interface stabilises this low-lying subgap level
near zero energy for B > δϵ, but still well before BSc .
(a)
(c) (d)
(b)
FIG. 4. Smooth NS nanowires. Equivalent to Figs. 2 and 3, with identical model and sampling parameters as in the latter, except for a
zero pairing "N = 0 on the left side and finite "S = 0.5 meV on the right side of the smooth junction. Note the similar wave functions of the
smooth junction Majoranas as compared to the S′S case of Fig. 3.
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In Fig. 11(a) we show the phase diagram of the three-
facet d vice without rbital ffects. The phase diagram looks
similar to earlier findings of multisubband wires [23,26,89],
although we find a strong dependence of the semiconductor-
superconductor coupling on the subband, resulting in a large
variation of minimal critical magnetic fields corresponding to
the phase transition. As has also been pointed out in Ref. [26],
the lever arm of chemical potential vs gate voltage is signifi-
cantly larger at positive or small negative gate voltages than at
large negative ones. Consequently, the density of topological
phases is higher in VG for small negative gate voltages in
Fig. 11. The reason for this is twofold: First, the electron
states localized near the gate are more easily tuned by the back
gate than the states close to the superconductor. Second, the
screening effect of the holes decreases the lever arm further
for larg negative gate voltage. In general, not taking orbital
effect into account leads often to magnetic fields, at which
the topological phase transitions, being large compared to
experiments.
Turning the orbital eff ct on in Fig. 11(b) changes the
shapes of the phase boundaries dramatically. For small neg-
ative gate voltages the phase diagram is dominated by the
orbital effect of magnetic field. This becomes apparent due to
the small magnetic fields at which the topological transition
occur and the very nonparabolic shape of the phase bound-
aries. In this regime one often finds two topological regions
emerging close in ga voltage at similar magneti fields, that
separate from each other, one drifting to larger gate voltages
and the other to smaller gate voltages. These result from two
subbands that are near angular momentum eigenstates, with
approxim tely op osite angular momentum [38]. One of the
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FIG. 11. Topological phase diagram of the three-facet device
with 7 nm Al shell and ρacc = 2 × 1019 e/cm3 for (a) without orbital
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FIG. 12. (a) [(b)] Band structures in the topological phase for the
three-facet [two-facet] device with the parameters VG = −4.15 V and
B = 0.375 T (VG = −1.22 V and B = 0.575 T).
reasons why the orbital effect is so strong is the high ele tron
density, which is a result of the large band-offset of InAs/Al
and the accumulation layer resulting in about ten occupied
subbands in InAs. High subbands have high orbital quantum
numb rs coupling strongly to magnetic field [38]. At large
negative gate voltage the orbital effect is suppressed and the
phase boundaries look closer to the ones without orbital effect,
although the influence of the orbital effect is still strongly
present.
From Fig. 11(b) it becomes apparent that only topological
phases with appreciable negative back-gate voltage have a siz-
able topological gap. We find that the maximum topological
gap is only slightly larger than 20 µeV. While this seems
lik a small value we emphasize that it is proportional to the
strength of the Rashba spin-orbit coupling. In our calculation,
the value of spin-orbit coupling is conservative since we take
only electrostatic origin of spin-orbit coupling into account.
The value of α we obtain from Eq. (10) is typically about
10 meV nm, whereas experiments report values in the range of
10 to 30 meV nm [90,91] which would result in a significantly
larger topological gap.
D. Effect of broken mirror symmetry in the two-facet device
In terms of symmetries, the most significant difference
between the three- and two-facet devices is the vertical mirror
symmetry in the (y, z)-plane Myz. Additionally considering
the particle-hole symme ry PH (k)P−1 = −H∗(−k), P2 =
+1, which protects the MZMs, and the time-reversal symme-
try T H (k)T −1 = H∗(−k), T 2 = −1 it can be shown that the
combination of the three symmetries create a chiral symmetry
CH (k)C−1 = −H (k), C2 = +1 (11)
that survives at finite magnetic field parallel to the (y, z) mirror
plane. For the specific case of our Hamiltonian Eq. (6) the
chiral symmetry is given by C = τyσzδ(x + x′) [with δ(x + x′)
being the real-space reflection operator taking x to −x]. Note
that the Rashba term αx breaks this chiral symmetry.
One particular consequence of the chiral and particle-hole
symmetry is that the band structure is line-reflection symmet-
ric around the k = 0 and E = 0 axes, see Fig. 12(a). In the
two-facet device the chiral symmetry is broken because of the
missing mirror symmetry Myz. Therefore, the band structure
is only point-inversion symmetric around the (E = 0, k = 0)
point, as dictated by the particle-hole symmetry. At finite
B this generically leads to a tilting of the band structure
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dissect P (η,!s ) into partial probability ensities for incre s-
ing degree of Fermi energy inhomogeneity "µ. We find that
for inhomogeneities "µ < 1 meV, the estimator preserves a
high r = 0.95 correlation with!s (red subpanel), but increas-
ing"µ (gre n, blue subpanels) suppresses r , though the effect
is not drastic, with r ≈ 0.9 still. This remains true regardless
of the maximum nanowire density considered.
V. SMOOTH NS NANOWIRES
We now consider the s co d type of inhomog n ous
nanowire, wherein the pairing, like φ(x), is also position
dependent, "(x). We again consider a simple profile th t
interpolates between a left side and a right side. The left side is
always normal in this case, wi h"N = 0, so that th a owir
contains a smooth NS interface centered at x = LN ,
φ(x) = φN + (φS − φN )θζ (x − LN ),
"(x) = "Sθζ (x − LN ). (16)
This model is relev nt to ma y devices explored in recent
experiments. Nanowires ar oft n made sup rc nducti by
growing an epitaxial superconductor on their surface. Often,
the epitaxial coverage of the nanowire is incomplete, so it
is natural to assume a suppressed pairing in the exposed
portions. Like in the S′S nanowire, a thorough microscopic
validation of this model would require a detailed characteri-
zation of the device in question.
The fundamental interest of the Lutchyn-Oreg model with
a smooth NS interface is particularly high because of the fact
that, perhaps surprisingly, it can also host near-zero modes
at finite Zeeman field B, much like the smooth S′S, despite
no dev loping a topological gap on e normal side. This
is shown in Fig. 4, which is the NS version of Fig. 3. The
suppressed pairing gives rise to Andreev levels in the normal
region. Depending on the normal length LN , their level spac-
ing δϵ can be much smaller than the induced gap ", which
results is many subgap levels (unlike the S′S case, where only
a l ne level, detached from the quasiconti uum appears). A
finite B field Zeeman s lits all these subgap levels that ev lve,
avoiding each other due to spin-orbit coupling. This is true for
all except the lowest two excit ions (blue), which converge
to zero ergy with a fi i e slope at low B fields [48] (this
is unlike in the S′S case, where the lone detached level starts
off flat at B = 0) [69]. Despite the superficial resemblance
to Zeeman-induced parity crossings in quantum dots [6,69]
(see Fig. 6), near-perfect Andreev reflec ion of N electrons on
the smooth NS interface stabilises this low-lying subgap level
near zero energy for B > δϵ, but still well before BSc .
(a)
(c) (d)
(b)
FIG. 4. Smooth NS nanowires. Equivalent to Figs. 2 and 3, with identical model and sampling parameters as in the latter, except for a
zero pairing "N = 0 on the left side and finite "S = 0.5 meV on the right side of the smooth junction. Note the similar wave functions of the
smooth junction Majoranas as compared to the S′S case of Fig. 3.
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is shown in Fig. 4, which is the NS version of Fig. 3. The
suppressed pairing gives rise to Andreev levels in the normal
region. Depending on the normal length LN , their level spac-
ing δϵ can be much smaller than the induced gap ", which
results is many subgap levels (unlike the S′S case, where only
a lone level, detached from the quasicontinuum appears). A
finite B field Zeeman splits all these subgap levels that evolve,
avoiding ach o r due to spi -orbi coup ing. This is true for
all except the lowest two excitations (blue), which converge
to zero energy with a finite slope at low B fields [48] (this
is unlike in the S′S case, where the lone detached level starts
ff flat at B = 0) [69]. Despite the superficial resemblanc
to Zeeman-induced parity cr ssings i quantum d ts [6,69]
(see Fig. 6), near-perfect Andreev reflectio of N electrons on
the smooth NS interface stabilises this low-lying subgap level
n ar zero energy for B > δϵ, but still well before BSc .
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FIG. 4. Smooth NS nanowires. Equivalent to Figs. 2 and 3, with identical model and sampling parameters as in the latter, except for a
zero pairing "N = 0 on the left side and finite "S = 0.5 meV on the right side of the smooth junction. Note the similar wave functions of the
smooth junction Majoranas s compared to the S′S case of Fig. 3.
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FIG. 1. (Color onl ne) Schematics of the nanowire junction in
the NdSdS (a) and NSdS (b) setups, and spatial variation of
superconducting gap and potential profiles (c). Gate Vd depletes the
wire, whileVp creates a tunnel contact (I) to the left (normal) reservoir.
O e (red) or two (red and y llow spheres) Majorana bound states may
appear at the edges of the depleted region depending on the Zeeman
field and gate voltage Vd . (d) Transport regimes for a transparent NS
junction (Vd,p = 0, µ = 4!) in the Zeeman-field–bias plane.
a length scale L! ≡ h¯/
√
m! ≡ 142 nm. Strong SO coupling,
representative of InSb wires,20 is α = 20 meV m, with SO
length LSO = h¯2/(mα) = 200 nm = 1.4L!.21
Scales. A localized MBS is formed at the boundary of a
trivially gapped and a TS portion of the wire. At a point x the
wire will be in the TS phase if !(x) > 0 and
B >
√
[µ−U (x)]2 +!(x)2. (1)
The asymptotic value of the critical field is the proper (bulk)
critical field Bc. Apart from Bc, several other Zeeman scales
dictate the junction’s transport properties. The first one is the
TS critical field in the depleted part of the superconducting
wire, Bdc ≡
√
(µ−Ud )2 +!2, which is smaller than Bc, as is
the purpose of the depletion gate. It should be noted, however,
that the depleted Sd region has a finite length, which crucially
affects Majorana modes for Bdc < B < Bc, as discussed later,
while the S portion is assumed infinite. Second, there is the
field above which the normal side of the wire becomes a
helical liquid (momentum nd spin become correlated). In the
NSdS case (normal side not depleted), this sBh ≡ µ, which is
typically slightly smaller than Bc, but bigger than both Bdc and
the corresponding helical field in the NdSdS case, namely,
Bdh ≡ |µ−Ud | < Bdc . Finally, there is the superconducting
gap itself,B! ≡ !, whose significance will become clear later.
All these scales (B! plus Bdc < Bh < Bc in the NSdS case, or
Bdh < B
d
c < Bc in the NdSdS), control different aspects of thejunction’s differential conductance in the B-V plane.
Differential conductance. The dI/dV of aNS junction may
be related to the intrinsic conductance at zero temperature by
the expression22
dI (V )
dV
= e
2
h
[N −Tr(r†eeree) + Tr(r†ehreh)]ϵ=V .
FIG. 2. (Color online) Density plots of the dI/dV in the NdSdS
junction (µ = 4!,Ud = 3.25!,Up = 25!, δ = 0) forLSO = 1.4L!
as a function of bias voltage V and Zeeman field B with a
tunnel pinch-off barrier and a depletion region of length LNd + LSd ,
Fig. 1(a). Different columns feature increasing values of LSd from
left to right, whereas different rows feature increasing length LNd
from top to bottom.
Here, N is the number of propagating channels in the normal
side at energy ϵ = V , and ree and reh are their normal and
Andreev reflection matrices. These matrices can be computed
in a number of ways. The most flexible is the recursive Nambu
Green’s function approach, employed here (for full details, see
Ref. 23).
Before considering the effect ofU (x), we show the transport
phase diagram [see Fig. 1(c)] in the simple NS transparent
limit, i.e., in a regime where the concepts of MBSs and ZBAs
no longer hold. We observe different transport regions in
the B-V plane characterized by an integer dI/dV ≈ ne2/h,
with n = 0,1,2,3,4. Such is the case of Cooper pair transport
(region I, n = 4) or single quasiparticle transport (region III,
n = 2). The latter is a TS regime, whose topology becomes
evident in the dI/dV despite the fact that the associated
Majorana fermion is completely smeared out due to the
gapless spectrum for x < 0.24–27 Between these two regions,
the helical regime is characterized by a fully suppressed
zero-bias conductance (region II, n = 0). These results extend
the concept of half-integer conductance quantization24 beyond
linear response.
We now consider the NdSdS junction with the full U (x).
Its dI/dV response (with LSO = 1.4L!) is plotted in Fig. 2.
Different panels cover different ratios LNd /L! and LSd /L!.
The tunnel barrier Up is tuned in each case to yield spectro-
scopic resolution in the transport response. A wide range of
behaviors becomes apparent, which reflects the local density of
states (DOS) at the pinch-off gate. The most paradigmatic one
is probably the one in the top-left panel. It reflects the closing
of the effective superconducting gap (marked by the gap-edge
180503-2
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Andreev bound states (ABSs) in hybrid semiconductor- uperco ductor nanowires ca ave near-
zero energy in parameter regions w er band pology p edict trivial pha s. This surprising f ct
has been use to challenge the int pr tation f a umber of t ansp rt experi nts in terms of on-
trivial topology with Majoran zero mode (MZMs). We show that this ongoing ABS versu MZM
controversy is fully clarifi d when framed n t e lang age f on-Her itian topol gy, the n tural
description for ope quantum sy tems. This ch nge of paradigm al ows s to und s nd top logical
transitions and the emergence of pairs f zero modes more broadly, i terms of exc ptional point
(EP) bifurcations of system eigenvalue pairs in the complex plan . W thin his fr mework, we show
that some zero energy ABSs are actually n n-trivial, and share all t e proper ies of conventi nal
MZMs, such as the recently b rv d 2 2/ conductance qu ntization. From th s point f view,
any distinction betw en suc ABS zero mod and co ventional MZMs becomes artificial. The key
feature that underlies their common non-trivial properties is an asymmetric coupling of Majorana
components to the reservoir, which triggers the EP bifurcation.
Introduction—Since the remarkable prediction [1, 2]
that a hybrid semiconductor-sup rconductor nanowire
can be tuned into a topological superconductor phase
with MZMs [3], there have been a number of papers
reporting experimental data in th form of a z ro-bias
anomaly (ZBA) in the di↵erential conducta ce (dI/dV )
for increasing Zeeman fields [4–10]. This behavior is con-
sistent with tunneling into a MZM that emerges after the
system undergoes a topological phase transition.
This Majorana interpretation has rec ntly bee c al-
lenged since an alternative explanation in terms of ABSs
with near-zero energy in the topological trivial phase,
namely for Zeeman fields smaller than the critical field
predicted by band topology B < Bc, reproduces ll the
expected phenomenology in transpor . Followin early
calculations that proved that smooth confinement poten-
tials inevitably lead to near-zero energy ABSs [11, 12], a
number of papers [13–18] have reported numerical ob-
servations that systematically dem nstr te that, indeed,
ABSs in the trivial regime imi M joranas. This nag-
ging ABS-versus-MZM question is compounded by the
recent observation of 2e2/h co ductance quantization
[19], which can be also reproduced by ABSs [16], and
thus is considered a serious objection in the field.
In this letter, we argue that the above question is ill
posed, and is the result of a viewpoint, that of band
topology, only truly applicable to semi-infinite systems.
We argue that a more general framework, relevant to the
experimental setup and rigorously well defined for finite
samples, allows us to precisely distinguish trivial from
non-trivial zero modes. Among the latter are the MZMs
from conventional band topology theory, but also a large
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FIG. 1. Exceptional poin s. ( ) The bifurca i n, as
a fu cti n of some xtern l par m r B, f tw complex
Green’s functio poles across an exceptional point (EP) esta-
bilises quasi-bound Majorana zero modes (red). Inset shows
the evolution of r al and imaginary pole nergies across the
EP. (b) Sketch of the normal-superconductor (NS) junc ion
forme whe a proximitized nanowire with inhomogeneous
chemical potential and pairing, µ(x) and  (x), is coupled to
a reservoir. Such junction is a natural host for Majorana zero
modes even below the critical field B < Bc that emerge fr m
EP bifurcations ar u d parity rossings when heir coupling
is asymmetric  +0 >  
 
0 du t sp tial non-locality.
subset of ABSs zero mo es. From this poin of view both
kinds of states are really one and the same, which ex-
plains why they cannot be distinguished. The key idea to
understand this claim is to realize that, instead of conven-
tional band topology, the natural language to describe a
normal-superconductor (NS) junction, the geometry rel-
evant to transport experiments, is that of open quantum
systems. In particular, we consider the non-Hermitian
topology defined in terms of the complex poles ✏p of the
retarded Green’s function (or, equivalently, of the scat-
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anomaly (ZBA) in the di↵eren ial c nductance (dI/dV )
for increasing Zeeman fields [4–10]. This behavior is con-
sistent with tunneling into a MZM that emerges after the
system undergoes a topological pha e transition.
This Majorana interpre ation has recen ly been ch l-
lenged since an alternative explanation in terms of ABSs
with near-zero energy in the topological trivial phase,
namely for Zeeman fields smaller tha t e critical field
predicted by band topology B < Bc, r produces all the
expected phenomenology i nsport. Following early
calculations that proved that smooth confinement poten-
tials inevitably lead to near-zero energy ABSs [11, 12], a
number of papers [13–18] have reported numerical ob-
servations that systematically demonstr te that, i de d,
ABSs in the trivial regi e mimic Majoranas. This nag-
ging ABS-versus-MZM question is compounded by the
recent observation of 2e2/h conductance quantization
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FIG. 4. Induced gap as a function of back-gate voltage for the
different devices and configurations. (a) Comparison of three-facet
devices with 7 nm Al shell for the different accumulation layer
strengths. (b) Same as (a) but for a two-facet device with a 10 nm
Al shell.
semiconductor is often found to be of the same order as the
superconductor gap [17].
The combined results for the minimal induced gap are
shown in Fig. 4. All devices have large induced gap for
appropriate gate voltages. We now discuss the four different
electrostatic configurations presented in Fig. 2 and the effects
of disorder in detail.
A. Three-facet device
In Fig. 5 we show the energy spectrum and DOS in the
InAs reg on for different back-gate voltages in the three-facet
wire. For all back-gate voltages we find semiconductorlike
states that have a strong hybridization with the superconduc-
tor. These states a pear below the Al gap but have a strong
hybridization with Al as indicated by the color in Fig. 5. The
DOS in the semiconductor is obtained by integrating the band
structure over momentum, multiplying each eigenstate by its
weight in the semiconductor [76]. A te perature broadening
of the energy level of 50 mK is assumed. The calculated
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FIG. 5. (a) Induced gap in the three-facet nanowire with 7 nm
Al shell and ρacc = 2× 1019 e/cm3, for different values of the back-
gat voltag . The one-dimensional energy spectrum and integrated
ne-dimensional DOS in the InAs region is shown. The color scale
indicates the weight of the wave functions in the InAs and Al regions.
For the dispersion and k integration the point spacing is dk = 2×
10−4 nm−1. (b) Same as (a) but for ρacc = 5× 1018 e/cm3.
DOS is consistent with experiment [18,49]: For negative gate
voltages we typically find a hard gap, with the position of the
coherence peaks showing little dependence on gate voltage.
For positive gate voltages nonsuperconducting states enter the
gap.
At positive back-gate voltages, we find accumulation of
electrons near the back gate, on the opposite side of Al. These
states live almost completely in the InAs region and have
negligible hybridization with the superconductor and thus
no, or very small, induced gap. They contribute to a subgap
conductance for VG > 0.
Around VG ≈ 0 the electron density is distributed along the
surface of the semiconductor (see Fig. 2). In this regime all
states have nonzero hybridization with the superconductor and
a hard gap opens up.
For sufficiently negative back-gate voltage VG < 0 the only
states left are in close proximity to the superconductor. These
are characterized by strong hybridization and induced gap on
the order of the superconductor gap. Note that a single state
at k ≈ 0.25 nm−1 has significantly smaller hybridization and
induced gap than the other states in Figs. 5(a) and 5(b) for
VG 6 −1 V. Furthermore, note that our Schrödinger solver
only includes the electrons, hence no hole states show up in
the DOS and band structures of Fig. 5. According to Fig. 2
hole accumulation would be expected for VG 6 −2 V for
Fig. 5(a) [VG 6 −1 V for 5(b)].
B. Effect of disorder on the induced gap
Some previous attempts at simulating the superconducting
proximity effect by treating the semiconductor and super-
conductor on equal footing often found an induced gap that
is strongly dependent on geometric and microscopic details
and significantly smaller than the one reported in experiments
[27,32]. This is a consequence of the constraint imposed
by momentum conservation at a smooth interface between
semiconductor and superconductor. In such a case, tunneling
between the two subsystems is suppressed due to energy and
momentum constraints. Indeed, in this case the tunneling rate,
which is relevant for the proximity effect [23], is effectively
proportional to one-dimensional DOS and decreases with
EF . Since EF is large in metals such as aluminum, at any
given parallel momentum the phase space which satisfies
both constraints is small. In other words, the level spacing
coming from one-dimensional subband quantization in the
superconductor is several orders of magnitude larger than the
superconducting gap for Al films with a thickness of 10 nm.
This results in a strong and nonmonotonic dependence of
the induced gap on the thickness of the superconductor [27].
This dependence on the thickness of the superconductor is
not observed in experiment and is an artifact of a parallel-
momentum-conserving approximation at the surface. In fact,
experimentally the opposite effect is observed, that the gap is
enhanced for thinner Al thicknesses [77,78].
Reference [26] demonstrated that disorder in the supercon-
ductor enhances the induced gap dramatically and, provided
it is sufficiently strong, removes the nonmonotonic depen-
dence on the thickness of the superconducting layer. Since
a fully three-dimensional simulation of a semiconductor-
superconductor heterostructure would be extremely challeng-
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superconductor gap [17].
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DOS is consistent with experiment [18,49]: For negative gate
voltages we typically find a hard gap, with the position of the
coherence peaks showing little dependence on gate voltage.
For positive gate voltages nonsuperconducting states enter the
gap.
At positive back-gate voltages, we find accumulation of
electrons near the back gate, on the opposite side of Al. These
states live almost completely in the InAs region and have
negligible hybridization with the superconductor and thus
no, or very small, induced gap. They contribute to a subgap
conductance for VG > 0.
Around VG ≈ 0 the electron density is distributed along the
surface of the semiconductor (see Fig. 2). In this regime all
states have nonzero hybridization with the superconductor and
a hard gap opens up.
For sufficiently negative back-gate voltage VG < 0 the only
states left are in close proximity to the superconductor. These
are characterized by strong hybridization and induced gap on
the order of the superconductor gap. Note that a single state
at k ≈ 0.25 nm−1 has significantly smaller hybridization and
induced gap than the other states in Figs. 5(a) and 5(b) for
VG 6 −1 V. Furthermore, note that our Schrödinger solver
only includes the electrons, hence no hole states show up in
the DOS and band structures of Fig. 5. According to Fig. 2
hole accumulation would be expected for VG 6 −2 V for
Fig. 5(a) [VG 6 −1 V for 5(b)].
B. Effect of disorder on the induced gap
Some previous attempts at simulating the superconducting
proximity effect by treating the semiconductor and super-
conductor on equal footing often found an induced gap that
is strongly dependent on geometric and microscopic details
and significantly smaller than the one reported in experiments
[27,32]. This is a consequence of the constraint imposed
by momentum conservation at a smooth interface between
semiconductor and superconductor. In such a case, tunneling
between the two subsystems is suppressed due to energy and
mo entum constraints. Indeed, in this case the tunneling rate,
which is relevant for the proximity effect [23], is effectively
proportional to one-dimensional DOS and decreases with
EF . Since EF is large in metals such as aluminum, at any
given parallel momentum the phase space which satisfies
both constraints is small. In other words, the level spacing
coming from one-dimensional subband quantization in the
superconductor is several orders of magnitude larger than the
superconducting gap for Al films with a thickness of 10 nm.
This results in a strong and nonmonotonic dependence of
the induced gap on the thickness of the superconductor [27].
This dependence on the thickness of the superconductor is
not observed in experiment and is an artifact of a parallel-
momentum-conserving approximation at the surface. In fact,
experimentally the opposite effect is observed, that the gap is
enhanced for thinner Al thicknesses [77,78].
Reference [26] demonstrated that disorder in the supercon-
ductor enhances the induced gap dramatically and, provided
it is sufficiently strong, removes the nonmonotonic depen-
dence on the thickness of the superconducting layer. Since
a fully three-dimensional simulation of a semiconductor-
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superconductor gap [17].
The combined results for the minimal induced gap are
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appropriate gate voltages. We now discuss the four different
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DOS is consistent with experiment [18,49]: For negative gate
voltages we typically find a hard gap, with the position of the
oherence peaks showing little dependence on ga e voltage.
For positive gate voltages nonsuperconducting states enter the
gap.
At positive back-gate voltages, we find accumulation of
elec rons near the back gate, on the opposite side of Al. These
states liv almost completely in the InAs region and have
negligible hybridization with the superconductor and thus
no, or very small, induced gap. They co tribute to a subgap
conductance for VG > 0.
Around VG ≈ 0 the electron density is distributed along the
surfa e of the semic nductor (see Fig. 2). In this regime all
states have nonzero hybridization with the superconductor and
a hard gap opens up.
For sufficiently negative back-gate voltage VG < 0 the only
states left are in close proximity to the superconductor. These
are characterized by strong hybridization and nduced gap on
the order of the superconductor gap. Note that a single state
at k ≈ 0.25 nm−1 has significantly smaller hybridization and
induced gap than the other states in Figs. 5(a) and 5(b) for
VG 6 −1 V. Furthermore, note that our Schrödinger solver
only i cludes the electrons, hence no hole states show up in
the DOS and band structures of Fig. 5. According to Fig. 2
hole accumulation would be expected for VG 6 −2 V for
Fig. 5(a) [VG 6 −1 V for 5(b)].
B. Effect of disorder on the induced gap
Some previous attempts at simulating the superconducting
proximity effect by treating the semiconductor and super-
co uctor on equal footing often found an induced gap that
is strongly dependent on geometric and microscopic details
nd significantly smaller than the one reported in experiments
[27,32]. This is a consequence of the constraint imposed
by momentum conservation at a smooth interface between
semiconductor and superconductor. In such a case, tunneling
b tw en the two subsystems is suppressed due to energy and
momentum constraints. Indeed, in this case the tunneling rate,
which is relevant for the proximity effect [23], is effectively
proportional to one-dimensional DOS and decreases with
EF . Since EF is large in metals such as aluminum, at a y
given parallel momentum the phase space which satisfies
both constraints is small. In other words, the level spacing
coming from one-dimensional subband quantization in the
superconductor is several orders of magnitude larger than the
sup rconducting gap for Al films with a thick ess of 10 nm.
This results in a strong and nonmonotonic dependence of
he induced gap on the thickness of the superconductor [27].
This dependence on the thickness of the supercond tor is
not observed in experiment and is an artifact of a parallel-
momentum-conserving approximation at the surface. In fact,
experimentally the opposite effect is observed, that the gap is
enhanced for thinner Al thicknesses [77,78].
Reference [26] demonstrated that disorder in the supercon-
ductor enhances the induced gap dramatically and, provided
it is sufficiently strong, removes the nonmonotonic depen-
dence on the thickness of the superconducting layer. Since
a fully three-dimensional simulation of a semiconductor-
sup rconductor h teros ructure would be extremely challeng-
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signatures from these alternatives, we focus on the parametric dependence of twoMajorana properties: the
shape of the topological phase boundary [15, 16] and the oscillations in the coupling energy of twoMajorana
modes [17–21].
Both phenomena depend on the response of the chemical potential to amagnetic field, and hence on
electrostatic effects.Majorana oscillations were analyzed theoretically in two extreme limits for the electrostatic
effects: constant chemical potential [19–21] and constant density [20] (see appendix A for a summary of these
two limits). In particular [20], found different behavior ofMajorana oscillations in these two extreme limits.We
show that the actual behavior of the nanowire is somewhere in between, and depends strongly on the
electrostatics.
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2.1. The Schrödinger–Poisson problem
Wediscuss electrostatic effects in a device design as used byMourik et al [8], however ourmethods are
straightforward to adapt to similar layouts (see appendix B for a calculation using a different geometry). Sincewe
are interested in the bulk properties, we require that the potential and theHamiltonian terms are translationally
invariant along thewire axis andwe consider a 2D cross section, shown infigure 1. The device consists of a
nanowirewith a hexagonal cross se tion of diameterW 100 nm= on a dielectric layer with thickness
d 30 nmdielectric = . A superconductor with thickness d 187 nmSC = covers half of thewire. The nanowire has a
dielectric constant 17.7r = (InSb), the dielectric layer has a dielectric constant 8r = (Si3N4). The device has
two electrostatic boundary conditions: afixed gate potentialVG set by the gate electrode along the lower edge of
the dielectric layer and afixed potentialVSC in the superconductor, whichwemodel as a groundedmetallic gate.
We set this potential to eitherV 0 VSC = , disregarding awork function difference between theNbTiN
superconductor and the nanowire, or we assume a small work function difference [22, 23] resulting
inV 0.2 VSC = .
Wemodel the electrostatics of this setup using the Schrödinger–Poisson equation.We split theHamiltonian
into transverse and longitudinal parts. The transverseHamiltonian T reads
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with x y, the transverse directions,m m0.014 e* = the effective electronmass in InSb (withme the electron
mass), e- the electron charge, andf the electrostatic potential.We assume that in the absence of electric field
the Fermi level EF in the nanowire is in themiddle of the semiconducting gap Egap, with E 0.2 eVgap = for InSb
(see figure 2(a).We choose the Fermi level EF as the reference e ergy suc that E 0F º .
The longitudinalHamiltonian L reads
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with z the direction along thewire axis,α the spin–orbit coupling strength, EZ the Zeeman energy and s the
Paulimatrices. The orientation of themagnetic field is along thewire in the zdirection. In this separation, we
have assumed that the spin–orbit length l mSO 2 * a= ( ) is larger or comparable to thewire diameter,
Figure 1. Schematic cross section of theMajorana device. It consists of a nanowire (red hexagon) lying on a dielectric layer (blue
rectangle)which covers a global back gate. A superconducting lead (yellow region) covers half of the nanowire.
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The zero-bias peak,measured experimentally in [8–12], is a non-specific signature ofMajoranas, since
similar features arise due toKondo physics or weak anti-localization [13, 14]. To help distinguishingMajorana
signatures from these alternatives, we focus on the parametric dependence of twoMajorana properties: the
shape of the topological phase boundary [15, 16] and the oscillations in the coupling energy of twoMajorana
modes [17–21].
Both phenomena depend on the response of the chemical potential to amagnetic field, and hence on
electrostatic effects.Majorana oscillations were analyzed theoretically in two extreme limits for the electrostatic
effects: constant chemical potential [19–21] and constant density [20] (see appendix A for a summary of these
two limits) In particular [20], found different behavior ofMajorana oscillations in these two extreme limits.We
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electrostatics.
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We set this potential to eitherV 0 VSC = , disregarding awork function difference between theNbT N
superconductor and the nanowire, or we assume a small work function difference [22, 23] re ulting
inV 0.2 VSC = .
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with x y, the transverse directions,m 0.014 e* = the ffective electronmass in InSb (withme the electron
mass),- the electron charge, andf the el trostatic potential.We assume that in the absence of electric field
the Fermi level EF in the nanowire is in themiddle of the semiconducting gap Egap, with E 0.2 eVgap = for InSb
(see figure 2(a).We choose the Fermi level EF as the reference energy such that E 0F º .
The longitudinalHamiltonian L reads
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with z the direction alo g thewire axis,α the spin–orbit coupling strength, EZ the Zeeman energy and s the
Paulimatrices. The orientation of themagnetic field is along thewire in the zdirection. In this separation, we
have assumed that the spin–orbit length l mSO 2 * a= ( ) is larger or comparable to thewire diameter,
F gure 1. Schematic cross section of theMajorana device. It consists of a nanowire (red hexag n) lying on a dielectric layer (blue
rectangle)w ich covers a global back gate. A superconducting lead (yellow region) covers half of the nanowire.
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The zero-bias peak,measured experimentally in [8–12], is a non-specific signature ofMajoranas, since
similar features arise due toKondo physics or weak anti-localization [13, 14]. To help distinguishingMajora a
signatures from these alternatives, we focus on the parametric dependence of twoMajorana properties: the
shape of the topological phas boun ary [15, 16] and the oscillations in the coupling e ergy of twoMajorana
modes [17–21].
Both phenomena depend on the response of the chemical potential to amagnetic field, and hence on
ele trostatic effects.Majorana oscillations were analyzed theoretically in two extreme limits for the electrostatic
effects: onstant chemical potential [19–21] an constant densi y [20] (see appendix A for a summary of these
two limi s). In particular [20], found differe t behavior ofMajor na oscillati ns in these two extreme limits.We
show that the actual behavior f the nanowire is somewhere in between, and depends strongly n t e
electrostatics.
2. Setup andmethods
2.1. T e Schrödinger–Poisson problem
Wediscuss electrostatic effects in a device design as used byMourik et al [8], however ourmethods are
straightforward to adapt to similar layouts (see appendix B for a calculation usi g a diffe ent geom try). Sincewe
are interested in the bulk properties, we requir that the potential nd heHa iltonian terms are tra slationally
invariant along thewire axis andwe consider a 2D cross section, shown infigure 1. The device consists of a
nanowirewith a hexagonal cross section of diameterW 100 nm= on a dielectric lay r with t ickness
d 30 nmdielectric = . A superconductor with thickness d 187 nmSC = covers half of hewire. The nanowire has a
dielectric constant 17.7r = (InSb), the dielectric layer has a dielectric constant 8r = (Si3N4). The device has
two electrostatic boundary conditions: afixed gate tentialVG set by the gate electrode along the lower edge f
the dielectric layer and afixed potentialVSC in the superconductor, whichwemodel as a groundedmetalli gate.
We set this potential to eitherV 0 VSC = , disregarding awork function difference between theNbTiN
superc nductor and the nanowire, o we assume a small work function difference [22, 23] resulting
inV 0.2 VSC = .
W model t e electrostatic of this setup using the Schrödinger–Poisson equation.We split theHamiltonian
into transverse and longitudinal parts. The transverseHamiltonian T reads
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with x y, the transverse directions,m m0.014 e* = the effective electronmass in InSb (withme the ele tron
mass), e- the electron charge, a df the el ctrostatic potential.We assume that in the absence of electric field
the Fermi level EF in the owi is in themiddle of the semiconducting gap Egap, with E 0.2 Vgap = for InSb
(see figure 2(a).We choose the Fermi level EF as the reference energy such that E 0F º .
The longitudinalHamiltonian L reads
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with z the direction alo g thewire axis,α th spin–orbi coup ing strength, EZ the Zeeman energy and s the
Paulimatrices. The orientation of themagnetic field is along thewire in the zdirection. In this separation, we
have assumed that th spin–orbit length l mSO 2 * a= ( ) is larger or comparable to thewire diameter,
Figure 1. Schematic cross section of theMajorana dev ce. It consists of a nanowire (red hexagon) lying on a dielectric layer (blue
rectangle)which covers a global back gate. A superconducting lead (yellow region) covers half of the nanow re.
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FIG. 6. Illustrative xamples f the reti al results beyond the inim l model. (a) Schro¨dinger-Poisson c putations
n a re lis ic anowire set-up including the le tro tatic environ ent yield a non-ho ogene us c arge d nsity distribution and
elect ic field in the wire’s cross section [66]. (b) Topological phase diagram of a nanowire covered by an epitaxial SC shell
n three of its facets [72]. The pres ce of s veral filled subbands and the orbital effects du to th magnetic flux al ng the
nanowire dramatically alter the phase diagram [compare to Fig. 4 (c)]. The topological minigap is overlaid in sel cted egions
(it has not been calculated in gray areas). (c) Analysis of the effect of contact disorder on the proximity effect. While for low
is rder the proximity induced gap is hard (botto panel), increasing the disorder in th SC-na owire interfac yields a soft
gap (t p pan l) [72]. (d) A n rmal region in a prox mitized nanowire, bounded by a smooth (screened) confinement potential
and pairing can exp ain the emerg nce of non-topological zero m d s in the t ivial VZ < V
c
Z phase, a reduced visibility of the
b d inversi n a the crit cal VZ = V
c
Z and the appearance of additional finite-energy subgap states, all appar nt in dI/dV
si ulations [73]. (e) Low energy spectrum vs Zeeman splitting VZ at a NS smooth junction i a finit length nanowire. At
VZ = 0 ther exis s veral ABSs b low the ind ced gap (0.3 meV in this simulation) located in the normal region. As VZ
increases, the lowest energy mode (in bl e) appr aches zero energy nd remains pin ed to zero for an extended VZ ran e before
ent ng the bulk t ological p ase at V cZ . Aft r thi point a topological minigap pens and MBSs oscillations ensue. The
wave functions (in the Majorana basis) along the nanowire f the lowe t energy mode are hown t the right, at three values
of VZ (numbered cir les). In 1 and 2 the entire wire is in the trivial phase, while in 3 the right part has become topological.
The w vefunctions of the non-topological robust zero modes in 2 exhibit partial spatial overlap nd different (fas and sl w)
wavevector components (red and blue, respectively) [80]. Note that the blue wavefunction in 2 is centere at the smooth NS
junction, while it shifts to the right end after the topological transition. (f) Opening a (trivial or topological) nan wire to a
fermionic reservoir may induce a decoupling of the two Majorana components of a low-energy fermionic state (blue and purple),
which the acquire complex energie with distinct imaginary parts Γ±, and r al en rg es exactly pinned to zero. This happens
at a so-called exceptional point (EP), which constitutes a non-Hermitian topological transition [87]. The volution of Γ± and
the real energies with ma netic field B across the EP are shown in the inset (solid and dashed lines). The bifur ated Γ±
represent different decay rates of the two Majorana components into the reservoir. The decoupling requires partial separation
of the two Majorana wavefunctions in the isolated wire. After decoupling, the two Majorana components become zero energy
quasibound state dubbed EP-MBSs. One of e two EP-MBSs (in blue) may develop a vanishing decay rate Γ− → 0, thus
becoming a non-decaying and robust zero energy eigenstate [92].
V. SUMMARY AND OUTLOOK
We have reviewed, both from a theoretical and exper-
imental perspective, the remarkable recent advances to-
wards c aracterizing the detailed structure of ABSs in
hybrid nanowires with strong SO coupling and related
systems. In ideal nanowires, ABSs evolve with mag-
netic fields an gates, developing a spatial separation
of their wavefunction components and ultimately trans-
forming into robust, non-local, topological Majorana zero
energy modes beyond a critical Zeeman field. Experimen-
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tal observations, however, deviate from the predictions
of minimal models, making evident the need to incorpo-
rate extensions, such as the electrostatic environment,
multimode and orbital effects, spatial inhomogeneities
and momentum mixing. These introduce a complex,
non-universal phenomenology. Theoretically, alternative
routes different from a bulk topological phase transition
have been identified towards stabilizing zero modes by
using smooth and/or spin-dependent confinement, or ex-
ceptional point bifurcations in open (non-Hermitian) sys-
tems. Their wavefunction non-locality is however gener-
ally poor. Given the importance of non-locality for the
protection of MBSs, their resilience against noise and the
possibility of carrying out braiding operations on them,
it has become a major focus point in current experi-
ments to detect and quantify the degree of Majorana
overlap. We have reviewed some first results using purely
local probes. These have intrinsic limitations, unfortu-
nately, and can only suggest, not demonstrate, Majorana
non-locality. Experiments are underway, nevertheless, to
exploit truly non-local measurements in more complex
nanowire setups without such limitations [248]. The ul-
timate demonstration, non-Abelian braiding, remains an
open challenge. Braiding and non-locality are the cor-
nerstones behind the original promise of Majorana ap-
plications, i.e. to harness the hardware-level resilience of
Majorana qubits to solve the scalability problem of quan-
tum computers. Regardless of the outcome of such an
ambitious long-term endeavour, the leading efforts have
already unveiled a remarkably fertile field for condensed
matter research.
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FIG. 7. Band structure and subgap Andreev scattering pro-
cesses of a semiconducting nanowire in contact with a SC.
The nanowire SO coupling is responsible for the 2kSO and
ESO shifts, and a longitudinal Zeeman field is responsible for
the 2VZ splitting at k = 0. Depending on whether VZ < V
c
Z
(a) or VZ > V
c
Z (b), the proximitized nanowire is a topolog-
ically trivial (s-wave) or non-trivial SC (effectively spinless
p-wave).
Appendix A: Box 1 – Proximitized nanowire model
The starting point of the proximitized nanowire model
(R. M. Lutchyn et al [41] and Y. Oreg et al [42]) is a
Hamiltonian describing a 1D semiconducting nanowire
with Rashba spin-orbit (SO) interaction and in the pres-
ence of an external magnetic field B perpendicular to the
Rashba field (here, we assume that B is applied parallel
to the nanowire axis x):
Hw =
1
2
∫
dxΨ†(x)H(x)Ψ(x),
with
Hw(x) =
(
−~
2∂2x
2m∗
− µ− iα∂xσy
)
τz + VZσx, (A1)
where m∗ is the effective mass of the semiconductor, µ its
chemical potential, α the SO coupling and VZ =
1
2gµBB
the Zeeman energy produced by B, given in terms of the
nanowire’s g-factor (with µB being the Bohr’s magne-
ton). Ψ(x) = (ψ†↑, ψ
†
↓, ψ↓,−ψ↑) are Nambu spinors and
σ and τ Pauli matrices in spin and particle-hole space,
respectively.
Solving the above Hamiltonian in reciprocal space,
one obtains a dispersion relation of the form Ek,± =
~2k2
2m∗ − µ±
√
V 2Z + α
2k2. In the absence of Zeeman field,
VZ = 0, the Rashba term removes the spin degeneracy
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of the 1D parabolic band and gives rise to two parabo-
las shifted relative to each other along the momentum
axis (each by an amount kSO = m
∗α/~2) and displaced
down in energy by an amount ESO = m
∗α2/2~2, where
~ the reduced Planck’s constant, see Fig. 7 (a). These
parabolas correspond to spin up and spin down pro-
jections along the spin quantization axis fixed by the
Rashba coupling (here σy). On the other hand, a fi-
nite Zeeman VZ 6= 0 mixes both spins and hence re-
moves the spin degeneracy at k = 0 by opening up a
gap of size 2VZ , Fig. 7 (b). These split bands are helical,
with a degree of spin canting which depends on k (spins
at low momenta are almost aligned with B while cant-
ing towards the Rashba axis occurs for larger k). Spin
canting is crucial for obtaining p-wave superconductiv-
ity: it can be shown that by projecting a standard s-
wave pairing term Hs =
∑
k ∆{ψ†↑,kψ†↓,−k + H.c.} onto
the helical basis one obtains intraband (spinless) pairing
terms of the form Hp =
∑
k
∑
i=±∆
i
k{ψ†i,kψ†i,−k +H.c.},
with ∆±k =
∓iαk∆
2
√
V 2Z+α
2k2
having so-called p-wave sym-
metry ∆k = −∆−k. The minimal Hamiltonian H =
Hw + Hs is thus a realistic implementation of Kitaev’s
model for 1D p-wave superconductivity [32]. When the
applied Zeeman field is larger than the critical value
V cZ =
√
∆2 + µ2, the 1D SC becomes topological and
hosts MBSs at its ends.
To implement this proposal in experimentally realiz-
able systems, one needs semiconductors with large g-
factors in order to achieve a large VZ under moderate
external magnetic fields B below the critical field of the
SC. A good proximity effect with conventional SCs and
a large Rashba energy are also necessary. Last but not
least, one needs to be able to keep the chemical potential
µ of the nanowire close to zero (in order to reach the he-
lical regime with spin-momentum locking for moderate
B), despite the proximity to the SC.
Appendix B: Box 2 – Majorana basis
A Bogoliubov-de Gennes eigenstate in a superconduct-
ing system is an excitation |ψn〉 = ψ†n|BCS〉 of energy n
over its ground state |BCS〉 that consists of a superposi-
tion of one electron and one hole quasiparticles,
ψn =
∫
dx
∑
σ
[
unσ(x)ψσ(x) + vnσ(x)ψ
†
σ(x)
]
.
Here ψ†σ(x) and ψσ(x) create and destroy a quasiparticle
of spin σ perfectly localized at point x, respectively, and
unσ(x), vnσ(x) are electron/hole wavefunctions.
If the energy of a given eigenstate |ψ0〉 = ψ†0|BCS〉
becomes negligibly small 0 ≈ 0 as in the case of a
topological Majorana nanowire, the eigenstates |BCS〉
and |ψ0〉 are both degenerate ground states, of even
and odd fermionic parity, respectively. If we denote
|ψeven〉 ≡ |BCS〉 and |ψodd〉 ≡ |ψ0〉, we find that ψ0 and
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FIG. 8. Wavefunction of the lowest energy state ψ0 in a uni-
form L = 1µm Majorana nanowire for a trivial VZ = 0.5V
c
Z (a)
and a non-trivial VZ = 1.4V
c
Z (b) cases. (c,d) Wavefunctions
of the corresponding Majorana components uM1,2(x) in the Ma-
jorana basis. In the trivial regime the left (red) and right
(blue) Majorana components strongly overlap (c), whereas in
the topological regime they move apart and concentrate at
the ends of the nanowire (d).
ψ†0 switch between the two( |ψeven〉
|ψodd〉
)
=
(
0 ψ0
ψ†0 0
)( |ψeven〉
|ψodd〉
)
.
The matrix elements of ψ0, ψ
†
0 in this subspace are
therefore 〈ψeven,odd|ψ0|ψeven,odd〉 = (σ1 + iσ2)/2 and
〈ψeven,odd|ψ†0|ψeven,odd〉 = (σ1−iσ2)/2, where σi are Pauli
matrices.
By performing a unitary rotation to the so-called Ma-
jorana basis, the eigenstate operators ψ0, ψ
†
0 can be de-
composed into two Majorana operators that satisfy self-
conjugation, γ1 = γ
†
1 and γ2 = γ
†
2, so that
ψ0 = (γ1 + iγ2)/2, ψ
†
0 = (γ1 − iγ2)/2;
γ1 = ψ
†
0 + ψ0, γ2 = i(ψ
†
0 − ψ0).
(B1)
Each Majorana operator corresponds to a fermionic
eigenstate, in the sense that {γ†i , γj} = 2δij , but the Ma-
jorana reality property also implies that, unlike a conven-
tional fermion, γ2i = 1. The matrix elements of γi in the
ground state subspace are 〈ψeven,odd|γi|ψeven,odd〉 = σi.
The Majorana states created by γ1 and γ2 are some-
times intuitively described as half-fermions, as they al-
ways come in pairs and any two in a system can be com-
bined to create a conventional fermion as above. In a
topological Majorana nanowire, the wavefunction uMi,σ(x)
of
γi =
∫
dx
∑
σ
[
uMiσ (x)ψσ(x) + u
M
iσ
∗
(x)ψ†σ(x)
]
is localized at either end of the nanowire, unlike
u0,σ(x), v0,σ(x) of ψ0, that occupies both ends, see Fig.
8. The latter is hence called a non-local fermion.
The above transformations, Eqs. (B1), can be applied
to an arbitrary ABS ψn of finite energy. In such case, the
18
resulting Majorana states are not eigenstates. However,
the decomposition still allows to examine the degree of
Majorana non-locality of ψn by computing the overlap
between the corresponding uM1,σ(x) and u
M
2,σ(x).
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