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Abstract
The main goal of the paper is to prove central limit theorems for the magnetization rescaled
by
√
N for the Ising model on random graphs with N vertices. Both random quenched and
averaged quenched measures are considered. We work in the uniqueness regime β > βc or
β > 0 and B 6= 0, where β is the inverse temperature, βc is the critical inverse temperature
and B is the external magnetic field. In the random quenched setting our results apply to
general tree-like random graphs (as introduced by Dembo, Montanari and further studied by
Dommers and the first and third author) and our proof follows that of Ellis in Zd. For the
averaged quenched setting, we specialize to two particular random graph models, namely the
2-regular configuration model and the configuration model with degrees 1 and 2. In these cases
our proofs are based on explicit computations relying on the solution of the one dimensional
Ising models.
1 Introduction and main results
The study of asymptotic results (law of large numbers, central limit theorem, large deviations) is
a subject of prominent interest in probability theory. Ising models on random graphs are ideal
models of dependent random variables in the presence of two sources of randomness. They posses a
dependence structure between Ising random variables, given by the Boltzmann-Gibbs measure, and
an extra level of (spatial) disorder given by the random graph. This is the source of a distinction
between the random quenched measure, the averaged quenched measure and the annealed measure.
In the first two cases the environment given by the random graph is frozen, in the last case the
random environment and the spin variables are treated on the same foot (see Definition 1.4 for a
precise statement and Section 1.6.3 for further comments on different type of fluctuations).
The goal of this paper is to derive asymptotic results for the sum of the spin variables in the
Ising model on random graphs at the level of the law of large numbers (LLN) and of the central
limit theorem (CLT) with respect to the random quenched and averaged quenched measures. To
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simplify the analysis we will restrict to the situation where the model has only one pure state.
The central limit theorems in the annealed setting for some of the models considered here will be
given elsewhere [6].
There is a rising interest for the study of stochastic processes on random graphs, mainly due to
the link of such models with applications in fields as diverse as social systems and combinatorial
optimization problems. In particular, a large class of models for which a fairly detailed picture
emerged is that of random graphs that are locally tree-like, meaning that the local structure around
any vertex of the graph is given by a unimodular random tree. This class of random graphs arises
in various applied contexts [1, 26, 27]. Ising models on tree-like random graphs have been first
studied with the tools of theoretical physics [21, 14, 15] and more recently they have been the
subject of rigorous mathematical studies [10, 7, 11, 24, 9, 8, 12]. In particular, a full control has
been achieved for the quenched free energy and the main thermodynamical observables. We will
leverage on the knowledge about the quenched free energy in the proof of the random quenched
CLT for the (rescaled) total spin. It turns out that such a proof can be performed along the lines
of Ellis’ proof of the CLT in the Zd case [16]. The existence of the limiting cumulant generating
function of the total spin with respect to the random quenched measure will be a direct consequence
of the existence of the thermodynamic limit of the quenched free energy.
On the other hand, the local tree-like assumption does not allow to take into account the
fluctuations due to the spatial structure that become relevant in the study of the averaged quenched
CLT for the (rescaled) total spin. There is therefore a need to expand the formalism to study Ising
model on random graph towards the situation in which the structure of the random graph in a
local neighborhood of a random vertex is allowed to be different from a tree.
At present, there is no general formalism to treat such situations and therefore we analyze
specific models, namely the configuration model with vertex degree 2 and the configuration model
with vertex degrees 1 and 2, which serve as benchmarks. Whereas it is well established that
graph fluctuations do not play any role in the quenched free energy in the general class of tree-like
graphs (indeed averaged quenched and random quenched are the same, see Corollary 1.1), our
analysis will show that fluctuations of the random graph play a crucial role in the study of the
rescaled magnetization in the averaged quenched set-up. In particular, when averaging the random
Boltzmann-Gibbs distribution with respect to the randomness of the graph, the variance of the
Gaussian limiting law of the observables satisfying a central limit theorem in the thermodynamic
limit (such as the rescaled magnetization) is in general affected by the graph fluctuations.
The paper is organized as follows. We define the models, state and discuss our main results
in this section, including comments on why this analysis is needed and, so far, not covered in the
existing formalism for statistical mechanics models on random graph. The rest of the paper is
devoted to the proofs of the theorems stated in the present section.
In Section 2, in the general context of locally tree-like random graphs, we prove our results
with respect to the random quenched measure. We establish the rate at which the law of large
numbers for the empirical magnetization is reached, and we prove a central limit theorem for the
(centered) empirical magnetization rescaled by the square root of the volume. As in the case of
the Ising model on the lattice or on the complete graph [16], the variance appearing in the CLT
result is given by the spin susceptibility.
In Sections 3 and 4 we obtain asymptotic results with respect to the averaged quenched mea-
sure. While the law of large numbers can easily be formulated for the entire class of locally tree-like
random graphs, the scaling to a normal random variable turns out to be much more challenging.
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Thus, we restrict ourselves to the aforementioned configuration models and consider the two sim-
plest cases. In particular, we will consider the configuration model with all vertices having degree
two, i.e. the 2-regular random graph in Section 3, and the case where a fraction of the vertices
has degrees one and the remaining fraction has degree two, in Section 4. In both cases we obtain
the central limit theorem by an explicit computation. In the first case, we find that the CLT with
respect to the averaged quenched measure is the same as the CLT with respect to the random
quenched measure. In particular the variance of the Gaussian law is given by the susceptibility
of the Ising model in one dimension. In the second case, we prove that the asymptotic variance
of the rescaled empirical magnetization is larger than the susceptibility. This difference originates
from the fluctuations of the connected component sizes of the configuration model with degrees 1
and 2, that also follows a Gaussian law in the limit of very large graphs. We argue this behavior
to be general, i.e., we conjecture the existence of two different CLT theorems whenever the vertex
degrees are not all the same. When all vertex degrees are equal, so that we are considering a ran-
dom regular graph, we conjecture the variances of the random quenched and averaged quenched
cases to be the same.
1.1 Locally tree-like random graphs
The class of models that we consider in this paper is the same as defined in [7, 11]. Namely
we study random graph sequences (GN)N≥1 which are assumed to be locally like a homogeneous
random tree, uniformly sparse and whose degree distribution has a strongly finite mean. In order
to formally state these assumptions, we need to introduce some notation.
Let the integer-valued random variable D have distribution P = (pk)k≥1, i.e. P (D = k) = pk,
for k = 1, 2, . . . . We define the size-biased law ρ = (ρk)k≥0 of D by
ρk =
(k + 1) pk+1
E [D]
, (1.1)
where the expected value of D is supposed to be finite, and let ν be the average value of ρ, i.e.,
ν :=
∑
k≥0
kρk =
E [D (D − 1)]
E [D]
, (1.2)
that will play an important role in what follows.
The random rooted tree T (D, ρ, ℓ) is a branching process with ℓ generations, where the root
offspring has distribution D and the vertices in each next generation have offspring that are
independent and identically distributed (i.i.d.) with distribution ρ.
We write that an event A holds almost surely (a.s.) if P (A) = 1. The ball Bi (r) of radius r
around vertex i of a graph GN is defined as the graph induced by the vertices at graph distance
at most r from vertex i. For two rooted trees T1 and T2, we write that T1 ∼= T2, when there exists
a bijective map from the vertices of T1 to those of T2 that preserves the adjacency relations.
Throughout this paper, [N ] := {1, . . . , N} will be used to denote the vertex set of GN .
Definition 1.1 (Local convergence to homogeneous trees). Let PN denote the law induced on the
ball Bi (t) in GN centered at a uniformly chosen vertex i ∈ [N ] = {1, ..., N}. We say that the graph
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sequence (GN)N≥1 is locally tree-like with asymptotic degree distributed as D when, for any rooted
tree T with t generations, a.s.,
lim
N→∞
PN (Bi (t) ∼= T ) = P (T (D, ρ, t) ∼= T ) . (1.3)
This property implies, in particular, that the degree of a uniformly chosen vertex in GN is asymp-
totically distributed as D.
Definition 1.2 (Uniform sparsity). We say that the graph sequence (GN)N≥1 is uniformly sparse
when a.s.,
lim
ℓ→∞
lim sup
N→∞
1
N
∑
i∈[N ]
di1{di≥ℓ} = 0, (1.4)
where di is the degree of vertex i in GN and 1A denotes the indicator of the event A.
A consequence of local convergence and uniform sparsity is that the number of edges per vertex
converges a.s. to E[D]/2 as N goes to infinity.
Definition 1.3 (Strongly finite mean degree distribution). We say that the degree distribution P
has strongly finite mean when there exist constants τ > 2 and c > 0 such that
∞∑
i=k
pi ≤ ck−(τ−1). (1.5)
A specific example of a random graph model belonging to the class defined by these properties will
be considered in detail in this paper: the configuration model under certain regularity conditions
on its degree. We will introduce the configuration model in the next subsection.
1.2 The configuration model
The configuration model is a multigraph, that is, a graph possibly having self-loops and multiple
edges between pairs of vertices, with fixed degrees. Fix an integer N and consider a sequence of
integers d = (di)i∈[N ]. The aim is to construct an undirected multigraph with N vertices, where
vertex j has degree dj. We assume that dj ≥ 1 for all j ∈ [N ] and we define the total degree
ℓN :=
∑
i∈[N ]
di. (1.6)
We assume ℓN to be even in order to be able to construct the graph.
Assuming that initially dj half-edges are attached to each vertex j ∈ [N ], one way of obtaining
a multigraph with the given degree sequence is to pair the half-edges belonging to the different
vertices in a uniform way. Two half-edges together form an edge, thus creating the edges in the
graph. To construct the multigraph with degree sequence d, the half-edges are numbered in an
arbitrary order from 1 to ℓN . Then we start by randomly connecting the first half-edge with
one of the ℓN − 1 remaining half-edges. Once paired, two half-edges form a single edge of the
multigraph. We continue the procedure of randomly choosing and pairing the half-edges until all
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half-edges are connected, and call the resulting graph the configuration model with degree sequence
d, abbreviated as CMN(d). Interestingly, CMN(d) conditioned on simplicity is a uniform random
graph with degree sequence d (see e.g., [18, Chapter 7]).
We will consider, in particular, the following models:
(1) The 2-regular random graph, denoted by CMN(2), which is the configuration model with
di = 2 for all i ∈ [N ].
(2) The configuration model with di ∈ {1, 2} for all i ∈ [N ], denoted by CMN(1, 2), in which, for
a given p ∈ [0, 1], we have N −⌊pN⌋ vertices with degree 1 and ⌊pN⌋ vertices with degree 2.
Remark 1.1. The configuration model CMN(1,2) can be implemented by assigning to each vertex
degree 2 with probability p or degree 1 with probability 1−p, conditioned to having ⌊pN⌋ vertices of
degree 2. Another configuration model would be obtained by considering the independent Bernoulli
assignment to each vertex. This yields a random graph that only on average has ⌊pN⌋ vertices of
degree 2.
The degree sequence of the configuration model CMN(d) is often assumed to satisfy a regularity
condition, which is expressed as follows. Denoting the degree of an uniformly chosen vertex VN ∈
[N ] by DN = dVN , we assume that the following property is satisfied:
Condition 1.1 (Degree regularity). There exists a random variable D with finite second moment
such that, as N →∞,
(a) DN
D−→ D,
(b) E[DN ]→ E[D] <∞,
(c) E[D2
N
]→ E[D2] <∞,
where
D−→ denotes convergence in distribution. Further, we assume that P(D ≥ 1) = 1.
Referring to [18], we have that CMN(d) is a uniformly sparse locally tree-like graph when the
properties (a) and (b) of the Condition 1.1 hold. Moreover when the property (c) of the Condition
1.1 holds, we have also strongly finite mean.
It it easy to see that the degree sequences of CMN(2) and CMN(1, 2) satisfy Condition 1.1. For
example, for CMN(1, 2), we have P(DN = 2) = 1 − P(DN = 1) = ⌊pN⌋/N → p, so that P(D =
2) = 1− P(D = 1) = p.
1.3 Measures and thermodynamic quantities
We continue by introducing the Ising model. Two probability measures are of interest. We define
them on finite graphs with N vertices and then study asymptotic results in the limit N →∞.
We denote by GN = (VN , EN) a random graph with vertex set VN = [N ] and edge set EN ⊂ VN×VN
and by GN the set of all possible graphs with N vertices. For any N ∈ N, we denote by QN the
law of the graphs with N vertices belonging to GN .
Definition 1.4 (Measures and expectations). For spin variables σ = (σ1, . . . , σN) taking values
on the space of spin configurations ΩN = {−1, 1}N we consider the following measures:
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(i) Random quenched measure. For a given realization GN ∈ GN the random quenched mea-
sure coincides with the random Boltzmann–Gibbs distribution
µGN (σ) =
exp
[
β
∑
(i,j)∈EN σiσj +B
∑
i∈[N ] σi
]
ZGN (β,B)
, (1.7)
where
ZGN (β,B) =
∑
σ∈ΩN
exp

β ∑
(i,j)∈EN
σiσj +B
∑
i∈[N ]
σi

 (1.8)
is the partition function. Here β ≥ 0 is the inverse temperature and B ∈ R is the uniform
external magnetic field.
(ii) Averaged quenched measure. This law is obtained by averaging the random Boltzmann–
Gibbs distribution over all possible random graphs, i.e.,
PN(σ) = QN(µGN (σ)) = QN

exp
[
β
∑
(i,j)∈EN σiσj +B
∑
i∈[N ] σi
]
ZGN (β,B)

 . (1.9)
An extensive discussion about these two settings can be found in Section 1.6.3.
With a slight abuse of notation, in the following, we use the same symbol to denote both measures
and their corresponding expectations. Moreover, we remark that all the measures defined above
depend sensitively on the two parameters (β,B). However, for the sake of notation, we drop
the dependence of the measures on these parameters from the notation. We denote the partition
function by ZN instead ZGN and sometimes we use Varµ(X) to denote the variance of a random
variable X with law µ.
Definition 1.5 (Thermodynamic quantities [7, 11]). For a given N ∈ N, we introduce the following
thermodynamics quantities at finite volume:
(i) The random quenched pressure:
ψN(β,B) =
1
N
logZN (β,B) . (1.10)
(ii) The averaged quenched pressure:
ψ
N
(β,B) =
1
N
QN(logZN (β,B)) . (1.11)
(iii) The random quenched and averaged quenched magnetizations, respectively :
MN(β,B) = µGN
(
SN
N
)
, MN(β,B) = PN
(
SN
N
)
, (1.12)
where the total spin is defined as
SN =
∑
i∈[N ]
σi . (1.13)
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(iv) The random quenched susceptibility:
χN(β,B) = VarµGN
(
SN√
N
)
=
∂
∂B
MN(β,B). (1.14)
We also define the variance with respect to the average quenched measure as
χ
N
(β,B) = VarPN
(
SN√
N
)
. (1.15)
We are interested in the thermodynamic limit of these quantities, i.e., their limits as N →∞. In
this limit critical phenomena may appear. WhenM(β,B) := limN→∞MN(β,B), whereMN(β,B)
is any of the magnetizations defined in (1.12), criticality manifests itself in the behavior of the
spontaneous magnetization defined as M(β, 0+) = limB↓0M(β,B). In fact, the critical inverse
temperature is defined as
βc := inf{β > 0 :M(β, 0+) > 0}, (1.16)
and thus, depending on the setting, we can obtain the random quenched and averaged quenched
critical points denoted by βrqc and β
aq
c , respectively. When, for either of the two, 0 < βc <∞, we
say that the system undergoes a phase transition at β = βc.
In the next theorem we collect some results taken from [7, 11], that guarantee the existence of
the thermodynamic limit of the quantities previously defined in the random quenched setting. In
order to state the existence of the limit magnetization, we define the set
U rq := {(β,B) : β ≥ 0, B 6= 0 or 0 < β < βrqc , B = 0} (1.17)
where βrqc is the random quenched critical value which is identified in the next theorem:
Theorem 1.1 (Thermodynamic limits for the random quenched law [7, 11]). Assume that the
random graph sequence (GN)N≥1 is locally tree-like, uniformly sparse, and with asymptotic degree
distribution D with strongly finite mean, then the following conclusions hold:
(i) For all 0 ≤ β < ∞ and B ∈ R, the quenched pressure exists almost surely in the thermody-
namic limit N →∞ and is given by
ψ(β,B) := lim
N→∞
ψN(β,B). (1.18)
Moreover, ψ(β,B) is a non-random quantity.
(ii) For all (β,B) ∈ U rq, the random quenched magnetization per vertex exists almost surely in
the limit N →∞ and is given by
M(β,B) := lim
N→∞
MN(β,B). (1.19)
The limit value M(β,B) equals: M(β,B) = ∂
∂B
ψ(β,B) for B 6= 0, whereas M(β,B) = 0 in
the region 0 < β < βrqc , B = 0 .
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(iii) The critical inverse temperature is given by
βrqc = atanh (1/ν) , (1.20)
where ν is defined in (1.2).
(iv) For all (β,B) ∈ U rq, the thermodynamic limit of susceptibility exists almost surely and is
given by
χ(β,B) := lim
N→∞
χN(β,B) =
∂2
∂B2
ψ(β,B). (1.21)
Let us remark that, since ν ≤ 1 for both CMN(2) and CMN(1, 2), from (1.20) it follows that
βrqc = ∞, which means that there is no quenched phase transition in these models. On the other
hand, it is interesting to note that CMN(2) is critical as far as the existence of the giant component
is concerned [18], since it has ν = 1.
The next corollary states the existence of the limit of the thermodynamic quantities in the
averaged quenched setting, showing also that averaged quenched pressure and magnetization coin-
cide with their random quenched counterparts. As a consequence, the averaged quenched critical
inverse temperature βaqc coincides with the random quenched one, i.e., β
aq
c = β
rq
c . We denote this
unique critical value by βquc , and denote the uniqueness set by Uqu.
Corollary 1.1 (Thermodynamic limits for the averaged quenched law). Under the assumptions
of Theorem 1.1, the following conclusions hold.
(i) The thermodynamic limit of the averaged quenched pressure exists almost surely and is given
by
ψ(β,B) := lim
N→∞
ψ
N
(β,B) = ψ(β,B). (1.22)
(ii) For all (β,B) ∈ U rq, the thermodynamic limit of the averaged quenched magnetization exists
almost surely and is given by
M(β,B) := lim
N→∞
MN(β,B) = M(β,B). (1.23)
(iii) For all (β,B) ∈ Uqu
lim inf
N→∞
χ
N
(β,B) ≥ χ(β,B). (1.24)
Proof. Since ψ
N
(β,B) = QN (ψN(β,B)), by item (i) of Theorem 1.1 and the Bounded Convergence
Theorem we obtain ψ(β,B) = ψ(β,B). Item (ii) can be proved in the same way. The proof of
the statement (iii) is a straightforward consequence of the law of total variance:
VarPN
(
SN√
N
)
= QN
(
VarµGN
(
SN√
N
))
+ VarQN
(
µGN
(
SN√
N
))
, (1.25)
i.e., using the thermodynamic quantities in Definition 1.5,
χ
N
= QN (χN) + VarQN
(√
NMN
)
. (1.26)
In fact, recalling the almost sure convergence of the non negative variables χN(β,B) to the non
random quantity χ(β,B), see (1.21), and applying Fatou’s lemma, we have lim infN→∞QN (χN) ≥ χ
that, with (1.26), gives the thesis.
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1.4 LLN and CLT in random quenched setting
We will study the asymptotic behavior of the total spin SN under different scalings in the random
quenched setting. In [11] it is proved that this sum normalized by N converges almost surely
to a number that is the magnetization of the model (1.19). As a preliminary step we will prove
here a similar result with a different approach based on large deviation theory, which leads to
exponentially fast convergence in probability. Such kind of convergence is defined as follows.
Definition 1.6 (Exponential convergence). We say that a sequence of random variables XN with
laws µN converges in probability exponentially fast to a constant x0 w.r.t. µN and we write
XN
exp−→ x0, if for any ε > 0 there exists a number L = L(ε) > 0 such that
µN (|XN − x0| ≥ ε) ≤ e−NL for all sufficiently large N.
Our first result in the random quenched setting is the Strong Law of Large Number for SN/N .
Theorem 1.2 (Random quenched SLLN). Let (GN)N≥1 be a sequence of random graphs that are
locally tree-like, uniformly sparse, and with asymptotic degree distribution with strongly finite mean.
Then, for all (β,B) ∈ Uqu
SN
N
exp−→M w.r.t. µGN , as N →∞,
where M =M(β,B) is defined in (1.19).
To see fluctuations of the total spin, one needs to rescale SN−NMN by
√
N . In this case, restricting
to the set Uqu of parameters (β,B) such that there exits a unique Gibbs measure [24], one obtains
a Gaussian random variable in the limit N → ∞. We deduce the random quenched CLT in the
next theorem:
Theorem 1.3 (Random quenched CLT). Let (GN)N≥1 be a sequence of random graphs that are
locally tree-like, uniformly sparse, and with asymptotic degree distribution with strongly finite mean.
Then, for all (β,B) ∈ Uqu
SN −NMN√
N
D−→ N (0, χ) , w.r.t. µGN , as N →∞,
where χ = χ(β,B) is defined in (1.21) and N (0, χ) denotes a centered Gaussian random variable
with variance χ.
1.5 LLN and CLT in averaged quenched setting
In the averaged quenched setting, after presenting the Weak Law of Large Numbers, we formulate
a Central Limit Theorem for CMN(2) and CMN(1, 2) models.
From the CMN(1, 2) example we see that while averaging with respect to the graph measure QN
does not change βquc nor ψ(β,B), (cf. Corollary 1.1), it does change the variance of the limiting
Gaussian distribution of the total spin since, when passing from random to averaged quenched
measure, the fluctuations of the graph are taken into account. Thus, Theorem 1.6 shows that
the total spin rescaled by the square root of the volume also has fluctuations with respect to the
random graph measure. Those fluctuations, quantified by σ2
G
in Theorem 1.6, are in turn forced
by the unequal degrees in CMN(1, 2).
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Theorem 1.4 (Averaged quenched WLLN). Assume that the law QN of the random graph is
such that almost all sequences (GN)N≥1 are locally tree-like, uniformly sparse, and with asymptotic
degree distribution with strongly finite mean. Then, for all (β,B) ∈ Uqu
SN
N
P−→M(β,B) w.r.t. PN , as N →∞
where
P−→ denotes convergence in probability, i.e., for all ε > 0,
lim
N→∞
PN
(∣∣∣∣SNN −M(β,B)
∣∣∣∣ > ε
)
= 0. (1.27)
The proof of this theorem follows from the random quenched SLLN. Indeed, by the definition of
the average quenched measure,
PN
(∣∣∣∣SNN −M(β,B)
∣∣∣∣ > ε
)
= QN
[
µGN
(∣∣∣∣SNN −M(β,B)
∣∣∣∣ > ε
)]
, (1.28)
that, combined with Theorem 1.2, i.e. limN→∞ µGN
(∣∣SN
N
−M(β,B)∣∣ > ε) = 0 and the Bounded
Convergence Theorem leads to the result. We can only prove a weak LLN, since exponential
convergence as in Theorem 1.2 does not hold. See Section 1.6.1 for more details.
Theorem 1.5 (Averaged quenched CLT for CMN(2)). Let (GN)N≥1 be sequences of CMN(2)
graphs. Then, for any β ≥ 0 and B ∈ R
SN − PN (SN)√
N
D−→ N (0, χ) , w.r.t. PN , as N →∞,
where χ = χ(β,B) is the thermodynamic limit of the susceptibility (1.21) specialized to the Ising
model on CMN(2). Moreover, χ(β,B) is also equal to the susceptibility of the one-dimensional
Ising model (see Sec 3.1), i.e.,
χ(β,B) = χd=1(β,B) =
cosh(B)e−4β
(sinh(B) + e−4β)3/2
. (1.29)
The identification of the variance χ(β,B) as χd=1(β,B) also holds for the random quenched setting
in Theorem 1.3, so that we see that, for CMN(2), the averaged quenched and random quenched
variances in the CLT are equal. We next investigate a case where this is not true:
Theorem 1.6 (Averaged quenched CLT for CMN(1, 2)). Let (GN)N≥1 be sequences of CMN(1,2)
graphs. Then, for any β ≥ 0 and B ∈ R
SN − PN (SN)√
N
D−→ N (0, σ2aq) , w.r.t. PN , as N →∞,
where σ2aq = χ + σ
2
G
, with χ = χ(β,B) the thermodynamic limit of the susceptibility of the Ising
model on CMN(1,2) (whose explicit expression is given in (4.17) below) and σ2G = σ
2
G
(β,B) a
positive number that is defined in (4.36) below.
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1.6 Discussion
1.6.1 On the rate of convergence for the laws of large numbers
In the random quenched setting, we prove that the finite volume total spin SN normalized by
N converges in probability exponentially fast to the magnetization M , which is a non-random
quantity. For the averaged quenched setting, instead, it is easy to give examples for which the
convergence at exponential rate is lost. Let us consider the sequence (GN)N≥1 given by
GN =
{
CMN(r) with probability 1− 1N ,
KN with probability 1N ,
(1.30)
where CMN(r) is the r-regular random graph (r ∈ N), i.e., a configuration model with degree
sequence di = r for all i ∈ [N ], and KN is the complete graph. The infinite-volume magnetization
M of the Ising model (1.7) on the sequence (GN)N≥1 coincides with the limiting magnetization of
CMN(r), hence M 6= 1 for any β < ∞. On the other hand, the infinite-volume magnetization on
the sequence of complete graphs (KN)N≥1 is 1 and, thus, there exists ε > 0 such that
PN
(∣∣∣∣ SNN −M
∣∣∣∣ > ε
∣∣∣∣ GN = KN
)
= 1 + o(1),
as N →∞. Therefore,
PN
(∣∣∣∣SNN −M
∣∣∣∣ > ε
)
= PN (GN = KN) · PN
(∣∣∣∣ SNN −M
∣∣∣∣ > ε
∣∣∣∣ GN = KN
)
(1.31)
+ PN (GN = CMN(r)) · PN
(∣∣∣∣ SNN −M
∣∣∣∣ > ε
∣∣∣∣ GN = CMN(r)
)
≥ 1
N
(1 + o(1)) ,
which prevents the sequence from converging exponentially fast.
1.6.2 CLT proof strategy
The primary purpose of this paper is to prove Central Limit Theorems in the two different settings
introduced in Section 1.3. The proofs are different (in fact they require the control of the fluctua-
tions of SN with respect to different ensembles), but are based on the same main idea [16]. This
idea consists in using the moment generating function of the random variables SN−E(SN )√
N
, where
E is the average in the chosen measure, and in showing that with respect to the same measure
these moment generating functions converge to those of Gaussian random variables. Whenever
possible, this step requires the computation of the variances of the limiting Gaussian variables.
This is achieved by considering the scaled cumulant generating functions of SN , given by
cN(t) =
1
N
logµGN [exp (tSN)] (1.32)
in the random quenched setting and
cN(t) =
1
N
logPN [exp (tSN)] (1.33)
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in the averaged quenched setting. By taking the second derivative of (1.32) and (1.33) and eval-
uating it in zero one obtains, respectively, VarµGN
(
SN√
N
)
and VarPN
(
SN√
N
)
. The crucial argument
in the proof of the theorems is to show the existence of these variances in the limit N →∞. This
in turn is a consequence of the existence of the limit of the sequences (cN(t))N≥1 and (cN(t))N≥1
and the sequences of their second derivatives for t = tN = o(1).
While the existence of the limit c(t) := limN→∞ cN(t) can be established for the Ising model on
locally tree-like random graphs as a simple consequence of the existence of the random quenched
pressure, the existence of the limit c(t) := limN→∞ cN(t) is more challenging. In particular, it
requires detailed knowledge not only of the typical local structure of the graph around a random
vertex, but also of the fluctuations around that structure. Moreover, the general argument of
[16] relies on concavity of the first derivatives of the cumulant generating functions. This can be
achieved for cN(t), i.e., in the random quenched setting, thanks to the GHS inequality, which holds
for the ferromagnetic Boltzmann-Gibbs measures µGN . On the other hand, the GHS inequality is
in general not known for the averaged quenched measure.
Thus in the averaged quenched setting we focus on two specific models, i.e. the CMN(2) and
CMN(1, 2) random graphs, which allow for explicit computations of the relevant quantities, even
in the averaged quenched setting. In fact in these cases, since the typical structure in the graphs
are cycles (for CMN(2)) and line and cycles (for CMN(1, 2)), the averaged quenched pressure of the
Ising model on these graphs can be expressed in terms of the the Ising model pressure ψd=1(β,B)
of the one-dimensional nearest-neighbour Ising model. It turn out however that whereas the
averaged quenched pressure of the regular random graph CMN(2) exactly equals ψd=1(β,B), in
the case of CMN(1, 2) the pressure is more involved, see (4.16). Indeed, besides ψd=1(β,B), a
new term appears that depends on a set of random variables (p(N)ℓ )ℓ≥1 whose value depends on the
realization of the random graph. More precisely, Np(N)ℓ is the number of lines of length ℓ in the
graph (the cycles give a vanishing contribution in the thermodynamic limit). Then, in order to
prove the CLT for CMN(1, 2), it is of pivotal importance to control the fluctuations of the random
variables p(N)ℓ in the thermodynamic limit. This result is obtained in [28], where it is proven that
the joint limit law of the number of connected components in a graph with vertices of degrees 1
and 2 is Gaussian. Relying on this result, we can complete our proof of the averaged quenched
CLT for CMN(1, 2).
1.6.3 Differences between random quenched and averaged quenched setting
We explain here the distinction between the random quenched and the averaged quenched CLTs.
The variance VarPN
(
SN√
N
)
, expressing the fluctuations of SN/
√
N with respect to the averaged
quenched measure, has two contributions. The first is given by the average over random graphs of
the conditional variance of SN/
√
N with respect to the Boltzmann-Gibbs measure (the conditioning
is given by the graph realization); the second contribution is given by the variance of conditional
mean of SN/
√
N (see (1.25)).
If a CLT with respect to the random quenched measure holds, then the thermodynamic limit of
the first term in the right-hand side of (1.25) equals the magnetic susceptibility χ, which is a self-
averaging quantity. It is clear from (1.25) that one expects a different variance in the CLT in the
averaged quenched case whenever the thermodynamic limit of the second term on the right-hand
side is different from zero.
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The analysis that we perform in Section 3 on the configuration model leads us to conjecture
that when the vertex degrees are not all equal, one has that σ2 := limN→∞VarQN
(
µGN
(
SN√
N
))
is
a strictly positive number. On the contrary, we predict that when the degrees are fixed, such as
in the r-regular random graph, the two limiting variances are equals, thus yielding no distinction
between random and averaged quenched central limit theorems. We prove this in the case where
r = 2.
Furthermore, when there are non-vanishing fluctuations of the rescaled total spin with respect
to the graph measure, those will be determined by the fluctuations of the degrees distribution
of the graph. Those, in turn, are determined by the explicit graph construction. For instance,
in the case of the CMN(1, 2) random graph with a fixed number of vertices with degree 1 the
limiting variance is obtained in (4.71). With reference to the alternative construction of the
CMN(1, 2) graph described in Remark 1.1, where the number of vertices of degree 1 (called n1)
follows a Binomial distribution, a different limiting variance would arise, despite the fact that
asymptotically the two models have the same degrees distribution. For instance, the deterministic
factor 1−p
2
in formula (4.71), which arises from n1/2, in the alternative construction would be
replaced by a random quantity with non-vanishing fluctuations.
1.6.4 Violation of CLT at βc
In the case of the random quenched CLT, the variance is given by the susceptibility of the model. If
B = 0 and β = βquc the variance diverges because the susceptibility becomes infinite at the critical
temperature. So, for these parameters, the CLT breaks down and a different scaling of the total
spin SN is needed to obtain a non-trivial limiting distribution. For example, in [16], it is shown that
for the Curie-Weiss model, at B = 0, β = βc, the quantity
SN
N3/4
converges in distribution to the
random variable X with density proportional to exp
(−x4/12). We do not investigate this problem
in this paper. We conjecture a similar behavior for the Ising model on locally tree-like random
graphs with finite fourth moment of the degree distribution. Those graphs have been shown to be
in the same universality class as the Curie-Weiss model, i.e., their critical exponents agree with the
mean-field critical exponents of the Curie-Weiss model [12]. We investigate this problem in detail
for another class of locally tree-like random graphs, namely, generalized random graphs (recall [18,
Chapter 6]) in a forthcoming paper [13]. Interestingly, as in [12], the mean-field behavior breaks
down when the fourth moment of the degrees in the random graph becomes infinite. In the latter
case, another limit theorem holds for the total spin.
1.6.5 Low-temperature region
When the graph sequence (GN)N≥1 is such that there exists a finite critical inverse temperature βc
(cf. (1.20)), then Theorems 1.2, 1.3, 1.4 do not apply to the low temperature region corresponding
to B = 0, β > βc. For the Ising model on Zd [25, 22] or on the complete graphs [16], in the low
temperature region the law of large number for the empirical sum of the spin breaks down because,
in the thermodynamic limit, the Boltzmann-Gibbs measure becomes a mixture of two pure states
µ = 1
2
(µ++ µ−). As a consequence, the empirical magnetization is distributed like the sum of two
Dirac deltas at the symmetric values ±M∗(β), with M∗(β) = limBց0M(β,B), whereas the CLT
with respect to the Boltzmann-Gibbs measure breaks down. However, by using general properties
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of ferromagnetic systems (e.g. GKS inequalities) it is possible to prove a CLT with respect to the
measure µ+, respectively µ− [25, 22]. For the Ising model on random graphs it is believed that
a similar picture apply. For instance, for the Ising model on regular random graphs it has been
proved in [24] that the low temperature measure is a convex combination of + and − states and
therefore, by appealing to the general results of [25] we conclude that a CLT holds in the pure
phase.
2 Proofs of random quenched results
In order to prove the Strong Law of Large Numbers in the random quenched setting, we present
a preliminary theorem that guarantees exponential convergence, see Definition 1.6, under general
hypotheses.
2.1 Exponential convergence
Let W = (Wn)n≥1 be a sequence of random vectors which are defined on probability spaces
{(Ωn,Fn, Pn)}n≥1 and which take values in RD. We define the cumulant generating functions as
cn(t) =
1
an
logEn [exp(〈t,Wn〉)] , n = 1, 2, . . . , t ∈ RD, (2.1)
where (an)n≥1 is a sequence of positive real numbers tending to infinity, En denotes expectation
with respect to Pn, and 〈−,−〉 is the Euclidean inner product on RD. We assume that the following
hypotheses hold:
(a) Each function cn(t) is finite for all t ∈ RD;
(b) c(t) = limn→∞ cn(t) exists for all t ∈ RD and is finite.
Theorem 2.1 (Exponential convergence and cumulant generating functions). Assume hypotheses
(a) and (b). Then the following statements are equivalent:
(1) Wn/an
exp−→ z0;
(2) c(t) is differentiable at t = 0 and ∇c(0) = z0.
See [16, Theorem II.6.3] for a proof based on a large deviation argument.
2.2 Random quenched SLLN: Proof of Theorem 1.2
According to Theorem 2.1, exponential convergence can be obtained by proving the existence of
the limit of the random quenched cumulant generating function cN(t) defined in (1.32), and proving
the differentiability of the limiting function in t = 0. We have
cN(t) =
1
N
log
∑
σ∈ΩN
exp
(
β
∑
(i,j)∈eN σiσj + (B + t)
∑
i∈[N ] σi
)
ZN(β,B)
=
1
N
log
ZN(β,B + t)
ZN(β,B)
, (2.2)
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and recalling the definition (1.10), the function cN(t) can be rewritten as a difference of random
quenched pressures as
cN(t) = ψN(β,B + t)− ψN(β,B). (2.3)
The existence of the limit
c(t) := lim
N→∞
cN(t) = ψ(β,B + t)− ψ(β,B) a.s. (2.4)
is then obtained from the existence of the pressure in the thermodynamic limit, as stated in
Theorem 1.1. Moreover, from the differentiability of the infinite-volume random pressure with
respect to B, we also obtain
c′(t) =
∂
∂t
[ψ(β,B + t)− ψ(β,B)] = ∂
∂B
[ψ(β,B + t)] ,
and hence
c′(0) =
∂
∂B
[ψ(β,B)] = M(β,B).
Thus, by Theorem 2.1, we obtain the exponential convergence in Theorem 1.2, which immediately
implies the SLLN.
2.3 Random quenched CLT: Proof of Theorem 1.3
We give the proof for B ≥ 0 only, the case B < 0 is handled similarly. The strategy of the proof is
to show that w.r.t. the random quenched measure the moment generating function of the random
variable
VN =
SN −NMN(β,B)√
N
. (2.5)
converges to the moment generating function of a Gaussian random variable with variance χ(β,B)
given in (1.21), i.e.,
lim
N→∞
µGN (exp (tVN)) = exp
(
1
2
χ(β,B)t2
)
for all t ∈ [0, α) , (2.6)
and some α > 0. This can be done by expressing µGN (exp (tVN)) in terms of the second derivative
of the cumulant generating function cN(t) defined in (1.32).
A simple computation shows that
c′
N
(t) =
1
N
µGN (SN exp (tSN))
µGN (exp (tSN))
= µGN (β,B+t)
(
SN
N
)
, (2.7)
where, in order to stress the dependence on the magnetic field, we have used the symbol µGN (β,B+t) (·)
to denote the µGN -average in the presence of the field B + t. Thus,
c′′
N
(t) =
1
N
µGN (S
2
N
exp (tSN))µGN (exp (tSN))− µ2GN (SN exp (tSN))
µ2GN (exp (tSN))
(2.8)
= V arµGN (β,B+t)
(
SN
N
)
.
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In particular, the derivatives in t = 0 of cN(t) equal
c′
N
(0) = MN(β,B),
and
c′′
N
(0) =
1
N
[
µGN
(
S2
N
)− µ2GN (SN)] = χN(β,B).
By Theorem 1.1,
c′′
N
(0) = χN(β,B) → χ(β,B) as N →∞. (2.9)
Let us take t > 0 and set tN = t/
√
N . By using the fact that cN(0) = 0 and applying Taylor’s
theorem with Lagrange remainder, we obtain
logµGN (exp (tVN)) = logµGN
(
exp
(
tSN − tNMN(β,B)√
N
))
= log [µGN (exp (tNSN))]− t
√
NMN(β,B)
= N [cN(tN)− tNc′N(0)] = N
t2
N
2
c′′
N
(t∗
N
) =
t2
2
c′′
N
(t∗
N
), (2.10)
for some t∗
N
∈ [0, t/√N ].
In order to control the limiting behavior of c′′
N
(t∗
N
), we exploit the following property of cN(t):
Proposition 2.2 (Convergence of double derivative cumulant generating function). For 0 < β <
βquc and B ≥ 0, there exists some α > 0 such that limN→∞ c′′N(tN) = χ(β,B) for all tN ∈ [0, α)
with tN → 0 and almost all sequences of graphs (GN)N≥1.
Proof of Theorem 1.3. Proposition 2.2 immediately implies that (2.6) holds, which in turn proves
Theorem 1.3.
The remainder of this section is devoted to the proof of Proposition 2.2. It relies on the concavity
of the functions c′
N
(t), as proven in the following lemma:
Lemma 2.1. For B ≥ 0, c′
N
(t) is concave on [−B,∞).
Proof. For B ≥ 0, the concavity of c′
N
(t) on [0,∞) can be obtained by observing that this function
is the magnetization per particle w.r.t. µGN in the presence of the magnetic field B + t, see (2.7),
and then by applying the GHS inequality. Indeed, for t ≥ −B, the GHS inequality [11, Lemma
2.2] implies that
∂2
∂t2
c′
N
(t) =
1
N
∑
i∈[N ]
∂2
∂B2
µGN (β,B+t) (σi) ≤ 0, (2.11)
so that c′
N
(t) is concave on [−B,∞) for B ≥ 0.
The proof of Proposition 2.2 further requires the following lemma that is proved in [16, Lemma
V.7.5]:
Lemma 2.2 (Convergence of derivatives of convex functions). Let (fn)n≥1 be a sequence of convex
functions on an open interval A of R such that f(t) = limn→∞ fn(t) exists for every t ∈ A. Let
(tn)n≥1 be a sequence in A that converges to a point t0 ∈ A. If f ′n(tn) and f ′(t0) exist, then
limn→∞ f ′n(tn) exists and equals f
′(t0).
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Proof of Proposition 2.2. In the following proof, we use subscripts to denote the dependence on
β and B of the functions cN(t) and c(t). We first consider B > 0. By Hölder’s inequality,
t 7→ cN,β,B(t) is a convex function on R and, as noted in (2.3) and (2.4), cN,β,B(t) −→ cβ,B(t) =
ψ(β,B + t) − ψ(β,B) as N → ∞. For B > 0, the derivative ∂
∂B
ψ(β,B0) exists for all B0 in
some neighborhood of B. Hence, there exists α > 0 such that c′(t) = ∂
∂B
ψ(β,B + t) exists for all
−α < t < α. Then, Lemma 2.2 implies that
c′N,β,B(t) −→ c′β,B(t) for all − α < t < α , as N →∞. (2.12)
According to Lemma 2.1, each function −c′N,β,B(t) is convex on the interval [−B,∞), which con-
tains the origin in its interior since B > 0. By (1.21) we know that ∂
2
∂B2
ψ(β,B) = χ(β,B), hence
c′′β,B(0) =
∂2
∂B2
ψ(β,B) = χ(β,B). (2.13)
This completes the proof of the proposition for B > 0, because Lemma 2.2 implies that, for any
0 ≤ tN < α with tN → 0,
− c′′N,β,B (tN) −→ −c′′β,B(0) = −χ(β,B) as N →∞. (2.14)
The proof of Proposition 2.2 for B > 0 used the fact that all the function −c′N,β,B(t) is convex
on an interval that contains the origin in its interior. But for B = 0, −c′N,β,B(t) is convex on
[0,∞) and by symmetry is concave on (−∞, 0]. Hence the above proof must be modified. We fix
0 < β < βquc and notice that χ(β, 0) is finite.
Since for 0 < β < βquc ,
∂
∂B
ψ(β,B) exists for all B real, cβ,0(t) = ψ(β, t)−ψ(β, 0) is differentiable
for all t real. We define new functions
hN(t) =
{ −c′N,β,0(t) for t ≥ 0,
−c′′N,β,0(0) · t for t < 0, h(t) =
{ −c′β,0(t) for t ≥ 0,
−χ(β, 0) · t for t < 0. (2.15)
Then hN is continuous at 0 since c′N,β,0(0) = M(β, 0) = 0, and convex on R. By (2.9), c
′′
N,β,B(0)→
χ(β,B), and so hN(t) → h(t) for all t real. Since χ(β, 0) is finite, h′(0) = −c′′β,0(0) = −χ(β, 0).
Lemma 2.2 implies that for any tN ≥ 0 with tN → 0
h′
N
(tN) = −c′′N,β,0 (tN) → h′(0) = −χ(β, 0) as N →∞. (2.16)
This proves the proposition for B = 0.
3 Proofs for CMN(2)
In this section, we prove the CLT with respect to the averaged quenched measure for the 2-regular
random graph CMN(2). We start by computing partition function for the one-dimensional Ising
model. We will use them in the proofs of CLT’s because the structures formed in CMN(2) and
CMN(1, 2), are lines (indicated with the letter l) and cycles (or tori, indicated with the letter t).
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3.1 Partition functions for the one-dimensional Ising model
The partition function of the one-dimensional Ising model is given by
Z (b)
N
(β,B) =
∑
σ1=±1
. . .
∑
σN=±1
exp
(
β
N∑
i=1
σiσi+1(b) +B
N∑
i=1
σi
)
, (3.1)
where for periodic boundary conditions (b = t) we put σN+1(t) = σ1, whereas we put σN+1(l) = 0
for free boundary condition (b = l). We often omit (β,B) from the notation and simply write Z (t)N
and Z (l)N . Let D be the 2× 2 matrix defined, for (σi, σi+1) ∈ {−1,+1}2, by
Dσi,σi+1 = exp
[
βσiσi+1 +
B
2
(σi + σi+1)
]
.
With this definition we may rewrite (3.1) for periodic boundary conditions in the form
Z (t)
N
=
∑
σ1=±1
. . .
∑
σN=±1
Dσ1,σ2Dσ2,σ3 . . .DσN ,σN+1 = Trace(D
N) = λN+ + λ
N
− , (3.2)
where λ+ and λ− are the two eigenvalues of D, given by
λ± = λ±(β,B) = e
β
[
cosh(B)±
√
sinh2(B) + e−4β
]
. (3.3)
Obviously, λ+(β,B) > λ−(β,B). In the case of free boundary conditions, we observe that
Z (l)
N
=
∑
σ1=±1
· · ·
∑
σN=±1
e
B
2
σ1Dσ1,σ2Dσ2,σ3 · · ·DσN−1,σN e
B
2
σN (3.4)
=
∑
σ1=±1
∑
σN=±1
e
B
2
σ1DN−1σ1,σN e
B
2
σN = vTDN−1v,
where the vector v is defined by vT = (eB/2, e−B/2). This can be written as
Z (l)
N
= A+λ
N
+ + A−λ
N
− , with A± =
(vT · v±)2
λ±
, (3.5)
where v± denote the two orthonormal eigenvector of the matrix D, and therefore
A± = A±(β,B) =
e−2βe±B + (λ+ − eβ+B)2e∓B ± 2e−β(λ+ − eβ+B)
[e−2β + (λ+ − eβ+B)2]λ± .
Let us remark that, since β > 0, λ±(β,B) > 0 and A± (β,B) > 0. From (3.2) and (3.5), it follows
that the pressure of the one-dimensional Ising model is, independently of the boundary conditions,
given by
ψd=1(β,B) = log λ+(β,B) . (3.6)
3.2 Quenched results: Proof of Theorem 1.5
In this section, we prove Theorem 1.5. We start by analyzing the quenched pressure.
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3.2.1 Quenched pressure
It is not difficult to see that any 2-regular random graph is formed by cycles only. Thus, denoting
by Kt
N
the random number of cycle in the graph, we can enumerate them in an arbitrary order
from 1 to Kt
N
and call LN(i) the length (i.e. the number of vertices) of the i-th cycle. The random
variable Kt
N
is given by
Kt
N
=
N∑
j=1
Ij , (3.7)
where Ij are independent Bernoulli variables, i.e.,
Ij = Bern
(
1
2N − 2j + 1
)
. (3.8)
Indeed, at every step j in the construction of the 2-regular random graph, namely at each pairing of
two half-edges, we have one and only one possibility to close a cycle. This possibility corresponds to
drawing exactly one half-edge out of the remaining 2N −2j+1 unpaired half-edges. The indicator
of this event is the Bernoulli the variable Ij. Obviously, the variables (Ij)
N
j=1 are independent, but
not identical, and the number of the cycles Kt
N
is distributed as their sum.
Since the random graph splits into (disjoint) cycles, its partition function factorizes into the
product of the partition functions of each cycle. Therefore,
ZN(β,B) =
Kt
N∏
i=1
Z (t)LN (i)(β,B), (3.9)
where, by (3.2) the partition function of the ith cycle is
Z (t)LN (i)(β,B) = λ
LN (i)
+ (β,B) + λ
LN (i)
− (β,B). (3.10)
Because β > 0, we have 0 < λ−(β,B) < λ+(β,B), so that, for every i,
λ
LN (i)
+ (β,B) ≤ Z (t)LN (i)(β,B) ≤ 2λ
LN (i)
+ (β,B). (3.11)
As a result, we can bound the the pressure by
Kt
N∏
i=1
λ
LN (i)
+ (β,B) ≤
Kt
N∏
i=1
Z (t)LN (i)(β,B) ≤
Kt
N∏
i=1
2λ
LN (i)
+ (β,B), (3.12)
and, since
∑Kt
N
i=1 LN(i) = N , we finally obtain
λN+ (β,B) ≤ ZN(β,B) ≤ 2K
t
NλN+ (β,B). (3.13)
Now we are ready to compute the quenched pressure in the thermodynamic limit, defined as in
(1.18). By the previous inequality,
log λ+(β,B) ≤ ψN(β,B) ≤ log 2 · K
t
N
N
+ log λ+(β,B), (3.14)
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where ψN(β,B) is the random quenched pressure defined in (1.10). Now, by (3.7) and (3.8),
1
N
QN
(
Kt
N
)
=
1
N
N∑
i=1
1
2N − 2i+ 1 ∼
logN
N
→ 0 as N →∞. (3.15)
Therefore, by applying Markov’s inequality to the non-negative variable K
t
N
N
,
Kt
N
N
P−→ 0, w.r.t. QN . (3.16)
Hence, taking the limits in (3.14), we obtain the infinite volume random quenched pressure:
ψ(β,B) = ψd=1(β,B) ≡ log λ+(β,B). (3.17)
Moreover, from Corollary 1.1 we also obtain the averaged quenched pressure
ψ(β,B) = ψ(β,B) = ψd=1(β,B). (3.18)
3.2.2 Cumulant generating functions
As already said in Section 1.6.2, in order to prove the averaged quenched CLT for CMN(2), we need
to calculate the limit for N → ∞ of the cumulant generating function in the averaged quenched
random setting. We write this function in the following form:
cN(t) =
1
N
logPN [exp(tSN)] =
1
N
logQN
[
Z (t)N (β,B + t)
Z (t)N (β,B)
]
, (3.19)
where, in the right-hand side of the previous equation, we have expressed the random quenched av-
erage of exp(tSN) as a ratio of partition functions, i.e., µGN [exp(tSN)] = Z
(t)
N (β,B + t) /Z
(t)
N (β,B).
Again using (3.13), we bound the ratio of the partition functions at different fields as
2−K
t
N
(
λ+ (β,B + t)
λ+ (β,B)
)N
≤ ZN (β,B + t)
ZN (β,B)
≤ 2KtN
(
λ+ (β,B + t)
λ+ (β,B)
)N
. (3.20)
Therefore,
1
N
logQN
(
2−K
t
N
(
λ+ (β,B + t)
λ+ (β,B)
)N)
≤ cN(t) ≤ 1
N
logQN
(
2K
t
N
(
λ+ (β,B + t)
λ+ (β,B)
)N)
, (3.21)
and, recalling that λ+(β,B) and λ+(β,B + t) are not random, we obtain
1
N
log
(
QN
(
2−K
t
N
))
≤ cN(t)− log λ+(β,B + t) + log λ+(β,B) ≤ 1
N
log
(
QN
(
2K
t
N
))
. (3.22)
Now we can compute the limit of the averages in the previous equation recalling that Kt
N
is a sum
of independent Bernoulli variables Ii, c.f. (3.7). Indeed,
1
N
log
(
QN
(
2K
t
N
))
=
1
N
log
N∏
i=1
QN
(
2Ii
)
=
1
N
log
N∏
i=1
[
2
2N − 2i+ 1 +
(
1− 1
2N − 2i+ 1
)]
=
1
N
N∑
i=1
log
(
1 +
1
2N − 2i+ 1
)
N→∞−→ 0, (3.23)
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where the limit can be obtained using the inequality log(1 + x) ≤ x for x ≥ 0, and the same
asymptotic estimate already used in (3.15). In a similar fashion we can also prove that
lim
N→∞
1
N
log
(
QN
(
2−K
t
N
))
= 0. (3.24)
By (3.23) and (3.24) we finally obtain the limit of the cumulant generating function in the averaged
quenched setting:
c(t) = lim
N→∞
cN(t) = ψ(β,B + t)− ψ(β,B) = log λ+(β,B + t)− log λ+(β,B) . (3.25)
On the other hand, since by (2.4), we have also that c(t) = ψ(β,B+t)−ψ(β,B), we conclude that
in the thermodynamic limit the averaged quenched and the random quenched cumulant generating
functions of the total spin are the same:
c(t) = c(t) = log λ+(β,B + t)− log λ+(β,B). (3.26)
3.2.3 Averaged quenched CLT: proof of Theorem 1.5
According to our general strategy, in order to prove Theorem 1.5, we need to show that
lim
N→∞
PN
[
exp
(
t
SN − PN(SN)√
N
)]
= exp
(
1
2
σ2aq(β,B)t
2
)
for all t ∈ R. (3.27)
As in the proof of Theorem 1.3, the limit can be computed by expressing the expectation on the left-
hand side in terms of the proper generating function. Here, this is the averaged quenched cumulant
generating function, i.e., cN(t). Indeed, using the fact that cN(0) = 0 and c′N(0) = PN(
SN
N
), see
(3.19), by Taylor’s theorem with Lagrange remainder,
logPN
[
exp
(
tSN − tPN(SN)√
N
)]
= log
[
PN
(
exp
(
t√
N
SN
))]
− t√
N
PN(SN)
= NcN
(
t√
N
)
− t
√
Nc′
N
(0) =
t2
2
c′′
N
(tN), (3.28)
for some tN ∈ [0, t√N ]. In order to compute the limit of the sequence c′′N(tN), we consider
cN(t)− c(t) = 1
N
logQN
[
Z (t)N (β,B + t)
Z (t)N (β,B)
]
− log
[
λ+(β,B + t)
λ+(β,B)
]
=
1
N
logQN


Z
(t)
N
(β,B+t)
(λ+(β,B+t))
N
Z
(t)
N
(β,B)
(λ+(β,B))
N


=
1
N
logQN

KtN∏
i=1
1 + (rB+t)
LN (i)
1 + (rB)
LN (i)

 , (3.29)
where we have used (3.2), (3.9), (3.19), (3.25), and, omitting the dependence on β, we have defined
rB = r(β,B) =
λ−(β,B)
λ+(β,B)
. (3.30)
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Then, recalling (3.25), we can rewrite
cN(t) = log λ+(β,B + t)− log λ+(β,B) + 1
N
logQN

KtN∏
i=1
1 + (rB+t)
LN (i)
1 + (rB)
LN (i)

 . (3.31)
The second derivative of (3.31) is
c′′
N
(t) =
∂2
∂t2
log λ+(β,B + t) +
1
NDN(t)
[
IN(t) + IIN(t) +
IIIN(t)
DN(t)
]
, (3.32)
where we have introduced
IN(t) = QN
[ KtN∑
i=1
LN(i)(rB+t)
LN (i)−2[(LN(i)− 1)(r′B+t)2 + rB+tr′′B+t]
1 + (rB)LN (i)
Kt
N∏
j=1
j 6=i
1 + (rB+t)
LN (j)
1 + (rB)LN (j)
]
, (3.33)
IIN(t) = QN
[ KtN∑
i=1
KtN∑
j=1
j 6=i
LN(i)LN(j)(rB+t)
LN (i)+LN (j)−2(r′
B+t)
2
(1 + (rB)LN (i)) (1 + (rB)LN (j))
KtN∏
l=1
l 6=i,j
1 + (rB+t)
LN (l)
1 + (rB)LN (l)
]
, (3.34)
IIIN(t) =
[
QN
( KtN∑
i=1
LN(i)(rB+t)
LN (i)−1r′
B+t
1 + (rB)LN (i)
Kt
N∏
j=1
j 6=i
1 + (rB+t)
LN (j)
1 + (rB)LN (j)
)]2
, (3.35)
DN(t) = QN
[ KtN∏
i=1
1 + (rB+t)
LN (i)
1 + (rB)LN (i)
]
. (3.36)
All these terms are of a similar structure. The final step in the proof of the theorem requires
to compute the limit of the second term in the right-hand-side of (3.32). This step is taken in the
following lemma:
Lemma 3.1. Let t > 0 and let (tN)N≥1 be a sequence of real numbers such that tN ∈ [0, t/
√
N ].
Then,
lim
N→∞
1
NDN(tN)
[
IN(tN) + IIN(tN) +
IIIN(tN)
DN(tN)
]
= 0. (3.37)
Proof. We first consider the term IN(tN). From (3.30), it is clear that 0 < r(β,B) < 1. As a
consequence, the terms LN(i)(LN(i) − 1)(rB+tN )LN (i)−2 and LN(i)(rB+tN )LN (i)−1, appearing in the
numerator of IN(t) are uniformly bounded in N . Moreover, also the sequences (r′B+tN )N and
(r′′
B+tN
)N , being convergent, are bounded. Therefore, there exists a constant C > 0 such that∣∣∣LN(i)(LN(i)− 1)(rB+tN )LN (i)−2(r′B+tN )2 + LN(i)(rB+tN )LN (i)−1r′′B+tN
∣∣∣ ≤ C. (3.38)
Therefore, also
Kt
N∑
i=1
∣∣∣LN(i)(LN(i)− 1)(rB+tN )LN (i)−2(r′B+tN )2 + LN(i)(rB+tN )LN (i)−1r′′B+tN
∣∣∣
1 + (rB)LN (i)
≤ C ·Kt
N
, (3.39)
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and thus
|IN(tN)| ≤ C ·QN

Kt
N
KtN∏
i=1
1 + (rB+tN )
LN (i)
1 + (rB)LN (i)

 . (3.40)
We now proceed by estimating first each term appearing in the product. Let us fix an arbitrary
length l ∈ N to be chosen later on. Recalling that 0 < rB < 1 we obtain
1 + (rB+tN )
LN (j)
1 + (rB)LN (j)
≤
{
1 + (rB+tN )
l if LN(j) > l,
1 + δN(l) if LN(j) ≤ l, (3.41)
where δN(l) := max
k≤l
[
1 + (rB+tN )
k
1 + (rB)k
− 1
]
N→∞−→ 0. Then,
1 + (rB+tN )
LN (j)
1 + (rB)LN (j)
≤ 1 + ((rB+tN )l ∨ δN(l)) ≤ e((rB+tN )l∨δN (l)), (3.42)
where a ∨ b = max{a, b}. Finally, using (3.42) and the Cauchy-Schwarz inequality
|IN(tN)| ≤ C ·QN
(
Kt
N
KtN∏
i=1
1 + (rB+tN )
LN (i)
1 + (rB)LN (i)
)
≤ C ·QN
(
Kt
N
e
∑Kt
N
i=1 ((rB+tN )
l∨δN (l))
)
(3.43)
≤ C ·QN
(
Kt
N
eK
t
N((rB+tN )
l∨δN (l))
)
≤ C ·
[
QN
((
Kt
N
)2)]1/2 [
QN
(
e2K
t
N((rB+tN )
l∨δN (l))
)]1/2
.
We next consider DN(tN). As before,
1 + (rB+tN )
LN (j)
1 + (rB)LN (j)
≥
{
(1 + (rB)
l)−1 if LN(j) > l ,
(1 + δ¯N(l))
−1 if LN(j) ≤ l , (3.44)
where now δ¯N(l) := mink≤l
[
1+(rB)
k
1+(rB+tN )
k − 1
]
N→∞−→ 0. Then,
1 + (rB+tN )
LN (j)
1 + (rB)LN (j)
≥ 1
1 +
(
(rB)l ∨ δ¯N(l)
) ≥ e−((rB)l∨δ¯N (l)), (3.45)
because 1
1+x
≥ e−x for x > −1. From the previous bound, we obtain
DN(tN) ≥ QN
( KtN∏
i=1
e−((rB)
l∨δ¯N (l))
)
= QN
(
e−
∑Kt
N
i=1 ((rB)l∨δ¯N (l))
)
= QN
(
e−K
t
N((rB)l∨δ¯N (l))
)
.
(3.46)
Collecting (3.43) and (3.46) we obtain
lim
N→∞
|IN(tN)|
NDN(tN)
≤ lim
N→∞
C ·
[
QN
(
(Kt
N
)
2
)]1/2 [
QN
(
e2K
t
N((rB+tN )
l∨δN (l))
)]1/2
N ·QN
(
e−K
t
N((rB)l∨δ¯N (l))
) . (3.47)
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The averages in the right-hand side can be bounded using the distribution of Kt
N
in (3.7) and (3.8).
Indeed, using that, for fixed l, δN(l) → 0 and that (rB+tN )l can be made small by taking l large,
we can make (rB)l ∨ δ¯N(l) ≤ ε for N large enough. Thus,
QN
(
e2K
t
N((rB+tN )
l∨δN (l))
)
≤
N∏
i=1
(
1 +
(eε − 1)
2(N − i) + 1
)
=
Γ
(
N + 1
2
eε
)√
π
Γ(N + 1
2
)Γ(1
2
eε)
∼ N 12 (eε−1), (3.48)
where the product is expressed in terms of the Gamma function, and the asymptotic relation
Γ(N+a)
Γ(N+b)
= Na−b(1 + o(1)), valid when a, b are uniformly bounded, has been used.
In a similar fashion the average in the denominator of (3.47) can be bounded by
QN
(
e−K
t
N((rB)l∨δ¯N (l))
)
≥ N 12 (e−ε−1), (3.49)
while
[
QN
(
(Kt
N
)
2
)]1/2
= O(logN). Thus, we conclude that the right-hand side of (3.47) is
bounded by O(logN)N
3
4
(eε−1)−1 = o(1) by taking ε > 0 to be sufficiently small. This proves the
bound on IN(tN) in (3.37). With similar calculations, that we omit for the sake of brevity, we
can also show that the terms involving IIN(tN) and IIIN(tN) vanish, thus concluding the proof of
Lemma 3.1.
Proof of Theorem 1.5. Equations (3.28), (3.32) and Lemma 3.1 complete the proof of the averaged
quenched CLT, since
lim
N→∞
logPN
[
exp
(
t
SN − PN(SN)√
N
)]
= lim
N→∞
t2
2
c′′
N
(tN) =
t2
2
· ∂
2
∂t2
log λ+(β,B + t)
∣∣∣∣
t=0
=
t2
2
· cosh(B)e
−4β
(sinh(B) + e−4β)3/2
. (3.50)
Since the thermodynamic limits of the two cumulant generating functions c(t) and c(t) are the
same, cf. (3.26), also the variances of the limiting normal distribution in the random quenched
and the averaged quenched are equal.
4 Proofs for CMN(1, 2)
In this section, we consider the configuration model CMN(1, 2), introduced in Section 1.2. In this
graph, the connected components are either tori (t) connecting vertices of degree 2, or lines (l)
formed joining vertices with degree 2 and ending with two vertices with degree 1. In order to state
some properties of the number of lines and tori, we need to introduce some notation. Recall that
the number of vertices of degree 1 and 2 are given by
n1 := # {i ∈ [N ] : di = 1} = N − ⌊pN⌋, n2 := # {i ∈ [N ] : di = 2} = ⌊pN⌋, (4.1)
and the total degree of the graph
ℓN =
∑
i∈[N ]
di = 2n2 + n1 = N + ⌊pN⌋. (4.2)
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The number of edges is given by ℓN/2, so we assume n1 to be even. Let us also denote by KN the
number of connected components in the graph and by K(l)N and K
(t)
N the number lines and tori.
Obviously,
KN = K
(l)
N
+K(t)
N
. (4.3)
Because every line uses up two vertices of degree 1, the number of lines is given by n1/2, i.e.,
K(l)N = (N − ⌊pN⌋)/2, almost surely. Regarding the number of cycles, we have that K(t)N /N has
the same distribution of Kt
N¯
/N , where N is the (random) number of vertices with degree 2 that
do not belong to any line and Kt
N¯
is the number of tori on this set of vertices. Then, since this
subset forms a CMN¯(2) graph, we can apply (3.16), obtaining that K
(t)
N /N
P−→ 0, so that also
KN
N
P−→ (1− p)
2
. (4.4)
The partition function can be computed as in the case of CMN(2), and is given by
ZN(β,B) =
K
(l)
N∏
i=1
Z (l)
L
(l)
N
(i)
(β,B) ·
K
(t)
N∏
i=1
Z (t)
L
(t)
N
(i)
(β,B), (4.5)
where by (3.5) and (3.2)
Z (l)
L
(l)
N
(i)
(β,B) =
(
A+λ
L
(l)
N
(i)
+ + A−λ
L
(l)
N
(i)
−
)
, Z (t)
L
(t)
N
(i)
(β,B) =
(
λ
L
(t)
N
(i)
+ + λ
L
(t)
N
(i)
−
)
, (4.6)
and L(l)N (i) and L
(t)
N (j) are the lengths (i.e., the number of vertices) of the ith line and jth torus
(in any arbitrary labeling).
4.1 Quenched results: Proof of Theorem 1.6
4.1.1 Quenched pressure
Starting from the expression of the partition function (4.5) and with some algebraic manipulations,
we obtain the random quenched pressure at volume N as
ψN(β,B) = log λ+(β,B) +
N∑
l=2
p(N)l log
(
A+(β,B) + A−(β,B) (rB)
l
)
(4.7)
+
1
N
K
(t)
N∑
i=1
log
(
1 + (rB)
L
(t)
N
(i)
)
,
where the first sum is taken over the possible line lengths and we define
p(N)l :=
1
N
K
(l)
N∑
i=1
1{L(l)
N
(i)=l} (4.8)
to be the normalized number of lines of length l in the CMN(1, 2) graph. The random variables
(p(N)l )l≥2 play a fundamental role in the proofs, therefore we start by investigating their behavior
in the thermodynamic limit:
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Lemma 4.1 (Convergence of lines of given lengths). For every l ≥ 2, as N →∞,
p(N)l
P−→ p∗l =
(
2p
p+ 1
)l−2(
1− p
p+ 1
)(
1− p
2
)
. (4.9)
Proof. The result can be obtained by applying the Second Moment Method, which states that the
convergence of the averages QN
(
p(N)l
) → p∗l and the vanishing of the variances VarQN (p(N)l )→0
together imply the required convergence in probability. We start by computing the average of p(N)l .
From (4.8), we obtain
QN(p
(N)
l ) =
QN(KN(l))
N
QN (LN(1) = l) =
(1− p)
2
QN (LN(1) = l) (1 + o(1)), (4.10)
becauseK(l)N /N → (1−p)/2 a.s., and the distribution of lengths L(l)N (i) of the ith line is independent
of the label i. The average on the right hand side of the previous equation can be computed as
QN (LN(1) = l) =
(
l−3∏
i=0
2n2 − 2i
ℓN − 1− 2i
)(
n1 − 1
ℓN − 1− 2(l − 2)
)
. (4.11)
Recalling (4.1) we have that n2/N → p and n1/N → 1 − p as N → ∞, therefore, by definition
(4.2) of ℓN , we obtain that QN (LN(1) = l)→
(
2p
p+1
)l−2 (
1−p
p+1
)
, concluding the computation of the
limit of QN(p
(N)
l ). Also the variance of (4.8) can be computed explicitly. Indeed, exploiting the
fact that K(l)N is a.s. constant, we obtain
VarQN (p
(N)
l ) =
1
N2
K(l)
N
QN (LN(1) = l) (1−QN (LN(1) = l)) (4.12)
+
1
N2
K(l)
N
(K(l)
N
− 1) (QN (LN(1) = LN(2) = l)−QN (LN(1) = l)2)
=
1
N2
K(l)
N
QN (LN(1) = l) (1−QN (LN(1) = l))
+
1
N2
K(l)
N
(K(l)
N
− 1)QN (LN(1) = l) [QN (LN(2) = l|LN(1) = l)−QN (LN(1) = l)] ,
where conditional probability in the previous equation is given by
QN(LN(2) = l|LN(1) = l) =
( l−3∏
i=0
2n2 − 2(l − 2)− 2i
ℓN − 2(l − 2)− 3− 2i
)( n1 − 3
ℓN − 2(l − 2)− 3− 2(l − 2)
)
. (4.13)
Again recalling (4.1) and (4.2), we see that the conditional probability QN (LN(2) = l|LN(1) = l)
converges to
(
2p
p+1
)l−2 (
1−p
p+1
)
as N →∞, so that VarQN (p(N)l )
N→∞−→ 0.
With the help of the previous lemma we will be able to control the contribution of the lines to
ψN(β,B) in the thermodynamic limit (second term in the right-hand side of (4.7)). From the next
lemma, we deduce that in (4.7) the contribution of the tori is negligible when N →∞:
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Lemma 4.2 (Bounding the contribution due to tori). Conditionally on L(l)N (1), . . . , L
(l)
N (K
(l)
N ), the
number of tori K(t)N in the CMN(1,2) graph is stochastically smaller than the number of tori K
t
N
in CMN(2) (and we write K
(t)
N  KtN). Therefore,
1
N
K
(t)
N∑
i=1
log
(
1 + (rB)
L
(t)
N
(i)
)
P−→ 0. (4.14)
Proof. Since 0 < rB = λ−/λ+ < 1,
0 ≤ 1
N
K
(t)
N∑
i=1
log
(
1 + (rB)
L
(t)
N
(i)
)
≤ K
(t)
N log 2
N
. (4.15)
Recalling that K(t)N  KtN and
Kt
N
N
P−→ 0 by (3.16), we complete the proof of the lemma.
By applying Lemma 4.1 and Lemma 4.2, we finally identify the thermodynamic limit of the
random quenched pressure as
1
N
logZN(β,B)
P−→ ψ(β,B) ≡ log λ+(β,B) +
∑
l≥2
p∗l log
(
A+(β,B) + A−(β,B) (rB)
l
)
. (4.16)
Moreover, recalling that in the thermodynamic limit the averaged quenched pressure is equal to
the random quenched pressure, we also have ψ(β,B) = ψ(β,B).
The quenched susceptibility is then obtained by calculating the second derivative of the quenched
pressure, i.e.,
χ(β,B) =
∑
l≥2
p∗l
∂2
∂B2
log
(
A+(β,B) + A−(β,B) (rB)
l
)
+
∂2
∂B2
log λ+(β,B). (4.17)
This will allow us to compare the variances in the random and averaged quenched settings.
4.1.2 Proof of averaged quenched CLT
Once more, to prove the CLT in the averaged quenched setting we must show that
lim
N→∞
PN
[
exp
(
t
SN − PN (SN)√
N
)]
= exp
(
t2
2
σ2aq
)
for all t ∈ R, (4.18)
for some σ2aq. We start by rewriting the moment generating function as a product of two terms
that will be analyzed separately, i.e.,
PN
[
exp
(
t
SN − PN (SN)√
N
)]
= QN

ZN
(
β,B + t√
N
)
ZN(β,B)

 exp(− t√
N
PN (SN)
)
. (4.19)
From (4.7), we separate the contribution of lines and tori to the partition function, as
ZN(β,B) = exp [NFβ,B (p
(N)) +NEN(β,B)], (4.20)
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where
Fβ,B (p
(N)) = log λ+(β,B) +
∑
l≥2
p(N)l log
(
A+(β,B) + A−(β,B) (rB)
l
)
, (4.21)
EN(β,B) =
1
N
K
(t)
N∑
i=1
log
(
1 + (rB)
L
(t)
N
(i)
)
, (4.22)
and p(N) =
(
p(N)l
)
l≥2 is defined in (4.8). The first factor in (4.19) is
QN

ZN
(
β,B + t√
N
)
ZN(β,B)

 = QN
[
e
N
(
F
β,B+ t√
N
(p(N))−Fβ,B(p(N))
)
+N
(
EN
(
β,B+ t√
N
)
−EN (β,B)
)]
= QN
[
e
N
(
F
β,B+ t√
N
(p(N))−Fβ,B(p(N))
)
QN
(
e
N
(
EN
(
β,B+ t√
N
)
−EN (β,B)
)∣∣∣∣ p(N)
)]
= QN
[
e
N
(
F
β,B+ t√
N
(p(N))−Fβ,B(p(N))
)]
(1 + o(1)), (4.23)
because the contribution of eN
(
EN
(
β,B+ t√
N
)
−EN (β,B)
)
as N → ∞ is negligible. Indeed, by Taylor
expansion,
N
(
EN
(
β,B +
t√
N
)
−EN(β,B)
)
=
t√
N
K
(t)
N∑
i=1
L(t)N (i) (rB)
L
(t)
N
(i)−1 d
dt
(
rB+ t√
N
)∣∣∣
t=0
1 + (rB)
L
(t)
N
(i)
+ o
(
t√
N
)
≤ tCK
(t)
N√
N
, (4.24)
since the summands in the previous equation are uniformly bounded in N . Therefore, by (3.23),
QN
(
e
N
(
EN
(
β,B+ t√
N
)
−EN (β,B)
)∣∣∣p(N)) ≤ QN
(
e
tCK
(t)
N√
N
∣∣∣∣∣ p(N)
)
N→∞−→ 1, (4.25)
and then (4.23) follows.
The next step is to estimate the expectation appearing in (4.23). To this aim, we introduce
the notation
∆FB+ t√
N
(p(N)) := Fβ,B+ t√
N
(p(N))−Fβ,B(p(N)), fl(B) := log
(
A+ (B) + A− (B) (rB)
l
)
, (4.26)
where, here and in the rest of the section, the dependence on β is dropped for the sake of notation.
Adding and subtracting
∑
l≥2 p
∗
l fl
(
B + t√
N
)
to ∆FB+ t√
N
(p(N)), yields
∆FB+ t√
N
(p(N)) = log λ+
(
B +
t√
N
)
− log λ+(B) +
∑
l≥2
(
p(N)l − p∗l
)
fl
(
B +
t√
N
)
+
∑
l≥2
p∗l fl
(
B +
t√
N
)
−
∑
l≥2
p(N)l fl(B). (4.27)
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Expanding around t = 0, we obtain
∆FB+t(p
(N)) = t
∂
∂t
(log λ+ (B + t))
∣∣
t=0
+
t2
2
∂2
∂t2
(log λ+ (B + t))
∣∣
t=0
(4.28)
+ t
∑
l≥2
(
p(N)l − p∗l
) ∂
∂t
(fl (B + t))
∣∣
t=0
+
t2
2
∑
l≥2
(
p(N)l − p∗l
) ∂2
∂t2
(fl (B + t))
∣∣∣∣
t=0
+ t
∑
l≥2
p∗l
∂
∂t
(fl (B + t))
∣∣∣∣
t=0
+
t2
2
∑
l≥2
p∗l
∂2
∂t2
(fl (B + t))
∣∣∣∣
t=0
+ o(t2).
Using the above for t replaced with t/
√
N , recalling the expression for the random quenched
susceptibility given in (4.17), taking the exponential of N∆FB+ t√
N
(p(N)) and the average with
respect to QN , we get
QN
[
e
N(F
β,B+ t√
N
(p(N))−Fβ,B(p(N)))]
(4.29)
= e
t2
2
χ ·QN
[
exp
[
t
√
N
∂
∂t
log λ+(B + t)
∣∣
t=0
+ t
√
N
∑
l
(p(N)l − p∗l )
∂
∂t
(fl(B + t)
∣∣
t=0
]
× exp
[t2
2
∑
l
(p(N)l − p∗l )
∂2
∂t2
(fl (B + t))
∣∣
t=0
+ t
√
N
∑
l
p∗l
∂
∂t
(fl(B + t))
∣∣
t=0
+ o(1)
]]
.
Next we consider the factor exp
(
− t√
N
PN (SN)
)
appearing in (4.19). Since
PN(SN) = QN
[ ∂
∂t
ZN(B + t)
ZN(B)
∣∣
t=0
]
,
we can write
PN(SN) = N
∂
∂t
(log λ+ (B + t))
∣∣
t=0
+QN
[
N
∑
l≥2
p(N)l
∂
∂t
(fl(B + t))
∣∣
t=0
+N
∂
∂t
EN(B + t)
∣∣
t=0
]
.
As we have already done for QN
[
ZN
(
β,B+ t√
N
)
ZN (β,B)
]
, we can show, by bounding the derivative of
EN(β,B), that the term corresponding to tori gives a vanishing contribution to the limit of
t√
N
PN (SN). Thus, we can write
e
− t√
N
PN (SN ) = e
−t
√
N ∂
∂t
(log λ+(B+t))
∣∣
t=0
− t
√
NQN
[∑
l≥2 p
(N)
l
∂
∂t
(fl(B+t))
∣∣
t=0
]]
(1 + o(1)). (4.30)
Combining (4.29) and (4.30), the moment generating function can be rewritten as
PN
[
exp
(
t
SN − PN (SN)√
N
)]
= et
2χ/2 · QN
[
e
t
√
N
∑
l≥2
(
p
(N)
l
−QN (p(N)l )
)
∂
∂t
(fl(B+t))
∣∣
t=0
]
(1 + o(1)). (4.31)
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As the previous equation shows, the cumulant generating function of SN−PN (SN )√
N
is expressed in
terms of that of
XN :=
√
N
N∑
l=2
(
p(N)l −QN(p(N)l )
) ∂
∂t
(fl (B + t))
∣∣
t=0
, (4.32)
Since fl(B) = log(A+(B)+A−(B)(rB)l) = log(A+(B))+log(1+aB(rB)l) with aB = A−(B)/A+(B),
and log(A+(B)) is independent of l, so that
N∑
l=2
(
p(N)l −QN(p(N)l )
)
log(A+(B)) ≡ 0, (4.33)
we can take
γl(B) :=
∂
∂t
log(1 + aB+t(rB+t)
l)
∣∣
t=0
. (4.34)
In particular, γl(B) is exponentially small for large l.
Thus, in order to complete the proof of the theorem we need to show that the sequence (XN)N≥1
converges to a normal limit. This result is provided by the next lemma:
Lemma 4.3 (CLT for linear combinations of (p(N)l )l≥2). As N →∞,
XN ≡
√
N
N∑
l=2
(
p(N)l −QN
(
p(N)l
))
γl(B)
D−→ N (0, σ2
G
)
, (4.35)
with
σ2
G
:=
1− p
2
∞∑
ℓ=2
γ2ℓ (B)
[
− α
2l−4
(1 + α)2l−2
(
1 +
(l − 2− α)2
α(1 + α)
)
+
1
1 + α
(
α
1 + α
)l−2]
+
1− p
2
∞∑
ℓ,j=2
γℓ(B)γj(B)
[
− α
ℓ+j−4
(1 + α)ℓ+j−2
(
1 +
(ℓ− 2− α)(j − 2− α)
α(1 + α)
)]
, (4.36)
where α = 2p/(1 − p) and p is defined in (4.1). Also the moment generating function of XN
converges to that of N (0, σ2
G
).
Lemma 4.3 implies that for any t ∈ R
lim
N→∞
QN
[
e
t
√
N
∑
l
(
p
(N)
l
−QN
(
p
(N)
l
))
γl(B)
]
= et
2σ2
G
/2. (4.37)
This completes the proof of the averaged quenched CLT for CMN(1, 2), since
lim
N→∞
PN
[
exp
(
t
SN − PN (SN)√
N
)]
= exp
(
t2σ2aq/2
)
, (4.38)
with σ2aq = χ+ σ
2
G
.
The remaining part of this section is devoted to the proof of Lemma 4.3. This proof is based
on the following theorem by de Panafieu and Broutin [28] that states a joint CLT for the number
of connected components in graphs with degrees 1 and 2:
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Theorem 4.1 (CLT for connected components in random graphs [28, Theorem 1]). Let the random
vector Cτ denote the number of connected components of size τ in a random graph with n1 vertices
of degree 1 and n2 vertices of degree 2 and no other degrees allowed. For some T ∈ N and all
2 ≤ τ ≤ T , let
C∗τ =
1√
n1/2
(
Cτ − α
τ−2
(1 + α)τ−1
n1
2
)
(4.39)
where α = 2n2/n1 is a fixed real positive value, and C∗
(N)
= (C∗2 , . . . , C
∗
T
). Then, as N = n1+n2 →
∞, and with φ
C∗(N)
(s2, . . . , sT ) denoting the joint moment generating function of C∗
(N)
,
lim
n1→∞
φ
C∗(N)
(s2, . . . , sT ) = e
s¯Hs¯T /2, (4.40)
where s¯ = (s2, . . . , sT ), s¯
T is its transposed, and H = H(α) is the (T −1)×(T −1)-sized covariance
matrix given by
Hr,t(α) = − α
r+t−4
(1 + α)r+t−2
(
1 +
(r − 2− α)(t− 2− α)
α(1 + α)
)
+
1l{r=t}
1 + α
(
α
1 + α
)r−2
, (4.41)
and the convergence is uniform for s¯ in a neighborhood of 0¯ = (0, . . . , 0). As a result, C∗
(N) D−→
N (0¯, H(α)), the multivariate normal distribution with covariance matrix H(α), α = 2p/(1− p).
Theorem 4.1 cannot be applied directly to our case since it deals with the number of all
the connected components of the random graphs, while we are only interested in the lines of
CMN(1, 2). Therefore, some work is needed in order to adapt Theorem 4.1 to our setting. To
deduce this result, let us introduce some notation. Denote by Λℓ the number of lines of length ℓ in
CMN(1, 2) (omitting the dependence of Λℓ on N to lighten the notation) and by Λ∗ℓ the centered
variable normalized by
√
n1/2 as in (4.39). Then, we have the following Lemma.
Lemma 4.4 (CLT for number of lines of fixed lengths in CMN(1, 2)). Let Λℓ be the number of
lines of length ℓ in a CMN(1,2) graph with n1 vertices of degree one and n2 of degree two, as in
(4.1). For some T ∈ N and all 2 ≤ ℓ ≤ T , let
Λ∗ℓ =
1√
n1/2
(Λℓ −QN(Λℓ)) . (4.42)
Then, as N → ∞, with α = 2n2/n1 fixed, the moment generating function of the vector Λ∗(N) ≡
(Λ∗2, . . . ,Λ
∗
T
) satisfies the following limit
lim
N→∞
QN
(
es·Λ
∗(N))
= es¯Hs¯
T /2, (4.43)
where s¯ = (s2, . . . , sT ), s¯
T is its transposed, and H = H(α) is the (T −1)×(T −1)-sized covariance
matrix given in (4.41). As a result, Λ∗
(N) D−→ N (0¯, H(α)).
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Proof. Consider the number Θℓ of tori of length ℓ in CMN(1, 2) and center and normalize it by√
n1
2
to obtain Θ∗ℓ and let Θ∗
(N)
= (Θ∗2, . . . ,Θ
∗
T ). Then, C∗
(N)
= Λ∗
(N)
+ Θ∗
(N)
, where C∗
(N)
is
defined in (4.39). In order to compute the limit of the generating function of Λ∗
(N)
QN
(
es·Λ
∗(N))
= QN
(
es·C
∗(N)
e−s·Θ
∗(N))
(4.44)
we follow the same strategy that will be used in the proof of Lemma 4.3. In particular we use
Hölder’s inequality to obtain
QN
(
es·C
∗(N)/p
)p
/QN
(
es·Θ
∗(N)q/p
)p/q
≤ QN
(
es·Λ
∗(N)) ≤ QN (es·C∗(N)p)1/pQN (e−s·Θ∗(N)q)1/q (4.45)
where p = 1 + ε and 1/p+ 1/q = 1, so that q = (1 + ε)/ε and ε > 0. Now, fixed s∗ > 0, we want
to prove that
lim
N→∞
QN
(
es·Θ
∗(N)
)
= 1 (4.46)
for all s¯ with maxi |si| = s∗. Since Θ∗ℓ = (Θℓ −QN(Θℓ))/
√
n1/2, we can write
QN
(
es·Θ
∗(N)
)
= exp
(
−
∑T
ℓ=2 sℓQN(Θℓ)√
n1/2
)
QN
(
exp
(∑T
ℓ=2 sℓΘℓ√
n1/2
))
. (4.47)
Since the number of tori KN(t) can be written as KN(t) =
∑
ℓΘℓ and when maxi |si| = s∗, we have∣∣∣∑Tℓ=2 sℓQN(Θℓ)∣∣∣√
n1/2
< s∗
QN(KN(t))√
n1/2
, (4.48)
from which, recalling that QN(KN(t)) ∼ logN (see (3.15)), and n1 ∼ (1−p)2 N , we conclude that the
first factor in the right-hand side of (4.47) converges to 1 as N → ∞. In order to deal with the
second factor, and again with maxi |si| = s∗,
QN
(
exp
(
− s∗ KN(t)√
n1/2
))
≤ QN
(
exp
(∑T
ℓ=2 sℓΘℓ√
n1/2
))
≤ QN
(
exp
(
s∗
KN(t)√
n1/2
))
. (4.49)
By convexity of x 7→ ex, we have that E[eX ] ≥ eE[X], so the lower bound is at least 1 − o(1) by
(4.48).
For the upper bound, we note that KN(t) is stochastically dominated by KN , the number of
tori in a graph of N vertices of degree 2. Thus, recalling that KN is the sum of independent
Bernoulli variables, see (3.7) and (3.8),
QN
(
exp
(
s
KN(t)√
n1/2
))
≤
N∏
i=1
(
1 +
es/
√
n1/2 − 1
2N − 2i+ 1
)
. (4.50)
We apply this to s = s∗ > 0 and consider
0 ≤ logQN
(
exp
(
s
KN(t)√
n1/2
))
=
N∑
i=1
log
(
1 +
es/
√
n1/2 − 1
2N − 2i+ 1
)
≤
(
es/
√
n1/2 − 1
)N−1∑
j=0
1
2j + 1
(4.51)
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where we use that log(1 + x) ≤ x for x > 0. Since ∑N−1j=0 12j+1 ∼ logN and exp (s/√n1/2)− 1 ∼√
2
1−p
s√
N
, we conclude that right-hand side of the last display converges to 0, as required.
Proof of Lemma 4.3. We split XN into two parts as
X (1)
N
(k) =
√
N
k∑
l=2
(
p(N)l −QN(p(N)l )
)
γl(B), X
(2)
N
(k) = XN −X (1)N (k), (4.52)
where we fix k ∈ {2, . . . , N − 1}. Then, we use Hölder’s inequality to bound
QN
(
eXN
)
= QN
(
eX
(1)
N
(k)eX
(2)
N
(k)
) ≤ QN(epX(1)N (k))1/pQN(eqX(2)N (k))1/q, (4.53)
where p = 1 + ε and 1/p+ 1/q = 1, so that q = (1 + ε)/ε. Further, with the same choices of p, q,
we can also bound
QN
(
eX
(1)
N
(k)/p
)
= QN
(
eXN/pe−X
(2)
N
(k)/p
) ≤ QN(eXN )1/pQN(eX(2)N (k)(q/p))1/q, (4.54)
so that
QN
(
eXN
) ≥ QN(eX(1)N (k)/p)p/QN(eX(2)N (k)(q/p))p/q. (4.55)
We aim to prove that, for every b ∈ R and k ∈ N,
lim
N→∞
QN
(
ebX
(1)
N
(k)
)
= eb
2σ2G(k)/2, (4.56)
where limk→∞ σG(k)2 = σ2G (we give the explicit expression of σ
2
G
(k) and σ2
G
at the end of the
present section) and, for every b ∈ R,
lim sup
k→∞
lim sup
N→∞
QN
(
ebX
(2)
N
(k)
)
= 1. (4.57)
Substituting (4.56)–(4.57) into (4.53)–(4.55) and letting ε ց 0 with p = 1 + ε, q = (1 + ε)/ε
concludes the proof of Lemma 4.3. We continue with the proofs of (4.56) and (4.57).
Proof of (4.56). This is a direct consequence of Lemma 4.4.
Proof of (4.57). Here we need to show that we can effectively truncate the sum over k. We
start by effectively going to the single variable case. We denote
γ>k =
∑
ℓ>k
|γℓ|, qℓ = |γℓ|/γ>k. (4.58)
Then, we note that, with Y the random variable for which P(Y = ℓ) = qℓ and denoting bN = b
√
N ,
we can rewrite
QN
(
ebX
(2)
N
(k)
)
= QN
(
exp
{
bNγ>kEY
[
sign(γY )
(
p(N)Y −QN(p(N)Y )
) ]})
(4.59)
≤ QN
(
EY
[
exp
{
bNγ>ksign(γY )
(
p(N)Y −QN(p(N)Y )
)}])
,
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where the inequality follows by Jensen’s inequality and EY denotes the expectation w.r.t. Y (keep-
ing all other randomness fixed). Thus,
QN
(
ebX
(2)
N
(k)
) ≤∑
ℓ>k
qℓQN
(
e
bNγ>ksign(γℓ)
(
p
(N)
ℓ
−QN (p(N)ℓ )
))
. (4.60)
Thus, it suffices to bound the moment generating function of p(N)ℓ −QN(p(N)ℓ ) for a single ℓ.
We continue by studying this moment generating function. Denote Nℓ = Np
(N)
ℓ , so that
QN
(
e
bNγ>ksign(γℓ)
(
p
(N)
ℓ
−QN (p(N)ℓ )
))
= QN
(
ebγ>ksign(γℓ)(Nℓ−QN (Nℓ))/
√
N
)
. (4.61)
For θ ∈ R, we let
M (ℓ)n1,n2(θ) = QN
(
eθ(Nℓ−QN (Nℓ))
)
. (4.62)
We prove by induction on n1 ≥ 2 that there exists A, ε > 0 such that, for all |θ| ≤ ε and all n2 ≥ 0,
M (ℓ)n1,n2(θ) ≤ eAn1θ
2
. (4.63)
For n1 = 0, M (ℓ)n1,n2(θ) ≡ 1. This initiates the induction hypothesis. To advance the induction
hypothesis, we note that, with
pn1,n2(k) = QN(L(1) = k), (4.64)
the moment generating function M (ℓ)n1,n2(θ) satisfies the recursion
M (ℓ)n1,n2(θ) =
∑
k≥2
M (ℓ)n1−2,n2−k+2(θ)pn1,n2(k)
[
1l{k 6=ℓ} + 1l{k=ℓ}e
θ
]
e−θpn1,n2 (ℓ). (4.65)
We use the induction hypothesis, which is allowed since the summand in (4.65) is non-negative,
to arrive at
M (ℓ)n1,n2(θ) ≤ eA(n1−2)θ
2
∑
k≥2
pn1,n2(k)
[
1l{k 6=ℓ} + 1l{k=ℓ}e
θ
]
e−θpn1,n2 (ℓ) (4.66)
= eA(n1−2)θ
2[
1 + (eθ − 1)pn1,n2(ℓ)
]
e−θpn1,n2 (ℓ).
Choose ε > 0 sufficiently small, so that eθ ≤ 1 + θ + θ2 for all |θ| ≤ ε. Then,
M (ℓ)n1,n2(θ) ≤ eA(n1−2)θ
2[
1 + (θ + θ2)pn1,n2(ℓ)
]
[1− θpn1,n2(ℓ) + θ2pn1,n2(ℓ)2] (4.67)
≤ eA(n1−2)θ2 [1 + 4θ2pn1,n2(ℓ)2].
Choosing A > 0 sufficiently large, we can advance the induction hypothesis. We conclude that
(4.63) holds. Applying (4.63) with θ = bγ>ksign(γℓ)/
√
N leads to
QN
(
ebX
(2)
N
(k)
) ≤∑
ℓ>k
qℓe
A(bγ>k)
2n1/N ≤ eA(bγ>k)2 , (4.68)
since (qℓ)ℓ>k is a probability measure and n1 ≤ N . This completes the proof of (4.57), since γ>k is
exponentially small in k.
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We conclude this section reporting the explicit computation of σ2
G
(k), the limiting variance of
X (1)N (k) appearing in equation (4.56) and of σ2G, the limiting variance of XN , see (4.36).
The limiting variance σ2
G
. We express X (1)N (k) as a linear combination of Λℓ = Np
(N)
ℓ recalling
that the variables Λ∗ℓ in Lemma 4.4, are defined as Λ
∗
ℓ = (Λℓ −QN(Λℓ)) /
√
n1
2
. Substituting in
(4.52), we obtain
X (1)
N
(k) =
√
1− p
2
(1 + o(1))
k∑
l=2
γl(B)Λ
∗
ℓ , (4.69)
and notice that the variance
VarQN (X
(1)
N
(k)) =
1− p
2
(1+o(1))
(
k∑
ℓ=2
γ2ℓ (B)VarQN (Λ
(N)
ℓ
∗
)+
k∑
ℓ,j=2
ℓ 6=j
γℓ(B)γj(B)CovQN
(
Λ(N)ℓ
∗
,Λ(N)ℓ
∗))
(4.70)
has a limit as N →∞. Indeed, using the fact that the functions γℓ(B) are independent of N , from
Theorem 4.1,
σ2
G
(k) := lim
N→∞
VarQN (X
(1)
N
(k)) =
1− p
2
(
k∑
ℓ=2
γ2ℓ (B)Hℓ,ℓ +
k∑
ℓ,j=2
ℓ 6=j
γℓ(B)γj(B)Hℓ,j
)
, (4.71)
where Hℓ,j are the elements of the covariance matrix explicitly given in (4.41) with α =
2p
1−p .
Because of the exponentially small factor ( α
1+α
)ℓ+j in Hℓ,j, and the exponential smallness of γℓ(B)
for large ℓ, see (4.34), the sums in (4.71) converge absolutely as k →∞. Thus, we conclude that
the limiting variance σ2
G
exists and is given by (4.36).
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