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Abstract: We tested metrics from full-waveform (FW) LiDAR (light detection and 
ranging) as predictors for forest basal area (BA) and aboveground biomass (AGB), in 
a tropical moist forest. Three levels of metrics are tested: (i) peak-level, based on each 
return echo; (ii) pulse-level, based on the whole return signal from each emitted pulse; and  
(iii) plot-level, simulating a large footprint LiDAR dataset. Several of the tested metrics 
have significant correlation, with two predictors, found by stepwise regression, in 
particular: median distribution of the height above ground (nZmedian) and fifth percentile of 
total pulse return intensity (i_tot5th). The former contained the most information and 
explained 58% and 62% of the variance in AGB and BA values; stepwise regression left us 
with two and four predictors, respectively, explaining 65% and 79% of the variance. For 
BA, the predictors were standard deviation, median and fifth percentile of total return pulse 
intensity (i_totstdDev, i_totmedian and i_tot5th) and nZmedian, whereas for AGB, only the last 
two were used. The plot-based metric showed that the median height of echo count 
(HOMTC) performs best, with very similar results as nZmedian, as expected. Cross-validation 
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allowed the analysis of residuals and model robustness. We discuss our results considering 
our specific case scenario of a complex forest structure with a high degree of variability in 
terms of biomass. 
Keywords: biomass; forest; LiDAR; full-waveform; basal area 
 
1. Introduction 
The ability of recent LiDAR sensors to record the full-waveform (FW) has inspired discussion 
amongst the scientific community on what is the effective advantage that this data can contribute with 
respect to standard discrete-return (DR) LiDAR data. Numerous related investigations argue the pros 
and cons [1], but all agree on improvements from FW related to two aspects: (i) improved detection of 
weak return echoes, which results in an increase in overall point density [2] by a factor of two over  
high vegetation [3]; and (ii) metrics extracted from the distribution of the return energy Ei over time 
f(ti) in the FW (e.g., amplitude, echo width, backscatter cross-section, backscatter cross-section per 
illuminated area and backscatter coefficient). Both DR and FW LiDAR data have proven to be popular 
among scientists dealing with natural resources on the Earth’s surface, in particular high vegetation  
(i.e., forests) due to the unique capability of penetrating the canopy structure [4]. Regarding forest’s 
structural characteristics, aboveground biomass (AGB), or the total mass above the ground of living 
tissues, and basal area (BA) are most useful for ecologists, bio-geochemists, foresters and 
policymakers [5]. Studies have shown that forest canopy structure metrics (specifically height and 
crown cover) are highly correlated with AGB: [6–8] are representative examples from a wide array of 
literature. Models that estimate these characteristics in tropical forests using remote sensing data were 
widely investigated, using passive and active optical sensors [9–13], as well as using a combination of 
DR LiDAR and hyperspectral [14]. DR only data were tested for efficacy in the estimation of volume 
and AGB in several forest types. The volume of uneven-aged forest with conifers was tested against 
twenty predictor metrics, where estimation at 40-m size pixels shows an R-squared of 0.75 using 
the mean of the first echo height distribution and the median of the second echo height 
distribution [15]. This is in line with other works [16–18] that use DR metrics related to canopy height 
distribution and canopy density; the latter is defined as the proportion of echoes in the various height 
percentiles in a plot (10%, 50% and 90%). Results vary from an R-squared of 0.75 to 0.94, depending 
on the complexity of the forest structure. Such metrics have also been used in [19], where different 
regression methods were tested to find the best combination of predictors avoiding collinearity.  
Non-tropical scenarios also give similar results when LiDAR metrics are used for AGB estimation; 
with a single-tree-based approach training areas in a pine plantation, [20] reported a coefficient of 
correlation that reached a value of 0.82 between actual and predicted AGB. 
FW systems record the entire time-varying energy of the return signal from all illuminated surfaces; 
therefore, they return detailed information on canopy structure and distribution. Early investigations on 
FW data were done with large footprint sensors. Data from the SLICER sensor were used successfully 
to predict 91% of the variance in AGB in Douglas fir and western hemlock forests using canopy filled 
canopy volume and canopy height metrics; the former actually resulted in being the most important 
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variable for predicting total AGB [7]. The spaceborne sensor, GLAS (Geoscience Laser Altimeter 
System), on-board ICESat (Ice, Cloud and Land Elevation Satellite), was used successfully to extract 
biomass via height metrics over large spatial scales [21,22]. 
FW metrics from large footprint LiDAR in tropical wet forests have resulted in significant  
R-squared values at the plot level, of 0.93 and 0.72, respectively, for AGB and BA [23]. The authors 
argue that small footprint (i.e., less than a 1-m diameter) pulses, compared to large footprint pulses, 
have a lower probability of hitting treetops and a lower probability of getting echoes from the ground 
in the case of very dense canopies. We believe that these limitations become less significant as 
the point density increases and that significant correlation can be obtained from small footprint 
waveform metrics with the necessary precautions. In small footprint FW, amplitude, width and other 
derived metrics, like decay rate [24] and the rise and fall time of the signal [25], significantly 
contribute towards improving the results of estimations related to leaf area density and classification of 
forest cover, respectively. An overview of other approaches that use FW data to extract forest 
parameters is reviewed in [26]. Another recent review dedicated to LiDAR for forests that discusses 
the latest developments of this technology is [27]. A common result, in all of the investigations that 
were mentioned, is the importance of metrics regarding height distributions, both in DR and in FW 
LiDAR data, and also the metrics that regard canopy density (e.g., the filled canopy volume). This 
stimulates us to investigate further methods that use FW LiDAR data to extract information in forests 
with structurally complex conditions, such as in our dataset. 
The objective of this investigation is to evaluate and discuss the degree of correlation between 
LiDAR FW metrics from a small footprint airborne laser scanner and structural characteristics in West 
African tropical forests to estimate AGB and BA. The paper is organized as follows: (i) we provide 
a brief background on LiDAR applications for estimating AGB in tropical forests and highlight some 
differences between existing systems; (ii) we describe our study site and the dataset that was used;  
(iii) we present the method and the results of using only direct FW metrics and of adding derived 
height metrics; and (iv) we finally discuss results in relation to other efforts to estimate tropical forest 
structure and future developments of the research. 
2. Data and Methods 
2.1. Study Area 
The study area considered in this research is located in the Upper Guinean Forest Belt, in  
the south-western Ghana forested tropical zone, and is composed of two protected areas: the Dadieso 
Forest Reserve (FR) and the Bia Conservation Area. Dadieso FR has a vegetation that is transitional 
between the moist evergreen and wet evergreen types. However, swampy areas are common 
throughout the forest and, in certain areas, cover hundreds of hectares. Although logging is not 
officially allowed in Dadieso, the forest is disturbed and degraded in many areas. It is surrounded by 
cocoa farms and small rural villages, and information provided by the Forestry Commission suggests 
these two elements strongly contribute to the illegal logging occurring in the reserve. The Bia 
Conservation Area comprises the Bia National Park (NP, northern part) and the Bia Resource Reserve 
(RR, southern part). The Bia Conservation Area covers the transition between two of Ghana’s forest 
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types, moist evergreen forest in the south and moist semi-deciduous forests in the north [28]. In Bia 
National Park, no systematic logging activity occurred in the past, while selective logging was 
relatively intense in Bia Resource Reserve. Figure 1 shows the area over different scales  
of representation. 
Figure 1. Study area identification at different scales. 
 
2.2. Field Data 
The ground survey was conducted in 2012–2013 and established 40 plots of a 1600 m2 area along 
the latitudinal gradient from the southern portion of Dadieso FR, through Bia RR to the northern part 
of Bia NP. Information on species, the diameter at breast height (DBH) and height was collected in the 
whole plot area for trees with DBH > 20 cm and in 400-m2 subplots for trees with DBH > 5 cm (see  
Table 1 for the characteristics and Figure 1 for the detail of a plot over a very high resolution image). 
Only 1600-m2 plots were used, even if the other thirty-nine 500-m2 plots and fifteen 400-m2 plots were 
available, to avoid critical problems related to plot size. All were identified and georeferenced with 
GNSS receivers with post-processing differential correction with fixed and float solutions, which 
provided us with sub-meter precision [29]. In the case of float solutions, we double checked that the 
canopy shape respects the vegetation characteristics using very high resolution (0.1 m) (Figure 1, 
bottom right window) images acquired in the same mission [14]. 
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Table 1. Plot characteristics with the frequency distribution of the count of LiDAR echoes. 
Characteristic Value 
Area per plot 1600 m2 
Number of plots 40 
Number of pulses per plot: 
- mean(standard deviation) 
 
8353 (1334) 
- min/max 6245/12,380 
Number of echoes per plot: 
- mean(standard deviation) 
 
10,403 (1724) 
- min/max 7808/13,200 
Relative flying height min-max 558 m–621 m 
Measured Forest Parameters 1 Mean (σ)–min/max 
Hm, tree heights (m) 
DBH, diameter at breast height (m) 
BA, basal area (m2·ha−1) 2 





1 Measured for all trees having DBH > 5 cm; σ = standard deviation; 2 BA and AGB were calculated for each 
plot, and values were standardized to one hectare; 3 using the Chave equation for moist forests [5]. 
2.3. LiDAR Dataset 
An aircraft equipped with a LiDAR sensor, the Optech Ltd. ALTM GEMINI (Helica srl., Amaro, 
Italy), flew over the study area in March 2012. The sensor includes a 1064-nm wavelength laser 
emitting at 167-kHz max pulse repetition frequency (PRF) and 0.25-mrad (1/e) beam divergence, as 
well as a waveform digitizer with 8-bit resolution sampling every 1 ns and with a 70-kHz max 
acquisition rate. The operational emitted pulse frequency gave a real minimum density inside the plots 
of 11 points per square meter. The digitizer recorded every other pulse, due to the limitation in 
the acquisition rate above reported, thus half of the points have FW information. The average beam 
width of the laser cone that reaches the canopy and the terrain surface at that flight height is ~0.15 m. 
The swath of the LiDAR strip on the ground is 280 m. The sample plots are located at the center of 
two strips. For this reason, the maximum scan angle of the laser beam in the plots is never above 11°. 
This allows considering as not significant the influence of the scan angle in the value of the FW 
metrics [30]. 
The files with corrected sensor data (CSD) and digitizer data (NDF) were processed by the authors 
using C++ routines developed at the University of Padova for the 3D representation of FW data  
in forests [31]. FW data and the relative georeferenced information from each waveform sample in 
the NDF file are used to subset only signals falling inside the plots. Functions for positioning the return 
echoes are also derived from the work of [32] and [33]. The processing steps for extracting the FW 
information are reported in detail in the following section. 
3. Methods 
We extract FW metrics, which can be included in the following three different categories:  
(i) metrics associated with each return echo; (ii) metrics relative to the whole emitted pulse, e.g., total 
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return energy; and (iii) aggregated metrics to simulate a large footprint laser beam. Table 2 reports the 
list in each category and the corresponding numerical index and acronym used throughout the paper to 
refer to each metric. Figure 2 reports a schematic representation of the metrics related to a real 
example of the FW return signal; numbers in the figure are related to Table 2, and “Half Max” refers to 
half of the peak energy above the energy baseline, which is used to calculate the left and right width, 
which together are usually referred to as the full width at half maximum (FWHM). 
Table 2. LiDAR metrics tested for correlation. 
Extracted Metrics 
Peak-Based Pulse-Based 
(1) Echo peak number  (En) (9) Sampled signal above baseline  (NoANS) 
(2) Total echoes returned from pulse (NoE) (10) Total energy above baseline  (i_tot) 
(3) Normalized energy of peak  (i_peak) (11) Rise time  (RT) 
(4) Left width  (LW) (12) Fall time  (FT) 
(5) Right width  (RW) (13) Last peak energy  (LpE) 
(6) Left energy of peak  (LE) (14) Range * of median energy  (ROME) 
(7) Right energy of peak  (RE) (15) Range * of 3rd quartile energy  (RO3QE) 
(8) Height above ground  (nZ) (16) Range * first to last peak  (rangefl) 
Large Footprint Simulation (17) Ratio [ROME/LpE]  (RLER) 
(19) Height of median energy [23] (HOME) (18) Last return ratio [LpE/i_tot]  (LRR) 
(20) Height of median target count (HOMTC)   
(21) Height/median ratio [23] (HTRT)   
(22) Ground return ratio [23] (GRND)   
* In time bins of 1 ns, equivalent to ~15 cm. 
Figure 2. Representation of metrics extracted from full-waveform (FW) data: the numbers 
refer to Table 2 above. 
 
In this article, we use the terms, echo and peak, as synonyms, as the peak represents the return echo 
in the FW signal, and each term fits in a particular sentence context. We therefore proceed to test for 
correlation eight metrics related to each return echo, ten metrics related to the whole return pulse,  
two of which are derived (17 and 18), and four large footprint simulation metrics. To test the 
relationship between metrics in Table 2 and the forest variables listed in Table 1, we aggregate each 
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metric at the plot level and then use the measurements that were taken in the ground-truth campaign to 
fit models with multiple linear regression We use the following conventional descriptors of frequencies 
of distributions as aggregators: median, standard deviation, 5th and 95th percentiles. We choose 
percentiles instead of mean, minimum and maximum values, as extreme values and outliers have 
minor influence on their values. 
3.1. Peak Detection 
Peaks are detected with a threshold maxima approach [34] (see Equation 1, which represents a fast 
and effective algorithm [2], which was used in this approach). A total of 435,719 echoes are recorded 
for the 40 plots using this method, with a mean number of ~10,000 points per plot. To define a peak, 
the following criteria are used: = 1 ( ) > ( … ) ( ) > ( … )0 ℎ  (1)
where pt is the peak defined at time t in the waveform signal, E(t) is the energy value recorded by 
the digitizer as time t, t is the time bin of 1 ns, which is equivalent to a distance of ~0.15 m, and i is 
the time window threshold that is at least equal to the maximum width, where a local maximum can be 
mistaken as a peak due to noise. Several other sophisticated methods exist for peak detection and FW 
decomposition in the literature. We choose this specific approach that has proven to be effective and 
robust with a fast time of processing. 
3.2. Metrics Extraction 
The next step is to define the metrics listed in Table 2. The type of considered metrics allow 
dividing them into three categories: peak metrics, pulse metrics and large footprint-derived metrics. 
Full waveform metrics describe the surface response using the amplitude and width of the return 
signal’s energy distribution at each peak. The return energy Ei is influenced by the following factors 
other than emitted energy E0 and surface response: atmospheric attenuation, range, footprint size 
relative to target area, multiple targets and geometry of laser beam and target [35,36]. We calculate 
normalized return energy ENi using the distance representing the range from the emitter, Di against 
a nominal distance D0 and a coefficient k amounting to a value of 2, as in the following equation: = ∙ ∙  (2)
The literature identifies the backscattering coefficient γ (m2·m−2) and cross-section σ (m2) for 
describing and analyzing the scattering properties of targets [37]. Our study area is forested, and the 
investigation focuses on vegetation; therefore, we adopted the cross-section (σ) values. As explained  
in [35], if one deals with targets that are smaller than the size of the laser footprint (such as in forests), 
the target scattering area relevant for explaining σ remains the same, independent of the size of the 
laser footprint area (i.e., as long as the target is small compared to the footprint). 
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3.2.1. Peak Metrics 
We extracted some descriptors derived from the part of the signal that is defined at half of the peak 
energy, i.e., the full width at half maxima (FWHM), which is divided into two components, left and 
right width (LW and RW). The respective integrated energy in the signal gives us the left and right 
energy (LE and RE). Other metrics directly refer to the number of echoes per pulse (NoE), 
the distribution of ordinal return number (En) and the normalized return energy of the peak (i_peak). 
The height above the ground plane (nZ) of each peak is also determined using a local digital terrain 
model (DTM) of 1 m × 1-m resolution. The DTM is created using a filter that uses an iterative 
approach, progressively applying morphological operators to the raster [38,39]. The process substitutes 
cell values that are too high with respect to neighbors (therefore, likely to belong to vegetation hits) 
using a morphological operation, which is composed by applying an erosion operator followed by a 
dilation operator, as in the following equation: →= min ( )( , )∈= max ( )( , )∈ (3)
where D and E are the dilation and erosion results in terms of Zn, which is the temporary height value 
at position n defined as the cell at coordinate x and y in the iteration. Dilation follows erosion for what 
is known as an opening operation [40]. 
3.2.2. Pulse Metrics 
With the term “pulse metrics”, we refer to values extracted from all of the return echoes in each 
pulse. We test the complete return energy (i_tot) above a noise threshold determined as 3-times the 
standard deviation of a sampled waveform segment without a peak. We also count the number of bins 
holding energy above such a threshold (NoANS). The other metrics listed in Table 2, from 11 to 14, 
are similar to the ones used in other works, where they were tested using large footprint data [23,25], 
and were applied to our small footprint data. The terminology of (13) and (14) was changed with 
respect to the two original acronyms, because those investigations used sensors with pulses with a 
large footprint (~25 m diameter), where the return waveform very likely includes a peak from the 
ground surface, whereas in our case, the pulse will often not reach the ground. Therefore, we called 
them the last peak energy (LpE) instead of ground energy (GE) and the range of median energy 
(ROME) instead of the height of median energy (HOME). Two derived metrics are calculated, as well: 
ROME to the LpE ratio (RLER) and LpE to the i_tot ratio, referred to as the last return ratio (LRR). 
3.2.3. Simulated Large Footprint FW Metrics 
Results of investigations on large footprint LiDAR agree that biomass is significantly correlated to 
height-/energy-related metrics. The height of median energy (HOME) and the HOME divided by 
LiDAR-derived canopy height (HTRT) were found to be significant predictors of AGB in [23], 
considering a large area, including forest, pasture and agroforestry land. In our study case, we only 
have plots over forest cover, but the AGB range is comparable (~5–200 Mg·ha−1 in [23];  
~5–500 Mg·ha−1 in our case). For this reason, the next step of our method simulates HOME and HTRT 
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at the plot level. To do so, we used the DTM extracted as described in Section 3.2.1 in Equation (3) to 
define height bins at regular 0.15-m intervals above the ground. The FW metric was aggregated at the 
bin level, which represents the return energy sampled at one-ns intervals of the full-waveform  
(Figure 3). In general, beam profiles are modeled by a cylindrical distribution (top-hat form) or by  
a 2D Gaussian distribution [36,41]; we tested both, using, for the latter case, weights relative to 
distance from the center of the footprint (which corresponds to the center of the plot in our simulation). 
This supposedly accounts for a border effect, as echoes from the canopies of trees with stems outside 
the plot are recorded, but ground sampling only refers to tree stems inside the plot. For this reason, we 
used the following Gaussian function to simulate a large footprint beam profile with a 2D  
Gaussian distribution: =  (4)
where d is the distance from the center of plot and σ is the plot diameter (40 m in our study case). Such 
an equation will bring a correction of 0.8 of the values at the furthest distance from the center of  
the plot. 
Figure 3. Four 3D representations of echoes and the fitted ground plane of plots, with the 
height profile of echo energy on the respective right. 
 
All of the metrics were tested for correlation, and a selection is used for stepwise regression to 
determine which combination explains the highest amount of variance in our forest variables. 
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4. Results and Analysis 
To provide a visual assessment and comparison of the results from all of the metrics tested,  
we graphically report in Figure 4 the coefficient of correlation (R) in a plot for each of the four 
aggregation operators. 
p-values were always lower than 0.01 for metrics with an R-squared value higher than 0.5. The En 
and NoE metrics only report correlation with the median and standard deviation and not for the fifth 
and 95th percentile. This is because these two metrics refer to the return echoes, respectively to 
the distribution, in the plots, of the echo ordinal return number and of the total number of echoes. This 
type of metric can only take values from one to six, as six is the highest number of return echoes 
detected per pulse in our case study. The fifth and 95th percentile values in this case gave identical 
values for all plots; therefore, linear fitting was not possible. 
Figure 4 allows one to see the basal area and aboveground biomass degree of positive correlation 
with several metrics. The median value of the vertical distribution of the echoes (nZmedian) explains 
about 62% of the variance in the BA and 58% of the variance in the AGB; Figure 5 shows the plot of 
the respective linear regressions. This is slightly less in the case that the square root and the log of 
the two variables are considered. The total return energy (i_tot), in terms of its fifth percentile value in 
the plot, explains 57% and 51% of the BA and AGB, respectively. The standard deviation of 
the distribution of several metrics has a positive correlation with these two forest variables; the highest 
amount of the variance in the log-distribution of AGB (36%) is explained by the variance in 
the distribution of intensity for each echo. 
The metrics reported in Table 3 were chosen for further discussion, as they have an adjusted  
R-squared value above 0.55 (all p-values are lower than 0.001). Other metrics that consider the width 
of the signal’s peaks were found to be much less significant in describing the variables that are 
the object of this study. 
Table 3. Selected metrics with adjusted R-squared greater than 0.55.  
Dependent Variable Predictor Adjusted R-Squared 
BA * 1 nZmedian 0.628 
BA_DBH20 1 nZ median 0.617 
AGB * 1 nZ median 0.577 
AGB_DBH20 1 nZ median 0.568 
BA_DBH20 2 i_tot5th 0.562 
sqrt.BA_DBH20 2 i_tot5th 0.566 
* Represented also as plots in Figure 5. 1 peak-based; 2 pulse-based; _DBH20 = from trees with DBH above 
or equal to 20 cm. 
The correlation values reported as R-squared from the metrics extracted using large footprint 
simulation were plotted separately in Figure 6. They do not exhibit significantly different values 
between the different metrics, hypothetically because the vertical distribution of the echoes is the most 
important factor that explains the variance in the forest variables. In addition, in this case, BA and 
AGB have the highest values of adjusted R-squared. The overall correlation values are comparable to 
the best results from the metrics related to echoes and pulses reported before. 
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Figure 4. Aggregated representation of the correlation coefficient between variables and 
predictor distributions divided in (top) peak-based and (bottom) pulse-based predictors. 
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Figure 5. Basal area (top) and aboveground biomass (bottom) modelled by the median 
height above ground (nZmedian) *** p-value < 0.001. Bands represent the 95% 
confidence envelope. 
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Figure 6. Correlation plot between variables and plot-based predictors derived from  
large footprint simulation. 
 
From our elaborations, we have a large set of predictors, so the number of parameters to be 
estimated in a regression model is definitively larger than the number of observations. Many of 
the former are intuitively not independent, because they represent different aspects of the same 
phenomenon (e.g., median value at the plot-level of peak intensities and of total intensities in the return 
pulse). Therefore, to select the best combination of predictors, without falling into the “trap” of  
over-fitting, we use Mallow’s Cp-statistic [42,43], which compares the total square of errors and 
the maximum R-squared; the higher the R-squared is, the better the model is, and the lower the RMSE 
and Cp values are, the better the model is. A complementary approach is using stepwise regression in 
the forward and backward directions and using Akaike’s information criterion (AIC) to determine 
the improvement of the model when certain predictors are added or removed. Investigations 
recommend replacing AIC with AICc when the sample size is small [44] and the number of parameters 
is large. We used both AICc and Cp, getting the same results related to which predictors are most 
effective and should be included in the model. 
The results, reported in Figure 7, show increased values of adjusted R-squared to 79% and 65% 
with relative errors of 28% and 39%, respectively, for BA and AGB. The two most important factors 
are the distributions of nZmedian, the median of the distribution of the relative height of points from the 
ground plane, and i_tot, the total energy returned from the reflectors; Equations (5) and (6). 
BA = −10.49 + 0.14963·nZmedian + 0.01612·i_tot5th +  
(−0.01283)·i_totmedian + 0.01972·i_totstdDev 
(5)
AGB = −362.06 + 7.611·nZmedian + 0.117·i_tot5th (6)
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Figure 7. Predicted vs. reference values for BA and AGB from stepwise regression: BA 
predicted using Equation (5); and AGB predicted using Equation (6). 
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The leave-one-out cross-validation (looCV) method was used to assess the prediction accuracy of 
three models: (i) nZmedian only; (ii) the model chosen with stepwise regression shown in Equation (5) 
above; and (iii) the HOME-nZ metric from large footprint simulation, as it gave the best result against 
AGB, as can be inferred from Figure 6. In turn, for each of the forty observations (plots), a single 
observation from the original sample was selected as validation data and the remaining as training 
data. The accuracy was computed as the absolute RMSE, the BIAS and the relative RMSE (%), as in 
the equations below: 
= 1 ( − )  (7)
= 1 ( − ) (8)
(%) = 100 × ̅ (9)
where n is the number of observations, x is the observed value and  is the predicted value from 
the looCV procedure;  is the average of the observed values. The results are reported in Table 4 
along with the adjusted R-squared value of each fitted model. 
Table 4. The accuracy of prediction in the models for the estimation of AGB and BA. Both 
regression equations use both the peak-based metric (nZ) and pulse-based metric (i_tot). 
 Adj-R2 a MAE a RMSElooCV 
a BIASlooCV RMSElooCV (%)
1 BA ~ nZmedian  0.62 1.0 1.14 0.37 37% 
2 BA ~ HOMTC 0.62 0.99 1.42 0.38 39% 
3 BA ~ Equation 5 0.79 0.78 1.14 −0.04 29% 
1 AGB ~ nZmedian  0.58 53.80 76.7 9.45 45% 
2 AGB ~ HOMTC 0.58 53.87 76.4 10.35 45% 
3 AGB ~ Equation (6) 0.65 49.86 68.2 0 40% 
a Respectively, m2·ha−1 for basal area and Mg·ha−1 for aboveground biomass; 1 Figure 5; 2 Figure 7; 3 Figure 8. 
5. Discussion 
The results from the different combinations of metrics are in agreement with other studies that use 
LiDAR-derived metrics for assessing estimation models of AGB and BA over tropical forests. 
The models at the plot-scale in [23] show similar values of dispersion in the non-asymptotic 
relationships found by stepwise regression. Furthermore, in [6] and [45], where a broader state of 
the art is presented, reported results show that LiDAR estimation of biomass reaches higher values of 
the coefficient of determination (~0.8–0.9 and above) in conifer forests [46], whereas hardwood tests 
generally reach lower values and depend on the complexity of the forest structure, both in the vertical 
and in the horizontal directions. 
The aim of the paper was to provide insights into how metrics from LiDAR, both regarding return 
echoes (peaks), the complete return pulse signal and aggregated metrics at the plot level, simulate a 
large footprint return. The relationship between the two best metrics (see Equation (5)) and the high 
x̂
x
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correlation with the large footprint metrics show that the vertical distribution of the vegetation is of 
great importance. 
The median height of the echoes above the ground surface (nZ) alone is enough to explain quite a 
bit of variance in the biomass (58%). The other percentiles of this metric have a lower degree of 
correlation, but are still significant. The 95th percentile of nZ has a higher correlation with  
the log-normal distribution of AGB than with the linear distribution of AGB, whereas the opposite is 
true for the median of nZ. This may be due to the fact that the AGB distribution is skewed to the left 
(lower values are more frequent) than the distribution of the predictor (i.e., the nZ metric). This implies 
that plots with taller trees, which weigh more in the 95th percentile of the nZ metric, are better 
described when their AGB is log-transformed. Therefore, their corresponding plots against  
the log-transformed AGB values, on the right side, increase the R-squared values for the former and 
lower it for the latter metric. The distribution of total return energy (i_tot) can describe a high amount 
of variance (57%) of BA of trees with its fifth percentile metric. As can be inferred from Figure 4, 
there is no significant difference between linear BA values nor those transformed by their square root, 
nor between all trees measured and only trees with a DBH above 0.2 m. In Table 3, we do not report 
the R-squared values for all results of i_tot5th with BA, because they are borderline within the 0.55 
value threshold with the ones not shown falling just below that value. Another note regarding this 
metric is that it shows the same type of correlation values for all three percentiles, i.e., 5th, 50th 
(median) and 95th percentile, whereas there is no significant correlation (~0.2 R-squared) between its 
standard deviation and the forest variables. A more detailed view on the results of the adjusted  
R-squared values of i_tot is shown in Table 5, where two relationships are clear: (i) the basal area is 
better predicted than aboveground biomass; and (ii) trees with a diameter at breast height equal to or 
above 20 cm are better predicted, as well. The fifth percentile in both cases leads to better results, and 
this might be explained by examining its definition: the value below which 5% of the observations of 
intensity values are found. This value, from our results, has a direct relationship with AGB and BA and 
is more sensible than higher percentiles. This can be explained by the fact that there are fewer low 
intensity values (negative skewed uni-modal frequency distribution) in plots with more BA and AGB. 
These observations may lead one to consider that the total intensity recorded by the digitizer in each 
plot is well related to the amount of reflectors and their capability of reflecting the laser beam energy. 
Leaves are better reflectors than other elements in forests (branches, stems or ground), particularly 
so in broadleaves [24], thus returning stronger intensity returns. The amount of intercepted laser 
energy by foliage is correlated to the well-known indices related to leaf area (e.g., leaf area index, LAI) 
which is, in turn, related to stem diameter by different allometric relationships [47,48], as was also 
tested on large footprint FW LiDAR in [49]. Intensity was also found to give a valid contribution to 
vegetation cover classification in [50] due to the above reasons. These points contribute to explaining 
the positive correlation between the total return intensity and the measured AGB and BA values. 
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Figure 8. Predicted vs. reference values for AGB and BA from the HOMTC plot-based 
metric. Bands represent the 95% confidence envelope. 
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Table 5. The i_tot pulse-based metric and its R-squared values, from linear fitting AGB 
and BA variables, in descending order. _DBH20 = trees with a DBH equal to or  
above 20 cm. 
Variable Predictor Adj. R-Squared 
BA_DBH20 i_tot5th 0.56 
BA i_tot5th 0.55 
BA_DBH20 i_totmedian 0.51 
BA i_totmedian 0.49 
BA_DBH20 i_tot95th 0.48 
BA i_tot95th 0.45 
AGB_DBH20 i_tot5th 0.44 
AGB i_tot5th 0.43 
AGB_DBH20 i_totmedian 0.40 
AGB i_totmedian 0.39 
AGB_DBH20 i_tot95th 0.36 
AGB i_tot95th 0.34 
A reason for the high error in estimating AGB for some plots may be the limitation of the median 
values of a distribution to describe the actual vertical structure of the forest. Figure 3 shows four 
profiles of echoes from respective plots chosen with the purpose of showing two plots with higher error 
represented on the left (Bia-93 and Bia-51) and two other plots with low error on the right (Adonikon-19 
and Dadieso-52), the latter, respectively, with lower and higher aboveground biomass values. If we 
analyze the outliers considering Figure 3, the profiles show that bimodal distributions may be related 
to the high errors in these two cases. The median and other frequency metrics can have similar values 
in these two different cases. If this is the case, improvements may result from applying a weighting 
function related to height above ground, as was adopted in [18]. In that study case, the authors apply 
what they call K-functions, which return different values depending on height fraction K(h). 
The values of K(h) were found using training datasets and fitting a linear functional model. This 
approach has not been used, because the number of plots are not so numerous to allow extracting 
a significant number of training areas for such a method. 
Considering the top left plot in Figure 4, it is evident that the variability (standard deviation) of 
some predictors is also related to biomass and basal area. In this case, the R-squared values are all 
below 0.5, but it is still interesting to analyze the metric that has the highest correlation values, the last 
echo energy (LE) metric. This metric represents the distribution of the intensities from the last pulses, 
so a high variance implies a high variance invariance in reflective surfaces’ distribution and the gap 
fraction in the canopy. An opposite scenario, with low variance in those two structural characteristics, 
would be related to even-aged forests with a single canopy layer and an overall lower biomass. The LE 
standard deviation is a better predictor than the other metrics, probably because it carries the variability 
of multiple return echoes. A higher number of returns will give lower LE values compared to less 
echoes or single echoes. This way, the variance in the distribution in a plot of this metric is related both 
to canopy density (gaps) and to vertical variability, which reflects biomass content. 
Pulse metrics are particularly interesting, because they imply the use of the whole return FW and do 
not require the peak detection step, which is time consuming and implies more or less sophisticated 
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steps. From all of the metrics of this category, only the total return intensity (i_tot) had a high  
R-squared value, as discussed previously. This supports the importance of the vertical distribution of 
the LiDAR return segments, which cannot be substituted with metrics from pulses only. One scenario 
can be the usage of the i_tot metric to have the first estimate of AGB before proceeding with 
the complete FW processing in a stratified approach, for example, to continue further estimations with 
peak metrics in areas above a specific value of estimated AGB. 
The results from the large footprint simulation do not show significant differences between the 
different metrics, as can be seen in Figure 6. The cross-validation results show that even if the  
R-squared values prove a significant correlation with AGB and BA observations in plots, the absolute 
and relative RMSElooCV values are high, showing that the model is not robust in this context of the high 
range and variability of AGB and BA values. As discussed previously, a weighting function also in 
this case may prove to be a solution. Care must be taken to apply such functions though, because these 
might lead to case-specific models, which have a low power of generalization, thus eliminating 
the value of the model per se. Earlier work by other authors has shown the validity of using height 
distribution metrics from LiDAR for estimating biomass or volume [18,51–54], leading to site-specific 
models. The result of the overall best model for explaining AGB, with adjusted R-squared equal to 
0.65, is also similar to other experiences in similar conditions and with similar datasets [21]. Figure 9 
shows a raster representation of estimations at the pixel level with 2 m × 2-m resolution. We tried to 
explain AGB and BA variances with a general model and had less accurate results. Nevertheless, the 
results can be considered as positive, bearing in mind the wide range of AGB values, from ~5 Mg·ha−1 
to ~500 Mg·ha−1, and the high variability (the standard deviation of AGB is 127 Mg·ha−1 over a mean 
of 170 Mg·ha−1). 
Figure 9. Estimation of biomass using the two predictors selected by stepwise regression. 
 




The spatial distribution of aboveground biomass and basal area are fundamental information in 
forestry. In our study case, we consider tropical forests with values of AGB covering a wide range of 
values, from ~5 Mg·ha−1 to ~500 Mg·ha−1. Regarding BA, we obtain 79% of variance explained with 
an RMSE of ~1.14 m2 (~29%) using cross-validation with the leave-one-out technique. AGB variance 
is explained at its best at 65% by a model with two metrics of variance with an RMSE of ~68 Mg·ha−1 
(~40%). The vertical distribution of echoes was the most important information in the models in terms 
of the median of the values in each plot. The information on intensity (i_tot) in the form of normalized 
return energy recorded by the digitizer contributes very significantly in terms of its fifth percentile, its 
median and also its standard deviation. More sophisticated metrics derived from FW width in this 
scenario also provide significant correlations with AGB and BA, but do not bring significant benefit with 
respect to the abovementioned predictors. Aggregating vertically the data simulating large footprints 
brings positive results, with high correlations, but this does not improve the results to such a degree 
that this type of procedure can be deemed better than analyzing plot-level metrics. Both 3D position 
and intensity information, which our work concludes to be the most important factors, is present in DR 
data, but no control over the online processing step, which provides this data automatically on-board 
the aircraft, is possible. FW data allows improved control over the intensity calibration and peak 
detection accuracy, and this investigation proves that efforts in this direction, past and future, will be 
rewarded by improving the accuracy in predicting forest variables in complex ecosystems, such as 
tropical rain forests. The intensity information in this study refers to the total return intensity of 
the pulse; thus, it can potentially be used directly from FW data without the peak detection step for 
an initial rough estimation of biomass across the area of interest. 
Further research is required to assess the efficacy of our methods across varying landscapes and 
biomes. The validation of our approach was supported by having ground-truth samples, which are not 
easily obtainable in such conditions. The increase in the use of airborne and spaceborne LiDAR data is 
another factor, which contributes towards making this study significant. 
The vertical distribution of return echoes and the distribution of the total return energy is related to 
AGB and BA at the plot level. While the former requires processing the FW to extract echoes and, 
thus, their position in three-dimensional space, the latter can be applied using a simpler and more  
direct method. 
The potential of retrieving these observations from space is a tangible possibility with the planned 
future missions from Earth-observing satellites, e.g., DESDynI [55]. The positive results in this study 
of estimating AGB and BA using both plot-level information and simulated large footprint FW data 
adds significant confirmation to other investigations that point to the success of LiDAR data towards 
monitoring forest resources from space-borne sensors. 
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