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GLOBAL REGULARITY FOR THE MONGE-AMPE`RE EQUATION
WITH NATURAL BOUNDARY CONDITION
SHIBING CHEN, JIAKUN LIU, AND XU-JIA WANG
Abstract. In this paper, we establish the global C2,α and W 2,p regularity for the Monge-
Ampe`re equation detD2u = f subject to boundary condition Du(Ω) = Ω∗, where Ω and Ω∗ are
bounded convex domains in the Euclidean space Rn with C1,1 boundaries, and f is a Ho¨lder
continuous function. This boundary value problem arises naturally in optimal transportation
and many other applications.
1. Introduction
In this paper we establish the global C2,α andW 2,p regularity for the Monge-Ampe`re equation
(1.1) detD2u(x) = f(x),
subject to the boundary condition
(1.2) Du(Ω) = Ω∗,
where Ω, Ω∗ are bounded convex domains in Rn with C1,1 boundary, and f is a positive function.
We also assume that f ∈ C0(Ω) for the global W 2,p estimate (p ≥ 1); and f ∈ Cα(Ω) for the
global C2,α estimate (α ∈ (0, 1)).
The boundary value problem (1.1) and (1.2) arises naturally in optimal transportation with
the quadratic cost function. It is a fundamental problem in the area and received much at-
tention due to its wide range of applications, such as in fluid mechanics, meteorology, image
recognition, reflector design, and also in geometry and probability [13, 15, 25, 32, 33]. In
particular it was recently found that the problem (1.1) and (1.2) plays a fundamental role in
Wasserstein generative adversarial networks, a fast growing technique in machine learning [21].
The existence and uniqueness of solutions to the problem (1.1) and (1.2) were obtained by
Brenier in his pioneering work [3]. Since then the regularity of solutions has been a focus of
attention in this area [32, 33], and has been studied in [5, 6, 7, 14, 31]. When Ω and Ω∗ are
bounded convex domains, and f ≥ 0 satisfies the doubling condition, the global C1,α regularity
for the solution was obtained by Caffarelli [5]. In a landmark paper [7], Caffarelli established the
global C2,α
′
regularity for the problem (1.1) and (1.2), assuming that Ω and Ω∗ are uniformly
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convex with C2 boundary, f ∈ Cα(Ω) and f > 0. When Ω and Ω∗ are uniformly convex and
C3,1 smooth, and f ∈ C1,1(Ω), the global smooth solution was first obtained by Delanoe¨ [14]
in 1991 for dimension two and later extended to higher dimensions by Urbas [31]. The results
of Caffarelli, Delanoe¨, and Urbas were used by Brendle and Warren [1, 2] to study the minimal
Lagrangian graphs. These results may also be applied to the problem of convex hypersurfaces
with prescribed spherical map [24].
The uniform convexity of domains is a natural condition for the regularity of solutions to
boundary value problems of the Monge-Ampe`re equation. In fact, the uniform convexity is a
necessary condition for the global regularity of solutions to the Dirichlet problem [9, 26, 30]. It
was used extensively and played a critical role in the proof for both the Dirichlet problem and the
second boundary value problem (1.1), (1.2) in the above mentioned papers [7, 9, 14, 26, 30, 31],
and also in the paper on the Neumann problem [22].
Surprisingly, we found that for the boundary value problem (1.1) and (1.2), the uniform
convexity of domains can be dropped. In this paper we obtain the global C2,α regularity for
the problem (1.1) and (1.2), assuming both Ω and Ω∗ are convex only (instead of uniformly
convex). From [23, §7.3] it is known that for arbitrary positive and smooth functions f , the
convexity of domains is necessary for the global C1 regularity.
Not only the uniform convexity of domains can be dropped, we also prove that the boundary
smoothness can be reduced to C1,1. Note that if the boundaries are C2 and uniformly convex,
they will become quadratic polynomials after blowing-up, but if the boundaries are only C1,1,
we have to deal with the possibility that limit shape is not even C1 smooth after the blowing-
up. This is the situation that gives rise to substantial difficulties in our proof. By blowing-up,
we mean to normalise a sequence of sub-level sets of the solution. See Remark 4.1 for more
discussion.
Under the above assumption on domains, in this paper we obtain the sharp boundary C2,α
regularity when f ∈ Cα(Ω) and f > 0. Furthermore, when f is Dini continuous, we also prove
that the second derivatives are continuous up to the boundary. For the Dirichlet problem,
the sharp boundary C2,α estimate was obtained in [30, 26], and the interior C2,α estimate was
obtained in [4].
Theorem 1.1. Assume that Ω and Ω∗ are bounded convex domains in Rn with C1,1 boundary,
and assume that f ∈ Cα(Ω) is positive, for some α ∈ (0, 1). Let u be a convex solution to (1.1)
and (1.2). Then we have the estimate
(1.3) ‖u‖C2,α(Ω) ≤ C,
where C is a constant depending only n, α, f,Ω, and Ω∗.
Our argument also leads to the global W 2,p estimate for the solution.
Theorem 1.2. Assume that Ω and Ω∗ are bounded convex domains in Rn with C1,1 boundary,
and assume that f ∈ C0(Ω) is positive. Let u be a convex solution to (1.1) and (1.2). Then we
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have the estimate
(1.4) ‖u‖W 2,p(Ω) ≤ C
for all p ≥ 1, where C is a constant depending only n, p, f,Ω, and Ω∗.
The interior W 2,p estimate for the Monge-Ampe`re equation was proved by Caffarelli [4]. The
W 2,p estimate at the boundary was obtained by Savin [27] for the Dirichlet problem, and by
Figalli and the first author [10] for the boundary condition (1.2). The proof in [10] relies on the
estimates in [7] and thus required the domains to be C2 smooth and uniformly convex. In this
paper, we assume that the domains are convex with C1,1 boundary, see Remark 6.2 as well.
Relaxing the uniform convexity of domains to convexity does make sense in applications. For
example, in Wasserstein generative adversarial networks, a typical case is when the domains Ω
and Ω∗ are squares or cubes [21, 29]. Theorems 1.1 and 1.2 imply the regularity of the solution
on the faces of the cube. We will prove the C3,α regularity at the corner in a separate paper.
In dimension two, the C3,α regularity was proved in [19] and it is optimal.
The proof of Theorems 1.1 and 1.2 is based on delicate analysis on sub-level sets of the solution
near the boundary and uses various techniques on the Monge-Ampe`re equation [16, 18], in
particular those from Caffarelli’s papers. The uniform density in §2 was introduced by Caffarelli
[7] but a different proof is needed for non-uniformly convex domains. The key estimate of the
paper is the following uniform obliqueness:
Lemma 1.1. Assume that Ω, Ω∗ are two convex domains with C1,1 boundaries, and that f is
positive and continuous. Let 0 ∈ ∂Ω and the image Du(0) = 0 ∈ ∂Ω∗. Then there exists a
positive constant µ such that
(1.5) 〈ν(0), ν∗(Du(0))〉 ≥ µ > 0,
where ν and ν∗ are the unit inner normals of Ω and Ω∗, respectively.
Lemma 1.1 will be proved in §4 and §5. To prove (1.5) for non-uniformly convex domains, we
need to introduce a completely different and new idea. We also provide different proof for the
boundary C2,α estimate in §6, for convex domains with C1,1 boundary. These new techniques
may apply to other problems related to Monge-Ampe`re type equations, such as the regularity
of the free boundary problem in optimal transportation in dimension two [8], which is currently
under investigations by the authors.
This paper is organised as follows. In §2, we introduce some properties on the sub-level sets
of solutions to the problem (1.1) and (1.2), and prove the uniform density property. In §3,
we obtain the tangential C1,α regularity for any given α ∈ (0, 1). In §4 and §5, we prove the
uniform obliqueness in dimension two and higher dimensions, respectively, which is the key
ingredient for the proof of the global C2,α and W 2,p regularity. Finally in §6 we complete the
proof of Theorems 1.1 and 1.2.
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2. Uniform density
Consider the optimal transportation from Ω to Ω∗ with positive densities f ∈ Cα(Ω) and
g ∈ Cα(Ω
∗
) and cost function 12 |x − y|
2. To prove the global C2,α and W 2,p regularity of the
potential functions, by the global C1,δ regularity [5], there is no loss of generality in assuming
that g ≡ 1. Let u and v be the potential functions in Ω and Ω∗, respectively. Then u is a
solution to (1.1) and (1.2). We extend u, v to convex functions in Rn as follows,
u˜(x) := sup{ℓ(x) : ℓ is affine, ℓ ≤ u in Ω, ∇ℓ ∈ Ω∗}, for x ∈ Rn;
v˜(y) := sup{ℓ(y) : ℓ is affine, ℓ ≤ v in Ω∗, ∇ℓ ∈ Ω}, for y ∈ Rn.
For simplicity of notations, we denote the extended functions u˜, v˜ as u, v. Let 0 ∈ ∂Ω be
a boundary point. By subtracting a linear function, we assume that u(0) = 0 and u ≥ 0.
Correspondingly, one has 0 ∈ ∂Ω∗, v(0) = 0 and v ≥ 0 as well.
We introduce two different sub-level sets of u at x0 ∈ Ω. One is
Sh[u](x0) =
{
x ∈ Ω : u(x) < ℓx0(x) + h
}
,
which may be abbreviated as Sh[u] or Sh(x0) when no confusion arises, where ℓx0 is a support
function of u at x0. The other one is
Sch[u](x0) =
{
x ∈ Rn : u(x) < ℓˆ(x) + h
}
,
or simply denoted as Sch[u] or S
c
h(x0). The former is the sub-level set of u at x0 of height h.
The latter is called the centred sub-level set of u at x0, where ℓˆ is an affine function, which is
chosen such that ℓˆ(x0) = u(x0), and x0 is the mass centre for S
c
h[u](x0). The existence of such
a linear function is proved in [5]. Note that Sh(x0) is contained in Ω, but S
c
h(x0) may contain
both points in and out of Ω.
The following lemma was established by Caffarelli [7, Corollary 2.2].
Lemma 2.1. Given a centred sub-level set Sch(x0), let T be a linear transform such that B1(0) ⊂
S∗ =: T (Sch(x0)) ⊂ Bn(0). Then u˜(x) =: h
−1[u− ℓ](T−1(x)) satisfies
(2.1) Br(0) ⊂ ∇u˜(
1
2
S∗) ⊂ ∇u˜(S∗) ⊂ Br−1(0),
where ℓ is the linear function such that u = ℓ on ∂Sch(x0). Scaling back, there is an ellipsoid E
centred at ∇ℓ such that
(2.2) rE ⊂ ∇u(Sch(x0)) ⊂ r
−1E,
where αE denotes the α-dilation of E with respect to its centre, and r is a constant independent
of h and u.
Lemma 2.1 implies that ∇ℓ is a true interior point of ∇u(Sch(x0)), namely it has a positive
distance from the boundary after normalisation. The first inclusion in (2.1) also follows from
the strict convexity of u [7, Corollary 2.3], namely
(2.3) u(x) ≥ u(x0)+∇u(x0)(x− x0) + c0h, ∀ x ∈ ∂S
c
h(x0) ∩ Ω,
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where c0 is a constant independent of h and u. The last inclusion in (2.1) is due to the doubling
condition of µu˜, where µu˜ denotes the Monge-Ampe`re measure of u˜.
Let x0 = 0 ∈ ∂Ω, we shall describe a geometric implication of (2.2). Denote w = u− ℓˆ and
assume that w attains its minimum at p0. Let φ be a convex function whose graph is a convex
cone with vertex at (p0, w(p0)) and satisfies φ = w on ∂S
c
h(0). Then we have
(2.4) ∇φ(x) · (x− p0) ≤ ∇w(x) · (x− p0) ≤ c∇φ(x) · (x− p0), ∀ x ∈ ∂S
c
h(0).
The first inequality is due to the convexity of w and the second one is due to (2.2).
Let p ∈ ∂Sch(0) such that p · e1 = sup{x · e1 : x ∈ S
c
h(0)}, where ek denotes the unit vector
on the xk-axis, for k = 1, 2, · · · , n. Then ∇w(p) = |∇w(p)|e1 and (2.4) implies that
(2.5) |∇w(p)| ≈
h
(p− p0) · e1
.
By the convexity, one sees that (2.5) holds if p0 is replaced by any point in
1
2S
c
h(0). In particular
it holds when p0 = 0. (2.5) will be used in the proof of Lemma 2.3 below.
In this paper we use the notation a ≈ b if there exists a constant β independent of u and
h such that β−1a ≤ b ≤ βa. For a convex set A, we also use the notation A ∼ E, where
E is an ellipsoid, if there exists a constant α only depending on the dimension n such that
αE ⊂ A ⊂ α−1E. For two convex sets A1 and A2, we denote A1 ∼ A2 if there is an ellipsoid E
such that A1 ∼ E and A2 ∼ E. If A ∼ B for a ball B, we also say that A has a good shape.
The following lemma shows an equivalence relation between these two sub-level sets.
Lemma 2.2. There exists a constant b ≥ 1, independent of u and h, such that
(2.6) Scb−1h(0) ∩Ω ⊂ Sh(0) ⊂ S
c
bh(0) ∩ Ω,
for all small h > 0.
Proof. To prove the first inclusion, it suffices to prove that for any x ∈ Sch(0), we have u(x) ≤ Ch
for a constant C > 0 depending only on n. Indeed, assume that sup{u(x) : x ∈ Sch(0)} is
attained at p ∈ ∂Sch(0). Let q = −βp, where β > 0, be a point on ∂S
c
h(0) such that p, q, 0
stay on a line segment. Since 0 is the centre of Sch(0), we have c
−1
n ≤ β ≤ cn for a constant cn
depending only on n. Noting that u(0) = 0 and u = ℓ on ∂Sch(0) for a linear function ℓ, we have
ℓ(q) + βℓ(p) = (1 + β)ℓ(0) = (1 + β)h.
If ℓ(p) = u(p) > Ch for a large C, we have u(q) = ℓ(q) < 0, which is a contradiction.
The second inclusion follows readily from the strict convexity, (2.3). 
The following uniform density was introduced and proved by Caffarelli in [7], assuming that
Ω is polynomially convex. In dimension two, a bounded convex domain is polynomially convex.
In higher dimensions, in the following lemma we relax the polynomial convexity to the convexity
of domains with C1,1 boundary.
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Lemma 2.3. Assume that Ω, Ω∗ are bounded convex domains with C1,1 boundary, and that
0 ∈ ∂Ω. Then
(2.7)
Vol (Ω ∩ Sch(0))
Vol
(
Sch(0)
) ≥ δ0 > 0
for some positive constant δ0, independent of u and h.
Proof. Assume that {xn = 0} is the tangential plane of ∂Ω at 0 and Ω ⊂ {xn > 0}. Let S
′
h and
S′Ω,h be respectively the projections of S
c
h and S
c
h ∩ Ω on {xn = 0}. To prove (2.7), it suffices
to prove
(2.8) |S′Ω,h| ≥ C|S
′
h|.
In fact, let p˜ = rnen ∈ ∂S
c
h, see Figure 1 below. Then, Vol(S
c
h) ≤ C1rn|S
′
h| while Vol(Ω∩S
c
h) ≥
C2rn|S
′
Ω,h|, where the constants C1, C2 only depend on the dimension n.
For any unit vector e ∈ {xn = 0}, denote
λe = sup{(x− y) · e : x, y ∈ S
′
Ω,h},
re = sup{t : te ∈ S
′
h}.
Note that λe is the width of projection of S
′
Ω,h in the direction e, and re is the distance from 0
to the boundary ∂S′h in the direction e. We claim that if there is a positive constant C such
that
(2.9)
λe
re
≥ C ∀ e ∈ ∂B1(0) ∩ {xn = 0},
then (2.8) holds.
To prove this claim, we use induction on dimensions. Let E be the minimum ellipsoid of S′h
with principal radii r1 ≤ · · · ≤ rn−1 and principal axes e1, · · · , en−1.
Let p ∈ ∂S′Ω,h be a point satisfying |p · en−1| = sup{|x · en−1| : x ∈ S
′
Ω,h}, and ep :=
p
|p| .
By (2.9), |p · en−1| ≥ Crn−1. Let S
′′
Ω,h be the projection of S
′
Ω,h on {x : x · ep = 0}, and
S′′h := S
′
h ∩ {x : x · ep = 0}. Denoting
λ′e = sup{(x− y) · e : x, y ∈ S
′′
Ω,h},
r′e = sup{t : te ∈ S
′′
h},
for any unit vector e ∈ span(e1, · · · , en−1) and e ⊥ ep, we still have
λ′e
r′e
≥ C. Observe that
|S′Ω,h| ≈ |S
′′
Ω,h|λen−1 ≥ C|S
′′
Ω,h|rn−1 and |S
′
h| ≤ C|S
′′
h|rn−1.
Therefore, to prove (2.8) it suffices to prove
|S′′Ω,h| ≥ C|S
′′
h|.
By induction we can reduce it to one-dimensional case, in which the claim is trivial.
Let e1 be the direction in which inf{
λe
re
: e ∈ {xn = 0}} is attained. By the above claim,
it suffices to prove that
λe1
re1
≥ C. Let ℓ be the linear function such that u = ℓ on ∂Sch(0). By
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subtracting a linear function we assume that ℓ = 0 (namely we write u − ℓ as u). Assume u
attains its minimum at p0. Let pl and pr be the left and right ends of S
c
h, namely
pr · e1 = sup{x · e1 : x ∈ S
c
h(0)},
pl · e1 = inf{x · e1 : x ∈ S
c
h(0)}.
Denote ql = Du(pl) and qr = Du(pr). By definition, re1e1 ∈ ∂S
′
h, and there exists y ∈ ∂S
c
h(0)
such that the projection of y on {xn = 0} is re1e1. Since S
c
h(0) is balanced with respect to 0,
we may assume yn = y · en ≥ 0. Observe that pr · e1 ≥ y · e1 = re1 .
re1
λe1
S′h
S′Ω,h
Ω
Sch
xn
b
b
b pr
pl
b ybp˜
z
b
rn
Figure 1
b
o
b
If the ratio λe1/re1 is sufficiently small, we have
a) δy 6∈ Ω for some small δ > 0.
b) δpr, δpl 6∈ Ω.
c) ql, qr ∈ ∂Ω
∗.
d) The segment qlqr is parallel to e1.
e) The point q0 := Du(p0) lies on the segment qlqr, and by (2.1), |q0 − ql| ≈ |q0 − qr|.
f) By the convexity of Sch, there is a unique number rn > 0 such that p˜ =: rnen ∈ ∂S
c
h.
The line segment p˜y intersects with ∂Ω at a point z = (z1, · · · , zn). Since both points
p˜, y ∈ ∂Sch, we have z ∈ S
c
h. By definition we have λe1 ≥ |z
′|, where z′ = (z1, · · · , zn−1).
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Hence by property a) above and since yn ≥ 0, we infer that
zn ≥
re1 − |z
′|
re1
rn ≥
1
2
rn.
Actually, in the triangle vertex at (0, p˜, y), since z ∈ p˜y, one has
zn ≥
re1 − |z
′|
re1
rn
≥
re1 − λe1
re1
rn ≥
1
2
rn,
as the ration λe1/re1 is sufficiently small.
g) By the C1,δ regularity of u, we have rn ≥ Ch
1
1+δ . By the C1,1 regularity of ∂Ω and
property f) above, we then have
re1 > |z
′| ≥ Cz1/2n ≥ Ch
1
2(1+δ) .
Let q∗ ∈ ∂Ω∗ be the point such that
|q0 − q
∗| = inf{|q − q0| : q ∈ ∂Ω
∗}.
Assume that q∗ = q0+ σe
∗ for a unit vector e∗. Note that |pl − pr| is small if h is small. Hence
by the C1,1 smoothness of ∂Ω∗ and property e) above, we see that
(2.10) σ = |q∗ − q0| ≤ C|ql − qr|
2 as h→ 0.
By (2.5) (note that (2.5) holds when p0 is replaced by any point in
1
2S
c
h(0)),
|qr − ql| = |Du(pl)−Du(pr)| ≤ C
h
pr · e1
≤ C
h
re1
≤ Ch
1+2δ
2+2δ .
Hence
σ = |q0 − q
∗| ≤ C|qr − ql|
2 ≤ Ch
1+2δ
1+δ = Ch1+
δ
1+δ .
But by (2.5) again, we also have
σ ≈
h
de∗
, where de∗ := sup{x · e
∗ : x ∈ Sch(0)}.
Hence
de∗ ≈
h
σ
≥ h−
δ
1+δ →∞ as h→ 0.
This is apparently a contradiction, because de∗ → 0 as h → 0, by the strict convexity of the
solution. 
From Lemma 2.3, we then have [7],
(2.11) Vol (Sch(0)) ≈ Vol (S
c
h(0) ∩ Ω) ≈ h
n
2 ,
for any h > 0 small. By Lemma 2.2, we also have
(2.12) Vol (Sh(0)) ≈ h
n
2 .
The following duality result can be found in [7, Corollary3.2].
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Corollary 2.1 (Duality). Let T be a unimodular linear transform such that Bh1/2 ⊂ T{S
c
h[u](0)} ⊂
Bnh1/2. Then we have
(2.13) BCh1/2 ⊂ T
∗{Sch[v](0)} ⊂ BC−1h1/2 ,
where T ∗ = (T ′)−1 is the inverse of the transpose of T .
Proof. As the inner product x · y is invariant under the transform T and T ∗, to prove (2.13)
one may assume directly that T is the identity mapping. Then (2.13) follows from (2.11) and
(2.1). 
From Corollary 2.1, we also have the following corollary, which will be used in §5.
Corollary 2.2. For any h > 0 small, we have
(2.14) |x · y| ≤ Ch, ∀ x ∈ Sch[u](0), y ∈ S
c
h[v](0).
Moreover, for any x ∈ ∂Sch[u](0), there exists y ∈ ∂S
c
h[v](0) such that
(2.15) x · y ≥ C−1h,
where C is a constant independent of u and h.
3. Tangential C1,α regularity
The tangential C1,α regularity of u, for any given α ∈ (0, 1), was established in [7], where Ω
is assumed to be uniformly convex domain with C2 boundary. But the same strategy applies
to convex domains with C1,1 boundary. To see this let us outline the proof here.
Let 0 ∈ ∂Ω be a boundary point. We assume that locally ∂Ω is given by {xn = ρ(x
′)} for
some convex function ρ ∈ C1,1 satisfying
ρ(0) = 0, Dρ(0) = 0,
ρ(x′) ≤ C|x′|2,
where x′ = (x1, · · · , xn−1). Assume that f is a positive continuous function and f(0) = 1. To
prove the tangential C1,α, it suffices to prove
Lemma 3.1. For any given α ∈ (0, 1), there exists a small constant C = Cα > 0, independent
of h, such that for the centred sub-level set Sch(0), we have
(3.1) Sch(0) ∩ {xn = 0} ⊃ BCαh1/(1+α)(0) ∩ {xn = 0}.
The idea of the proof is as follows. For each h > 0, there is an ellipsoid Eh such that
Sch(0) ∼ Eh =
{
n−1∑
i=1
(
xi − kixn
ai
)2
+
(
xn
an
)2
≤ 1
}
,
where a1 ≤ · · · ≤ an−1, namely βEh ⊂ S
c
h(0) ⊂ β
−1Eh for some constant β depending only on
n. Let ben be the intersection of the positive xn-axis and Eh.
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We first make a linear transform
(3.2) T1 :
{
yi = xi − kixn i < n,
yn = xn.
This transformation T1 moves the centre of Eh ∩ {xn = b} to the point ben. Hence, the “slope”
ki is bounded by
(3.3) ki ≤
ai
b
for i = 1, · · · , n− 1.
If the inclusion (3.1) does not hold, let h0 > 0 be the largest constant such that (3.1) holds
for h > h0 and ∂S
c
h0
(0)∩ {xn = 0} touches ∂BC0h1/(1+α)0
, where the constant C0 is chosen small
so that h0 is also small. Then
(3.4) a1 ≤ C0h
1/(1+α)
0 .
By the C1,δ regularity of u [5], we have
(3.5) an ≥ b ≥ Ch
1/(1+δ)
0 .
Next we make the linear transform
(3.6) T2 : zi = yi/ai i = 1, · · · , n,
such that the sub-level set Sch0(0) is “normalised”. Denote T = T2 ◦ T1. The next lemma shows
that near the origin, the T (Ω) tends to be flat in e1 direction as h0 → 0.
Lemma 3.2. For any given R > 0, the limit of T (∂Ω) ∩ BR(0) (as h0 → 0) is flat in e1
direction.
Proof. Let p′ = (hγ0 , 0, · · · , 0) be a point on the x1-axis, where γ is chosen so that
1
2(1+δ) < γ <
1
1+α . Denote p = (p
′, ρ(p′)) and q = T (p). By direct computation we have
q1 =
1
a1
(hγ0 − k1ρ(p
′)),
qi = −
1
ai
kiρ(p
′), i = 2, · · · , n − 1,
qn =
1
an
ρ(p′).
Note that ρ(p′) ≤ Ch2γ0 . By (3.3), (3.4) and (3.5) we have
k1ρ(p
′) . h
1
1+α
− 1
1+δ
+2γ
0 ≪ h
γ
0 ,
where the last inequality is due to the choice of γ. Hence q1 → ∞ as h0 → 0. It is also easy
to verify that |qi| ≤
1
bh
2γ
0 → 0 (i = 2, · · · , n − 1), and qn → 0, as h0 → 0. Note that the
above computation still works if p′ = (−hγ0 , 0, · · · , 0). Therefore the limit of T (∂Ω) (as h0 → 0)
contains the x1 axis. By convexity, we see that the limit of T (Ω) is independent of the e1
direction. 
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Since T {Sch(0)} is normalised, the domain T
(
Ω∩ScMh(0)
)
has a good shape, where M > 1 is
chosen such that Sch(0) ⊂
1
2S
c
Mh(0). By the above discussion, the boundary part T {∂Ω∩S
c
Mh(0)}
becomes flat in direction e1 as h→ 0. As in [7], we denote
Dh = {z ∈ T (S
c
Mh(0)) : z = zˆ + te1 for some zˆ ∈ T (S
c
Mh(0) ∩ Ω) and t ∈ R},
by erasing the dependence on x1. Then
T (ScMh(0) ∩ Ω) ⊂ Dh ⊂ T (S
c
Mh(0)) ∩ {xn > 0},
and near the origin, ∂Dh is flat in the x1-direction.
Let w be the solution to
(3.7)
{
detD2w = χDh0 in T (S
c
Mh0(0)),
w = u˜ on ∂{T (ScMh0(0))},
where u˜(z) = |T |2/nu(T −1(z)). A key observation in this proof is that Pogorelov’s interior sec-
ond derivative estimate applies to w11, even though the right hand side of (3.7) is discontinuous
in (z2, · · · , zn), and no regularity of T (∂Ω) in (z2, · · · , zn) is assumed. Therefore w is C
1,1 in
z1. By the maximum principle one can give an estimate for |w − u˜|:
(3.8) |w − u˜| ≤ C[δ0 + Vh0 ]
1/n,
where δ0 = sup{|f(x) − 1| : x ∈ S
c
Mh0
(0)}, and Vh0 = Vol{Dh0 − T (S
c
Mh0
(0) ∩ Ω)} = o(h0).
Changing back one obtains an estimate for u from the estimate ∂21w ≤ C, from which one infers
the tangential C1,α for any given α ∈ (0, 1). For details see [7].
Corollary 3.1. Assume that f is a positive constant, and both ∂Ω and ∂Ω∗ are flat near the
origin in a direction e. Then near the origin, u is C1,1 and uniformly convex in the direction e.
Proof. From the assumption, one can see that δ0 and Vh0 vanish in estimate (3.8), thus u ∈ C
1,1
in the direction e. Since ∂Ω∗ is also flat in direction e, by Corollary 2.1 we have BCh1/2(0) ⊂
Sch[v](0) along e direction. And then by the duality in Corollary 2.2, we have BSch[u](0) ⊂
BC1/2(0) along e direction. Hence u is uniformly convex in the direction e. 
4. Uniform obliqueness in dimension two
The uniform obliqueness is a key ingredient in proving the boundary C2,α andW 2,p estimates,
and was obtained by Caffarelli [7] for uniformly convex domains with C2 boundary, and by
Delanoe¨ [14] and Urbas [31] for uniformly convex domains with C3,1 boundary. Both the
uniform convexity and smoothness of the boundary play a critical role in their proofs. Here
we give a completely different proof. We remove the uniform convexity condition and relax the
boundary smoothness assumption.
The proof is technically rather complicated. For the reader’s convenience, we divide the proof
into two sections. In this section we prove Lemma 1.1 in dimension two, leave the proof for
higher dimensions to §5. In dimension two, our proof consists of the following four steps.
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(i) If the uniform obliqueness (1.5) does not hold at the origin, we express the boundaries
of Ω and Ω∗ by (4.1), as shown in Figure 2. We first prove a “balance property” of
the sub-level set Sh[u](0) in Lemma 4.1. This implies the decay estimates (4.12) and
(4.13). As a result, ∂Ω and ∂Ω∗ must be C1 at the origin, as being the point where the
obliqueness (1.5) is violated.
(ii) We introduce a blow-up argument so that f becomes a positive constant in the limit.
The constant condition on f is needed in Step (iv) to derive a contradiction.
(iii) In Step (iv), we also need to work on smooth limit profile {u0, ∂Ω0, ∂Ω
∗
0}. However, the
limit domains Ω0 and Ω
∗
0 may not even be C
1 smooth under our assumptions. To deal
with this complexity, we show that the origin can be chosen such that the obliqueness
(1.5) holds at all boundary points p ∈ ∂Ω0 ∩ {0 < x1 < r0} for a small constant r0 > 0.
Observing that the obliqueness implies the smoothness, we can therefore construct a
smooth sequence {uk, ∂Ωk, ∂Ω
∗
k} approximating {u0, ∂Ω0, ∂Ω
∗
0}, and apply the argument
in Step (iv) to sufficiently large k.
(iv) To derive a contradiction, a crucial idea lies in the proof of Lemma 4.5. We introduce
the auxiliary function w = ∂1u+ u− x1∂1u, which satisfies the homogeneous equation
U ijDijw = 0 as now the RHS of equation (4.17) is a constant. By the maximum
principle, we show that the function w(t) = inf w(t, ·) is concave near the origin. From
the concavity and the non-negativity of w, and the decay estimate (4.13) we infer that
w ≡ 0 for t > 0 small. Hence the uniform obliqueness (1.5) holds.
4.1. Balance property and decay estimate. Assume that 0 ∈ ∂Ω and Ω ⊂ {x2 > 0}. To
prove the uniform obliqueness, by the global C1,δ regularity [5] and using approximation, we
suppose to the contrary that Du(0) = 0 and Ω∗ ⊂ {x1 > 0}. Then we have the following two
properties:
(i) u1 = ux1 > 0 in Ω and v2 = vy2 > 0 in Ω
∗;
(ii) if x ∈ Sh(0), then x− te1 ∈ Sh(0) ∀ t > 0, provided x− te1 ∈ Ω, where Sh(0) = Sh[u](0)
is the sub-level set of u, introduced in §2.
Before proceeding, we first specify the conditions needed in proving the uniform obliqueness.
Let the boundary ∂Ω and ∂Ω∗ be locally given by
(4.1)
∂Ω = {x2 = ρ(x1)},
∂Ω∗ = {x1 = ρ
∗(x2)},
respectively. By choosing the coordinates properly, we may assume that ρ and ρ∗ satisfy the
following conditions. (If ∂Ω has an acute angle at the origin, for example Ω is contained in the
2nd quadrant and is tangential to the negative x1-axis, one can make the change of coordinates:{
x˜1 = x1 + kx2,
x˜2 = x2
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for some constant k > 0 such that the positive x2-axis is contained in Ω near the origin. Under
this change, simultaneously one has
{
y˜1 = y1,
y˜2 = −ky1 + y2
that ensures the positive y1-axis is contained in Ω
∗ as well.) Hence, we have ρ and ρ∗ satisfy
the following conditions.
(H1) ρ, ρ
∗ ≥ 0 are convex functions defined in an interval (−r0, r0) and satisfying ρ(0) = 0
and ρ∗(0) = 0, where r0 > 0 is a constant.
(H2) There is an even function σ ∈ C
0[−r0, r0], which is monotone increasing for t > 0, and
satisfies σ(t) = o(|t|) as t→ 0, such that
(4.2) ρ(t) ≤ σ(t) for t ≤ 0.
We will derive a contradiction under conditions (H1) and (H2). Note that
a) We do not assume that ρ is C1 smooth at 0. However, by Lemma 4.1 below, we can
actually prove that (4.2) holds for t > 0 as well. Hence ρ must be C1 at 0, and the same
to ρ∗.
b) For any boundary point p ∈ ∂Ω, since the angle between ν(p) and ν∗(Du(p)) cannot
exceed π2 , we see that condition (4.2) implies that
ρ∗(t) = o(t) for t ≥ 0.
c) By duality, we can also exchange ρ and ρ∗ in the assumptions (H1) and (H2).
d) Typically we may assume that σ(t) = |t|1+α, for some α > 0.
Let q = (q1, q2) and ξ = (ξ1, ξ2) be two points on ∂Sh(0) ∩ Ω such that
(4.3)
〈q, e1〉 = sup{〈x, e1〉 : x ∈ Sh(0)},
〈ξ, e1〉 = inf{〈x, e1〉 : x ∈ Sh(0)}.
Apparently q1 > 0 and ξ1 < 0, see Figure 2 below. Note that ux2(p) < 0 for any boundary
point p ∈ ∂Ω ∩ {x1 > 0}. Hence q is an interior point of Ω.
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e1b
b
b
o
p
q
b
∂Ω
∂Sh[u]
ξ = (ξ1, ξ2)
o
∂Ω∗
e1
−e2
p∗
b
b
Figure 2
e2
b
b
q∗
ξ∗
∂Sh∗ [v]
Lemma 4.1. For all h > 0 small, we have the “balance” property
(4.4) q1 ≥ δ0|ξ1|
where δ0 > 0 is a constant independent of h.
Proof. For a fixed h and the sub-level set Sh(0), let t0 =
1
2(ξ1+q1). There is a unique s0 > ρ(t0)
such that u(t0, s0) = h. Then the point
xc = (xc1, x
c
2) :=
(
t0,
1
2
(s0 + ρ(t0))
)
can be regarded as the centre of Sh(0).
Denote {
λ1 = q1 − ξ1,
λ2 = s0 − ρ(t0).
Apparently
(4.5) Vol(Sh(0)) ≈ λ1λ2.
Moreover, by (4.2) and the property (i), we have
(4.6) λ2 ≤ ξ2 ≤ σ(ξ1) ≤ σ(λ1).
We may assume that xc1 < 0 for h small, otherwise (4.4) holds with δ0 = 1. Let’s make the
first change
y1 = x1,
y2 = x2 −
xc2
xc1
x1,
(4.7)
such that Sh[u] ⊂ {x ∈ R2 : ξ1 < x1 < q1, |x2| < 4λ2}. Note that such a change doesn’t change
the ratio q1|ξ1| in (4.4). We then make the change
z1 = y1/λ1,
z2 = y2/λ2,
(4.8)
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and accordingly,
(4.9) uh = u/h, where h = u(ξ).
From (4.5), the sub-level set Sh(0) is of good shape after changes (4.7)–(4.8) (recall that we
say a convex domain D has a good shape if D ∼ B for a ball B, see §2). By Lemma 2.2 and
Lemma 2.3, the centred sub-level set Sch[u] also has a good shape after the changes. Hence, we
have
(4.10) ‖uh‖L∞(B1(0)) ≤ C,
for a constant C independent of u and h.
We now use uh, qh, ξh,Ωh to denote u, q, ξ,Ω after the above change (4.9), and let the bound-
ary ∂Ωh be given by x2 = ρh(x1) near the origin. To prove (4.4), suppose to the contrary
that
(4.11) q1 = o(ξ1)
for a sequence h → 0. Taking limits qh → q0 = (q0,1, q0,2), uh → u0 as h → 0. By (4.11) we
have q0,1 = 0, namely q0 is on the x2-axis. On the other hand, by our choice of qh, the line
{x1 = qh,1} is tangent to S1[uh] at qh, and thus uh(x) ≥ 1 for all x ∈ {x1 ≥ qh,1}. Passing
to the limit we have u0(x) ≥ 1 for x ∈ {x1 ≥ 0} and u0(0) = limh→0 uh(0) = 0, which is a
contradiction by (4.10), since u0 is a limit of a sequence of bounded convex functions uh, u0
must be continuous. 
Corollary 4.1. For t > 0, denote
u(t) = inf{u(t, x2) : x2 ≥ ρ(t)}.
Under the assumption (4.2) we have the asymptotic behaviour
(4.12) u(t) ≤ Ctσ(t) for t > 0 small.
Proof. By the strict convexity of u, the sub-level set Sh(0) shrinks to the origin as h → 0.
Hence, for any t > 0, there exists a unique h > 0 such that {x1 = t} is tangential to ∂Sh(0) at
the point q. This implies that q1 = t and u(t) = h.
From (4.4),
λ1 = q1 − ξ1 ≤ Ct,
for some constant C independent of h. Then from (4.6) and (4.5) we have
λ2 ≤ Cσ(t) and Vol(Sh(0)) ≤ Ctσ(t).
Hence by (2.12) we obtain that
u(t) = h ≤ Ctσ(t).

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Corollary 4.2. For t > 0, denote
u1(t) = inf{u1(t, x2) : x2 ≥ ρ(t)}.
Then we have the asymptotic behaviour for t > 0 small,
(4.13) u1(t) ≤ Cσ(t).
Proof. This is a direct consequence of (4.12). In fact, by the convexity of u, for t > 0 small
u1(t, x2) ≤
u(2t, x2)− u(t, x2)
t
≤
u(2t, x2)
t
.
Then taking the infimum in x2 and using (4.12) we obtain that
u1(t) = inf
x2
u1(t, x2) ≤
u(2t)
t
≤ Cσ(t).

4.2. A blow-up sequence. When f is a constant, one can directly move to the next subsection
without doing the blow-up process in this subsection, see Remark 4.1. When f is a continuous
function, by the blow-up argument we will have a constant RHS in the limit profile so that the
subsequent argument in §4.3–§4.4 applies.
Lemma 4.1 implies that the sub-level set Sh[u] is of good shape under the following normal-
isation:
y1 = x1/λ1, with λ1 = q1 − ξ1,
y2 = x2/λ2, with λ2 = ρ(ξ1).
(4.14)
Correspondingly we make
(4.15) u→ u/h, where h = u(ξ).
Notice that by (4.12), the limit limt→0 u(t)/tσ(t) < ∞. Hence there is a sequence tj → 0
(tj > 0) such that (for some fixed small ε > 0),
(4.16)
u(t)
tσ(t)
≤ (1 + ε)
u(tj)
tjσ(tj)
∀ t ∈ (0, tj).
Let hj = u(tj). Let uh, ρh, qh, ξh,Ωh denote u, ρ, q, ξ,Ω after the the normalisation (4.14)–(4.15)
with h = hj , and let u0, ρ0,Ω0 denote the limits as hj → 0, where Ωh → Ω0 is in the sense of
Hausdorff. Then the limit function u0 satisfies the equation
(4.17) detD2u0 = c1 in Ω0 = {x2 > ρ0(x1)}
for a positive constant c1 (there is no loss of generality in assuming that c1 = 1), where ρ0
is a convex function defined on R1 (or maybe on R1 ∩ {x1 ≥ 0} only, see Remark 4.2 below),
satisfying ρ0(0) = 0 and ρ0 ≥ 0. By our choice of the sequence hj in (4.16), asymptotic
behaviours (4.12) and (4.13) hold for the limit u0.
Corollary 4.3. We have
(4.18) ρ0(t) ≤ Cσ(t) as t→ 0
+.
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Proof. For any given h > 0 small, as in (4.3) we introduce two points ξ and q for the sub-level
set Sh[u0]. Let z = βe2 be the point on the x2-axis such that u0(z) = h. By Lemma 4.1 and
(4.12) we have
βq1 ≈ h ≤ Cq1σ(q1).
Hence β ≤ Cσ(q1). Noting that ∂x1u0 ≥ 0, we infer that q2 ≤ β ≤ Cσ(q1), and so (4.18)
follows. 
Remark 4.1. The right hand side of equation (4.17) is a positive constant, which enables us
to apply the maximum principle to the function w given in (4.26) below. In the case f ≡ 1,
we may apply the argument below directly to the original solution u, with no need to take the
limit u0 = limh→0 uh. The rest of the argument also applies to general convex domains.
Note that under our assumption, the function ρ0 may not be C
1 smooth. In comparison,
if ∂Ω ∈ C2 and is uniformly convex, then ρ0 is a quadratic polynomial [7]. Indeed, for C
2
uniformly convex Ω, locally ρ = ax21 + o(x
2
1). Then, after renormalisation, one has ρh = ahx
2
1 +
o(ahx
2
1) for some positive constant ah. By the uniform density property ah must be bounded,
hence up to a subsequence the limit ρ0 will be a quadratic polynomial.
4.3. Smooth approximation. To derive a contradiction in §4.4, we need to compute the
second derivatives of u0 on the right part of boundary ∂Ω towards the point where the oblique-
ness is violated. Since the limit profile {u0, ∂Ω0, ∂Ω
∗
0} may not be smooth in general, in this
subsection we shall construct a smooth approximation sequence {uk, ∂Ωk, ∂Ω
∗
k} so that the
contradiction in §4.4 will be derived for a sufficiently large k.
Lemma 4.2. There exists a smooth sequence {uk, ρk, ρ
∗
k} converging to {u0, ρ0, ρ
∗
0}, as k →∞,
such that
(i) for any δ > 0 small, when k is sufficiently large we have
(4.19) νk(x) · ν
∗
k(Duk(x)) > 0,
namely the obliqueness holds for all x ∈ ∂Ωk with x1 ∈ [δ,
1
2r0], where r0 > 0 is a small
constant independent of k;
(ii) and moreover, for any δ > 0 small, uk is smooth up to the boundary in a neighbourhood
of ∂Ωk ∩ {δ ≤ x1 ≤
1
2r0}, provided k is sufficiently large.
Proof. Following from §4.2, a smooth approximation sequence {uk, ρk, ρ
∗
k} → {u0, ρ0, ρ
∗
0} can
be constructed as follows. Let V = Br ∩ Ω
∗
0 for a small constant r, and U = Dv0(V ). Then
U ⊂ Br0 ∩ Ω0, for the given small constant r0 > 0. Let Ωk,Ω
∗
k be smooth domains converging
to U, V , respectively, and locally,
∂Ωk = {x2 = ρk(x1)}, for x1 ∈ (2
−k,
1
2
r0),
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where ρk is a smooth and convex function converging to ρ0 and ρ
′
k > 0 for x1 ∈ (2
−k, 12r0).
Similarly, for y2 ∈ (−
1
2r,−2
−k), ∂Ω∗k = {y1 = ρ
∗
k(y2)}, where ρ
∗
k is a smooth, convex function
converging to ρ∗0, and (ρ
∗
0)
′ < 0.
Let uk be the potential function for the optimal transportation problem from (Ωk, 1) to
(Ω∗k, gk), where the density gk =
|Ωk|
|Ω∗k|
is a constant. As before we can extend uk to R2 by
uk(x) := sup{ℓ(x) : ℓ is affine, ℓ ≤ uk in Ωk, ∇ℓ ∈ Ω
∗
k}, for x ∈ R
2.
By subtracting a constant if necessary, we can have uk(0) = 0 and uk → u0 in Br0/2 ∩ Ω0
uniformly.
For the above smooth approximation sequence {uk, ρk, ρ
∗
k}, we shall verify the conclusions
(i) and (ii) in the lemma. First, it is easy to prove (ii) by assuming (i) is true. In fact, as ρk
and ρ∗k are smooth, from Lemma 3.1, uk is tangentially C
1,1−ǫ for any ǫ ∈ (0, 1). Therefore,
by (i) we can apply the argument in §6 to conclude uk is smooth up to the boundary in a
neighbourhood of ∂Ωk ∩ {δ ≤ x1 ≤
1
2r0}, for any δ > 0, provided k is sufficiently large.
Last, it remains to verify the conclusion (i). If (4.19) does not hold, we claim that
Claim: there is a point p¯ = (t¯, ρk(t¯)) ∈ ∂Ωk, t¯ ≥ 0, such that the obliqueness is violated at
p¯, while the obliqueness holds for all points p ∈ ∂Ωk ∩ {t¯ < x1 < t¯ + ε}, for a constant ε > 0.
(This proof is postponed in the next lemma.)
Once the above claim is verified, we have the obliqueness holds for p ∈ ∂Ωk∩{t¯ < x1 < t¯+ε},
and then, same to the above discussion for the conclusion (ii), we have uk is smooth up to the
point p ∈ ∂Ωk ∩ {t¯ < x1 < t¯+ ε}. By Remark 4.1, we can apply the argument in §4.4 directly
to uk at the point p¯, with no need to use the blow-up (4.16) nor to take the limit. Therefore, by
the obliqueness condition and using the argument in §4.4, we reach a contradiction at p¯, which
finishes the proof of the uniform obliqueness (Lemma 1.1) in dimension two. 
The claim is proved in the lemma below, and note that we actually deal with smooth domains
Ωk,Ω
∗
k. For simplicity we drop the subscript k. Bear in mind that we may assume there is a
point at which the obliqueness is violated, otherwise (4.19) holds and we are through.
Lemma 4.3. Denote by ν, ν∗ the unit inner normals of ∂Ω, ∂Ω∗ at p, p∗, where p∗ = Du(p).
Then there is a boundary point p¯ = (t¯, ρ(t¯)) ∈ ∂Ω, where t¯ ≥ 0, such that the obliqueness is
violated at p¯, while the obliqueness holds for all points p ∈ ∂Ω∩{t¯ < x1 < t¯+ ε}, for a constant
ε > 0, namely
(4.20) ν(p) · ν∗(Du(p)) > 0, ∀ p ∈ ∂Ω ∩ {t¯ < x1 < t¯+ ε}.
Proof. Assume the obliqueness is violated at 0. Assume ρ(0) = 0, ρ ≥ 0, and ρ∗(0) = 0, ρ∗ ≥ 0.
For any boundary point p = (t, ρ(t)) ∈ ∂Ω, let ζ = ζ(p) denote the unit tangential vector of ∂Ω
at p. Denote by τ1 and η the tangential and normal vectors of ∂Sh[u] at p, respectively. Let α
be the angle between η and ν, and let β be the angle between ν∗ and τ1 (see Figure 3 below).
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Then,
(4.21) ν(p) · ν∗(Du(p)) = cos
(π
2
− α− β
)
≥
1
2
(α+ β).
We claim that β > 0. Indeed, since ρ∗ is smooth, (ρ∗)′(0) = 0. Noticing that p∗ = Du(p),
we see that op∗ is parallel to η. Hence by the convexity of ∂Ω∗,
β = arctan
(∣∣(ρ∗)′(p∗2)∣∣)− arctan( p∗1|p∗2|
)
> 0.
It is easy to see that α ≥ 0 if and only if ∂ζu(p) ≥ 0. Since u(0) = 0 and u(p) > 0 for p ∈ Ω,
there exists a point p0 = (t0, ρ(t0)) ∈ ∂Ω such that ∂ζu(p0) > 0. Hence there exists ε > 0 such
that
(4.22) ∂ζu(p) > 0 for p = (t, ρ(t)) ∈ ∂Ω, t ∈ (t0 − ε, t0 + ε].
That means α ≥ 0 and so the obliqueness holds for p = (t, ρ(t)) ∈ ∂Ω with t ∈ (t0 − ε, t0 + ε).
Let
(4.23) t¯ = inf{t : the obliqueness holds at p = (s, ρ(s)) ∈ ∂Ω for all s ∈ (t, t0 + ε)}.
By the global C1,δ regularity [5], t¯ ≥ 0 is well defined and the obliqueness holds for t ∈ (t¯, t0)
but not at p¯ = (t¯, ρ(t¯)). Hence (4.20) is proved. 
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In Figure 3, ζ, ζ∗ are tangential vectors, and ν, ν∗ are inner unit normals, of ∂Ω, ∂Ω∗ at p,
p∗ = Du(p), respectively. η and τ1 are the normal and tangential vectors of Sh[u] at p. Hence
we have cosα = 〈η, ν〉 = 〈τ1, ζ〉.
Remark 4.2. In Lemma 4.1, we proved that |ξ1| ≤ Cq1, but the possibility |ξ1| = o(q1) as h→ 0
has not been ruled out. Therefore, the case Ω0 ⊂ {x1 > 0}, or the case Ω
∗
0 ⊂ {y2 > 0}, may
occur. In the former case, the function ρ0 is defined in the half-axis {x1 > 0} only. This is not a
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problem for our proof, as our argument below will be restricted to {x1 ≥ 0}. In the latter case,
the function ρ∗0 is defined in the half-line {y2 > 0} only. In this case we can still approximate
the domain Ω∗0 near 0 by Ω
∗
k so that ∂Ω
∗
k = {y1 = ρ
∗
k(y2)} for y2 < 0 close to 0.
Remark 4.3. In dimension two, Lemma 4.3 is not necessary, because we can assume the domains
Ωk,Ω
∗
k are uniformly convex, and use the result in [14] to obtain a sequence of globally smooth
solutions to approximate u0. Nevertheless, Lemma 4.3 makes our proof self-contained.
On the other hand, an analogue of Lemma 4.3 will be crucial in higher dimensions, because the
limits Ω0,Ω
∗
0 are flat in x2, · · · , xn−1, and the approximating sequences Ωk,Ω
∗
k are also required
to be locally flat in x2, · · · , xn−1 near the origin (in order to derive (5.32), an analogous estimate
as to Lemma 4.4), we cannot apply the global regularity result in [7, 31] directly.
4.4. Contradiction. Note that although uk(0) = 0 and uk is smooth, Duk(0) 6= 0 in general.
Choose a point zk = (ak, ρk(ak)) ∈ ∂Ωk, with ak ≥ 0 and ak → 0 as k → ∞, such that
∂x2uk(zk) ≤ 0. For simplicity let us temporarily write {uk, ak, ρk,Ωk} as {u, a, ρ,Ω}, dropping
the subscript k.
Lemma 4.4. We have
(4.24) u12(t, ρ(t)) < 0, for t > a small.
Proof. By the boundary condition Du(∂Ω) = ∂Ω∗, we have
u1(t, ρ(t)) = ρ
∗(u2(t, ρ(t))).
Differentiating the above equation we have
u11 + u12ρ
′ = (ρ∗)′(u12 + u22ρ
′).
Namely,
(4.25) u11 − u22ρ
′(ρ∗)′ = ((ρ∗)′ − ρ′)u12.
By the above approximation, D2u is positive definite and continuous on the boundary. Note
that for t > a small, one has ρ′ > 0 and correspondingly (ρ∗)′ < 0 (As uk is smooth, the uniform
obliqueness holds for uk. As a result by ρ
′ > 0 we have (ρ∗)′ < 0 at the dual point). Hence, the
LHS of (4.25) is always positive, and the coefficient on the RHS, (ρ∗)′ − ρ′ < 0. Therefore, we
obtain (4.24). 
Introduce the function
(4.26) w(x) := u1 + u− x1u1.
By the construction in Lemma 4.2, u satisfies a Monge-Ampe`re equation with a constant RHS.
Consequently, w satisfies the equation
(4.27) U ijDijw = 0,
where {U ij} is the cofactor matrix of D2u
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Corollary 4.4. For any given t > a small, the function w(t, ·) has an interior local minimum.
Proof. From Lemma 4.4 we have u12(t, ρ(t)) < 0. Hence
w2(t, ρ(t)) = (1− t)u12(t, ρ(t)) + u2(t, ρ(t)) < 0,
for all t > a small.
On the other hand, by our assumption Ω∗ ⊂ {x1 > 0}, u1 ≥ 0. Hence by the regularity and
strict convexity of u, for any small δ0 > 0, there exists ǫ0 > 0 such that
w(x) = u(x) + (1− x1)u1 > u(x) ≥ δ0
when x ∈ Ω ∩ B1(0) \ Bǫ0(0). Hence for all t > a small, w(t, ·) has a local minimum that is
smaller than the boundary value w(t, ρ(t)). 
Hence we can define the following function
w(t) = inf{w(t, x2) : x2 > ρ(t)}, t ∈ (a, 1).
From Corollary 4.4, the infimum cannot be attained on the boundary x2 = ρ(x1). As noted
above, w(x) > δ0 if |x| > ǫ0, thus w is well defined for all t > a small, say t ∈ (a, r0).
Lemma 4.5. w is concave for t ∈ (a, r0).
Proof. If w is not concave, then there is a point t0 > 0 and an affine function L(t) such that the
set {t ∈ (a, r0) : w(t) < L(t)} has an interval (r1, r2) compactly contained in (a, r0). Extend L
to an affine function Lˆ defined in R2, such that Lˆ(t, s) = L(t). Then we can make
(4.28) {x ∈ Ω : x1 ∈ (r1, r2), and w(x) < Lˆ(x)} ⋐ Ω.
Note that by Corollary 4.4 we can always achieve (4.28), by replacing Lˆ by Lˆ−ε for some small
ε > 0 if necessary. We reach a contradiction by (4.27) and the maximum principle. 
We have now established Lemmas 4.4 and 4.5 for the approximation sequence uk, where
w = wk depends on k and is defined in (ak, r0), with ak → 0 as k →∞. Denote
w0 = ∂x1u0 + u0 − x1∂x1u0 = lim
k→∞
wk.
From (4.12) and (4.13), we have w0(t)→ 0 as t→ 0. More precisely,
w0(t) ≤ Cσ(2t) for t > 0 small.
To see this, let q = (2t, q2) such that u0(2t) = u0(q) as in Corollary 4.1, then u0(q) ≤ Ctσ(2t).
Let qˆ = (t, q2). Since ∂x1u0 ≥ 0, one has u0(qˆ) ≤ u0(q) ≤ Ctσ(2t). By the convexity of u0, one
also has ∂x1u0(qˆ) ≤ u0(q)/t ≤ Cσ(2t). Hence,
w0(t) = inf w0(t, ·) ≤ w0(qˆ)
= (1− t)∂x1u0(qˆ) + u0(qˆ) ≤ Cσ(2t).
Since σ(t) = o(|t|), it implies that
(4.29) w′0(t)→ 0 as t→ 0.
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Then by the concavity of w0 (Lemma 4.5), we conclude that w0(t) ≤ 0 for all t ∈ (0, r0). Hence
w0(t) ≡ 0 for all t ∈ (0, r0). However, we have u0(x) > 0, ∂x1u0(x) ≥ 0 for all x 6= 0, which is a
contradiction. Hence the uniform obliqueness in dimension two is proved. 
5. Uniform obliqueness in higher dimensions
In this section we prove the uniform obliqueness in higher dimensions. The proof uses the
ideas in §4, and also the following:
(i) Suppose the obliqueness fails at the point 0 ∈ ∂Ω and 0 = Du(0) ∈ ∂Ω∗. The main
task is to understand the geometry of the sub-level set Sh[u](0). We prove that the
sub-level set Sh[u] is contained in a cuboid Q whose volume |Q| ≤ C|Sh[u]|. Therefore
by a rescaling of the coordinates such that Q becomes a cube, the sub-level set Sh[u]
will accordingly change to a convex set of good shape. In particular, the boundary ∂Ω
near the origin tends to be flat in the directions orthogonal to ν and ν∗, as h→ 0, where
ν, ν∗ are unit inner normals of Ω,Ω∗ at the origin, respectively. This property enables
us to employ the ideas in §4 for the two-dimensional case.
(ii) As in dimension two, we need to work on a smooth limit profile in order to derive
a contradiction. In higher dimensions, it is harder to find a smooth approximation,
because the approximation domains {Ωk,Ω
∗
k} are not uniformly convex and the existing
global regularity results do not apply. To overcome this difficulty, we apply some new
idea and techniques to obtain the obliqueness in Lemma 5.8 by deriving a contradiction
in a “curved” cone domain, and the smooth approximation is established in Lemma 5.6.
5.1. The limit profile. To prove the uniform obliqueness, by the C1,δ regularity [5] and using
approximation, we may suppose to the contrary that locally
(5.1)
{xn > C|x
′|2} ⊂ Ω ⊂ {xn > 0}, where x
′ = (x1, · · · , xn−1),
{y1 > C|y˜|
2} ⊂ Ω∗ ⊂ {y1 > 0}, where y˜ = (y2, · · · , yn).
In (5.1) the boundary ∂Ω and ∂Ω∗ are assumed to be convex and C1,1. We need the C1,1
regularity in proving that the boundary ∂Ω is asymptotically flat in the directions e2, · · · , en−1
in the blow-up argument.
Corresponding to properties (i) and (ii) in §4.1, we have the following properties.
(i) u1 > 0 in Ω and vn > 0 in Ω
∗;
(ii) Denote S+h = {x ∈ R
n : xn > 0, u(x) < h}, and S
+
h;1 = S
+
h ∩{x1 = 0}. Then for any point
x = (x1, x2, · · · , xn) ∈ S
+
h ∩ {x1 > 0}, since u1 > 0, the point x˜ = (0, x2, · · · , xn) ∈ S
+
h;1.
For property (ii) note that the function u has been extended to the whole Rn at the beginning
of §2. Since Sh;1 := Sh ∩ {x1 = 0} ⊂ S
+
h;1, property (ii) implies that the sub-level set Sh[u] is
contained in a cylinder in the x1-direction. Indeed by (5.9), or (5.10), below, it is easy to see
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that
|Sh;1|Hn−1 ≤ |S
+
h;1|Hn−1 ≤ (1 + o(1))|Sh;1|Hn−1
as h→ 0, where | · |Hn−1 denotes the (n−1)-dimensional Hausdorff measure. In Lemmas 5.2–5.4
we will prove more precise information for Sh[u].
First we prove a lemma which strengthens Lemma 4.1.
Lemma 5.1. For any interior point p ∈ ∂Sh[u] ∩ Ω, let H be the tangential plane of Sh[u] at
p. Assume H = {x ∈ Rn : x · γ = a} for a unit vector γ, where a is a positive constant. Then
we have
(5.2) x · γ ≥ −Ca, ∀ x ∈ Sh[u],
where C > 0 is a constant independent of h (h > 0 small) and u.
Proof. Denote b = inf{x · γ : x ∈ Sh[u]} and denote H1 = {x ∈ Rn : x · γ = b}. Suppose to the
contrary that the ratio a|b| → 0 as h→ 0. For each h, there is an affine transformation Ah such
that Ah(Sh[u]) ∼ B1(z) for some point z, and it does not change the ratio
a
|b| . Let uh = u/h
accordingly. Thanks to the uniform density and property (2.6), uh satisfies the Monge-Ampe`re
equation with the inhomogeneous term bounded away from 0 and infinity, uniformly in h.
Hence, we have the limit u0 = limh→0 uh is bounded and continuous (see (4.10)). Assume that
Ah (H)→H
∗, Ah (H1)→H
∗
1,
as h→ 0. Observe that
dist(0,H∗)
dist(0,H∗1)
= lim
h→0
a
|b|
= 0.
Hence H∗ passes through the origin. Therefore u0(0) = 0 but u0 ≥ 1 on one side of H
∗, which
is in contradiction with the continuity of u0 at 0. 
Similarly as in (4.3), let q, ξ ∈ ∂Sh(0) such that
q1 = 〈q, e1〉 = sup{〈x, e1〉 : x ∈ Sh(0)},(5.3)
ξ1 = 〈ξ, e1〉 = inf{〈x, e1〉 : x ∈ Sh(0)}.(5.4)
Obviously q1 > 0 and ξ1 < 0. From Lemma 5.1 we have
Corollary 5.1. We have
(5.5) q1 ≥ δ0|ξ1|
for some constant δ0 > 0 independent of h and u.
Denote Sch;1[u] = S
c
h[u] ∩ {x1 = 0} and denote B
′
r(0) the ball of radius r in R
n−2 =
span(e2, · · · , en−1).
24 S. CHEN, J. LIU, AND X.-J. WANG
Lemma 5.2. For any given ε > 0 small, we have
(5.6) B′
C−1h1/2+ε
(0) ⊂ Sch;1[u] ∩ {xn = 0} ⊂ B
′
Ch1/2−ε
(0)
and
(5.7) |xi| = |x · ei| ≤ Ch
1
2
−ε for all x ∈ Sch[u],
provided h > 0 is sufficiently small, where the constant C = C(ε) is independent of h and u.
Proof. By the tangential C1,1−ε regularity for u, we have Sch;1[u] ∩ {xn = 0} ⊃ B
′
C−1h1/2+ε
(0),
which is the first inclusion of (5.6).
For any points x ∈ Sch[u] and y ∈ S
c
h[v], by (2.14) we have |x · y| ≤ Ch. By the tangential
C1,1−ε regularity for v, we have h
1
2
+εei ∈ S
c
h[v], (i = 2, · · · , n − 1). Hence (h
1
2
+εei) · x ≤ Ch
∀ x ∈ Sch[u], namely
(5.8) |xi| = |x · ei| ≤ Ch
1
2
−ε for all x ∈ Sch[u].
We obtain (5.7) and the second inclusion of (5.6). 
Property (ii) at the beginning of this sub-section states that the projection of S+h ∩ {x1 >
0} on the plane {x1 = 0} is contained in S
+
h;1 = S
+
h ∩ {x1 = 0}. Due to the geometry of
boundary ∂Ω, this property may not hold for the sub-level set Sh[u] itself. There may be a
small portion of Sh[u] ∩ {x1 > 0}, whose projection on the plane {x1 = 0} is not contained in
Sh;1 := Sh[u] ∩ {x1 = 0}. In fact, we have
Corollary 5.2. Let S′h;1[u] be the projection of Sh[u] ∩ {x1 > 0} on the plane {x1 = 0}. Then
(5.9) S′h;1[u] ⊂ (1 + o(1))Sh;1[u],
as h→ 0, where the dilation is with respect to z, the centre of Sh;1[u].
Proof. Let x˜ = (0, x′′, xn) ∈ S
′
h;1, where x
′′ = (x2, · · · , xn−1). By definition, there is t > 0 such
that x = (t, x′′, xn) ∈ Sh[u] and u(x) < h. If x˜ ∈ Ω, since u1 > 0, one must have u(x˜) < h, and
thus x˜ ∈ Sh;1[u].
If x˜ /∈ Ω, as z is the centre of Sh;1[u], by the C
1,δ regularity of u, we have zn = z · en ≥ h
1
1+δ .
From Lemma 5.2, |x′′| ≤ h
1
2
−ǫ. Since x˜ /∈ Ω and ∂Ω ∈ C1,1,
(5.10) xn ≤ h
1−2ǫ = o(h
1
1+δ ) = o(zn),
Let ℓ be the segment connecting z and x˜, and let y be the intersection of ℓ and ∂Ω. Since
u(z) < h, u(x˜) < h, we have u(y) < h and thus y ∈ Sh;1[u]. Write y = (0, y
′′, yn). Since
|y′′| < |x′′| . h
1
2
−ǫ and y ∈ ∂Ω, one has yn . h
1−2ǫ ≪ zn. Therefore,
lim
h→0
|zx˜|
|zy|
= lim
h→0
|zn − xn|
|zn − yn|
= 1,
from which one easily obtains (5.9). 
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For the sub-level set Sh[u] in the half space {x1 < 0}, we introduce a cone with vertex q (see
(5.3)) and passing through Sh,1[u], namely
V = {q + t(x− q) : x ∈ Sh;1[u], t ≥ 0}.
By the convexity of Sh[u], we have Sh[u] ∩ {x1 < 0} ⊂ V. Hence by Corollaries 5.1 and 5.2,
(5.11) Sh[u] ⊂ [ξ1, q1]× βSh;1[u],
where βSh;1[u] denotes the β-dilation with respect to the centre of Sh;1[u], and the constant
β > 0 is independent of h. Indeed, by performing an affine transform in the e2, · · · , en directions,
we may assume Sh;1[u] is normalised. Then by Corollary 5.2 we have that q
′ = (0, q2, · · · , qn) ∈
(1+ o(1))Sh;1[u]. Hence, by Corollary 5.1 and using the fact that Sh[u]∩{x1 < 0} ⊂ V we have
(5.11).
Lemma 5.3. For any given ε > 0 small, we have q1 ≥ h
1
3
+ε, provided h is sufficiently small.
Proof. For any x ∈ Sh[u], by (5.6) have that |xi| ≤ Ch
1
2
−ǫ for i = 2, · · · , n−1, and by Corollary
5.1 we have q1 ≥ C|x1|. Since u1 > 0, we see that sup{en · x : x ∈ Sh[u]} must be attained on
the boundary ∂Ω. Now, since ∂Ω ∈ C1,1, we have
xn ≤ C
∑n−1
i=1
x2i ≤ C(q
2
1 + h
1−2ε), ∀ x ∈ Sh[u] ∩ ∂Ω.
B the uniform density, |Sh[u]| ≈ |S
c
h[u]| ≈ h
n
2 . Hence
h
n
2 ≈ |Sh[u]| ≤ Cq1(q
2
1 + h
1−2ε)h
n−2
2
−(n−2)ε.
Therefore q1 ≥ h
1
3
+ε, for any given ε > 0 small. 
From Lemma 5.3, similarly to (4.12) and (4.13), we have the following corollary.
Corollary 5.3. For t > 0 small, denote
u(t) = inf{u(t, x2, · · · , xn) : (t, x2, · · · , xn) ∈ Ω},
u1(t) = inf{u1(t, x2, · · · , xn) : (t, x2, · · · , xn) ∈ Ω}.
We have the asymptotic behaviour
u(t) ≤ Ct3−ε,
u1(t) ≤ Ct
2−ε,
(5.12)
for t > 0 small, where ε > 0 is any given small constant.
Remark 5.1. Denote Sh;1[u] = Sh[u] ∩ {x1 = 0} and S
c
h;1,0 = S
c
h;1[u] ∩ {xn = 0}. Let P
′
h be the
projection of Sch;1[u] ∩ ∂Ω on {xn = 0}. First, we show that P
′
h ⊂ CS
c
h;1,0 for some universal
constant C. Indeed, by the C1,δ regularity of u we have that rnen ∈ S
c
h;1[u] for some rn ≥ Ch
1
1+δ .
Recall that Sch[u] ∼ E for some ellipsoid E centred at 0. Let E
′ := E ∩ {x = (x1, x2, · · · , xn) :
x1 = 0, xn = 0}. For any x ∈ S
c
h;1[u] ∩ ∂Ω, by Lemma 5.2 and C
1,1 regularity of ∂Ω we have
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that xn . h
1−2ǫ < rn for small h. Hence xnen ∈ S
c
h;1[u]. Therefore, x ∈ xnen + C1E
′ for some
universal constant C1. Therefore, x
′ := (x2, · · · , xn−1) ∈ C1E
′ ⊂ CSch;1,0[u].
Lemma 5.4. Let Ph be the projection of Sh;1[u] on {xn = 0}. Then we have
(5.13) Ph ⊂ βS
c
h;1,0
for a constant β independent of h and u.
Proof. By Lemma 2.2, we have Sh;1[u] ∩ ∂Ω ⊂ S
c
βh;1[u]. For any x ∈ Sh;1[u] ∩ ∂Ω, we have
x ∈ Scβh;1[u] ∩ ∂Ω. Hence, its projection x
′ ∈ P ′βh ⊂ CS
c
βh;1,0 ⊂ C1S
c
h;1,0 for some universal
constant C1.
Let T be a unimodular linear transformation such that T (Sch;1,0) ∼ B
′
r, namely the minimum
ellipsoid of T (Sch;1,0) is a ball of radius r in R
n−2 = span(e2 · · · , en−1). Then to prove (5.13), it
suffices to show that R/r is uniformly bounded, where
(5.14) R = sup
{
x · e : x ∈ T (Ph), e ∈ span(e2, · · · , en−1) is a unit vector
}
.
As the ratio R/r is invariant under the transform T , there is no loss of generality in assuming
that T is the identity mapping. Assume that the supremum R is achieved at e = e2 and x =
p − pnen for some p ∈ ∂Sh;1[u]. Then p = (0, p2, 0, · · · , 0, pn) ∈ span{e2, en}, with R = p2 > 0
and pn ≥ 0.
If p is a boundary point of Ω, then R = r and (5.13) holds with β = C1. If p is an interior point
of Ω, then uβ(p) = 0 for β = 3, · · · , n. Denote p
∗ = (p∗1, · · · , p
∗
n) = Du(p). Then by duality,
p∗3 = · · · = p
∗
n = 0 and Dv(p
∗) = p. Moreover, by Corollary 2.1 we have h∗ := v(p∗) ≈ h, and
(5.15) h ≈ u(p) + v(p∗) = p · p∗ = p2p
∗
2.
By Lemmas 5.2 and 5.3, we have
(5.16) p2 & h
1
2
+ǫ and pn . h
2
3
−ǫ
for ǫ as small as we want.
Applying (5.16) and Lemma 5.1 to v, we have
sup{|y2| : y ∈ Sh∗;n[v]} . sup{|y · γ
∗| : y ∈ Sh[v]}
. p∗ · γ∗ =
p · p∗
|p|
=
p2p
∗
2
|p|
≈ p∗2,
where γ∗ = Dv(p
∗)
|Dv(p∗)| =
p
|p| is the unit normal of Sh∗ [v] at p
∗, and Sh∗;n[v] = Sh∗ [v] ∩ {yn = 0}.
Applying (5.11) to v, we have
sup{|y2| : y ∈ Sh[v]} ≤ Cp
∗
2.
By (2.15), there exists z ∈ Sch∗[v] such that
z · (re2) ≈ h.
From Lemma 2.2
z · e2 ≤ sup{y · e2 : y ∈ S
c
h[v]} ≤ Cp
∗
2.
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Hence from (5.15), we obtain
(5.17) r &
h
z · e2
≥
h
Cp∗2
≥ C−1p2 = C
−1R.
This finishes the proof. 
Denote
(5.18) dn = sup{en · x : x ∈ S
c
h;1[u]}
the height of Sch[u] on the section {x1 = 0}. We have
dn ≥ C sup{en · x : x ∈ Sb−1h;1[u]}
≥ C sup{en · x : x ∈ Sb−1h[u]}(5.19)
≥ C sup{en · x : x ∈ S
c
b−1h[u]},
where the first inequality is due to Lemma 2.2 and the last two inequalities follow from (5.11)
and uniform density respectively. Therefore, by balancing we have
dn ≥ C1 sup{en · x : x ∈ S
c
h[u]}.
Let q˜ ∈ ∂Sch[u] be the point such that
(5.20) q˜1 = 〈q˜, e1〉 = sup{〈x, e1〉 : x ∈ S
c
h[u])}.
Let Rh be a cylinder given by
(5.21) Rh = [−q˜1, q˜1]× E
′
h × [−dn, dn],
where E′h ⊂ R
n−2 is the minimum ellipsoid of Sch;1,0 = S
c
h;1 ∩ {xn = 0}. By (5.13), we have
Sh[u] ⊂ βRh.
Moreover, by (5.13), the volume
(5.22) C−1|Rh| ≤ |S
c
h[u]| ≈ |Sh[u]| ≤ C|Rh|.
Now we make a linear transform T = T2 ◦T1 such that the sub-level set Sh[u] has a good shape,
where T1 is a linear transform normalising E
′
h to the unit ball in R
n−2 = span(e2, · · · , en−1)
while leaving x1 and xn unchanged; and
(5.23) T2 :
{ x˜1 = x1/q1, x˜n = xn/dn,
x˜i = xi for 2 ≤ i ≤ n− 1.
It is easy to see that T2 ◦ T1 = T1 ◦ T2.
After the transform T , the sub-level set Sh[u] is contained in the cube D = [−1, 1]
n, and the
volume |T (Sh[u])| ≥ δ0 for a positive constant δ0 independent of h and u. Hence T (Sh[u]) has
a good shape. By Lemma 2.2, we see that T (Sch[u]) also has a good shape.
Having made the transform T , we also make the change u→ u/h accordingly. To be specific,
recall that in Corollary 5.3
u(t) := inf{u(x) : 〈x, e1〉 = t} t > 0.
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Similarly to (4.16), we choose a sequence {tj} → 0 such that
(5.24)
u(t)
u(tj)
≤ 2
(
t
tj
)3−ε
, ∀t ∈ (0, tj),
and let
uj(x) =
1
hj
u(T −1j x),
where hj = u(tj), and Tj is the affine transformation normalising the cylinder Rhj given in
(5.21). Let u0 be the limit of uj as hj → 0. Then u0 satisfies the Monge-Ampe`re equation
(4.17) where the RHS is a positive constant, and the asymptotic behaviours (5.12) due to our
choice of the sequence in (5.24).
We now use uh, qh, ξh,Ωh to denote u, q, ξ,Ω after the above changes, and let the boundary
∂Ωh be given by xn = ρh(x
′) near the origin. The following lemma shows that in the limit, the
boundary is flat in x2, · · · , xn−1.
Lemma 5.5. For any sub-sequence of h → 0, assume Ωh converges in the sense of Hausdorff
to a convex domain Ω0. Then Ω0 = Rn−2 × ω0, where ω0 is a convex set in the 2-dim space
span{e1, en}.
Proof. By the global C1,δ regularity [5], we have dn ≥ h
1
1+δ for some δ > 0, where dn = dn;h is
given before (5.19). By (5.6), we have Sch;1,0[u] = S
c
h;1 ∩ {xn = 0} ⊂ B
′
h1/2−ε
(0). Hence by the
C1,1 regularity of the boundary ∂Ω, the height of Sch;1[u] ∩ ∂Ω satisfies
d′n;h =: sup{en · x : x ∈ S
c
h;1[u] ∩ ∂Ω} ≤ Ch
1−2ε.
When 0 < ε < δ/4, we find that
d′
n;h1−δ/2
dn;h
→ 0 as h→ 0.
Note that by (5.6), diam(Sch;1[u]) = o(1)diam(S
c
h1−δ/2;1
[u]) when h → 0. The above formula
implies that ∂Ω ∩ Sc
h1−δ/2;1
[u] is becoming flat and its limit is the (n − 2)-dimensional plane
span(e2, · · · , en−1). Namely ∂Ω ∩BR(0) ∩ {x1 = 0} becomes flat as h→ 0, ∀R > 0.
It is well known that if a convex set G contains a straight line ℓ, then G can be expressed as
a product G = G′ × ℓ. The lemma is proved. 
Denote T ∗ = 1h(T
′)−1 the corresponding affine transformation for v, and denote Ω∗h =
T ∗(Ω∗), vh(y) =
1
hv((T
∗)−1(y)). Applying Lemma 5.5 to v, we see that Ω∗h converges to a convex
domain Ω∗0 = R
n−2×ω∗0, and ω
∗
0 ⊂ span{e1, en}. Locally near the origin, ∂Ω0 = {xn = ρ0(x1)}
for x1 ≥ 0 and ∂Ω
∗
0 = {y1 = ρ
∗
0(yn)} for yn < 0, where ρ0, ρ
∗
0 are convex functions (see Remark
4.2).
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5.2. Smooth approximation. Similarly to the two-dimensional case in §4.3, a smooth ap-
proximation sequence can be constructed following the obliqueness in Lemma 5.8 (an analogue
of Lemma 4.3).
Lemma 5.6. There exists a smooth sequence {uk, ∂Ωk, ∂Ω
∗
k} converging locally to {u0, ∂Ω0, ∂Ω
∗
0}
near the origin, so that for each k, ∂Ωk, ∂Ω
∗
k are locally flat in x
′′ = (x2, · · · , xn−1) near the
origin. To be specific, there exists a smooth sequence {ρk, ρ
∗
k} converging to {ρ0, ρ
∗
0} such that
for each k, ρk, ρ
∗
k are uniformly convex, and locally near the origin
(5.25) ∂Ωk = {xn = ρk(x1)}, and ∂Ω
∗
k = {y1 = ρ
∗
k(yn)}.
Similarly to Lemma 4.3, the sequence also satisfies that:
(i) for any δ > 0 small, we have
(5.26) νk(x) · ν
∗
k(Duk(x)) > 0,
for all x ∈ ∂Ωk with x1 > δ, provided k is sufficiently large;
(ii) and moreover, for any δ > 0 small, uk is smooth up to the boundary in a neighbourhood
of ∂Ωk ∩ {x1 > δ}, provided k is sufficiently large, and uk converges to u0 as k →∞.
Proof. The proof follows the same lines as that of Lemma 4.3. Let ρk, ρ
∗
k be smooth, uniformly
convex functions converging to ρ0, ρ
∗
0, respectively. Let Ωk,Ω
∗
k be two smooth domains con-
structed by (5.25). Let uk be the potential function of the optimal mapping from (Ωk, 1) to
(Ω∗k,
|Ωk|
|Ω∗k|
), which satisfies the Monge-Ampe`re equation with a constant RHS. The proof of con-
clusion (i) is postponed to Lemma 5.8, and from there the conclusion (ii) follows naturally in
the spirit of obliqueness implies smoothness as in Lemma 4.3. Consequently, we have a smooth
sequence {uk} converging to u0 as k →∞. 
It remains to prove the obliqueness (5.26), which was used in the above approximation. For
simplicity, we will write {uk, ρk,Ωk} as {u, ρ,Ω} by dropping the subscript k in the subsequent
context. From Lemmas 5.2 and 5.3, we have the following estimate, which will be used in the
proof of Lemma 5.8.
Lemma 5.7. For any x = (t, x′′, ρ(t)) ∈ ∂Ω with |t| ≤ |x′′|2/3, we have
(5.27) u(x) ≈ |x′′|2.
Proof. Since the boundary ∂Ω is flat in x′′ = (x2, · · · , xn−1), and ρ is smooth and uniformly
convex, we can choose ε = 0 in Lemmas 5.2 and 5.3 (similarly as in Corollary 3.1). As a result,
we have
C−1Q ⊂ Sch[u] ⊂ CQ, where Q := [−q˜1, q˜1]×Bh1/2 × [−dn, dn],
where q˜, dn are defined in (5.18), (5.20) respectively. Since ρ is smooth and uniformly convex
in x1, we have
C1q˜
2
1 ≥ dn ≥ q˜n ≥ C2q˜
2
1.
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By the fact that |Sch[u]| ≈ h
n/2, we then have q˜1 ≈ h
1/3. Hence, when x = (t, x′′, ρ(t)) ∈ ∂Ω
with |t| ≤ |x′′|2/3, we obtain (5.27). 
Lemma 5.8. Let Ω = Rn−2 × ω, Ω∗ = Rn−2 × ω∗, where ω, ω∗ are two smooth, uniformly
convex domains in span{e1, en}. If f is a positive constant, then ν(x) · ν
∗(Du(x)) > 0 for
x ∈ ∂Ω.
Proof. Suppose to the contrary that ν(0) · ν(Du(0)) = 0 at 0 ∈ ∂Ω. By subtracting a linear
function we may assume that Du(0) = 0, and locally near the origin, ∂Ω = {xn = ρ(x1)} and
∂Ω∗ = {x1 = ρ
∗(xn)}, where ρ, ρ
∗ are smooth, uniformly convex, and ρ ≥ 0, ρ∗ ≥ 0.
Consider the restriction of ∂Ω in span{e1, en}. For a boundary point p = (t, 0, · · · , 0, ρ(t))
∈ ∂Ω and h = u(p), denote by η the unit inner normal of Sh[u] at p, and η
′ the projection of
η on span{e1, en}. Denote by ν the unit inner normal of ∂Ω at p, and α the angle between η
′
and ν (see Figure 3). By the strict convexity of u and the proof of Lemma 4.3, there exists a
small t0 > 0 such that α > 0 at p0 = (t0, 0, ρ(t0)), which implies the obliqueness holds at p0.
Hence by the global C1,δ regularity, there is a small constant ǫ0 > 0 such that
ν(p) · ν∗(Du(p)) > 0 ∀ p = (t, p′′, ρ(t)) with t ∈ (t0 − ǫ0, t0) and |p
′′| ≤ ǫ0.
For any t ∈ (0, t0), denote
Ct =
{
(x1, x
′′, 0) : t < x1 < t0, |x
′′| < ǫ0(x1 − t)
}
,
which is a round open cone in the hyperplane {xn = 0} with vertex at (t, 0, 0) and base on the
disk {(t0, x
′′, 0) : |x′′| ≤ ǫ0(t0 − t)}. Let
t˜ = inf {t : the obliqueness holds ∀ p ∈ ∂Ω, provided (p− pnen) ∈ Ct} ,
where p − pnen is the projection of p on the plane {xn = 0}. Obviously t˜ ≥ 0, and there is
a point (x˜1, x˜
′′, 0) ∈ ∂Ct˜, with x˜1 < t0, such that the obliqueness fails at (x˜1, x˜
′′, ρ(x˜1)) but it
holds in the cone {(x1, x
′′, ρ(x1)) : (x1, x
′′, 0) ∈ Ct˜}.
Therefore, by a translation of coordinates, we may assume that the obliqueness fails at the
origin but it holds for all x ∈ ∂Ω whose projection (x− xnen) ∈ C0, where C0 = Ct | t=0 was the
cone defined above.
Now, we introduce the auxiliary function
(5.28) w = u1 +K(u−
n
2
x1u1),
where K is a large constant to be determined. Let w be the function given
(5.29) w(t) = inf{w(t, x2, · · · , xn) : (t, x2, · · · , xn) ∈ Ω}
for t > 0 small. We claim that the infimum in (5.29) cannot be attained on the boundary ∂Ω
for t > 0 small.
Indeed, for any given t ∈ (0, t0), let us denote
∂Ω ∩ {x1 = t} = ∂in(t) ∪ ∂out(t),
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where ∂in(t) contains the boundary points x ∈ ∂Ω whose projection (x − xnen) ∈ C0, and
∂out(t) = ∂Ω ∩ {x1 = t} − ∂in(t).
By our choice of the cone C0, the obliqueness holds at all points x ∈ ∂in(t). Hence u is
smooth up to the boundary ∂in(t). Similarly to Lemma 4.4 and Corollary 4.4, we then infer
that u1n < 0 and wn < 0 on ∂in(t). Hence the infimum in (5.29) cannot be attained on ∂in(t).
Next we show that the infimum cannot be attained on ∂out(t) either. For each t > 0 small,
by Lemma 5.3 we have u(t, 0, ρ(t)) ≤ Ct3. Hence similarly to (5.12) we have
(5.30) w(t, 0, ρ(t)) ≤ Ct2 +Kt3.
Therefore it suffices to prove
(5.31) w(x) > 2Ct2 ∀ x ∈ ∂out(t),
from which our claim follows for sufficiently small t > 0.
For any point x = (t, x′′, ρ(t)) ∈ ∂out(t), we have |x
′′| > tε0. Hence by (5.27), we have
u(x) ≥ ε20t
2. Note that u1 ≥ 0. Hence (5.31) holds if K is chosen sufficiently large.
Once the Claim is proved, we can show that w is concave and reach a contradiction by the
argument similar as in §4.4. The proof of Lemma 5.8 is finished. 
Finally, we can complete the proof of Lemma 1.1 in higher dimensions.
Proof of Lemma 1.1. The contradiction is actually derived along the smooth approximation
sequence for k sufficiently large. As remarked in the case of dimension two, Duk(0) 6= 0
in general. Let ak ≥ 0 and ak → 0 as k → ∞, such that ∂xnuk(ak, x
′′, ρk(ak)) ≤ 0, provided
(ak, x
′′, ρk(ak)) ∈ ∂Ωk. Again, for simplicity we write {uk, ak, ρk,Ωk} as {u, a, ρ,Ω} by dropping
the subscript k in the following proof.
Now, we can prove Lemma 1.1 in a similar way as in §4, which is outlined as follows:
(i) By the computation as in Lemma 4.4, we have
(5.32) u1n(x) < 0 ∀ x ∈ ∂Ω ∩ {x1 > a}.
(ii) Define the auxiliary function
w(x) := u1 + u−
n
2
x1u1,
that satisifes
U ijDijw = 0,
where {U ij} is the cofactor matrix of D2u.
(iii) By (5.32), similarly to Corollary 4.4, we see that for any given t > a small, the function
w(t, ·) has an interior local minimum. Hence we can define
(5.33) w(t) = inf{w(t, x2, · · · , xn) : (t, x2, · · · , xn) ∈ Ω}
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for t > a small. Note that by (5.32), the infimum cannot be attained on the boundary
∂Ω.
(iv) Similarly to Lemma 4.5, we can prove that w is concave in (a, r0), where r0 is a constant.
(v) By letting k →∞, we have now obtained the function w which satisfies
a) w ≥ 0, and w(t)→ 0 as t→ 0.
b) w is concave.
c) w(t) ≤ Ct2−ε for t > 0 small (by (5.12)).
Therefore w ≡ 0, and we reach a contradiction. This competes the proof of Lemma 1.1.

6. Proof of Theorems 1.1 and 1.2
In this section we prove Theorems 1.1 and 1.2, namely the global C2,α and W 2,p estimates
for the problem (1.1), (1.2). In [7], Caffarelli established the global C2,α
′
estimate for some
α′ ∈ (0, α). We found that the exponent α′ can be improved to α, using the global C2,α
estimate for the Dirichlet problem in [30, 26]. But later we found a direct proof, which is given
below. By this proof we also obtain the continuity of D2u for Dini continuous and positive f .
Assume that 0 ∈ ∂Ω, u(0) = 0 and Du(0) = 0 ∈ ∂Ω∗. By the uniform obliqueness (1.5) and
a linear transform of the coordinates, we may assume that locally
∂Ω = {xn = ρ(x
′)},
∂Ω∗ = {yn = ρ
∗(y′)},
where ρ, ρ∗ ∈ C1,1 satisfying ρ, ρ∗ ≥ 0 and ρ(0) = ρ∗(0) = 0. Note that this expression implies
that uxn > 0 in Ω.
Extending u to Rn as at the beginning of Section 2. Denote
(6.1) D+h,a = {x ∈ R
n : u(x) < h} ∩ {xn > a},
where a ≥ 0 is a small constant. Let ah be the smallest number such that D
+
h,ah
⊂ Ω, but
D+h,ah−ε * Ω for any ε > 0. One can see that ah → 0 as h→ 0. For simplicity, we denote D
+
h,ah
by D+h .
Let D−h be the reflection of D
+
h with respect to the plane {xn = ah}, and Dh := D
+
h ∪D
−
h .
Since Dnu ≥ 0, the domain Dh is convex. Moreover, Dh shrinks to the origin as h→ 0.
Lemma 6.1. The shape of Dh is close to a ball of radius h
1/2, in the sense that
(6.2) B
C−1h
1
2+ǫ
(xh) ⊂ Dh ⊂ B
Ch
1
2−ǫ
(xh),
for any given small ǫ > 0, where the centre xh = ahen.
Proof. First we show the centred sub-level set Sch[u] is close to a ball of radius h
1/2, namely
(6.3) B
C−1h
1
2+ǫ
(0) ⊂ Sch[u] ⊂ BCh
1
2−ǫ
(0),
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for any small ǫ > 0. Indeed, from Lemma 3.1,
(6.4) B
C−1h
1
2+ǫ
(0) ∩ {xn = 0} ⊂ S
c
h[u] ∩ {xn = 0}
for any small ǫ > 0. Similarly, this also holds for centred sub-level sets Sch[v], for the dual
potential v.
Let e′ be a unit tangential vector with e′ ⊥ en, and let t > 0 such that te
′ ∈ ∂Sch[v]. Applying
(6.4) to v, we have t ≥ Ch
1
2
+ǫ. For any x ∈ Sch[u], from (2.14)
(6.5) |x · e′| ≤ C
h
t
≤ Ch
1
2
−ǫ,
which implies that Sch[u] is contained in a vertical cylinder centred at the origin with radius
r′ ≤ Ch
1
2
−ǫ, for any given small ǫ > 0. Hence we have proved that
B
C−1h
1
2+ǫ
(0) ⊂ Sch[u] ∩ {xn = 0} ⊂ BCh
1
2−ǫ
(0).
Let rnen ∈ ∂S
c
h[u] and let S
′
h[u] be the projection of S
c
h[u] on {xn = 0}. By the convexity of
u and noticing that un ≥ 0,
rn|S
′
h[u]| = CVol(S
c
h[u]) = Ch
n
2 ,
where for the last equality we use (2.11). By (6.5), |S′h[u]| ≤ Ch
(n−1)( 1
2
−ǫ), and thus we obtain
(6.6) rn ≥ Ch
1
2
+ǫ,
for a different small ǫ > 0. (6.6) is also true for the dual centred sub-level set Sch[v]. By (6.4),
we have, similarly to (6.5),
(6.7) |x · en| ≤ Ch
1
2
−ǫ ∀ x ∈ Sch[u].
Combining (6.4)–(6.7) we obtain (6.3).
Next we show that there exist two constants b1, b2, independent of u and h, such that
(6.8) Sc,+b1h ⊂ D
+
h,0 ⊂ S
c,+
b2h
,
where Sc,+h = S
c
h[u] ∩ {xn > 0}, and D
+
h,0 is given in (6.1). The first inclusion can be proved
similarly as that of (2.6). Indeed, for any x ∈ ∂Sch ∩ {xn = 0}, by (6.3) and since ∂Ω ∈ C
1,1,
we have dist(x, ∂Sch ∩ Ω) ≤ Ch
1−ǫ. By (6.3) we also have |Du| ≤ Ch
1
2
−ǫ in Sch. Hence
u(x) ≥ Ch ∀ x ∈ ∂Sch ∩ {xn = 0}
and (6.8) follows. The second inclusion of (6.8) also follows from (2.6).
We are ready to prove (6.2). Combining (6.3) and (6.8), there exists a constant C independent
of u and h such that
(6.9) B
C−1h
1
2+ǫ
(0) ∩ {xn > 0} ⊂ D
+
h,0 ⊂ BCh
1
2−ǫ
(0) ∩ {xn > 0},
for any given small ǫ > 0. Since ∂Ω ∈ C1,1, by the definition of ah (after (6.1)), one has
ah < Ch
1−ǫ, for some ǫ > 0 as small as we want. Recall that Dh = D
+
h,ah
∪D−h,ah and D
−
h,ah
is
an even extension of D+h,ah with respect to {xn = ah}. We obtain (6.2) from (6.9). 
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By (6.2), we infer that
Corollary 6.1. For any given small ε > 0, u ∈ C1,1−ε(Ω).
From the above C1,α regularity for all α < 1, we can prove the global W 2,p regularity
(Theorem 1.2). As mentioned in the introduction, the global W 2,p estimate for the problem
(1.1)–(1.2) was obtained in [10], using the estimates of Caffarelli in [7]. Hence the domains are
the uniform convexity with C2 boundaries in [10]. By our estimates above, we can remove the
uniform convexity condition and reduce the smoothness assumption on domains.
Proof of Theorem 1.2. The proof is based on the estimate (6.2) and uses the argument of Savin
[27], see also [10]. For completeness, let us outline the main steps. Given x ∈ Ω, let h¯x be the
maximal value of h such that Sh[u](x) ⊂ Ω, i.e.
h¯x := max{h ≥ 0 : Sh(x) ⊂ Ω}.
Let T be a unimodular linear transform such that T (Sh¯x [u](x)) ∼ Bh¯1/2x
. By (6.2), one has
‖T‖, ‖T−1‖ . h¯−εx , for any small ε > 0. Hence, when h¯x is small
(6.10) Sh¯x [u](x) ⊂ DCh¯1/2x
:= {z ∈ Ω : dist(z, ∂Ω) ≤ Ch¯1/2−εx },
for any small ε > 0.
By subtracting a linear function we may assume that x = 0, u(0) = 0 and Du(0) = 0. Let
u˜(x) =
1
h¯
u(h¯1/2T−1x),
where x ∈ S˜1(0) = h¯
−1/2T (Sh¯(0)). The interiorW
2,p estimate for u˜ in S˜1(0) gives
∫
S˜1/2(0)
‖D2u˜‖pdx ≤
C; hence by rescaling
(6.11)
∫
Sh¯/2(0)
‖D2u‖p dx =
∫
S˜1/2(0)
‖T ′D2u˜T‖ph¯n/2 dx ≤ Ch¯
n
2
−2εp.
From Vitali covering lemma, there exists a sequence of disjoint sub-level sets {Sδh¯i(xi)},
h¯i = h¯xi such that Ω ⊂
⋃∞
i=1 Sh¯i/2(xi), where δ > 0 is a small universal constant, (see [27,
Lemma 2.3]). Then ∫
Ω
‖D2u‖p dx ≤
∑
i
∫
Sh¯i/2
(xi)
‖D2u‖p dx.
Note that it suffices to consider those h¯i ≤ c1 for a small constant c1 > 0. We can adopt the
argument of Savin [27]: Consider the family Fd of those Sh¯i/2(xi) satisfying
d/2 < h¯i ≤ d
for a constant d ≤ c1. By (6.11) and (2.12)∫
Sh¯i/2
(xi)
‖D2u‖p dx ≤ Cd−2εp|Sδh¯i(xi)|.
GLOBAL REGULARITY FOR THE MONGE-AMPE`RE EQUATION 35
By (6.10) and Vitali covering lemma, Sδh¯i(xi) ⊂ DCd1/2−ε and are disjoint. Hence, we have∑
i∈Fd
∫
Sh¯i/2
(xi)
‖D2u‖p dx ≤ Cd
1
2
−ε−2εp ≤ Cd
1
2
−3εp.
Let d = c12
−k, k = 0, 1, 2, · · · , and by adding the sequence of inequalities, we obtain∫
Ω
‖D2u‖p dx ≤ C + C1
∞∑
k=0
2−k(
1
2
−3εp).
For any p ≥ 1, as ε is arbitrarily small so that 3εp < 14 , therefore the series is convergent. 
Now we continue with the proof of global C2,α estimate. Let w be the solution of
detD2w = 1 in Dh,
w = h on ∂Dh.
Denote by u˜ the even extension of u with respect to {xn = 0}, namely
u˜(x′, xn) =
{
u(x′, xn) if xn ≥ 0,
u(x′,−xn) if xn < 0.
For simplicity, we still denote u˜ by u. The following lemma gives an estimate on the difference
between the “original” solution u and the “good” solution w.
Lemma 6.2. Assume |f − 1| ≤ hδ in Dh for some δ ∈ (0, 1/2). We have
(6.12) |u− w| ≤ Ch1+δ in Dh ∩ Ω,
where the constant C is independent of h, δ.
Proof. Divide ∂D+h = C1 ∪ C2 into two parts, where C1 ⊂ {xn > ah} and C2 ⊂ {xn = ah}. On
C1 we have u = w. On C2, by symmetry we have Dnw = 0. As ah < Ch
1−ǫ, by Corollary 6.1
we have 0 ≤ Dnu ≤ C1h
1−ǫ on C2, for any given small ǫ > 0.
Let
wˆ = (1− hδ)1/nw − (1− hδ)1/nh+ h.
Then
detD2wˆ ≤ detD2u in D+h ,
wˆ = u = h on C1,
Dnwˆ = 0 < Dnu on C2.
By comparison principle we have wˆ ≥ u in D+h .
On the other hand, let
wˇ = (1 + hδ)1/nw − (1 + hδ)1/nh+ h+ C1(xn − Ch
1/2−ǫ)h1−ǫ.
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Then
detD2wˇ ≥ detD2u in D+h ,
wˇ ≤ u = h on C1,
Dnwˇ = C1h
1−ǫ > Dnu on C2.
Hence by comparison principle, wˇ ≤ u in D+h .
Since h > 0 is small, δ < 1/2, and ǫ > 0 is small, we obtain
(6.13) |u− w| ≤ Ch1+δ in D+h .
Next, we estimate |u−w| in D−h ∩ Ω. For x = (x
′, xn) ∈ D
−
h ∩ Ω, let z = (x
′, 2ah−xn) ∈ D
+
h .
Then |x− z| ≤ Ch1−ǫ. From (6.13), |u(z)−w(z)| ≤ Ch1+δ. Since w is symmetric with respect
to {xn = ah}, we have w(x) = w(z). Since u ∈ C
1,1−ǫ(Ω), we obtain
|u(x) − u(z)| ≤ ‖Du‖L∞(Dh)|x− z| ≤ Ch
3/2−ǫ.
Therefore, as δ < 1/2 is a given constant
|u(x)− w(x)| ≤ |u(x)− u(z)|+ |u(z) − w(z)| ≤ Ch1+δ.
Combining with (6.13) we thus obtain the desired L∞ estimate
(6.14) |u− w| ≤ Ch1+δ in Dh ∩ Ω.

We are now in position to prove the global C2,α estimate. We will adopt the argument in
[20]. Note that when f is Ho¨lder continuous with exponent α ∈ (0, 1) and f(0) = 1, from
Lemma 6.1 the oscillation
(6.15) ωf (h) := sup
Dh
|f − 1| ≤ Chδ,
for some
(6.16) δ ≥ α/2 − ε,
where ε > 0 is a small constant arising in (6.2). We point out that if ε = 0 in (6.2), then
δ = α/2. We first quote two lemmas from [20].
Lemma 6.3. Let u ∈ C2 be a convex solution of detD2u = 1 in Ω, vanishing on ∂Ω. Suppose
u attains its minimum at the origin, and |D2u(0)| ≤ C0 for some universal constant C0 > 0.
Then the domain Ω is of good shape.
Lemma 6.4. Let ui, i = 1, 2, be two convex solutions of detD
2u = 1 in B1(0). Suppose
‖ui‖C4 ≤ C0. Then if |u1 − u2| ≤ δ in B1(0) for some constant δ > 0, we have, for 1 ≤ k ≤ 3,
|Dk(u1 − u2)| ≤ Cδ in B1/2.
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Proof of Theorem 1.1. We sketch the proof here as it is similar to that in [20]. Denote
(6.17) ω(h) = ωf (h), ωk := ω(4
−k).
Choose a sufficiently small initial height h0 > 0, and normalise Dh0 such that D1 ∼ B1(0).
Define
(6.18) Dk := D4−k , fk := inf
Dk∩Ω
f > 0.
Let uk, k = 0, 1, · · · , be the convex solution of
detD2uk = fk in Dk,(6.19)
uk = 4
−k on ∂Dk.
When k = 0, since initially D1 has a good shape, by interior regularity [17],
‖u0‖C4(D3/4) ≤ C.
From Lemma 6.2,
sup
D0∩Ω
|u− u0| ≤ ω0,
which implies that D1 has a good shape, and thus
‖u1‖C4(D3/16) ≤ C.
Hence, from Lemma 6.4
(6.20) |D2u0(x)−D
2u1(x)| ≤ Cω0,
for x ∈ D1/16, where 1 ≤ k ≤ 3. By Lemma 6.3, this estimate then implies that D2 has a good
shape.
By induction and (6.12), we obtain
(6.21) |D2uk(x)−D
2uk+1(x)| ≤ Cωk,
for x ∈ Dk+2.
Therefore, for any given point z ∈ Ω near the origin such that 4−k−4 ≤ u(z) ≤ 4−k−3,
|D2u(z) −D2u(0)| ≤ I1 + I2 + I3 :=
|D2uk(z)−D
2uk(0)| + |D
2uk(0)−D
2u(0)| + |D2u(z) −D2uk(z)|.
(6.22)
By (6.21),
(6.23) I2 ≤ C
∞∑
j=k
ωj ≤ C
∫ |z|
0
ω(r)
r
.
Similarly to (6.23), as in [20] one can derive that
(6.24) I3 ≤ C
∫ |z|
0
ω(r)
r
.
To estimate I1, denote hj = uj − uj−1. By Lemma 6.4,∣∣D2hj(z)−D2hj(0)∣∣ ≤ C2jωj|z|.
38 S. CHEN, J. LIU, AND X.-J. WANG
Hence
I1 ≤ |D
2u0(z)−D
2u0(0)|+
k∑
j=1
|D2hj(z)−D
2hj(0)|
≤ C|z|
(
1 +
∫ 1
|z|
ω(r)
r2
)
.
(6.25)
Since f is Ho¨lder continuous with exponent α, inserting (6.23)–(6.25) into (6.22) we obtain the
Ho¨lder continuity at the origin, namely for any point z near the origin,
(6.26) |D2u(z)−D2u(0)| ≤ C|z|α.
In (6.26), we obtained the Ho¨lder continuity of D2u at the boundary. If two points x, y ∈ Ω
are both interior points, let xˆ, yˆ ∈ ∂Ω be the closest points to x, y, respectively. In the case
|x− y| ≥ δ0
(
dist(x, ∂Ω) + dist(y, ∂Ω)
)
for some constant δ0 > 0, by (6.26) we have
|D2u(x)−D2u(y)| ≤ |D2u(x)−D2u(xˆ)|
+ |D2u(xˆ)−D2u(yˆ)|+ |D2u(yˆ)−D2u(y)| ≤ C|x− y|α.
Otherwise, the estimate for |D2u(x) − D2u(y)| has been established in [4, 20] for the interior
C2,α regularity.
We have proved the global C2,α−ε regularity for problem (1.1), (1.2). To remove the small
constant ε, observe that once the second derivatives are uniformly bounded, the inclusions (6.2)
holds for ε = 0. Therefore (6.16) can be improved to δ = α/2. Repeating the above argument,
we then obtain the global C2,α regularity for problem (1.1), (1.2). 
Remark 6.1. The above argument also implies that if f is Dini continuous, that is if∫ 1
0
ωf (t)
t
dt <∞,
where ω(t) = sup{|f(x) − f(y)| : |x − y| < t}, then the integrals in (6.23) and (6.25) are
convergent. Hence D2u is positive definite and continuous up to the boundary. Therefore we
have proved the following result.
Theorem 6.1. Assume that Ω and Ω∗ are bounded convex domains in Rn with C1,1 boundaries,
and assume that f is positive and Dini continuous. Then the second derivatives of the solution
u to the problem (1.1) and (1.2) are continuous in Ω.
Remark 6.2. Checking the proof of the uniform density (Lemma 2.3), the tangential C1,α
regularity (Lemma 3.1), the uniform obliqueness (Lemma 1.1), we find that the C1,1 regularity
of the boundaries ∂Ω and ∂Ω∗ can be weakened to C1,1−θ for some θ > 0 depending on
the constant δ, provided u is globally C1,δ smooth [5]. Therefore our main result, Theorem
1.1, holds for C1,1−θ convex domains Ω,Ω∗. In particular, we prove that it suffices to assume
∂Ω, ∂Ω∗ ∈ C1,α in dimension two [11]. When f ≡ 1, very recently Savin and Yu [28] obtained the
global W 2,p estimate for arbitrary bounded convex domains Ω,Ω∗ ⊂ R2. In general dimensions,
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it may be possible to relax the C1,1 regularity of the boundaries to C1,α. Indeed, if one can
manage this relaxation for the uniform density estimate and the tangential C1,1−ε estimate (for
all ε > 0), then our method for the uniform obliqueness can be applied.
Remark 6.3. From [23, §7.3] it is known that for arbitrary positive and smooth functions f , the
convexity of domains is necessary for the global C1 regularity. However, for a fixed function
f > 0, by Theorem 1.1 and a perturbation argument, we can prove that [12] the solution is
smooth up to the boundary, if the domains Ω and Ω∗ are smooth perturbations of convex ones,
even though they are not convex themselves.
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