In this paper, the time dynamics of the daily means of wind speed measured 
Introduction
Wind power is widely produced with little environmental pollution [1] . In fact, it has been gaining a growing attention in the renewable energy context, because it substitutes conventional fuels, playing thus a major role in the future energy production [2] . Wind power can be efficiently produced (the total wind capacity of the world increased by more than 10% between 2013 and 2015 [3] ) with a modest environmental impact and becomes very competitive from an economic viewpoint [1] .
In mountainous regions like the Alps, the wind speed is highly variable in time as well as in space. Topography significantly influences the time dynamics of wind speed [4, 5] . Orographic features like ridge crests, deep valleys, or other rough landscapes can induce changes on boundary layer flows [6] . The Alps are featured by several locally varying climatic phenomena, natural channeling effects, and thermally induced circulations that characterize, for instance, wind speed as very high at one location but very low in a near valley, making the spatial interpolation of wind speed an arduous task due to the large variability within small areas [7] . The investigation of wind speed within the atmospheric boundary layer is always challenging, because its large fluctuations and nonlinearity make the space-time variability high [6] . Nevertheless, recently the influence of topography on surface wind speed was investigated and a subgrid parameterization of the unresolved topographic impact was developed together with a statistical downscaling method of coarse-scale wind speed to finer scales [8] . Additionally, modeling wind speed and its regionalization is not easy [9] , mainly because many turbulence effects and roughness factors are present [10] .
Several investigations on wind speed measured over the territory of Switzerland have been carried out [11, 12] . Etienne et al. [6] applied the Generalized Additive Models (GAMs) to regionalize wind speeds recorded at Swiss weather stations by using physiographic parameters. They provided reliable wind predictions based on the 98th percentile of the daily maximum wind speed, and found that wind speed depends on elevation and roughness of the mountains. Jungo et al. [12] applied the Principal Component Analysis (PCA) and the Cluster Analysis (CA) to several Swiss meteorological stations, obtaining clusters of stations, with the spatial distribution depending on the complexity of terrain.
Weber and Furger [13] performed an automated classification algorithm for one year wind data and found sixteen different near-surface wind flow patterns, which can have complex structures, like large-scale winds and locally forced wind systems interplay. Robert et al. [14] applied General Regression Neural Networks (GRNN) to interpolate monthly wind speed in complex Alpine orography, using some Swiss meteorological network data as training data to obtain a relationship between topography and wind speed. Telesca et al. [15] The FS method is a statistical time series analysis tool, used to explore the dynamics of complex nonstationary time series, and is based on the joint calculations of two parameters: the Fisher information and the Shannon entropy, both quantifying the information content of a signal, in terms of organization and order [16] . The data provided by MeteoSwiss were already used to investigate the multifractality of wind speed during the same investigation period [18] . Due to the presence of the 24-hour and 12-hour cycles, the daily means of wind speed are analyzed [15] . Fig. 2 shows an example of some wind speed series measured by the IMIS network.
Data and exploratory analysis
For all wind speed series of each network, we identified the distribution, which better fits the measured data, among the three ones that are traditionally used to model wind speed. Table 1 shows for each distribution its probability density function and the corresponding parameters.
To this aim, we used the following Kullback-Leibler divergence (KL), a well-known quantity to evaluate the "similarity" between two distributions with density functions p(x) and q(x), respectively [22] :
The reader can refer to [23, 24] for more details.
In this paper, we just calculate the KL divergence between the proposed probability distributions (Table 1 ) and the empirical distribution of wind speed data from the IMIS network, since the KL divergence for the SwissMetNet data was already performed in [18] and results are summarized in Fig. 3 . The KL divergence for the IMIS network is shown in Fig. 4 . Similarly to SwissMetNet data, the IMIS network GEV distribution seems to fit the daily wind speed
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Due to the presence of the cycles in the wind speed, we applied to each series the Seasonal and Trend decomposition based on the Loess smoother (STL) [25] , which decomposed each wind speed series into trend (T i ), seasonal (S i ) and remainder (R i ) components. For our study, only the remainder components are investigated. The STL decomposition, by using the stl function of the "stats" R library [26] , was performed. The STL decomposition is known to be robust for handling extreme values and outliers. Further, each daily value of the seasonal component is calculated as the calendar mean (for instance, the value of the seasonal component at 1st January is the mean of the yearly values at 1st January of the time series). For more theoretical details on the procedures of the STL decomposition, the reader can refer to [25] . geophysical and environmental processes [31] [32] [33] . Also, it was shown that FIM could be a promising tool for recognizing precursory signs of critical phenomena in geophysical processes [34, 35] .
Let us indicate with f (x) the density of x; then, its FIM I is given by
while its Shannon entropy is defined as [28] :
An equivalent form of the Shannon entropy is the Shannon entropy power N X , given by :
The calculation of the FIM and the Shannon entropy requires an estimate of the density f (x) (pdf). It was recently demonstrated in [36] that the kernelbased approach [37, 38] to estimate the density f (x) performes better than the discrete-based approach [39] . By using the kernel density estimator technique, the density f (x) is approximated bŷ
with b the bandwidth, M the length of the series and K(u) the kernel function, which is a continuous non-negative function, symmetric about zero, satisfying the following two constrains
The pdf f (x) is estimated by combining the algorithms proposed in [40] and [41] , which employs a Gaussian kernel with zero mean and unit variancê
Results
For each remainder of wind speed daily means of both networks, the Fisher information measure and the Shannon entropy power were calculated. Fig. 6 shows the Fisher-Shannon information plane for the wind speed data, where each point represents a station (circle for the SwissMetNet network and triangle for the IMIS network), and the color of each symbol changes with the elevation of the station above sea level. Fig. 7 shows the Fisher-Shannon information plane for the same wind speed data, but the color of each symbol changes with the slope of the measuring sites. It is clearly visible that both the elevation and slope play a key role in determining the time dynamics of wind speed, which seems to be characterized by more disorder as soon as the elevation as well as the slope increases (in fact the FIM of wind speed decreases with the elevation and slope, while the Shannon entropy power increases with them).
We mapped the spatial distribution of the FIM and that of the Shannon entropy power of the wind speed on the territory of Switzerland, to identify any possible relationship with the topography. For this purpose, we use a well-known algorithm, called k−nearest neighbors (kN N ) [42] . Fig. 8 and Fig. 9 In order to evaluate whether or not the obtained spatial structure was due to chance, we mapped the spatial distribution of the Fisher-Shannon parameters after shuffling the stations. Fig. 10 and Fig. 11 show the maps for the shuffled stations. We see that there is no more structure, which means that the results shown in Fig. 8 and Fig. 9 are not due to chance.
Discussion and conclusions
The daily means of wind speed measured at a total of 293 different monitoring stations in Switzerland were investigated in terms of their order/organization properties by using the Fisher-Shannon method. The data were preliminarily filtered by means of the STL algorithm that decomposes a time series into trend, seasonal and remainder components.
Such pre-processing represents an important step in our analysis, since the presence of trends and seasonal components, whose amplitude and frequency could change over time, might bias the results obtained by applying the FS method. The STL permitted the extraction of the remainder of the wind speed, which is featured by intrinsic fluctuations that could be more probably induced by the complex topography of the Swiss territory.
Laib et al. [18] analyzed the multifractality of the remainder components of wind speed measured by SwissMetNet network and found that the width and the asymmetry of the multifractal spectrum (generally used to quantify the multifractality) showed a certain variability among the measuring sites, likely dependent on the morphology and complex topography of the Swiss territory.
In our study the Fisher-Shannon parameters seem to be spatially structured into two regions, one comprising the Alps and the other comprising the Plateau and the Jura range.
Although elevation represents an important factor that influences the time dynamics of the wind speed, leading to a larger disorder for wind speed measured at higher stations, topographic features specific to the measuring sites should also be taken into account. In this context, a slope related parameter used in Laib et al. [18] calculated for the stations of the SwissMetNet network the Hurst exponent and mapped it on the Swiss territory (Fig. 12 ). As it is clearly seen, wind speed takes on the higher values of the Hurst exponent (indicating higher persistence of the series) across the Jura range and the Plateau, while on the Alps, the Hurst exponent is lower and closer to the limit for randomness that is 0.5. The results that we have obtained by applying the FS method are, thus, consistent with those of Laib et al. [18] , since the loss of order in the Alps is in a good agreement with the closeness of the wind speed series to the randomness more than shown by wind speed measured on the Jura and Plateau.
The larger order found in wind speed measured in Jura and Plateau could also be put in relationship with the peculiar morphology of the area, which "canalizes" the air blowing from the north-east to the south-west, due to the reduced distance between the Alps and the Jura Range from east to west. This makes the structure of the time dynamics of the wind speed more ordered than that featuring wind speed measured at larger elevations on the Alps, where such "canalizing" effect does not exist.
Although the present work does not completely explain the complexity of the temporal variability of wind speed over the whole territory of Switzerland, it could contribute to a better characterization of wind speed and to a deeper comprehension of the mechanisms governing its dynamics. Percentile of elevation 
