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optimum because of the probabilistic nature of the ￿GA. It does
not guarantee that, for any particular realization of the noisy signal
r and any particular run of the ￿GA, convergence to an optimal
solution of the ML joint channel and data estimation can always be
ensured. In our simulation study, however, we have not encountered
a nonconvergent case.
Let CVA be the complexity of the VA required to decode a data
sequence of N samples, and let NVA be the total number of VA calls
required for the ￿GA algorithm to converge. The complexity of the
￿GA-based scheme is obviously NVA ￿ CVA. This is considerably
more than Seshadri’s algorithm. Our experimental results suggest that
a population size np of around 5￿na for the ￿GA implementation,
rather than np =5 , is appropriate for our application. This population
size is smaller than that used by the quantized channel algorithm
[11]. For 2-PAM problems, the quantized channel algorithm requires
a family of 2
n channel models. A straightforward application of
the quantized channel algorithm to M-PAM problems would require
a family of M
n channel models, which would be impractical
to compute for high-order M. Therefore, a reduced constellation
approach has to be adopted in order to maintain a family of 2
n
channel models. Our ￿GA-based method does not need to adopt a
reduced constellation approach.
V. SIMULATION STUDY
Computer simulation was conducted to test the proposed ￿GA
scheme using three channels taken from [17]. The impulse response
of these three channels is given by
Channel 1
Channel 2
Channel 3
a =[0:4070:8150:407]
T
a =[￿0:21￿0:500:720:360:21]
T
a =[0:2270:4600:6880:4600:227]
T (11)
respectively. In practice, the performance of the algorithm can only
be observed through the best estimated mean square error (MSE)
deﬁned by
MSE =
1
N
N
k=1
r(k) ￿
n ￿1
i=0
~ ai~ s(k ￿ i)
2
(12)
where ^ abest =[ ~ a 0~ a 1￿￿￿~ a n ￿1]
T is the most likely channel model
in the population, and ~ s =[ ~ s ( ￿ n a+2 )￿￿￿~ s(1)￿￿￿~ s(N)]
T is the
ML sequence associated with ^ abest. In simulation, the performance
of the algorithm can also be assessed by the mean tap error (MTE)
MTE = k￿^ a best ￿ ak
2: (13)
In (13), ￿^ abest is used if ^ abest converges to ￿a. Otherwise, ^ abest is
used. This is necessary as the most likely channel model can converge
to either a or ￿a.
Figs. 1–6 depict the MTE performance versus the number of VA
evaluations for the three channels in (11) with 2-PAM and 8-PAM
symbols and different noise levels, respectively. These results were
obtained assuming the correct channel length na and were averaged
over 100 different runs. Compared with the results of using the
quantized channel algorithm given in [11], our ￿GA scheme required
a smaller number of VA evaluations to achieve a same level of MTE
performance. The ﬁnal results obtained by the ￿GA method were
also more accurate, particularly for high-order PAM. Table I shows
the means and variances of the MSE and MTE over 100 runs for
channel 1. The convergence of our ￿GA scheme is consistent, as is
evident from the very small variances of the MSE and MTE.
Seshadri’s algorithm [10] is regarded as one of the best methods
for joint channel and data estimation. A performance compari-
son between our ￿GA method and Seshadri’s algorithm is not
Fig. 1. Mean tap error as a function of VA evaluations averaged over 100
different runs. Channel 1, 2-PAM and the number of data samples N =5 0 .
Fig. 2. Mean tap error as a function of VA evaluations averaged over 100
different runs. Channel 1, 8-PAM and the number of data samples N = 100.
Fig. 3. Mean tap error as a function of VA evaluations averaged over 100
different runs. Channel 2, 2-PAM and the number of data samples N = 100.
Fig. 4. Mean tap error as a function of VA evaluations averaged over 100
different runs. Channel 2, 8-PAM and the number of data samples N = 300.
straightforward as the former is a batch algorithm and the latter a
recursive algorithm. Nevertheless, we compare the accuracy of the
two methods. Tables II and III summarize the MTE performance
and the number of received data samples used for the two methods.
The results of Seshadri’s algorithm were estimated from the graphs
in [10], which were also obtained by averaging over 100 runs. Our
￿GA method is clearly much more accurate, particularly for high-