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We study a mobile facility routing and scheduling problem with stochastic demand. The probability distri-
bution of demand is assumed ambiguous, and only the mean and range are known. Therefore, we define a
distributionally robust mobile facility routing and scheduling (DMFRS) problem that seeks optimal routing
and scheduling decisions for a fleet of mobile facilities to minimize the fixed operation costs and worst-
case expected cost generated during the planning horizon. We take the worst-case over an ambiguity set
characterized through the known mean and range of random demand. We propose a decomposition-based
algorithm to solve DMFRS and derive lower bound and symmetry breaking inequalities to strengthen the
master problem and speed up the convergence of the algorithm. Our computational results demonstrate a
superior computational and operational performance of our DR approach over the stochastic programming
approach.
Key words : Facility locations; mobile facility; demand uncertainty; routing and scheduling; distributionally
robust optimization; mixed-integer programming
1. Introduction
A mobile facility (MF) is a facility capable of moving from one place to another, providing
real-time service to customers in the vicinity of its location when it is stationary (Halper
and Raghavan 2011). In this paper, we study a plain MF routing and scheduling problem
with stochastic demand first introduced by Lei et al. (2014). Specifically, we seek to find
the routes and time schedule for a fleet of MFs in a given service region over a specified
planning horizon. Customers demand for MF service are time-dependent and random. The
probability distribution of the demand in each period is unknown, and only the mean and
range of the demand are known. The quality of the MFs routing and scheduling decisions
is a function of the fixed operation costs, cost of assigning demands to the MFs (e.g.,
transportation, shipping), and cost of unsatisfied demand (e.g., outsourcing.).
The concept of MF was first introduced by Halper and Raghavan (2011) and is very
different than conventional static facility location (FL) problem and vehicle routing (VR)
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problems. In static FL problems, we usually consider facilities at fixed locations. Con-
ventional VR problems aims at handling the movement of items between facilities (e.g.,
depots) and customers. MF is a “facility-like-vehicle” that behaves in a way similar to
traditional facilities when they are stationary except that they can move from one place to
another if necessary (Lei et al. 2014). Thus, the most evident advantage of MF over fixed
facilities is their flexibility in moving to accommodate the change in the demand over time
and location (Halper and Raghavan 2011, Lei et al. 2014, 2016).
MFs are used in many applications ranging from cellular services to humanitarian relief
logistics. For example, light trucks with portable cellular stations can provide cellular
service in areas where existing cellular network of base stations temporarily fails (Halper
and Raghavan 2011). In humanitarian relief logistics, MFs give relief organizations the
ability to provide aid to populations dispersed in remote regions and dense urban areas.
Mobile clinics, for example, can travel to the heart of communities, both rural and urban,
and provide prevention and healthcare services (Ahmadi-Javid et al. 2017, Alexy and
Elnitsky 1996).
MF operators often seek a tactical plan, including the routes and time schedules of the
MF fleet, which reduces their fixed operating costs and maximizes the amount of satisfied
demand. The MF routing and scheduling problem (MFRSP) is a challenging optimization
problem for two primary reasons. First, customers demand in each period and at each
location is random and hard to predict in advance. Second, even in a perfect world in which
we know with certainty the amount of demand in each period, the deterministic MFRSP is
NP-hard as it is reduced to the classic FL problem (Halper and Raghavan 2011, Lei et al.
2014). Thus, the incorporation of demand variability makes the problem more challenging.
Lei et al. (2014) propose the first a priori two-stage stochastic optimization model (TSM)
for MFRSP, which seeks optimal routing and scheduling decisions to minimize the total
expected system-wide cost, where the expectation is taken with respect to a known prob-
ability distribution of customers’ demand. Although attractive, the applicability of the
TSM approach is limited to the case in which we know the distribution of the demand.
In reality, it is often difficult, if not impossible, to estimate the true distribution of the
demand accurately, especially when data is limited (Basciftci et al. 2019, Lei et al. 2016,
Liu et al. 2019). If we attempt to calibrate a TSM to a data sample from a biased distribu-
tion, then the resulting (optimistically biased) optimal decisions may have a disappointing
out-of-sample performance (Esfahani and Kuhn 2018).
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Distributionally robust optimization (DRO) is a viable alternative to the TSM approach
when the distribution of uncertain problem data is hard to characterize and so itself subject
to uncertainty. In DRO, we assume that the distribution of random parameters resides in a
so-called ambiguity set, and optimization is based on the worst-case distribution within this
set. The ambiguity set is a family of distributions characterized by some known properties
(e.g., mean and range) of the unknown distributions of random parameters.
In this paper, we define a distributionally robust mobile facility routing and scheduling
(DMFRS) problem under the same settings of Lei et al. (2014). DMFRS seeks optimal
routing and scheduling decisions for a fleet of MFs to minimize the fixed operating costs and
the worst-case expectation of (1) cost of assigning demands to MFs, and (2) a penalty cost
of unmet demand. We take the worst-case expectations over an ambiguity set characterized
by the known mean and range of random demand. We propose a decomposition-based
algorithm to solve DMFRS, which include valid lower bound inequalities in the master
problem. In addition, we derive a family of symmetry breaking inequalities, which break
symmetries in the solution space of the first-stage routing and scheduling decisions.
To analyze a DR approach for MFRS, we conduct computational experiments that give
insights into (1) how our DR approach performs computationally and operationally as
compared to the TSM approach, (2) efficiency of the symmetry breaking and lower bound
inequalities, and (3) value of considering the distributional ambiguity of random demand.
This paper is the first to analyze a DR approach for this specific MFRSP. We further
contribute with the first symmetry-breaking inequality for MFRSP, which are independent
of the method of modeling uncertainty and thus valid for the TSM and deterministic
formulation.
The remainder of the paper is structured as follows. In Section 2, we review the relevant
literature. In Section 3, we formally define DMFRS and its reformulation. In Section 4, we
present our DMFRS–decomposition algorithm and strategies to improve convergence. In
Section 5, we present our computational results. Finally, we draw conclusions and discuss
future directions in Section 6.
2. Relevant Literature
There is limited literature on mobile facilities as compared to stationary facilities. However,
as pointed out by Lei et al. (2014), MFRSP share some features with several well-studied
Shehadeh, K.S.: A distributionally robust optimization approach for a stochastic MFRSP
4 Preprint
problems, including dynamic Facility Location Problem (DFLP), Vehicle Routing Problem
(VRP), and the Covering Tour Problem (CTP). In this review, we briefly discuss the
similarities and differences between MFRSP and these problems.
Given that we consider making decisions over a given planning period, then MFRSP
is somewhat similar to DFLP, which seeks to locate/re-locate facilities over a planning
horizon. To mitigate the impact of demand fluctuation along the planning period, decision-
makers may open new facilities and close or relocate existing facilities at a relocation cost
(Albareda-Sambola et al. (2009), Antunes et al. (2009), Contreras et al. (2011), Drezner
and Wesolowsky (1991), Jena et al. (2017), Manzini and Gebennini (2008), Owen and
Daskin (1998), Van Roy and Erlenkotter (1982), Wesolowsky and Truscott (1975)). Most
DFLPs assume that the relocation time is relatively short as compared to the planning
horizon. In contrast, MFRSP takes into account the relocation time of MFs. In addition,
each MF needs to follow a specific route during the entire planning horizon, which is not
a requirement in the DFLP.
In CTP, one seeks to select a subset of nodes to visit that can cover other nodes within
a particular coverage (Current et al. (1985), Flores-Garza et al. (2017), Gendreau et al.
(1997), Hachicha et al. (2000), Tricoire et al. (2012)). In contrast to MFRSP, CTP does not
consider the variations of demand over the planning horizon and assumes that the amount
of demand to be met by vehicles is not related to the length of time the MF spending at
the stop.
The VRP is one of the most extensively studied problems in operations research that
has numerous applications and variants (Subramanyam et al. 2020). Both MFRSP and
VRP consider the routing decisions of vehicles. As described in Lei et al. (2014), MFRSP
is different than VRP in the following ways. First, in MFRSP, we can meet customer
demand by a nearby MF (e.g., cellular stations). In VRP, vehicles visit customers to meet
their demands. Second, the amount of demand that an MF can serve at each location
depends on the duration of the MF stay at each location, which is a decision variable. In
contrast, VRPs often assume a fixed service time. Finally, most of the VRPs require that
each customer be visited exactly once in each route. In contrast, the MFRSP allows zero
or multiple visits to any customer in each route. For comprehensive surveys of stochastic
VRP, we refer to Bertsimas and Simchi-Levi (1996), Cordeau et al. (2007), Oyola et al.
(2017), Ritzinger et al. (2016), andToth and Vigo (2014).
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Halper and Raghavan (2011) introduced the concept of MF and proposed a continuous-
time formulation to model the maximum covering mobile facility routing problem for
multiple facilities under deterministic settings. To solve their model, Halper and Ragha-
van (2011) proposes several computationally effective heuristic algorithms. In DMFRS, we
consider uncertainty of demand distribution toward minimizing the average cost of the
entire system.
To avoid the challenges of dynamic and re-optimization approaches, Lei et al. (2014)
propose the first a priori two-stage stochastic optimization model (TSM) for the plain
MFRSP. This TSM seeks optimal first-stage routing and scheduling decisions to minimize
the total expected system-wide cost, where the expectation is taken with respect to a known
probability distribution of customers’ demand. A priori optimization has a managerial
advantage since it guarantees the regularity of service, which is beneficial for both customer
and service provider. That is, a prior plane allow the customers to know when and where
to obtain service and enable MF service providers to be familiar with routes and better
manage their time schedule during the day. Although attractive, the applicability of the
TSM approach is limited to the case in which the distribution of the demand is fully known.
Two-stage distributionally robust (DR) optimization is a viable alternative to the
stochastic programming (SP) approaches for dealing with uncertainty when the proba-
bility distribution of uncertain problem data is hard to characterize and so itself subject
to uncertainty (Rahimian and Mehrotra 2019). In DR optimization, we assume that the
distribution of random parameters resides in a so-called ambiguity set, and optimization
is based on the worst-case distribution within this set. The ambiguity set is a family of
all possible distributions of random parameters characterized by some known properties
(e.g., mean and range) of random parameters (Esfahani and Kuhn 2018). DR optimization
alleviates the optimistic, and often unrealistic, assumption of the decision-makers complete
knowledge of the probability distribution governing the uncertain parameters, and is often
more computationally tractable than their SP counterparts (Delage and Ye 2010). We refer
to Rahimian and Mehrotra (2019) for a survey of DR optimization.
2.1. Contributions
In this paper, we propose the first two-stage DR model for MFRSP to address the uncer-
tainty of the underlying distribution of random demand under the same settings of Lei
et al. (2014). We propose a decomposition-based algorithm to solve our DR model, which
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includes problem-specific lower bound inequalities in the master problem. In addition, we
derive a family of new symmetry breaking inequalities, which break symmetries in the
solution space of the first-stage routing and scheduling decisions. These inequalities are
independent of the method of modeling uncertainty and thus valid for the SP and deter-
ministic formulations. Our computational results demonstrate a superior computational
and operational performance of our DR approach over the SP approach.
3. DMFRS Formulation and Analysis
3.1. Problem Statement
As in Lei et al. (2014), we consider a fleet of M mobile facilities and define DMFRS on a
directed network G(V,E) with node set V := {v1, . . . , vn} and edge set E := {e1, . . . , em}.
The sets I ⊆ V and J ⊆ V are the set of all customers points and the subset of nodes
where MFs can be located, respectively. The distance matrix D= (di,j) is defined on E and
satisfies the triangle inequality, where di,j is a deterministic and time-invariant distance
between any pair of nodes i and j.
We consider a planning horizon of T identical time periods, and we assume that the
length of each period t∈ T is sufficiently short such that, without loss of generality, problem
parameters are static (Halper and Raghavan 2011, Lei et al. 2014, 2016). The demand
level, Wi,t, of each customer i in each time period t is random and time-dependent. The
probability distribution of the demand is unknown, and only the mean µ and range [W,W ]
of W are known.
We consider the following basic features of the DMFRS as in Lei et al. (2014): (1) each
MF has all the necessary service equipment and can move from one place to another, (2)
all MFs are homogeneous, providing the same service, and traveling at the same speed,
(3) we explicitly account for the travel time of the MF in the model, and service time are
only incurred when the MF is not in motion, (4) the travel time Tj,j′ from location j to j
′
is an integer multiplier of a single time period (Lei et al. (2014, 2016), and (5) the amount
of demand to be served is proportional to the duration of the service time at the location
serving the demand.
We consider a cost f for using an MF, which represents the expenses associated with
purchasing or renting an MF, staffing cost, equipment, etc. Each MF has a capacity limit
C, which represents the amount of demand that an MF can serve in a single time unit.
Due to the random fluctuations of demand and limited capacity, there is a possibility that
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the MF fleet fail to satisfy customers’ demand fully. We consider a penalty cost γ for each
unit of unmet demand. This penalty cost can represent, the opportunity cost for the loss of
demands or expense for outsourcing the excess demands to other companies, among others
(Basciftci et al. 2019, Lei et al. 2016).
Given that an MF cannot provide service when in motion, it is not desirable to keep
it moving for a long time to avoid losing potential benefits. On the other hand, it is not
desirable to keep the MF stationary all the time, as this may also lead to losing the potential
benefits of making a strategic move to locations with higher demands. Thus, the trade-off
of the problem includes the decision to move or keep the MF stationery. We consider a
traveling inconvenience cost α to discourage unnecessary moving in cases where moving
would neither improve or degrade the total performance. As in Lei et al. (2014), we assume
that α is much lower than other costs such that its impact over the major trade-off is
negligible.
We assume that the service quality a customer receives from an MF is inversely propor-
tional to the distance between the two to account for the “access cost” (this assumption
is common in practice and in the literature, see, e.g., Ahmadi-Javid et al. (2017), Reilly
(1931), Drezner (2014), Lei et al. (2016), Berman et al. (2003), Lei et al. (2014)). Accord-
ingly, we consider a demand assignment cost that is linearly proportional to the distance
between the customer point and the location of an MF, i.e., βdi,j, where β ≥ 0 represents
the assignment cost factor per demand unit and per distance unit.
Given a set of MF, M , we seek to find: (1) the number of MFs to use within T , (2) a
routing plan for the selected MFs, i.e., routes that specify the movement of each MF, (3)
a timetable of the MFs routing plan (i.e., time schedule), and (4) assignment plan from
facility to customers for different realization of demand patterns. Decisions (1)–(3) are
first-stage decisions that we make before realizing the demand patterns. The assignment
decisions (4) represent the recourse actions in response to the first-stage decisions and the
realizations of demand patterns (herein, from the worst-case distribution of the demand).
The quality of the MF routing and scheduling decisions are function of (1) first-stage fixed
operation cost, and (2) the worst-case expectation of the recourse assignment cost and
unsatisfied demand penalty cost.
Notation : For a, b ∈ Z, we define [a] := {1,2, . . . , a} and [a, b]Z := {c ∈ Z : a≤ c≤ b}. The
abbreviations “w.l.o.g.” and “w.l.o.o.” respectively represent “without loss of generality”
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Table 1 Notation.
Indices
m index if MF, m= 1, . . . ,M
i index of customer location, i= 1, . . . , I
j index of MF location, j = 1, ..., J
Parameters and sets
M number, or set, of MFs
J number, or, set of locations
f fixed operating cost
di,j distance between any pair of nodes i and j
C the amount of demand that can be served by an MF in a single time unit
Wi,t demand at customer site i for each period t
W i,t/W i,t lower/upper bound of demand at customer location i for each period t
γ penalty of not satisfying demand
First-stage decision variables
ym
{
1, if MF m is permitted to use,
0, otherwise.
xtjm
{
1, if MF m stays at location j at period t,
0, otherwise.
Second-stage decision variables
zti,j,m amount of demand of customer point i being served by MF m located at j in period t
ut total amount of unmet demands by MFs in time period t
and “without loss of optimality.” For notation brevity, we use (I, J , T ) to denote both the
number and set of (customer locations, MF locations, time periods). Table 1 summarizes
other notation.
3.2. DMFRS Formulation
We assume that we know the support (i.e., upper and lower bound) and the mean values
of the random demand W . Mathematically, we consider support S of W defined as follows:
S :=
{
W ≥ 0 : W i,t ≤Wi,t ≤W i,t, ∀i∈ [I], ∀t∈ [T ].
}
In addition, we let µ := (µi,t) represent the mean value EP[ξ] of ξ =W . Then, we consider
the following mean-support ambiguity set F(S, µ):
F(S, µ) :=
P∈P(S) :
∫
S
dP= 1
EP[ξ] = µ
 (1)
where P(S) in F(S, µ) represents the set of probability distributions supported on S and
each distribution matches the mean value of W . For all m∈ [M ], let binary variable ym = 1
if MF m is permitted to use, and zero otherwise. For all j ∈ [J ], m ∈ [M ], and t ∈ [T ], let
binary variable xtj,m = 1 if MF m stays at location j at period t. The feasible region X of
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variables x and y is defined in (2). Region X represent: (1) the requirement that an MF
can only be in service when it is stationary, (2) MF m at location j in period t can only be
available at location j′ 6= j after a certain period of time depending on the time it takes to
travel from location j to j′, Tj,j′, i.e., xt
′
j,m = 0 for all j
′ 6= j and t′ ∈ {t, . . . ,min{t+Tj,j′ , T}},
and (3) MF m has to be in an active condition before providing service.
X =
x, y : xtj,m +xt
′
j′,m ≤ ym, ∀t,m, j, j 6= j′, t′ ∈ {t, . . . ,min{t+Tj,j′, T}}
xtj,m ∈ {0,1}, ym ∈ {0,1}, ∀j,m, t
 (2)
For all (i, j,m, t), let variable zti,j,m represents the amount of demand of customer point
i being served by MF m located at j in period t. Let variable ut represents total amount
of unmet demands by MFs in time period t. Let parameter f represent a fixed operating
cost needs to be paid for using an MF. Similar to Lei et al. (2014), we consider a demand
assignment cost β, which is linearly proportional to the distance between the customer
point and the location of an MF, and a penalty of not satisfying demand γ. Finally, we
impose a capacity limit C on the amount of demand that can be served by an MF in a
single time unit. Table 1 summarizes these notation. Using this notation and ambiguity
set F(S,µ), we formulate the DMFRS problem as:
min
(y,x)∈X
{∑
m∈M
fym−
∑
t∈T
∑
j∈J
∑
m∈M
αxtj,m + sup
P∈F(S,µ)
EP[Q(y,x, ξ)]
}
(3a)
where for a feasible (y,x)∈X and a realization of uncertain demand ξ :=W
Q(y,x, ξ) := min
z,u
(∑
j∈J
∑
i∈I
∑
m∈M
∑
t∈T
βdi,jz
t
i,j,m + γ
∑
t∈T
∑
i∈I
ui,t
)
(4a)
s.t.
∑
j∈J
∑
m∈M
zti,j,m +ui,t =Wi,t, ∀i∈ [I], t∈ [T ] (4b)∑
i∈I
zti,j,m ≤Cxtj,m ∀j ∈ [J ], m∈ [M ], t∈ [T ] (4c)
ut ≥ 0, zti,j,m ≥ 0, ∀i∈ [I], j ∈ [J ],m∈ [M ], t∈ [T ] (4d)
Formulation DMFRS searches for first stage decisions (x, y)∈X that minimize the first
stage cost and the maximum expectation of the total second stage cost: (1) cost of assigning
demands to the MFs, and (2) the penalty costs for unmet demands, over a family of
distributions characterized by the ambiguity set F(S,µ). Constraints (4b) account for the
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amount of demand from each customer in each time period that is satisfied and the amount
of demand that is not satisfied. Constraints (4c) respect the capacity of MF m. Finally,
constraints (4d) specify feasible ranges of the decision variables.
3.3. Reformulation
In this section, we use duality theory and follow a standard approach in DR optimization
to reformulate the min-max DMFRS model in (3) into a one that is solvable. We first
consider the inner maximization problem sup
P∈F(S,µ)
EP[Q(y,x, ξ)] for a fixed (y,x)∈X , where
P is the decision variable. For a fixed (y,x)∈X , we formulate sup
P∈F(S,µ)
EP[Q(y,x, ξ)] as
max EP[Q(x, ξ)] (5a)
s.t. EP[ξ] = µ, (5b)
EP[1S(ξ)] = 1 (5c)
where 1S(ξ) = 1 if ξ ∈ S and 1S(ξ) = 0 if ξ /∈ S. As we show in the proof of Proposition 1
in Appendix A, the stochastic optimization problem (5) is equivalent to the deterministic
problem (6).
Proposition 1. For any (y,x)∈X , problem (5) is equivalent to
min
ρ
{∑
t∈T
∑
i∈I
µi,tρi,t + max
W∈S
{
Q(y,x,W ) +
∑
t∈T
∑
i∈I
−Wi,tρi,t
}}
(6)
Note that Q(x, y,W ) is a minimization problem, and thus in (6) we have an inner max-min
problem, which is not suitable to use in standard solution methods. For a given solution
(x, y) and realized value of W , Q(x, y,W ) is a linear program. We formulate Q(x, y,W )
defined in (4) in its dual form as
Q(y,x,W ) = max
λ,v
∑
t∈T
∑
i∈I
λi,tWi,t +
∑
t∈T
∑
j∈J
∑
m∈M
Cxtj,mv
t
j,m (7a)
s.t. λi,t + v
t
j,m ≤ βdi,j, ∀i∈ [I], j ∈ [J ],m∈ [M ], t∈ [T ] (7b)
λi,t ≤ γ, ∀i∈ [I], t∈ [T ] (7c)
vtj,m ≤ 0, ∀i∈ [I], t∈ [T ] (7d)
where λ and v are the dual variables associated with constraints (4b) and (4c), respec-
tively. Note that Q(y,x,W ) in (7a) is separable with respect to each time period t. In
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addition, the feasible region of Q(y,x,W ) is a bounded polyhedral P and thus the optimal
solution (λ∗, v∗) is an extreme point of P . Therefore, we can rewrite max
W∈S
Q(y,x,W ) as
max
W∈S
Q(y,x,W )≡max
λ,v,W
(∑
t∈T
∑
i∈I
λi,tWi,t +
∑
t∈T
∑
j∈J
∑
m∈M
Cxtj,mv
t
j,m
)
(8a)
s.t. (7b)− (7d), Wi,t ∈ [W i,t,W i,t] (8b)
It is easy to see that w.l.o.o λi,t ≥ 0 for all i∈ [I] due to constraints (7c) and the objective of
maximizing a positive and bounded variable times λ. Note that the objective function in (8)
contains the interaction term λi,tWi,t. To linearize formulation (8), we define pii,t = λi,tWi,t
for all i ∈ [I] and t ∈ [T ]. Also, we introduce the following McCormick inequalities for
variables pii,t:
pii,t ≥ λi,tW i,t, pii,t ≤ λi,tW i,t (9a)
pii,t ≥ γWi,t +W i,t(λi,t− γ) pii,t ≤ γWi,t +W i,t(λi,t− γ) (9b)
Thus, for a fixed (y,x)∈X , problem (8) is equivalent to the following mixed-integer linear
program
max
λ,v,W,pi
(∑
t∈T
∑
i∈I
pii,t +
∑
t∈T
∑
j∈J
∑
m∈M
Cxtj,mv
t
j,m
)
(10a)
s.t. (7b)− (7d), (9a)− (9b) (10b)
It is to verify that the last term in problem (6)
∑
t∈T
∑
i∈I
max
Wi,t∈[W i,t,W i,t]
−Wi,tρi,t is equivalent to∑
t∈T
∑
i∈I
−
(
ρi,tW i,t + (W i,t−W i,t)(ρi,t)+
)
. Combining the inner problem in the form of (6)
with the outer minimization problem in (3), we derive a reformulation of DMFRS as
min
y,x
ρ,δ
{∑
m∈M
fym−
∑
t∈T
∑
j∈J
∑
m∈M
αxtj,m +
∑
t∈T
∑
i∈I
[
µi,tρi,t−
(
ρi,tW i,t + (W i,t−W i,t)ki,t
)]
+ δ
}
(11a)
s. t. (y,x)∈X , ki,t ≥ ρi,t, ki,t ≥ 0, ∀i∈ [I], ∀t∈ [T ] (11b)
δ≥ h(x, y,W ) := max
λ,v,W,pi
{
∑
t∈T
∑
i∈I
pii,t +
∑
t∈T
∑
j∈J
∑
m∈M
Cxtj,mv
t
j,m : (10b)} (11c)
Proposition 2. For any feasible values of variables x and y, h(x,W ) <∞. Further-
more, h(x,W ) is a convex piecewise linear function in x.
We refer to Appendix B for a detailed proof.
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Algorithm 1: DMFRS–decomposition algorithm.
1. Input. Feasible region X ; set of cuts {L(x, δ)≥ 0}= ∅; LB =−∞ and UB =∞.
2. Master Problem. Solve the following master problem
Z = min
y,x
ρ,δ
{∑
m∈M
fym−
∑
t∈T
∑
j∈J
∑
m∈M
αxtj,m +
∑
t∈T
∑
i∈I
[
µi,tρi,t−
(
ρi,tW i,t + (W i,t−W i,t)ki,t
)]
+ δ
}
(12a)
s. t. (x, y)∈X , ki,t ≥ ρi,t, ki,t ≥ 0, ∀i∈ [I], ∀t∈ [T ] (12b)
L(x, δ)≥ 0 (12c)
and record an optimal solution x∗ and set LB =Z∗.
3. Sub-problem. With x fixed to x∗, solve the following problem
h(x,W ) = max
λ,v,W,pi
{∑
t∈T
∑
i∈I
pii,t +
∑
t∈T
∑
j∈J
∑
m∈M
Cxtj,mv
t
j,m : (7b)− (7d), (10b)}
}
(13)
and record optimal solution (pi∗, λ∗,W ∗, v∗) and set UB = min{UB, h(x,W )∗+ (LB− δ∗)}
4. if δ∗ ≥∑
t∈T
∑
i∈I pi
∗
i,t +
∑
t∈T
∑
j∈J
∑
m∈M Cx
t∗
j,mv
t∗
j,m then
stop and return x∗ and y∗ as the optimal solution to formulation (12)(equivalently, problem (3))
else
add the cut δ≥∑
t∈T
∑
i∈I pi
∗
i,t +
∑
t∈T
∑
j∈J
∑
m∈M Cxj,mv
t∗
j,m and go to step 2.
end if
4. Solution Method
4.1. DMFRS–Decomposition Algorithm
Proposition 2 suggests that constraint (11c) describes the epigraph of a convex and piece-
wise linear function of decision variables in formulation (11). Therefore, given the two-
stage characteristics of DMFRS in (11), it is natural to attempt to solve problem (11) (or
equivalently, the DMFRS problem in (3)) via a separation-based decomposition algorithm.
Algorithm 1 presents DMFRS–decomposition algorithm. Algorithm 1 is finite because we
identify a new piece of the function max
λ,v,W,pi
(∑
t∈T
∑
i∈I pii,t +
∑
t∈T
∑
j∈J
∑
m∈M Cx
t
j,mv
t
j,m
)
each time when the set {L(x, δ)≥ 0} is augmented in step 4, and the function has a finite
number of pieces according to Proposition 2.
4.2. Multiple Optimality cuts and Lower Bound Inequalities
In this section, we aim to incorporate more second-stage information into the first stage
without adding optimality cuts into the master problem by exploiting the specific charac-
teristics of the recourse problem. We first observe that once the first-stage solutions and
Shehadeh, K.S.: A distributionally robust optimization approach for a stochastic MFRSP
Preprint 13
the random demand are known, the second-stage problem can be decomposed into inde-
pendent sub-problems with respect to time periods. Accordingly, we can construct cuts
for each sub-problem in step 4. Let δt represent the optimality cut for each period t, we
replace δ in (12a) with
∑
t δt , where
δt ≥
∑
i∈I
pi∗i,t +
∑
j∈J
∑
m∈M
Cxtj,mv
∗
j,m, ∀t∈ [T ] (14)
The original single cut is the summation of multiple cuts of the form, i.e., δ =
∑
t∈T δt.
Hence, in each iteration, we incorporate more or at least an equal amount of information
into the master problem using (14) as compared with the original single cut approach. In
this manner, the optimality cuts become more specific, which may result in better lower
bounds and, therefore, a faster convergence. Inspired by the TSM work of Lei et al. (2014),
in Proposition 3, we identify valid inequalities for each time period to tighten the lower
bound of the master problem (see Appendix C for a proof).
Proposition 3. Inequalities (15) are valid lower bound inequalities for DMFRS.
δt ≥
∑
i∈I
min{γ,min
j∈J
{βdi,j}}W i,t, ∀t∈ [T ] (15)
4.3. Valid and Symmetry Breaking Inequalities
In this section, we derive two families of symmetry breaking inequalities to reduce symme-
try in the solution space of first-stage decisions of DMFRS. First, recall that the MFs are
homogeneous. As such, solutions y= [1,1,0]>, y= [0,1,1]>, and y= [1,0,1]> are equivalent
(i.e., yield the same objective) in the sense that they all permit 2 out of 3 MFs to be
used in the planning period. To avoid exploring such alternative and equivalent solutions,
we assume that MFs are numbered sequentially and add the following inequalities to the
master problem of Algorithm (1).
ym+1 ≤ ym ∀m<M. (16)
enforcing arbitrary ordering or activation of MFs. Second, recall that in the first period,
t= 1, we decide the initial locations of the MFs. Therefore, it doesn’t matter which MF to
assign to location j. For example, suppose that we have 3 locations, and MFs 1 and 2 are
active. Then, feasible solutions (x11,1 = 1, x
1
3,2 = 1) and (x
1
1,2 = 1, x
1
3,1 = 1) yield the same
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Table 2 DMFRS instances. Notation: I is # of customers, J is # of locations, and T is # of periods.
Inst I J T
1 10 10 10
2 10 10 20
3 15 15 10
4 15 15 20
5 20 20 10
6 20 20 20
7 25 25 10
8 25 25 20
9 30 30 10
10 30 30 20
11 40 40 10
objectives. To avoid exploring such equivalent solutions, we define a dummy location J+1
and add the following inequalities to the master problem of Algorithm (1).
x1j,m−
J+1∑
j′>j
x1j′,m+1 ≤ 0, ∀m<M,∀j ∈ [J ] (17a)
x1J+1,m = 1−
J∑
j=1
x1j,m, ∀m∈ [M ]. (17b)
Inequalities (16)–(17) are independent of the method of modeling uncertainty, and so they
are valid for the SP and deterministic formulations.
5. Computational Experiments
The primary objective of our computational study is to quantify the benefit of using a DR
approach for the plain MFRSP as compared to the SP approach (see Appendix D for the
formulation). The SP minimizes the first stage operation costs plus the expected cost of
recourse activity via the the sample average approximation (SAA) approach (see, e.g., Kim
et al. (2015), Kleywegt et al. (2002) for a detailed discussion on SAA). Section 5.1 presents
the details of data generation and experimental design. In Section 5.3, we demonstrate
efficiency of the lower bound and symmetry breaking inequalities (15)–(17). In Section 5.4,
we compare the out-of-sample performance of the optimal solutions of the DR and SP. We
close by analyzing the sensitivity of DR model to different parameter settings in Section 5.5.
5.1. Experimental Design and Computational Setup
Due to lack of data, we construct 11 DMFRS instances, in part based on the same param-
eters settings and assumption made in Lei et al. (2014). We summarize our test instances
in Table 2. Each of the 11 DMFRS instances is characterized by the number of customers
locations I, number of candidate locations J , and the number of periods T . Instances 1–4
are from Lei et al. (2014) and instances 5–10 are from Lei et al. (2016). Instance 11 is a
hypothetical instance.
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Table 3 Solution times (in seconds) using the SAA and DRMRS formulations
Parameters SP DMFRS
Inst I T Min Avg Max Min Avg Max
1 10 10 190 260 330 2 5 6
2 10 20 935 1245 1810 2 6 13
3 15 10 1492 1714 2265 13 37 105
For each DMFRS instance, we generate a total of I vertices as uniformly distributed ran-
dom numbers on a 100 by 100 plane and compute the distance between nodes in Euclidean
sense as in Lei et al. (2014). We follow the same procedures in the DR scheduling lit-
erature (e.g., Jiang et al. (2017), Shehadeh et al. (2019), Mak et al. (2014)) to generate
random parameters as follows. For most instances, we randomly generate the mean values
µi,t of the stochastic demand of each customer i in period t from a uniform distribution
U [W,W ] = [20,60] and the standard deviation σi,t = 0.5µi,t.
We sample N realizations W ni,t, . . . ,W
n
I,T , for n= 1, . . . ,N , by following lognormal (LogN)
distributions with the generated means µi,t and standard deviations σi,t. Kamath and
Pakkala (2002) results suggest that the LogN is a suitable distribution for modeling stochas-
tic demands in the economic context, and Lei et al. (2014) use LogN distribution to model
W . We round each random parameter to the nearest integer. We optimize the SP by using
all of the N data points, and the DR model with the corresponding mean, lower bound
W , and upper bound W . Lei et al. (2014) suggest that N = 200 is an adequate sample-size
to obtain near-optimal solutions using the SP of MFRSP. Accordingly, we report results
using N = 200. We set the travel time and number of MFs as in Lei et al. (2014).
We assume that all of the cost parameters are calculated in terms of present monetary
value. Specifically, as in Lei et al. (2014), for each instance we randomly generate (1) the
fixed cost from a uniform distribution U [a, b] with a= 1000 and b= 1500, (2) the assign-
ment cost factor per unit distance per unit demand β from U [0.0001a,0.0001b], and (3) the
penalty cost per unit demand γ form U [0.01a,0.01b]. Finally, we set the traveling incon-
venience cost factor to 0.0001a, and unless stated otherwise, we use a capacity parameter
C = 100.
We implemented the SP, DR, and DMFRS–decomposition algorithm using AMPL2016
Programming language calling CPLEX V12.6.2 as a solver with default settings. We run
all experiments on a computer with an Intel Core i7 processor, 2.5 GHz CPU, and 16 GB
(1600MHz DDR3) of memory. We imposed a solver time limit of 1 hour.
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5.2. CPU Time
In this section, we first compare solution times of SP and DR models. In addition to the
base-case settings (W ∈ [W,W ],C) = ([20,60],100), we consider ([50,100],100). For each
of the 11 DMFRS instances and parameter settings, we randomly generate 5 instances as
described in Section 5.1 for a total of 110 SAAs and DR instances. We solve each instance
using the SAA formulation and our DMFRS–decomposition algorithm.
Using the SP–SAA formulation, we were able to solve 45 out of the 110 SAAs instances
to optimality within 1 hour, namely, all of the SAAs that corresponds to instances 1–
3, while the remaining instances terminated with a large gap (≥ 40%). For presentation
brevity and illustrative purposes, in Table 3, we compare the minimum (Min), average
(Avg), and maximum (Max) SP and DR solution times (in seconds) of instances 1–3 under
([20,60],100). We obtained similar results under ([50,100],100). From Table 3, we observe
that solution times tend to increase as the scale of instances increases. The SP takes a
substantially longer time to solve each of the 45 instances. Solution times of the SP ranges
from 190 to 2265 seconds, and those of the DR model ranges from 2 to 105 seconds.
Next, we present details of solving the 110 DMFRS instances using our DMFRS-
decomposition algorithm. Table 4 presents the Min, Avg, and Max CPU time and num-
ber of iterations taken to solve these instances via the DMFRS–decomposition algorithm.
Results marked with ∗ and ∗∗ are respectively obtained with a relaxed tolerance level (gap)
of =2% and =3% in Algorithm 1 (i.e., we obtain near-optimal solutions).
From Table 4, we first observe that the computational effort (i.e., solution time per
iteration) increases as the scale of the instances increases. The average solution times
of DMFRS instances 1–7 are less than 6 minutes. The average solution times of larger
instances, instances 8–10, ranges from 4 to 24 minutes. Note that when solving instances
8–10 and instance 11 with = 0, the optimality gap remain at 2% even after several hours.
This could indicate that CPLEX finds a good integer solution early, but examine many
additional nodes to prove optimality. In reality, practitioners seek to find approximate
solutions that can guarantee good operational performance within a reasonable time. And
so, it may make sense to relax  to 2% for large instances.
Finally, it is worthy of mentioning that, using an enhanced multicut L-shaped (E-LS)
method to solve their TSM, Lei et al. (2014) are able to solve instance 1–4. The average
solution time of instance 4 using E-LS is 3000 seconds obtained at 5% optimality gap.
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Table 4 Computational details of solving DFRMS model. Results marked with ∗ and ∗∗ are obtained with
= 2% and 3%, respectively
W ∈ [20,60], C = 100 W ∈ [50,100], C = 100
Inst I T CPU time iteration CPU time iteration
Min Avg Max Min Avg Max Min Avg Max Min Avg Max
1 10 10 2 5 6 3 10 14 2 3 3 3 3 4
2 10 20 2 6 13 3 9 14 5 6 8 3 4 4
3 15 10 13 37 105 7 14 25 7 14 25 3 4 5
4 15 20 42 79 154 8 15 31 18 37 49 2 4 5
5 20 10 12 81 128 7 18 35 11 28 53 2 4 5
6 20 20 150 297 558 8 20 37 38 136 218 3 4 5
7 25 10 300 347 1753 15 28 33 29 136 187 3 6 7
8∗ 25 20 385 481 762 8 8 20 223 309 433 3 3 4
9∗ 30 10 321 1427 1803 11 14 30 247 375 664 4 5 5
10∗ 30 20 1095 1612 1806 8 17 25 1099 1438 1749 4 4 4
11∗∗ 40 10 1042 1220 1503 2 5 11 1210 1810 2830 4 4 5
Table 5 Solution times (in seconds) with and without inequalities (15)–(17b)
Ins I T Ineq. w/o
1 10 10 5 332
2 10 20 6 1725
3 15 10 37 2%
4 15 20 79 28%
5.3. Efficiency of Inequalities (15)–(17)
To study the importance of lower bound and symmetry breaking inequalities (15)–(17),
we separately solve each DMFRS instance in Table 2 using our DMFRS–decomposition
algorithm with and without these inequalities. For illustrative purposes, for this experiment
we consider the base case parameter settings described in Section 5.1.
Table 5 compare the average solution times of instances 1–4 with and without inequalities
(15)–(17). For those instances that were not solved within 1 hour, we report the relative
gap (between the upper and lower bounds). From Table 5, we observe that including
inequalities (15)–(17) in the master problem reduces the computation time significantly.
To get a better understanding of how inequalities (15)–(17) affect the lower bound and
gap values over the entire process, we take instance 1 and instance 3 as an example and
show the lower bound and gap values with and without inequalities (15)–(17). It is easy
to see from Figures 1–2 that, both the lower bound and gap values converge faster when
we introduce inequalities (15)–(17) into the master problem. The differences in the lower
bound and gap values are significant, especially in the first few iterations of the algorithm.
Moreover, because of the better bonding effect, the algorithm converges to the optimal
solution in fewer iterations and shorter solution times.
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(a) instance 1 (b) instance 3
Figure 1 Comparisons of lower bound value with and without inequalities (15)–(17).
(a) instance 1 (b) instance 3
Figure 2 Comparisons of gap values with and without inequalities (15)–(17).
5.4. DR and SP solutions quality
In this section, we follow the same standard procedure as in prior DR optimization studies
to compare the out-of-sample simulation performance of the optimal solutions of DR and
SP models under “perfect and “misspecified” distributional information. Specifically, we
simulate the optimal solutions of DR and SP using the following two sets of N ′ out-of-
sample data W n1,1, . . . ,W
n
I,T for all n= 1, . . . ,N
′.
1. Perfect Information: we use the same parameter settings in Section 5.1 that we use
for generating the N in-sample data to generate the N ′ data.
2. Misspecified Distribution: we keep the same mean values µi,t and ranges [W i,t,W i,t] of
random demand W , but we vary the distribution type of W to generate the N ′ data. Specif-
ically, we follow uniform and weibull distributions to generate realizations W n1,1, . . . ,W
n
I,T ,
for all n= 1, . . . ,N ′. We follow the same standard statistical method in prior DR literature
to design the parameters of the uniform and weibull distributions to obtain positive data
correlations and also to keep the mean and support of the N ′ out-of-sample data the same
as the ones of the N in-sample data. This is to simulate the out-of-sample performance of
the DR and SP optimal solutions when the in-sample data is biased.
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Table 6 In-sample and out-of-sample simulation performance
In-sample Out-of-sample Out-of-sample
W ∼ LogN W ∼ Uniform W ∼ Weibull
Inst unmet% assig% unmet% assig% unmet% assig%
1 99 -0.8 100 -0.5 96 -0.9
2 98 -0.8 99 -0.5 98 -0.9
We evaluate the out-of-sample performance of the optimal DR and SP models follows.
First, we fix the optimal first-stage decisions (x, y) in the SP model. Then, we solve the
second-stage recourse problem using the N ′ data to compute the assignment and unmet
demand costs. Given that the SP cannot solve large instances to optimality and for illustra-
tive purposes, we consider instance 2 with W ∈ [50,100] and C = 100 for this experiment.
Table 6 presents the percentage difference between the unmet demands and assignment
costs yielded by the optimal solutions of the DR and SP model under perfect (in-sample)
and misspecified (out-of-sample) distributional information, which we compute as follow:
unmet% :=
unmetSP−unmetDR
unmetSP
× 100% assig% := assig
SP− assigDR
assigSP
× 100% (18)
Clearly, the optimal solutions of the DR maintain a better operational performance than
that of the SP, in terms of satisfying customers’ demands, under accurate and misspecified
distributional information. This property is highly desirable since it is often difficult to
estimate the exact probability distribution of the demand accurately in real-world appli-
cations, especially with limited data.
5.5. Sensitivity Analysis
In this section, we study the sensitivity of DR model to different parameter settings.
Given that we observe similar results for all of the 10 DMFRS instances, for presentation
brevity and illustrative purposes, we present results for instance 5 (I, J , T )=(20, 20,10)).
In addition to the base range of demand, W ∈ [20,60], we present results for W ∈ [20,80],
which indicate a higher volume and variability of demand.
First, we fix the operations cost, f , to b= 1500 and increase the number of MFs from
4 to {6,8,10} and compute the total cost. We keep all other parameters as described in
Section 5.1. Figure 3a presents the total cost as a function of the number of MFs. It is
quite obvious that the total cost decreases as the number of MFs increases for both ranges
of W . This makes sense because when we have more MFs, we can serve a larger amount
of customers’ demand in each period.
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(a) Total cost as a function of No. of Mfs (b) Active MFs as a function of f
(c) Active MFs as a function of C & f , W ∈ [20,60] (d) Active MFs as a function of C & f , W ∈ [20,80]
Figure 3 Comparison of the results for different parameter settings
Second, we analyze the optimal number of active (i.e., scheduled) MFs as a function of
the fixed operations cost, f . In Figure 3b, we set M = 10 and increases f from 1500 to
{3000,6000,900}. Clearly, as f increases, the DR model schedule a fewer number of MFs
to minimize the total cost. The results in Figure 3b also suggest that, for a fixed f , the
DR model tends to mitigate the increased level and variability of demand by scheduling a
larger number of MFs. For example, when f = 3000, the DR schedules 7 and 9 MFs under
W ∈ [20,60] and W ∈ [20,80], respectively.
Finally, we fix M = 10, and increases the capacity of each MF m ∈ [M ] from 100 (base
case) to {150,200,250} and analyze the optimal number of scheduled MFs for f = 1500
and f = 6000. From Figures 3c–3d, we observe that the optimal number of scheduled MFs
decreases as the capacity of the MFs increases. However, the DR schedule a larger number
of MF when W ∈ [20,80].
Our experiments in this section provide an example of how our DR approach can be
used as a tool for MF fleet sizing, routing, and scheduling.
6. Conclusion
In this paper, we study a DMFRS problem, which seeks optimal routing and scheduling
decisions for a fleet of MFs to minimize the worst-case expected cost generated during the
planning horizon. We take the worst-case over an ambiguity set characterized through the
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known mean and range of random demand. Using duality theory, we derive an equivalent
MILP formulation of DMFRS. We linearize and propose a decomposition algorithms to
solve the reformulation, and derive lower bound and symmetry breaking inequalities to
speed convergence of the algorithm.
To analyze a DR approach for MFRS, we conduct extensive numerical experiments.
Results demonstrate that our approach is computationally efficient and able to solve
instances of up to 40 customers and 10 times periods in a reasonable time as compared
to the SP approach, which can only solve instances of 15 customers and 10 periods. If
we account for the scale of the problem in the sense of static facility location problem,
our DR approach can solve instances of 30× 20 = 600 customers (instance 10), which are
relatively large for some practical applications. In addition, our results show the superior
performance of the optimal DR solutions under different probability distributions of ran-
dom demand as compared to the optimal SP solutions. Finally, our results show that our
lower bound and symmetry breaking inequality can tighten the lower bound during the
solution process and thus lead to faster convergence of the decomposition algorithm.
We suggest following areas for future research. First, our results are based on assumptions
and parameter settings made in prior studies and assume that we know the capacity and
the size of the MF fleet. We aim to extend our model to optimize the capacity and size of
the MF fleet. Second, we assume that the distribution of the demand is unimodal. We want
to extend our approach by incorporating multi-modal probability distributions and higher
moments of the demand in a data-driven DR approach. Third, we aim to incorporate the
uncertainty of MF travel time in a DR model. Finally, it would be theoretically interesting
to investigate exact methods to improve the computational performance of a DR approach
for stochastic MFRS problems.
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Appendix A: Proof of Proposition 1
F or a fixed y, we can formulate problem (5) as the following linear functional optimization problem.
max
P≥0
∫
S
Q(y,x,W ) dP (19a)
s.t.
∫
S
Wi,t dP= µi,t ∀i∈ [I], t∈ [T ] (19b)∫
S
dP= 1 (19c)
Letting ρi,t ∀(i, t) and θ be the dual variables associated with constraints (19b) and (19c), respectively, we
present problem (19) in its dual form:
min
(ρ,θ
∑
t∈T
∑
i∈I
µi,tρi,t + θ (20a)
s.t.
∑
t∈T
∑
i∈I
Wi,tρi,t + θ≥Q(y,x,W ) ∀W ∈ S (20b)
where ρ and θ are unrestricted in sign, and constraint (20b) is associated with the primal variable P.
Under the standard assumptions that µi,t lies in the interior of the set {
∫
SWi,t dQ : Q is a probability
distribution over S}, strong duality hold between (19) and (20) (Bertsimas and Popescu (2005), Jiang et al.
(2017), Mak et al. (2014), Shehadeh et al. (2019)). Note that for fixed (ρ, θ), constraint (20b) is equivalent
to θ ≥max
W∈S
{Q(y,x,W )−∑
t∈T
∑
i∈I
Wi,tρi,t}. Since we are minimizing θ in (20), the dual formulation of (19) is
equivalent to:
min
ρ
{∑
t∈T
∑
i∈I
µi,tρi,t + max
W∈S
{
Q(y,x,W ) +
∑
t∈T
∑
i∈I
−Wi,tρi,t
}}
Appendix B: Proof of Proposition 2
First, note that the feasible regions P := {(7b) − (7d), (9a) − (9a)} and S are independent of x and
bounded. Therefore, max
λ,v,W,pi
(∑
t∈T
∑
i∈I pii,t+
∑
t∈T
∑
j∈J
∑
m∈M Cx
t
j,mv
t
j,m
)
<∞. Second, for any fixed pi, v,∑
t∈T
∑
i∈I pii,t+
∑
t∈T
∑
j∈J
∑
m∈M Cx
t
j,mv
t
j,m is a linear function of x. It follow that max
λ,v,W,pi
(∑
t∈T
∑
i∈I pii,t+∑
t∈T
∑
j∈J
∑
m∈M Cx
t
j,mv
t
j,m
)
is the maximum of a linear functions of x, and hence convex and piecewise
linear. Finally, it is easy to see that each linear piece of this function is is associated with one distinct extreme
point of polyhedra P and S. Given that each of these polyhedra has a finite number of extreme points, the
number of pieces of this function is finite. This completes the proof.
Appendix C: Proof of Proposition 3
Recall from the definition of the ambiguity set that the lowest demand of each customer i in period t
equals to the integer parameter W i,t. Now, if we treat the MFs as uncapacitated facilities, then we can
fully satisfy W i,t at the lowest assignment cost from the nearest location j ∈ J ′, where J ′ := {j : xtj,m =
1}. Note that J ′ ⊆ J . Thus, the lowest assignment cost, δt, must be at least equal to or larger than∑
i∈I min
j∈J
{βdi,j}W i,t. If γ <min
j∈J
{βdi,j} then δt must be at least equal to or larger than
∑
i∈I γW i,t. Accord-
ingly, δt ≥
∑
i∈I
min{γ,min
j∈J
{βdi,j}}W i,t is a valid lower bound δt, ∀t∈ [T ]. This complete the proof.
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Appendix D: Stochastic Mixed-Integer Linear Program
min
[ ∑
m∈M
fym−
∑
t∈T
∑
j∈J
∑
m∈M
αxtj,m +
1
N
N∑
n=1
(∑
j∈J
∑
i∈I
∑
m∈M
∑
t∈T
βdi,jz
t,n
i,j,m + γ
∑
t∈T
∑
i∈I
uni,t
)]
(21a)
s.t. (x, y)∈X (21b)∑
j∈J
∑
m∈M
zt,ni,j,m +u
n
i,t =W
n
i,t, ∀i∈ [I], t∈ [T ], n∈ [N ] (21c)∑
i∈I
zt,ni,j,m ≤Cxtj,m ∀j ∈ [J ], m∈ [M ], t∈ [T ], n∈ [N ] (21d)
uni,t ≥ 0, zt,ni,j,m ≥ 0, ∀i∈ [I], j ∈ [J ],m∈ [M ], t∈ [T, n∈ [N ] (21e)
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