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Cap´ıtulo 1
Introduccio´n
Hoy en d´ıa la optimizacio´n de la explotacio´n de los yacimientos de hidro-
carburo juega un papel importante en la economı´a mundial. Por esta razo´n,
al identificarse la presencia de un yacimiento o´ una acumulacio´n de hidro-
carburo cuya explotacio´n es econo´micamente rentable, se genera un plan de
explotacio´n con el objetivo de maximizar el factor de recobro de los yacimien-
tos 1. Para optimizar el proceso de produccio´n de hidrocarburos en los cam-
pos de petro´leo, es necesario caracterizar correctamente el yacimiento [9], lo
que involucra entender la estructura geolo´gica del subsuelo y sus propiedades
f´ısicas, tal que, este conocimiento pueda ser incorporado en los modelos de
simulacio´n del yacimiento en los que se fundamentan las estrategias de ex-
plotacio´n de los campos. Normalmente la informacio´n previa en un proyecto
de simulacio´n de yacimientos esta´ basada en resultados de los datos s´ısmi-
cos, las medidas electromagne´ticas y los registros en los pozos, entre otros
[20, 74, 81]. Los registros son medidas tomadas a lo largo de la profundidad
del pozo y proveen una fuente de informacio´n en las cercan´ıas de los pozos, tal
como propiedades f´ısicas de las rocas y tipos de fluidos [94]. La informacio´n
previa disponible no permite la completa caracterizacio´n del yacimiento para
obtener un modelo esta´tico que satisfaga los datos de produccio´n al momen-
to de realizar la simulacio´n nume´rica. Por lo tanto en el proceso de ajuste
histo´rico de produccio´n se modifican los para´metros f´ısicos del yacimiento
para que los resultados del modelo de simulacio´n se aproximen a los datos de
presio´n-produccio´n reales o de referencia [1, 60, 16]. Este proceso representa
la solucio´n de un problema inverso donde los datos son las historias de presio´n
1El factor de recobro: es proporcio´n del petro´leo cuya extraccio´n del yacimiento es
econo´micamente rentable
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y produccio´n en los pozos y las inco´gnitas vienen dadas por las propiedades
f´ısicas del yacimiento (por ejemplo, la permeabilidad, K que representa la
conectividad existente entre los poros de las rocas presentes en el subsuelo
y/o la porosidad φ que representa la relacio´n entre el volumen poroso, y el
volumen total del yacimiento).
En aplicaciones reales existen yacimientos con contraste en las propiedades
f´ısicas de las litofacies (tipos de rocas) presentes. Por ejemplo en yacimientos
fracturados las fracturas se extienden solo en cierta parte del yacimiento por
lo que es muy importante identificar la distribucio´n de las zonas fracturadas
[98, 102, 111, 112], ya que son las zonas con mayor potencial de produccio´n.
Otro caso son los yacimientos asociados a diferentes litolog´ıas donde cada
litolog´ıa puede corresponder a diferentes tiempos geolo´gicos de deposicio´n.
Por ello optimizar la modelizacio´n de estos yacimientos complejos ha sido la
principal motivacio´n de nuestro grupo de simulacio´n. La metodolog´ıa desar-
rollada en este trabajo es aplicable en yacimientos con varias litolog´ıas bien
diferenciadas, donde existe contraste de permeabilidad entre las litofacies.
El me´todo de reconstruccio´n de formas y de caracterizacio´n usa el me´todo
de inversio´n basado en el modelo adjunto [10, 50, 101, 67, 30, 38, 54] y el
me´todo de conjunto de nivel, todo esto combinado con ana´lisis de yacimien-
to [20, 81, 122] y simulacio´n nume´rica. As´ı, este trabajo presenta un nuevo
me´todo para la caracterizacio´n y reconstruccio´n de formas geolo´gicas en el
proceso de ajuste histo´rico automa´tico en yacimientos con ma´s de un tipo de
roca.
Los modelos de yacimientos estudiados en esta tesis, consisten de varias
regiones con propiedades f´ısicas diferentes en cada material. La distribucio´n
de cada material en el yacimiento es modelada usando el me´todo de conjuntos
de nivel [7, 21, 25, 43, 56, 62, 120, 127].
Con la finalidad de describir adecuadamente las formas litolo´gicas se re-
aliza una descripcio´n de la permeabilidad en superficies cerradas, usando la
funcio´n de conjunto de nivel. El proceso de optimizacio´n del ajuste histo´rico
requiere la resolucio´n del me´todo IMPES (Impl´ıcito en presio´n, expl´ıcito en
saturacio´n, ver ape´ndice 1) para resolver el problema directo, as´ı como tam-
bie´n la solucio´n del problema adjunto o´ de retro-propagacio´n para el ca´lculo
de gradientes y la minimizacio´n del funcional de coste [74, 97, 31, 5, 113,
121, 133]. Para generar los datos sinte´ticos, que son los datos reales o´ de
referencia en los ejemplos nume´ricos estudiados, se utiliza el simulador de
l´ıneas de corrientes [60]. La utilizacio´n de simuladores diferentes para gener-
ar datos (simulador de l´ıneas de corrientes) y para la reconstruccio´n (IMPES)
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introduce un ruido artificial en los datos evitando el ’crimen asociado al prob-
lema inverso’(“inverse crime”)[48, 80]. En este trabajo todos los simuladores
nume´ricos utilizados para resolver el problema directo y el inverso han sido
desarrollados previamente por el grupo de modelizacio´n y simulacio´n nume´ri-
ca de la Universidad Carlos III de Madrid y Repsol YPF, para ma´s detalles
ver [60].
El algoritmo que presenta la metodolog´ıa desarrollada parte de un modelo
de permeabilidad inicial (determin´ıstico o´ estoca´stico) basado en informacio´n
previa del yacimiento, se calculan los residuos definidos como la diferencia
entre los datos de produccio´n simulados y los reales. Estos residuos se incor-
poran en la ecuacio´n de estado adjunto para obtener la direccio´n de disminu-
cio´n del funcional de coste utilizando un me´todo de gradiente. La correccio´n
del perfil de propiedades y de la geometr´ıa asumida se realiza mediante el
me´todo de conjuntos de nivel. As´ı el proceso es repetido iterativamente hasta
satisfacer el criterio de convergencia o tolerancia.
En este trabajo se desarrollan varios modelos, para la caracterizacio´n y
optimizacio´n del ajuste histo´rico de yacimientos con ma´s de un tipo de roca
con valores de permeabilidad bien diferenciados usando el me´todo de con-
juntos de nivel. La combinacio´n del problema directo, el esquema adjunto
y las regularizaciones y filtros aplicados permiten caracterizar yacimientos
complejos con ma´s de un tipo de roca, a partir de los datos de produccio´n sin
necesidad de usar una herramienta de ca´lculo ma´s potente que un ordenador
regular. Tambie´n es importante recalcar que los algoritmos de inversio´n pre-
sentados aqu´ı no esta´n restringidos al uso de los co´digos empleados para
generar estos resultados, tambie´n se pueden combinar estos algoritmos de
reconstruccio´n de forma y valor con simuladores comerciales para resolver el
problema directo y el adjunto en situaciones de dos y tres dimensiones.
El trabajo se organiza de la siguiente manera: En este cap´ıtulo se pre-
senta una revisio´n de los conceptos ba´sicos y la formulacio´n matema´tica
asociada a la caracterizacio´n de yacimientos con ajuste histo´rico automa´tico
en yacimientos sometidos a un proceso de inyeccio´n de agua; adema´s se pre-
sentan los trabajos previos a esta tesis relacionados con la definicio´n de ge-
ometr´ıas litolo´gicas a partir de la aplicacio´n de modelo inverso para la gen-
eracio´n del ajuste histo´rico de yacimientos junto con una descripcio´n general
del me´todo de conjuntos de nivel [48, 125, 47, 46, 70] . El cap´ıtulo 2 expone la
derivacio´n matema´tica del algoritmo asociado a la metodolog´ıa desarrollada
en este trabajo para la definicio´n de las geometr´ıas de las litolog´ıas usando
el me´todo de conjunto de nivel [143], en yacimientos con valores de per-
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meabilidad conocidos y constantes. Adema´s se presentan algunos resultados
obtenidos al aplicar el algoritmo en varios modelos de yacimientos con ini-
cializaciones determin´ısticas y estoca´sticas. En el cap´ıtulo 3 se presenta una
extensio´n del algoritmo para ser aplicado a situaciones ma´s realistas para la
reconstruccio´n simulta´nea de formas y valores de permeabilidad en cada celda
[146, 147]. Se muestran los resultados obtenidos a partir de la aplicacio´n del
algoritmo para la caracterizacio´n de formas y valores internos combinando
la te´cnica convencional de calculo de permeabilidad en cada celda (modelo
adjunto), parametrizacio´n de la tendencia de permeabilidad y el me´todo de
conjunto de nivel. En el cap´ıtulo 4 se presenta una nueva metodolog´ıa para
el manejo de zonas de baja sensibilidad aplicando perturbaciones topolo´gicas
para reconstruir formas geolo´gicas en zonas de baja sensibilidad en yacimien-
tos [144, 145]. En el cap´ıtulo 5 se extiende la metodolog´ıa del cap´ıtulo 2 para
la caracterizacio´n de yacimientos con ma´s de dos litofacies, mostrando los
resultados obtenidos en un modelo de yacimiento a partir de inicializaciones
determin´ısticas y gaussianas [148]. Al final de esta tesis se presentan las con-
clusiones asociadas al trabajo y los ape´ndices complementarios.
1.1. Proceso de inyeccio´n de agua en yacimien-
tos de petro´leo
En un yacimiento sometido a un proceso de produccio´n primario, se utiliza
fundamentalmente la energ´ıa natural del yacimiento. Durante este proceso
el petro´leo se encuentra bajo presio´n dentro de los poros de las rocas que
forman el yacimiento. Por ello, cuando se perfora un pozo, el petro´leo se
expande hacia la zona de menor presio´n. El petro´leo (“black oil”) contiene
una cantidad significativa de gas natural en disolucio´n. Cuando el petro´leo
pasa a la zona de baja presio´n del pozo, por debajo de “la presio´n de burbuja”
2, el gas deja de estar disuelto y empieza a expandirse empujando al petro´leo
a la zona de menor presio´n.
A medida que se continu´a retirando l´ıquido del yacimiento, la presio´n
disminuye poco a poco. Esto hace que la velocidad de flujo del l´ıquido hacia
el pozo se haga menor y se libere menos gas. Cuando el petro´leo ya no llega
a la superficie se hace necesario instalar un mecanismo de levantamiento
2La presio´n de burbuja: es la presio´n en la que se libera la primera cantidad de gas,
inicialmente disuelto en el petro´leo, en el proceso de produccio´n de un yacimiento
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artificial en el pozo para continuar extrayendo el crudo desde el fondo del
pozo a la superficie.
Independientemente de si se aplica o´ no un me´todo de levantamiento ar-
tificial, cuando la produccio´n primaria se acerca a su l´ımite econo´mico, es
posible que so´lo se haya extra´ıdo un pequen˜o porcentaje del crudo almace-
nado, que normalmente no supera el 30 % de factor de recobro. Por ello, es
necesario aplicar sistemas para complementar esta produccio´n primaria. Es-
tos sistemas complementarios son conocidos como procesos de recuperacio´n
mejorada de petro´leo y pretenden aumentar la recuperacio´n de crudo sum-
inistrando energ´ıa al yacimiento. Con estos me´todos se aumenta el factor de
recobro del yacimiento. Uno de los me´todos de recuperacio´n mejorada ma´s
aplicados es la inyeccio´n de agua. Por ello, el problema f´ısico considerado en
este trabajo es un proceso de recuperacio´n mejorada por inyeccio´n de agua,
donde el agua desplaza el petro´leo manteniendo la presio´n en el yacimiento
ma´s o menos constante. En esta te´cnica de recuperacio´n mejorada, el agua
inyectada va desde los pozos de inyeccio´n hacia los pozos de extraccio´n de-
splazando el petro´leo hacia los pozos de produccio´n. En este trabajo el flujo
de petro´leo y agua es modelado como flujo incompresible bifa´sico a trave´s
de medio poroso, despreciando la presencia de gas por no disponer de simu-
ladores de flujo compresible para realizar las simulaciones.
1.2. Modelo nume´rico del yacimiento. Prob-
lema directo
Las ecuaciones de flujo en medios porosos combinan un conjunto de ecua-
ciones de conservacio´n de la masa, momento y energ´ıa, as´ı como tambie´n
las ecuaciones de los fluidos y del material poroso. Por simplicidad y para
no tomar en consideracio´n la ecuacio´n de conservacio´n de la energ´ıa, en este
trabajo se asume que el proceso de inyeccio´n de agua a estudiar corresponde
a un proceso isote´rmico [32, 35, 94].
Para empezar se plantea el caso ma´s simple posible, flujo monofa´sico
en una dimensio´n. Considerando la ley de conservacio´n de la masa en una
porcio´n del material poroso con porosidad φ, area de la seccio´n transversal
A, y sobre un elemento de control diferencial de longitud ∆x con un fluido
de densidad ρ que fluye con velocidad u. Entonces el balance de masa en el
elemento de control se escribe como:
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{Masaentra} − {Masasale} = {Cambiomasa} ,
o´
{uρA}x − {uρA}x+∆x = ∂
∂t
{φA∆xρ} . (1.1)
Dividiendo por ∆x y tomando el l´ımite cuando ∆x tiende a cero, se
obtiene la ecuacio´n de continuidad:
− ∂
∂x
(Aρu) = A
∂
∂t
(φρ) . (1.2)
Cuando el a´rea de la seccio´n transversal es constante, se tiene
− ∂
∂x
(ρu) =
∂
∂t
(φρ) . (1.3)
La ecuacio´n de momento viene dada por las ecuaciones de Navier Stokes,
pero pueden ser simplificadas para flujo a baja velocidad en materiales porosos
por la ecuacio´n de Darcy. La ley de Darcy simplificada para flujo horizontal
en una dimensio´n, se escribe como
u = −K
µ
∂P
∂x
, (1.4)
Donde K es la permeabilidad de la roca, y µ es la viscosidad del fluido. En el
caso de flujo inclinado, entonces la ecuacio´n de Darcy toma en consideracio´n
la inclinacio´n, incluyendo la gravedad g de la siguiente forma
u = −K
µ
(
∂P
∂x
− ρgdD
dx
) , (1.5)
o´ en te´rminos del a´ngulo de inclinacio´n α ser´ıa
u = −K
µ
(
∂P
∂x
− ρgsen(α)) . (1.6)
Las ecuaciones constitutivas del medio poroso toman en cuenta la depen-
dencia de la porosidad con la presio´n, de forma que se usa la definicio´n de
compresibilidad de la roca
Cr =
1
φ
(
∂V
∂P
)T . (1.7)
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Al asumir la temperatura constante, esta ecuacio´n queda
dφ
dP
= φCr . (1.8)
Si se asume que la compresibilidad de la roca es cero, entonces la porosi-
dad no var´ıa con la presio´n, despreciando el feno´meno de subsidencia que se
presenta en ocasiones en campos con produccio´n petro´leo.
Por otra parte para describir el comportamiento de un fluido en el yacimien-
to, se aplica la definicio´n de compresibilidad de un fluido a una temperatura
dada T
Cf = − 1
V
(
∂V
∂P
)T . (1.9)
Para describir el comportamiento del petro´leo negro convencional (“Black
oil”), se usa el factor volume´trico de formacio´n B y la relacio´n gas petro´leo
en solucio´n Rs, adema´s de la viscosidad y la densidad del fluido. El factor
volume´trico de formacio´n del petro´leo (B) se define como la relacio´n entre
volumen de petro´leo a condiciones de yacimiento (presio´n y temperatura del
yacimiento) y el volumen de petro´leo a condiciones de superficie (condiciones
esta´ndares). Este factor esta´ asociado con la expansio´n del gas (inicialmente
disuelto en el petro´leo) cuando se reduce la presio´n del fluido. La relacio´n
gas petro´leo en solucio´n (Rs) se define como la cantidad de gas disuelto en
el petro´leo por cada barril de petro´leo que se produce en superficie.
De esta forma partiendo de la ecuacio´n (1.3) y combina´ndola con las
ecuaciones de Darcy y de propiedades del fluido, se obtiene una ecuacio´n
general para flujo de un fluido, en un sistema unidimensional, horizontal, de
a´rea constante y con condiciones adecuadas para aplicar la ley de Darcy
− ∂
∂x
(
K
µB
∂P
∂x
) =
∂
∂t
(
φ
B
) . (1.10)
En este trabajo se asume que el petro´leo es incompresible (Co = 0), con
B = 1 y Rs = 0, y al despreciar la compresibilidad de la roca, adema´s se
asume porosidad constante.
En el caso de flujo de ma´s de una fase, por ejemplo, el flujo de petro´leo y
agua en un yacimiento sometido a un proceso de inyeccio´n de agua, consider-
ado en este trabajo se parte de la ecuacio´n de continuidad para cada fluido,
tomando en cuenta las saturaciones y las propiedades de cada fluido (agua y
petro´leo):
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− ∂
∂x
(ρwuw) =
∂
∂t
(φρwSw) , (1.11)
− ∂
∂x
(ρouo) =
∂
∂t
(φρoSo) . (1.12)
Tomando adema´s en consideracio´n la ecuacio´n de Darcy correspondiente a
cada fluido (petro´leo y agua)se obtiene:
uw = −K.krw
µw
∂Pw
∂x
, (1.13)
uo = −K.kro
µo
∂Po
∂x
. (1.14)
Luego al introducir las ecuaciones de Darcy (1.13) y (1.14), en las ecua-
ciones de continuidad (1.11) y (1.12), tomando en cuenta las propiedades de
los fluidos y tomando en cuenta los te´rminos de produccio´n de petro´leo y
agua (Qo y Qw) en el tiempo se obtiene:
∂
∂x
(
Kkrw
µwBw
∂Pw
∂x
)−Qw = ∂
∂t
(
φSw
Bw
) , (1.15)
∂
∂x
(
Kkro
µoBo
∂Po
∂x
)−Qo = ∂
∂t
(
φSo
Bo
) . (1.16)
Basados en esta descripcio´n, asumiendo la porosidad constante (indepen-
diente del tiempo) y generalizando el modelo a un dominio de dos dimen-
siones, en este trabajo se utiliza el siguiente sistema para la simulacio´n de
yacimientos que consiste de flujo incompresible, bifa´sico, de petro´leo y agua
en un medio poroso en dos dimensiones. El sistema viene dado por:
φ
∂Sw
∂t
−∇ · [Tw(∇pw + ρwgez)] = Qw en Ω× [0, tf ] , (1.17)
φ
∂So
∂t
−∇ · [To(∇po + ρogez)] = Qo en Ω× [0, tf ] . (1.18)
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En estas dos leyes de conservacio´n para el agua (w) y para el petro´leo (o), los
efectos de gravedad son tomados en cuenta a trave´s de los te´rminos ρwgez y
ρogez. Las variables involucradas en estas ecuaciones son la porosidad φ(~x),
la transmisibilidad del agua Tw y del petro´leo To y las tasas de produccio´n
de agua y petro´leo medidas en las posiciones de los pozos, Qo y Qw re-
spectivamente. Estas dos ecuaciones diferenciales se resuelven utilizando las
condiciones iniciales y de contorno adecuadas. Las condiciones iniciales se
presentaran ma´s adelante y en la frontera se pueden poner condiciones de
contorno de tipo Neumann, de tipo Dirichlet o bien de flujo cero a trave´s
de la frontera. En ausencia de gravedad, las condiciones de contorno de flu-
jo cero a trave´s de la frontera se pueden implementar como una condicio´n
de Neumann con la derivada normal igual a cero, ya que en este caso es-
to implica que la velocidad normal del fluido en la frontera es cero. Lo que
implica poner que la permeabilidad del medio que rodea al yacimiento es
cero (K = 0 en ∂Ω). Adicionalmente se consideran las ecuaciones de presio´n
capilar y de saturacio´n:
Pcwo = po − pw, (1.19)
Sw + So = 1. (1.20)
Las variables involucradas en (1.19) y (1.20) se definen como:
Pcwo: Presio´n capilar agua-petro´leo.
pw: Presio´n en la zona de agua.
po: Presio´n en la zona de petro´leo.
Sw: Saturacio´n de agua.
So: Saturacio´n de petro´leo.
As´ı se genera un sistema de cuatro ecuaciones (1.17)–(1.20) y cuatro
inco´gnitas pw, po, Sw y So. La ecuacio´n (1.20) que relaciona la saturacio´n
de agua (Sw) y la saturacio´n de petro´leo (So) indica que el medio poroso
esta totalmente saturado con agua y petro´leo. La saturacio´n de un fluido en
el yacimiento se define como la proporcio´n del volumen del yacimiento que
contiene ese fluido. La transmisibilidad del petro´leo y del agua se asumen
conocidas y se calculan con las siguientes expresiones:
Tw = K(x)
Krw(Sw)
µw
; To = K(x)
Kro(Sw)
µo
; T = Tw + To . (1.21)
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Los para´metros involucrados son:
T : Transmisibilidad total de los fluidos (agua y petro´leo).
K: Permeabilidad absoluta del yacimiento.
Krw(Sw): Permeabilidad relativa al agua.
Kro(Sw): Permeabilidad relativa al petro´leo.
µw: Viscosidad del agua.
µo: Viscosidad del petro´leo.
La transmisibilidad de un fluido se define como la relacio´n entre la per-
meabilidad efectiva y la viscosidad del fluido. As´ı, la permeabilidad efectiva
es tambie´n una propiedad que depende de las propiedades del fluido y de las
saturaciones y representa la facilidad que tiene el fluido de moverse a trave´s
del medio poroso. Por lo tanto la transmisibilidad del petro´leo y del agua
dependen de las saturaciones.
En este trabajo, para simplificar las simulaciones requeridas para la res-
olucio´n del problema inverso se desprecian los te´rminos de gravedad y la
presio´n capilar de los fluidos en el yacimiento. Por lo tanto si en el problema
directo se desprecian los te´rminos de gravedad ρwgez y ρogez, as´ı como tam-
bie´n la presio´n capilar, queda pw = po = p, las ecuaciones (1.17)–(1.20) son
simplificadas, tal que se pueden obtener las siguientes expresiones:
−∇ ·
[
T∇p
]
= Q en Ω× [0, tf ] (1.22)
φ
∂Sw
∂t
−∇ · [Tw∇p] = Qw en Ω× [0, tf ], (1.23)
donde Q = Qw + Qo, as´ı las inco´gnitas sera´n p y Sw, con las siguientes
condiciones iniciales y de contorno:
Sw(~x, 0) = S
0
w(~x) en Ω , (1.24)
p(~x, 0) = p0(~x) en Ω , (1.25)
∇p · ~ν = 0 sobre ∂Ω . (1.26)
Como se menciono´ anteriormente la condicio´n de contorno (1.26) implica
que no hay flujo a trave´s de las fronteras. Las ecuaciones (1.22)–(1.26) sera´n el
modelo ba´sico para derivar nuestro algoritmo de inversio´n de formas. Q(x, t)
y Qw(x, t) definen el flujo total y el flujo de agua en los pozos. Estos flujos
esta´n dados por :
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Q = c T
Ni∑
j=1
(p
(i)
wbj
− p)δ(x− x(i)j ) + c T
Np∑
j=1
(p
(p)
wbj
− p)δ(x− x(p)j ) (1.27)
Qw = c T
Ni∑
j=1
(p
(i)
wbj
− p)δ(x− x(i)j ) + c Tw
Np∑
j=1
(p
(p)
wbj
− p)δ(x− x(p)j ) (1.28)
En (1.27) y (1.28) x
(i)
j , j = 1, . . . , Ni, indican las localizaciones de los Ni
pozos inyectores, x
(p)
j , j = 1, . . . , Np, indican las localizaciones de los Np
pozos productores, y p
(i)
wbj
, p
(p)
wbj
es la presio´n de fondo fluyente en los Ni
pozos inyectores (impuesta por disponibilidad de bombeo de agua) y en los
Np pozos productores, respectivamente. Aqu´ı, c es una constante que depende
del modelo del pozo, llamada ı´ndice de productividad. En el modelo las tasas
de flujo son positivas en los pozos de inyeccio´n y negativas en los pozos de
produccio´n.
Es importante destacar que Qw es diferente de cero solo en las posiciones
de los pozos. Por consiguiente, cuando se asume que la permeabilidad en la
localizacio´n de los pozos es conocida (a partir de los registros en los pozos,
por ejemplo), el segundo te´rmino en (1.15) desaparece y solo se debe evaluar
el primer te´rmino con el objetivo de calcular la actualizacio´n en el resto del
dominio Ω. Este es el enfoque utilizado en las reconstrucciones nume´ricas
realizadas en este trabajo.
1.3. Me´todos de simulacio´n nume´rica
Para obtener una solucio´n computacional del modelo de flujo bifa´sico en
medios porosos presentado anteriormente en las ecuaciones (1.17)-(1.20) es
necesario resolver un sistema de ecuaciones diferenciales parciales no lineales
usando herramientas nume´ricas. El me´todo nume´rico tradicionalmente uti-
lizado para resolver este problema en simulacio´n de yacimientos ha sido el de
diferencias finitas aunque en los u´ltimos an˜os tambie´n se utilizan los me´todos
de elementos finitos y ma´s recientemente los me´todos sin malla (’meshless’)
[13, 30], entre otros. En este trabajo se usan simuladores nume´ricos de difer-
encias finitas para resolver el problema directo (IMPES) y el adjunto asociado
al flujo de petro´leo y agua en el yacimiento. En esta seccio´n, se describen los
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dos me´todos de diferencias finitas mas usados (IMPES e impl´ıcito) adema´s
del me´todo de l´ıneas de corrientes utilizado para generar los datos reales o
de referencia.
El me´todo IMPES es un me´todo nume´rico muy usado en el a´rea de sim-
ulacio´n de yacimientos. El simulador nume´rico utilizado en este trabajo para
resolver el problema directo durante el proceso de la reconstruccio´n se basa
en este me´todo. En el ape´ndice 1.1 se presenta la forma de resolver el sistema
de ecuaciones descrito anteriormente, que representa el sistema f´ısico objeto
de ana´lisis de este trabajo (flujo de petro´leo y agua en el yacimiento). Las
siglas IMPES provienen de la expresio´n “Implicit Pressure Explicit Satura-
tion”, y describen la manera en la que se resuelven las ecuaciones; es decir,
se calcula la presio´n impl´ıcitamente y la saturacio´n expl´ıcitamente.
En el ape´ndice 1.2. se describe el me´todo de l´ıneas de corriente. En este
trabajo se usa este me´todo para generar los valores de presio´n y produccio´n
real o de referencia, dado el mapa de permeabilidad real o de referencia. Se
usa este simulador para generar los datos con la finalidad de evitar el llamado
“crime´n asociado al problema inverso” o´ “inverse crime”.
Una l´ınea de corriente es una l´ınea tangente en todo punto al campo
de velocidades [94, 134] para todo instante de tiempo. El me´todo de l´ıneas
de corriente, “streamline” [59, 58] es en cierto sentido un me´todo similar al
IMPES, ya que la presio´n se calcula impl´ıcitamente y la saturacio´n de forma
expl´ıcita. De hecho, para desarrollarlo, se parte de las ecuaciones (1.22) y
(1.23) como en el me´todo IMPES. Pero existe una diferencia ba´sica que les
hace completamente distintos, y es que en el me´todo de l´ıneas de corriente la
ecuacio´n de la saturacio´n se resuelve sobre las l´ıneas de corriente mediante un
cambio de variables. Esto transforma una ecuacio´n de dos o tres dimensiones,
en un conjunto de ecuaciones en una dimensio´n.
Otro de los me´todos nume´ricos utilizados tradicionalmente en la simu-
lacio´n de yacimientos de petro´leo es el impl´ıcito (ver ape´ndice 1.3). Como
su propio nombre indica, se calculan todas las variables impl´ıcitamente. Este
me´todo es bastante mas costoso nume´ricamente, pero por el contrario, es
mucho mas estable que el IMPES, por lo que tambie´n es un me´todo muy
usado (de hecho en la actualidad es el usado por defecto, a pesar de su coste
computacional y su mayor dispersio´n nume´rica). Al igual que en el me´to-
do IMPES se parte de las ecuaciones (1.22) y (1.23), e igualmente se van a
reescribir de otra forma que facilitara´ su resolucio´n nume´rica.
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1.4. Caracterizacio´n de yacimientos utilizan-
do informacio´n esta´tica
La caracterizacio´n de un yacimiento de hidrocarburos consiste en generar
un modelo geolo´gico del yacimiento (estructuras y propiedades f´ısicas) basa-
do en la integracio´n de la informacio´n geof´ısica, petrof´ısica, geolo´gica y de
ingenier´ıa con el fin de calcular reservas y crear un plan de desarrollo o´ptimo
del campo. Por ello la caracterizacio´n es una etapa muy importante en el
plan de explotacio´n de un yacimiento de petro´leo.
La etapa inicial de un proceso de caracterizacio´n de yacimiento consiste
en la generacio´n de un modelo esta´tico inicial basado en informacio´n previa
(esta´tica). Esta informacio´n previa se consigue a partir de la interpretacio´n de
datos s´ısmicos 2D y 3D, registro de pozos, pruebas de laboratorios, ana´lisis
de ripios (muestras obtenidas durante la perforacio´n), ana´lisis de nu´cleos
(muestras compactas tomadas en el yacimiento), entre otros.
Dentro de la etapa inicial del proceso de caracterizacio´n de yacimientos
se siguen, en general, las etapas de modelizacio´n geolo´gica, modelizacio´n de
las propiedades f´ısicas de la roca a partir de registros, inclusio´n del ana´li-
sis de produccio´n y por supuesto integracio´n de la informacio´n disponible
del campo. En la modelizacio´n geolo´gica se desarrolla la modelizacio´n es-
tructural a partir de la informacio´n s´ısmica y geolo´gica del a´rea, donde se
dispone de sistemas para interpretacio´n s´ısmica en 2D y 3D y modelizacio´n
geolo´gica para la integracio´n de la informacio´n procesada. El ana´lisis de los
Registros Ele´ctricos se basa en la aplicacio´n de algoritmos para estimar las
propiedades f´ısicas (permeabilidad y porosidad). Luego se integran la mod-
elizacio´n geolo´gica, el ana´lisis de registro y la informacio´n de ana´lisis de labo-
ratorio usando una metodolog´ıa de evaluacio´n. La metodolog´ıa de evaluacio´n
integra la informacio´n esta´tica disponible y utiliza la determinacio´n cuanti-
tativa de la litolog´ıa de la roca, textura, composicio´n, sistema poral, arcillas
y otros minerales sensibles. Finalmente, una vez aplicada la metodolog´ıa de
evaluacio´n se obtiene un modelo que clasifica los tipos de roca y define los
ambientes de depositacio´n, genera´ndose as´ı un modelo esta´tico inicial que
caracteriza el yacimiento en estudio.
En caso de no existir datos de produccio´n en el campo, el modelo esta´tico
inicial se usa como informacio´n de entrada en la aplicacio´n de me´todos
volume´tricos para estimar el potencial del yacimiento con el objetivo de de-
terminar si es o´ no rentable su explotacio´n, evaluando las zonas potenciales
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de produccio´n.
Otra alternativa es la aplicacio´n de los me´todos estad´ısticos para generar
ma´s de un modelo inicial del yacimiento basado en la informacio´n previa
(esta´tica). Los me´todos estad´ısticos [36, 106] buscan estimar la distribucio´n
de los para´metros a lo largo de todo el yacimiento conocidos los valores en los
pozos de forma que se ajusten al resto de informacio´n que se tiene de la zona
donde se encuentra el yacimiento, como puede ser la obtenida por me´todos
s´ısmicos o por otro tipo de estudios geolo´gicos de la zona. Por otra parte con
los me´todos estoca´sticos (basados en informacio´n esta´tica) se consigue una
gran cantidad de “realizaciones equiprobables” (es decir, posibles mapas de
los para´metros en el a´rea del yacimiento que tienen la misma probabilidad de
ser correctos en funcio´n de criterios basados en la informacio´n conocida). Por
supuesto la gran mayor´ıa de ellos no van a ajustar los datos de produccio´n en
los pozos ni siquiera aproximadamente. Debido a que es posible crear muchos
modelos geolo´gicos escalados equivalentes usando el modelado estoca´stico,
se evalu´an la incertidumbre del modelo y se confirman los hidrocarburos
recuperables. De esta manera, la simulacio´n del flujo de los modelos geolo´gicos
escalados en los percentiles P10, P50 y P90, resultan en unas curvas de
produccio´n acumulada pesimista, regular y optimista respectivamente (Ver
[147]). Entre estos me´todos estad´ısticos se encuentran el kriging, el cokriging
y los modelos gaussianos (Ver [77, 36]).
En el caso de un yacimiento con historia de produccio´n, el modelo esta´tico
inicial se usa como informacio´n de entrada para generar un modelo de sim-
ulacio´n dina´mico (que adema´s toma en cuenta la informacio´n de los fluidos
y los datos de produccio´n) que debe ser ajustado para completar el proceso
de caracterizacio´n del yacimiento generando un modelo esta´tico final que se
ajusta a la historia de produccio´n con el objetivo de obtener un modelo de
prediccio´n que permita optimizar la produccio´n del campo.
En este trabajo la idea es completar la caracterizacio´n de la permeabilidad
en yacimientos con varias litofacies usando datos de produccio´n e informacio´n
previa (modelo esta´tico inicial).
1.4.1. Caracterizacio´n de yacimientos con ajuste histo´ri-
co de produccio´n
El ajuste histo´rico de produccio´n de los modelos de simulacio´n de yacimien-
tos es un gran reto para la industria del petro´leo conocido como ajuste histo´ri-
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co (“history matching”) y es el objetivo central de esta tesis. El procedimiento
de determinar los para´metros f´ısicos del yacimiento que ajustan los datos de
produccio´n esta´ asociado a un problema inverso asociado mal condicionado
y con posibilidad de tener varias soluciones. Como definicio´n de problema
inverso se podr´ıa decir que dados los resultados de un proceso conocido en el
que intervienen diferentes para´metros y variables (la produccio´n en los po-
zos), el problema inverso consiste en averiguar los valores de los para´metros
que han producido esos resultados (la permeabilidad).
Debido a que la informacio´n geolo´gica previa en la que se basa el modelo
esta´tico inicial del yacimiento proviene de la interpretacio´n de datos esta´ticos,
este modelo solo puede ofrecernos una aproximacio´n inicial imprecisa de las
caracter´ısticas del a´rea en estudio. Esta imprecisio´n es la causante de que
al empezar un estudio de simulacio´n del yacimiento, los resultados de las
simulaciones y los datos reales no coincidan. Eso supone la imposibilidad de
conocer a priori la evolucio´n de la produccio´n del yacimiento, y por tanto
de ajustar la produccio´n a las necesidades de la compan˜´ıa. Por ello en la
industria del petro´leo se ha puesto gran intere´s en desarrollar te´cnicas que
permitan obtener un modelo del yacimiento confiable y que se ajuste con los
datos de produccio´n medidos en campo.
Como consecuencia de todo esto, en la ingenier´ıa de yacimientos se
vienen desarrollando y usando desde hace tiempo distintas te´cnicas de “ajuste
histo´rico” que permiten ajustar los para´metros de forma que los resultados
obtenidos con el simulador sean lo mas parecido posible a los datos reales
(por ejemplo datos de presio´n y/o caudales) obtenidos hasta la fecha de la
que se dispongan datos. Una parte de las te´cnicas de ajuste histo´rico de
produccio´n se enfocan en estimar o corregir las propiedades petrof´ısicas del
yacimiento en cada celda (la permeabilidad y/o porosidad) [60, 59, 90]. Es-
tos me´todos normalmente funcionan bien en reconstrucciones con perfiles
de permeabilidad suave, pero tienen la desventaja que no conservan el con-
traste de permeabilidad que existe en yacimientos con ma´s de una litofacie,
destruyendo las interfaces que existen entre diferentes tipos de rocas. Por
otra parte para afrontar situaciones con yacimientos de dos o´ mas litofacies
con contraste en sus propiedades se han presentado otro grupo de te´cnicas
para realizar el ajuste histo´rico de produccio´n del yacimiento donde se re-
construye la distribucio´n de las formas geolo´gicas con diferentes propiedades
[114, 114, 116, 117, 86, 83].
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1.4.2. Yacimientos con perfiles de permeabilidad suaves
En el primer grupo mencionado anteriormente [1,4,6,10,12,13,22,23] donde
se corrige la permeabilidad en cada celda se aplica un proceso de ajuste
histo´rico automa´tico o´ iterativo donde el valor de permeabilidad real o´ de ref-
erencia en cada celda es la inco´gnita. Se define el funcional de coste o´ funcio´n
objetivo como una medida del error cometido al simular con una cierta dis-
tribucio´n de permeabilidad, por lo que en general esta funcio´n viene definida
por una norma del error cometido por los resultados del simulador al com-
pararlos con los resultados reales. As´ı, la idea es buscar una distribucio´n del
para´metro (permeabilidad) que minimiza el funcional de coste. Una impor-
tante dificultad en estos desarrollos es que los datos esta´n solo en puntos
espec´ıficos del yacimiento y no en todo el dominio, adema´s de ser un proble-
ma que se referencia en la literatura como “ill-posed” [57]. 3 Con el objetivo
de manejar estas dificultades, normalmente es necesario aplicar te´cnicas de
regularizacio´n [49, 82, 66], para estabilizar el proceso de inversio´n y para dar
una solucio´n bien definida. En los u´ltimos an˜os se han propuesto una gran
variedad de me´todos de este tipo para encontrar el mı´nimo del funcional de
coste en yacimientos con perfiles de permeabilidad suaves o regulares. En-
tre ellos, cabria destacar tres clases de me´todos: los estad´ısticos, los basados
en algoritmos gene´ticos y los que se basan en el ca´lculo del gradiente de la
funcio´n objetivo.
Los me´todos estad´ısticos aplican una perturbacio´n al para´metro que
se quiere ajustar (permeabilidad) siguiendo la teor´ıa de modelos de Monte
Carlo. Entre estos me´todos cabe destacar el me´todo de Kalman Filter que
ha ganado popularidad en los u´ltimos an˜os como un me´todo para el ajuste
histo´rico de modelos de yacimientos [83, 89, 90, 95, 96, 152]. Los estudios
publicados muestran que este me´todo es una alternativa prometedora para
la estimacio´n de las propiedades petrof´ısicas (porosidad y permeabilidad) en
yacimientos. Adicionalmente en los u´ltimos an˜os se ha introducido una mod-
ificacio´n al me´todo donde se generan una serie de modelos del yacimiento que
son actualizados con informacio´n de presio´n y produccio´n, este nuevo me´todo
es llamado “Ensemble Kalman Filter”. Cada modelo generado esta´ asocia-
do a una incertidumbre. El “Ensemble Kalman Filter” es un me´todo que se
3Definicio´n segu´n J. Hadamard : Un problema es “well-posed” si satisface las siguientes
condiciones: 1. Que exista la solucio´n. 2. Que la solucio´n sea u´nica. 3. La solucio´n depende
continuamente de los datos. De no cumplirse alguna de estas condiciones el problema es
“ill-posed” [65].
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ajusta a la teor´ıa de modelos Bayesianos y se inicializa con realizaciones de
tipo estoca´sticas. Los datos de produccio´n son incorporados secuencialmente
en el tiempo, y la permeabilidad es corregida tomando en cuenta esos datos
de produccio´n. La correccio´n de la permeabilidad se realiza haciendo uso del
“Kalman Gain”, el cual es una matriz que toma en consideracio´n la covari-
anza de los para´metros y los datos combinado con una variable aleatoria.
Seguidamente esta´n los algoritmos gene´ticos [9], estos cuales esta´n disen˜ados
para evitar los numerosos mı´nimos locales de la funcio´n objetivo, uno de los
problemas mas graves en la resolucio´n de cualquier problema inverso. Pero
su coste computacional es tremendamente alto, ya que requiere la resolucio´n
de una gran cantidad de problemas directos, lo que los hace poco adecuados
para este tipo de tarea.
En los me´todos basados en el ca´lculo del gradiente del funcional de coste
por lo general el ca´lculo del gradiente de esta funcio´n implica la resolucio´n
de mu´ltiples problemas directos. En cualquier caso, este tipo de me´todos
tiene la desventaja de no poder evitar los mı´nimos locales, a no ser que el
punto de partida este cerca del mı´nimo global. Como una modificacio´n de los
me´todos de gradiente se encuentra el de “propagation back-propagation”[30].
Inicialmente estos algoritmos fueron aplicados con e´xito a problemas inversos
relacionados con la medicina (tomograf´ıa de ultrasonidos [100], tomograf´ıa
optica [39, 40, 71, 37] y propagacio´n de ondas electromagne´ticas [42, 41, 91] )
y luego se extendieron a la industria de petro´leo. Este tipo de me´todos tienen
ba´sicamente dos ventajas: la primera es que solo necesitan una simulacio´n
mas la resolucio´n del problema adjunto por iteracio´n; la segunda es que no
necesitan calcular expl´ıcitamente el gradiente de la funcio´n objetivo, sino que
se calcula directamente la actualizacio´n del para´metro que se este ajustando,
ahorrando de esta manera algo de tiempo. Este me´todo fue estudiado en
detalle en un trabajo previo de nuestro grupo de investigacio´n (ver el ape´ndice
2 para una descripcio´n general) y consiste en corregir la permeabilidad en
cada celda del yacimiento basado en una matriz de sensibilidad que sigue
una direccio´n de descenso del funcional de coste [60].
Los coeficientes de sensibilidad esta´n definidos por la expresio´n:
Sc(x, x0, t) =
∆Qw(x0, t)
∆K(x)
(1.29)
Esta definicio´n puede ser vista como una derivada discreta del caudal
de agua extra´ıdo como funcio´n de la permeabilidad. De esta forma para
calcular el valor de estos coeficientes se debe hallar la solucio´n para un valor
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inicial de la permeabilidad, modificarla y hacer el ca´lculo en cada punto del
dominio para finalmente hallar la solucio´n para esta nueva distribucio´n de
la permeabilidad, para luego resta´rsela a la solucio´n inicial y dividir por la
modificacio´n de la permeabilidad, es decir:
Sc(x, x0, t) =
(Qw(x0, t)− Q˜w(x0, t))
∆K(x)
(1.30)
donde Q˜w(x0, t) es el caudal de agua extra´ıdo correspondiente a la solucio´n
del problema con la permeabilidad perturbada ∆K(x) y x0 es la posicio´n del
pozo donde se esta midiendo el caudal de agua extra´ıdo.
La aplicacio´n del me´todo adjunto simplifica el ca´lculo de la matriz de
sensibilidad del yacimiento y fue estudiado en un trabajo previo de nuestro
grupo de investigacio´n para el ajuste histo´rico. En ese trabajo la principal
limitacio´n que se presento´ fue la presencia de mı´nimos locales del gradiente,
lo que en ocasiones generaba modelos estimados diferentes al modelo real
del yacimiento. Para reducir este efecto, en ese trabajo se aplicaron te´cnicas
de regularizacio´n (Ej. Tikhonov) [49] para tratar de evitar la fragmentacio´n
de la reconstruccio´n del yacimiento lo que produce que la distribucio´n de
para´metros se suavice y por supuesto se destruye el contraste que se espera
encontrar, por ejemplo en un yacimiento con dos litofacies. Por lo tanto la
diferenciacio´n entre las diferentes facies o regiones debe hacerse aplicando
te´cnicas posteriores. En estos casos se pueden aplicar algunas te´cnicas de
segmentacio´n de ima´genes pero tienen la desventaja de que no toman en
cuenta los datos de produccio´n [3, 101, 99, 124]. Por ello en este trabajo se
extiende el me´todo de inversio´n para ser aplicado en yacimientos con ma´s de
un tipo de roca y se aplican otros tipos de te´cnicas de regularizacio´n para
evitar los mı´nimos locales.
1.4.3. Yacimientos con discontinuidad en la permeabil-
idad
Las te´cnicas de inversio´n de para´metros f´ısicos en cada celda no incor-
poran la informacio´n correspondiente a diferentes tipos de roca durante el
proceso de inversio´n a pesar de que en muchas aplicaciones pra´cticas se puede
conocer a priori el nu´mero de tipos de rocas que componen la estructura del
yacimiento gracias a la informacio´n esta´tica del a´rea. Por ejemplo en un es-
tudio de yacimientos se puede conocer a priori que el yacimiento consiste
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de dos litofacies, arena y lutita, as´ı, en estos casos la caracterizacio´n del
yacimiento consistira´ en conocer la distribucio´n de ambos tipos de roca a
trave´s del yacimiento y sus propiedades internas. Por ello recientemente se
ha introducido la idea de manejar este tipo de situaciones como informacio´n
de naturaleza binaria para reconstruir los cuerpos geolo´gicos y describir los
para´metros f´ısicos del yacimiento [114, 115, 116, 117, 90] mejorando la es-
tabilidad y la calidad de la estimacio´n de para´metros usando los datos de
produccio´n.
Por una parte varios autores en publicaciones previas a este trabajo
[114, 115, 116, 117, 114, 90] han desarrollado metodolog´ıas para identificar
geometr´ıa de cuerpos geolo´gicos, a partir del ajuste histo´rico de datos de pro-
duccio´n, usando me´todos de inversio´n. En estos estudios previos se utilizan
formas parametrizadas. El gradiente de una funcio´n objetivo se utiliza para
determinar pequen˜os cambios de los para´metros con la finalidad de mejorar
el ajuste a los datos de produccio´n. Generalmente el gradiente se calcula
evaluando el cambio de la funcio´n objetivo en funcio´n de una pequen˜a per-
turbacio´n en cada para´metro del modelo discretizado. La geometr´ıa de los
diferentes cuerpos geolo´gicos es definida a partir de la triagularizacio´n del
contorno entre diferentes litofacies. Esta metodolog´ıa fue presentada por Ra-
hon et al. [115, 114, 117, 116] y consiste en la parametrizacio´n de las formas
geolo´gicas a partir del ajuste de los datos de presio´n. Esa metodolog´ıa usa
los me´todos de gradiente y los me´todos de inversio´n. As´ı, esta´ basado en la
minimizacio´n de una funcio´n objetivo la cual se calcula usando el operador
adjunto. De esta forma, se estima la sensibilidad sobre el modelo continuo de
los ajustes de la geometr´ıa de los objetos geolo´gicos presentes. La derivada
de los datos de produccio´n con respecto a los para´metros petrof´ısicos (per-
meabilidad y/o porosidad) es calculada usando las ecuaciones de flujo y la
resolucio´n del modelo adjunto. Este me´todo de identificacio´n de las formas
geolo´gicas proviene de las te´cnicas de optimizacio´n [34]. La dificultad consiste
en calcular los gradientes de los datos de produccio´n con respecto a las per-
turbaciones de los para´metros geome´tricos, ya que estos u´ltimos no aparecen
directamente en las ecuaciones de flujo. Adema´s la evolucio´n de las formas
se basa en triangularizacio´n de las fronteras por lo que cambios de topolog´ıa
no se manejan de manera automa´tica.
En esta metodolog´ıa utilizada para obtener un ajuste de produccio´n au-
toma´tico a partir de la identificacio´n de formas los principales pasos involu-
crados son la solucio´n del problema directo, solucio´n del problema adjunto
y el ana´lisis de sensibilidades sobre la funcio´n objetivo respecto a la forma
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geolo´gica parametrizada. El me´todo matema´tico consiste en: determinar las
sensibilidades sobre el modelo continuo, modelar las formas geolo´gicas, cal-
cular los gradientes y hacer uso del algoritmo de optimizacio´n para corregir
los para´metros.
En general, el algoritmo ba´sico para resolver el problema inverso segu´n
Rahon consiste en que una vez que el gradiente de la funcio´n objetivo ha sido
calculado con respecto al desplazamiento de los para´metros que modelan
la forma geolo´gica, este gradiente puede ser introducido en un proceso de
minimizacio´n: por ejemplo se puede usar el algoritmo de gradiente conjugado
para encontrar el mı´nimo (cero) de la funcio´n objetivo. Para ma´s detalles ver
[115]
Por otra parte otro interesante enfoque de ajuste histo´rico de produccio´n
basado en el me´todo de conjunto de nivel fue realizado simulta´neamente con
nuestro trabajo [86, 15, 83]. En ese trabajo se representan las formas ge-
olo´gicas del yacimiento usando varias funciones de conjunto de nivel y una
te´cnica de escalamiento para encontrar la distribucio´n de las estructuras con
diferente permeabilidad en el yacimiento. Nuestro esquema difiere en varios
aspectos de este enfoque. En nuestro trabajo se aplica el llamado esquema ad-
junto para calcular las sensibilidades de las formas durante la reconstruccio´n,
lo que hace nuestro me´todo ma´s eficiente para problemas de gran escala. En
segundo lugar, en nuestro trabajo aplicamos herramientas de regularizacio´n
que consisten en aplicar un operador de tipo filtro en cada paso en lugar
de usar te´cnicas de escalas mu´ltiples como en [86, 136, 137, 135]. Adema´s
en nuestro trabajo se reconstruye la forma y el valor del para´metro (per-
meabilidad) simultaneamente independientemente de si el perfil interno se
puede parametrizar o´ no. En nuestro trabajo las inicializaciones toman en
cuenta la informacio´n esta´tica disponible en el campo, integrando modelos
estoca´sticos, lo que hace mucho ma´s realista y versa´til la aplicabilidad de
nuestra metodolog´ıa. El grupo de investigacio´n de la Universidad de Bergen
en Noruega [86], ha aplicado la te´cnica de conjunto de nivel en caracteri-
zacio´n dina´mica de yacimientos, usando un me´todo de escalamiento mu´ltiple
en caracterizacio´n de yacimientos. La idea de la investigacio´n llevada a cabo
por este grupo ha sido realizar el cotejo histo´rico de produccio´n de yacimien-
tos ajustando los valores de permeabilidad realizando escalamiento mu´ltiple
de los para´metros. Con este tipo de escalamiento se evita seleccionar un tipo
de parametrizacio´n desde el inicio del proceso de reconstruccio´n, empezan-
do con un modelo grueso y luego con refinamiento progresivo sucesivo en
zonas con alta sensibilidad del yacimiento. En general este trabajo presenta
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un enfoque de escalamiento mu´ltiple adaptativo (AMS en anglosajon). La
idea es usar el escalamiento mu´ltiple para predecir los datos de produccio´n
y se usa la te´cnica de conjunto de nivel para corregir el mapa de permeabil-
idad. Se usa una malla gruesa para resolver el problema inverso y luego se
aplica refinamiento sucesivo. Adema´s han integrado el escalamiento mu´ltiple
con algoritmos de correccio´n de para´metros estoca´sticos. Un proyecto adi-
cional creado por el grupo de la universidad de Bergen y que se encuentra en
desarrollo se trata de gerencia de yacimiento y monitorizacio´n de yacimien-
tos, donde se usa una representacio´n de Lagrange del yacimiento [26] y se
combina con la te´cnica de conjunto de nivel. El objetivo de este segundo
proyecto es identificar las propiedades del yacimiento integrando los datos
de produccio´n y la informacio´n s´ısmica 4D disponible probando las te´cnicas
de escalamiento mu´ltiple comentada anteriormente y aplicando te´cnicas de
descomposicio´n del dominio. Las aplicaciones de ambos proyectos han con-
sistido en probar las te´cnicas descritas en yacimientos bidimensionales sin
compresibilidad, iniciando con modelo gruesos del yacimiento.
En general el trabajo realizado por el grupo de investigacio´n de la univer-
sidad de Bergen consiste en resolver el problema inverso asociado a la recon-
struccio´n de la permeabilidad. Para ello la permeabilidad (K) se parametriza
usando una combinacio´n de funciones bases. El algoritmo desarrollado por el
grupo de Bergen utiliza una aproximacio´n de la matriz Hessiana, por lo que
es necesario calcular una matriz de sensibilidad en cada iteracio´n.
1.5. Me´todo de conjuntos de nivel y proble-
mas inversos
El me´todo de conjuntos de nivel para describir y modelar frentes que se
propagan fue introducido hace aproximadamente 20 an˜os. El art´ıculo de Os-
her y Sethian [107] fue el primero en presentar el me´todo en el an˜o 1988.
Desde entonces se ha aplicado de forma exitosa en muchas a´reas de mod-
elizacio´n y simulacio´n nume´rica [109, 125, 44, 45, 55, 108, 119, 131, 132].
Este me´todo sigue el movimiento de una interface relaciona´ndola este con
el nivel inicial (funcio´n de conjunto de nivel inicial) asociado a una funcio´n
de distancia establecida segu´n el caso. As´ı resulta una ecuacio´n diferencial
parcial de valor inicial para la evolucio´n de la funcio´n conjunto de nivel rep-
resentando el movimiento de la interface. De esta manera, las curvaturas y
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Figura 1.1: Izq.:El frente original en el plano xy Der.: Funcio´n conjunto de
nivel.
normales al contorno en movimiento puede ser fa´cilmente evaluada, los cam-
bios topolo´gicos ocurren de una manera natural, y as´ı esta te´cnica puede ser
extendida en tres dimensiones.
Mas alla´ de seguir la interface por si misma, el me´todo de conjunto de
nivel introducido por Osher y Sethian [125] asigna valores de nivel a cada
punto del dominio. Toma la curva original, llamada la funcio´n conjunto de
nivel inicial. El frente rojo en la figura 1.1 es llamado conjunto de nivel inicial,
porque este contiene la coleccio´n de todos los puntos que tienen cota o valor
cero. Los valores de la funcio´n conjunto de nivel son negativos en el interior
y positivos en el exterior. Una vez establecida la funcio´n conjunto de nivel
inicial como la roja mostrada al lado izquierdo en la figura 1.1, seguidamente
se construye una nueva interface (por ejemplo la elipse azul inferior al lado
derecho de la figura 1.1) que representa la superficie en un momento dado.
Hasta el momento, puede parecer complicado abordar el problema de
mover una curva segu´n los niveles de una superficie externa. Pero la ventaja
de hacer esto es que todas las curvas azules que se generan presentan un
comportamiento fa´cil de manejar. Otra ventaja igualmente importante es
que sera´ fa´cil construir esquemas nume´ricos adecuados para aproximar las
ecuaciones de movimiento. Para aplicar el me´todo de conjunto de nivel para
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modelar formas es necesario sintetizar conceptos adicionales, los cuales sera´n
nombrados a lo largo del trabajo. Ahora se mencionan dos de estos conceptos:
Funcio´n conjunto de nivel inicial: Es una funcio´n inicial ajustada a
la malla discretizada, la cual representa la forma inicial del modelo que se
quiere representar. En el caso de este trabajo la funcio´n conjunto de nivel
inicial sera´ una funcio´n de distancia consistente con el mapa de facies inicial
del yacimiento, basado en informacio´n previa del yacimiento.
Funcio´n de bandas (Narrowband): Es una vecindad del conjunto de
nivel cero con una anchura que define el rango de celdas, en el caso de una
malla discretizada, donde se aplicara´ la reconstruccio´n de la funcio´n conjunto
de nivel. La idea es barrer esta zona establecida como narrowband y mover
hacia adelante o hacia atra´s la interface con un ancho esencialmente no mayor
que la narrowband.
Aqu´ı se presenta un estudio general de las te´cnicas recientes que permite
la representacio´n de formas usando el me´todo de conjunto de nivel usando
diferentes modelos f´ısicos. La idea de combinar el me´todo de conjunto de
nivel con problemas inversos en este tipo de aplicaciones fue introducida por
Santosa en el an˜o 1996 [123], generando una representacio´n binaria del medio
para resolver el problema de reconstruccio´n de formas asociado. Adicional-
mente en este trabajo se presenta una nueva aplicacio´n, caracterizacio´n de
yacimientos, y nuevas generalizaciones, por ejemplo extender los modelos de
naturaleza binaria a modelos con distribuciones variables que optimizan las
reconstrucciones obtenidas hacie´ndolas ma´s realistas. Adema´s la principal
ventaja del me´todo de conjunto de nivel es la facilidad para manejar cambios
topolo´gicos de forma automa´tica haciendo que el me´todo tenga gran poten-
cial en el a´rea de problemas inversos para reconstruir la estructura de los
objetos.
1.6. Deformacio´n de las formas a partir del
ca´lculo de variaciones
Las deformaciones en las formas pueden ser representadas haciendo uso de
la funcio´n conjunto de nivel. Aqu´ı se explica la idea expuesta por Santosa en
[123]. La idea principal es la deformacio´n de las formas existentes de acuerdo
al campo de velocidad normal a las fronteras de las formas.
Si se usa la definicio´n del funcional de coste por mı´nimos cuadrados, y se
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escribe en la forma de producto interno 〈 , 〉Z en el espacio de los datos, se
obtiene
J (K) = 1
2
‖R(K)‖2Z =
1
2
〈
R(K) , R(K)
〉
Z
. (1.31)
El residuo R(K) puede ser desarrollado como
R(K + δK) = R(K) + R′(K)δK + O(‖δK‖2P ), (1.32)
donde ‖ ‖P es la norma en el espacio de los para´metros P , con una pequen˜a
perturbacio´n (variacio´n) δK ∈ P . El operador lineal R′(K) (si existe) es la
llamada derivada de Fre´chet de R. Introduciendo (1.32) en (1.31) se obtiene
la relacio´n
J (K + δK) = J (K) +
〈
R′(K)∗R(K) , δK
〉
P
+ O(‖δK‖2P ) . (1.33)
El operador R′(K)∗ es el operador adjunto formal de R′(K) con respecto a
los espacios Z y P :〈
R′(K)∗g , Kˆ
〉
P
=
〈
g , R′(K)Kˆ
〉
Z
, para todo Kˆ ∈ P, g ∈ Z. (1.34)
De esta forma
gradJ (K) = R′(K)∗R(K) , (1.35)
es la direccio´n gradiente de J en K.
Las formas de las derivadas de Fre´chet en la distribucio´n de para´metros
K con discontinuidades a lo largo de las interfaces son problemas espec´ıficos
enfocados en este trabajo y en la literatura, por ejemplo [11, 17, 19, 68, 72,
73, 79, 118].
1.6.1. Cambio del para´metro K debido a las deforma-
ciones de la forma
Moviendo cada punto x del dominio Ω una pequen˜a distancia y(x). Se
asume que el mapeo x→ y(x) es suficientemente suave, tal que la estructura
ba´sica de la forma D se conserva. Entonces, los puntos localizados en la
frontera Γ = ∂D se mueven a nuevas posiciones x′ = x+ y(x), y la frontera
Γ sera´ deformada a una nueva frontera Γ′ = ∂D′ (ver figura 1.2).
CAPI´TULO 1. INTRODUCCIO´N 32
K = K i
K = Ke
D’δ
Dδ
x
x’ = x+y
n
Figura 1.2: Deformacio´n de las formas calculando pequen˜as varaciones.
Asumiendo que la distribucio´n de para´metros en Ω tiene una forma espe-
cial que var´ıa en cada iteracio´n. Se cuantifica este cambio de la distribucio´n
de para´metros K(x) debido a una deformacio´n infinitesimal. Como se men-
ciono´ anteriormente, aqu´ı se presenta el esquema propuesto por [123] para
el ca´lculo de variaciones para una frontera suficientemente regular ∂D. Con-
siderando el producto interno de δK con una funcio´n de prueba f , se obtiene
〈δK , f〉Ω =
∫
Ω
δK(x)f(x) dx =
∫
symdiff(D,D′)
δK(x)f(x) dx. (1.36)
Debido a que la diferencia entre D y D′ es infinitesimal, se puede reducir el
a´rea integral a una integral de l´ınea. Indicando n(x) como el vector normal
en x, entonces, la integral en (1.36) se convierte en
〈δK , f〉∂D =
∫
δD
(Ki(x)−Ke(x))y(x) · n(x)f(x) ds(x), (1.37)
donde ds(x) es la longitud del arco. Usando el hecho de que en el l´ımite
δK(x) = Ki(x)−Ke(x) en el punto de la frontera x ∈ ∂D debido a(2.1), se
llega al resultado
δK(x) = $∂D
(
(Ki(x)−Ke(x))y(x) · n(x)
)
(1.38)
donde$∂D es el operador n-dimensional el cual restringe las funciones definidas
en Ω a la frontera ∂D de la forma D (n = 2 o´ 3, usualmente). Por consigu-
iente, δK(x) es interpretado ahora como una medida de superficie sobre ∂D.
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Usando la distribucio´n delta de Dirac n-dimensional δ∂D concentrada sobre
la frontera ∂D de la forma D, se escribe (1.38) de la forma
δK(x) = (Ki −Ke)y(x) · n(x) δ∂D(x) , (1.39)
que es una distribucio´n definida sobre el dominio completo Ω pero concen-
trada en ∂D [68, 76]. En los ape´ndices 3.1 y 3.2. se presenta una formulacio´n
alternativa de la variacio´n del coste debido a un campo de velocidad.
1.7. Datos de los modelos de simulacio´n
En general los datos de los modelos de simulacio´n nume´rica que se estu-
dian en este trabajo tienen una dimensio´n del yacimiento de 600 metros por
600 metros, discretizados en una malla de 25x25 o´ de 40x40 celdas. Hay 9
pozos de produccio´n y 4 de inyeccio´n organizados en un arreglo de 4 patrones
de 5 pozos (cada patro´n de 5 pozos consiste de un pozo inyector en el centro
y cuatro pozos productores alrededor)(ver Fig. 2.1, superior izquierda). Hay
dos fluidos incompresibles en el yacimiento (petro´leo y agua).
En los modelos de simulacio´n nume´rica que se presentan en este trabajo
se usan los valores de permeabilidades relativas Krw y Kro usados en el
trabajo previo de nuestro grupo de investigacio´n,los cuales corresponden a
una funcio´n Corey con coeficientes nw = 3 y no = 2. Los valores de viscosidad
para el petro´leo y agua son µo = 0,79 × 10−3 Pa s y µw = 0,82 × 10−3
Pa s, y la porosidad se asume constante φ = 0,213 en el yacimiento. Los
valores de presio´n en el yacimiento se encuentran entre 2000 lpc [libras por
pulgada cuadrada] (presio´n de fondo fijada en los pozos de produccio´n) y
3500 lpc (presio´n de inyeccio´n fijada). El paso de tiempo nume´rico (que no
esta´ relacionado al paso de tiempo de la evolucio´n artificial de las formas)
usado en el simulador es 0,1 d´ıas, y el yacimiento es monitoreado por un
per´ıodo de 120 d´ıas. Para ma´s detalles de los datos generales del modelo de
simulacio´n de yacimientos, ver [60].
Cap´ıtulo 2
Reconstruccio´n de Formas y
ajuste histo´rico
Este cap´ıtulo presenta la derivacio´n matema´tica del algoritmo asociado a
la metodolog´ıa desarrollada para la definicio´n de geometr´ıas litolo´gicas usan-
do el me´todo de conjunto de nivel, en yacimientos con dos litofacies y valores
de permeabilidad conocidos y constantes [143]. Adema´s se presentan los re-
sultados obtenidos al aplicar el algoritmo en varios modelos de yacimientos
con inicializaciones determin´ısticas y estoca´sticas.
En muchas situaciones existen ma´s de un tipo de roca en diferentes re-
giones del yacimiento, lo que hace ma´s complicado el trabajo de caracteri-
zacio´n. En esos casos, la te´cnica de inversio´n celda a celda da reconstrucciones
con las interfaces de las litofacies muy suavizadas [60]. Por consiguiente si
hay ma´s de un tipo de roca en el yacimiento, es necesario conocer la lo-
calizacio´n de las regiones con diferentes litolog´ıas adema´s de tener una idea
aproximada de los valores de propiedades f´ısicas a obtener en cada regio´n con
la finalidad de obtener un modelo confiable. La mayor´ıa de las herramien-
tas de ajuste histo´rico automa´tico usadas en la actualidad no son adecuadas
para ser aplicadas a yacimientos con las fronteras desconocida de diferentes
litofacies.
En esta parte del trabajo se presenta una te´cnica de reconstruccio´n de
formas a partir de datos de produccio´n de yacimientos con flujo bifa´sico
(petro´leo y agua) usando el me´todo de conjunto de nivel. Se presenta una
te´cnica novedosa para el ajuste histo´rico de datos de presio´n y produccio´n en
yacimientos con varias regiones con dos tipos de rocas bien diferenciados. Este
proceso de ajuste histo´rico consiste en obtener una caracterizacio´n similar a
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la forma real o de referencia de cada litofacie. El para´metro a ajustar es el
a´rea y localizacio´n de cada litofacie presente en el yacimiento a partir de los
datos de produccio´n. El objetivo de esta parte del trabajo es utilizar los datos
de produccio´n para estimar las formas y distribucio´n de estas regiones en el
yacimiento. Matema´ticamente formulamos esta situacio´n como un problema
inverso para las ecuaciones de flujo bifa´sico, que describen la propagacio´n
del petro´leo y el agua en el yacimiento. La distribucio´n de las regiones o
formas (en este caso arena o lutita) son representadas mediante una funcio´n
de conjunto de nivel, la cual sera´ ajustada usando los datos de produccio´n.
Aqu´ı se presenta el desarrollo de una metodolog´ıa novedosa para describir
la permeabilidad en yacimientos con ma´s de un tipo de roca. Se afronta el
problema de ajuste histo´rico de produccio´n como un problema de reconstruc-
cio´n de formas para flujo incompresible, bifa´sico de petro´leo y agua en un
medio poroso. Se usa el me´todo de conjuntos de nivel, [95, 58, 89] para mod-
elar regiones diferentes del yacimiento. Usando los datos de produccio´n, y
alguna informacio´n previa se genera el mapa inicial de permeabilidad binario
que sera´ modificado a lo largo del me´todo.
En esta parte del modelo, se asume que la permeabilidad tiene dos val-
ores conocidos y constantes correspondientes a las zonas de lutita y arena.
En casos reales, estos valores pueden ser el valor promedio de cada una de las
litofacies presentes en el yacimiento en estudio. Se realiza una evolucio´n arti-
ficial de las formas geolo´gicas modelada por la funcio´n de conjunto de nivel, la
cual trata de reducir el funcional de coste del modelo. Una ventaja del me´to-
do de conjunto de nivel es que no necesita conocer previamente la topolog´ıa
de la distribucio´n de arena y lutita. La representacio´n de la permeabilidad
a trave´s de la funcio´n de conjuntos de nivel cambiara´ automa´ticamente la
topolog´ıa durante la evolucio´n artificial de las formas si es necesario con la
finalidad de reducir el coste.
En esta parte del trabajo se presenta la teor´ıa y experimentos nume´ricos
para situaciones real´ısticas en dos dimensiones, los cuales muestran que nues-
tra te´cnica de inversio´n basada en las formas es capaz de recuperar formas
con topolog´ıas complicadas en una forma estable y haciendo uso de pocos
datos de produccio´n. En los casos sinte´ticos estudiados en este cap´ıtulo los
datos han sido generados usando el simulador de l´ıneas de corrientes para
evitar el llamado “inverse-crime” o “crimen asociado al problema inverso”.
En el problema de inversio´n de formas, se asume que el para´metro, en
este caso la permeabilidad K tiene la forma:
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K(x) =
{
Ki en D
Ke en Ω\D . (2.1)
El dominio de intere´s se divide en varias zonas disjuntas, dentro de las
cuales el para´metro solo puede tomar uno de los dos valores constantes y pre-
viamente establecidos (Ki or Ke), que pudiesen por ejemplo representar los
valores promedios de la permeabilidad en cada tipo de roca o litofacie. (Gen-
eralizaciones a perfiles con valores variables y desconocidos Ki(x) y Ke(x)
sera´n presentados en cap´ıtulos posteriores).
En la situacio´n descrita aqu´ı se busca identificar la distribucio´n de las for-
mas geolo´gicas de dos litofacies presentes en el yacimiento. Se asigna un valor
de permeabilidad promedio Ke para la primera litofacie y una permeabilidad
Ki para la segunda litofacie. La inco´gnita es la forma geome´trica de cada
litofacie. El procedimiento comienza con una primera aproximacio´n para la
distribucio´n de permeabilidad, la cual en la pra´ctica puede ser obtenida a
partir de la informacio´n previa del a´rea en estudio, tal como registro de po-
zos, ana´lisis de nu´cleos o interpretacio´n s´ısmica, entre otros. Esta distribucio´n
es representada en una malla de Nx × Ny elementos. A partir de la inicial-
izacio´n, el algoritmo calcula una serie de formas que mejora sucesivamente
el ajuste a los datos de produccio´n g˜.
Para definir la regio´n D con la te´cnica de conjunto de nivel (para obtener
informacio´n general sobre la te´cnica de conjunto de nivel ver [107, 109, 125]
y el Ape´ndice 3), se introduce una funcio´n de conjunto de nivel lo suficiente-
mente suave ψ, tal que:
K(x) =
{
Ki, si ψ(x) ≤ 0
Ke, si ψ(x) > 0 .
(2.2)
Claramente, para cada funcio´n de conjunto de nivel ψ hay una u´nica
regio´n D asociada con este. La frontera de D (denotada como Γ = ∂D) es
definida por el conjunto de nivel cero de la funcio´n conjunto de nivel ψ. Para
resolver el problema de reconstruccio´n de formas, se adopta un enfoque de
evolucio´n en tiempo [123]. Como consecuencia Γ y ψ sera´n funciones de una
evolucio´n artificial en tiempo t,
Γ(t) = {x : ψ(x, t) = 0} . (2.3)
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En este desarrollo, el problema inverso se establece de la siguiente manera:
encontrar una funcio´n ψ para la cual el funcional de coste, definido como el
cuadrado de la norma de la suma del residuo en todos los pozos productores.
J (ψ) = 1
2
‖R(ψ)‖2 . (2.4)
Usando la ecuacio´n (2.2) el residuo R se define de la siguiente forma:
R(ψ) = R(K(ψ)) . (2.5)
El cual depende de la funcio´n de conjunto de nivel y abusando ligeramente
de la notacio´n se escribe tambie´n como funcio´n del para´metroK. Este residuo
describe la diferencia entre los datos de produccio´n reales o medidos, g˜, y los
datos de produccio´n obtenidos de la simulaciones g resolviendo el problema
directo (1.22)-(1.28) con K(ψ).
2.1. Derivacio´n teo´rica del algoritmo de evolu-
cio´n de formas
En esta seccio´n se deriva teo´ricamente un algoritmo de evolucio´n de for-
mas geolo´gicas asociado al proceso de ajuste histo´rico de yacimientos de
hidrocarburo. La idea es encontrar la evolucio´n de las formas resolviendo el
problema inverso a establecer. Con este propo´sito se considera la siguiente
ley de evolucio´n general para la funcio´n conjunto de nivel ψ describiendo la
forma D durante la evolucio´n artificial
dψ
dt
= f(x, t, ψ,R, g, g˜, . . .) . (2.6)
El objetivo es encontrar un te´rmino adecuado f(x, t, ψ,R, g, g˜, . . .), el
cual depender´ıa de una variedad de para´metros tal como se indica. As´ı se
buscara´ f(x, t, ψ,R, g, g˜, . . .) hasta que la solucio´n converge a la solucio´n
deseada del problema inverso.
Se introduce una funcio´n de naturaleza binaria o una funcio´n de Heaviside
H(ψ) la cual es definida como:
H(ψ) =
{
1 , ψ > 0
0 , ψ ≤ 0 . (2.7)
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Entonces, se puede escribir (2.2) como
K(ψ) = KeH(ψ) + Ki(1−H(ψ)). (2.8)
Formalmente, derivando (2.8) con respecto a ψ se obtiene:
dK
dψ
= (Ke −Ki)δ(ψ) , (2.9)
donde δ(ψ) = H ′(ψ) es una funcio´n del tipo delta de Dirac de una dimen-
sio´n. Por consiguiente derivando el funcional de coste definido anteriormente
J (K(ψ(t))) con respecto a la variable artificial en tiempo t y aplicando la
regla de la cadena se obtiene
dJ
dt
=
dJ
dK
dK
dψ
dψ
dt
=
〈
R′(K)∗R(K) , dK
dψ
dψ
dt
〉
P
(2.10)
〈 , 〉
P
denota el producto interno del espacio de para´metros P . Introduciendo(2.6)
y (2.9) en (2.10) genera finalmente
dJ
dt
=
〈
R′(K)∗R(K) , (Ke(x)−Ki(x))δ(ψ) f(x, t, ψ,R, g, g˜, . . .)
〉
P
. (2.11)
Si se asume que la forma D es representada por una funcio´n suficientemente
diferenciable de conjunto de nivel ψ tal que |∇ψ| 6= 0 en la frontera de la
forma, entonces se puede usar la relacio´n
δ(ψ) =
δ∂D(x)
|∇ψ(x)| , (2.12)
donde δ∂D es la distribucio´n de Dirac de dimensio´n n concentrada en ∂D.
Introduciendo esto en la ecuacio´n (2.11) se obtiene:
dJ
dt
=
〈
R′(K)∗R(K) , (Ke(x)−Ki(x)) δ∂D(x)|∇ψ(x)| f(x, t, ψ,R, g, . . .)
〉
P
.
(2.13)
Ahora se define la direccio´n de reduccio´n del residuo (direccio´n de ma´ximo
descenso) fSD como
fSD(x, t, ψ,R, g, g˜, . . .) = −FSD |∇ψ| , (2.14)
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con
FSD(x) = (Ke −Ki)R′(K)∗R(K) para x ∈ ∂D. (2.15)
Entonces, de (2.6) se obtiene una ecuacio´n del tipo de la ecuacio´n de Hamilton-
Jacobi
∂ψ
∂t
+ FSD |∇ψ| = 0 . (2.16)
Es importante destacar que (2.14) ha sido definida solo en las fronteras Γ de
la forma D, por lo tanto necesitamos determinar una adecuada extensio´n de
la velocidad FSD para resolver (2.16). Con esta finalidad se escribe (2.13) de
la forma:
dJ
dt
= −
∫
∂D
[R′(K)∗R(K)] (Ke −Ki) , (2.17)(
[R′(K)∗R(K)](Ke −Ki)
)
ds(x)
y se verifica que es siempre negativa (≤ 0), tal que satisface la condicio´n de
ser una direccio´n de disminucio´n del funcional de coste J .
Obse´rvese que (2.11) da idea de una alternativa adecuada para escoger
el te´rmino f , la cual es tambie´n aplicable en la situacio´n en la que algunos
puntos de la frontera ∂D no satisfacen el requerimiento |∇ψ| 6= 0. Usando el
hecho de que formalmente δ(ψ) > 0, se puede definir una nueva direccio´n de
descenso como
f
d
(x) = − (Ke −Ki)χψ,d(x)R′(K)∗R(K) para todo x ∈ Ω (2.18)
donde χψ,d(x) es una funcio´n arbitraria que puede ser usada como una aproxi-
macio´n positiva a δ(ψ) donde el sub-´ındice d indica el grado de aproximacio´n.
En nuestros experimentos nume´ricos se usara´:
χψ,d(x) =
{
1 , existe x0 ∈ Ω con |x− x0| < d y ψ(x0) = 0
0 , otros casos
lo que se denominara´ funcio´n de banda (“narrowband”). Otra aproximacio´n
puede ser encontrada por ejemplo en [109]. Esta direccio´n de bu´squeda fd,
la cual es estable y fa´cil de calcular, introducida en (2.11), tambie´n da una
direccio´n de descenso para J (K).
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Nume´ricamente, discretizando (2.18) con el me´todo de diferencias finitas
para un tiempo artificial t y con un paso de tiempo τ > 0 se obtiene la
actualizacio´n de la funcio´n de conjunto de nivel
ψ(t+ τ)− ψ(t)
τ
= (Ki −Ke)χψ,dR′(K)∗R(K) . (2.19)
Interpretando ψ(n+1) = ψ(t+ τ) y ψ(n) = ψ(t), llegamos a la iteracio´n
ψ(n+1) = ψ(n) + τδψ(n), ψ(0) = ψ0 , (2.20)
con
δψ(n) = (Ki −Ke)χψ(n),dR′(K)∗R(K) para todo x ∈ Ω. (2.21)
Es de hacer notar que la actualizacio´n descrita anteriormente au´n no es
del todo satisfactoria debido a que f
d
y por consiguiente δψ(n) podr´ıa ser
muy irregular. Por ello, se requiere que la funcio´n de conjunto de nivel tenga
ciertas propiedades de regularidad, por ejemplo que sea una funcio´n continua
del tipo Lipschitz. Con el objetivo de manejar este problema, se asumira que
ψ ∈ H1(Ω) donde
H1(Ω) = {ψ : ψ ∈ L2(Ω) , ∇ψ ∈ L2(Ω) , ∂ψ
∂ν
= 0 en ∂Ω} . (2.22)
Usando este espacio de funciones normalmente es necesario reemplazar el
operador adjunto R′(ψ)∗ por un nuevo operador R′(ψ)◦ que mapea los datos
de produccio´n en el espacio Sobolev H1(Ω). Usando el producto interno con
pesos
〈v, w〉H1(Ω) = α〈v, w〉L2(Ω) + β〈∇v,∇w〉L2(Ω) , (2.23)
donde α ≥ 1 y β > 0 son para´metros cuidadosamente seleccionados, y repi-
tiendo la derivacio´n mostrada arriba con este nuevo espacio de funciones, se
obtiene el nuevo te´rmino base de la evolucio´n
fr = (αI − β∆)−1 fd (2.24)
= (αI − β∆)−1 (Ki −Ke)χψ,dR′(K)∗R(K) para todo x ∈ Ω.
El operador definido positivo (αI − β∆)−1 tiene un efecto de suavizar f
d
de-
bido a que e´ste se mapea a partir de L2(Ω) junto al espacio ma´s suave H1(Ω).
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La seleccio´n de los para´metros de peso α y β visualmente tendra´ el efecto
de suavizar la actualizacio´n no regularizada en diferentes grados. En partic-
ular, altas oscilaciones de frecuencias o discontinuidades de la actualizacio´n
de la funcio´n de conjunto de nivel son eliminadas, lo que genera formas con
fronteras ma´s regulares. Para ma´s detalles ver el ape´ndice 4.
Obse´rvese que fr es definido en todo el dominio Ω, tal que no es necesario
determinar de nuevo extensiones de la velocidad una vez que este esquema de
regularizacio´n es aplicado. fr sera´ el flujo que usaremos en los experimentos
nume´ricos.
Ma´s informacio´n sobre los esquemas de regularizacio´n con los operadores
(αI−β∆)−1 puede ser encontrada en [60], donde el esquema ha sido explicado
en detalle para un esquema de reconstruccio´n de permeabilidad en cada celda.
2.2. El algoritmo de reconstruccio´n de formas
usando la te´cnica de conjunto de nivel
Se asume que se tiene un yacimiento con datos de produccio´n real g˜ los
cuales han sido medidos f´ısicamente en el campo o han sido generados cor-
riendo un simulador independiente, por ejemplo un simulador de l´ıneas de
corriente sobre la distribucio´n geolo´gica real. Se usan simuladores de diferen-
cias finitas (IMPES) para resolver el problema directo y el simulador adjunto
para el proceso de reconstruccio´n. Como se menciono anteriormente estos tres
simuladores (IMPES, l´ıneas de corrientes, adjunto) han sido escritos e im-
plementados en un trabajo previo por el grupo de simulacio´n nume´rica de
la Universidad Carlos III de Madrid. El uso de un simulador de l´ıneas de
corrientes para generar los datos diferente al utilizado durante el proceso de
inversio´n hace que la inversio´n sea ma´s real´ıstica y evita el llamado “crimen
del problema inverso” (“inverse crime”).
Como en experimentos f´ısicos reales, los datos calculados con el simulador
de l´ıneas de corrientes sera´n suficientemente diferentes de los datos calculados
con el simulador IMPES. Por consiguiente, uno de ellos cumple el rol de datos
f´ısicos reales con el objetivo de probar el algoritmo de inversio´n desarrollado
en este trabajo. La diferencia t´ıpica entre los datos (nivel de ruido) calculado
con el me´todo de l´ıneas de corriente y el me´todo IMPES es aproximadamente
3 %.
El algoritmo iterativo para la reconstruccio´n de formas geolo´gicas usando
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el me´todo de conjuntos de nivel puede ser sumarizado como:
1.) Dados los datos reales, calcular la funcio´n conjunto de nivel inicial ψ(0)
como una funcio´n de distancia con signo correspondiente a la forma inicial,
que toma en cuenta la informacio´n previa del yacimiento. Esta informacio´n
previa, por ejemplo proveniente de los registros de los pozos genera aprox-
imaciones confiables de los valores de permeabilidad en las cercan´ıas de los
pozos productores e inyectores. Durante las iteraciones sucesivas, los valores
de permeabilidad en la localizacio´n de los pozos se fija con los valores reales.
Colocar n = 0.
2.) Se usa el simulador IMPES para resolver el problema directo (1.22)–
(1.26) sobre la u´ltima aproximacio´n del mapa de para´metros (permeabili-
dad) K(ψ(n)) para las formas geolo´gicas. La forma correspondiente es D(n)
con frontera Γ(n). Esto genera el vector de las medidas g(n). Calcular los resid-
uos R(ψ(n)) = g(n) − g˜.
3.) Resolver el problema adjunto (8.33) con ρ = R(ψ(n)). Entonces δK =
R′(K)∗ρ es dado por la ecuacio´n (8.32).
4.) Construir la funcio´n de bandas (narrowband) χψ(n),d que es una matriz
con unos en las cercan´ıas de Γ(n) y ceros en el resto del dominio. Calcular
δψ(n) = (Ki −Ke)χψ(n),d δK (2.25)
de acuerdo a (2.21).
5.) Calcular
δ̂ψ
(n)
= (αI − β∆)−1δψ(n) (2.26)
con los para´metros de regularizacio´n α > 0 y β > 0. Esto genera la actual-
izacio´n regularizada δ̂ψ
(n)
6.) Actualizar la funcio´n conjunto de nivel
ψ(n+1) = ψ(n) + τ (n)δ̂ψ
(n)
, (2.27)
donde el taman˜o de paso τ (n) es determinado por un criterio de taman˜o de
paso. (En los experimentos presentados en este trabajo, se basa en el ma´ximo
nu´mero de celdas que cambian de signo de la funcio´n conjunto de nivel en
cada paso). Re-escalar la funcio´n resultante tal que el mı´nimo de la funcio´n
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conjunto de nivel ha sido fijado.
7.) Verificar el criterio de parada. Si el criterio no es alcanzado, regresar al
paso 2.) con n = n+1 y continuar las iteraciones, usando la actualizacio´n de
la forma y la funcio´n conjunto de nivel para encontrar una nueva correccio´n.
2.3. Ejemplos Nume´ricos de reconstruccio´n
de formas
Con el objetivo de verificar el comportamiento del algoritmo de inversio´n
de formas usando el me´todo de conjunto de nivel presentado previamente,
en esta parte se presentan los resultados obtenidos en dos casos de dos di-
mensiones. Estos casos sera´n discutidos en lo siguiente. En ambos casos, la
dimensio´n del yacimiento es 600 metros por 600 metros, discretizados en una
malla de 25x25 celdas. Hay 9 pozos de produccio´n y 4 de inyeccio´n organiza-
dos en un arreglo de 4 patrones de 5 pozos (cada patro´n de 5 pozos consiste
en un inyector en el centro y cuatro pozos productores alrededor)(ver la figu-
ra 2.3, donde los pozos de inyeccio´n son indicados por c´ırculos (◦), pozos de
produccio´n indicados con signo positivo (+)). En estos resultados se asume
que cada distribucio´n de permeabilidad esta´ formada por dos litofacies, lutita
y arena. En estos casos la permeabilidad de la lutita es 250 milli-Darcy (mD),
y la permeabilidad de la zona de arena es 1500 mD. Esto significa que hay un
alto contraste entre dos regiones. Todos los para´metros f´ısicos del yacimiento
se asumen constantes y conocidos, as´ı la u´nica inco´gnita en estos ejemplos
es la topolog´ıa de las regiones de arena y lutita, la cual sera´ reconstruida us-
ando los datos de produccio´n. En estos casos hay dos fluidos incompresibles
en el yacimiento (petro´leo y agua). En los simuladores nume´ricos, se usan los
datos que se presentan en el cap´ıtulo de introduccio´n, seccio´n 1.7.
2.3.1. Reconstruccio´n de formas. Primer ejemplo
El primer ejemplo nume´rico describe una situacio´n de 5 regiones dis-
tribuidas en bandas con propiedades intercaladas. Ver la figura 2.3 superior
izquierda. La banda central y las bandas de las esquinas consisten de luti-
ta, mientras las otras dos bandas corresponden a arena. La inicializacio´n se
muestra en la figura 2.3 superior derecha. La funcio´n conjunto de nivel ini-
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Figura 2.1: Reconstruccio´n de Formas, primer ejemplo, primera inicializacio´n.
superior izquierda: Forma real; superior derecha. : inicializacio´n; inferior
izquierda: reconstruccio´n despue´s de 150 iteraciones; inferior derecha: evolu-
cio´n del funcional de coste.
CAPI´TULO 2. RECONSTRUCCIO´N DE FORMAS 45
0 100 200 300 400 500 600
0
100
200
300
400
500
600
0 100 200 300 400 500 600
0
100
200
300
400
500
600
0 100 200 300 400 500 600
0
100
200
300
400
500
600
P1
P2
P3
P4P5P6
P7
P8 P9
I1
I2I3
I4
0 100 200 300 400 500 600
0
100
200
300
400
500
600
0 100 200 300 400 500 600
0
100
200
300
400
500
600
0 20 40 60 80 100 120
0
0.5
1
1.5
2
2.5
QW. TOTAL
t
QW
result
Real
Initial
Figura 2.2: Evolucio´n de formas, primer ejemplo, primera inicializacio´n.
Columna izquierda desde arriba hacia abajo : inicializacio´n, despue´s de 40
y 80 iteraciones; columna derecha desde arriba hacia abajo: despue´s de 150
iteraciones y modelos de referencia o real; Imagen inferior derecha: Tasa de
produccio´n total de agua en m3/s con los d´ıas para el modelo inicial(curva
superior), para el modelo real o de referencia (solido inferior) y la reconstruc-
cio´n final (inferior discontinua).
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Figura 2.3: Reconstruccio´n de formas, primer ejemplo, segunda inicial-
izacio´n. superior izquierda: forma real; superior derecha: inicializacio´n; inferi-
or izquierda: reconstruccio´n despue´s 150 iteraciones; inferior derecha: Evolu-
cio´n del funcional de coste.
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Figura 2.4: Evolucio´n de formas, primer ejemplo, segunda inicializacio´n.
Columna izquierda desde arriba hacia abajo : inicializacio´n, despue´s de 50 y
100 iteraciones; columna derecha desde arriba hacia abajo: despue´s de 150
iteraciones y modelos de referencia o real; Imagen inferior derecha: Tasa de
produccio´n total de agua en m3/s con los d´ıas para el modelo inicial(curva
inferior), para el modelo real o de referencia (solido superior) y la reconstruc-
cio´n final (discontinua).
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cial es la correspondiente funcio´n de distancia con signo la cual es calculada
anal´ıticamente. Comenzando con esta inicializacio´n, el algoritmo descrito en
la seccio´n 2.2 calcula varias actualizaciones para la funcio´n conjunto de nivel
con un criterio de seleccio´n del paso donde en cada iteracio´n cambian de valor
de permeabilidad un ma´ximo de 4 celdas. Este criterio ha sido seleccionado
para garantizar una evolucio´n suave de la reconstruccio´n. En la pra´ctica, se
pueden tomar pasos ma´s grandes tomando un criterio de seleccio´n de paso
diferente y generando una evolucio´n menos suave. Los para´metros de regu-
larizacio´n α y β han sido escogidos de acuerdo con el criterio explicado en
[60]. El criterio de parada aplicado en este ejemplo es alcanzar un residuo
estable.
En la reconstruccio´n mostrada en la figura 2.2 para la inicializacio´n se
asume como criterio inicial que el yacimiento consiste de arena en aquellos
lugares del yacimiento donde no se disponen de datos fuertes (puntos lejanos
de los pozos). Una inco´gnita que se plantea para esta reconstruccio´n es que
pasar´ıa si en estos puntos sin informacio´n previa se supone que hay lutita
para la inicializacio´n. Con el objetivo de responder esta inco´gnita se estudia
un experimento nume´rico adicional donde se cambia la inicializacio´n como se
muestra en la imagen superior derecha de la figura 2.3. Las figuras 2.3 y 2.4
muestran el resultado de esta u´ltima evolucio´n. Es importante destacar que
el resultado final de la reconstruccio´n no cambia significativamente usando
dos inicializaciones diferentes.
La figura 2.3 muestra la forma real (superior izquierda), la inicializacio´n
(superior derecha), la reconstruccio´n final despue´s de 150 iteraciones (infe-
rior izquierda) y la evolucio´n del funcional de coste (inferior derecha). La
evolucio´n de la forma durante la reconstruccio´n se muestra en la figura 2.2.
Adicionalmente, en la imagen inferior derecha de la figura se muestra la tasa
de produccio´n total de agua (en m3/s) para el modelo inicial, el modelo de
referencia o real y la reconstruccio´n final como una forma alternativa para
verificar el ajuste de los datos de produccio´n aplicando el algoritmo expuesto.
En el proceso de reconstruccio´n se evidencia que ocurren cambios topolo´gicos
durante la evolucio´n y son manejados sin problemas por el algoritmo.
2.3.2. Reconstrucciones de formas. Segundo ejemplo
El segundo ejemplo nume´rico es similar a una situacio´n que ha sido con-
siderada en [60] usando un esquema de reconstruccio´n basado en correccio´n
en cada celda y que no se obtuvo una reconstruccio´n satisfactoria debido
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Figura 2.5: Reconstruccio´n de formas, segundo ejemplo. Superior izquierda:
forma real; superior derecha: inicializacio´n; inferior izquierda: reconstruccio´n
final; inferior derecha: evolucio´n del funcional de coste.
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Figura 2.6: Evolucio´n de formas, segundo ejemplo. Columna izquierda desde
arriba hacia abajo.: inicializacio´n, despue´s de 25 y 50 iteraciones; columna
derecha desde arriba hacia abajo: despue´s de 150 y 200 iteraciones; imagen
inferior derecha: forma real.
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a que el esquema de correccio´n en cada celda destruye las fronteras de las
zonas con diferentes litolog´ıas. Este modelo consiste en una regio´n central
formada por arena de alta permeabilidad rodeada por lutita (ver figura 2.5).
De nuevo la funcio´n conjunto de nivel inicial es una funcio´n de distancia con
signo correspondiente a la inicializacio´n de las formas. En este ejemplo se
usa un criterio de paso para la funcio´n conjunto de nivel donde se permite el
cambio de valor de la permeabilidad en un ma´ximo de 5 celdas. El ancho de
la funcio´n de banda es 3 celdas.
La figura 2.5 muestra la forma real o de referencia (superior izquierda),
la inicializacio´n (superior derecha), la reconstruccio´n final despue´s de 200
iteraciones (inferior izquierda) y la evolucio´n de la norma del funcional de
coste (inferior derecha). La evolucio´n de la forma durante la reconstruccio´n
es mostrada en la figura 2.6. Tambie´n aqu´ı, cambios de topolog´ıa ocurren
durante la evolucio´n y son manejados sin problema por el algoritmo.
En esta seccio´n se han presentado dos ejemplos nume´ricos sinte´ticos pero
con situaciones realistas los cuales muestran que el me´todo es capaz de recon-
struir formas complicadas a partir de pocos datos de produccio´n, los cuales
en estos casos han sido generados por un simulador de flujo diferente, es-
pec´ıficamente un simulador de l´ıneas de corrientes. Los cambios topolo´gicos
que ocurren durante la evolucio´n artificial de las formas son manejados de
manera automa´tica y con facilidad por la formulacio´n de conjunto de nivel
utilizada.
2.4. Inicializacio´n geoestad´ıstica gaussiana
En esta parte se estudia el comportamiento de la metodolog´ıa aplicada
anteriormente usando diferentes inicializaciones. En esta seccio´n se gener-
an inicializaciones geoestad´ısticas, con la misma probabilidad de ocurrencia
como realizaciones iniciales. Las realizaciones han sido generadas usando la
librer´ıa de fortran GSLIB [36].
El primer paso es la generacio´n de realizaciones estoca´sticas, donde se
representan los datos de permeabilidad en las posiciones de los pozos me-
diante un semivariograma y luego se aplica simulacio´n gaussiana secuencial
para generar las realizaciones estoca´sticas. El semivariograma da una idea
de la variabilidad de los datos esta´ticos del yacimiento y es la clave de un
estudio geoestad´ıstico. Adema´s se define como la varianza del incremento
[Z(u) − Z(u + h)], donde Z es una variable aleatoria estacionaria, u es la
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localizacio´n de una medida y h es la distancia entre dos medidas de perme-
abilidad. El variograma mide la diferencia entre los datos con respecto a la
distancia.
A partir de los valores de permeabilidad medidos en la ubicacio´n de los
pozos se genera un semivariograma experimental, cuya representacio´n gra´fica
permite obtener los para´metros necesarios para la descripcio´n de la tendencia
de los datos en la simulacio´n gaussiana secuencial. Los datos generales que se
usan para generar un semivariograma son los valores de permeabilidad, las
direcciones y a´ngulos de bu´squeda de los valores y la distancia de bu´squeda
entre datos, entre otros. Por otra parte, los para´metros que se extraen del
semivariograma experimental son, el nugget (c: corte de la tendencia con el
eje y), el range (a: valor de x al que corresponde el inicio de una tendencia
constante en y), y el modelo de semivariograma que mejor ajusta la tenden-
cia de los datos. Los modelos de semivariogramas que el programa GSLIB
permite ajustar a los datos experimentales a trave´s de semivariogramas son:
1. Esfe´rico:
γ(h) =
{
c[1,5h
a
− 0,5(h
a
)3], si h ≤ a
c, si h > a .
(2.28)
2. Exponencial:
γ(h) = c[1− exp(−3h
a
)] (2.29)
3. Gaussiano:
γ(h) = c[1− exp((3h)
2
a2
)] (2.30)
4. Potencia 0 < w < 2:
γ(h) = chw (2.31)
2.4.1. Simulacio´n gaussiana secuencial para generar ini-
cializaciones
La simulacio´n gaussiana secuencial (SGS) es usada para estimar las propie-
dades f´ısicas del yacimiento (en nuestro caso la permeabilidad) en regiones
donde no hay valores disponibles. La estimacio´n es basada en la informacio´n
disponible en las localizaciones de los pozos. Este procedimiento usa funda-
mentos estad´ısticos sobre la distribucio´n de los para´metros que son repre-
sentados a trave´s de un semivariograma. Usando esta informacio´n, SGS crea
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una familia de realizaciones gaussianas del yacimiento que son equiprobables
y respetan los valores medidos en las localizaciones de los pozos. Aplicando
una cota ma´xima y mı´nima a las realizaciones, se obtienen simulaciones gaus-
sianas truncadas que son representaciones binarias del yacimiento (en este
caso existen dos litofacies). Estas realizaciones son usadas con el objetivo
de calcular las funciones conjunto de nivel como funciones de distancia para
cada realizacio´n que sera´ la funcio´n conjunto de nivel inicial del proceso de
evolucio´n de formas presentado anteriormente.
Los pasos ba´sicos del proceso SGS para obtener las 10 inicializaciones
binarias generadas con el programa SGSIM de la librer´ıa de Fortran GSLIB
[36] luego de aplicar las cotas ma´ximas y mı´nimas son:
1. Generar un camino aleatorio a trave´s de los nodos del yacimiento.
2. Visitar el primer nodo del camino y usar kriging (interpolacio´n con
distancia) para estimar un promedio µ y la desviacio´n esta´ndar σ del
para´metro en el nodo basado en los valores disponibles (medidas en los
pozos) de estos para´metros en un conjunto de puntos cercanos en la
malla.
3. Seleccionar un valor aleatorio a partir de la distribucio´n gaussiana cor-
respondiente del tipo (µ, σ) y poner estos valores en el nodo dado como
para´metro.
4. Volver al paso 2 seleccionando un nuevo nodo y de este modo visitar
cada nodo sucesivo en el camino aleatorio y repetir el proceso, tomando
en cuenta los valores previamente estimados dentro de una pequen˜a
distancia del nodo actual.
Algunos comentarios importantes referente al proceso SGS:
Se usa un camino aleatorio para evitar problemas de singularidades que
pudiesen ocurrir si se toma un camino regular a lo largo de la malla.
Se incluyen los nodos con la propiedad previamente estimada dentro
de una distancia dada del nodo en estudio con la finalidad de preservar
la estructura de la covarianza entre los valores estimados.
En SGS, es importante que los datos sigan una distribucio´n gaussiana.
Si inicialmente los datos no satisfacen esta propiedad, se usa una trans-
formacio´n previa a los datos con la finalidad de normalizarlos.
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2.4.2. Experimentos nume´ricos y discusio´n
Como se menciono´ anteriormente en esta seccio´n se crean simulaciones
gaussianas del yacimiento con el objetivo de generar inicializaciones para el
algoritmo de reconstruccio´n de formas geolo´gicas usando el me´todo de con-
junto de nivel explicado anteriormente. La idea es comparar los resultados
obtenidos usando inicializaciones determin´ısticas, como las usadas hasta aho-
ra, con los resultados obtenidos usando realizaciones geoestad´ısticas. Ambos
tipos de inicializaciones tienen como datos de partida los datos en las local-
izaciones de los pozos. La diferencia entre ambas inicializaciones es que la
determin´ıstica usa los valores medidos en los pozos en pequen˜as distancias
o zonas de certidumbre desde el pozo y las inicializaciones geoestad´ısticas
tienen interpretacio´n probabil´ıstica como se menciono´ en la seccio´n anterior.
Por otra parte las inicializaciones estoca´sticas a veces generan formas geolo´gi-
cas no reales en zonas de bajas sensibilidad que nuestro me´todo no siempre
es capaz de remover. En esta seccio´n se pretende analizar la velocidad de
convergencia del me´todo en funcio´n de las inicializaciones utilizadas.
Dados los valores de permeabilidad en las localizaciones de los pozos, se
crean los semivariogramas y luego se generan las inicializaciones gaussianas
con el programa SGSIM. Posteriormente se aplican las cotas ma´ximas y mı´ni-
mas a las inicializaciones de la permeabilidad, obtenie´ndose un conjunto de
mapas iniciales del yacimiento. En la figura 2.7 se muestra la permeabilidad
real o de referencia (superior izquierda) y la evolucio´n del funcional de coste
para las 10 inicializaciones, 9 geoestad´ıstica y una determin´ıstica (superior
derecha). El funcional de coste inicial para las 10 realizaciones se muestra
en la figura inferior izquierda. Las primeras barras azules corresponden a las
inicializaciones estoca´sticas y la barra roja corresponde a la inicializacio´n
determin´ıstica, utilizada en el cap´ıtulo anterior para realizar la reconstruc-
cio´n. El funcional de coste correspondiente a las reconstrucciones finales se
presenta en la figura inferior derecha, y de forma ana´loga las barras azules
corresponden a las inicializaciones geoestad´ısticas, mientras que la barra ro-
ja muestra el valor del coste de la reconstruccio´n obtenida a partir de la
inicializacio´n determin´ıstica. Como se puede observar el coste inicial se en-
cuentra entre 3 y 25, correspondiendo el menor valor de coste inicial a la
inicializacio´n determin´ıstica mientras que el coste final es similar para todas
las reconstrucciones.
En la figura 2.8 se presentan las primeras 5 inicializaciones utilizadas.
Las inicializaciones geoestad´ısticas se presentan en la columna izquierda y
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Figura 2.7: Realizaciones estoca´sticas. Diferentes inicializaciones. Permeabil-
idad Real (superior izquierda); evolucio´n del funcional de coste para las 10
realizaciones(superior derecha); coste inicial (inferior izquierda); coste final
(inferior derecha)
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las reconstrucciones correspondientes se presentan en la columna derecha.
De forma ana´loga en la figura 2.9 en la columna izquierda se presentan las
inicializaciones geoestad´ısticas 6 hasta la 9, y la fila 5 corresponde a la ini-
cializacio´n determin´ıstica. As´ı las columnas izquierdas de la figuras 2.8 y 2.9
muestran las inicializaciones y la derecha muestra las reconstrucciones.
Una te´cnica de evaluacio´n de incertidumbre fue aplicada en [147], donde
se aplica la metodolog´ıa de reconstruccio´n solo en 3 realizaciones geoestad´ısti-
cas, la de mayor coste inicial, la de menor coste inicial y una con coste inicial
ce´ntrico. De esta forma se seleccionan del conjunto de realizaciones geoes-
tad´ısticas iniciales las tres ma´s representativas, minimizando el nu´mero de
reconstrucciones. Como se puede observar las reconstrucciones obtenidas us-
ando el me´todo de conjunto de nivel en todos los casos se aproximan a la
distribucio´n de permeabilidad real o de referencia. Las inicializaciones gaus-
sianas evolucionan sin problema usando el esquema previamente propuesto.
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Figura 2.8: Reconstrucciones usando las 5 primeras inicializaciaciones es-
toca´sticas. Columna izquierda: desde arriba hacia abajo inicializaciones gaus-
sianas (1 hasta 5). Columna derecha: desde arriba hacia abajo reconstruc-
ciones finales (1 hasta 5).
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Figura 2.9: Reconstrucciones usando las inicializaciaciones estoca´sticas 6-
10. Columna izquierda: desde arriba hacia abajo inicializaciones gaussianas
(6,7,8,9 y determin´ıstica). Columna derecha: desde arriba hacia abajo recon-
strucciones finales (6,7,8,9 y determin´ıstica).
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Cap´ıtulo 3
Reconstruccio´n Simulta´nea de
Formas y Valores de
Permeabilidad
En esta parte del trabajo se presenta un me´todo de ajuste histo´rico au-
toma´tico que permite identificar formas geolo´gicas y valores de permeabilidad
simulta´neamente a partir de los datos de produccio´n. Aplicamos la metodolog´ıa
a un modelo de flujo bifa´sico incompresible [146, 147].
Este cap´ıtulo presenta los resultados de dos modelos, para la caracteri-
zacio´n y optimizacio´n del ajuste histo´rico de estos yacimientos con dos litofa-
cies con valores de permeabilidad bien diferenciadas, a partir del me´todo de
conjunto de nivel. El problema considerado aqu´ı es agua desplazando petro´leo
a partir de varios pozos de inyeccio´n.
En el cap´ıtulo 2 se ha presentado un me´todo novedoso para modelar y
reconstruir formas geolo´gicas en yacimientos a partir de los datos de produc-
cio´n. Este me´todo es basado en la representacio´n de las formas a partir de la
funcio´n conjunto de nivel. En el cap´ıtulo 2 se asume que la distribucio´n de per-
meabilidad en diferentes regiones del yacimiento no varia significativamente
para poder ser aproximada a un valor constante el cual se asumio´ conocido
a partir de informacio´n previa del yacimiento. Con el objetivo de resolver
situaciones ma´s realistas, en esta parte del trabajo se presenta una extensio´n
del me´todo con la finalidad de describir al mismo tiempo las formas de las
diferentes regiones geolo´gicas y la variacio´n de la permeabilidad en cada una
de las regiones.
En este esquema extendido, en cada paso de la te´cnica de reconstruccio´n,
60
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los datos de produccio´n son usados para calcular una correccio´n para la forma
de las dos litofacies y al mismo tiempo una correccio´n basada en la te´cnica
de correccio´n celda a celda para cada regio´n. Solo una simulacio´n directa
de flujo bifa´sico y una simulacio´n del modelo adjunto son necesarias para
calcular ambas correcciones, la actualizacio´n de la funcio´n conjunto de nivel
y de la permeabilidad.
En este cap´ıtulo se presentan resultados nume´ricos en dos dimensiones
para situaciones realistas. Se muestra que el me´todo es capaz de reconstru-
ir 2 litofacies con formas complicadas y la correspondiente distribucio´n de
permeabilidad simulta´neamente a partir de los datos de produccio´n. La per-
meabilidad de la lutita esta´ entre 250 y 500 milli-Darcy (mD), y la perme-
abilidad de la zona de arena esta´ entre 900 y 1300 mD. Esto significa que
hay un alto contraste entre dos regiones. Las inco´gnitas en este ejemplo son
la topolog´ıa de las regiones de arena y lutita y los valores de permeabili-
dad en cada celda. Estas inco´gnitas sera´n reconstruidas usando los datos de
produccio´n.
La reconstruccio´n es basada en la evolucio´n artificial de una funcio´n de
conjunto de nivel que representa las formas desconocidas, y la permeabilidad
dentro de cada regio´n es estimada usando un esquema de correccio´n de valor
en cada celda. Ambas correcciones (forma y valor) son aplicadas simulta´nea-
mente en cada iteracio´n usando los resultados de una simulacio´n del modelo
directo y simulacio´n del modelo adjunto, disminuyendo el funcional de coste.
En este cap´ıtulo tambie´n se comparan, para un caso representativo, los re-
sultados obtenidos usando nuestro esquema combinado de forma y valor con
el esquema adjunto presentado en trabajos previos [60].
3.1. Reconstruccio´n de valores de permeabil-
idad y forma.
La funcio´n de permeabilidad en este enfoque de reconstruccio´n de forma
y valor en la celda, es definida como:
K =
{
Ki(x, y) en D
Ke(x, y) en Ω\D . (3.1)
donde la regio´n D, representa una de las dos litofacies presentes en el yacimien-
to y usualmente consiste de varias regiones disjuntas. En las situaciones que se
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describen en este cap´ıtulo se identifica la distribucio´n de las formas geolo´gicas
de ambas litofacies (dentro y fuera de D). Las distribuciones de permeabil-
idad en cada regio´n que se estudian en este cap´ıtulo contienen variaciones
suaves. La variacio´n de permeabilidad dentro de la primera litofacie se rep-
resenta como Ki y dentro de la segunda litofacie Ke. Las inco´gnitas son las
formas geolo´gicas de estas dos litofacies, as´ı como tambie´n los valores de
permeabilidad Ki y Ke a lo largo del yacimiento. El esquema de reconstruc-
cio´n implementado aqu´ı consiste en dos partes. Durante la primera parte, se
asume que los valores de permeabilidad Ki y Ke pueden ser aproximados por
dos valores promedios desconocidos, los cuales son estimados junto con la ge-
ometr´ıa de las formas, con el objetivo de satisfacer los datos de produccio´n. El
procedimiento comienza con una primera aproximacio´n de la distribucio´n de
permeabilidad, que esta´ basada en la informacio´n previa en las localizaciones
de los pozos. Esta distribucio´n es representada en una malla de NxXNy el-
ementos. A partir de este mapa inicial de permeabilidad, el algoritmo estima
una serie de formas y valores promedios dentro de cada litofacie tal que se
mejora el ajuste de los datos de produccio´n. Para definir la regio´n D a trave´s
de la funcio´n de conjunto de nivel se introduce una funcio´n suficientemente
suave ψ(x, y) tal que:
K(x) =
{
Ki(x, y), si ψ(x, y) ≤ 0
Ke(x, y), si ψ(x, y) > 0
(3.2)
En nuestra aplicacio´n, para cada funcio´n conjunto de nivel ψ(x, y) hay
una o varias regiones D donde ψ(x, y) < 0, ya que al menos alrededor de
los pozos los signos de los valores de la funcio´n conjunto de nivel son fijos.
Sin embargo, las zonas D pueden estar asociadas con diferentes funciones
de conjunto de nivel con esta propiedad. La frontera de D (sen˜alada como
Γ = ∂D) contiene las celdas donde ψ = 0, lo que se llama conjunto de
nivel cero de la funcio´n conjunto de nivel ψ. Para resolver el problema de
reconstruccio´n de formas, se aplica un enfoque de evolucio´n en el tiempo.
Usando una funcio´n de Heaviside en una dimensio´n H
H(ψ) =
{
0, si ψ(x, y) ≤ 0
1, si ψ(x, y) > 0
, (3.3)
as´ı, se puede escribir la permeabilidad del yacimiento en la forma:
K(ψ) = KeH(ψ) + Ki(1−H(ψ)). (3.4)
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En la primera parte del algoritmo, los s´ımbolos Ki y Ke representan
valores promedios de las permeabilidades dentro de las dos regiones, mientras
que en la segunda parte representan funciones con variaciones suaves. Con
el objetivo de obtener la evolucio´n general de las inco´gnitas (ψ, Ki y Ke)
se consideran las siguientes tres ecuaciones generales de evolucio´n para la
funcio´n conjunto de nivel y para las distribuciones de los dos para´metros
dψ
dt
= f(~x, t, ψ,R) (3.5)
dKi
dt
= hi(~x, t, ψ,R) (3.6)
dKe
dt
= he(~x, t, ψ,R) . (3.7)
El objetivo es definir los te´rminos desconocidos f , hi y he tal que la
diferencia entre los datos de produccio´n reales y los simulados disminuye
durante la evolucio´n. Para este propo´sito, se define el funcional de coste J
que dependera´ de las tres funciones anteriormente mencionadas
J (ψ,Ki, Ke) = 1
2
‖R(ψ,Ki, Ke)‖2 , (3.8)
donde:
R(ψ,Ki, Ke) = Qw − Q˜ . (3.9)
Es la diferencia entre los datos de produccio´n simulados para los valores
actuales de ψ,Ki y Ke y los datos de produccio´n real (gj − g˜) . La derivada
formal del funcional de coste con respecto a la variable tiempo (artificial) se
obtiene aplicando la regla de la cadena:
dJ
dt
=
∂J
∂K
∂K
∂ψ
dψ
dt
+
∂J
∂K
∂K
∂Ki
dKi
dt
+
∂J
∂K
∂K
∂Ke
dKe
dt
(3.10)
=
∫
Ω
R′(K)∗R(K)
(∂K
∂ψ
dψ
dt
+
∂K
∂Ki
dKi
dt
+
∂K
∂Ke
dKe
dt
)
dx .
Aqu´ı la expresio´n R′(K)∗R(K) es el gradiente tipo Fre´chet (que contiene las
sensibilidades de los datos con respecto a los para´metros) aplicado al ajuste
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ma´s reciente en los datos. Esto puede ser calculado eficientemente usando
un esquema adjunto. Los componentes individuales de esta expresio´n pueden
ser identificados como:
dK
dψ
= (Ki −Ke)δ(ψ) (3.11)
∂K
∂Ki
= 1−H(ψ) (3.12)
∂K
∂Ke
= H(ψ) . (3.13)
Aqu´ı se expresa la funcio´n delta δ(ψ) como la derivada de la funcio´n de
Heaviside en una dimensio´n y que en la siguiente seleccio´n es sustituida por
la funcio´n de bandas χΓ. As´ı, se seleccionan las direcciones de descenso para
el funcional de coste como:
fSD(x) = −C1χΓ(ψ)(Ke −Ki)R′(K)∗R(K) (3.14)
hiSD(x, t) = −C2(1−H(ψ))R′(K)∗R(K) (3.15)
heSD(x, t) = −C3H(ψ)R′(K)∗R(K) . (3.16)
La comprobacio´n de que es una direccio´n de descenso puede ser verificada
sustituyendo estas expresiones en la ecuacio´n (3.10) para dJ
dt
. Aqu´ı, C1,C2,C3
son constantes positivas que modifican la velocidad de la evolucio´n. En este
cap´ıtulo se llaman a estas velocidades, velocidades de mayor descenso del
funcional de coste.
Nume´ricamente, discretizando (3.11),(3.12) y (3.13) usando diferencias
finitas adelantadas con paso de tiempo τ > 0 para un tiempo t, se obtiene:
ψ(t+ τ)− ψ(t)
τ
= −C1(Ke −Ki)R′(K)∗R(K)χΓ(ψ) (3.17)
Ki(t+ τ)−Ki(t)
τ
= −C2(1−H(ψ))R′(K)∗R(K) (3.18)
Ke(t+ τ)−Ke(t)
τ
= −C1H(ψ)R′(K)∗R(K) . (3.19)
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3.1.1. Formulacio´n matema´tica
Durante la primera parte del algoritmo de reconstruccio´n de formas se
trata de estimar los valores promedios del perfil de permeabilidad en cada
regio´n. El refinamiento de estos perfiles sera´n parte de la segunda etapa
del esquema que se presenta en este cap´ıtulo, donde un enfoque general de
reconstruccio´n de celda por celda se aplica una vez encontradas las formas y
los promedios de los valores de permeabilidad. En esta primera parte de la
metodolog´ıa la funcio´n de permeabilidad en cada regio´n sera´ reemplazada por
algu´n valor promedio, tal que este valor no depende de la localizacio´n dentro
de cada zona. As´ı en esta primera parte se pueden simplificar las expresiones
de las velocidades de mayor descenso del funcional de coste como:
Ki(~x, t) = Kˆi(t) (3.20)
Ke(~x, t) = Kˆe(t) .
En lugar de buscar dK/dt, en esta parte del algoritmo se buscan leyes de
evolucio´n que describan los valores de Kˆe y Kˆi:
dKˆe
dt
= hˆe(t) (3.21)
dKˆi
dt
= hˆi(t) .
Introduciendo estas fo´rmulas en la ecuacio´n (3.10) para dJ /dt se obtienen
las expresiones que garantizan una direccio´n de descenso de funcional de coste
con respecto a estas cantidades:
hˆiSD(t) = −C4
∫
Ω
(1−H(ψ))R′(K)∗R(K)dx (3.22)
hˆeSD(t) = −C5
∫
Ω
H(ψ)R′(K)∗R(K)dx . (3.23)
En la primera parte del algoritmo, para el ca´lculo de los valores promedios,
la discretizacio´n en el tiempo se puede escribir como:
Ki(t+ τ)−Ki(t)
τ
= −C4(1−H(ψ))R′(K)∗R(K) (3.24)
Ke(t+ τ)−Ke(t)
τ
= −C5H(ψ)R′(K)∗R(K) . (3.25)
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Con la finalidad de escribir una ley de evolucio´n para las funciones de
intere´s, se interpreta ψn+1 = ψ(t + τ) y ψn = ψ(t). Por lo tanto, durante la
primera parte del enfoque combinado se plantean las evoluciones durante el
proceso iterativo de la siguiente manera:
ψn+1 = ψn + τnδψn (3.26)
Kˆi
n+1
= Kˆi
n
+ τnδKˆi
n
(3.27)
Kˆe
n+1
= Kˆe
n
+ τnδKˆe
n
. (3.28)
con
δψn = −C1χΓ(Ke −Ki)R′(K)∗R(K) (3.29)
δKˆi
n
= hˆiSD
δKˆe
n
= hˆeSD .
En la segunda parte se obtienen las expresiones correspondientes usando
(3.17), (3.20) y (3.19), donde en el caso de los primeros ejemplos de este
cap´ıtulo C1 = 0. Ambas etapas del proceso de reconstruccio´n corresponden
a direcciones de descenso del funcional de coste.
3.1.2. Algoritmo
El algoritmo resultante presenta un proceso iterativo para reconstruccio´n
de formas usando el me´todo presentado en este cap´ıtulo y que combina la
funcio´n conjunto de nivel con correcciones del valor en cada celda. El proceso
es descrito a continuacio´n:
PARTE I. Descripcio´n de formas y estimacio´n de valores de
permeabilidad promedios
INICIALIZACIO´N: Se describe a partir de una funcio´n conjunto de nivel
inicial.
PROCESO ITERATIVO:
1) Usar el simulador directo (IMPES en los casos presentados en este
cap´ıtulo) sobre el u´ltimo mapa de permeabilidad, al que corresponden los
para´metros Kˆe
n
, Kˆi
n
y ψn para las formas geolo´gicas. Las formas corre-
sponden a Dn con frontera Γn y el vector resultante contiene los datos de
produccio´n simulados Qw. As´ı se calculan los residuos usando la ecuacio´n
(3.9).
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2) Resolver el problema adjunto, el cual permite calcular δK = R′(K)∗R(K)
3) Construir y aplicar la funcio´n de bandas χnΓ, la cual es una matriz con
valores igual a uno en los alrededores de las fronteras Γn y ceros en el resto del
dominio. Esto aproxima la funcio´n delta de Dirac δ(ψ). Usar las ecuaciones
(3.22) y (3.23) para calcular:
δψn = −(Ke −Ki)χnΓδKn (3.30)
δKˆi
n
= hˆiSD
δKˆe
n
= hˆeSD .
4) Aplicar las correcciones, ecuaciones (3.26), (3.27) y (3.28).
5) Verificar el criterio de parada para esta parte. Si no se satisface ir al
paso 1 con n = n + 1 y continuar desde all´ı, usando la correccio´n de las
formas y los valores de permeabilidad para encontrar una nueva tendencia.
PARTE II. Correccio´n de los valores en cada celda
Esta segunda parte comienza una vez obtenidas las formas geolo´gicas y
los valores de permeabilidad promedio que satisfacen el criterio de parada
de la parte I. En esta parte se aplica el esquema adjunto para encontrar la
distribucio´n de permeabilidad variable dentro de cada litofacie.
PROCESO ITERATIVO:
6) Usar el simulador directo y el adjunto para calcular las correcciones de
los valores de permeabilidad en cada zona:
Kn+1i = K
n
i + τ
nδKni (3.31)
Kn+1e = K
n
e + τ
nδKne (3.32)
usando las selecciones δψn = 0, δKni = hiSD y δK
n
e = heSD.
7) Calcular el residuo y verificar el criterio de parada. Si no es alcanzado,
regresar al paso 6 con n = n+ 1 y continuar desde aqu´ı.
3.1.3. Ejemplos nume´ricos
Con el objetivo de verificar el comportamiento del algoritmo de inver-
sio´n combinado de bu´squeda de formas y valores de permeabilidad en cada
celda para un yacimiento con dos litofacies, se estudian dos ejemplos nume´ri-
cos. Los ejemplos son modelos sinte´ticos pero real´ıstas. En el primer ejemplo
se investiga el comportamiento del esquema adjunto tradicional sin usar la
funcio´n conjunto de nivel. En el segundo ejemplo se aplica la parte I del
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Figura 3.1: Reconstruccio´n de formas y valores. Permeabilidad real o de ref-
erencia para los experimentos, caso 7.1 y caso 7.2. Pozos de inyeccio´n son
indicados por c´ırculos (◦), pozos de produccio´n indicados con signo positivo
(+).
algoritmo de la metodolog´ıa deseada. La metodolog´ıa desarrollada aqu´ı com-
bina la funcio´n conjunto de nivel con la te´cnica de correccio´n en cada celda
aplicando el esquema adjunto.
El modelo de referencia o real es un modelo en dos dimensiones, con
9 pozos de produccio´n y 4 de inyeccio´n distribuidos en un yacimiento con
los datos expuestos en el cap´ıtulo 3. En el yacimiento existen dos litofacies,
arena y lutita. La permeabilidad medida en 7 pozos indica la presencia de
lutita (pozos P8,I1,P1,I2,P4,P6,P2) con valor de permeabilidad alrededor de
200 mD. Sin embargo, los valores de permeabilidad dentro de esta litofacie se
consideran de naturaleza variable. Por otro lado, la permeabilidad medida en
las posiciones del resto de los pozos (P7,I3,P5,P9,I4,P3) indican la presencia
de una zona de arena con permeabilidad alrededor de 1700 mD. El modelo
de referencia o real es mostrado en la figura 3.1.
En la figura 3.2 se observan las secciones transversales de la permeabili-
dad real o de referencia a lo largo de la diagonal principal y de la diagonal
superior a la principal mostradas en la figura 3.1. Como se puede observar a
partir del ana´lisis de estas figuras (3.1 y 3.2) existe contraste entre los valores
de permeabilidad de las dos regiones (la herramienta de dibujo utilizada para
generar las secciones transversales no permite representar correctamente el
salto en los valores de permeabilidad de una zona a otra). En esta seccio´n
todos los para´metros del yacimientos son asumidos conocidos, excepto las
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Figura 3.2: Secciones transversales distribucio´n de permeabilidad real o de
referencia. Izquierda: Seccio´n transversal de la permeabilidad (mD) a lo largo
de la diagonal principal. Derecha: Seccio´n transversal de la permeabilidad
(mD) a lo largo de la diagonal superior.
estructuras de las litofacies y los valores de permeabilidad, los cuales nece-
sitan ser reconstruidos a partir de los datos de produccio´n. Al igual que en
la seccio´n anterior hay dos fluidos incompresibles en el yacimiento (agua y
petro´leo) y se simula el mismo proceso de inyeccio´n de agua.
En el primer experimento nume´rico que se aplica en esta seccio´n para
tratar de reconstruir la distribucio´n de permeabilidad mostrada en la figura
3.1 se usa el esquema del operador adjunto para la correccio´n de la per-
meabilidad en cada celda en un proceso de ajuste histo´rico de produccio´n
automa´tico, como el desarrollado en [60]. Los resultados obtenidos aplican-
do esta te´cnica tradicional se muestran en la figura 3.3. En la primera fila se
puede observar la reconstruccio´n final (izquierda) y la evolucio´n del funcional
de coste (derecha) despue´s de 60 iteraciones, el cual presenta un mı´nimo local.
En la segunda fila se presenta la inicializacio´n (izquierda) con valor constante
del valor de la litofacie arena (1000 mD) excepto en las localizaciones de los
pozos donde se coloca el valor medido en el pozo y del que normalmente se
dispone en aplicaciones de campo. En la figura inferior derecha se presenta el
ajuste de produccio´n de agua para los 120 d´ıas de actividad del yacimiento.
La l´ınea roja es la produccio´n correspondiente a la inicializacio´n, la l´ınea
oscura continua es la produccio´n correspondiente a la reconstruccio´n final y
la l´ınea oscura discontinua corresponde a la produccio´n real o de referencia.
Obse´rvese que con el modelo de reconstruccio´n en cada celda aplicado en este
ejemplo requiere una inicializacio´n casi constante para garantizar la estabili-
dad del me´todo y no se reconstruyen las fronteras adecuadamente (ver [60]),
mientras que el me´todo de conjunto de nivel es ma´s robusto con respecto a
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Figura 3.3: Reconstruccio´n de formas y valores. Primer ejemplo nume´rico,
reconstruccio´n tradicional basada en el modelo adjunto en cada celda. Supe-
rior izquierda: reconstruccio´n final; superior derecha: evolucio´n del funcional
de coste; inferior izquierda: inicializacio´n; inferior derecha: ajuste de la tasa
de produccio´n de agua.
la inicializacio´n.
El segundo ejemplo nume´rico que se presenta en este cap´ıtulo usa el mismo
modelo real o de referencia mostrado en la figura 3.1. Segu´n el algoritmo
expuesto anteriormente el proceso de reconstruccio´n consiste en dos partes.
En la primera parte se evolucionan las formas geolo´gicas y el valor promedio
de permeabilidad en cada litofacie. La inicializacio´n se basa en dos zonas,
lutita y arena con valores promedios 300 mD y 1500 mD respectivamente y se
le asigna una funcio´n conjunto de nivel inicial que viene dada por una funcio´n
distancia con signo. La distribucio´n de permeabilidad se asume constante en
cada litofacie y los valores cambian en cada iteracio´n de esta primera etapa
como se presenta en la figura 3.4. A la izquierda se muestra la evolucio´n de
los valores de permeabilidad en la zona de lutita y a la derecha se presenta
la evolucio´n de los valores en la zona de arena. En la figura 3.5 se puede
observar la evolucio´n de las formas para las iteraciones 20, 40, 80, 200, 300,
400, 600 y 800. En esta primera etapa se corrigen la funcio´n conjunto de nivel
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Figura 3.4: Evolucio´n de los valores promedios de permeabilidad durante la
primera etapa. Izquierda: lutita. Derecha: arena
y los valores de permeabilidad promedio en cada iteracio´n. Para la evolucio´n
de la funcio´n conjunto de nivel se usa un criterio de paso ma´ximo de 4 celdas
que cambian de valor de permeabilidad y el paso se establece con una te´cnica
de seleccio´n del paso. La evolucio´n de los valores de permeabilidad promedio
estimados siguen un criterio de seleccio´n del paso con un criterio que depende
del valor en la litofacie. Este procedimiento es repetido hasta que el ajuste
de los datos ha alcanzado un valor pequen˜o pre-definido. Sin embargo, es
conocido que el esquema de reconstruccio´n iterativo frecuentemente muestra
un comportamiento semi-convergente si se aplica a datos con ruido. Esto
indica que en lugar de esperar que la primera parte del algoritmo encuentre
un valor de funcional de coste muy pequen˜o, es aconsejable que comenzar la
segunda parte del algoritmo con una forma intermedia que representa mejor
la informacio´n geolo´gica previa de la que se dispone en el yacimiento.
Es este ejemplo se han seleccionado las reconstrucciones de las iteraciones
400 y 800 para inicializar la segunda etapa del algoritmo. As´ı la primera ini-
cializacio´n de la segunda etapa correspondera´ a la reconstruccio´n obtenida en
la iteracio´n 400 de la primera etapa y la segunda inicializacio´n de la segunda
etapa correspondera´ a la reconstruccio´n obtenida en la iteracio´n 800 de la
primera etapa. Este criterio es consistente con la naturaleza de no unicidad
de solucio´n que se maneja en problemas inversos. Los resultados obtenidos en
la segunda etapa usando las dos inicializaciones mencionadas anteriormente
se exponen en la figura 3.7, donde se puede observar la reconstruccio´n obteni-
da a partir de la primera inicializacio´n y la evolucio´n del funcional de coste
desde la primera etapa en la primera fila. En la segunda fila se muestra la
reconstruccio´n obtenida a partir de la segunda inicializacio´n y la evolucio´n
del funcional de coste desde la primera etapa. En la tercera fila se observa
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Figura 3.5: Reconstruccio´n de formas y valores, segundo ejemplo, evolucio´n
de la permeabilidad durante la primera etapa del proceso de reconstruccio´n de
la te´cnica combinada. Columna izquierda desde arriba hacia abajo: despue´s
de 20,40,80 y 200 iteraciones. Columna derecha desde arriba hacia abajo:
despue´s de 300,400,600 y 800 iteraciones.
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Figura 3.6: Reconstruccio´n de formas y valores. Segundo ejemplo nume´ri-
co, segunda etapa. Izquierda: Evolucio´n del funcional de coste en la segun-
da etapa, primera inicializacio´n (asterisco); segunda inicializacio´n (c´ırculos).
Derecha: Ajuste de la tasa de produccio´n.
el ajuste de los valores de permeabilidad obtenidos a lo largo de la diago-
nal principal (izquierda) y la diagonal superior (derecha). La l´ınea continua
corresponde al perfil correspondiente a la distribucio´n real o de referencia, la
l´ınea roja corresponde a la solucio´n usando la primera inicializacio´n y la l´ınea
azul punteada corresponde a la solucio´n a partir de la segunda inicializacio´n.
Las inicializaciones de la segunda etapa corresponden a dos formas diferentes
donde la primera inicializacio´n tiene valores de permeabilidad promedio de
270 mD (lutita) y 1625 mD (arena), la segunda inicializacio´n usa la forma
de la imagen inferior derecha de la figura 3.7 con valores de permeabilidad
de 225 mD para la zona de lutita y 1645 mD para la zona de arena. Es-
ta segunda inicializacio´n representa una forma fragmentada del yacimiento
que pudiese no estar de acuerdo con la interpretacio´n geolo´gica previa del
yacimiento. Por otra parte la primera inicializacio´n representa una estruc-
tura de canal claramente definida, lo que pudiese cumplir las expectativas
de la interpretacio´n geolo´gica previa. La figura 3.6 muestra a la izquierda la
evolucio´n del funcional de coste en la segunda etapa del proceso de recon-
struccio´n. Como se puede observar la primera inicializacio´n produce un coste
final menor (asterisco) que el de la segunda inicializacio´n (c´ırculos). En la
figura de la derecha se muestra el ajuste de la tasa de produccio´n. El com-
portamiento de las tendencias de las dos inicializacio´n parecen sobrepuestas,
por lo que no se evidencia gran diferencia entre ellas.
En esta seccio´n se ha presentado una nueva metodolog´ıa que es capaz
de reconstruir la forma y la distribucio´n de permeabilidad interna de un
yacimiento con dos litofacies. El algoritmo ha sido exitosamente aplicado en
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Figura 3.7: Evolucio´n de formas y valores. Segundo ejemplo nume´rico, segun-
da etapa. Segundo ejemplo nume´rico, segunda etapa. Primera fila: reconstruc-
cio´n final (izquierda) y evolucio´n del funcional de coste (derecha) obtenidos a
partir de la primera inicializacio´n (iteracio´n 400 primera etapa). Segunda fila:
reconstruccio´n final (izquierda) y evolucio´n del funcional de coste (derecha)
obtenidos a partir de la segunda inicializacio´n (iteracio´n 800 primera etapa).
Tercera fila: Ajuste de la seccio´n transversal de la permeabilidad (mD) a lo
largo de la diagonal principal (izquierda). Ajuste de la seccio´n transversal de
la permeabilidad (mD) a lo largo de la diagonal superior (derecha)
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ejemplos sinte´ticos pero realistas dentro de un proceso de ajuste histo´rico de
produccio´n automa´tico a partir de los datos de produccio´n usando un modelo
de inyeccio´n de agua asociado a flujo bifa´sico incompresible. Este me´todo usa
una combinacio´n de la representacio´n de la funcio´n conjunto de nivel para las
formas y el esquema adjunto para calcular las direcciones del gradiente. Solo
una simulacio´n del modelo directo y del adjunto son necesarias para calcular
las direcciones del gradiente con respecto al valor de la permeabilidad en cada
celda y la localizacio´n de las fronteras de las formas geolo´gicas. Los cambios
estructurales de las regiones geolo´gicas se generan de forma automa´tica con
esta metodolog´ıa. En esta seccio´n se han presentado dos estrategias para
generar las reconstrucciones. En una situacio´n real la seleccio´n de la estrategia
mas apropiada dependera´ de los detalles del yacimiento, en particular de la
interpretacio´n geolo´gica previa. Esa metodolog´ıa trata de complementar el
me´todo de reconstruccio´n celda a celda presentada en [60, 30] en situaciones
donde se conoce de la existencia de ma´s de un tipo de roca en el yacimiento
y donde se dispone de datos de produccio´n.
3.2. Estimacio´n simulta´nea de forma y perfil
parametrizado
En muchas aplicaciones de simulacio´n nume´rica de yacimientos, el inge-
niero tiene una idea de la tendencia que se espera obtener de un para´metro
dado, por ejemplo basada en la tendencia de la informacio´n en los pozos. Por
ello en esta seccio´n se presenta un esquema novedoso para la identificacio´n
automa´tica de las regiones geolo´gicas, y simulta´neamente la caracterizacio´n
de los perfiles de permeabilidad con tendencias lineales suaves dentro de ca-
da regio´n. En contraste con el me´todo presentado hasta el momento donde
la distribucio´n de permeabilidad dentro de cada zona se describe usando el
me´todo adjunto en cada celda, en esta parte se describen los valores internos
de permeabilidad usando funciones bases. La seleccio´n de las funciones bases
dependera´ de la informacio´n geolo´gica previa disponible en el yacimiento,
donde se puede estimar el tipo de tendencias existentes. As´ı con el objetivo
de incorporar las tendencias de permeabilidad detectadas a partir de infor-
macio´n geolo´gica previa, en esta parte se hace uso de las funciones bases que
representan el tipo de tendencia esperada [93]. En particular en esta seccio´n
se estudiara´ el caso donde existe ma´s de una litofacie en el yacimiento, as´ı se
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combina la evolucio´n de las funciones bases con la evolucio´n de la funcio´n
conjunto de nivel presentada en cap´ıtulos anteriores. En cada paso de la nue-
va te´cnica de reconstruccio´n que se presenta aqu´ı, los datos de produccio´n
son utilizados con el objetivo de calcular la correccio´n para las formas de
las litofacies al mismo tiempo que la correccio´n del perfil de permeabilidad
parametrizado en cada regio´n. La reconstruccio´n de las formas geolo´gicas se
realiza evolucionando la funcio´n conjunto de nivel, como en cap´ıtulos ante-
riores. El objetivo de esta parte del trabajo es como en apartados anteriores
contar con un me´todo de ajuste histo´rico de produccio´n automa´tico que min-
imiza el funcional de coste entre datos reales y simulados. En esta seccio´n
se presenta un ejemplo con un yacimiento con dos litofacies con tendencias
aparentemente predefinidas sometido a un proceso de inyeccio´n de agua.
Para definir la regio´n D que representa la distribucio´n de permeabili-
dad de dos litofacies en el yacimiento, se usa el esquema presentado en las
ecuaciones (3.1), (3.3) y (3.4) que involucra la funcio´n conjunto de nivel
ψ(x, y). Las inco´gnitas en este cap´ıtulo sera´n las formas geolo´gicas presentes
en el yacimiento y las distribuciones de permeabilidad Ke y Ki, en este caso
parametrizadas segu´n informacio´n previa. A partir del mapa de permeabil-
idad inicial, el algoritmo se divide en dos etapas. En cada iteracio´n de la
primera etapa se calculan correcciones de la forma y valores promedios de
cada perfil de permeabilidad. Mientras que en cada iteracio´n de la segunda
etapa se calcula una serie de correcciones de las formas y de los para´met-
ros que caracterizan cada distribucio´n de permeabilidad, segu´n las funciones
bases predefinidas a partir del ana´lisis geolo´gico inicial de las tendencias de
permeabilidad. As´ı se escribe la distribucio´n de permeabilidad dentro de cada
litofacie del yacimiento de la forma:
Ki(x, y) =
Ni∑
j=1
αjaj(x, y) (3.33)
Ke(x, y) =
Ne∑
k=1
βkbk(x, y) .
donde las funciones aj y bk son las funciones bases seleccionadas para cada
litofacie o parte del dominio D y Ω − D. En esta aplicacio´n del problema
inverso se busca estimar la funcio´n conjunto de nivel ψ y los pesos αj y βk
que satisface los datos de produccio´n. Con el objetivo de obtener una ley
de evolucio´n artificial para (ψ, αj y βk) se consideran las siguientes leyes de
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evolucio´n generales para la funcio´n conjunto de nivel y para las funciones
peso:
dψ
dt
= f(~x, t, ψ,R) (3.34)
αj
dt
= gj(t, ψ,R) (3.35)
βk
dt
= hk(t, ψ,R) . (3.36)
El objetivo es definir los te´rminos desconocidos f , gj y hk tal que la
diferencia entre los datos de produccio´n simulados y los datos de produccio´n
reales disminuya. Para este propo´sito, se define el funcional de coste de forma
ana´loga al cap´ıtulo anterior
J (ψ, αj, βk) = 1
2
‖R(ψ, αj, βk)‖2 , (3.37)
donde αj representa el conjunto de todos los para´metros de pesos para la
regio´n D y βk representa el conjunto de los para´metros de pesos para la
regio´n Ω−D. La funcio´n residuo R es dada por:
R(ψ, αj, βk) = Qw − Q˜ . (3.38)
Es la diferencia entre los datos de produccio´n reales y los datos de produccio´n
simulados para los valores actuales de ψ,αj y βk. La derivada formal del
funcional de coste con respecto a la variable tiempo (artificial) se obtiene
aplicando la regla de la cadena:
dJ
dt
=
∂J
∂K
∂K
∂ψ
dψ
dt
+
Ni∑
j=1
∂J
∂K
∂K
∂αj
dαj
dt
+
Ne∑
k=1
∂J
∂K
∂K
∂βk
dβk
dt
(3.39)
=
∫
Ω
R′(K)∗R(K)
(∂K
∂ψ
dψ
dt
+
Ni∑
j=1
∂K
∂αj
dαj
dt
+
Ne∑
k=1
∂K
∂βk
dβk
dt
)
dx
Aqu´ı la expresio´n R′(K)∗R(K) es el gradiente tipo Fre´chet (que contiene las
sensibilidades de los datos con respecto a los para´metros) aplicado al ajuste
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ma´s reciente en los datos. Esto puede ser calculado eficientemente usando
un esquema adjunto. Los componentes individuales de esta expresio´n pueden
ser identificados como:
dK
dψ
= (Ki −Ke)δ(ψ) (3.40)
∂K
∂αj
= aj(x, y)(1−H(ψ)) (3.41)
∂K
∂βk
= bk(x, y)H(ψ) . (3.42)
Aqu´ı se expresa la funcio´n delta δ(ψ) como la derivada de la funcio´n de
Heaviside en una dimensio´n. As´ı, se seleccionan las direcciones de descenso
para el funcional de coste como:
fSD(x) = −CχΓ(ψ)(Ke −Ki)R′(K)∗R(K) (3.43)
gjSD(t) = −C(αj)
∫
Ω
αj(x, y)(1−H(ψ))R′(K)∗R(K)dx (3.44)
hkSD(t) = −C(βk)
∫
Ω
βk(x, y)H(ψ)R′(K)∗R(K)dx , (3.45)
donde C(ψ), C(αj) y C(βk) son constantes para definir la velocidad de evolu-
cio´n para cada inco´gnita ψ,αj y βk respectivamente. La propiedad de descen-
so puede ser verificada introduciendo estas ecuaciones en la ecuacio´n (3.39).
Discretizando nume´ricamente (3.34), (3.35), (3.36) usando el me´todo de difer-
encias finitas hacia adelante se obtiene:
ψ(t+ τ)− ψ(t)
τ
= −C1(Ke −Ki)R′(K)∗R(K)χΓ(ψ) (3.46)
αj(t+ τ)− αj(t)
τ
= −C2
∫
D
aj(x, y)R′(K)∗R(K) dxdy (3.47)
βk(t+ τ)− βk(t)
τ
= −C3
∫
Ω−D
bk(x, y)R′(K)∗R(K) dxdy. (3.48)
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3.2.1. Perfiles lineales o´ constantes
En la primera parte del algoritmo de reconstruccio´n combinado aplicado
en esta seccio´n se estiman los valores de permeabilidad promedio en cada
regio´n. Lo que es equivalente a escoger una funcio´n base constante en cada
regio´n correspondiente a un perfil constante. El refinamiento de los perfiles
de permeabilidad se aplica en la segunda etapa del proceso de reconstruccio´n,
donde se usa ma´s de una funcio´n base en cada regio´n. En esta primera parte
la funcio´n de permeabilidad se reemplaza por un valor promedio, tal que el
mismo no depende de la localizacio´n dentro de la regio´n que corresponda.
Esta situacio´n es representada por la seleccio´n de las siguientes funciones
bases:
Ni = 1, a1 = 1 =⇒ Ki(x, y) = α1 . (3.49)
Ne = 1, b1 = 1 =⇒ Ke(x, y) = β1 . (3.50)
De esta forma se pueden obtener los valores promedios de la primera
etapa del proceso de reconstruccio´n. Siguiendo la regla de discretizacio´n en
el tiempo e incluyendo ψn+1 = ψ(t+τ) y ψn = ψ(t), en las ecuaciones (3.46),
(3.47) y (3.48) se obtiene:
ψn+1 = ψn + τnδψn (3.51)
αn+11 = α1
n + τnδα1
n (3.52)
βn+11 = β
n
1 + τ
nδβ1
n , (3.53)
con
δψn = −C1χΓ(ψ)(Ke −Ki)R′(K)∗R(K) (3.54)
δα1
n = −C2
∫
D
R′(K)∗R(K) dxdy (3.55)
δβ1
n = −C5
∫
Ω−D
R′(K)∗R(K) dxdy . (3.56)
En la segunda etapa de la estrategia presentada en esta seccio´n se parame-
triza la distribucio´n de permeabilidad en cada regio´n (con un perfil lineal, en
este caso). La inicializacio´n de la forma (funcio´n conjunto de nivel) en esta
etapa es la reconstruccio´n final de la primera etapa. En la primera iteracio´n
de la segunda etapa se aplica mı´nimos cuadrados en cada litofacie, a la forma
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final de la primera etapa, debido a que el valor de permeabilidad de los pozos
da evidencia de la tendencia lineal. El objetivo de este ajuste de mı´nimos
cuadrados es obtener valores iniciales de los para´metros αj y βk en cada
regio´n. Utilizando el siguiente modelo
Ni = 1, a1 = 1, a2 = x, a3 = y, Ne = 3, b1 = 1, b2 = x, b3 = y , (3.57)
=⇒ Ki(x, y) = α1 + α2x+ α3y, =⇒ Ke(x, y) = β1 + β2x+ β3y,
y aplicando un procedimiento ana´logo a los anteriormente presentados, se
obtienen las siguientes reglas de iteracio´n:
ψn+1 = ψn + τnδψn , (3.58)
αn+1j = αj
n + τnδαj
n, j=1,2,3 (3.59)
βn+1j = βj
n + τnδβj
n, k=1,2,3 (3.60)
Aqu´ı δψ y δα1 y δβ1 esta´n definidos anteriormente. Los nuevos te´rminos son
dados como:
δα2
n = −C3
∫
D
xR′(K)∗R(K) dxdy, δα3n = −C4
∫
D
yR′(K)∗R(K) dxdy ,
δβ2
n = −C6
∫
Ω−D
xR′(K)∗R(K) dxdy, δβ3n = −C7
∫
Ω−D
yR′(K)∗R(K) dxdy .
(3.61)
Los resultados para un ejemplo nume´rico (bu´squeda de formas y valores
promedios) se presentan en la figura 3.8 donde se busca encontrar el valor de
la permeabilidad y las formas geolo´gicas de este caso. En la primera fila de la
figura 3.8 se puede observar la permeabilidad real o de referencia, con valores
de permeabilidad 250 mD en la zona de lutita y 1500 mD en la zona de arena
(izquierda). La permeabilidad inicial tiene valores de 300 mD para la zona
de lutita y 1300 mD en la zona de arena. En la segunda fila se observa la
reconstruccio´n final, con valores 269 mD en la zona de lutita y 1460 mD para
la zona de arena (izquierda) y la evolucio´n del funcional de coste durante el
proceso de reconstruccio´n (derecha). En la tercera fila se observa la evolucio´n
de los valores de permeabilidad en ambas zonas. Se observa que se estabilizan
durante las u´ltimas iteraciones.
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Figura 3.8: Reconstruccio´n de formas y valores. Primera fila: Permeabilidad
real (izquierda); inicializacio´n (derecha). Segunda fila: Permeabilidad final
(izquierda); evolucio´n del coste (derecha). Tercera fila: Evolucio´n de la per-
meabilidad en la zona de arena (izquierda); evolucio´n de la permeabilidad en
la zona de lutita (derecha)
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3.2.2. Ejemplos nume´ricos
Con el objetivo de verificar el comportamiento de la metodolog´ıa plantea-
da (evolucio´n de la funcio´n conjunto de nivel y de los para´metros) en este
cap´ıtulo se aplica este me´todo a un yacimiento con dos litofacies, donde cada
litofacie tiene un perfil de permeabilidad aproximadamente lineal. El ejemp-
lo que se estudia en esta seccio´n es sinte´tico pero real´ıstico. Se analizan los
resultados generados aplicando la metodolog´ıa desarrollada donde se combi-
na la funcio´n conjunto de nivel con la te´cnica de parametrizacio´n del perfil
de permeabilidad en cada regio´n. Los datos generales del yacimiento fueron
presentados previamente en el cap´ıtulo 3.
El ejemplo nume´rico que se presenta en esta seccio´n, corresponde a la dis-
tribucio´n de permeabilidad real o de referencia que se muestra en la primera
fila de la figura 3.9 (izquierda). A la derecha se muestra la inicializacio´n de
la primera etapa. Como se puede observar en la distribucio´n de permeabili-
dad real o de referencia existen dos litofacies claramente diferenciadas, cuyos
valores de permeabilidad (mD) vienen dados por:
Ki(x, y) = 800 + 10
x
∆x
+ 10
y
∆y
+ 50sen
( x
∆x
pi
15
)
(3.62)
Ke(x, y) = 200 + 5
x
∆x
+ 5
y
∆y
+ 20sen
( x
∆x
pi
15
)
. (3.63)
En la segunda fila de la figura 3.9 se muestra la reconstruccio´n final de
la primera etapa (izquierda). A la derecha se puede observar la evolucio´n del
funcional de coste durante la primera etapa (400 iteraciones). En la tercera
fila se observa la evolucio´n de los valores de permeabilidad promedios en la
zona de lutita (derecha) y en la zona de arena (izquierda).
En la figura 3.10se presentan los resultados de la segunda etapa, donde
se buscan los para´metros αj y βk y continua la evolucio´n de la forma. En la
primera fila de la figura 3.10 se muestra la permeabilidad real o de referencia
a la izquierda. A la derecha se observa la inicializacio´n de la segunda etapa,
que corresponde a la forma de la reconstruccio´n final de la primera etapa
despue´s de aplicar mı´nimos cuadrados con los datos de los pozos (izquierda).
En la segunda fila de la figura 3.10 se observa la reconstruccio´n final de la
segunda etapa (izquierda) y la evolucio´n del funcional de coste durante la
primera y la segunda etapa. Como se puede observar en la iteracio´n 400 hay
un incremento del residuo, debido principalmente a la aplicacio´n de mı´nimos
cuadrados para inicializar los para´metros de la segunda etapa. En la tercera
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Figura 3.9: Formas geolo´gicas y parametrizacio´n de la permeabilidad; primera
etapa. Primera fila: Permeabilidad real (izquierda); inicializacio´n (derecha).
Segunda fila: Reconstruccio´n final primera etapa (izquierda); evolucio´n del
funcional del coste (derecha). Tercera fila: Valores de permeabilidad promedio
en la zona lutita (izquierda) y arena (derecha).
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fila se observa la tendencia de los para´metros que caracterizan las zonas de
lutita (izquierda). La l´ınea roja corresponde a α1, y por otra parte α2 y α3 son
representados por las l´ıneas oscuras discontinuas y continua respectivamente.
Para la zona de arena (figura derecha), la l´ınea roja corresponde a β1, y por
otra parte β2 y β3 son representados por las l´ıneas oscuras discontinuas y
continua respectivamente. Haciendo uso de las ecuaciones (3.51) y (3.31)
se puede evaluar la fiabilidad de los para´metros obtenidos. Los valores de βk
correspondientes a la reconstruccio´n final son β1 = 260, β2 = 3, 6 y β3 = 3, 95,
los valores de αj obtenidos de la reconstruccio´n final son α1 = 811, α2 = 10 y
α3 = 10, 8. Obse´rvese que los para´metros de la reconstruccio´n final tambie´n
intenta ajustar el factor seno expresado en el tercer te´rmino de las expresiones
de la permeabilidad (3.62) y (3.63).
El me´todo presentado en esta seccio´n consiste en dos etapas que usan
la evolucio´n de la funcio´n conjunto de nivel para representar las formas. En
la primera parte se buscan las formas geolo´gicas, evolucionando la funcio´n
conjunto de nivel y se estiman valores de permeabilidad promedio en cada
litofacie. A la forma final de la primera etapa se le aplica mı´nimos cuadrados
con los datos de los pozos, para obtener los para´metros iniciales de la segunda
etapa. En la segunda etapa evolucionan las formas junto con los para´metros
que representan la permeabilidad. Esta nueva metodolog´ıa genera buenos
estimados, no solo para las formas, sino tambie´n para los para´metros αj y
βk.
3.3. Reconstruccio´n de formas y valores. Ca-
sos h´ıbridos
Con el objetivo de investigar la flexibilidad y generalidad de los algoritmos
de inversio´n de formas y valores usando el me´todo de conjunto de nivel y el
me´todo adjunto presentados anteriormente, en esta seccio´n se combinan estos
algoritmos para la reconstruccio´n de casos h´ıbridos, en un caso donde existen
dos litofacies de diferente naturaleza (perfil de permeabilidad variable), donde
un perfil muestra una tendencia lineal pero el otro no.
El caso estudiado tiene dos litofacies, una de ella con tendencia de perme-
abilidad lineal, por lo se reconstruye usando parametrizacio´n de los valores
de permeabilidad. La otra litofacie es reconstruida usando la estrategia del
operador adjunto en cada celda. En este caso se usan dos estrategias para
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Figura 3.10: Formas geolo´gicas y parametrizacio´n de la permeabilidad; segun-
da etapa, evolucio´n de para´metros. Primera fila: Permeabilidad real (izquier-
da); inicializacio´n de la segunda etapa (derecha). Segunda fila: Reconstruc-
cio´n final segunda etapa (izquierda); evolucio´n del funcional de coste du-
rante toda la evolucio´n (derecha). Tercera fila: evolucio´n de los para´metros
αj (izquierda); βk (derecha)
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reconstruir el perfil de permeabilidad del yacimiento. En la primera estrate-
gia se realiza la reconstruccio´n en cuatro etapas, y en la segunda estrategia
se ajustan todas las variables desconocidas simulta´neamente, formas y val-
ores internos de ambas litofacies. Los detalles de los datos del modelo de
simulacio´n se encuentran en el cap´ıtulo de introduccio´n.
3.3.1. Primera estrategia
Este ejemplo nume´rico describe una situacio´n de 4 regiones distribuidas
a lo largo del yacimiento, donde tres zonas corresponden a lutita. Ver figura
3.11, superior izquierda. Las zonas de lutita tienen tendencia de permeabili-
dad lineal con valores entre 250 y 500 mili-Darcy (mD), y la permeabilidad de
la zona de arena esta´ entre 900 y 1300 mD. La inicializacio´n se muestra en la
figura 3.11 superior derecha. La funcio´n conjunto de nivel inicial es la corre-
spondiente funcio´n de distancia con signo la cual es calculada anal´ıticamente.
Para la inicializacio´n se asume como criterio inicial que el yacimiento consiste
de arena en aquellos lugares del yacimiento donde no se disponen de datos
fuertes (puntos lejanos de los pozos). Comenzando con esta inicializacio´n la
primera estrategia se divide en cuatro etapas.
En la primera etapa se busca la forma y el valor promedio de la perme-
abilidad en ambas zonas como se muestra en la figura 3.11. Para la evolucio´n
de la funcio´n conjunto de nivel en cada iteracio´n cambian de valor de per-
meabilidad un ma´ximo de 5 celdas. La primera fila de la figura 3.11 muestra
la forma real (izquierda) y la inicializacio´n (derecha). En la segunda fila se
muestra la reconstruccio´n final despue´s de 700 iteraciones (izquierda) y la
evolucio´n del funcional de coste (derecha). Se puede observar que el coste
se ha estabilizado. En la tercera fila se presenta la evolucio´n del valor de
permeabilidad promedio en la zona de arena (izquierda) y la evolucio´n del
valor de permeabilidad promedio en la zona de lutita (derecha), cuyos valores
tambie´n se han estabilizado.
En la segunda etapa se reconstruye el perfil de permeabilidad de la lito-
facie con distribucio´n lineal (lutita) determinando los para´metros asociados
(β1,β2 y β3) y se puede observar que los valores de los para´metros se estabi-
lizan, figura 3.12 inferior izquierda. El perfil de permabilidad real correspon-
diente a la zona de lutita viene dado por los valores (β1,β2 y β3).
En la primera fila de la figura 3.12 se puede observar la reconstruccio´n
de la permeabilidad obtenida en esta segunda etapa (izquierda) y la ini-
cializacio´n de esta segunda etapa que corresponde a la final de la etapa I
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Figura 3.11: Caso h´ıbrido. Primera estrategia, Etapa I. Primera fila: Forma
real (izquierda); inicializacio´n etapa I (derecha). Segunda fila: Reconstruccio´n
final etapa I (izquierda); evolucio´n del funcional de coste etapa I (derecha).
Tercera fila: Evolucio´n del valor de permeabilidad promedio en la zona de
lutita (izquierda); evolucio´n del valor de permeabilidad promedio en la zona
de arena (derecha).
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Figura 3.12: Caso h´ıbrido. Primera estrategia, Etapa II. Primera fila: Recon-
struccio´n final etapa II (izquierda); inicializacio´n etapa II (derecha). Segunda
fila: Evolucio´n de los para´metros α y β que caracterizan las zonas de luti-
ta (izquierda); evolucio´n del funcional de coste etapa II (derecha). Pozos de
inyeccio´n son indicados por circulos (◦), pozos de produccio´n indicados con
signo positivo (+).
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Figura 3.13: Caso h´ıbrido. Primera estrategia, Etapa III. Izquierda: Recon-
struccio´n final, etapa III. Derecha: Evolucio´n del funcional de coste etapa
III.
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Figura 3.14: Caso h´ıbrido. Primera estrategia, Etapa IV. Superior izquier-
da: Forma real. Superior derecha: inicializacio´n, etapa IV. Inferior izquierda:
Reconstruccio´n final, etapa IV. Inferior derecha: evolucio´n del funcional de
coste, etapa IV.
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(derecha). En la segunda fila de esta figura se puede observar la evolucio´n de
los para´metros α y β de la zona de lutita que parametrizan la distribucio´n
de permeabilidad en esta regio´n. Es importante mencionar que la funcio´n
conjunto de nivel se mantiene sin variaciones durante la segunda y la tercera
etapa.
En la tercera etapa se aplica la correccio´n en cada celda de la zona de
arena usando el me´todo del operador adjunto ([60]). La inicializacio´n de
esta etapa corresponde a la reconstruccio´n final de la segunda etapa (figura
3.12 izquierda). En la figura 3.13 se puede observar la reconstruccio´n de la
permeabilidad obtenida luego de 700 iteraciones (izquierda) y la evolucio´n del
funcional de coste (derecha) sin modificar los valores de la permeabilidad en
la zona de lutita y manteniendo la funcio´n conjunto de nivel sin variaciones.
En la cuarta etapa se var´ıan las formas y los valores de permeabilidad
en ambas zonas. En la zona de lutita se ajustan los para´metros α y β, en
la zona de arena se ajustan los valores de permeabilidad de cada celda y
adema´s se ajusta la geometr´ıa de las formas, todo de manera simultanea. En
la primera fila de la figura 3.14 se pueden observar la reconstruccio´n de la
permeabilidad obtenida en esta u´ltima etapa (izquierda) y la inicializacio´n
de esta etapa que corresponde a la final de la etapa III. En la segunda fila
de esta figura se puede observar la reconstruccio´n final de la permeabilidad
(izquierda) y la evolucio´n del funcional de coste (derecha).
3.3.2. Segunda estrategia
La segunda estrategia que se plantea para reconstruir la distribucio´n de
permeabilidad (presentada en la figura 3.11 superior izquierda) se basa en
perturbar las variables simulta´neamente como en la etapa IV de la primera
estrategia pero ahora desde el principio. En la figura 3.15 se presentan los
resultados obtenidos aplicando esta estrategia.
En la primera fila de la figura 3.15 se muestra el perfil de permeabili-
dad real o de referencia (izquierda), la inicializacio´n basada en informacio´n
de los pozos (derecha) que coincide con la inicializacio´n de la etapa I de la
primera estrategia. La distribucio´n real e inicial son las mismas para ambas
estrategias. A la izquierda de la segunda fila de esta figura se observa la re-
construccio´n final obtenida aplicando la estrategia de ajuste simulta´neo de
formas y valores en cada celda; los perfiles de permeabilidad obtenidos en
cada zona corresponden a ajustes de valores en cada celda usando el me´todo
adjunto para la zona de arena y ajuste de para´metros correspondiente a una
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Figura 3.15: Caso h´ıbrido. Segunda estrategia. Primera fila: Forma re-
al (Izquierda); inicializacio´n (Derecha). Segunda fila: Reconstruccio´n final
(Izquierda); evolucio´n del funcional de coste (Derecha). Tercera fila: Evolu-
cio´n de los para´metros α y β que caracterizan las zonas de lutita (Izquierda);
Ajuste de la tasa de produccio´n de agua, la l´ınea roja continua es la inicial,
la l´ınea continua es la real y la discontinua es la reconstruccio´n(Derecha).
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distribucio´n lineal de permeabilidad para la zona de lutita. A la derecha de
la segunda fila de esta figura se muestra la evolucio´n del funcional de coste
despue´s de 200 iteraciones. Se puede observar que la tendencia se ha estabi-
lizado. En la tercera fila se observa la evolucio´n de los para´metros α y β que
caracterizan las zonas de lutita (izquierda); a la derecha se muestra el ajuste
de la tasa de produccio´n de agua. La l´ınea roja continua corresponde al ma-
pa de permeabilidad inicial, la l´ınea continua oscura corresponde al mapa de
permeabilidad real y la l´ınea discontinua corresponde a la reconstruccio´n final
del perfil de permeabilidad. Como se puede observar la tendencia real de los
datos de produccio´n son muy cercanos a los generados por la reconstruccio´n.
A partir de los resultados obtenidos al aplicar ambas estrategias se puede
observar que se generan reconstrucciones que ajustan adecuadamente los
datos reales o de referencia. La primera estrategia, a la que le corresponde un
residuo mı´nimo igual a 0.39, al ser un proceso secuencial es ma´s estable y no
necesita aplicar optimizacio´n en las variables o pasos que se usan a lo largo de
cada etapa. La segunda estrategia, a la que le corresponde un residuo mı´nimo
igual a 0.18 , requiere afinar los pasos de cada una de las correcciones de tal
forma de mantener la estabilidad durante el proceso de evolucio´n.
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Cap´ıtulo 4
Perturbaciones topolo´gicas
4.1. Manejo de zonas de baja sensibilidad
Este cap´ıtulo presenta un algoritmo para la caracterizacio´n de yacimien-
tos con ma´s de una litofacie que contienen regiones de baja sensibilidad. Con
el objetivo de caracterizar las regiones de baja sensibilidad se aplican pertur-
baciones topolo´gicas durante la reconstruccio´n. En este trabajo se presenta un
me´todo para tratar de identificar cuerpos geolo´gicos que los me´todos presen-
tados en trabajos previos y en los cap´ıtulos anteriores de esta tesis no eran
capaz de reconstruir [144, 145] .
En este cap´ıtulo se presenta un novedoso algoritmo matema´tico para la
caracterizacio´n de yacimientos con ma´s de una litofacie que contienen re-
giones de baja sensibilidad. El algoritmo usa una representacio´n de formas
usando el me´todo de conjunto de nivel describiendo diferentes litofacies en
el yacimiento. Esas formas necesitan ser reconstruidas usando los datos de
produccio´n y un modelo de flujo bifa´sico. Con el objetivo de caracterizar
las regiones de baja sensibilidad, se aplican perturbaciones topolo´gicas suce-
sivamente durante la reconstruccio´n en esas regiones de baja sensibilidad.
La te´cnica de conjunto de nivel evoluciona las formas creadas siguiendo una
direccio´n de gradiente que minimiza la diferencia entre los datos calculados
y los reales. Las nuevas formas creadas en las posiciones incorrectas tien-
den a desaparecer gradualmente. Por el contrario se observa que los objetos
creados en los lugares donde una litofacie esta presente en el modelo real
tienden a crecer hasta que ajustan aproximadamente las fronteras reales. En
esta parte del trabajo se discuten diferentes estrategias y se presentan resul-
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tados nume´ricos que demuestran y comparan su comportamiento para dos
situaciones real´ısticas en 2D.
Un yacimiento de hidrocarburo que produce mediante un sistema de in-
yeccio´n de agua, t´ıpicamente tiene pozos con datos reportados con una cierta
frecuencia. Estos datos de produccio´n muestran una sensibilidad fuertemente
heteroge´nea en diferentes zonas del yacimiento. Las regiones que esta´n di-
rectamente conectadas por un pozo de inyeccio´n y uno de produccio´n en el
proceso de inyeccio´n de agua tiene una gran influencia sobre los datos de pro-
duccio´n. Por el contrario aquellas regiones donde el flujo de agua y petro´leo es
pequen˜o no tendra´n mucha influencia. Estas zonas se distinguen como “zonas
de alta sensibilidad” y “zonas de baja sensibilidad” respectivamente. Es claro
que durante el proceso de ajuste histo´rico las zonas de alta sensibilidad ten-
dra´n un efecto dominante sobre la reduccio´n del funcional de coste, tal que
frecuentemente las zonas de baja sensibilidad tienen una caracterizacio´n ma´s
pobre o deficiente a pesar de la disminucio´n del funcional de coste. Lo que
es peor, frecuentemente herramientas normalmente usadas no generan una
reconstruccio´n estable de la zonas de baja sensibilidad como es demostrado
en esta parte del trabajo.
Por otra parte, el ingeniero de yacimientos necesita conocer las carac-
ter´ısticas en todas las a´reas del yacimiento con el objetivo de planificar la
ubicacio´n de nuevos pozos de inyeccio´n o´ de produccio´n, para estimar el
volumen total presente en el yacimiento y para predecir la produccio´n del
campo.
En este cap´ıtulo se plantea un esquema para caracterizar zonas de ba-
ja sensibilidad en yacimientos de petro´leo usando una te´cnica matema´tica
novedosa. Adema´s se presenta una adaptacio´n de nuestro algoritmo de re-
construccio´n de formas, el cual es capaz de caracterizar de forma confiable
las zonas de alta sensibilidad y las de baja sensibilidad aplicando algunas
extensiones que se presentan a lo largo de este cap´ıtulo.
Aqu´ı se presenta una forma pra´ctica y eficiente de calcular el perfil de sen-
sibilidad (o´ derivadas de Fre´chet) [8, 26, 33] para nuestro modelo usando el
esquema adjunto. Adema´s se describe el proceso de perturbaciones topolo´gi-
cas para crear nuevos objetos en zonas de baja sensibilidad [64, 69, 105, 130].
Se resume el nuevo algoritmo y se presentan dos ejemplos nume´ricos en dos
dimensiones mostra´ndose el comportamiento del algoritmo en situaciones re-
alistas.
En esta parte se usa, de nuevo, la ley de evolucio´n general para la funcio´n
de conjunto de nivel:
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dψ
dt
= f(x, t, ψ,R) . (4.1)
La funcio´n conjunto de nivel ψ describe la forma D durante la evolucio´n
artificial. Para recordar, el objetivo es encontrar el te´rmino f(x, t, ψ,R) tal
que la evolucio´n converge a la solucio´n deseada del problema inverso.
El diferencial del funcional de coste J (K(ψ(t))) con respecto al tiempo
artificial t aplicando la regla de la cadena se obtiene:
dJ
dt
=
dJ
dK
dK
dψ
dψ
dt
=
〈
R′(K)∗R(K) , dK
dψ
dψ
dt
〉
P
. (4.2)
As´ı se define la direccio´n de bu´squeda como
f
d
(x) = − (Ke −Ki)χψ,d(x)R′(K)∗R(K) para todo x ∈ Ω (4.3)
donde χψ,d(x) es una aproximacio´n positiva de la funcio´n delta δ(ψ) y el
sub-´ındice d indica el grado de aproximacio´n. En los experimentos nume´ricos
de este´ cap´ıtulo se usa de forma variable la funcio´n de banda “narrowband”:
χψ,d(x) =
{
1 , si existe x0 ∈ Ω con |x− x0| < d y ψ(x0) = 0
0 , en otros casos.
La funcio´n de banda definida anteriormente tendra´ gran importancia en
la nueva te´cnica de reconstruccio´n presentada en este cap´ıtulo, debido a que
concentra la correccio´n cerca a la fronteras de la forma.
Para simplicidad de la derivacio´n, el espacio L2(Ω) (relacionado al pro-
ducto interno estandar) ha sido asumido como el espacio de la funcio´n de con-
junto de nivel ψ. Sin embargo, puede ser seleccionado un sub-espacio H1(Ω)
tal que H1(Ω) = {ψ : ψ ∈ L2(Ω) , ∇ψ ∈ L2(Ω) , ∂ψ∂ν = 0at ∂Ω}. En los ex-
perimentos nume´ricos presentados en este cap´ıtulo se usa este espacio H1(Ω),
el cual sugiere la aplicacio´n de un operador de suavidad sobre f
d
(x). Para ma´s
detalle ver [60, 143] y el Ape´ndice 4. As´ı despue´s de aplicar el mencionado
filtro de suavidad f
d
(x), el te´rmino seleccionado (4.1) estara´ concentrado en
una pequen˜a regio´n de la funcio´n de banda alrededor de las fronteras de las
litofacies y sera´ lo suficientemente suave. Como se menciono´ anteriormente
sus valores permitira´n encontrar una direccio´n de descenso del funcional de
coste J .
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Discretizando nume´ricamente, usando el me´todo de diferencias finitas,
como anteriormente (2.18) con un paso de tiempo τ > 0, se genera para un
tiempo t la regla de correccio´n:
ψ(t+ τ)− ψ(t)
τ
= (Ki −Ke)χψ,dR′(K)∗R(K) . (4.4)
Interpretando ψ(n+1) = ψ(t+ τ) y ψ(n) = ψ(t), se llega a la iteracio´n:
ψ(n+1) = ψ(n) + τδψ(n), ψ(0) = ψ0 , (4.5)
con
δψ(n) = (Ki −Ke)χψ(n),dR′(K)∗R(K) para todo x ∈ Ω. (4.6)
Obse´rvese que la seleccio´n
ft(x) = − (Ke −Ki)R′(K)∗R(K) para todo x ∈ Ω (4.7)
definira´ una direccio´n de descenso para (2.11), lo que implica simplemente
despreciar la funcio´n de banda χψ,d en fd(x). El sub-´ındice t en este te´rmino
de evolucio´n es escogido para indicar que esta funcio´n permite topolo´gica-
mente crear objetos lejos de las fronteras actuales reduciendo una parte de
la funcio´n de conjunto de nivel inicialmente positiva hasta que sus valores se
vuelven ceros o´ negativos en esta zona [46]. All´ı se explica que la seleccio´n del
te´rmino que actualiza la funcio´n de conjunto de nivel tiene un efecto similar
a la aplicacio´n de “derivada topolo´gica” [18, 128, 129, 61, 63, 52, 53, 24, 27]
para el problema inverso. Esto permite crear pequen˜os objetos en el dominio
en localizaciones donde las perturbaciones topolo´gicas genera una disminu-
cio´n del funcional de coste J . En el ape´ndice 3.3 se presenta la idea descrita
para entender cambios topolo´gicos
En los experimentos nume´ricos mostrados en esta parte del trabajo, se
investiga el comportamiento de dos alternativas (f
d
(x) y ft(x)) en situaciones
donde se busca reconstruir objetos ocultos que se encuentran en zonas de alta
sensibilidad y objetos ocultos en zonas de baja sensibilidad del yacimiento.
4.1.1. Perfil de sensibilidad usando la te´cnica adjunta
Las funciones de sensibilidad esta´n muy relacionadas a las derivadas de
Fre´chet o´ al operador adjunto linealizadoR′(K)∗ (ver los detalles en [40, 42]).
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De hecho, la sensibilidad corresponde al efecto de R′(K)∗ aplicado en un
tiempo dado en cada pozo de produccio´n cuando la solucio´n del problema
directo ha sido calculada para cada te´rmino fuente (a tiempo cero) y el cor-
respondiente pozo de inyeccio´n. Una interpretacio´n f´ısicamente ma´s intuitiva
de estas funciones de sensibilidad que relacionan pozos inyectores y pozos
productores es de la siguiente manera: En cada punto del dominio el valor de
la funcio´n de sensibilidad describe el efecto de una perturbacio´n en el perfil
de permeabilidad en la produccio´n de cada pozo productor cuando el agua
de inyeccio´n viene solo de un pozo de inyector.
La superposicio´n de las funciones de sensibilidad para todos los pozos
productores e inyectores es llamado “perfil de sensibilidad” del yacimiento
(ver figura 4.2).
Estas localizaciones donde el perfil de sensibilidad tienen valores mayores
tendra´n gran influencia sobre algunos datos de produccio´n cuando se produce
una perturbacio´n en la funcio´n de permeabilidad en esas localizaciones. Por
el contrario los lugares del yacimiento donde el perfil de sensibilidad tiene val-
ores pequen˜os tienen menos influencia sobre los datos de produccio´n cuando
se aplica una perturbacio´n en la funcio´n de permeabilidad en esos lugares.
A partir de esta interpretacio´n esta´ claro que el problema de encontrar el
perfil de permeabilidad en los lugares con valores pequen˜os de sensibilidad
es extremadamente mal condicionado e inestable, Por lo tanto se debe tener
especial cuidado cuando se trata de reconstruir ima´genes del yacimiento a
partir de los datos de produccio´n. Este problema tambie´n se evidencia cuan-
do la imagen del operador R′(K)∗ sobre un cierto valor de R(K) en los pozos
de produccio´n tendra´ un valor relativamente pequen˜o en lugares de de baja
sensibilidad y valores mucho mayores en zonas de alta sensibilidad.
En lo siguiente se describe como el perfil de sensibilidad para un yacimien-
to puede ser calculado eficientemente a partir de un esquema adjunto. La
te´cnica descrita abajo calcula la funcio´n sensibilidad para un pozo de inyec-
cio´n y uno de produccio´n corriendo solo una simulacio´n del problema direc-
to y una del problema adjunto. El perfil de sensibilidades final es entonces
obtenido sumando las funciones de sensibilidad individuales (normalizadas)
para todos los pozos de inyeccio´n y de produccio´n en el yacimiento. Aqu´ı solo
se muestran los resultados ba´sicos de esta te´cnica para generar los mapas de
sensibilidad del yacimiento.
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4.2. Perturbaciones topolo´gicas
Se desea crear un nuevo objeto centrado en una pequen˜a regio´n Ω3 ⊂ Ω.
Usando una representacio´n de la funcio´n conjunto de nivel para las formas,
se reduce la funcio´n conjunto de nivel (representada por Ψ en este cap´ıtulo)
en esta pequen˜a regio´n hasta que se convierta en negativa. Efectivamente,
se podr´ıa simplemente colocar un valor negativo µ < 0 de la funcio´n con-
junto de nivel en esta pequen˜a regio´n dentro de Ω3 lo que tendr´ıa un efecto
de crear un nuevo objeto. Sin embargo esta u´ltima estrategia generar´ıa alta
discontinuidad en la funcio´n conjunto de nivel en las fronteras de los nuevos
objetos, lo que tendr´ıa un efecto perjudicial sobre la evolucio´n de la funcio´n
conjunto de nivel (es importante recordar que la funcio´n conjunto de nivel
se ha seleccionado dentro del espacio de Sobolev en H1(Ω)). Por consigu-
iente, en el desarrollo de este trabajo se ha disen˜ado un algoritmo espec´ıfico
para introducir un nuevo objeto centrado en la regio´n Ω3. Este algoritmo
sera´ descrito a continuacio´n.
Se definen tres regiones diferentes Ω3, Ω2, y Ω1 tal que Ω3 es la pequen˜a
regio´n donde se introduce el nuevo objeto, Ω2 son los alrededores de esta
regio´n (pequen˜a vecindad que excluye Ω3), y Ω1 es el resto del dominio Ω.
Por consiguiente se tiene Ω = Ω3 ∪ Ω2 ∪ Ω1 con Ωi ∩ Ωj = ∅ para i 6= j. Ver
la figura 4.1. As´ı se introducen las tres funciones caracter´ısticas.
χ12(x) =
{
1
0
dentro
en el exterior
Ω1 ∪ Ω2
Ω1 ∪ Ω2 , χ3(x) =
{
1
0
dentro
en el exterior
Ω3
Ω3
,
χ23(x) =
{
1
0
dentro
en el exterior
Ω2 ∪ Ω3
Ω2 ∪ Ω3 .
Una vez definidas estas funciones caracter´ısticas, se plantea el objetivo de
minimizar el funcional de coste:
mı´n
Φ
Ξ(Φ) =
a
2
‖χ23∇Φ‖2 + b
2
‖χ12(Φ−Ψ)‖2 + c
2
‖χ3(Φ− µ)‖2 , (4.8)
donde las constantes positivas a, b y c son para´metros con pesos que pueden
ser escogidos con cierta libertad. El minimizador Φ reemplaza Ψ de la fun-
cio´n conjunto de nivel. Obse´rvese que el tercer te´rmino de (4.8) penaliza la
distancia de Φ a partir del valor negativo µ dentro de la zona Ω3 donde se
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Ω2 Ω3 Ω2Ω1 Ω1
µ
Φ
Ψ
Ω3
Ω 2
Ω1
Figura 4.1: Introduciendo un nuevo objeto. Izquierda: Esquemas de las sec-
ciones transversales de una funcio´n conjunto de nivel Ψ y la modificada Φ
luego del proceso de minimizacio´n (4.12). Derecha: Vista esquema´tica de las
regiones Ω1, Ω2, y Ω3.
quiere introducir el nuevo objeto. El segundo te´rmino penaliza la distancia de
la nueva funcio´n Φ con respecto a la funcio´n anterior Ψ en las afueras de Ω3,
y el primer te´rmino tiene el efecto de suavizar la nueva funcio´n conjunto de
nivel Φ dentro de Ω3 y sus alrededores contenidos en Ω2. La funcio´n conjunto
de nivel resultante Φ, sera´ una funcio´n suave y variable (como lo era Ψ) en
todo el dominio Ω, para coincidir aproximadamente con la mayor parte de Ω
(en Ω1) y disminuira´ en una forma suave hasta el valor objetivo µ < 0 dentro
de Ω2 tal que dentro de Ω3 un nuevo objeto es creado con valor µ < 0 para la
funcio´n conjunto de nivel. Ver de nuevo la figura 4.1 para una ilustracio´n de
este cambio en la funcio´n conjunto de nivel. Obse´rvese que no es necesario
que las fronteras de los objetos creados coincidan exactamente con las fron-
teras de la regio´n Ω3. El Principal logro es obtener una funcio´n conjunto de
nivel que an˜ade un nuevo objeto en la localizacio´n correcta siempre que los
para´metros del problema de minimizacio´n sean escogido cuidadosamente. En
los experimentos nume´ricos presentados aqu´ı, se usan los valores a = 0,44,
b = 1, c = 0,6, µ = −200 y γ = 0,4 (ver las ecuaciones (4.12)), pero esos
valores podr´ıan cambiar segu´n el caso.
Con el objetivo de resolver el problema de minimizacio´n descrito se em-
plea el me´todo del gradiente. La direccio´n del gradiente puede ser determi-
nada perturbando el argumento Φ del funcional de coste Ξ(Φ) una pequen˜a
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cantidad h. As´ı se obtiene:
Ξ(Φ + h) =
a
2
〈χ23∇(Φ + h), χ23∇(Φ + h)〉 (4.9)
+
b
2
〈χ12(Φ + h−Ψ), χ12(Φ + h−Ψ)〉 + c
2
〈χ3(Φ + h− µ), χ3(Φ + h− µ)〉
simplificando esta expresio´n usando integracio´n por partes se obtiene:
Ξ(Φ + h) = J(Φ) + 〈aχ23∆Φ− bχ12(Φ−Ψ)− cχ3(Φ− µ), h〉+O(‖h‖2)
= J(Φ) + 〈gradJ(Φ), h〉+O(‖h‖2) (4.10)
con
gradJ(Φ) = aχ23∆Φ− bχ12(Φ−Ψ)− cχ3(Φ− µ) . (4.11)
Pra´cticamente, el esquema del gradiente puede ser implementada de la
siguiente manera:
Φ(0) = Ψ (4.12)
Φ(n+1) = Φ(n) + γ
[
aχ23∆Φ
(n) − bχ12(Φ(n) −Ψ)− cχ3(Φ(n) − µ)
]
,
donde se asume que ∂Φ
∂n
= 0 en la frontera del dominio ∂Ω.
4.2.1. Algoritmo
A continuacio´n se sumariza el nuevo algoritmo para el manejo de zonas
de baja sensibilidad:
1.) Calcular la funcio´n conjunto de nivel inicial ψ(0) como una funcio´n de dis-
tancia de las formas iniciales basadas en informacio´n previa del yacimiento.
n = 0.
2.) Usar el simulador directo (IMPES en este caso) para resolver el sistema(1.22)–
(1.26) sobre la u´ltima inicializacio´n K(ψ(n)) de las formas geolo´gicas. La for-
ma correspondiente es D(n) con frontera Γ(n). Esto genera el vector de las
medidas g(n). Calcular el residuo R(ψ(n)) = g(n) − g˜.
3.) Resolver el problema adjunto (8.33), con ρ = R(ψ(n)). Entonces δK =
R′(K)∗ρ viene dado por la ecuacio´n (8.32).
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4a.) Opcio´n 1: Cuando se usa la funcio´n de banda (“narrowband”): constru-
ir la funcio´n de bandas χψ(n),d la cual es una matriz con unos en las celdas
cercanas a Γ(n) y ceros en el resto del dominio. Calcular
δψ(n) = (Ki −Ke)χψ(n),d δK (4.13)
de acuerdo a (2.18).
4b.) Opcio´n 2: Cuando no se usa la funcio´n de banda: Calcular
δψ(n) = (Ki −Ke) δK (4.14)
de acuerdo a (4.3).
5.) Calcular
δ̂ψ
(n)
= (αI − β∆)−1δψ(n) (4.15)
con para´metros de regularizacio´n predeterminados α > 0 y β > 0 (en los
casos mostrados en este cap´ıtulo α = 1 y β con valores entre 0,08 y 0,1, y
adecuadas condiciones de fronteras. Esto genera la actualizacio´n regularizada
de la funcio´n conjunto de nivel δ̂ψ
(n)
.
6.) Aplicando la correccio´n, se obtiene:
ψ(n+1) = ψ(n) + τ (n)δ̂ψ
(n)
(4.16)
donde el taman˜o del paso τ (n) es determinado por algu´n criterio de selec-
cio´n del paso. En los experimentos nume´ricos presentados en este cap´ıtulo,
se especifica el ma´ximo nu´mero de celdas que cambian de signo de la funcio´n
conjunto de nivel al valor de 8. Se vuelve a escalar la funcio´n conjunto de
nivel de tal forma que el mı´nimo es un valor fijo.
7.) Se verifica el criterio de parada. Si se cumple, fin del algoritmo.
8.) Opcio´n 3: Para aplicar las perturbaciones topolo´gicas: Se verifica el cri-
terio para an˜adir un nuevo objeto (por ejemplo cada 40 iteraciones). En caso
afirmativo, se an˜ade un nuevo objeto en el dominio como se explica en la
seccio´n 4.2 usando un criterio previamente establecido del taman˜o del paso
y de la localizacio´n del nuevo objeto.
9.) Regresar al paso 2.) con n = n+1 y continuar desde all´ı, usando la nueva
forma y la funcio´n conjunto de nivel correspondiente para encontrar la nueva
correccio´n. Continuar este procedimiento en forma iterativa.
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Figura 4.2: Fila superior: Permeabilidad Real(Izquierda: caso 1, Derecha: caso
2). Fila inferior: Perfil de sensibilidad del yacimiento, donde las localizaciones
de los cuerpos de lutita son indicados por c´ırculos.
Obse´rvese que cualquiera de las dos opciones Opcio´n 1 y Opcio´n 2
indicadas en el algoritmo superior pueden ser combinadas, tambie´n se puede
escoger laOpcio´n 3 o´ no para an˜adir un nuevo objeto, caso que se trata en el
cap´ıtulo anterior. Esto generar´ıa diferentes versiones del algoritmo. Algunas
de las diferentes versiones son probadas y comparadas entre s´ı en la siguiente
seccio´n de este cap´ıtulo usando dos casos, uno de ellos tiene objetos ocultos
localizados en regiones de alta sensibilidad, y el otro caso tiene el objeto
oculto en una zona de baja sensibilidad.
4.2.2. Ejemplos nume´ricos
Con el objetivo de verificar el comportamiento del algoritmo de inversio´n
de formas disen˜ado para el manejo de casos con zonas de alta y baja sen-
sibilidad, se han estudiado dos ejemplos real´ısticos en dos dimensiones. Los
datos generales del yacimiento son los que se presentan en la seccio´n 1.7. De
nuevo la permeabilidad de la zona de lutita es 250 milli-Darcy (mD) (indi-
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Figura 4.3: Caso 1 usando la funcio´n de banda (narrowband). Superior Izq.:
Permeabilidad real. Superior Der.: Inicializacio´n. Inferior Izq.: Reconstruc-
cio´n Final (iteracio´n 140). Inferior Der.: Evolucio´n del funcional de coste.
cada como azul oscuro en el mapa de permeabilidad), y la zona de arena
tiene una permeabilidad de 1500 mD (indicada como azul claro en el mapa
de permeabilidad). Con estos valores de permeabilidad se verifica que existe
gran contraste entre la zona de lutita y arena. Todos los para´metros f´ısicos de
yacimiento se asumen constantes y conocidos, as´ı la inco´gnita es la topolog´ıa
de las regiones. Por lo tanto las formas geolo´gicas sera´n reconstruidas usando
los datos de produccio´n.
Los dos modelos reales o de referencia para la permeabilidad son mostra-
dos en la fila superior de la figura 4.2. La fila inferior de esta figura muestra
el perfil de sensibilidad del yacimiento asumiendo una distribucio´n de per-
meabilidad homoge´nea. En ambos yacimientos existen tres zonas de lutita
con formas desconocidas. El objetivo del problema inverso a resolver es en-
contrar y caracterizar estos tres cuerpos de lutita. Para tener una referencia
de entrada, las localizaciones de las tres zonas de lutita esta´n indicadas por
c´ırculos en las ima´genes correspondientes a los perfiles de sensibilidades. Se
puede observar que las dos zonas de lutitas ubicadas en la parte superior del
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Figura 4.4: Caso 1 Sin usar la funcio´n de bandas (narrowband). Superior izq.:
Permeabilidad Real. Superior Der.: inicializacio´n. Inferior izq.: reconstruccio´n
final (iteracio´n 140). Inferior Der.: Evolucio´n del funcional de coste (l´ınea
solida: sin narrowband, l´ınea discontinua: con narrowband como se muestra
en la Fig. 4.3).
yacimiento se encuentran en zonas de alta sensibilidad. Sin embargo, para
el caso 1 (imagen izquierda) el tercer objeto se encuentra en zona de alta
sensibilidad, mientras que para el caso 2 (imagen derecha) el tercer objeto
se encuentra en zona de baja sensibilidad. El objetivo de los experimentos
nume´ricos mostrados es investigar y comparar el comportamiento de los difer-
entes casos de nuestro algoritmo (como se explica en 4.2.1) para estos dos
ejemplos.
En la figura 4.3 se muestran los resultados de la reconstruccio´n para el
caso 1 (tercer objeto en la zona de alta sensibilidad) usando la funcio´n de
banda (narrowband) y sin perturbaciones topolo´gicas. la imagen superior
izquierda muestra la permeabilidad real o de referencia, y la permeabilidad
superior derecha es la inicializacio´n utilizada. Es importante destacar que
la inicializacio´n es igual para todos los casos mostrados en esta seccio´n y
proviene de las medidas de permeabilidad local realizadas en las ubicaciones
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de los pozos. La imagen inferior izquierda muestra la reconstruccio´n final, y
la imagen inferior derecha muestra la evolucio´n del funcional de coste durante
el proceso de reconstruccio´n. Se puede observar que el algoritmo no fue capaz
de recuperar el tercer objeto a pesar de estar localizado en una zona de alta
sensibilidad. Esta reconstruccio´n corresponde a un mı´nimo local del funcional
de coste. Usando la funcio´n de banda (narrowband) el algoritmo no es capaz
de salir del mı´nimo local y recuperar el tercer objeto debido a la naturaleza
local de las correcciones, ya que estas se concentran cerca de la fronteras, por
usar la funcio´n de bandas.
En la figura 4.4 se muestran los resultados de la reconstruccio´n para el
caso 1 (tercer objeto en una zona de alta sensibilidad) sin usar la funcio´n
de banda (narrowband) y sin usar perturbaciones topolo´gicas. La imagen su-
perior izquierda muestra el perfil real o de referencia, y la imagen superior
derecha corresponde a la inicializacio´n para la reconstruccio´n. La imagen in-
ferior izquierda muestra la reconstruccio´n final, y la imagen inferior derecha
presenta la evolucio´n del funcional del coste durante el proceso de reconstruc-
cio´n. Aqu´ı, la gra´fica superior discontinua muestra la evolucio´n del funcional
de coste del ejemplo anterior (con narrowband) para comparar los resulta-
dos. La curva solida inferior muestra la evolucio´n de coste para esta nueva
situacio´n (sin narrowband). Como consecuencia de eliminar la funcio´n de
banda, el algoritmo ha sido capaz de crear automa´ticamente nuevos objetos
lejos de las formas correspondientes a la inicializacio´n. Usando esta te´cni-
ca de correccio´n global del dominio se evitan los mı´nimos locales. De esta
forma los tres objetos correspondientes a lutita han sido bien detectados y
reconstruidos.
La figura 4.5 muestra la evolucio´n de la forma reconstruida en este ejem-
plo. La creacio´n automa´tica de un nuevo objeto puede ser claramente visto
en la imagen inferior izquierda.
En la figura 4.6 se muestran los resultados de la reconstruccio´n para
el caso 2 (tercer objeto en zona de baja sensibilidad)usando la funcio´n de
banda y sin usar perturbaciones topolo´gicas. La imagen superior izquierda
muestra el perfil real o de referencia, la imagen superior derecha muestra la
inicializacio´n para la reconstruccio´n. La imagen inferior izquierda muestra
la reconstruccio´n final y la imagen inferior derecha muestra la evolucio´n del
funcional de coste durante el proceso de reconstruccio´n. Segu´n lo esperado
y basado en los primeros resultados del caso 1, el algoritmo no fue capaz de
recuperar el tercer objeto localizado en la zona de baja sensibilidad. En este
caso la reconstruccio´n tambie´n corresponde a un mı´nimo local del funcional
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Figura 4.5: Evolucio´n de las formas para el caso 1 sin usar la funcio´n de
banda(narrowband). Columna izq. desde arriba hacia abajo: inicializacio´n,
despue´s de 10 y 20 iteraciones. Columna derecha desde arriba hacia abajo:
despue´s de 30, 40 y 80 iteraciones.
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Figura 4.6: Caso 2 usando la funcio´n de banda. Superior izquierda: Perme-
abilidad real. Superior derecha: Inicializacio´n. Inferior izq.: Reconstruccio´n
final(iteracio´n 140). Inferior derecha: Evolucio´n del funcional de coste.
de coste. Usando la funcio´n de banda el algoritmo no es capaz de salir del
mı´nimo local automa´ticamente para obtener el tercer objeto correspondiente
a lutita en el yacimiento. Como en uno de los casos anteriores el uso de la
funcio´n de banda restringe la correccio´n a las celdas cercanas a las fronteras.
En la figura 4.7 se muestran los resultados de la reconstruccio´n para el
caso 2 sin usar una funcio´n de banda y sin usar perturbaciones topolo´gicas.
La imagen superior izquierda muestra el perfil real o de referencia, la imagen
superior derecha muestra la inicializacio´n para la reconstruccio´n. La imagen
inferior izquierda muestra la reconstruccio´n final y la imagen inferior derecha
muestra la evolucio´n del coste funcional durante el proceso de reconstruccio´n.
De nuevo, la curva discontinua muestra la evolucio´n del funcional de coste
del ejemplo anterior (con narrowband) para comparar, la curva inferior soli-
da muestra la evolucio´n del funcional de coste para esta nueva situacio´n (sin
narrowband). La eliminacio´n de la funcio´n de banda permite que el algoritmo
sea capaz de crear nuevos objetos automa´ticamente lejos de las fronteras. De
esta forma los mı´nimos locales pueden ser evitados. Sin embargo, en contraste
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con la situacio´n anterior donde fue reconstruido de manera automa´tica el ob-
jeto localizado en la zona de alta sensibilidad, en este caso el tercer objeto
no es recuperado en su totalidad. Solo se puede recuperar una fraccio´n del
objeto, adema´s se han creado pequen˜os objetos en posiciones equivocadas
del yacimiento, lo que deteriora la reconstruccio´n final. Una posible inter-
pretacio´n para estos resultados es que se obtiene un nuevo mı´nimo local con
respecto al gradiente global calculado para todas las zonas del yacimiento.
Cuando se aplica la te´cnica de gradiente de forma estricta el algoritmo parar´ıa
en este punto o se volver´ıa muy lento. En las reconstrucciones presentadas
en este cap´ıtulo no se aplica la te´cnica de gradiente de forma estricta, ya
que se acepta pequen˜os aumentos del coste, que esta´n asociados a la creacio´n
de los pequen˜os objetos en zonas erro´neas debido a que el criterio de paso
utilizado para las correcciones es cambiar hasta 8 celdas en cada paso. Sin
embargo estos pequen˜os objetos pudiesen ser eliminados, por ejemplo con
te´cnicas de procesamiento de imagen. Como se comento anteriormente, La
creacio´n repetida y remocio´n de los pequen˜os objetos en zonas erro´neas pro-
ducen oscilaciones en el funcional de coste como puede ser observada en la
figura 4.7. Por otra parte, localizar la direccio´n de gradiente aplicando la fun-
cio´n de banda y an˜adiendo pequen˜os objetos (semillas) como perturbaciones
topolo´gicas en zonas de baja sensibilidad puede ayudar a evitar los mı´nimos
locales, como es mostrado en la figura 4.8.
En la figura 4.8 se muestran los resultados de la reconstruccio´n para el
caso 2 usando la funcio´n de banda y aplicando la estrategia de perturba-
ciones topolo´gicas. La imagen superior izquierda muestra el perfil real o de
referencia, la imagen superior derecha muestra la inicializacio´n para la recon-
struccio´n. La imagen inferior izquierda muestra la reconstruccio´n final y la
imagen inferior derecha muestra la evolucio´n del funcional de coste durante
el proceso de reconstruccio´n. En la estrategia de perturbacio´n topolo´gica
aplicada en esta parte, las semillas son introducidas en el dominio cada 40
iteraciones aplicando el esquema (4.12) como se explico en la seccio´n 4.2.
Estos nuevos objetos se introducen en los centros de gravedad de las zonas
de baja sensibilidad como se muestra en la figura 4.9. Los nu´meros (1-12) en
la figura 4.9 indican la localizacio´n y el orden en que se an˜aden los nuevos
objetos, cada 40 iteraciones (en una forma c´ıclica). Obse´rvese que el fun-
cional de coste aumenta dra´sticamente en las iteraciones donde se an˜aden los
nuevos objetos, pero disminuye ra´pidamente siguiendo la direccio´n de reduc-
cio´n de gradiente de forma consistente con el desarrollo teo´rico de la te´cnica
de reconstruccio´n. El funcional de coste tiende a disminuir despue´s de las
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Figura 4.7: Caso 2 sin usar la funcio´n de banda. Superior izquierda: Perme-
abilidad real. Superior derecha: Inicializacio´n. Inferior izquierda: Reconstruc-
cio´n final (iteracio´n 140). Inferior Derecha: Evolucio´n del funcional de coste
(l´ınea continua: sin narrowband, l´ınea discontinua: con narrowband como se
muestra en la figura. 4.6).
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Figura 4.8: Caso 2 usando una funcio´n de banda y perturbaciones topolo´gicas.
Superior izquierda: Permeabilidad real. Superior derecha: Inicializacio´n. In-
ferior izquierda: Reconstruccio´n final (iteracio´n 600). Inferior derecha: Evolu-
cio´n del coste funcional.
perturbaciones topolo´gicas debido a que cuando se an˜ade un objeto en zonas
erro´neas, el objeto tiende a desaparecer y cuando se an˜ade un objeto en el
lugar correcto (donde existe un objeto en el modelo real), el objeto tiende a
crecer.
La figura 4.10 muestra la evolucio´n del proceso de reconstruccio´n en al-
gunas iteraciones. Obse´rvese que una nueva forma se ha creado en la segunda
imagen de la columna izquierda (iteracio´n 321) en la localizacio´n 9 numerada
en la figura 4.9 la cual crece continuamente hasta que alcanza su forma final
en la localizacio´n correcta del tercer objeto (localizado en una zona de baja
sensibilidad) en la imagen inferior derecha (iteracio´n 387). Debido a que en
este ejemplo se aplica la funcio´n de banda (narrowband), las correcciones se
concentran cerca de los objetos existentes, de manera que el funcional de coste
puede ser reducido por el crecimiento de estas semilla. Por lo tanto aplicando
la estrategia de perturbaciones topolo´gicas, se evitan los mı´nimos locales sin
usar la correccio´n global. Tambie´n es importante destacar que el segundo
nuevo objeto introducido en la iteracio´n 360 (imagen superior derecha) en la
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Figura 4.9: Localizaciones donde se an˜aden los nuevos objetos en el esque-
ma de perturbaciones topolo´gicas (numeradas en el orden en que se an˜aden
durante el algoritmo).
localizacio´n numerada como 10 en la figura 4.9 es reducido por el algoritmo
hasta que desaparece en la iteracio´n 363. Esto demuestra que nuevos objetos
introducidos en lugares erro´neos son removidos automa´ticamente por el algo-
ritmo despue´s de pocas iteraciones. Adema´s, se puede observar que pequen˜os
restos de los nuevos objetos eliminados por el algoritmo permanecen en el
dominio, pero poseen un taman˜o tan pequen˜o que no generan un aumento
del funcional de coste.
Una estrategia alternativa para caracterizar regiones de baja sensibilidad
es an˜adir objetos semillas (perturbaciones topolo´gicas) al comienzo de la re-
construccio´n en los centros de gravedad de las zonas de baja sensibilidad (en
este caso 12, ver figura 4.9) de la inicializacio´n. En la figura 4.11 se muestra
la reconstruccio´n aplicando esta estrategia para el caso 2 usando y sin usar
la funcio´n de bandas (narrowband). Como era de esperar de los resultados
nume´ricos anteriores, los nuevos objetos tienden a desaparecer (cuando no
esta´n en lugares donde existe un objeto en el modelo real) o´ tienden a crecer
(cuando esta´n localizados en la posicio´n correcta). La figura muestra en la
primera fila a la izquierda la permeabilidad real, y a la derecha la inicial-
izacio´n que incluye los 12 nuevos objetos (objetos semillas) y las dos regiones
correspondientes a la informacio´n previa proveniente de los registros de los
pozos. En la fila del medio a la izquierda se muestra el resultado final obtenido
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Figura 4.10: Evolucio´n de formas para el caso 2 usando la funcio´n de banda y
aplicando la estrategia de perturbacio´n topolo´gica. Columna izquierda desde
arriba hacia abajo: despue´s de 318, 321, 324 y 333 iteraciones. Columna
derecha desde arriba hacia abajo : despue´s de 360, 362, 363 y 387 iteraciones.
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Figura 4.11: Reconstruccio´n introduciendo los 12 nuevos objetos de las zonas
de baja sensibilidad en la inicializacio´n. Superior izq.: Permeabilidad real. Su-
perior derecha: Inicializacio´n. Fila central, reconstruccio´n aplicando la te´cnica
de narrowband. Izquierda: resultado final, derecha: evolucio´n del funcional
de coste. u´ltima fila, reconstruccio´n sin aplicar la te´cnica de narrowband.
Izquierda: resultado final, derecha: evolucio´n del funcional de coste.
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usando la funcio´n de banda, y a la derecha se encuentra la evolucio´n del fun-
cional de coste. En la u´ltima fila se observan resultados ana´logos a la fila del
medio pero sin usar la funcio´n de banda. Ambas estrategias son capaces de
generar una buena aproximacio´n final de la permeabilidad real, pero muestra
varios pequen˜os objetos en el dominio, principalmente localizados en zonas
de baja sensibilidad. El coste final en el caso donde se aplica la funcio´n de
bandas es ligeramente menor que el coste final obtenido cuando no se usan
la funcio´n de bandas. En ambos casos se estabiliza el funcional de coste y se
obtiene un coste mı´nimo razonablemente aceptable.
Los resultados obtenidos en el u´ltimo ejemplo de esta seccio´n, se muestran
en la figura 4.12. Aqu´ı se plantea la reconstruccio´n de las formas, valores y
adicionalmente de un objeto localizado en una zona de baja sensibilidad,
ver mapa de sensibilidad en la figura 4.2. En la primera fila se observa la
permeabilidad real o de referencia (izquierda), la inicializacio´n con 300 mD
en la zona de lutita y 1300 mD en la zona de arena (derecha). En la segunda
fila se muestra la reconstruccio´n final y la evolucio´n del residuo. Durante las
primeras 800 iteraciones se busca el valor de permeabilidad y la formas, luego
se introducen nuevos objetos desde la iteracio´n 800 cada 40 iteraciones, en
zonas de baja sensibilidad. Se puede observar que en la reconstruccio´n final
se obtiene el objeto localizado en la zona de baja sensibilidad pero adema´s se
reconstruyen otros pequen˜os objetos en otras zonas de baja sensibilidad que
no existen en el mapa de permeabilidad real o de referencia. En la tercera fila
se observa la evolucio´n de los valores de permeabilidad en la zona de lutita
y de arena.
En te´rminos generales se puede afirmar que la estrategia de aplicar la
funcio´n de bandas funciona bien pero podr´ıa tener un mı´nimo local en algunas
situaciones. La eliminacio´n de la funcio´n de bandas permite la creacio´n de
nuevos objetos en zonas de alta sensibilidad evitando los mı´nimos locales. Por
lo tanto, esta estrategia genera buenas reconstrucciones si los objetos ocultos
esta´n localizados en zonas de alta sensibilidad. Sin embargo, la te´cnica de
no aplicar o eliminar la funcio´n de bandas no trabaja bien si los objetos
ocultos se encuentran en zonas de baja sensibilidad. Esto es debido a que las
direcciones del gradiente esta´n concentradas en regiones de alta sensibilidad
cuando no se usa la funcio´n de bandas. En estos casos se puede aplicar las
estrate´gias de an˜adir objetos (semillas) y aplicar la funcio´n de banda para
mejorar los resultados.
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Figura 4.12: Formas y valor promedio an˜adiendo objetos. Primera fila: Per-
meabilidad real (izquierda); inicializacio´n (derecha). Segunda fila: Permeabil-
idad final (izquierda); evolucio´n del coste (derecha). Tercera fila: Evolucio´n
de la permeabilidad en la zona de arena (izquierda); evolucio´n de la perme-
abilidad en la zona de lutita (derecha)
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4.3. Reconstruccio´n de canales
Con el objetivo de probar el comportamiento de varias de las nuevas
te´cnicas descritas en secciones anteriores, en esta seccio´n se combinan algunas
de estas te´cnicas en diferentes situaciones. En esta seccio´n se estudian dos
ejemplos donde se buscan reconstruir valores de permeabilidad y objetos
en zonas del yacimiento como canales con diferentes formas. En la primera
estrategia del primer ejemplo se an˜ade un canal inclinado, segu´n la tendencia
del pequen˜o objeto encontrado y en la segunda estrategia se an˜ade un canal
horizontal para evaluar la respuesta del algoritmo. El segundo ejemplo que
se estudia en esta parte intenta reconstruir un modelo de permeabilidad con
un canal horizontal y se plantean dos estrategias.
En el primer ejemplo se busca reconstruir las formas y valor promedio
de la distribucio´n de permeabilidad en un yacimiento con 2 litofacies. En
el primer caso de este ejemplo, que se muestra en la figura 4.13 se intentan
reconstruir los valores y las formas incluyendo un canal con una inclinacio´n de
45o. El canal se introduce modificando la funcio´n conjunto de nivel de manera
ana´loga a la presentada en los cap´ıtulos anteriores (ver seccio´n 4.2). En la
primera fila se presentan la permeabilidad real o de referencia (izquierda) y
la inicializacio´n (derecha). En la segunda fila se muestran la reconstruccio´n
final (izquierda) y la evolucio´n del funcional de coste (derecha). En esta
reconstruccio´n se puede observar que parte del canal buscado se encuentra
en la zona de alta sensibilidad, dando una idea de la orientacio´n real del
canal. Las partes del canal ubicadas en zonas de baja sensibilidad no se
reconstruyen bien. En la tercera fila se muestra la evolucio´n de los valores de
permeabilidad en las zonas de arena (izquierda) y de lutita (derecha).
En la segunda etapa del primer ejemplo se trata de reconstruir la forma
del canal que no se logro´ obtener en la primera etapa del primer caso. Por esto
la segunda etapa se inicializa con la reconstruccio´n final de la primera etapa
an˜adiendo un canal a lo largo del yacimiento con la teor´ıa correspondiente a
la metodolog´ıa de introducir nuevos objetos presentada anteriormente. Los
resultados para la primera estrategia se muestran en la figura 4.14. En la
primera fila se muestra la permeabilidad real o de referencia (izquierda) y la
inicializacio´n que corresponde a la reconstruccio´n final del tercer caso. En la
segunda fila de la figura 4.14 se muestra la reconstruccio´n final y la evolucio´n
del funcional de coste. En la figura 4.15 se muestra la respuesta del algoritmo
al an˜adir un canal horizontal en la reconstruccio´n final del tercer ejemplo. Los
resultados de la segunda estrategia se muestran en la segunda fila de la figura
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Figura 4.13: Canales. Primer ejemplo nume´rico, Formas y valor promedio,
primera etapa. Primera fila: Permeabilidad real (izquierda); inicializacio´n
(derecha). Segunda fila: Permeabilidad final (izquierda); evolucio´n del coste
(derecha). Tercera fila: Evolucio´n de la permeabilidad en la zona de arena
(izquierda); evolucio´n de la permeabilidad en la zona de lutita (derecha)
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Figura 4.14: Canales. Primer ejemplo nume´rico, Formas y valor promedio,
segunda etapa, primera estrategia. Primera fila: Permeabilidad real (izquier-
da); inicializacio´n (derecha). Segunda fila: Permeabilidad final (izquierda);
evolucio´n del coste (derecha).
4.15 donde se puede ver la reconstruccio´n final (izquierda) y la evolucio´n del
funcional de coste (derecha). Segu´n los resultados de esta segunda estrategia
se observa que el algoritmo no es capaz de corregir el a´ngulo del canal an˜adido.
Esto se debe a la no unicidad de la solucio´n caracter´ıstica de este tipo de
problemas. De forma que existen varias soluciones que reducen el funcional
de coste, encontra´ndose mı´nimos locales.
El segundo ejemplo que se estudia en esta parte intenta reconstruir un
modelo de permeabilidad con un canal horizontal y se plantean dos estrate-
gias. En la primera estrategia, primera etapa del proceso de reconstruccio´n
de este ejemplo se buscan los valores de permeabilidad y las formas. En la
figura 4.16 se observan los resultados obtenidos. En la primera fila de esta
figura se observa la permeabilidad real o de referencia (izquierda) y la ini-
cializacio´n (derecha). En la segunda fila se observa la reconstruccio´n final de
la permeabilidad (izquierda) y la evolucio´n del funcional de coste (derecha).
La reconstruccio´n final junto con la informacio´n geolo´gica previa pueden dar
indicios de la existencia de un canal. En la tercera fila se observa la evolucio´n
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Figura 4.15: Primer ejemplo nume´rico, Formas y valor promedio, segunda
etapa, segunda estrategia. Primera fila: Permeabilidad real (izquierda); ini-
cializacio´n (derecha). Segunda fila: Permeabilidad final (izquierda); evolucio´n
del coste (derecha).
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de los valores en la zonas de arena (izquierda) y lutita (derecha).
En la segunda etapa de la primera estrategia, del segundo ejemplo se
an˜ade un canal horizontal en la reconstruccio´n final de la primera etapa.
En la figura 4.17 se muestran los resultados de la primera estrategia. En la
primera fila se observa la permeabilidad real o de referencia y la inicializacio´n
que corresponde a la reconstruccio´n final de la primera etapa. En la segunda
fila se observa la reconstruccio´n final y la evolucio´n del residuo. Como se
puede observar se estabiliza el residuo ra´pidamente. En la segunda estrategia
se an˜aden nuevos objetos cada 40 iteraciones desde la iteracio´n 800 en zonas
de baja sensibilidad para intentar reconstruir el canal. Los resultados de esta
estrategia se muestran en la figura 4.18. En la primera fila se muestra la
permeabilidad real o de referencia (izquierda) y la inicializacio´n (derecha).
En la segunda fila se muestra la reconstruccio´n final (izquierda) y la evolucio´n
del coste (derecha).
En este cap´ıtulo se ha propuesto una te´cnica para encontrar objetos
geolo´gicos en zonas de baja sensibilidad, haciendo uso de perturbaciones
topolo´gicas en combinacio´n con la aplicacio´n de la funcio´n de bandas. Los
nuevos objetos (semillas) son colocados en zonas de baja sensibilidad y evolu-
cionan de forma natural, creciendo en los casos que el objeto esta´ bien local-
izado y desapareciendo en los casos que el objeto esta´ en la posicio´n incor-
recta. En la caraterizacio´n de canales se pudo observar que el me´todo genera
mı´nimos locales cuando se trata de encontrar la direccio´n del canal sin uti-
lizar informacio´n geolo´gica previa, debido a la baja sensibilidad de algunas
zonas del yacimiento. Por lo tanto para complementar la correcta descripcio´n
de los canales no solo se requiere la aplicacio´n de la te´cnica de perturbaciones
topolo´gicas, tambie´n es necesario incluir datos generales de las caracter´ısti-
cas que se pueden tener del canal para as´ı generar una reconstruccio´n que se
adapta a esta informacio´n previa normalmente disponible.
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Figura 4.16: Canales. Segundo ejemplo nume´rico, Formas y valor promedio,
primera etapa. Primera fila: Permeabilidad real (izquierda); inicializacio´n
(derecha). Segunda fila: Permeabilidad final (izquierda); evolucio´n del coste
(derecha). Tercera fila: Evolucio´n de la permeabilidad en la zona de arena
(izquierda); evolucio´n de la permeabilidad en la zona de lutita (derecha)
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Figura 4.17: Canales. Segundo ejemplo nume´rico, Formas y valor promedio,
segunda etapa, primera estrategia. Primera fila: Permeabilidad real (izquier-
da); inicializacio´n (derecha). Segunda fila: Permeabilidad final (izquierda);
evolucio´n del coste (derecha).
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Figura 4.18: Canales. Segundo ejemplo nume´rico, Formas y valor prome-
dio, segunda estrategia. Primera fila: Permeabilidad real (izquierda); inicial-
izacio´n (derecha). Segunda fila: Permeabilidad final (izquierda); evolucio´n del
coste (derecha). Tercera fila: Evolucio´n de la permeabilidad en la zona de are-
na (izquierda); evolucio´n de la permeabilidad en la zona de lutita (derecha)
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Cap´ıtulo 5
Caracterizacio´n de yacimientos
con ma´s de dos litofacies
En este cap´ıtulo se presenta un nuevo me´todo, para la caracterizacio´n
y reconstruccio´n de formas geolo´gicas en el proceso de ajuste histo´rico au-
toma´tico en yacimientos con ma´s de dos tipos de roca. El uso no esta´ndar
del me´todo de conjunto de nivel para la representacio´n de formas geolo´gicas
con mu´ltiples valores para la aplicacio´n de ajuste histo´rico es una novedad
en el a´rea de la ingenier´ıa de yacimientos [148].
Hay muchas aplicaciones para resolver problemas inversos asociados a
reconstruccio´n de formas donde la distribucio´n de para´metros tiene ma´s de
dos posibles valores. En este caso la formulacio´n de conjunto de nivel para la
evolucio´n de las formas necesita ser adaptada.
En secciones anteriores se ha presentado la reconstruccio´n de medios bi-
narios (dos tipos de roca). Sin embargo en la literatura se encuentran exten-
siones de reconstruccio´n de ma´s de dos zonas usando el me´todo de conjunto
de nivel, en varias aplicaciones. Una de estas extensiones usa niveles mu´lti-
ples de una funcio´n de conjuntos de nivel, con lo que se evoluciona solo una
funcio´n de conjunto de nivel para caracterizar ma´s de dos formas. Por otra
parte se encuentran las formulaciones con ma´s de una funcio´n conjunto de
nivel. Ambas extensiones sera´n explicadas en el Ape´ndice 3, junto con las
limitaciones que tienen para la aplicacio´n en caracterizacio´n de yacimientos
usando datos de produccio´n. Con la idea de superar estas limitaciones en este
cap´ıtulo se presenta una nueva modificacio´n de las metodolog´ıas disponibles
en la literatura para optimizar la caracterizacio´n de yacimientos con ma´s de
dos litofacies usando el me´todo de conjuntos de nivel.
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5.1. Varias funciones de conjunto de nivel
Para caracterizar adecuadamente yacimientos con ma´s de dos litofacies y
manejar adecuadamente las zonas cr´ıticas o´ de solapamiento (definido abajo),
en esta seccio´n se presenta la formulacio´n matema´tica desarrollada en esta
tesis para describir la distribucio´n de las formas geolo´gicas en un yacimiento
con ma´s de dos litofacies. Aqu´ı se asume que los valores de los para´metros
Kν son constantes dentro de cada regio´n. Como ejemplo aqu´ı se desarrolla la
teor´ıa para un yacimiento con cuatro litofacies. El caso general de ma´s que
cuatro litofacies es ana´logo. Para describir la distribucio´n de las cuatro (en
general n) formas en el dominio Ω se definen tres (en general n−1) funciones
de conjunto de nivel ψ1, ψ2 y ψ3 combinadas de la siguiente forma:
K = K1(1−H(ψ1))H(ψ2)H(ψ3) + K2(1−H(ψ2))H(ψ1)H(ψ3)
+K3H(ψ1)H(ψ2)(1−H(ψ3)) + K4H(ψ1)H(ψ2)H(ψ3)
+
K1 +K2
2
H(ψ3)(1−H(ψ1))(1−H(ψ2))
+
K2 +K3
2
H(ψ1)(1−H(ψ2))(1−H(ψ3))
+
K1 +K3
2
H(ψ2)(1−H(ψ1))(1−H(ψ3))
+
K1 +K2 +K3
3
(1−H(ψ1))(1−H(ψ2))(1−H(ψ3)) . (5.1)
donde los valores del contraste Kν , ν = 1, . . . , 4 se asumen constantes dentro
de cada regio´n. Las cuatro litofacies diferentes son codificadas como
D1 = { x, ψ1 ≤ 0 y ψ2 > 0 y ψ3 > 0 } (5.2)
D2 = { x, ψ2 ≤ 0 y ψ1 > 0 y ψ3 > 0 }
D3 = { x, ψ3 ≤ 0 y ψ1 > 0 y ψ2 > 0 }
D4 = { x, ψ1 > 0 y ψ2 > 0 y ψ3 > 0 } .
Observe que estos cuatro regiones no cubren completamente el dominio Ω
ya que existen zonas que no corresponden a ninguna de las zonas definidas
anteriormente. En estas zonas (que se llaman en esta tesis “zonas crit´ıcas”)
ma´s de una funcio´n de conjuntos de nivel son negativas y entonces no es
posible identificar estas zonas u´nicamente como una de las litofacies dadas.
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Estas zonas cr´ıticas obtienen un tratamiento especial en nuestro algoritmo.
Esto genera una cobertura completa del dominio Ω donde cada punto x ∈ Ω
es parte de exactamente una de las cuatro formas Dν o de una zona cr´ıtica.
Observe tambie´n que esta representacio´n es diferente de todas las representa-
ciones que hemos encontrado en la literatura y que son descritas en Ape´ndice
3, ver tambie´n [48].
Se define b = (K1, . . . , K4) que se asume conocido. (La teor´ıa se generaliza
fa´cilmente al caso donde tambie´n estos para´metros son desconocidos utilizan-
do las te´cnicas desarrolladas en los cap´ıtulos anteriores). Las inco´gnitas son
las tres funciones de conjunto de nivel ψ1, ψ2, ψ3. Se escribe el funcional de
coste en la forma
J (ψ1, ψ2, ψ3) = 1
2
‖R(ψ1, ψ2, ψ3)‖2. (5.3)
En este punto se busca una familia de leyes de evolucio´n que aseguran la
disminucio´n del funcional de coste. Estas leyes son
dψ1
dt
= f1(x, t, . . .);
dψ2
dt
= f2(x, t, . . .);
dψ3
dt
= f3(x, t, . . .) . (5.4)
f1, f2 y f3 son valores reales, que sera´n calculados usando la direccio´n
de descenso del residuo. Usando de nuevo la regla de la cadena, se tiene
formalmente
dJ
dt
=
4∑
ν=1
dJ
dK
∂K
∂ψi
dψi
dt
. (5.5)
Desarrollando y expresando dJ
dK
en forma de producto escalar dependiente
del operador adjunto, se tiene:
dJ
dt
=
〈
R′(K)∗R(K) , ∂K
∂ψ1
f1 +
∂K
∂ψ2
f2 +
∂K
∂ψ3
f3
〉
P
. (5.6)
Para calcular ∂K
∂ψ1
, ∂K
∂ψ2
y ∂K
∂ψ3
se usa la expresio´n general ∂K
∂ψl
en funcio´n de
m y n de los pares {l,m, n} gene´ricos dados por {1, 2, 3}, {2, 3, 1} y {3, 1, 2}
que salen de (5.1) y son necesarios para resolver la expresio´n (5.6) quedando:
∂K
∂ψl
= Kl(−δ(ψl))H(ψm)H(ψn) + Km(−δ(ψl))(1−H(ψm))H(ψn)
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+Knδ(ψl)H(ψm)(1−H(ψn)) + K4δ(ψl)H(ψm)H(ψn)
+
Kl +Km
2
H(ψn)(−δ(ψl))(1−H(ψm))
+
Km +Kn
2
δ(ψl)(1−H(ψm))(1−H(ψn))
+
Kl +Kn
2
H(ψm)(−δ(ψl))(1−H(ψn))
+
Kl +Km +Kn
3
(−δ(ψl))(1−H(ψm))(1−H(ψn)) . (5.7)
Por otra parte se escogen las expresiones de f1, f2 y f3 con el objetivo de
asegurar que la derivada del funcional de coste con respecto al tiempo sea
negativo, encontra´ndose de esa forma la direccio´n de descenso del funcional
de coste. La seleccio´n viene dada por:
f1 = −(R′(K)∗R(K)) ∂K
∂ψ1
(5.8)
f2 = −(R′(K)∗R(K)) ∂K
∂ψ2
(5.9)
f3 = −(R′(K)∗R(K)) ∂K
∂ψ3
. (5.10)
Haciendo uso de la ecuacio´n (5.7) reemplazando la funcio´n delta por la
funcio´n de bandas, se encuentra una expresio´n general para calcular f1, f2 y
f3 de la forma:
fl = χNBD ·
〈
R′(K)∗R(K) , −KlH(ψm)H(ψn) (5.11)
+Km(1−H(ψm))H(ψn)
+KnH(ψm)(1−H(ψn)) + K4H(ψm)H(ψn)
− Kl +Km
2
H(ψn)(1−H(ψm))
+
Km +Kn
2
(1−H(ψm))(1−H(ψn))
− Kl +Kn
2
H(ψm)(1−H(ψn))
− Kl +Km +Kn
3
(1−H(ψm))(1−H(ψn))
〉∣∣∣
suavizar
.
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De esta forma hemos encontrado una distribucio´n para la permeabilidad
que minimiza el funcional de coste que genera valores intermedios en las
regiones cr´ıticas. Esta estrategia evita algunos mı´nimos locales. No obstante,
al final de nuestra reconstruccio´n nos gustar´ıa encontrar un perfil que consiste
solo de valores que corresponden a los cuatro litofacies.
Por eso, aplicamos dos estrategias distintas en nuestro algoritmo con el
objetivo de eliminar/minimizar estas zonas cr´ıticas a lo largo de la evolucio´n.
En la primera estrategia se aplica una penzalizacio´n que minimiza estas
a´reas. Durante esta parte de la evolucio´n se modifica la expresio´n de fl en
las zonas cr´ıticas de la forma:
fl → fl + Pl , (5.12)
donde Pl viene dado por:
Pl = Co {(1−H(ψl))(1−H(ψm))H(ψn) (5.13)
+ (1−H(ψl))(1−H(ψn))H(ψm)
+ (1−H(ψl))(1−H(ψm))(1−H(ψn)) }suavizar .
Aqu´ı los valores usualmente se toman 0 < Co ¿ 1.
En la segunda estrategia, se seleccionan valores promedios para las a´reas
cr´ıticas al principio y luego durante la evolucio´n se corrige el valor de per-
meabilidad en estas zonas como se explico´ en el cap´ıtulo 3.
5.2. Caracterizacio´n de yacimientos con ma´s
de dos litofacies. Ejemplos Nume´ricos
En esta seccio´n se presentan los resultados obtenidos al aplicar la te´cni-
ca de caracterizacio´n de formas geolo´gicas en yacimientos con ma´s de dos
litofacies. En los ejemplos nume´ricos que se presentan se asume que la dis-
tribucio´n de permeabilidad esta´ formada por cuatro litofacies. Los valores
de permeabilidad para las cuatro litofacies corresponden a 200 mili-Darcy
(mD) para la primera litofacie, 600 mD para la segunda litofacie, 1000 mD
para la tercera litofacie y 2000 mD para la cuarta litofacie. Esto significa que
hay contraste entre las regiones. Todos los para´metros f´ısicos del yacimiento
se asumen constantes y conocidos, as´ı la u´nica inco´gnita en estos ejemplos
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es la topolog´ıa de las cuatro regiones, que sera´n reconstruidas usando los
datos de produccio´n. En las reconstrucciones que se muestran en este cap´ıtu-
lo las cuatro litofacies se asocian a tres funciones de conjunto de nivel. La
idea es evolucionar las tres funciones de conjunto de nivel simulta´neamente
con las restricciones del paso o ma´ximo nu´mero de celdas que cambian de
valor de permeabilidad. Los datos del yacimiento, excepto la permeabilidad
absoluta, son ide´nticos a los expuestos en el ejemplo anterior. La dimensio´n
del yacimiento es 600 metros por 600 metros, discretizados en una malla de
25x25 celdas. Hay 9 pozos de produccio´n y 4 de inyeccio´n organizados en un
arreglo de 4 patrones de 5 pozos.
5.2.1. Evolucio´n de formas
En la primera estrategia de reconstruccio´n para este ejemplo se inicializa
el mapa de permeabilidad con la informacio´n de los pozos, es decir se ex-
trapola el valor medido en los pozos en un radio de certidumbre igual a 2
celdas. El valor por defecto es el ma´s repetido entre los 13 pozos presentes
en el yacimiento, en el caso de este ejemplo es 600 mD. La primera estrate-
gia consiste en evolucionar cada una de las funciones de conjunto de nivel
desde la distribucio´n inicial. Durante la evolucio´n cuando en una celda el
valor de ma´s de una funcio´n conjunto de nivel es negativa, el valor de la
permeabilidad sera´ el promedio de los valores de permeabilidad asociados a
cada funcio´n conjunto de nivel negativa. As´ı se crean zonas cr´ıticas con gran
incertidumbre con nuevos valores de permeabilidad diferentes a los cuatro
valores previamente establecidos al inicio del proceso de reconstruccio´n. En
esta parte del algoritmo no se aplican estrategias para minimizar o´ eliminar
las zonas cr´ıticas. Aplicando esta primera estrategia se obtienen los resultados
que se presentan en la figura 5.1. En la primera fila se presenta la distribucio´n
de permeabilidad real o de referencia (izquierda). La inicializacio´n se muestra
a la derecha. En la segunda y tercera fila se presentan las reconstrucciones
obtenidas usando dos criterios de paso (ma´ximo nu´mero de celdas que cam-
bian de valor de permeabilidad para cada funcio´n conjunto de nivel). En la
segunda fila la reconstruccio´n de la izquierda corresponde al primer criterio
de paso (ma´ximo 7 celdas) y sin reescalar la funcio´n conjunto de nivel; a la
derecha se encuentra la evolucio´n del residuo para este caso. En la tercera
fila la reconstruccio´n de la izquierda corresponde al segundo criterio de pa-
so (ma´ximo 4 celdas) y reescalando la funcio´n conjunto de nivel a un valor
ma´ximo de 200 o un valor mı´nimo de -200 en cada iteracio´n. A la derecha se
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muestra la evolucio´n del residuo para este caso. El primer criterio donde se
permite cambiar mayor nu´mero de celdas (7 celdas), genera un residuo mı´ni-
mo menor de 0.49 pero una tendencia a incrementar el residuo. En cambio
para el segundo criterio donde se permite cambiar solo 4 celdas y que genera
un residuo mı´nimo igual a 1.06, la tendencia del residuo es estable ya que
tiene menos libertad para desviarse de la direccio´n de descenso del funcional
de coste, alcanzando un mı´nimo local. Adicionalmente en estas reconstruc-
ciones se puede observar zonas con valores de permeabilidad diferente a los
cuatro valores presentes en la inicializacio´n, esto se genera por la coinciden-
cia de valores negativos en ma´s de una funcio´n conjunto de nivel. Este valor
o´ valores ficticios pueden ser corregidos en las zonas cr´ıticas usando las te´cni-
cas explicadas anteriormente (en la seccio´n 3.2.1) y que sera´n utilizadas en
los algoritmos que se presentan en las siguientes secciones.
5.2.2. Evolucio´n de formas y correccio´n de valores en
zonas cr´ıticas
La segunda estrategia para este ejemplo consiste en corregir el valor de
permeabilidad en las zonas cr´ıticas, asociadas a una mayor incertidumbre,
simulta´neamente con la evolucio´n de las formas para las tres funciones de
conjunto de nivel. En los casos donde ma´s de una funcio´n conjunto de nivel
es negativa el valor de la permeabilidad sera´ corregido y calculado como se
ha discutido en el cap´ıtulo 3. De esta forma se corrigen los valores en zonas
cr´ıticas con nuevos valores de permeabilidad diferentes a los cuatro valores
previamente establecidos al inicio del proceso de reconstruccio´n (excepto en
las zonas D1, D2, D3 y D4 donde se conservan los valores.
En la figura 5.2 se observan diferentes reconstrucciones para el ejemplo
con cuatro litofacies (tres funciones de conjunto de nivel) corrigiendo el valor
de las zonas cr´ıticas al momento de aparecer. En la primera fila se observa la
distribucio´n de permeabilidad real o de referencia y la inicializacio´n utilizada.
En la segunda y tercera fila se muestran la reconstruccio´n final y la evolucio´n
del funcional de coste con pasos de 2 y 4 celdas respectivamente (errores
mı´nimos 1.10 y 0.86). Durante la evolucio´n de estos casos no se restringen
los valores ma´ximos y mı´nimos de las funciones conjunto de nivel. En la
cuarta y quinta fila se presentan las reconstrucciones finales y la evolucio´n
del funcional de coste con pasos de 2 y 4 celdas respectivamente (errores
mı´nimos 0.89 y 0.92) restringiendo los valores ma´ximos y mı´nimos de la
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Figura 5.1: Ma´s de dos litofacies.Primera estrategia, con zonas cr´ıticas.
Primera fila: Forma real (izquierda); inicializacio´n (derecha). Segunda fila:
Reconstruccio´n final del primer criterio de paso (Izquierda) y evolucio´n del
funcional de coste (derecha). Tercera fila: Reconstruccio´n final del segundo
criterio de paso (izquierda) y evolucio´n del funcional de coste (derecha).
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Figura 5.2: Ma´s de dos litofacies. Segunda estrategia, correccio´n de zonas
cr´ıticas. Primera fila: Forma real (izq.); inicializacio´n (der.). Segunda fila:
Reconstruccio´n final, primer criterio (izq.) y evolucio´n del coste (der.). Ter-
cera fila: Reconstruccio´n final, segundo criterio (izq.) y evolucio´n del coste
(der.). Cuarta fila: Reconstruccio´n final, tercer criterio (izq.) y evolucio´n del
coste (der.). Quinta fila: Reconstruccio´n final, cuarto criterio (izq.) y evolu-
cio´n del coste (der.).
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funcio´n conjunto de nivel.
Como se puede observar en estas reconstrucciones se evita la presencia
de zonas cr´ıticas con valores de permeabilidad ficticios o diferentes a los cua-
tro valores previamente determinados del proceso de reconstruccio´n. En esta
parte del trabajo se corrigen los valores ficticios a medida que van aparecien-
do. Tambie´n es importante destacar que las reconstrucciones tienen valores
de residuo mı´nimo parecidos a pesar de la diferencia que existe en las recon-
strucciones. Esto es debido a la no unicidad de la solucio´n en este tipo de
problemas, y a la presencia de mu´ltiples mı´nimos locales.
5.2.3. Evolucio´n de formas y correccio´n de valores en
zonas cr´ıticas con regularizacio´n adicional
En esta seccio´n se muestra un ejemplo donde, al igual que en la seccio´n an-
terior, se corrigen los valores de permeabilidad ficticios asociados a las zonas
cr´ıticas y adema´s se aplica una regularizacio´n adicional donde se minimiza el
a´rea de las zonas cr´ıticas modificando los valores de la funcio´n conjunto de
nivel (ver las ecuaciones (5.12) y (5.13)).
En la reconstruccio´n que se muestra en la figura 5.3 aplicando regular-
izacio´n de las formas y correccio´n de los valores ficticios se obtiene un residuo
mı´nimo de 1.35 en 480 iteraciones. Con la idea de evaluar el comportamiento
del algoritmo en una situacio´n ligeramente diferente se generan los resultados
que se muestran en la figura 5.3. En la primera fila se observa la permeabil-
idad real o de referencia (izquierda), donde la litofacie con permeabilidad
1000 mD cubre mayor parte del yacimiento; la inicializacio´n se muestra en
la figura de la derecha. En la segunda fila se observa la reconstruccio´n final
(izquierda) y la evolucio´n del funcional de coste (derecha). Como se puede
observar, en este caso tambie´n se llega a un mı´nimo local y no se reconstruye
del todo la zona con permeabilidad 1000 mD.
5.2.4. Evolucio´n de formas con diferentes inicializa-
ciones
En esta seccio´n se muestran las reconstrucciones obtenidas con una ini-
cializacio´n diferente a la inicial presentada en las reconstruciones anteriores.
En este caso la inicializacio´n corresponde a la reconstruccio´n final que se
muestra en la segunda fila de la figura 5.1. En esta etapa se corrige el valor
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Figura 5.3: Ma´s de dos litofacies. Tercera estrategia, correccio´n de zonas
cr´ıticas y regularizacio´n. Superior izquierda: Forma real. Superior derecha:
inicializacio´n. Inferior izquierda: Reconstruccio´n final. Inferior derecha: evolu-
cio´n del funcional de coste.
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ficticio encontrado en la zona cr´ıtica al mismo tiempo de la evolucio´n de la
forma. Se aplican dos pasos diferentes para la correccio´n del valor ficticio que
diferen por un factor 20.
Como se puede observar en la figura 5.4 el paso ma´s grande produce un
valor de coste mı´nimo (0.5622) menor que el valor o de coste obtenido usando
el paso ma´s pequen˜o (0.89). Se observa que la forma ficticia no esta comple-
tamente corregida en ambas reconstrucciones, aunque en ambas disminuye el
funcional de coste y el valor ficticio se acerca al valor de la litofacie correcta.
5.2.5. Evolucio´n de formas y correccio´n de zonas cr´ıticas
usando inicializaciones geoestad´ısticas
En esta seccio´n se presentan reconstrucciones generadas usando 10 difer-
entes inicializaciones geoestad´ısticas, todas con la misma probabilidad de
ocurrencia y basadas en los datos de permeabilidad en las localizaciones de
los pozos y en la interpretacio´n de los variogramas asociados. La generacio´n
de estas inicializaciones se ha hecho usando las librer´ıas de Fortran del pro-
grama GSLIB de forma ana´loga a la seccio´n 2.4 con la u´nica diferencia que
aqui se usan cuatro valores de permeabilidad en lugar de dos para truncar las
simulaciones gaussianas generadas. En la figura 5.5 se presenta la distribucio´n
de permeabilidad real o de referencia (superior izquierda), la evolucio´n del
funcional de coste para las 10 reconstrucciones (superior derecha), adema´s
de los valores iniciales del funcional de coste para las diez inicializaciones
geoestad´ısticas gaussianas y la determin´ıstica (inferior izquierda) y los val-
ores finales del funcional de coste para las diez reconstrucciones obtenidas
desde las inicializaciones gaussianas y la determin´ıstica (inferior derecha).
En la figura 5.6 se muestran las inicializaciones y las reconstrucciones
obtenidas para las primeras cinco inicializaciones geoestad´ısticas. La primera
fila corresponde a la primera inicializacio´n (izquierda) y la primera recon-
struccio´n (derecha) asociada, as´ı la segunda fila muestra la segunda inicial-
izacio´n y la segunda reconstruccio´n asociada, y as´ı sucesivamente hasta el
quinto caso y reconstruccio´n. De forma ana´loga en la figura 5.6 se presentan
los resultados obtenidos con las inicializaciones 6 hasta la 10. En ambas fig-
uras en la columna izquierda se observan las inicializaciones y en la columna
derecha las reconstrucciones finales obtenidas con cada inicializacio´n.
Como se puede observar de los resultados mostrados, con las estrategias
aplicadas se obtienen mapas de permeabilidad muy parecidos pero no nece-
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Figura 5.4: Ma´s de dos litofacies. Primera estrategia, Etapa I. Primera fila:
Forma real (izquierda); inicializacio´n (derecha). Segunda fila: Reconstruccio´n
final, paso mı´nimo(Izquierda); evolucio´n del funcional de coste, paso mı´ni-
mo (derecha). Tercera fila: Reconstruccio´n final, paso ma´ximo (izquierda);
evolucio´n del funcional de coste, paso ma´ximo (derecha).
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Figura 5.5: Ma´s de dos litofacies. Inicializacio´n geoestad´ıstica. Primera fila:
Forma real (izquierda); evolucio´n del funcional de coste para las 10 inicial-
izaciones (derecha). Segunda fila: valores de funcional de coste inicial para
las 10 inicializaciones(izquierda); valores de funcional de coste final para las
10 reconstrucciones (derecha).
CAPI´TULO 5. YACIMIENTOS CON MA´S DE DOS LITOFACIES 141
sariamente ide´nticos al real o´ de referencia. Esto es debido a la no unicidad
del problema inverso y a la existencia de varios mı´nimos locales.
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Figura 5.6: Ma´s de dos litofacies. Inicializaciones geoestad´ısticas 1 hasta 5.
Primera Columna: Formas iniciales de las 5 primeras inicializaciones geoes-
tad´ısticas (desde 1 hasta 5, desde arriba hacia abajo) Segunda fila: Recon-
struccio´n final de cada inicializacio´n (desde 1 hasta 5, desde arriba hacia
abajo)
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Figura 5.7: Ma´s de dos litofacies. Inicializaciones geoestad´ısticas 6 hasta
10. Primera Columna: Formas iniciales de las inicializaciones geoestad´ısticas
(desde la 6 hasta la 10, desde arriba hacia abajo) Segunda fila: Reconstruc-
cio´n final de cada inicializacio´n (desde la 6 hasta la 10, desde arriba hacia
abajo)
Cap´ıtulo 6
Conclusiones
En este trabajo se han desarrollado nuevas te´cnicas para la caracteri-
zacio´n de yacimientos que consisten de ma´s de un tipo de roca. En varias
aplicaciones reales existe un contraste significativo en los para´metros f´ısicos
dentro de las zonas que contienen estos diferentes tipos de roca. Las te´cni-
cas cla´sicas de reconstruccio´n celda por celda que normalmente se usan en
estas aplicaciones no son capaces de resolver las interfaces dentro de difer-
entes zonas (litofacies). Usan estrategias de regularizacio´n que destruyen las
fronteras y, en consecuencia, no pueden reconstruir los perfiles de para´metros
adecuadamente. Esto genera caracterizaciones de yacimientos que no toman
en cuenta la informacio´n a priori de la existencia de varios tipos de roca y por
esto no pueden representar de manera confiable los reservorios con interfaces
en los para´metros petrof´ısicos (en nuestro caso permeabilidad).
Se ha presentado un nuevo algoritmo de reconstruccio´n de formas que
esta´ basado en la te´cnica de conjuntos de nivel y del esquema adjunto para
calcular direcciones de descenso para un funcional de coste dado. La forma
ba´sica de este algoritmo supone que los para´metros dentro de las zonas dis-
tintas son constantes y conocidos. Esta te´cnica ba´sica es de alguna manera
similar a te´cnicas ya desarrolladas en la literatura para aplicaciones difer-
entes, por ejemplo en la reconstruccio´n de ima´genes en la medicina.
Para ser capaz de afrontar situaciones ma´s realistas en esta tesis tambie´n
se han desarrollado varias generalizaciones de esta versio´n ba´sica que esta´n
disen˜ados espec´ıficamente para situaciones de la caracterizacio´n de yacimien-
tos. Por cierto, tambie´n se pueden aplicar a situaciones que surgen en otros
campos de la reconstruccio´n de ima´genes.
La primera de estas generalizaciones elimina la suposicio´n de perfiles con-
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stantes en cada zona y conocidos. Para empezar, se intenta reconstruir val-
ores promedios de los para´metros en cada zona del yacimiento simulta´nea-
mente con las fronteras utilizando los datos de produccio´n. Por supuesto, los
para´metros petrof´ısicos de los yacimientos en aplicaciones realistas nunca son
constantes en las zonas individuales. Por eso, estas reconstrucciones con per-
files promedios solo sirven para dar una primera aproximacio´n al perfil real
del yacimiento. Para optimizar las reconstrucciones se ha extendido la te´cni-
ca para reconstruir tambie´n perfiles variables en cada zona simulta´neamente
con las interfaces utilizando los datos de la produccio´n. Adema´s se han desar-
rollado varias te´cnicas distintas que son capaces de tomar en cuenta alguna
informacio´n a priori acerca de los perfiles en cada zona. En particular, se
han investigado perfiles suaves que se reconstruyen celda por celda, y perfiles
parametrizados (por ejemplo mostrando una tendencia lineal a lo largo de
una de las zonas) que se reconstruyen optimizando los para´metros en cada
zona. Tambie´n se han estudiado casos h´ıbridos que combinan estos perfiles
de distinta naturaleza en el mismo reservorio.
Una dificultad general que se presenta en la caracterizacio´n de yacimientos
es que diferentes zonas del yacimiento afectan los datos de la produccio´n
con magnitud extremadamente diferente. Para cuantificar este impacto sobre
diferentes zonas en los datos de produccio´n se utiliza en este trabajo un perfil
de sensibilidad que esta´ directamente asociado al concepto matema´tico de la
derivada de tipo Fre´chet del problema directo o, en un dominio discretizado, a
la matriz Jacobiana del problema directo discretizado. Se utiliza un esquema
adjunto para calcular estos perfiles de sensibilidad que es ma´s eficiente que
las te´cnicas directas usualmente utilizadas en esta aplicacio´n.
El estudio realizado de los perfiles de sensibilidad muestra que los datos de
produccio´n afectan los para´metros de zonas distintas del reservorio en mag-
nitud bastante diferente. Zonas con alto flujo de fluidos conectando un inyec-
tor con un productor poseen alta sensibilidad con respecto a los para´metros,
mientras que la variacio´n de los para´metros en las zonas con bajo flujo no
afecta los datos de la produccio´n de manera significativa. En consecuencia las
te´cnicas de reconstruccio´n basadas en los mapas de sensibilidad (t´ıpicamente
las te´cnicas utilizando direcciones de gradiente) tienen problemas reconstruir
los perfiles de los para´metros bien en estas zonas de baja sensibilidad.
Con el objetivo de manejar adecuadamente estas zonas de baja sensibili-
dad y las zonas de alta sensibilidad se han desarrollado varias adaptaciones
especificas a nuestras te´cnicas que permiten reconstruir formas situadas en
ambas regiones simulta´neamente de manera fiable y estable. Una herramien-
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ta importante en estas adaptaciones es la funcio´n de bandas (narrowband) y
la te´cnica de introducir nuevos objetos modificando la funcio´n de conjuntos
de nivel en algunos pasos de la evolucio´n.
La eliminacio´n de la funcio´n de bandas durante la evolucio´n permite la
creacio´n automa´tica de nuevos objetos en zonas de alta sensibilidad evitando
de esta manera algunos mı´nimos locales. Por otra parte, para reconstruir
adecuadamente las zonas de baja sensibilidad, se colocan objetos pequen˜os
(como “semillas”) en esas zonas que o´ crecen o´ se reducen dependiendo de
la direccio´n del gradiente en estas zonas. Aqu´ı se puede aplicar la funcio´n de
bandas o no, que produce resultados distintos.
La te´cnica de introducir objetos nuevos artificiales en el yacimiento du-
rante la evolucio´n tambie´n se utiliza en este trabajo para introducir o com-
probar algunos tipos de informacio´n a priori. En particular, se puede com-
probar la existencia de algunas formas geome´tricas (por ejemplo canales) en
el yacimiento modificando la funcio´n de conjuntos de nivel de forma que se
introduce un canal basado en la informacio´n previa.
En muchas aplicaciones reales existen yacimientos que consisten de ma´s
de dos tipos de roca. Para reconstruir los perfiles de estos yacimientos se
han desarrollado te´cnicas en este trabajo que son capaces de modelizar estos
perfiles utilizando el me´todo de conjuntos de nivel. Se han propuesto varias
estrategias en la literatura para modelizar estas situaciones en aplicaciones
diferentes. No obstante, estas te´cnicas no toman en cuenta algunas condi-
ciones particulares asociadas a la aplicacio´n de ingenier´ıa de yacimientos.
Por esto se desarrolla aqu´ı una estrategia alternativa para esta aplicacio´n.
Tambie´n se combina esta nueva estrategia con inicializaciones geoestad´ısti-
cas de la misma manera como se menciona anteriormente en la situacio´n de
dos litofacies.
En la generalidad los datos de produccio´n no permiten reconstruir un
perfil u´nico de los para´metros que satisface los datos con una tolerancia da-
da. Eso es debido al mal condicionamiento del problema inverso asociado
(ill-posedness) y a los pocos datos de produccio´n. En los me´todos de mini-
mizacio´n de un funcional de coste usualmente se elige uno de estos perfiles
posibles aplicando te´cnicas de regularizacio´n. En aplicaciones reales a menudo
es importante tener una idea de la confiabilidad de este perfil reconstruido, y
compararlo con varios perfiles alternativos que tambie´n satisfacen los datos
de produccio´n con la tolerancia data. Por este motivo se han utilizado esti-
maciones geoestad´ısticas, todas igualmente probables tomando en cuenta los
datos esta´ticos del yacimiento, para inicializar la reconstruccio´n de formas y
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perfiles del yacimiento. De esta manera se producen conjuntos de perfiles que
todos ajustan los datos de produccio´n pero son distintos ya que evolucionan
a partir de inicializaciones distintas. Se han comparado los costes iniciales y
los finales para este conjunto de perfiles.
Los ejemplos nume´ricos presentados en este trabajo demuestran que las
te´cnicas desarrolladas aqu´ı son herramientas poderosas, estables y fiables
para la caracterizacio´n de yacimientos que consisten de varias litofacies. Los
algoritmos desarrollados no esta´n restringidos al uso de los simuladores em-
pleados aqu´ı para generar estos resultados, tambie´n se pueden combinar con
simuladores comerciales para resolver el problema directo y el adjunto en
situaciones de dos y tres dimensiones.
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Cap´ıtulo 8
APE´NDICES
APE´NDICE 1. Me´todos de Simulacio´n
APE´NDICE 1.1. Me´todo IMPES
Sumando las ecuaciones de conservacio´n del agua y las del petro´leo (1.22)
y (1.23) del modelo simplificado expuesto en la seccio´n 1.2, y utilizando las
relaciones So = 1− Sw y po = pw + pcwo se obtiene:
−∇ ·
[
T (∇pw + ρg~k)
]
−∇ ·
[
To∇pcwo
]
= Q , (8.1)
∇ ·
[
Tw(∇pw + ρwg~k)
]
+Qw = φ
∂Sw
∂t
. (8.2)
Es decir, una ecuacio´n para la presio´n (8.1) que unida a la ecuacio´n de
conservacio´n del agua (8.2) forman el sistema que se resuelve al utilizar
el me´todo IMPES. La densidad ρ se define mediante T = Tw + To y
ρ = (Toρo + Twρw)/T .
La constante c de las ecuaciones (1.27)- (1.28) se toma:
c =
2pi dz
dx dy ln( rd
rw
)
donde rd = 0,28
[dx2 + dy2]
1
2
2
es el radio de drenaje o zona del yacimiento que
se ve afectada por la produccio´n y rw es el radio del pozo. Los valores de pwb
se fijan y a partir de ah´ı se calcula el valor de los te´rminos fuente.
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La idea es calcular la presio´n, inco´gnita en el termino fuente, mientras
que en la ecuacio´n de la saturacio´n esta ya se considera conocida, por lo que
se tiene expl´ıcitamente el valor del termino fuente.
La ecuacio´n (8.1) es el´ıptica no lineal, y, aunque no aparece expl´ıcita-
mente, depende de la saturacio´n a trave´s de las transmisibilidades, la presio´n
capilar y los te´rminos fuente. Una vez resuelta esta, la ecuacio´n (8.2) se utiliza
para calcular la distribucio´n de la saturacio´n en un tiempo nuevo.
Adema´s son necesarias unas condiciones iniciales y de contorno. Como
condiciones iniciales se suponen conocidas las distribuciones iniciales de pre-
sio´n y de saturacio´n de agua:
Sw(~x, 0) = S
0
w(~x) (8.3)
pw(~x, 0) = p
0
w(~x) (8.4)
ya que las del petro´leo se calcular´ıan a partir de estas por las ecuaciones
constitutivas (8.1) y (8.2).
La ecuacio´n (8.1), se resuelve nume´ricamente usando diferencias finitas,
pero siempre usando la transmisibilidad “upwind” es decir la de la celda de
la que proviene el flujo. De no ser as´ı el me´todo es inestable. En dos dimen-
siones (seccio´n vertical) la discretizacio´n mediante diferencias finitas upwind
tiene la siguiente forma:
T x+i,j (p
n+1
wi+1,j
− pn+1wi,j )− T x−i,j (pn+1wi,j − pn+1wi−1,j)
2∆x2
+
T z+i,j (p
n+1
wi,j+1
− pn+1wi,j )− T z−i,j (pn+1wi,j − pn+1wi,j−1)
2∆z2
=
−T
x+
oi,j
(pncwoi+1,j − pncwoi,j)− T x−oi,j (pncwoi,j − pncwoi−1,j)
2∆x2
−T
z+
oi,j
(pncwoi,j+1 − pncwoi,j)− T z−oi,j(pncwoi,j − pncwoi,j−1)
2∆z2
−g
(T nwi,j+1ρnwi,j+1 − T nwi,j−1ρnwi,j−1
2∆z
+
T noi,j+1ρ
n
oi,j+1
− T noi,j−1ρnoi,j−1
2∆z
)
−Qi,j
donde
T x+i,j = a1T
n
i,j + (2− a1)T ni+1,j (8.5)
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T x−i,j = a2T
n
i,j + (2− a2)T ni−1,j (8.6)
T z+i,j = a3T
n
i,j + (2− a3)T ni,j+1 (8.7)
T z−i,j = a4T
n
i,j + (2− a4)T ni,j−1 (8.8)
son las transmisibilidades totales “upwind” y T x+oi,j , T
x−
oi,j
, T z+oi,j ,T
z+
oi,j
son las
transmisibilidades del petro´leo “upwind” definidas de forma equivalente. En
la definicio´n, a1, a2, a3 y a4 son los te´rminos que nos van a servir para tomar
la transmisibilidad “upwind”. Valen 2 cuando el flujo va de la celda i, j a
la correspondiente celda de las de alrededor, o 0 si el flujo viene de fuera.
Supuestas conocidas las transmisibilidades, esta discretizacio´n reduce el cal-
culo de la presio´n pw a resolver un sistema lineal disperso. En el caso de
dominios rectangulares, la matriz tiene estructura tridiagonal a bloques en
2D, o pentadiagonal a bloques en 3D.
Una vez calculada la presio´n del agua, la saturacio´n se calcula resolviendo
la ecuacio´n de conservacio´n (8.2), discretizada con diferencias progresivas en
el tiempo y centradas en el espacio de la siguiente manera:
φ
Sn+1wi,j − Snwi,j
∆t
=
T x+wi,j(p
n+1
wi+1,j
− pn+1wi,j )− T x−wi,j(pn+1wi,j − pn+1wi−1,j)
2∆x2
+
T z+wi,j(p
n+1
wi,j+1
− pn+1wi,j )− T z−wi,j(pn+1wi,j − pn+1wi,j−1)
2∆z2
+g
(T nwi,j+1ρnwi,j+1 − T nwi,j−1ρnwi,j−1
2∆z
)
+Qwi,j
donde T x+wi,j , T
x−
wi,j
, T z+wi,j ,T
z+
wi,j
son las transmisibilidades del agua “upwind”
definidas de forma equivalente a las totales y las del petro´leo.
Tambie´n es importante tener en cuenta que se trata de una ecuacio´n no
lineal en la saturacio´n, ya que las transmisibilidades tambie´n dependen de
la saturacio´n de forma no lineal. En este caso dichas transmisibilidades se
linealizan calcula´ndolas con los valores de la saturacio´n en el paso de tiempo
anterior.
La presio´n y la saturacio´n se calculan de forma alternativa actualizando
en cada paso los coeficientes.
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APE´NDICE 1.2. Me´todo de l´ıneas de corriente
En el me´todo de l´ıneas de corriente se introduce una nueva variable, el
tiempo de vuelo, “time of flight”, que se define como el tiempo que tarda
una part´ıcula en viajar desde el comienzo de una l´ınea de corriente, hasta
cualquier punto de la misma. A partir de la ecuacio´n de conservacio´n del
agua del modelo simplificado se obtiene la ecuacio´n de la saturacio´n sobre
las l´ıneas de corriente de la siguiente manera:
Sumando las ecuaciones (1.17) y (1.18) y usando las ecuaciones (1.19) y
(1.20) se obtiene:
−∇ · [T (∇pw + ρg~k)]−∇ · [To∇pcwo] = Q (8.9)
donde ρ =
Twρw + Toρo
Tw + To
y T = Tw+To. Esta igualdad sera´ u´til mas adelante.
La velocidad total del fluido se define como:
ut = −T (∇pw + ρg~k)− To∇pcwo . (8.10)
El tiempo de vuelo se define como:
τ =
∫ s
0
φ
| ~ut |dσ . (8.11)
Debido a que el tiempo de vuelo representa el tiempo que tarda una part´ıcula
en recorrer una l´ınea de corriente desde su inicio hasta una longitud de arco
s. Derivando se obtiene:
∂τ
∂s
=
φ
| ~ut | ⇒
∂
∂s
=
φ
| ~ut |
∂
∂τ
. (8.12)
Adema´s, el cambio de una variable a lo largo de una l´ınea de corriente se
obtiene multiplicando el gradiente de dicha variable por un vector unitario
en la direccio´n de dicha l´ınea, es decir:
∂
∂s
=
~ut
| ~ut | · ∇ ⇒| ~ut |
∂
∂s
= ~ut · ∇ . (8.13)
Combinando las ecuaciones anteriores se obtiene
| ~ut | ∂
∂s
= φ
∂
∂τ
= ~ut · ∇ . (8.14)
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Por tanto es necesario modificar la ley de conservacio´n del agua (8.2) hasta
obtener un te´rmino que contenga ~ut · ∇ para poder introducir el tiempo de
vuelo por medio de la igualdad (8.14).
Partiendo de (1.17):
φ
∂Sw
∂t
= ∇ · [Tw(∇pw + ρwg~k)] +Qw
que se modifica para introducir ρ
φ
∂Sw
∂t
= ∇ · [Tw(∇pw + ρg~k)]−∇ · [Tw(ρ− ρw)g~k] +Qw .
Utilizando la expresio´n de la derivada de un producto se obtiene
φ
∂Sw
∂t
= ∇Tw · (∇pw + ρg~k) + Tw∇ · [∇pw + ρg~k]−∇ · [Tw(ρ− ρw)g~k] +Qw .
Para conseguir tener la velocidad total en la ecuacio´n, es necesario introducir
el te´rmino 1T , para lo cual se multiplica y divide el primer te´rmino por T .
Seguidamente se introduce la fraccio´n 1T dentro de ∇Tw llegando a:
φ
∂Sw
∂t
= Tw∇ · [∇pw + ρg~k]−∇(Tw
T
) · (−T (∇pw + ρg~k)) +
Tw
T
∇T · (∇pw + ρg~k)−∇ · [Tw(ρ− ρw)g~k] +Qw .
Agrupando y reordenando te´rminos se obtiene:
φ
∂Sw
∂t
=
Tw
T
∇ · [T (∇pw + ρg~k)]−∇(Tw
T
)(−T (∇pw + ρg~k))−
∇ · [Tw(ρ− ρw)g~k] +Qw .
Usando ahora la ecuacio´n (8.9) y reordenando te´rminos convenientemente se
obtiene:
φ
∂Sw
∂t
= −∇ · [TwTo
T
∇pcwo]−∇(Tw
T
) · ut −∇ · [Tw(ρ− ρw)g~k] +Qw − Tw
T
Q .
Finalmente agrupando los te´rminos de manera adecuada se obtiene
φ
∂Sw
∂t
+ ~ut · ∇
(Tw
T
)
+∇ · ~Gw = Qw − Tw
T
Q (8.15)
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donde ~Gw =
ToTw
T
(∇pcwo + (ρo − ρw)g~k) es el te´rmino que considera los efec-
tos capilares y gravitatorios.
Ahora ya se puede usar la igualdad (8.14) para obtener:
∂Sw
∂t
+
∂(Tw
T
)
∂τ
+
1
φ
∇ · ~Gw = 1
φ
(Qw − Tw
T
Q). (8.16)
Por tanto hay que resolver el siguiente sistema:
−∇ ·
[
T (∇pw + ρg~k)
]
−∇ ·
[
To∇pcwo
]
= Q en Ω
∂Sw
∂t
+
∂(Tw
T
)
∂τ
+
1
φ
∇ · ~Gw = 1
φ
(Qw − Tw
T
Q) en cada l´ınea de corriente
con condiciones iniciales:
Sw(τ, 0) = S
0
w(τ(~x)) en cada l´ınea de corriente
pw(~x, 0) = p
0
w(~x) en Ω
y condiciones de contorno que para la ecuacio´n de la presio´n pueden ser de
tipo Neumann, de tipo Dirichlet o bien de flujo cero a trave´s de la frontera,
como ya se explico´ en la seccio´n del me´todo IMPES. En la ecuacio´n de la
saturacio´n no son necesarias condiciones de contorno.
Aqu´ı se presenta la ecuacio´n hiperbo´lica sobre las l´ıneas de corriente:
∂Sw
∂t
+
∂f(Sw)
∂τ
= 0, (τ, t) ∈ < × (0, T )
Sw(τ, 0) = u
0(τ), τ ∈ <
donde fw =
Tw
T es el flujo fraccional. Para ello lo primero que se hace es
fijar unas condiciones iniciales y de contorno adecuadas. En este caso, las
condiciones iniciales son simplemente poner en cada nodo la saturacio´n que
le corresponde segu´n la celda a la que pertenezca, lo cual no tiene ninguna
complicacio´n. Las condiciones de contorno en cada l´ınea son tambie´n sencil-
las. En nuestra implementacio´n las l´ıneas de corriente llegan solamente a las
paredes de las celdas donde hay un pozo. Esto supone que en τ = 0 hay que
poner la saturacio´n que se haya calculado para la celda del pozo de inyeccio´n
a partir de la ecuacio´n del te´rmino fuente, la cual tambie´n sirve para calcular
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la saturacio´n en las celdas de los pozos de extraccio´n, puesto que all´ı tampoco
llegan las l´ıneas de corriente.
En el caso de la ecuacio´n hiperbo´lica sobre las l´ıneas de corriente se
han utilizado dos me´todos distintos para la resolucio´n de esta ecuacio´n. El
primero, el me´todo upwind, es un me´todo de diferencias finitas en el que
se hacen diferencias progresivas en el tiempo y progresivas (regresivas) en
el espacio segu´n la direccio´n del flujo. De esta forma la discretizacio´n de la
ecuacio´n queda como sigue:
Sn+1w − Snw
∆t
+
fw(S
n
w)i − fw(Snw)i−1
∆τ
= 0 . (8.17)
Como desventajas hay que decir que el paso temporal esta´ limitado por
una condicio´n CFL (Courant-Friedrichs-Levy) lo cual impide en ciertos ca-
sos tomar pasos de tiempo todo lo grandes que ser´ıa de desear. Adema´s, la
difusio´n nume´rica, a pesar de evitar las oscilaciones, tambie´n es una fuente
de error. El ca´lculo de la condicio´n CFL se hace por medio del ana´lisis de
Fourier de la discretizacio´n, como se explica a continuacio´n.
∂Sw
∂t
+
∂fw
∂τ
= 0
que se linealiza usando la regla de la cadena:
∂Sw
∂t
+
∂fw
∂Sw
∂Sw
∂τ
= 0
para poder usar ana´lisis de Fourier. El te´rmino A =
∂fw
∂Sw
es siempre may-
or que cero. Esta ecuacio´n se discretiza usando diferencias finitas upwind,
quedando:
S n+1w j − S nw j
∆t
= −AS
n
w j − S nw j−1
∆τ
.
Una vez discretizada la ecuacio´n, se sustituye S nw j por ξ
neijk∆τ :
ξn+1eijk∆τ − ξneijk∆τ
∆t
= −Aξ
neijk∆τ − ξnei(j−1)k∆τ
∆τ
.
Simplificando queda:
ξ − 1
∆t
= −A1− e
−ik∆τ
∆τ
,
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o´ lo que es lo mismo:
ξ = 1− A∆t
∆τ
(1− e−ik∆τ ) .
Para que el me´todo sea estable es necesario que se cumpla 0 < |ξ| ≤ 1. El
mo´dulo de ξ es:
|ξ| =
∣∣∣1− A∆t
∆τ
(1− e−ik∆τ )
∣∣∣ .
Por tanto es necesario que se cumpla:
2 >
∣∣∣A∆t
∆τ
(1− e−ik∆τ )
∣∣∣ ≥ 0 .
De aqu´ı que:
∆t ≤ 2∆τ
A(1− e−ik∆τ ) .
Por tanto, considerando el peor de los casos posibles, se obtiene como condi-
cio´n de tiempo
∆t ≤ mı´n{∆τ}
ma´x
{ ∂fw
∂Sw
} .
Con esto llegamos a:
Sn+1w − Snw
∆t
+
(fw)i − (fw)i−1
∆τ
= 0 (8.18)
Una vez calculada la saturacio´n sobre la malla regular, hay que volver a
pasar a la original, para poder calcular la saturacio´n sobre las celdas usadas
al resolver la ecuacio´n de la presio´n, y el resto de las ecuaciones que contienen
te´rminos difusivos, con diferencias finitas.
En general la aplicacio´n de la te´cnica de l´ıneas de corrientes se presenta
en el siguiente algoritmo:
1. Se calcula la presio´n resolviendo la ecuacio´n el´ıptica correspondiente
(8.9). Usando diferencias finitas se obtienen los valores de la presio´n en
los centros de las celdas.
2. Se calculan las velocidades en las caras de las celdas usando la ley de
Darcy.
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3. Se calculan las l´ıneas de corriente y los tiempos de vuelo.
4. Se resuelve la parte de los te´rminos fuente correspondiente a los pozos
de inyeccio´n en la ecuacio´n de la saturacio´n.
5. Se resuelve la parte convectiva de la ecuacio´n de la saturacio´n sobre las
l´ıneas de corriente.
6. Se proyecta la saturacio´n calculada sobre las l´ıneas de corriente en la
malla de diferencias finitas. Este paso es importante, ya que es donde
se produce mayor difusio´n nume´rica.
7. Se resuelve la parte difusiva de la ecuacio´n usando diferencias finitas,
tomando como dato inicial los valores obtenidos en el paso anterior.
8. Se resuelve la parte de los te´rminos fuente correspondiente a los pozos
de produccio´n en la ecuacio´n de la saturacio´n.
9. Se vuelve al paso 1.
APE´NDICE 1.3. Me´todo impl´ıcito
Primero, se van a definir los potenciales Φl = pl + ρlgz para l = w, o. De
esta forma las ecuaciones (8.1) y (8.2) quedan:
∇ ·
[
Tw∇Φw
]
+Qw = φ
∂Sw
∂t
en Ω (8.19)
∇ ·
[
To∇Φo
]
+Qo = φ
∂So
∂t
en Ω (8.20)
Usando que pcwo(Sw) = Φo − Φw + ∆ρgz y que ∂Sw
∂t
=
∂Sw
∂pcwo
∂pcwo
∂t
las
ecuaciones anteriores se pueden reescribir como:
∇ ·
[
To∇Φo
]
+Qo = −φ ∂Sw
∂pcwo
(
∂Φo
∂t
− ∂Φw
∂t
) en Ω. (8.21)
∇ ·
[
Tw∇Φw
]
+Qw = φ
∂Sw
∂pcwo
(
∂Φo
∂t
− ∂Φw
∂t
) en Ω. (8.22)
As´ı, se discretiza la ecuacio´n usando un esquema impl´ıcito de diferencias fini-
tas, en el que las inco´gnitas van a ser los potenciales. Una vez se han hallado
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los potenciales se pueden obtener las saturaciones a partir de la funcio´n de la
presio´n capilar. Finalmente se recalculan todos los coeficientes, y se vuelve a
empezar.
El me´todo impl´ıcito se puede resumir en el siguiente algoritmo:
1. Se resuelve el sistema formado por las ecuaciones (8.21) y (8.22).
2. Se calcula la presio´n capilar por medio de pcwo(Sw) = Φo−Φw+∆ρgz.
3. Se calculan las saturaciones a partir de las curvas de presio´n capilar.
4. Se calculan los coeficientes de las ecuaciones, y se vuelve al paso 1.
APE´NDICE 2. La te´cnica del operador adjun-
to para calcular sensibilidades.
En esta seccio´n se muestra como aplicar el operador adjunto linealizado
R′(K)∗ a un vector arbitrario ρ en el espacio de los datos Z (datos de pre-
sio´n y produccio´n) en una forma eficiente. Esto conduce al llamado esquema
adjunto para calcular sensibilidades. En trabajos anteriores se presenta la
aplicacio´n del esquema adjunto en la caracterizacio´n de yacimientos [30, 60].
Ca´lculo del funcional de coste o Residuo
La norma del residuo o funcional de coste de nuestro problema sera´ el
funcional a minimizar en las reconstrucciones. Este funcional esta´ relacionado
con la diferencia entre la solucio´n del modelo directo y los datos de produccio´n
disponibles para el yacimiento.
Las ecuaciones (1.22)-(1.28) pueden ser escritas en funcio´n de operadores
como:
Λ(K) u = q (8.23)
con u = (p, Sw) y donde el lado derecho q representa los te´rminos al lado
derecho de las ecuaciones (1.22), (1.23). En esta parte se define el operador
directoA que mapea el para´metro permeabilidadK a los datos de produccio´n
correspondiente g =Mu como:
A(K) = M u = M Λ(K)−1q (8.24)
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donde M es el operador de las medidas hechas en los pozos de produccio´n.
En este caso es la tasa de flujo de agua y esta´ dado por
Mu = {Q(p)w,j}j=1 ...,Np . (8.25)
En la pra´ctica y para nuestra aplicacio´n el te´rmino Λ(K)−1q implica cor-
rer una simulacio´n del modelo directo con los valores de presio´n y con el
mapa de permeabilidad K dado, es decir, sera´ el resultado del simulador.
Adicionalmente en este tipo de aplicaciones de ajuste histo´rico disponemos
de datos reales tomados en mediciones de campo o datos sinte´ticos generados
de alguna manera, representados por
g˜ = Mu˜. (8.26)
Finalmente, introducimos el operador residuo R como la diferencia entre los
datos generados por el simulador y los datos reales
R(K) = A(K)− g˜. (8.27)
Ca´lculo del operador R′(K). El problema linealizado.
Si se considera una pequen˜a perturbacio´n δK en la distribucio´n de per-
meabilidad K que conduce a pequen˜a perturbacio´n W y q en la saturacio´n y
la presio´n. Aqu´ı se asume que la presio´n permanece aproximadamente con-
stante, tal que ∇q es despreciable, debido a que en el yacimiento se inyecta
suficiente agua para mantener la presio´n. Usando un enfoque heur´ıstico para
derivar una expresio´n para R′, se introduce K + δK y Sw +W en (1.23),
donde se desprecian los te´rminos de segundo orden. Entonces, W resuelve el
problema de valor inicial.
φ
∂W
∂t
−∇· [∂Tw
∂Sw
W∇p]− ∂Qw
∂Sw
W =
δK
K
Qw+∇· [δK
K
Tw∇p] en Ω
W (~x, 0) = 0 en Ω (8.28)
donde Sw y p son las soluciones de (1.22)-(1.26). A partir del valor de W
se deriva la expresio´n linealizada de los datos a una perturbacio´n δK en la
distribucio´n permeabilidad, la cual viene dada por:
R′(K)δK = ∂Qw
∂Sw
W
∣∣∣∣
Ω+×[0,tf ]
. (8.29)
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Aqu´ı, Ω+ denota el conjunto de los pozos productores donde se obtienen los
datos.
Ca´lculo del operador R′(K)∗. El problema adjunto.
Aqu´ı, se deriva una expresio´n para el operador adjunto R′(K)∗ aplicado
a una funcio´n ρ en el espacio de los datos. El operador R′(K)∗ es definido
por
〈R′(K)δK, ρ〉
Z
= 〈δK,R′(K)∗ρ〉
P
, (8.30)
donde 〈 , 〉
P
indica el producto interno en el espacio de los para´metros P ,
y 〈 , 〉
Z
representa el producto interno en el espacio de los datos Z. As´ı se
definen los productos internos
〈f, g〉
Z
=
Np∑
j=1
∫ tf
0
fj gj dt ; 〈A,B〉
P
=
∫
Ω
A B d~x . (8.31)
fj = f(~xpj , t) y gj = g(~xpj , t), j = 1, . . . , Np, son funciones dependientes
del tiempo definidas en las posiciones de los pozos de produccio´n ~xpj . La
siguiente forma adjunta del operador residuo linealizado ha sido derivada en
[60]:
Sea ρ ∈ D una funcio´n arbitraria en el espacio de los datos. EntoncesR′(K)∗ρ
es dado por
R′(K)∗ρ =
∫ tf
0
(Tw
K
∇p∇z − z 1
K
Qw
)
dt (8.32)
donde z es la solucio´n de la ecuacio´n adjunta
−φ∂z
∂t
+
∂Tw
∂Sw
∇p∇z − (z −
Np∑
j=1
ρ δ(~x− ~x(p)j ))
∂Qw
∂Sw
= 0 en Ω (8.33)
z(~x, tf ) = 0 en Ω, (8.34)
y Sw y p son las soluciones de (1.22)-(1.26).
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APE´NDICE 3. Me´todo de Conjuntos de Nivel
APE´NDICE 3.1. Variacio´n del coste debido al campo
de velocidad v(x)
Supongamos que queremos evolucionar una frontera Γ = ∂D nume´rica-
mente para reducir un funcional de coste dado que depende de Γ de alguna
manera. El enfoque aqu´ı sera en el funcional de coste tipo mı´nimos cuadrados
en los datos.
Un me´todo popular para generar pequen˜os desplazamientos y(x) para
mover las fronteras ∂D es asignar a cada punto del dominio un campo de
velocidad v(x) y moviendo los puntos x ∈ Ω con una pequen˜a evolucio´n
artificial en tiempo [0, τ ] con velocidad constante v(x). Entonces se tiene
y(x) = v(x)τ. (8.35)
Introduciendo esta ecuacio´n en (1.39) se obtiene para t ∈ [0, τ ] el cambio
correspondiente en los para´metros
δK(x; t) = (Ki −Ke)v(x) · n(x)t δ∂D(x) . (8.36)
Uniendo las expresiones (8.36) y (1.33) y despreciando los te´rminos de orden
mayor al lineal, se llega a
J (K(t))− J (K(0)) =
〈
R′(K)∗R(K) , δK(x; t)
〉
P
(8.37)
=
〈
R′(K)∗R(K) , (Ki −Ke)v(x) · n(x)t δ∂D(x)
〉
P
o´, en el l´ımite t→ 0, evaluando la distribucio´n delta de Dirac, se obtiene
∂J (K)
∂t
∣∣∣∣
t=0
=
∫
∂D
[
R′(K)∗R(K)
]
(Ki −Ke)v(x) · n(x)ds(x) . (8.38)
Una vez encontrada la direccio´n de descenso para encontrar un campo
de velocidad v(x) tal que ∂J (K)
∂t
∣∣∣
t=0
< 0, se puede esperar (por razones
de continuidad) que esta desigualdad se extiende a un intervalo de tiempo
suficientemente pequen˜o [0, τ ] y que por consiguiente el coste total durante
el flujo artificial es reducido durante el tiempo [0, τ ]. Esta es la estrategia
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general de la mayor´ıa de los estudios de optimizacio´n para la resolucio´n de
problemas inversos.
Observa que solo el componente normal del campo de la velocidad
F (x) = v(x) · n(x) (8.39)
en la frontera ∂D de la forma D es de relevancia para la variacio´n del coste.
Esto es debido a que los componentes tangenciales no contribuyen a la de-
formacio´n de formas.
APE´NDICE 3.2. Reduccio´n del coste usando el me´todo
de conjunto de nivel
Hasta el momento se han descrito te´cnicas para reducir el funcional de
coste en un proceso de reconstruccio´n de formas. En la literatura se han pre-
sentado te´cnicas de solucio´n alternativas por ejemplo te´cnicas de reconstruc-
cio´n algebraicas (ART no lineal) que se describen en [39, 41, 43, 44, 100, 101].
Esta seccio´n presenta una variacio´n del me´todo del gradiente o´ el me´todo
de bu´squeda de la direccio´n de ma´ximo descenso para reconstruir formas
usando conjuntos de nivel.
Si se asume que la forma D es representada por una funcio´n de conjunto
de nivel continuamente diferenciable φ con |∇φ| 6= 0 en la frontera de las
formas, se plantea deformarlas nume´ricamente segu´n una direccio´n de flujo
V(x, t), por ejemplo movie´ndolas siguiendo de una direccio´n de descenso que
minimiza el funcional de coste. Varias formas geome´tricas relacionadas a la
frontera ∂D pueden ser expresadas en te´rminos de la funcio´n de conjunto de
nivel φ. Por ejemplo, se presenta la expresio´n para la direccio´n normal a las
formas como:
n(x) =
∇φ
|∇φ| . (8.40)
Adema´s, la curvatura local κ(x) de ∂D, que es la divergencia del campo
normal n(x), tiene la forma
κ(x) = ∇ · n(x) = ∇ ·
( ∇φ
|∇φ|
)
. (8.41)
El lado derecho de (8.40) y (8.41) tiene sentido en cada punto del dominio
Ω donde la funcio´n conjunto de nivel ψ es suficientemente suave, permitiendo
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extender estos valores desde la fronteras ∂D hasta las celdas vecinas. Si se
asume que el campo de velocidades es suficientemente suave entonces un
punto de la frontera x permanece en la frontera de ∂D(t) durante la evolucio´n
de las formas. Aqu´ı se define φ(x, t) como la funcio´n conjunto de nivel que
describe la forma en cada momento de la evolucio´n. Diferenciando φ(x, t) = 0
con respecto a t se obtiene:
∂φ
∂t
+ ∇φ · dx
dt
= 0. (8.42)
Escribiendo V(x, t) como dx
dt
y usando (8.40), queda:
∂φ
∂t
+ |∇φ|V(x, t) · n(x, t) = 0. (8.43)
Usando (8.39) se obtiene una ecuacio´n del tipo Hamilton-Jacobi para
describir la evolucio´n de la funcio´n conjunto de nivel, se tiene:
∂φ
∂t
+ F (x, t) · |∇φ| = 0 (8.44)
con F (x, t) = V(x, t) · n(x, t).
Para la reconstruccio´n de formas reduciendo el coste el ana´lisis realizado
se enfoca en un proceso directo de reconstruccio´n de formas llamado “re-
construccio´n de forma con reduccio´n del funcional de coste”. La idea es se-
leccionar en (8.38) una funcio´n de velocidad F (x) = v(x) · n(x) tal que
∂J (K)
∂t
∣∣∣
t=0
≤ 0. Entonces, al menos para el caso ∂J (K)
∂t
∣∣∣
t=0
< 0, el funcional
de coste disminuira´ durante un pequen˜o intervalo de tiempo en una evolu-
cio´n artificial en tiempo [0, τ ]. En el caso de ∂J (K)
∂t
∣∣∣
t=0
= 0 es necesario
evaluar la forma actual para determinar si corresponde a un mı´nimo global
o´ local del funcional de coste. Una seleccio´n obvia para F (x) es la direccio´n
de disminucio´n del coste
FSD(x) = −
{
(Ki −Ke)R′(K)∗R(K)
}
para x ∈ ∂D. (8.45)
Las direcciones de reduccio´n del coste han sido especificadas hasta el mo-
mento solo directamente en la frontera ∂D, pero deben ser aplicadas en el
dominio completo Ω al usar (8.44). Por consiguiente, es necesario extender
la direccio´n de reduccio´n de coste desde ∂D a todo el dominio Ω. Este pro-
cedimiento corresponde a encontrar extensio´n de velocidades [109, 125] en
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esquemas cla´sicos de evolucio´n de formas para la propagacio´n de frentes us-
ando la te´cnica de conjunto de nivel.
Uniendo (2.15) en (8.44) se obtiene la ecuacio´n del tipo Hamilton-Jacobi
para la evolucio´n de la funcio´n de conjunto de nivel a ser resuelta durante el
intervalo de tiempo [0, τ ]:
∂φ
∂t
+ FSD |∇φ| = 0 (8.46)
Usando, por ejemplo, un esquema de discretizacio´n directo con diferencias
finitas, se tiene:
φ(τ)− φ(0)
τ
+ FSD|∇φ| = 0. (8.47)
Interpretando φ(n+1) = φ(τ) y φ(n) = φ(0), se llega a la iteracio´n
φ(n+1) = φ(n) + τδφ(n), φ(0) = φ0 (8.48)
donde τ es el taman˜o del paso (el cual podr´ıa ser determinado por una
estrategia de bu´squeda sobre lineas) y donde
δφ(n) = FSD|∇φ(n)| = − |∇φ(n)|
{
(Ki −Ke)R′(K)∗R(K)
}
(8.49)
para x ∈ ∂D.
En este trabajo no se presentan desarrollos asociados a esquemas nume´ri-
cos para resolver la ecuacio´n de Hamilton-Jacobi, la razo´n de esto, es que
en la literatura existen un gran nu´mero de publicaciones enfocadas en este
tema (ver, por ejemplo, [75, 109, 110, 125, 126]). Esto incluye las condiciones
de CFL (Courant-Friedrichs-Levy), re-inicializacio´n de las funciones de con-
junto de nivel, funciones de distancia, el me´todo de fast marching, esquema
de alto orden hacia adelante como el ENO (essentially non-oscillating) y el
WENO (weighted essentially non-oscillating), solucion de viscosidad artifi-
cial, discretizaciones de los te´rminos de la curvatura promedia de la funcio´n
de conjunto de nivel, etc., todos estos aspectos son ampliamente usados en la
pra´ctica. Sin embargo, es importante destacar que es necesario una seleccio´n
cuidadosa de los esquemas de discretizacio´n nume´rica y de los para´metros de
regularizacio´n para lograr una solucio´n estable y eficiente del problema de
reconstruccio´n de formas.
Obse´rvese que la derivacio´n de la ecuacio´n de velocidad F (x, t) se basa
en la suposicio´n de que cada punto de la interfase en movimiento tiene una
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normal exterior definida a lo largo de ∂D. Cuando ocurran cambios topolo´gi-
cos, t´ıpicamente la normal a la curva no esta´ claramente definida en todos
los puntos de la frontera de las formas. En estas situaciones el ca´lculo de las
velocidades que reducen el residuo no es tan directo.
APE´NDICE 3.3. Cambios Topolo´gicos
En este ape´ndice se presenta un enfoque para modelar cambios topolo´gi-
cos durante la evolucio´n de la forma.
Derivadas topolo´gicas
En lo siguiente se dan bases ma´s solidas del concepto de ’derivada topolo´gi-
ca’. Este es un concepto muy reciente, y es necesario poner esfuerzo para
entender los detalles de este concepto en aplicaciones reales de inversio´n de
formas (ver [18, 128, 129, 61, 63, 52, 53, 24, 27]).
El ana´lisis de la sensibilidad de las formas que se ha discutido anteri-
ormente asume que existe al menos una forma en el dominio y se trata
de deformar sin mayores cambios en su topolog´ıa. Sin embargo, esta es-
trategia no permite la creacio´n de nuevos componentes topolo´gicos de las
formas, cambiar la topolog´ıa o simplemente crear formas lejos de las fron-
teras existentes. El concepto que se discute en esta parte tiene el objetivo
de llenar ese espacio. Esto permitira´ resolver problemas inversos donde la
topolog´ıa no es conocida desde el principio pero necesita ser determinada a
partir de los datos. Se seguira´n las ideas generales descritas en las referencias
[18, 19, 26, 27, 52, 53, 61, 91, 105, 124, 128, 129].
La derivada topolo´gica que se describe en esta parte del trabajo se rela-
ciona con la introduccio´n de un pequen˜o agujero (llamado Bρ) dentro de
una forma existente D, o´ an˜adiendo un nuevo objeto (llamado Dρ) dentro
del material base a una distancia lejana de las formas existentes D (ver la
figura 8.1). Aqu´ı se expondra´ el primer proceso, que consiste en an˜adir un
pequen˜o agujero en la forma existente. La situacio´n complementaria de crear
una forma sigue el mismo procedimiento.
Se define D˜ρ = D\Bρ, donde el ı´ndice ρ indica el taman˜o del agujero Bρ,
y donde se asume que el nuevo agujero definido por su ı´ndice esta´ centrado en
un punto dado xˆ. (En otras palabras uno tiene xˆ ∈ Bρ ⊂ Bρ′ para cualquier
0 < ρ < ρ′ < 1.) Se asume que todas las fronteras son lo suficientemente
suaves. Se considera un funcional de coste J (D) que depende de la forma D.
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ρB
ρ+ ρδB
Ω \ D
x^
D
Figura 8.1: Creando un agujero Bρ dentro de la forma D.
Entonces, la derivada topolo´gica DT es definida como
DT (xˆ) = l´ım
ρ↓0
J (D˜ρ)− J (D)
f(ρ)
, (8.50)
donde f(ρ) es una funcio´n que tiende a cero de forma mono´tona, por ejemplo,
f(ρ)→ 0 para ρ→ 0. Con esta definicio´n, se obtiene la expansio´n asinto´tica
J (D˜ρ) = J (D) + f(ρ)DT (xˆ) + o(f(ρ)). (8.51)
Aplicaciones anteriores de esta te´cnica [26, 27, 124] se enfocaron en la intro-
duccio´n de agujeros circulares en un dominio dado en conexio´n a los proble-
mas de Dirichlet o´ Neumann para la ecuacio´n de Laplace. Aqu´ı, la funcio´n
f(ρ) esta determinada principalmente por factores geome´tricos de la forma
creada, y la derivada topolo´gica DT (xˆ) puede ser determinada resolviendo
un problema directo y un problema adjunto para la ecuacio´n de Laplace.
De hecho para el problema de Neumann para la ecuacio´n de Laplace usando
un agujero esfe´rico la relacio´n (8.50) toma la forma original introducida en
[26, 27, 124] donde f(ρ) es simplemente el negativo del volumen de la esfera,
por ejemplo f(ρ) = −piρ2 en 2D y f(ρ) = −4piρ3/3 en 3D. Para ma´s detalles
y ejemplos ver [27]. En general, los detalles del comportamiento del l´ımite en
(8.50), as´ı como el de la funcio´n f(ρ) si el l´ımite existe, depende fuertemente
de la forma del agujero, de la condicio´n de frontera de la interfase del agujero
y de la ecuacio´n de derivadas parciales asociada.
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Un intento hecho recientemente para encontrar definiciones alternativas
para la derivada topolo´gica ha sido publicado en [52, 53, 105]. En lugar de
aplicar el criterio de que un agujero es ’creado’, la derivada topolo´gica se
modela usando un proceso de l´ımite donde un agujero existente se reduce
hasta que desaparece. Es decir, se perturba el para´metro ρ de un agujero
existente por una cantidad pequen˜a δρ. Entonces, el funcional de coste J (D˜ρ)
es perturbado a J (D˜ρ+δρ), y el siguiente l´ımite aparece,
D∗T (xˆ) = l´ım
ρ→0
{
l´ım
δρ→0
J (D˜ρ+δρ)− J (D˜ρ)
f(ρ+ δρ)− f(ρ)
}
. (8.52)
En [52, 105] los autores muestran una relacio´n entre (8.50) y (8.52), lo que
se expresa como
DT (xˆ) = D∗T (xˆ) = l´ım
ρ→0
1
f ′(ρ)|V|DVn(ρ) (8.53)
donde DVn(ρ) es una forma espec´ıfica de una ’derivada de forma’relacionada
a una velocidad de flujo Vn en la direccio´n normal interna de la frontera
∂Bρ con velocidad |Vn|. Para ma´s detalles ver [52, 105]. Una conexio´n que
relaciona la ’derivada de forma’y la derivada topolo´gica ha sido demostrada
en [27].
El uso pra´ctico de la derivada topolo´gica en el proceso de inversio´n de
formas se encuentra estrechamente relacionado a situaciones de la vida real,
donde se puede establecer una clara relacio´n entre los casos que usan repre-
sentacio´n de las formas usando el me´todo de conjunto de nivel y los casos
que involucran las derivadas topolo´gicas. En la pra´ctica un pequen˜o agujero
o´ un pequen˜o objeto es colocado en alguna posicio´n del dominio de bu´squeda
donde la derivada topolo´gica asociada es la ma´s negativa, por ejemplo en el
lugar donde un cambio topolo´gico tiende a reducir el funcional de coste.
Conjuntos de nivel cero con |∇φ| = 0.
En lo siguiente presentamos una descripcio´n ma´s intuitiva pero menos
estricta de los cambios topolo´gicos cuando se usa una funcio´n de conjunto de
nivel para la descripcio´n de las formas.
Se considera de nuevo la evolucio´n de la funcio´n conjunto de nivel en el
dominio completo a trave´s de una funcio´n general f(x) como se describio´ en
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las secciones anteriores. Esta funcio´n de evolucio´n podr´ıa por ejemplo ser
creada usando (2.15), la cual simplemente desprecia la distribucio´n delta de
Dirac en la direccio´n de descenso del funcional de coste y aplica las correc-
ciones calculadas a la funcio´n conjunto de nivel en cada celda de Ω. Se toma
considerando un punto arbitrario xs en Ω que asume que la funcio´n conjunto
de nivel φ(x) es continua y dos veces diferenciable en una vecindad de xs.
Entonces, podemos expandir φ(x) localmente alrededor de xs en su serie de
Taylor de segundo grado
φ(xs + y) = φ(xs) + 〈∇φ(xs),y〉 + 1
2
〈Hφ(xs)y,y〉 + O(|y|3) (8.54)
donde Hφ(xs) representa la matriz Hessiana de φ en xs. En lo anterior se
ha considerado la evolucio´n de los puntos de la frontera xs ∈ ∂D donde
φ(xs) = 0 y |∇φ(xs)| 6= 0. En este caso se podr´ıa definir la direccio´n normal
externa y la curvatura en la frontera en te´rminos de ∇φ de acuerdo a (8.40),
(8.41). En esta seccio´n se discuten las situaciones donde ambos φ(x) = 0 y
∇φ(xs) = 0 peroHφ(xs) 6= 0. Estas situaciones normalmente ocurren cuando
se presentan cambios topolo´gicos. Por simplicidad, se discutira´ el caso en dos
dimensiones.
A partir de los ca´lculos es conocido que si Hψ(xs) es positivo (negativo)
definido, entonces ψ posee un mı´nimo (ma´ximo) local en xs . Si Hψ(xs) es
indefinido en xs, no hay extremo en ese punto. Tres ejemplos cano´nicos de
estas situaciones son
Hψ1(xs) =
[
1 0
0 1
]
, Hψ2(xs) =
[ −1 0
0 −1
]
, Hψ3(xs) =
[
1 0
0 −1
]
.
(8.55)
Obviamente, ψ1 toca el conjunto de nivel cero desde arriba, mientras ψ2
lo toca desde abajo, y ψ3 tiene un punto de silla en el conjunto de nivel cero
(ver figura 8.2). Al an˜adir una pequen˜a perturbacio´n h(x) a ψi, i ∈ {1, 2, 3},
se puede escribir la expansio´n de Taylor como:
h(xs + y) = h(xs) + 〈∇h(xs),y〉 + 1
2
〈Hh(xs)y,y〉 + O(|y|3). (8.56)
Entonces, la suma ψ = ψi + h obviamente tiene la expansio´n
ψi(xs + y) = h(xs) + 〈∇h(xs),y〉 + 1
2
〈H(ψi(xs) + h(xs))y,y〉 + O(|y|3)
(8.57)
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Figura 8.2: Cambios topolo´gicos cuando se an˜ade una pequen˜a perturbacio´n
h a ψ3. Centro: sin perturbacio´n, h ≡ 0; derecha: con perturbacio´n h(xs) < 0;
izquierda: con perturbacio´n h(xs) > 0.
donde i = 1, 2, 3 representan la forma correspondiente a ψi paraDi y la nueva
forma correspondiente a ψi para D˜i. En el caso definido positivo se tiene i = 1
en (8.55). Aqu´ı, el punto xs es un punto aislado con ψ(xs) = 0 en el exterior
de la forma anterior D1. Si h(xs) > 0, el punto xs se encuentra claramente
fuera de D˜i. Sin embargo, si h(xs) < 0, entonces xs abarca una regio´n vecina
(siendo |y| suficientemente pequen˜a en (8.57)) con valores negativos de ψ1,
tal que una nueva forma ha sido creada alrededor xs. En otras palabras,
un cambio topolo´gico ha ocurrido. El escenario contrario es descrito por ψ2,
donde xs representa un punto aislado con ψ2(xs) = 0 en una vecindad de
valores estrictamente negativos de ψ2(x) = 0. An˜adiendo una perturbacio´n
h con h(xs) > 0 se crea un agujero dentro de la nueva forma D˜2.
Se puede observar fa´cilmente que la funcio´n conjunto de nivel ψ3 (indicada
en la figura 8.2) describe la situacio´n de dos partes de una forma D3 que se
tocan en el punto xs, y al mismo tiempo hay dos partes de Ω\D las cuales
tambie´n se tocan en xs (imagen central de la figura 8.2). An˜adiendo una
perturbacio´n h con h(xs) < 0 (imagen derecha de la figura 8.2) las dos
partes de contacto de la forma D3 ’se reunen’donde las dos partes de Ω\D3
’se separan’formando D˜3. En la situacio´n de h(xs) > 0 (imagen izquierda de
la figura 8.2) esta es solo la otra forma alrededor: las dos partes de contacto
de D3 ’se separan’y las dos partes de Ω\D3 ’se reunen’cuando se forma D˜3.
La relevancia de esta observacio´n para el problema de reconstruccio´n de
formas es claro. Cuando durante la evolucio´n de la forma ocurre que φ(x) = 0
y ∇φ(xs) = 0 (pero Hφ(xs) 6= 0), se debe encontrar una correccio´n h(x) en
el punto que reduce el funcional de coste. En los primeros dos casos de i = 1
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y i = 2 esto conduce directamente al concepto de derivada topolo´gica, donde
en el tercer caso i = 3 esto conduce a la decisio´n de separar o unir algunas
formas.
APE´NDICE 3.4. Ma´s de dos litofacies (I)
En lo siguiente describimos varias te´cnicas desarolladas en la literatura
para representar ma´s que dos fases usando conjuntos de nivel.
Una generalizacio´n directa de la te´cnica descrita en la seccio´n 2.1 consiste
en usar conjuntos de nivel adicionales de una funcio´n lo suficientemente suave
(por ejemplo, Lipschitz continua), adema´s del conjunto de nivel cero, con la
idea de describir regiones diferentes de un dominio dado [88, 156, 92]. Por
ejemplo, se puede definir
Γi = {x ∈ Ω, ψ(x) = ci} (8.58)
Di = {x ∈ Ω, ci+1 < ψ(x) < ci} (8.59)
donde ci son valores previamente especificados con ci+1 > ci para i = 0, . . . , i−
1, y con c0 = +∞, ci = −∞. Entonces, se tiene
Ω =
i⋃
i=0
Di, con Di ∩Di′ = ∅ para i 6= i′. (8.60)
Sin embargo, esta´ claro que se deben imponer ciertas restricciones topolo´gi-
cas sobre la distribucio´n de las regiones Di a partir de esta formulacio´n. Este
tipo de aplicaciones se presentan en [88].
En [83] se presenta una alternativa interesante para describir mu´ltiples
fases de un dominio a partir de una sola funcio´n de conjunto de nivel en la
aplicacio´n de segmentacio´n de ima´genes. Esto se hace asumiendo que existe
una funcio´n de conjunto de nivel que puede tomar solo un pequen˜o nu´mero
de valores diferentes y predeterminados, por ejemplo,
ψ(x) = i en Di, para i = 0, . . . , i, (8.61)
Ω =
i⋃
i=0
Di, con Di ∩Di′ = ∅ para i 6= i′.
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Introduciendo una serie de funciones base γi
γi =
1
αi
i∏
j=1
j 6=i
(ψ − j) con αi =
i∏
j=1
j 6=i
(i− j) , (8.62)
podemos definir la distribucio´n de para´metros K(x) como
K =
i∑
i=1
ciγi. (8.63)
A partir de (8.61)-(8.63) se obtiene
K(x) = ci para x ∈ Di. (8.64)
Algunos resultados nume´ricos obtenidos usando este modelo se presentan en
[83].
APE´NDICE 3.5. Ma´s de dos litofacies (II)
En esta seccio´n se discuten tres me´todolog´ıas donde se usan ma´s de una
funcio´n de conjunto de nivel para modelar situaciones de mu´ltiples fases.
En [156] la idea que se discute es usar una funcio´n de conjunto de nivel
individual para cada fase en una aplicacio´n para describir el movimiento de
varias fases, con la idea de crear un vector de funciones de conjuntos de nivel,
por ejemplo
Γi = {x ∈ Ω, ψi(x) = 0} (8.65)
Di = {x ∈ Ω, ψi(x) ≤ 0} (8.66)
para funciones de conjunto de nivel lo suficientemente suaves (del tipo Lip-
schitz continuas) ψi, i = 0, . . . , i. En esta formulacio´n, se necesita tomar
especial cuidado para tratar bien o evitar el solapamiento de fases diferentes,
ya que esto no se encuentra automa´ticamente incorporado en el modelo. Para
ma´s detalles de como manejar este tipo de situaciones y otras similares ver
[156]. Despreciando estos detalles espec´ıficos, la formulacio´n para encontrar
direcciones de disminucio´n del funcional de coste sigue la misma l´ınea que las
formulaciones anteriormente discutidas para una sola funcio´n de conjunto de
nivel, y por lo tanto se omite su derivacio´n en esta parte.
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Una forma alternativa de describir las diferentes fases usando ma´s que una
funcio´n de conjunto de nivel fue introducida en la literatura por [142] en la
aplicacio´n de segmentacio´n de ima´genes y posteriormente fue investigada en
ma´s profundidad por [14, 29, 28, 51, 86, 138] en el a´rea de problemas inversos.
Esta consiste en definir varias funciones de conjuntos de nivel y evolucionarlas
[103, 87]. Particularmente en el contexto de inversio´n de formas usando datos
electromagne´ticos se encuentran los trabajos de [88] los cuales desarrollan una
estrategia de conjunto de nivel por etapas en el cual las propiedades de los
materiales se codifican sobre la base de una forma binaria, donde los pares
codificados evolucionan. Aqu´ı se presenta un ejemplo de ello.
Si se asume que se quiere modelar y recuperar un objeto que consiste con
cuatro regiones diferentes Dν , ν ∈ {1, 2, 3, 4}, cada una de ellas posiblemente
constituida por subregiones no conectadas y con su propio valor de para´metro
Kν . El objetivo es reconstruir las formas y los valores de los para´metros
simulta´neamente a partir de los datos.
Para describir la distribucio´n de cuatro formas en el dominio Ω se definen
dos funciones de conjunto de nivel ψ1 y ψ2 combinadas de la siguiente forma:
K(x) = K1(1−H(ψ1))(1−H(ψ2)) + K2(1−H(ψ1))H(ψ2) (8.67)
+K3H(ψ1)(1−H(ψ2)) + K4H(ψ1)H(ψ2)
donde los valores del contraste Kν , ν = 1, . . . , 4 var´ıan de manera suave
dentro de cada regio´n. Las cuatro regiones diferentes son codificadas como
D1 = { x, ψ1 ≤ 0 y ψ2 ≤ 0 } (8.68)
D2 = { x, ψ1 ≤ 0 y ψ2 > 0 }
D3 = { x, ψ1 > 0 y ψ2 ≤ 0 }
D4 = { x, ψ1 > 0 y ψ2 > 0 }
Esto genera una cobertura completa del dominio Ω a partir de las cuatro
regiones, cada punto x ∈ Ω es parte de exactamente una de las cuatro formas
Dν , ver la figura 8.3.
Se define b = (K1, . . . , K4) y se escribe el funcional de coste en la forma
J (ψ1, ψ2,b) = 1
2
‖R(ψ1, ψ2,b)‖2. (8.69)
En este punto se busca una familia de leyes de evolucio´n que aseguran la
disminucio´n del funcional de coste. Estas leyes son
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Figura 8.3: Representacio´n de mu´ltiples formas usando la funcio´n conjunto
de nivel por etapa.
dψ1
dt
= f1(x, t, . . .);
dψ2
dt
= f2(x, t, . . .); (8.70)
dKν
dt
= fˆν(x, t, . . .), ν = 1, . . . , 4. (8.71)
f1, f2 y fˆν son funciones reales. Usando de nuevo la regla de la cadena, se
tiene formalmente
dJ
dt
=
dJ
dK
∂K
∂ψ1
dψ1
dt
+
dJ
dK
∂K
∂ψ2
dψ2
dt
+
4∑
ν=1
dJ
dK
∂K
∂Kν
dKν
dt
. (8.72)
A partir de (8.67) se encuentra la expresio´n para ∂K
∂ψ1
, ∂K
∂ψ2
, ∂K
∂K1
y ∂K
∂K2
. Pro-
cediendo de la misma forma que antes, se obtienen las contribuciones corre-
spondientes a (8.72). Ahora se presentan las dos expresiones caracter´ısticas
que son verificadas fa´cilmente:
dJ
dK
∂K
∂ψ1
dψ1
dt
=
〈
R′(K)∗R(K) , ∂K
∂ψ1
dψ1
dt
〉
P
(8.73)
=
〈
R′(K)∗R(K) , δ(ψ1)
[
(K3−K1)(1−H(ψ2))+ (K4−K2)H(ψ2)
]
f1(x, t, . . .)
〉
P
,
dJ
dK
∂K
∂K1
dK1
dt
=
〈
R′(K)∗R(K) , ∂K
∂K1
dK1
dt
〉
P
(8.74)
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=
〈
R′(K)∗R(K) , (1−H(ψ1))(1−H(ψ2)) fˆ1(x, t, . . .)
〉
P
.
Como un caso especial de (8.74), si se asume que los valores de los para´metros
Kν son constantes dentro de cada regio´n, los te´rminos fˆ no dependen de la
variable del espacio x tal que (8.74) se convierte en
dJ
dK
∂K
∂K1
dK1
dt
= fˆ1(t, . . .)
∫
D1
R′(K)∗R(K)(x) dx (8.75)
donde la regio´n D1 es definida por (8.68). Ahora es fa´cil definir las direcciones
de descenso del funcional de coste como f1, f2 y fˆν , ν = 1, . . . , 4, las cuales
reducen simulta´neamente el coste (8.69) durante la evolucio´n (8.70)-(8.71).
Una variacio´n del modelo de conjunto de nivel con mu´ltiples niveles de
funciones suaves es el uso de ma´s de una funcio´n de conjunto de nivel de fun-
ciones binarias y ha sido propuesto en [83] para la aplicacio´n de segmentacio´n
de ima´genes. De forma similar a la discusio´n anterior, aqu´ı se restringe la de-
scripcio´n al caso de las cuatro fases usando dos funciones de conjunto de
nivel (variables) ψ1 y ψ2. En el modelo de conjunto de nivel binario, las dos
funciones conjunto de nivel deben satisfacer:
ψi ∈ {−1 , 1}, o´ ψ2i = 1, i ∈ {1, 2}. (8.76)
La funcio´n de para´metros K(x) viene dada por (8.67). Las cuatro regiones
diferentes vienen dadas por
D1 = { x, ψ1 = −1 y ψ2 = −1 } (8.77)
D2 = { x, ψ1 = −1 y ψ2 = +1 }
D3 = { x, ψ1 = +1 y ψ2 = −1 }
D4 = { x, ψ1 = +1 y ψ2 = +1 } .
Combinando (8.76),(8.67) y (8.77), la funcio´n de para´metro K(x) obtiene la
forma
K(x) =
1
4
(
K1(ψ1 − 1)(ψ2 − 1) − K2(ψ1 − 1)(ψ2 + 1) (8.78)
−K3(ψ1 + 1))(ψ2 − 1) + K4(ψ1 + 1)(ψ2 + 1)
)
.
Las direcciones de gradiente para un funcional de coste dado pueden ser
calculadas de forma similar como en la seccio´n 8. Para ma´s detalles ver
[83, 103].
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En la aplicacio´n de caracterizacio´n de yacimientos las te´cnicas descritas
anteriormente no funcionan de manera satisfactoria en nuestros experimentos
nume´ricos. Por ejemplo, usando dos funciones de conjunto de nivel para car-
acterizar cuatro litofacies se generan valores erroneos en las zonas cr´ıticas o de
solape que no tienen justificacio´n f´ısica en estas zonas. Por eso, se desarollan
en esta tesis estrategias alternativas para tratar esta aplicacio´n importante.
APE´NDICE 4. Estrategias de regularizacio´n
para la inversio´n de formas
Cuando se aplican las correcciones a la funcio´n de conjunto de nivel
basadas en las direcciones de gradiente que reducen el funcional de coste, en
ocasiones se obtienen fronteras muy irregulares en la funcio´n conjunto de niv-
el despue´s de varios pasos de tiempo. Si existe ruido en los datos, es necesario
introducir herramientas para alcanzar una solucio´n estable. Esto conduce al
concepto de regularizacio´n. En la pro´xima parte se describen algunas posibil-
idades para incorporar regularizacio´n en los esquemas de reconstruccio´n de
formas usando el me´todo de conjuntos de nivel. Esta seleccio´n incluye solo
pocas de las bien conocidas herramientas de regularizacio´n que pudiesen ser
adaptadas a esta clase de problemas inversos (para una vista general de las
te´cnicas de regularizacio´n en problemas inversos ver [49, 99, 149].)
Regularizacio´n suavizando las correcciones de la funcio´n de con-
junto de nivel
Considerando el operador T (ψ) = R(Π(ψ)). Diferenciacio´n formal por la
regla de la cadena da
T ′(ψ) = R′(Π(ψ))Π′(ψ). (8.79)
La direccio´n de gradiente (formal) del funcional de coste por mı´nimos cuadra-
dos
Jˆ (ψ) = 1
2
‖R(K(ψ))‖2Z (8.80)
viene dado por
gradJˆ (ψ) = T ′(ψ)∗T (ψ) (8.81)
donde T ′(ψ)∗ es el L2-adjunto de T ′(φ). Se tiene
Π′(ψ) = (Ki −Ke)δ(φ) (8.82)
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donde la distribucio´n delta de Dirac δ(φ), sin embargo, aqu´ı sera´ aproximado
por una funcio´n L2-adecuada. En las implementaciones nume´ricas, se usara´n,
por ejemplo, la funcio´n de bandas χψ,d(x) como se define en la seccio´n 2.1
para este propo´sito. Entonces, se puede escribir
T ′(ψ)∗ = Π′(ψ)∗R′(Π(ψ))∗ . (8.83)
Asumiendo que ψ ∈ W1(Ω) donde
W1(Ω) = {ψ : ψ ∈ L2(Ω) , ∇ψ ∈ L2(Ω) , ∂ψ
∂ν
= 0 en ∂Ω} , (8.84)
se necesita reemplazar el operador adjunto T ′(ψ)∗ por el nuevo operador
adjunto T ′(ψ)◦ que mapea el espacio de los datos en el espacio de Sobolev
W1(Ω). Usando el producto interno con pesos se tiene:
〈v, w〉W1(Ω) = α〈v, w〉L2(Ω) + β〈∇v,∇w〉L2(Ω) (8.85)
donde α ≥ 1 y β > 0 son para´metros de regularizacio´n cuidadosamente
seleccionados. As´ı se obtiene
T ′(ψ)◦ = (αI − β∆)−1 T ′(ψ)∗. (8.86)
El operador definido positivo (αI−β∆)−1 tiene el efecto de proyectar el gra-
diente T ′(ψ)∗T (ψ) desde L2(Ω) hacia el espacio de SobolevW1(Ω). De hecho,
la seleccio´n de los para´metros de peso α y β visualmente tendra´ el efecto de
regularizar la correccio´n en diferente grado. En particular, oscilaciones de al-
ta frecuencia o´ discontinuidades de las correcciones para la funcio´n conjunto
de nivel son eliminadas, lo que permite obtener formas con fronteras ma´s
regulares.
Expresando fr = T ′(ψ)◦T (ψ) y fd = T ′(ψ)∗T (ψ), fr puede ser formal-
mente interpretado como el minimizador del funcional de coste
Jˆ (f) = α− 1
2
‖f‖2L2 +
β
2
‖∇f‖2L2 +
1
2
‖f − f
d
‖2L2 . (8.87)
En particular, el proceso de minimizacio´n de (8.87) puede ser comproba-
do aplicando un me´todo de gradiente en lugar de aplicar expl´ıcitamente
(αI − β∆)−1 a f
d
. El flujo del gradiente (8.87) genera una ecuacio´n de calor
modificada (o´ difusio´n) de la forma
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vt − β∆v = fd − αv para t ∈ [0, τ ] (8.88)
v(0) = f
d
,
con un termino de calor dependiente del tiempo f
d
−αv, cuya solucio´n evolu-
ciona hacia el minimizador fr de (8.87) para τ → ∞. Pra´cticamente, se
comprueba que se logra un buen efecto de regularizacio´n en lugar de (8.88),
resolviendo la ecuacio´n de calor para algunos pasos de tiempo:
vt − β∆v = 0 para t ∈ [0, τ ] (8.89)
v(0) = f
d
,
con un τ pequen˜o, usando vˆ = v(τ) en lugar de fr como correccio´n. Para
ma´s detalles ver [60, 45].
El esquema de regularizacio´n descrito solo se aplica sobre las correcciones
(o´ te´rminos f en la ecuacio´n de evolucio´n), pero no sobre la funcio´n de
conjunto de nivel directamente. En particular, en el caso que una solucio´n
satisfactoria del problema de reconstruccio´n de formas ha sido alcanzada
tal que los residuos cumplen un criterio de parada, entonces la evolucio´n
sera´ detenida.
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