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Samarium hexaboride (SmB6) is the first strongly correlated material with a recognized non-
trivial band-structure topology. Its electron correlations are seen by inelastic neutron scattering
as a coherent collective excitation at the energy of 14 meV. Here we calculate the spectrum of
this mode using a perturbative slave boson method. Our starting point is the recently constructed
Anderson model that properly captures the band-structure topology of SmB6. Most self-consistent
renormalization effects are captured by a few phenomenological parameters whose values are fitted
to match the calculated and experimentally measured mode spectrum in the first Brillouin zone.
A simple band-structure of low-energy quasiparticles in SmB6 is also modeled through this fitting
procedure, because the important renormalization effects due to Coulomb interactions are hard to
calculate by ab-initio methods. Despite involving uncontrolled approximations, the slave boson
calculation is capable of producing a fairly good quantitative match of the energy spectrum, and a
qualitative match of the spectral weight throughout the first Brillouin zone. We find that the “fitted”
band-structure required for this match indeed puts SmB6 in the class of strong topological insulators.
Our analysis thus provides a detailed physical picture of how the SmB6 band topology arises from
strong electron interactions, and paints the collective mode as magnetically active exciton.
I. INTRODUCTION
Kondo insulators are “heavy fermion” materials
whose quasiparticle excitations have band-insulating
dynamics1–11. The most studied Kondo insulator is
samarium hexaboride (SmB6), but other similar mate-
rials are also known (e.g. YbB12, Ce3Bi4Pt3, CeNiSn,
CeRhSb, Ce3Pt3Sb3, UNiSn). In the simplest physi-
cal picture of Kondo insulators, the quasiparticles are
electrons from the hybridized atomic d and f orbitals
of the material’s rare earth element. The hybridization
caused by the crystal environment opens a band-gap in
the quasiparticle spectrum, which can be renormalized by
interactions to a small value, about 19 meV in SmB6
12.
The history of SmB6 goes back to at least 1969.
Numerous experiments have revealed strong effects of
Coulomb interactions among the samarium’s “heavy” f
electrons. The quasiparticle spectrum of SmB6 is sig-
nificantly renormalized by interactions in a temperature-
dependent manner13. Even more strikingly, inelastic neu-
tron scattering (INS)5,9,14,15 has identified a coherent col-
lective mode in SmB6. The energy of this mode is smaller
than the quasiparticle excitation gap (charge gap), and
thus protects it from decay. Given that the lowest energy
excitation is a bosonic mode, SmB6 can be considered a
strongly correlated insulator. Still, the f electrons are
likely not localized by Coulomb interactions in SmB6,
judging by the observed mixed valence of samarium16,17.
This supports the picture of “dressed” hybridized elec-
trons as quasiparticles, whose scattering in the particle-
hole channel produces a collective exciton mode.
The interest in SmB6 and other Kondo insulators has
been renewed recently by the realization that their band-
structure may have non-trivial topology18–22. As a puta-
tive strong topological insulator (TI), SmB6 is expected
to have a metallic crystal boundary protected against any
source of backscattering that respects the time-reversal
(TR) symmetry. Indeed, several transport23–28, quan-
tum oscillation29 and surface spectroscopy30–34 experi-
ments have directly probed this metallic boundary and
generally provided evidence for its existance. At the same
time, SmB6 has been heralded as the first true TI with a
fully insulating bulk35, unlike the original bismuth-based
TIs whose bulks remain weakly conducting due to sta-
tistically unavoidable crystal defects36–38. More impor-
tantly, SmB6 is the first strongly-correlated TI as a mem-
ber of the heavy fermion family of materials. Therefore,
its metallic boundary is likely susceptible to various forms
of strong electron correlations39,40.
In this paper we focus on the bulk collective mode of
SmB6 as a direct indicator of strong correlations and an
indirect indicator of band-structure topology. We present
the detailed theoretical analysis of the mode’s dispersion
that was able to reproduce the recent INS measurement
with a reasonable quantitative accuracy15.
Inelastic magnetic neutron scattering provides direct
access to spatial and temporal information about spin
fluctuations. INS measurements were previously re-
ported for both polycrystalline and single crystal SmB6.
Comprehensive investigations of phonons in SmB6 have
mapped out all acoustic, and the lowest optical phonon
branches in the main symmetry directions41. Further
INS measurements characterized magnetic excitations
in single crystalline SmB6. Two types of excitations
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2were tentatively identified as (1) high energy (40 meV
and 130 meV) intra-J-multiplet excitations of the short
lived integral-valence 4f6 and 4f5 states, and (2) a co-
herent bound state at approximately 14 meV. The in-
tensity of the coherent 14 meV mode at the wavevector
Q = (0.5, 0.5, 0.5) observed by INS rapidly increases as
the sample is cooled below the insulating transition at
30 K, suggesting that it originates from hybridization42.
Such properties of the magnetic excitation spectrum are
intimately connected with the nature of the mixed valent
ground state wavefunction.
Our calculation of the 14 meV collective mode spec-
trum applies the perturbative slave boson method to the
variant of the Anderson lattice model that is capable of
capturing a non-trivial band topology18,20. Several ap-
proximations are introduced to enable numerical calcu-
lation of the collective mode dispersion from a detailed
modeled quasiparticle band-structure without jeopardiz-
ing any important renormalization effects. In this man-
ner, we are able to treat the quasiparticle spectrum as
a multi-component variational parameter. Ideally, the
band-structure parameters are to be varied until the best
match is found between the calculated and experimen-
tally measured mode dispersions in the entire first Bril-
louin zone. This procedure thus provides indirect means
to extract band-structure information from the INS data.
It can have only a limited quantitative accuracy, but suffi-
cient for the reliable determination of the band topology.
As an experiment-based method, it can complement ab-
initio calculations43–46 whose accuracy in the low-energy
sector is significantly limited by the presence of strong
interactions.
So far, we considered a set of simple tight-binding
band-structures on the cubic lattice of samarium atoms
with up to third-neighbor hopping in both d and f or-
bitals, instead of freely varying the band-structure pa-
rameters. Some of these band-structures were inspired by
ab-initio results. Remarkably, however, the best model
we found was simple, with dominant third-neighbor hop-
ping at least in the d orbital. Consistent with this emerg-
ing picture are not only the ARPES findings of deep
pockets surrounding X points31–33, but also the chem-
istry of SmB6. Lying within the Bravais lattice of samar-
ium atoms, the B6 cluster has molecular orbitals lying
along the main body diagonal in a t1u state. This or-
bital is the LUMO state of the cluster when samarium is
in the Sm2+ configuration and facilitates third-neighbor
exchange. Furthermore, INS data from our previous work
supports such a model, and the topology of the underly-
ing band structure established SmB6 as a strong TI
15.
Our perturbative calculation paints a plausible physi-
cal picture of the collective mode as an exciton with inter-
nal “multiplet” states that transform non-trivially under
TR. Similar theoretical descriptions have been proposed
in the past, both from the intermediate-valence47 and
localized moment4,11,48 points of view. We improve on
these studies in multiple ways. First, our calculations are
based on the Anderson model of SmB6, which is appropri-
ate for the experimentally observed intermediate-valence
dynamics. This Anderson model is further crafted to
describe the realistic d-f hybridization due to the crys-
tal fields and spin-orbit coupling. Spin-orbit coupling is
essential for the non-trivial topology, but has not been
considered in the earlier collective mode studies. Sec-
ond, we implement a perturbative RPA calculation at
the level of a two-body correlation function. This cap-
tures the emergence of an exciton bound state. Earlier
RPA studies focused on self-energy corrections to the un-
bound particle-hole susceptibility, brought by the spin-
exchange. We find that such self-energy corrections flat-
ten the dispersion of the bound state. Lastly, our method
can take a realistic quasiparticle spectrum and attempt
to quantitatively describe an experiment while requiring
only moderate numerical treatment.
This paper is organized as follows. Section II describes
the minimal model of SmB6 and the slave-boson method.
Section III presents the perturbative collective mode cal-
culation that utilizes the slave boson method, and ex-
plains both the analytical and numerical steps. Section
IV compares the theoretical calculation with the neutron
scattering data and draws the essential conclusions about
both the quasiparticle and collective mode spectrum. All
findings of the paper are summarized in the final section
V.
II. PRELIMINARIES
A. The minimal model
The relevant degrees of freedom of SmB6 are electrons
that originate from the d and f orbitals of samarium
atoms. The cubic crystal fields split the original sex-
tuplet of the samarium’s f orbitals into a doublet and
quadruplet, while hybridizing them with the d orbitals
due to the lost rotational symmetry at samarium sites.
The resulting band dominated by the d orbitals has a
broad energy dispersion, while the bands dominated by
the f orbitals are nearly flat and have a large effective
mass. In SmB6 and all Kondo insulators, the intrinsic
d and f bands have inverted dispersions at all momenta
where they hybridize. This is a prerequisite for a bandgap
to open as a result of hybridization, as shown in Fig.1. A
Kondo insulator such as SmB6 forms because its Fermi
level sits inside this hybridization gap.
The essential dynamics of SmB6 is described by the
following tight-binding Hamiltonian defined on the cubic
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FIG. 1. (a) A schematic band-structure of SmB6. (b) Hy-
bridization does not produce a bandgap without inverted
band dispersions. Note that the formation of an insulating
state upon hybridization, as in (a), forms extrema in the
region of the Fermi-level. These extrema define a gapped
“pseudo Fermi surface” and play the prominent role in the
low energy dynamics of the spin-exciton.
lattice of Sm atoms18,20:
H =
∑
l
∑
σ
∫
1BZ
d3k
(2pi)3
ξlkd
†
lσkdlσk (1)
+
∑
α
∫
1BZ
d3k
(2pi)3
αkf
†
αkfαk
+
∑
l
∑
ασ
∑
RR′
(
Vlσα;RR′d
†
lσRfαR′ + h.c.
)
+U
∑
R
∑
αβ
f†αRfαRf
†
βRfβR .
This is a second-quantized Hamiltonian expressed in
terms of the creation and annihilation operators of the in-
trinsic d and f electrons. The spread of the samarium’s
atomic orbitals into bands is captured by the d and f
band dispersions ξlk and αk respectively, while the hy-
bridization Vlσα;RR′ is treated separately. For simplicity,
this model neglects the spin-orbit coupling of d electrons
and thus regards their spin σ = {↑, ↓} as a good quan-
tum number prior to hybridization. The internal quan-
tum number of f orbitals is the multiplet index α prior
to hybridization. Throughout this paper we will work in
the units ~ = a = 1, where a is the lattice constant and
all real-space field operators are dimensionless.
Generally, Kondo materials could have multiple dy-
namically active d orbitals, here indexed by l = 1, . . . , Nd,
and multiple pairs of f orbitals indexed by α = 1, . . . , Nf .
The band-structure of SmB6 is unfortunately not well
known due to fundamental difficulties in dealing with
strongly interacting f electrons in ab-intio calculations,
as well as the limited energy resolution of experimental
approaches such as ARPES. However, at least within this
model, a Kondo insulator is possible only if there is no
more than one spin-degenerate d orbital (Nd = 1) and
one doublet of f orbitals (Nf = 2)
49. Therefore, we will
drop the index l from now on, and work with a doublet
of f orbitals.
The hybridization Vlσα;RR′ mixes d and f orbitals
across nearby lattice sites R,R′; nearest neighbor mixing
is dominant and yields by itself a simple Fourier trans-
form of the hybridization coupling18,20
Vσα;k =
∑
R−R′
Vσα;R−R′ e
−ik(R−R′) , (2)
which is characterized by a single energy scale V0:
Vk =
√∑
ασ
|Vσαk|2 = V0
√
sin2(kx) + sin
2(ky) + sin
2(kz)
(3)
The Coulomb interaction is most effective in the small-
bandwidth f band. Occupying a single lattice site with
more than one f electron costs potential energy that
greatly exceeds their kinetic energy and can be regarded
as a high energy state. Instead of formulating a com-
plicated microscopic interaction potential, we capture all
important physics by the on-site repulsion U among the
f electrons. Furthermore, we approximate U → ∞ by
comparison to other energy scales, prohibiting double site
occupancy by f electrons in our theory.
B. Slave boson method
Given that U is very large in (1), we cannot directly
treat it as a perturbation to the solvable non-interacting
part of the Hamiltonian. Instead, we apply the widely
used slave boson approximation50. The f electron field
operators are first represented as the product of auxiliary
slave boson b and slave fermion ψ operators:
f†αR = ψ
†
αRbR . (4)
This introduced redundancy in the degrees of freedom
is removed by a local constraint that prohibits double-
occupancy of any lattice site by f electrons:∑
α
ψ†αRψαR + b
†
RbR = 1 . (5)
If it were possible to handle the constraint exactly, this
new representation of dynamics would be completely
equivalent to the original one in the U →∞ limit. Once
the double-occupancy is strictly prohibited, we can for-
mally remove the interaction U term from the Hamil-
tonian. However, uncontrolled but physically motivated
approximate implementations of the constraint are nec-
essary in order to make progress. This approach is often
used in studies of spin liquids that exhibit spin-charge
separation. We associate the charge of an f electron with
the fermionic slave fermion, while the slave boson remains
neutral.
The simplest level of approximation is the mean-field
slave boson theory, which assumes that the slave bosons
are condensed and neglects all quantum fluctuations
about the condensate. A slave boson condensate is physi-
cally justified in SmB6 by the virtue of samarium’s mixed
4valence: electrons in the f orbitals are still mobile, so the
slave bosons can be mobile as well and condense at a finite
amplitude 0 < |B| < 1. The mean-field approximation
amounts to replacing the slave boson operators bR by a
single complex amplitude 〈bR〉 = B in (4), and also in
the local constraint (5) provided that we implement it
softly (on average):〈∑
α
ψ†αRψαR
〉
+ |B|2 = 1 (6)
The ensuing mean-field Hamiltonian obtained from (1) is
formally non-interacting:
Hmf =
∫
1BZ
d3k
(2pi)3
[∑
σ
ξkd
†
σkdσk +
∑
α
˜kψ
†
αkψαk
+
∑
ασ
(
VσαkB
∗d†σkψαk′ + h.c.
)]
(7)
+
V
a3
(′f |B|2 − η)(1− |B|2)
(V is the system volume and a is the lattice constant).
The slave boson amplitude |B| is determined by minimiz-
ing the ground state energy of the mean-field Hamilto-
nian subject to the soft constraint (6). This is typically
done self-consistently through a Lagrange multiplier η,
so we added
η
∑
R
(∑
α
ψ†αRψαR + |B|2 − 1
)
(8)
to the original Hamiltonian (1). The slave-boson conden-
sate renormalizes both the hybridization term and the f
electron dispersion via:
˜k = (k − ′f )|B|2 + ′f + η . (9)
′f is the momentum-independent part of the intrinsic f
electron dispersion. Later on, in Eq.28 and numerical cal-
culations of the collective mode spectrum, we will write
′f = f − µ, where µ is the chemical potential (Fermi
level) and f is the energy shift of the f orbitals with
respect to the d orbitals.
In this work, we do not attempt to self-consistently
determine the renormalized spectrum from the micro-
scopic one because the latter is unknown. Instead, we
extract the already renormalized low-energy quasipar-
ticle spectrum from the neutron scattering data. The
renormalized hybridization bandgap is taken from resis-
tivity measurements, and sets the value of |B|V0 in our
model while providing additional constraints on the elec-
tron dispersion. Similarly, estimates of the renormalized
f electron dispersion determine the energy displacement
′f + η of the intrinsic f and d bands. Once we pick a
band-structure consistent with experimentally available
information, we diagonalize (7) and compute
∑
α〈ψ†αψα〉
in the band-insulating ground state of hybridized elec-
trons. This then directly determines |B|2 through the
soft constraint (6).
With this procedure in mind, we can readily diago-
nalize the mean-field Hamiltonian of hybridized two-fold
degenerate d and f orbitals:
Hmf =
∑
sλ
∫
1BZ
d3k
(2pi)3
EλkΨ
†
sλkΨsλk . (10)
The mean-field electron spectrum
Eλk =
ξk + ˜k
2
+ λ
√(
ξk − ˜k
2
)2
+ V 2k |B|2 , λ = ±1
(11)
consists of the conduction (λ = 1) and valence (λ =
−1) bands separated by a small bandgap. Both bands
are two-fold spin degenerate, (s = ±1). The hybridized
electron operators are:
Ψsλk =
(Eλk − ˜k)d˜sk + VkB ψ˜sk√
(Eλk − ˜k)2 + V 2k |B|2
(12)
where
d˜sk =
d↑k + s d↓k√
2
(13)
ψ˜sk =
1
Vk
∑
α
(
V↑αk + s(−1)αV ∗↑α¯k
)
ψαk
in terms of the hybridization couplings Vσαk defined
in18,20. The symbol α¯ labels the orbital f state obtained
from the state α upon time-reversal.
It is important to emphasize that the slave boson con-
densate considered here does not give rise to Goldstone
modes (such gapless collective excitations have never
been observed in SmB6). There are two reasons for this.
First, our slave bosons are electrically neutral, being re-
lated to the collective exciton modes that we seek to
understand40. The only global U(1) symmetry of the
Hamiltonian is the one corresponding to charge conser-
vation. Therefore, a neutral slave boson condensate can-
not spontaneously break any symmetry of the Hamilto-
nian. Its formation can be viewed instead as a result
of an explicit “symmetry” violation in the Hamiltonian,
which allows only gapped collective modes. It should
be noted here that the slave boson representation (4)
of the electron operator introduces an unphysical local
(gauge) symmetry in the slave boson Hamiltonian, un-
der the transformation bR → eiθRbR, ψαR → eiθRψαR.
No physical degree of freedom in the original Hamilto-
nian (1) is associated with this fictitious symmetry, so
we must “fix the gauge”. Even though the condensate
formally breaks the global part of this symmetry, this
cannot correspond to any physical gapless excitations.
The second reason for the absence of Goldstone modes
lurks in the exact local constraint (5). Any propagation
of a slave boson current on top of the uniform condensate
is correlated with a slave fermion current that propagates
in the opposite direction. Fermion currents are gapped
in Kondo insulators, so the slave boson currents must
be gapped as well. This effect is missed in the averaged
constraint (6).
5C. Neutron scattering and susceptibility
Inelastic neutron scattering probes magnetic correla-
tions in materials. Since the low-energy scattering pro-
cesses in Kondo insulators involve electrons with large
effective mass, we may assume that neutrons are most
sensitive to the electrons’ internal degrees of freedom.
The neutron scattering cross section is then proportional
to the product of the “transverse” spin-spin correlation
function:
S⊥(q,Ω) =
∑
R
∞∫
−∞
dt e−i(qR−Ωt)
〈
S⊥R(t)S
⊥
0 (0)
〉
. (14)
and a momentum-dependent form factor F (q) that en-
codes the details of scattering from a single ion51. The
total electron’s angular momentum operators S⊥R(t) at
the lattice position R and time t (in the Heisenberg pic-
ture) are projected on the plane perpendicular to q. This
correlation is also related to the dynamical magnetic sus-
ceptibility, which we can obtain by linear response theory.
The Zeeman energy of spins in an external magnetic field
is
VZ(t) = −
∑
R
BR(t)µR(t) = −γ
∑
R
BR(t)SR(t) . (15)
The response of spins to this perturbation is:〈
SiR(t)
〉
= −γ
∑
R′
dt′DijR−R′(t− t′)BjR′(t′) (16)
in terms of the retarded response function tensor
DijR−R′(t− t′) = −i
〈
[SiR(t), S
j
0(0)]
〉
θ(t) , (17)
where the superscripts i, j ∈ {x, y, z} label spatial di-
rections. The Fourier transform of (16) thus reveals the
proportionality between the dynamical magnetic suscep-
tibility tensor χij(q,Ω) and Dij(q,Ω). We can now ex-
press the non-retarded response (14) as:
S⊥(q,Ω) =
(
δij − qiqj
q2
)
Sij(q,Ω) , (18)
where −iSij = Re{−iSijr }+ Im{−iSijr }sign(Ω) and:
Sijr (q,Ω) = iDij(q,Ω) = i
∑
R
∫
dt e−i(qR−Ωt)DijR(t)
(19)
is the retarded “dynamical structure factor”.
As shown above, the key ingredient of the response
theory that relates to the neutron scattering experiment
is the spin-spin correlation function. Since the spin oper-
ators are obtained from the bilinear products of electron
creation and annihilation operators Ψ†,Ψ, we are ulti-
mately interested in the generalized correlation function:〈
Ψ†nR(t)ΨmR(t)Ψ
†
m′0(0)Ψn′0(0)
〉
(20)
The quantum numbers of electrons are here labeled by
n,m, etc. In the simple case of localized S = 12 spins we
would have
SR(t) =
1
2
Ψ†αR(t)σαβΨβR(t) , (21)
where σ are Pauli matrices and α, β label spin-projection
states. However, in our case the electrons of SmB6 are
not localized and carry a complicated internal quantum
number n shaped by the spin-orbit coupling and crys-
tal fields. This introduces another momentum-dependent
factor that contracts the indices of (20) and converts
this simple correlation function to the measured quan-
tity (18). The full form factor has no frequency depen-
dence, so it cannot affect the energy dispersion of any
collective mode. However, it modulates the magnitude
of the neutron cross section as a function of momenta,
especially outside of the first Brillouin zone in relation to
the electron wavefunctions at the length scales of a single
unit-cell. Note that
S⊥1 S
⊥
2 = S
x
1S
x
2 + S
y
1S
y
2 =
1
2
(
S+1 S
−
2 + S
−
1 S
+
2
)
(22)
for neutrons whose momentum is q = |q|zˆ. Thus, the
measured quantity S⊥(q,Ω) reflects spin flips or changes
along the direction of q. Regardless of the magnitude of
particle spins, the involved spin changes are always by
~, which is physically appropriate for neutrons. Thus,
neutrons couple to the total internal angular momentum
of the material’s degrees of freedom in this fashion.
We do not pursue a derivation of the form factor in this
work because we are primarily interested in the energy
dispersion of the collective mode. Instead, we calculate
the generic spin response function:
χnm,n′m′(q) ∝ −i
∫
1BZ
d4k
(2pi)4
d4k′
(2pi)4
(23)
×〈Ψ†n,kΨm,k+qΨ†m′,k′+qΨn′,k′〉
whose indices are eventually contracted to yield the dy-
namical magnetic susceptibility
χ(q) = Cnm,n′m′(q)χnm,n′m′(q) . (24)
For simplicity, we label the internal electron’s mean-field
quantum numbers (s, λ) by n,m, and denote by k =
(ω,k) and q = (Ω,q) the electron’s space-time momenta.
Even a non-interacting system contributes to the
dynamical magnetic susceptibility through its virtual
particle-hole excitations:
χ0;nm,n′m′(q) = i
∫
d4k
(2pi)4
G0;nn′(k)G0;m′m(k + q)
−iρ2 (2pi)4δ(q)δnmδn′m′ , (25)
The bare hybridized electron propagator in this expres-
sion is given by:
G0;sλ,s′λ′(k) =
δss′δλλ′
ω − Eλk + iλ0+ . (26)
6We are interested only in the q 6= 0 dependence of sus-
ceptibilities that reveal the dynamics of collective excita-
tions. The second term of (25) involving the local instan-
taneous (uniform) density ρ of electrons will, therefore,
drop out from our analysis. The remaining bare suscep-
tibility yields the well-known Lindhardt function, which
we discuss in detail in the following section.
D. Extracting the low-energy quasiparticle
spectrum from neutron data
Before proceeding with a perturbative calculation of
the collective mode dispersion in Section III, we analyze
here the Lindhardt function in the mean-field slave bo-
son model. The Lindhardt function describes the inco-
herent particle-hole excitations; the renormalization of
the quasiparticle spectrum by the slave boson conden-
sate will be taken into account, but no collective modes
can be captured by this analysis. Nevertheless, a collec-
tive mode peak of the magnetic susceptibility will have
its largest spectral weight near the regions of the first
Brillouin zone where the Lindhardt function is largest
(according to the RPA). Therefore, the Lindhardt func-
tion provides a useful first comparison relevant to the
low-energy quasiparticle band-structure.
The T = 0 Lindhardt function (25) for the mean-field
particle-hole excitations is:
χ0(q) = i
∫
d4k
(2pi)4
1
ω − E−,k − i0+ (27)
× 1
ω + Ω− E+,k+q + i0+
=
∫
d3k
(2pi)3
1
Ω− (E+,k+q − E−,k) + i0+ ,
where the hybridized quasiparticle energy Eλ,k is given
by (11) and we ignored the multiplicative factor aris-
ing from the contraction of internal degrees of freedom.
We use tight-binding dispersions ξk and k for the unhy-
bridized d and f bands respectively:
ξk = −2td1
x,y,z∑
i
cos(ki)− 2td2
x,y,z∑
i 6=j
cos(ki) cos(kj)
−2td3 cos(kx) cos(ky) cos(kz)− µ , (28)
k = −2tf1
x,y,z∑
i
cos(ki)− 2tf2
x,y,z∑
i 6=j
cos(ki) cos(kj)
−2tf3 cos(kx) cos(ky) cos(kz) + f − µ ,
up to the third-neighbor hopping.
The values of tdn, tfn, f as well as V0 in (3) are
considered variational parameters. We estimate them
from a few known properties of the low-energy quasipar-
ticle band-structure as well as the measured momentum-
dependent neutron scattering intensity. The magnitude
of d and f bandwidths, affecting ti in (28), and their
FIG. 2. Upper left, box denotes the first Brillouin zone,
while the wedge is the smallest symmetric portion of momen-
tum space and contains all high symmetry points. The plane
containing Γ, X and R is duplicated for comparison to Fig. 7.
Lower right, SmB6 crystal structure and hopping interactions.
t1, t2, t3 are first, second, and third neighbor hopping in the
tight-binding model.
approximate intersection (f ) was set by comparison to
ARPES measurements52. To maintain an insulating gap
under hybridization, tdi and tfi were related by a nega-
tive scale factor (Fig.1). The value of hybridization was
set to induce an indirect band gap of ≈ 19 meV matching
the charge gap seen in transport measurements.
In determining the dispersion of the band structure in
our minimal model, we considered hopping integrals in-
cluding first, second, and third-neighbors (i.e. all simple
exchanges within the Bravais lattice), using the Lind-
hardt function (27) as a guide. Integrating the inelastic
neutron spectrum over the range of the dispersion of the
observed resonant mode approximates the momentum-
space modulation of the low-energy incoherent intensity
and is easily calculated via the Lindhardt function. High
energy contributions are not expected to contribute sig-
nificantly to the bound state and are excluded in this
comparison.
The lowest energy particle-hole excitations arise from
the quasiparticle dispersion extrema (pointed out in
Fig.1) that form upon hybridization. Since the Lind-
hardt function tends to have largest amplitudes at the
wavevectors of the lowest energy particle-hole pairs, we
can indirectly deduce important features of the quasi-
particle spectrum by comparing the Lindhardt function
to the neutron scattering intensity. In this manner we
can even gain insight on the the band structure topol-
ogy, irrespective of the model used. The requisite sym-
metry of the resonant intensity at momentum transfer X
was used to constrain the location of a band inversion
to the X (and not M) point of the 1st Brillouin zone
in our previous work. Further investigation along this
line is in progress, and could potentially be utilized in
the study of other Kondo Insulator excitonic phenom-
7ena, even in the weakly interacting regime. The pa-
rameter space was extensively sampled, including values
previously indicated as relevant for SmB6
46. However,
dominant third-neighbor hopping showed a close corre-
spondence with INS data, having low-energy resonant in-
tensity peaked near the X and R crystallographic points.
Further supported by the molecular orbital configuration
of SmB6 (described above), we chose a third-neighbor
dominated band structure.
The guidance provided by the experiments and the
Lindhardt function greatly simplified the determination
of an optimal quasiparticle spectrum. Our best fit for
the 3rd-neighbor-only band-structure parameters is ulti-
mately obtained from the full collective mode calculation
and presented in Section IV.
III. PERTURBATIVE CALCULATION OF THE
COLLECTIVE MODE SPECTRUM
A. Fluctuations beyond the mean-field
The mean-field slave boson model is incapable of de-
scribing any collective modes. In the pursuit of collec-
tive modes, we must now consider the dynamics of slave
bosons. The full slave boson Hamiltonian is obtained
from the Anderson lattice model (1) by removing the
Coulomb term in favor of the local constraint applied on
the slave boson representation (4). Small slave boson
fluctuations about the condensate can be represented by
a dynamical field δbR:
bR = B + δbR . (29)
Averaging the local constraint (5) then produces:〈∑
α
ψ†αRψαR + δb
†
RδbR
〉
+ |B|2 = 1 . (30)
The fluctuations, therefore, shift the condensate ampli-
tude B with respect to the pure mean-field value arising
from (6), but this shift is small and we neglect it in our
calculations. Once the slave boson amplitude is obtained
self-consistently or by other means, the sufficiently small
fluctuations δbR are essentially unconstrained. The en-
suing slave boson Hamiltonian expressed in the basis of
the mean-field hybridized electrons takes the form:
H =
∑
sλ
∫
1BZ
d3k
(2pi)3
EλkΨ
†
sλkΨsλk +
∑
ss′
∑
λλ′
∫
1BZ
d3k
(2pi)3
d3k′
(2pi)3
[
Vsλ,s′λ′(k,k
′)Ψ†sλkΨs′λ′k′δb
†
k′−k + h.c.
]
(31)
−
∑
α
∑
RR′
tfRR′
(
Bδb†R′ +B
†δbR + δb
†
R′δbR
)
ψ†αRψαR′ +
∑
R
[
f (1− 4|B|2)|δbR|2 − f (B†2δb2R + h.c.) +O(δb3)
]
where
Vsλ,s′λ′(k,k
′) = a
3
2
λB∗
Vk|B|
√
(Eλk − ˜k)2 + V 2k |B|2
(ξk − ˜k)2 + 4V 2k |B|2
(E(−λ′)k′ − ˜k′)2 + V 2k′ |B|2
(ξk′ − ˜k′)2 + 4V 2k′ |B|2
(32)
×
∑
α
[V↑αkV
∗
↑αk′ + ss
′V ∗↑αkV↑αk′ + (−1)α
(
s′V↑αkV↑α¯k′ + sV
∗
↑α¯kV
∗
↑αk′
)
] .
Note that the factor of a
3
2 , where a is the lattice con-
stant, appears in the definition of Vsλ,s′λ′(k,k
′) because
we define the Fourier transforms as:
bk = a
3
2
∑
R
e−ikRbR = a−
3
2 (2pi)3δ(k)B + δbk . (33)
We also used the relationship
Vσ,α;k = (−1)α+(σ+1)/2 V ∗−σ,α¯;k (34)
between the hybridization couplings (2), which stems
from the TR invariance under σ → −σ, α→ α¯, k→ −k.
tfRR′ are the tight-binding hopping integrals of the in-
trinsic f electron taken from (28). Generally, both hy-
bridized electron labels s and λ are not good quantum
numbers beyond the mean-field approximation.
The above representation of the Hamiltonian is useful
for the perturbative treatment of slave boson fluctuations
on top of the condensate. Perturbative processes can be
organized using Feynman diagrams; there are three ver-
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FIG. 3. The Feynman diagram representations of the inter-
actions between electrons mediated by slave bosons. (a) The
dominant hybridization vertex. (b) A leftover from the f
electron hopping.
tices that depict interactions among electrons mediated
by slave bosons. The dominant vertex shown in Fig.3(a)
describes conversion between a slave fermion and a d elec-
tron assisted by the emission or absorption of a slave bo-
son. Its coupling constant is determined by the large hy-
bridization energy scale V0. The remaining two vertices
shown in Fig.3(b) are a leftover from the slave-boson rep-
resentation of f electron hopping. They are proportional
to the intrinsic hopping tfRR′ within the f orbitals. We
are safe to neglect these vertices as the narrow bandwidth
of f orbitals makes all the hopping constants tfRR′ small.
The bare propagator of hybridized electrons is given by
the Green’s function (26). The bare slave-boson propa-
gator is made complicated by the formal presence of a
condensate. The simplest thing to do is pick an arbi-
trary condensate phase, say B ∈ R > 0, and separate
the fluctuations of δbR into their longitudinal δb‖R and
transverse δb⊥R parts:
δbR = δb‖R + iδb⊥R , δb‖R , δb⊥R ∈ R . (35)
This can be consistently done in the coherent-state path-
integral formulation of this problem, where the complex
slave boson field δbR is easliy decomposed into its real
and imaginary parts. We have the following replacements
in the Hamiltonian (31):
| δbR|2 = δb2‖R + δb2⊥R , (36)
B†2δb2R + h.c. = 2B
2
(
δb2‖R − δb2⊥R
)
.
The longitudinal and transverse slave bosons have differ-
ent but non-anomalous bare propagators:
D′0;‖(q,Ω) ∼
2Ω
Ω2 − (4fB2)2 + i0+ , (37)
D′0;⊥(q,Ω) ∼
2Ω
Ω2 + i0+
.
Both artificially arise from the local slave boson con-
struction (4), and formally have flat dispersions obtained
from the approximate value of the Lagrange multiplier
η ≈ f (2B2 − 1) that leads to (31) without uniform lin-
ear terms in δbR. Longitudinal bosons are clearly gapped
and can be ignored (or integrated out) as high energy
fluctuations. However, transverse slave bosons appear
to be not only flat, but also gapless as a consequence
of naively having a condensate. This would be a prob-
lem for perturbation theory if it were real. Fortunately,
the anomalous slave boson spectrum is a too simplistic
outcome of an excessive approximation. A qualitatively
more accurate expression for the transverse propagator
that takes into account the hard local constraint (5) is:
D0;⊥(q,Ω) ∼ 2Ω
Ω2 − E˜2q + i0+
, (38)
where E˜q is the energy of some representative particle-
hole excitation that carries the momentum q. As we
emphasized earlier, the slave bosons cannot have Gold-
stone modes. There is a small gap to creating collective
modes of slave bosons because they must pull backward
the slave fermions on their path. This gap is of the order
of the electron bandgap in SmB6, implying that the full
slave boson propagator is dominated by its self-energy,
as we will show in the next section. Therefore, we will
be able to neglect the bare slave boson propagator whose
mathematical form is hard to express. The slave boson
dynamics is entirely “effective”.
Upon the separation of longitudinal and transverse
slave bosons, the simplified Hamiltonian (31) can be writ-
ten as:
H =
∫
1BZ
d3k
(2pi)3
[∑
n
EnkΨ
†
nkΨnk + E˜q(δb
⊥
q )
2
]
(39)
+
∑
nn′
∫
1BZ
d3k
(2pi)3
d3k′
(2pi)3
V ⊥nn′(k,k
′)Ψ†nkΨn′k′δb
⊥
k′−k ,
where
V ⊥nn′(k,k
′) = −iVnn′(k,k′) + iV ∗n′n(k′,k) . (40)
From now on, we will label the mean-field quantum num-
bers of hybridized electrons by a single symbol, n =
(s, λ). This is the Hamiltonian that we will work with.
It neglects all vertices that describe pure slave fermion
scattering, as well as the longitudinal slave boson fluc-
tuations. Note that V ⊥nn′(k,k
′) = V ⊥∗n′n(k
′,k) is symmet-
ric under the exchange of electron labels even though
Vnn′(k,k
′) is not.
B. Renormalized slave boson propagators and
ladder diagram vertex corrections
In order to perturbatively calculate the spin response
function (23) we must consider interactions among elec-
trons mediated by the slave boson fluctuations. Slave
bosons are exchanged between electrons in various pro-
cesses; the character of such interactions is determined
by the full transverse slave boson propagator D(q). The
particle-hole bubble diagram Π(q) provides a self-energy
9correction to this propagator:
D(q) =
1
D−10;⊥(q) + Π(q)
≈ 2Ω
Ω2 − E˜2q + 2ΩΠ(q) + i0+
Ω=E˜q+δΩ−−−−−−−→ 1
Π(q)
− δΩ
Π2(q)
+
Π + 2E˜q
2E˜qΠ
3(q)
δΩ2 + · · ·
δΩΠ(q)−−−−−−→ Π−1(q) . (41)
We used the estimate (38) of the bare transverse slave bo-
son propagator, and applied a few approximations that
amount to neglecting this bare propagator in the final
result. These approximations are justified in the sense
that the full slave boson propagator provides the back-
bone for the collective mode of SmB6 seen by neutron
scattering (see Fig.4). The mode lives at the energy of
about 14 meV, which is about |δΩ| ∼ 2 − 5 meV be-
low the quasiparticle bandgap E˜q ≈ 19 meV. We will
discover from the comparison with the neutron data that
the energy scale of the self-energy correction Π(q) ∼ 1 eV
is indeed much larger than |δΩ| as assumed above.
The bare bubble diagram is calculated as:
Π0(q) = i
∫
d4k
(2pi)4
V ⊥nm(k, k + q)V
⊥
m′n′(k + q, k)G0;mm′(k + q)G0;n′n(k) (42)
= −
∫
d3k
(2pi)3
θ(−En,k)− θ(−Em,k+q)
Ω + En,k − Em,k+q + i0+sign(Em,k+q)− i0+sign(En,k)V
⊥
nm(k,k+ q)V
⊥
mn(k+ q,k) .
However, no exciton pairing is attained until a set of ver-
tex corrections to the bubble is taken into account. The
needed vertex corrections capture the exchange of an ar-
bitrary number of slave bosons between the particle and
the hole, whose propagation is represented by the oppo-
site fermion lines of the bubble diagram. The sum of all
such ladder diagrams, visualized in Fig.4, can be calcu-
lated from the Dyson equation for a two-body correlation
function Γnmk,n′m′k′(q):
Γ = Γ0 + Γ0UΓ =
(
Γ−10 − U
)−1
. (43)
This equation represents Γnmk,n′m′k′ as a matrix Γ whose
rows are indexed by nmk and columns by n′m′k′. The
bare two-body correlator is:
Γ0;nm,n′m′(k, k
′) = iGmm′(k+ q)Gn′n(k) (2pi)4δ(k− k′) ,
(44)
while its self-energy correction, shown in Fig.5(a), is:
Unm,n′m′(k, k
′) = V ⊥mm′(k+q, k
′+q)V ⊥n′n(k
′, k)D(k−k′) .
(45)
Matrix multiplication in (43) automatically performs mo-
mentum integrations inside loops of the bubbles with ver-
tex corrections. The renormalized bubble diagram, de-
picted in Fig.5(b), must also contract the external elec-
tron propagators of the two-body correlator:
Π(q) =
∫
d4k
(2pi)4
d4k′
(2pi)4
Γnmk,n′m′k′(q) (46)
× V ⊥nm(k, k + q)V ⊥m′n′(k′ + q, k′) .
This is compatible with (42) if the full two-body correla-
tion is replaced by the bare one (44).
Note that (45) contains the renormalized slave boson
propagator D(q), which in turn has to be calculated
= + + ...+(q) = 
~
= + + ...+'(q) = 
~
FIG. 4. The ladder Γ˜(q) and chain Γ˜′(q) diagrams that lead
to the renormalized susceptibility χ(q). The wiggly lines rep-
resent the slave boson propagators D(q), while the fermion
bubbles represent Π(q).
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FIG. 5. The labels of vertices and propagators in bubble
diagrams and their vertex corrections.
from a Dyson equation that ultimately depends on (45).
Ideally, this problem should be solved self-consistently.
Furthermore, electron propagators have their own self-
energy corrections that depend on the renormalizedD(q).
The full self-consistent treatment is prohibitively compli-
cated. However, our previous INS experiment provides
insight into the renormalized dynamics. We need not
carry out the full self-consistent calculation since we can
glean the values of various renormalized quantities from
experiments. For example, we don’t calculate the elec-
tron self-energy corrections since the spectrum we indi-
rectly extract from the experiment is already renormal-
ized.
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C. Practical approximations
The Dyson equation (43) for the two-body correlator
Γ is extremely complicated because its self-energy (45)
has a non-trivial dependence on the momentum transfer
k − k′. Equations of this kind can be solved analyti-
cally only in the absence of such a momentum trans-
fer dependence, as in the RPA calculation of Hubbard
model instabilities53. Otherwise, this problem is as dif-
ficult as an equivalent non-local Schrodinger equation in
the four-dimensional space-time, which in principle could
be constructed from the Bethe-Salpeter equation if we
knew the analytic form of the renormalized slave boson
propagator. Given that even the non-interacting part of
our Hamiltonian is fairly complex, the problem at hand
could be approached only numerically, but this is compu-
tationally demanding in the four-dimensional space-time.
Therefore, we are forced to make further approximations
to make progress.
Of primary concern is the reduction of (45) to an
expression that does not depend on momentum trans-
fer. We must ignore momentum transfers without losing
the important aspects of the momentum dependence in
Unm,n′m′(k, k
′). A closer inspection shows that the mo-
mentum dependence of Unm,n′m′(k, k
′) filters out certain
regions of the first Brillouin zone depending on the com-
bination of internal indices n,m, . . . as a consequence
of the fact that the vertex microscopically converts an f
electron to a d electron. We describe this restriction using
the mean-field eigenstate labels n of the hybridized elec-
trons. The filtering effect is embedded in the electron’s
hybridization vertex, and can be qualitatively extracted
by a factorization:
V ⊥nn′(k,k
′) = Xn(k)Xn′(k′)U¯nn′(k,k′) , (47)
where Xn(k) and U¯nn′(k,k
′) are functions to be de-
termined. It is in our interest to construct a func-
tion U¯nn′(k,k
′) with featureless momentum dependence
across the entire first Brillouin zone. Then, we may be
able to entirely neglect its momentum dependence and
replace it by a set of representative numbers U¯nn′ . Moti-
vated by the expected flat dispersion of the collective
mode (which we indeed find both experimentally and
theoretically), we may also neglect the momentum de-
pendence of the slave boson propagator D(q) in (45).
Unfortunately, we must ignore its frequency dependence
as well, despite having no true justification: D(q) should
have a pole in the frequency range that we scrutinize,
given that we expect a low-energy collective mode. Such
a pole is at least unlikely to have a strong effect on the
frequency and momentum dependence of Γ(q) that we
are primarily interested in. With these approximations
U¯nn′(k,k
′) → U¯nn′ and D(q) → D, we can factorize the
self-energy part (45) of the two-body correlator:
Unm,n′m′(k, k
′) ≈Xm(k+ q)Xm′(k′ + q′)× (48)
U¯mm′Xn′(k
′)Xn(k)U¯n′nD .
Let us now redefine (44) and (45) so that the factors
Xn(k) are moved from the self-energy to the modulated
propagator:
G˜nn′(k) = Xn(k)Gnn′(k)Xn′(k) (49)
U˜nm,n′m′ = U¯mm′U¯n′nD
Since this removes the momentum dependence from the
interaction mediators, the internal momenta on the loops
of the ladder diagrams can be independently integrated
out:
Γ˜0;nm,n′m′(q) = i
∫
d4k
(2pi)4
G˜mm′(k + q)G˜n′n(k) , (50)
and the Dyson equation (43) is dramatically simplified:
Γ˜ = Γ˜0 + Γ˜0U˜ Γ˜ =
(
Γ˜−10 − U˜
)−1
. (51)
The quantities Γ˜, Γ˜0 and U˜ are finite-dimensional matri-
ces indexed by the discrete indices (nm), where n and m
take four possible values each. The matrices Γ˜ and Γ˜0
depend on the 4-momentum q.
An inspection of (32) suggests a choice:
Xn(k) =
√
(Eλk − ˜k)2 + V 2k |B|2
(ξk − ˜k)2 + 4V 2k |B|2
(52)
because these functions have strong momentum depen-
dence. The corresponding function of momenta:
U¯nn′(k,k
′) =
V ⊥nn′(k,k
′)
Xn(k)Xn′(k′)
approx.−−−−−→ U¯nn′ = const.
(53)
is acceptably featureless across the first Brillouin zone:
it has some rapid variations, but does not filter out or
bias any significant region of the Brillouin zone. Given
that it has some momentum dependence, it is not clear
how to find the best substitution by the phenomenolog-
ical constants U¯nn′ . These constants have the units of
a
3
2×energy and their order of magnitude is set by the
hybridization energy scale V0. We will indirectly fit the
values of U¯nn′ in our numerical calculations by trying to
match the theoretical collective mode dispersion to the
experimentally observed one. In this sense, we will read
out the renormalized values of various parameters from
the experiment instead of trying to calculate them from
the unknown microscopic values. At the same time we
will fit the representative value D of the slave boson prop-
agator. This freedom of fitting mitigates possible issues
behind neglecting the frequency dependence of D(q).
D. The calculation of collective mode dispersion
and spectral weight
We are now ready to calculate the dynamical suscepti-
bility (23) whose appropriate contraction (24) is relevant
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to the neutron scattering experiment. The precise form
factors Snm,n′m′(q) involved in the contraction are irrel-
evant for the mode dispersion, and we pick an arbitrary
contraction that simplifies our calculation. A convenient
choice is naively:
χ(q)→ tr
[
Γ˜(q)
]
, (54)
which takes the contributions of all collective modes
evenly. The measured mode dispersions correspond to
the poles of Γ˜(q). However, this incomplete approxima-
tion predicts too broad dispersion of the collective mode;
we rectify this by taking into account the fluctuations in
which a particle and a hole are repeatedly created and
recombined as the exciton propagates. The ladder dia-
grams of the contracted two-body correlator Γ˜ include
only the interaction between a propagating electron and
a hole, so now all chains of such ladders shown in Fig.4
must be summed up. This fixes the bandwidth of the
collective mode. We therefore extend the calculation:
χ(q)→ tr
[
Γ˜′(q)
]
, (55)
where
Γ˜′(q) = Γ˜(q) + Γ˜(q)U˜ ′(q)Γ˜(q) (56)
and
U˜ ′(q) = |U¯〉D(q)〈U¯ | , (57)
D−1(q) = Π(q) = 〈U¯ |Γ˜′(q)|U¯〉 ,
〈nm|U¯〉 = U¯∗nm .
Here we defined the vector |U¯〉 from the phenomenologi-
cal parameters U¯nm in order to set up a convenient ma-
trix representation. Note that the matrix U˜ ′(q) already
contains the infinite sum of ladder diagrams, which comes
from summing up the self-energy corrections Π(q) to the
slave-boson propagator D(q). This is why only two terms
formally appear in (56), instead of infinitely many as in
the expanded Dyson equation. Also note that the mo-
mentum and frequency dependence of D(q) is taken into
account here, in contrast to the approximate ladder dia-
gram calculation (51) where we had to neglect it. This
turns out to be essential for the fairly flat dispersion of
the collective mode. We would ideally want to identify
Γ˜′(q)→ U˜ ′(q) since they correspond to the same sum of
diagrams. However, this is not possible with the present
level of approximations that tap into the momentum de-
pendence of the slave-boson propagators; (56) is a prac-
tical compromise.
Now, the measured mode dispersions correspond to the
poles of Γ˜′(q). We can write:
Γ˜′(q) ≈
[
1
Ω− Eq + i0+ −
1
Ω + Eq − i0+
]
Aq|ξq〉〈ξq|
=
2EqAq
Ω2 − E2q + i0+
|ξq〉〈ξq| (58)
in the vicinity of a pole, where Eq, Aq and |ξq〉 are the
mode’s energy, spectral weight and eigenvector respec-
tively. The poles of Γ˜′(q) are zeroes in the frequency
dependence of:
Γ˜′−1(q) =
[
1 + U˜ ′(q)
1
Γ˜−10 (q)− U˜
]−1
(Γ˜−10 (q)−U˜) , (59)
which follows from (51) and (56). We look for the zeroes
by solving the eigenproblem
Γ˜′−1(Ω,q)|ξq〉 = g|ξq〉 (60)
and varying Ω until we find the eigenvalue
g ≈ Ω
2 − E2q
2EqAq → 0 . (61)
This procedure immediately reveals the collective mode
energy Ω→ Eq. At the same time, we obtain the mode’s
spectral weight:
Aq = lim
Ω→Eq
(
Ω2 − E2q
2Eq 〈ξq|Γ˜
′(q,Ω)|ξq〉
)
. (62)
The spectral weight determines the imaginary part of
the frequency integral of χ(q). This is related to the in-
tegrated intensity of the scattered neutron beam in the
experiment. The relationship is not a perfect propor-
tionality because of the momentum-dependent spin form
factors that we do not calculate in this paper.
The above derivations that led to the mode disper-
sion Eq are much more complicated than the actual nu-
merical calculation. The main microscopic ingredient
of the calculation is Γ˜0(q) obtained from (50). This is
nothing but the Lindhardt function with modified elec-
tron propagators (49) instead of the bare propagators.
It captures the dynamics of unbound particle-hole pairs
in the spectrum that is renormalized both by the con-
densate and fluctuations of the slave bosons. The de-
tails of the realistic (renormalized) band structure en-
ter Γ˜0(q) through the hybridized electron energies Enq.
On the other hand, the matrices U˜ and U˜ ′ are ob-
tained from the fitted phenomenological parameters U¯nm
and D. They have the units of energy and an over-
all magnitude comparable to the hybridization energy
scale V0. For simplicity, we restrict ourselves to a sub-
set Usλ,s′λ′ = δss′ [U1δλλ′ +U2(1− δλλ′)] spanned by two
fitting parameters U1, U2, in addition to D.
IV. COMPARISON TO EXPERIMENT
The magnetic feature observed in low-energy neu-
tron experiments on SmB6
15 is a resolution-limited peak
at energies ≈ 13 − 15 meV, below the charge-gap (≈
19 meV) with dispersion of < 2 meV. The dispersion has
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FIG. 6. Energy integrated intensity of high symmetry planes
diagramed in fig. 2. Left, experimental result integrated from
12−16 meV. Right, mirrored calculation from the Lindhardt
function (27) integrated from 10 − 20 meV. The bare spec-
trum is inherently incoherent and requires a greater integra-
tion range. The intensity of the calculation is modulated by
the 5d form factor to phenomenologically account for the un-
known microscopic form factor.
local energy minima at high-symmetry X and R points
of the first Brillouin zone, ( 12 , 0, 0) and (
1
2 ,
1
2 ,
1
2 ) RLU,
respectively. The neutron scattering intensity is largely
confined to these regions of the first Brillouin zone. This
provides many restrictions of the model parameters in
our theoretical calculation of the mode spectrum.
In the non-interacting hybridized model, the spectrum
of the spin-exciton is incoherent and described by the
Lindhardt function. However, the energy profile of the
slave-boson renormalized bound state we calculate in the
vicinity of a pole (i.e. where the peak is observed) is given
by (58). This is an infinitely sharp Lorentzian for which
any experimental observation thereof would appear as a
delta function convoluted with the instrumental resolu-
tion function (small thermal broadening can also occur
due to interactions among the thermally-excited mode
quanta). This matches the experimental result for all
momenta. This resolution-limited effect indicates the ab-
sence of intrinsic damping, a consequence of the mode’s
energy being below the charge gap where no quasiparticle
decay channels are present. Transport experiments reveal
the charge gap to be ≈ 19 meV, while the collective mode
is observed in neutron experiments at ≈ 14 meV15.
The mode seen in experiments has a small dispersion
of < 2 meV. The calculated mode dispersion Eq can be
directly compared with the experiment, since it inher-
its its energy scale from the experimentally constrained
spectrum Enq of hybridized electrons. The dispersion in
our calculation is order of magnitude correct (≈ 6 meV).
However, it is unlikely that the minimal model we have
FIG. 7. Energy-resolved neutron scattering intensity along
high-symmetry directions of the Brillouin zone. Dashed line
is the perturbative slave-boson dispersion.
based our calculations on perfectly captures the fully
renormalized band structure; an additional refinement
of the phenomenological parameter values may increase
this agreement.
The most-scattered neutrons on SmB6 are those that
transfer momentum of the X and R points in the 1st
Brillouin zone. This corresponds to peaks of the dynam-
ical susceptibility at these wavevectors, and typically re-
veals the wavevectors where the particle-hole excitations
have the lowest energy. These wavevectors are qualita-
tively visible even in the particle-hole spectrum of an
equivalent non-interacting system with the same band-
structure, shown in Fig. 6. As we pointed out in Sec-
tion II D, a simple tight-binding model with dominant
third neighbor hopping has the lowest energy particle-
hole pairs that congregate precisely to the X and R points
of the 1st Brillouin zone. For momentum transfer near
these points there is a larger energy gap, introducing a
dispersion upwards in energy, as seen in the experiment.
The hopping in the d band is estimated from the exper-
imentally known bandwidth, while the hopping in the f
band must have a much smaller value and opposite sign in
order to produce a bandgap (i.e. an insulating behavior).
The hybridization energy scale V0 is largely determined
by the size of the bandgap (charge gap), which is known
from transport measurements.
We obtained concrete values of all model parameters
by trying to match the calculated and measured collec-
tive mode dispersions in the entire first Brillouin zone
(where ever neutron data is available). Fig.7 compares
the theoretical and experimental dispersions for the best
simple set of parameters we found so far: tf1 = tf2 =
td1 = td2 = 0, tf3 = 0.171 eV, td3 = −0.132 eV,
f = 0.035 eV, V0 = 0.915 eV in the model given by
(1), (3) and (28). These are the “microscopic” values. A
small amplitude |B| = 0.077 of the slave boson conden-
sate obtained from (6) significantly renormalizes the dis-
persion of quasiparticles. The observable bandwidth of
f electrons is set by |B|2tf3 ∼ 1.0 meV, and the 19 meV
hybridization bandgap is controlled by the energy scale
|B|V0 ∼ 70.4 meV of the same order of magnitude54. The
13
renormalized quasiparticle band-structure corresponds to
that of a strong topological insulator15.
The calculation also involves a fit of the three phe-
nomenological parameters that we described at the end
of the previous section: U1 = 1.41 a
3
2 eV, U2 =
1.81 a
3
2 eV and D = 5.54 eV−1 (a is the lattice con-
stant). Note that the independently obtained fits of U1
and U2 in the units a = 1 are both comparable with the
scale of V0, which is just as expected from the perturba-
tion theory point of view (see Section III C). This sup-
ports the confidence that the slave boson perturbation
theory and this fitting procedure can capture the correct
physics despite being an uncontrolled approximation.
Our calculation of the spectral weight Aq is related to
the scattered neutron intensity, but cannot be directly
compared with it. Aq in (62) is contaminated by the
terminal vertex parts in the bubble diagram, which are
approximated in our calculation, but do not appear in the
measured susceptibility (24). Additionally, the form fac-
tor in (24) is naively neglected as in previous treatments
of different models of the bound state11. Nonetheless, the
qualitative momentum dependence of Aq is very similar
to the experimental observation.
V. CONCLUSIONS
The neutron resonance peak observed in SmB6 is well
described as a bound-state exciton arising from strong
Coulomb repulsion of “heavy” f electrons. The exis-
tence of this coherent collective excitation in a three-
dimensional insulator is a direct evidence of strong corre-
lations, which undoubtedly characterize the ground state
as well, and could lead to correlated surface states pro-
tected by a non-trivial band topology40. The f electrons
are, however, not localized in mixed-valence Kondo in-
sulators such as SmB6; the intrinsic f band is split by
hybridization with the d band, and the Fermi level lies
in the resulting bandgap. Quasiparticle excitations are
thus well defined as “heavily dressed” electrons and holes
that originate from the hybridized samarium’s f and d or-
bitals. The low-energy quasiparticle spectrum discerned
from the neutron scattering experiment is significantly
renormalized by Coulomb interactions, and has a band-
insulating structure with a non-trivial topology15.
Our theoretical calculation of the collective mode spec-
trum starts with the Anderson impurity Hamiltonian
that can properly handle the mobile f electrons. This
model is further adapted for the description of a non-
trivial band topology18,20, and then treated to a slave bo-
son approximation in order to make the strong Coulomb
interaction regime tractable by perturbation theory. Our
subsequent RPA calculation takes into account the inter-
actions between quasiparticles and quasiholes that can
directly produce an exciton bound state, and then in-
cludes all self-energy corrections to the exciton’s dynam-
ics. The quasiparticle spectrum and a few phenomeno-
logical parameters that arise from self-consistent renor-
malizations are estimated directly from the neutron scat-
tering experiment. As a result, the coherent mode spec-
trum that we calculate matches the neutron-measured
dispersion bandwidth and shape with a reasonable quan-
titative accuracy. The momentum-space distribution
of the mode’s intensity is matched qualitatively, even
though our calculation is incomplete in this regard. The
mode’s long life-time and coherence is explained by its
energy within the particle-hole gap, which eliminates de-
cay channels through energy conservation.
Our method leaves room for a more sophisticated
determination of the low-energy quasiparticle spectrum
from the neutron data. Since the calculation of the col-
lective mode spectrum can seemingly achieve a reason-
able quantitative accuracy, it is plausible that the quasi-
particle spectrum could be fitted with more detail than
we have done so far. This is left for future work. It
will be further helpful to observe and calculate the col-
lective mode spectrum in strong magnetic fields, where
momentum-dependent Zeeman splitting could provide a
detailed information about the spin-orbit coupling.
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