Abstract. We study nondeterministic communication complexity and related concepts (fooling sets, fractional covering number) of random functions f : X × Y → {0, 1} where each value is chosen to be 1 independently with probability p = p(n), n := |X| = |Y |.
One can then define the nondeterministic communication complexity simply as N(f ) := log 2 C(f ) [21] .
In combinatorial optimization, one wants to lower bound the nondeterministic communication complexity of functions which are defined based on relations between feasible points and inequality constraints of the optimization problem at hand: Alice has an inequality constraint, Bob has a feasible point, and they should reject (answer 0) if the point satisfies the inequality with equality.
Consider, the following example (it describes the so-called permuthahedron). Let k ≥ 3 be a positive integer.
-Let Y denote the permutations π of [k]-the feasible points.
-Let X denote the set of non-empty subsets U [k]; such an U corresponds to an inequality constraint u∈U π(u) ≥ |U |(|U | + 1)/2.
Goemans [14] gave an Ω(log k) lower bound for the nondeterministic communication complexity of the corresponding function:
f (π, U ) = 0, if u∈U π(u) = |U |(|U | + 1)/2; 1, otherwise, i.e., u∈U π(u) > |U |(|U | + 1)/2.
For k = 3, see the following table. The rows are indexed by the set X, the columns by the set Y . In this situation, the nondeterministic communication complexity lower bounds the logarithm of the so-called extension complexity: the smallest number of linear inequalities which is needed to formulate the optimization problem. This relationship goes back to Yannakakis' 1991 paper [31] , and has recently been the focus of renewed attention [2, 20] and a source of some breakthrough results [9, 8] . Other questions remain infamously open, e.g., the nondeterministic communication complexity of the minimum-spanning-tree function: For a fixed number k, Bob has a tree with vertex set [k] , Alice has one of a set of inequality constraints (see [29] for the details), and they are supposed to answer 1, if the tree does not satisfy the inequality constraint with equality.
In this paper, we focus on random functions, and we give tight upper and lower bounds for the nondeterministic communication complexity and its most important lower bounds: the fooling set bound; the ratio number of 1-entries over largest 1-rectangle; the fractional cover number. For that, we fix |X| = |Y | = n, and, we take f (x, y), (x, y) ∈ X × Y , to be independent Bernoulli random variables with parameter p = p(n), i.e., f (x, y) = 1 with probability p and f (x, y) = 0 with probability 1 − p.
In Communication Complexity, it is customary to determine these parameters up to within a constant factor of the number of bits, but in applications, this is often not accurate enough. E.g., the above question about the extension complexity of the minimum-spanning-tree polytope asks where in the range between (1 + o(1))2 log n bits and (1 + o(1))3 log n bits the nondeterministic communication complexity lies. (Here n should taken as |Y | = 2 k − 2.) In our analyses, we focus on the constant factors in our communication complexity bounds.
Relationship to related work
In core (Communication) Complexity Theory, random functions are usually used for establishing that hard functions exist in the given model of computation. In this spirit, some easy results about the (nondeterministic) communication complexity of random functions and related parameters exist, with p a constant, mostly p = 1 /2 (e.g., the fooling set bound is determined in this setting in [7] ).
In contrast to this, in applications, the density of the matrices is typically close to 1, e.g., in combinatorial optimization, the number of 0s in a "row" {y ∈ Y | f (x, y) = 0}, is very often polylog of n. This makes necessary to look at these parameters in the spirit of the study of properties of random graph where p = p(n) → 1 with n → ∞. In an analogy to the fields of random graphs, the results become both considerably more interesting and also more difficult that way.
The random parameters we analyze have been studied in other fields beside Communication Complexity. Recently, Izhakian, Janson, and Rhodes [17] have determined asymptotically the triangular rank of random Boolean matrices with independent Bernoulli entries. The triangular rank is itself important in Communication Complexity [25] (and its applications [22] ), and it is a lower bound to the size of a fooling set. In that paper, determining the behavior for p → 0, 1 is posed as an open problem.
The size of the largest monochromatic rectangle in a random Bernoulli matrix was determined in [27] when p is bounded away from 0 and 1, but their technique fails for p → 1.
The nondeterministic communication complexity of a the clique-vs-stable set problem on random graphs was studied in [3] .
The parameters we study in this paper are of importance beyond Communication Complexity and its direct applications. In combinatorics, e.g., the cover number coincides with strong isometric dimension of graphs [13] , and has connections to extremal set theory and Coding Theory [15, 16] .
The size of the largest monochromatic rectangle is of interest in the analysis of gene expression data [27] , and formal concept analysis [5] .
Via a construction of Lovász and Saks [25] , the 1-rectangles, covers, and fooling sets of a function f correspond to stable sets, colorings, and cliques, resp., in a graph constructed from the function. Consequently, determining these parameters could be thought of as analyzing a certain type of random graphs. This approach does not seem to be fruitful, as the probability distribution on the set of graphs seems to have little in common with those studied in random graph theory. Here is an important example for that. In the usual random graph models (Erdős-Renyi, uniform regular), the chromatic number is within a constant factor of the independence ratio (i.e., the quotient independence number over number of vertices), and, in particular, of the fractional chromatic number (which lies between the two). The corresponding statement (replace "chromatic number" by "cover number"; "independence ratio" by "Hamming weight of f divided by the size of the largest 1-rectangle"; "fractional chromatic number" by "fractional cover number") is false for random Boolean functions, see Section 4.
This paper is organized as follows. We determine the size of the largest monochromatic rectangle in Section 2. Section 3 is dedicated to fooling sets: we give tight upper and lower bounds. Finally, in Section 4 we give bounds for both the covering number and the fractional covering number.
Definitions
A Boolean function f : X × Y → {0, 1} can be viewed as a matrix whose rows are indexed by X and the columns are indexed by Y . We will use the two concepts interchangeably. In particular, for convenience, we speak of "row" x and "column" y. We always take n = |X| = |Y | without mentioning it. A random Boolean function f : X × Y → {0, 1} with parameter p is the same thing as a random n × n matrix with independent Bernoulli entries with parameter p.
We use the usual conventions for asymptotics: g ≪ h and g = o(h) is the same thing. As usual, g = Ω(1) means that g is bounded away from 0. We are interested in asymptotic statements, usually for n → ∞. A statement (i.e., a family of events E n , n ∈ N) holds asymptotically almost surely, a.a.s., if its probability tends to 1 as n → ∞ (more precisely, lim n→∞ P(E n ) = 1).
Largest 1-rectangle
As mentioned in the introduction, driven by applications in bioinformatics, the size of the largest monochromatic rectangle in a matrix with independent (Bernoulli) entries, has been studied longer than one might expect. Analyzing computational data, Lonardi, Szpankowski, and Yang [23, 24] conjectured the shape of the 1-rectangles. The conjecture was proven by Park and Szpankowski [27] . Their proof can be formulated as follows: Let f : X × Y → {0, 1} be a random Boolean function with parameter p.
-If Ω(1) = p ≤ 1/e, then, a.a.s., the largest 1-rectangle consists of the 1-entries in a single row or column, and (1))pn. -If p ≥ 1/e but bounded away from 1, then with a := argmax b∈{1,2,3,... } bp b , a.a.s. the largest 1-rectangle has a rows and p a n columns, or vice-versa.
The existence of these rectangles is fairly obvious. Proving that no larger ones exist requires some work. The problem with the union-bound based proof in [27] is that it breaks down if p tends to 1 moderately quickly. In our proofs, we work with strong tail bounds instead.
Our result extends the theorem in [27] for the case that p tends to 0 or 1 quickly.
For K ⊆ X, the 1-rectangle of f generated by
The 1-rectangle generated by a subset L of Y is defined similarly. 
There exists a constant λ 0 , such that if 1 /e ≤ p ≤ 1 − λ0 /n, then, a.a.s., a largest 1-rectangle is generated by a rows or columns and its size is (1 + o(1))ap a n.
The proof requires us to upper bound the sizes of square 1-rectangles, i.e., R = K × L with |K| = |L|. Sizes of square 1-rectangles have been studied, too. Building on work in [6, 5, 27] , it was settled in [30] , for constant p. We need results for p → 0, 1, but, fortunately, for our theorem, we only require weak upper bounds.
For the proof of (a), we say that a 1-rectangle is bulky, if it extends over at least 2 rows and also over at least 2 columns. We then proceed by considering three types of rectangles:
1. those consisting of exactly one row or column (they give the bound in the theorem); 2. square bulky rectangles; 3. bulky rectangles which are not square.
For the proof of (b), we also require an appropriate notion of "bulky": here, we say that a rectangle of dimensions k ×ℓ is bulky if k ≤ ℓ. By again considering square rectangles, we prove that a bulky rectangle must have k < n/λ 2 /3 . (We always define λ through p = 1 − λ /n.) By exchanging the roles of rows and columns, and multiplying the final probability estimate by 2, we only need to consider 1-rectangles with at least as many columns as rows (i.e., bulky ones). Following that strategy yields the statement of the theorem.
The complete proof will be in the full version of the paper.
i.e., p a ≈ 1 /e, more accurately p a = (1 − o p→1 (1))/e.
(b) With p = 1 −p = 1 − λ /n, the following makes the range of R 1 (f ) clearer:
See the full version of the paper for the proof.
Fooling sets
A fooling set is a subset F ⊆ X × Y with the following two properties: (1) for all (x, y) ∈ F , f (x, y) = 1; and (2) and for all (x, y),
When f is viewed as a matrix, this means that, after permuting rows and columns, F identifies the diagonal entries of a submatrix which is 1 on the diagonal, and in every pair of opposite off-diagonal entries, at least one is 0. We denote by F(f ) the size of the largest fooling set of f . The maximum size of a fooling set of a random Boolean function with p = 1 /2 is easy to determine (e.g., [7] ).
An obvious lower bound to the fooling set size is the triangular rank, i.e., the size of the largest triangular submatrix, again after permuting rows and columns. (There is also an upper bound for the fooling set size in terms of the linear-algebraic rank, cf. [7, 12] , but since our random matrices have high rank, we cannot use that here.) In a recent Proc. AMS paper, Izhakian, Janson, and Rhodes [17] determined the triangular rank of a random matrix with independent Bernoulli entries with constant parameter p. They left as an open problem to determine the triangular rank in the case when p → 0 or 1, which is our setting.
Our constructions of fooling sets of random Boolean functions make use of ingredients from random graph theory. First of all, consider the bipartite H f whose vertex set is the disjoint union of X and Y , and with E(H f ) = supp f ⊆ X. For random f , this graph is an Erdős-Renyi random bipartite graph: each edge is picked independently with probability p. Based on the following obvious fact, we will use results about matchings in Erdős-Renyi random bipartite graphs: -F is a matching, i.e., F ⊆ E(H); -F is cross-free, i.e., for all (x, y),
Secondly, fooling sets can be obtained from stable sets in an auxiliary graph: For a random Boolean function f , this graph is an Erdős-Renyi random graphs, for which results are available yielding good lower bounds. We emphasize that the upper and lower bounds differ by at most a constant factor. If p → 1 quickly enough, i.e.,p = 1 − p = n −a for a constant a, then the upper bounds and lower bounds are even the same except for rounding. 
Statement of the theorem, and a glimpse of the proof
Denote by ν(H) the size of the largest matching in a bipartite graph H. For q = q(m), denote by G m,q the graph with vertex set {1, . . . , m} in which each of the m 2 possible edges is chosen (independently) with probability q. Let a(q) = a m (q) be a function with the property that, a.a.s., every Erdős-Renyi random graph on m vertices with edge-probability q has an independent set of size at least a m (q). (a) For
The proof is omitted due to space constraints (see full version).
To obtain the bounds in Fig. 1 , the following facts from random graph theory are needed. Theorem 3.2 (Matchings in Erdős-Renyi random bipartite graphs, cf., e.g., [18] ). Let H = (X, Y, E) be a random bipartite graph with |X| = |Y | = n, and edge probability p. .
For the region p = Θ(1/ √ n), there is a corresponding theorem (e.g., [4] ). We give here an argument about the expectation based on Turán's theorem. Turán's theorem in the version for stable sets [1] states that in a graph with vertex set V , there exists a stable set of size at least
where deg(v) denotes the degree of vertex v. For random graphs on vertex set V = [m] with edge probability q = c/m for a constant c, using Jensen's inequality, we find that there expected size of the largest stable set is at least
Fractional cover number and cover number
Armed with the fooling set and 1-rectangle-size lower bounds, we can now bound the cover number and the fractional cover number. We start with the easy case p ≤ 1 /2.
Let f be a random Boolean function X × Y → {0, 1} with parameter p, as usual. Theorem 3(a) gives the lower bound based on the fooling set lower bound. For 1 /e ≥ p ≫ (ln n)/n), Theorem 2.1(a) yields R 1 (f ) = (1 + o(1))pn, a.a.s., and for 1 /e ≤ p ≤ 1 /2, the value of a in eqn. (1) of Theorem 2.1(b) is 1, so that R 1 (f ) = (1 + o(1))pn there, too. We conclude that, a.a.s.,
As indicated in the introduction, the case p > 1 /2 is more interesting, both from the application point of view and from the point of view of the proof techniques. For the remainder of this section, we assume that p > 1 /2. Definep := 1 − p, and λ :=pn.
The fractional cover number
We briefly review the definition of the fractional cover number. Let f be a fixed Boolean function, and let R be a random 1-rectangle of f , drawn according to a distribution π. Define
The fractional cover number is C * (f ) := min π 1/γ(π), where the minimum is taken over all distributions π on the set of 1-rectangles of f .
The following inequalities are well-known [21] .
Lower bound Theorem 2.1(b) allows us to lower bound C * (f ). Let f be a random Boolean function X × Y → {0, 1} with parameter p > 1 /2. With λ /n = p = 1 − p, we have a.a.s.,
where the last inequality follows fromp ≤p +p 2 /2 +p 3 /3 + · · · = ln(1/(1 −p)). Forp = o(1), this is asymptotic to eλ. It is worth noting that the first inequality in (6) becomes an asymptotic equality ifp = o(1).
Upper bound We now give upper bounds on C * (f ). To prove an upper bound b on the fractional cover number for a fixed function f , we have to give a distribution π on the 1-rectangles of f such that, if R is sampled according to π, we have, for all (x, y) with f (x, y) = 1,
To prove an "a.a.s." upper bound for a random f , we have to show that
Our random 1-rectangle R within the random Boolean function f is sampled as follows. Let K be a random subset of X, by taking each x into K independently, with probability q. Then let R := K × L be the 1-rectangle generated (see p. 5) by the row-set K, i.e., L := {y | ∀x ∈ K : f (x, y) = 1}.
For y ∈ Y , let the random variable Z y count the number of x ∈ X with f (x, y) = 0-in other words, the number of zeros in column y-and set Z := max y∈Y Z. For (x, y) ∈ X × Y , conditioned on f and f (x, y) = 1, the probability that (x, y) ∈ R equals
so that for every positive integer z,
To obtain upper bounds on the fractional cover number, we give a.a.s. upper bounds on Z, and choose q accordingly.
To summarize, we can determine the fractional cover number accurately in the region ln n ≪ λ ≪ n. For λ = Θ(ln n) and for λ = Θ(n), we can determine C * (f ) up to a constant. However, for λ = o(ln n), there is a large gap between our upper and lower bounds.
Proof. The lower bounds follow from the discussion above.
Proof of the upper bound in (a). For every constant t > 0, let
With h(t) = h(t, n) := λ ψ(t) ln n , using the a standard Chernoff estimate (Theorem 2.1, Eqn.(2.5) in [18] ) we find that
so that, by the union bound,
For every fixed t > 0, h(t) tends to infinity with n, so that the RHS in (10) is o(1). Using that in (8), we obtain
and, taking q := 1 (1+t)λ , we obtain, a.a.s.,
where we used (1−ε) k ≥ (1−kε 2 )e −kε for ε < 1. Since this is true for every t > 0, we conclude that, a.a.s.,
Proof of the upper bounds in (b), (c).
Here we use a slightly different Chernoff bound: it is almost exactly Theorem 5.4 in [26] , except that we allow λ → ∞ slowly:
Lemma 1. Letp = λ/n with 1 < λ = o(n), and 2λ ≤ α ≤ n/2. The probability that a Bin(n,p) random variable is at least α is at most
No we can proceed with the main proof. For (b), suppose that λ ≤ C ln n for a constant C > 1. Using Lemma 1 with α = e 2 C ln n, we obtain
and thus P Z ≥ e 2 C ln n = o(1).
We conclude similarly as above: with q := 1 e 2 C ln n we obtain, a.a.s., C * (f ) ≤ e 3 C ln n. Finally, for (c), if λ = o(ln n), let ε > 0 be a constant, and use Lemma 1 again, with α := max 2λ,
(1 + ε) ln n ln ln n eλ .
We find that
and the usual calculation shows that α ln(α/eλ) ≥ ln n, which implies
Conclude similarly as above, with q := 1 α , we obtain, a.a.s.,
One obtains the statement in the theorem by letting ε tend to 0; the e-factor in the denominator of the ln of the denominator in α is irrelevant as n → ∞.
The cover number Inequality ( * ) in (5) gives us corresponding upper bounds on the cover number. Erdős-Renyi random graphs have the property that the chromatic number is within a small constant factor from the lower bound one obtains from the independence ratio. For the cover number of Boolean functions, this is not the case. Indeed, Theorem 4.1(c), together with Proposition 1, shows that, a.a.s., C(f ) C * (f ) ≥ (1 + o(1)) log 2 n ln n ln ln n λ = Ω ln ln n λ , which is Ω(ln ln n) if λ = ln o(1) n. This gap is more pronounced in the (not quite as interesting) situation when λ = o(1). Consider, e.g., λ = n −ε , for some ε = ε(n) = o(1/ ln ln n), say. Similarly to the proofs of Theorem 4.1, we obtain that C * (f ) ≤ e max(10, 2/ε). (The max-term comes from the somewhat arbitrary upper bound Z ≤ max(10, 2/ε).) For the Log-2 lower bound on the cover number, we have (1 − ε) log 2 n, by Proposition 1, and thus C(f ) C * (f ) = Ω(ε ln n).
