ABSTRACT Accurate fetal weight estimation is important for both fetuses and their mothers. The low birth weight (LBW, birth weight < 2500 g) and high birth weight (HBW, birth weight ≥ 4000 g) fetuses and their mothers are linked to both short and long-term health outcomes such as high perinatal mortality rate, various complications, and chronic disease in life. Because of the imbalanced small data sets and body size heterogeneities between different fetal weight groups, it is difficult for the commonly used regression formulas to get a satisfying performance, especially for the HBW and LBW fetuses. The aim of this paper is to propose a machine learning solution to improve fetal weight estimation accuracy and to help the clinicians identify potential risks before delivery. A clinical data set of 7875 singleton fetuses were analyzed. The synthetic minority over-sampling technique (SMOTE) was employed to solve the imbalanced learning problem. Then, the support vector machine (SVM) algorithm was utilized for fetal weight classification. Finally, the deep belief network (DBN) was employed to estimate the fetal weight based on different ultrasound parameters. The estimation result of the proposed model showed a mean absolute percent error (MAPE) of 6.09 ± 5.06% and mean absolute error (MAE) of 198.55±158.63g. It demonstrated that our model outperformed the commonly-used regression formulas, especially for the HBW and LBW fetuses.
I. INTRODUCTION
Fetal weight is an essential factor to predict the short and long-term health consequences [1] . According to birth weight (BW), the neonates are defined by the World Health Organization (WHO) as three groups, namely low birth weight (LBW, BW < 2500g), normal birth weight (NBW, 2500g ≤ BW < 4000g) and high birth weight (HBW, BW ≥ 4000 g) which is also called macrosomia [2] . Low birth weight is connected with fetal and neonatal mortality and inhibited growth, it can also cause long-term diseases in their childhood, such as mental retardation and learning disabilities [3] , [4] . Macrosomia can cause perinatal asphyxia and death, moreover, for maternities, the risk of caesarean section, prolonged labor, abnormal haemorrhage, and perineal trauma
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increases [5] , [6] . In the long term, macrosomia is more likely to be associated with obesity, diabetes, and heart disease [4] . Therefore, it is significant to estimate fetal weight accurately during pregnancy and identify low birth weight fetuses or macrosomia correctly. Once the risk has been identified, the maternal or neonatal morbidity and mortality can be reduced by taking appropriate clinical decisions and precautions [7] .
A recognized method for fetal weight estimation is ultrasound measurement since it is non-invasive, non-hazardous, and relatively accurate [8] , [9] . Various regression formulas based on different combinations of ultrasound parameters have been introduced. Dudley [10] evaluated regression formulas delivered from 11 different methods and claimed that there was no consistently superior formula for ultrasound fetal weight estimation. All the regression formulas have a problem, which is that they perform well among NBW VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ fetuses, but is likely to be less accurate when applied to the entire fetal weight ranges [11] . One particular reason is the imbalanced sample size, the real clinical data set consists primarily of NBW fetuses with just a small part of HBW fetuses and LBW fetuses, therefore, using a regression formula to estimate the birth weight of an HBW or LBW fetus is much more difficult than estimating the birth weight of an NBW fetus. Previous studies have reported that except for ultrasound parameters, there are multiple variables related to fetal birth weight, such as fetal sex, maternal age, height, large gestational weight gain, and gestational diabetes [12] , [13] . It's hard for a simple traditional regression formula to reflect the complex multi-dimensional and nonlinear relation between all these variables and the fetal weight. Besides, most of the fixed regression formulas are derived from a typical clinical population, so it may be less accurate to apply these formulas to other populations [10] . Recently, artificial neural networks (ANN) has been applied by many researches to predict fetal weight to overcome the problems of traditional regression methods [14] , [15] , [16] . Comparison of estimated fetal weight (EFW) accuracy showed that these ANN models both significantly outperformed the commonly-used regression formulas. However, the case numbers of these methods were small, neural networks are more suitable for finding patterns in large sample data, and enlarging the neonatal cases may improve the performance of these ANN models. Although the mean accuracy of all fetal weight ranges has improved significantly, the estimation is still less accurate when body weight is below 2500g and above 4000g due to the imbalanced data sets. What's more, it is revealed that the fetal density, morphologic feature or body configurations are different among the three fetal weight groups [8] , [11] . However, most of the methods were designed for the entire fetal weight ranges by using a single ANN model which ignore those differences between each group. Thus it is necessary to classify fetuses into different groups and determine different significant variables for each group. All these ANN models used the back propagation (BP) network as the learning algorithm to train the ANN. Nevertheless, the BP network suffers from an uncontrolled convergence speed and local optima, it also needs large numbers of tag data.
Deep belief network (DBN) [17] is a kind of deep learning model which is composed of multiple layers of restricted boltzmann machines (RBMs). DBN has a greedy layer-wise unsupervised pre-training process as well as a top-down finetuning procedure for optimizing the model's performance. The training process of DBN is faster than ANN, because the RBM is trained by just comparing the divergence. Besides, the pretraining procedure helps to find latent variables behind the data, which can be regarded as weights initialization of a BP network. Because of these advantages, DBN can avoid the problems that BP network have [18] , [19] .
In this study, we proposed a classification-based birth weight prediction model, which is built upon DBN networks. We collected 7875 singleton fetuses from West China Second University Hospital, the synthetic minority oversampling technique (SMOTE) [20] was utilized to enlarge the training data of LBW and HBW fetuses to overcome the imbalanced learning problem. Then, the support vector machine (SVM) algorithm was utilized to classify the fetuses into two groups: BW < 4000g (LBW, NBW) and BW ≥ 4000g (HBW). Finally, these two groups were trained in two different DBN models respectively where each DBN model had different significant input parameters. The experimental results demonstrate that the proposed method outperforms the regression formulas and is an effective way to estimate the fetal birth weight. This paper also provides a possible method for predicting fetal weight in gestation period. We hope that the proposed method can help clinicians to assess fetal growth before delivery and provide valuable information in delivery management and clinical decisionmaking.
II. METHODS

A. DATA
This study was a retrospective review of delivery records in West China Second University Hospital between January 2016 and December 2017. As one of the medical centers for women and children in China. The patients are from all over China with different provinces and ethnic groups which can fully reflect the diversity of patients, thus making the data from this hospital represent the general population of China. All the fetuses were examined by ultrasound which was performed by skilled obstetric residents within seven days prior to delivery [11] . As shown in Fig. 1 , the women who had missing ultrasound parameters or without ultrasound information within seven days of delivery were excluded, twins or multiple births were also removed. In total, 7875 women with singleton fetus were analyzed in our study. Table 1 shows the maternal and fetal characteristics of the 7875 singleton neonates. There were 7200 (91.43%) NBW fetuses, 485 (6.16%) HBW fetuses, and 190 (2.41%) LBW fetuses. The age of these women was between 18 and 48 years old, with an average age of 30.81 ± 3.97 years. The mean gestational age at delivery was 39.50 ± 0.79 weeks (36-40weeks), the average actual birth weight was 3331.59 ± 409.18g (930-5120g).
In this study, the following six parameters before delivery were adopted in constructing the estimation models, i.e. four ultrasonographic parameters including biparietal diameter (BPD), head circumference (HC), femur length (FL), abdominal circumference (AC), and two maternal parameters, namely maternal fundal height (FUH) and maternal abdominal circumference (MAC).
The architecture of the proposed birth weight estimation model is illustrated in Fig. 2 , before fetal size classification, we employed SMOTE algorithm to solve the imbalanced learning problem. The fetuses were classified into group I (BW < 4000g) and group II (BW ≥ 4000g), then two DBN models were employed to estimate the birth weight of group I and group II separately. In this paper, we classify all the fetal samples into two categories instead of three because the case number of LBW samples are too small to achieve a satisfying classification performance, meanwhile we mainly focus on improving the prediction accuracy of NBW and HBW fetuses, so we treat the LBW samples and the NBW samples as the same class.
B. SMOTE-BASED DATA AUGMENTATION
As shown in Table 1 , the sample numbers for HBW and LBW are insufficient, resulting in an imbalanced learning problem. Machine learning networks typically expect large amounts of balanced data sets. Therefore, when applied to complex data sets with imbalanced class distributions, these networks tend to provide inaccurate performance and cannot properly represent the distributive characteristics of the data [21] .
SMOTE algorithm is an excellent synthetic data augmentation algorithm which has been applied in various areas, it can prevent overfitting problems compared with those methods that simply replicate the minority samples [20] . The illustration of SMOTE is shown in Fig. 3 . The steps of SMOTE are as follows: (1) We define the given training data set as S, the set S min is the minority class examples (S min ∈ S), for each minority class sample x i ∈ S min , obtain its k-nearest neighbors within the minority class.
(2) Choosing neighbors from the k-nearest neighbors randomly based on the required over-sampling amount, assuming that the selected neighbor isx i ∈ S min .
(3) Synthetic samples are generated according to (1): multiply the difference between the sample x i and its nearest neighborx i by a random number η (0< η <1), then add it to the sample x i to create a new synthetic sample x new .
In this paper, the numbers of the nearest neighbors for each minority class sample was set to 5. The data distribution before and after the data augmentation is shown in Fig. 4 , there were 9000 samples covering 7200(80%) NBW fetuses, 1000 (11.11%) HBW fetuses, and 800(8.89%) LBW fetuses after data augmentation. All these augmented data were only put into the training set, then we divided the other data without data augmentation into training and testing set randomly. Thus there is only real clinical data in the testing set. As a result, 6900 fetuses (76.66%) were included as the training set while 2100 fetuses (23.34%) made up the testing set.
C. SVM-BASED FETAL SIZE CLASSIFICATION
The body configurations of different fetal size may be different and therefore, different groups of fetal weight may VOLUME 7, 2019 be affected by different parameters. As illustrated in Fig. 2 , in order to reduce the effect of body size heterogeneities between different fetal weight groups, SVM algorithm was used to classify fetal size before fetal weight regression. The fetuses were classified into two groups, group I (BW< 4000g) and group II (BW ≥ 4000g).
To determine which parameters were highly correlated with different fetal birth weight ranges, we utilized the Pearson correlation coefficient analysis to investigate the most significant parameters for each fetal weight range. The Statistical Product and Service Solutions (SPSS 22.0) was employed to perform this statistical analysis. The Pearson correlation coefficients between different fetal weight ranges and parameters are shown in Table 2 . It shows that for HBW range, BPD and AC have a higher correlation coefficient with the actual birth weight than the other parameters, so BPD and AC are selected as the classification features for SVM.
D. DBN-BASED FETAL WEIGHT ESTIMATION
In our study, DBN was used to build the fetal birth weight estimation model, according to the classification result of SVM model, two DBN models with different input parameters were designed to predict the fetal birth weight. DBN is a multilayer structure consists of a series of individual RBMs [22] , [23] . The RBM is a bipartite connectivity graph, as shown in Fig. 5 , v and h represent the visible layer and the hidden layer of RBM respectively [24] .
For one particular RBM, the energy of the joint configuration of (v, h) is defined as: The activation probability of the jth hidden unit is:
The activation probability of the ith visible unit is:
where the activation function is sigmoid equation. The gradient of log-likelihood function was used to optimize the θ , it can be described as:
where · data and · model represent the expectations with respect to the training data distribution and the model distribution respectively. The · data can be obtained by calculating the conditional probability distributions from training set, while computing the · model is intractable, as a simple and efficient solution, the contrastive divergence (CD) was used to approximate · model [25] . The architecture of the DBN model is shown in Fig. 6 . The DBN model consists of n RBM layers and a BP output layer, in our study, n is set to be 2. In the input layer, we use a sequence V 1 = {x 1 , x 2 , . . . , x m } to represent the input parameters, where x i represents each parameter and m is the number of the input parameters. As shown in Table 2 , all parameters are significantly correlated with NBW fetuses (p < 0.01) while BPD, HC, FL, AC, MAC are significantly correlated with HBW fetuses (p < 0.01). So for Group I (BW < 4000g), BPD, HC, FL, AC, FUH, and MAC are selected as the input parameters, while the input parameters of Group II (BW ≥ 4000g) are BPD, HC, FL, AC, and MAC. In each RBM layer, V i and H i is the visible layer and hidden layer of this RBM layer respectively, and H i is also regarded as the visible layer of the next RBM layer. There is a BP network on the top of the RBMs, which is regarded as the output layer, y represents the predicted fetal birth weight. W i , B i , and A i are the connection weights and bias between two layers.
There are two steps in the training process of a DBN model:
Step I : pre training In this step, each RBM layer is trained separately with the greedy unsupervised algorithm.
Step II: fine-tuning In this step, a supervised BP network is utilized to fine tune the whole model, the input of this BP network is H n , which is the output vector of the last RBM layer.
We evaluated the performance of the model by using mean absolute error (MAE) and mean absolute percent error (MAPE), the equations are represented as follows:
where n is the number of fetuses, y i andŷ i are the actual birth weight and estimated birth weight of the i th fetus. Table 3 shows the estimation performance of the proposed model, the MAPE and MAE for the fetuses of all the fetal weight ranges are 6.09± 5.06% and 198.55 ±158.63g. Table 4 provides the result of the prediction model without SMOTE based data augmentation. It can be observed that the prediction performance of minority groups HBW and LBW has been improved after data augmentation in the proposed model, especially for the HBW group, there is a 1.17% decline in MAPE and 49.02g decline in MAE respectively. Thus, it can be concluded that using the balanced data set to predict the fetal weight is more effective than just using the original imbalanced data set.
III. RESULTS
A. PERFORMANCE COMPARISON OF IMBALANCED AND BALANCED DATA SETS
B. PERFORMANCE COMPARISON OF CLASSIFIED AND UNCLASSIFIED DATA SETS
To investigate the effectiveness of SVM based classification in the proposed model, we validated the performance of the estimation model in the unclassified data set. Table 5 illustrates the result, compared with the result shown in Table 3 , it was demonstrated that using SVM algorithm to classify the fetuses into different fetal size groups can improve the prediction performance, especially for HBW fetuses.
C. ACCURACY COMPARISON OF DIFFERENT FETAL WEIGHT ESTIMATION METHODS
We compared the fetal weight estimation accuracy of the proposed model with that of the commonly used regression formulas shown in Table 6 , including the formulas of Hadlock et al. (1985) [26] , Shepard et al. (1982) [27] , Hsieh et al. (1987) [28] , and Woo et al. (1985) [29] . We calculated the MAPE and MAE for each regression formula method in the same testing set (n=2100) as our proposed method. The result is illustrated in Table 7 , compared with the accuracy of regression formulas, the proposed method increased the predictive accuracy MAPE for 0.25% to 21.01% and MAE for 12.49g to 681.24g. Fig. 7 and Fig. 8 illustrate that the proposed approach is superior to regression formulas, it can reach a statistically higher degree of accuracy. For the regression formulas, the fetal weight estimation accuracy of different fetal birth weight ranges is shown in Table 8 . As compared with the result of the proposed model shown in Table 3 , it is demonstrated that our model outperforms the regression formulas among NBW and HBW fetuses, while for LBW fetuses, the estimation results of Hadlock1 (1985) and Hadlock2 (1985) are slightly better than those of the proposed model. 
IV. DISCUSSION
Most of the EFW models were designed for all fetal weight ranges by using a single formula or prediction model, it may have a high estimation accuracy among NBW group, but the accuracy of HBW and LBW was still not satisfactory. We considered one of the reasons was that the sample size of the minority weight ranges was small, in our study, the data augmentation algorithm SMOTE was used to solve this problem. Bernstein and Catalano claimed that for the HBW fetuses, their soft tissue mass in the limbs increased a lot, but the measurements of AC, HC, and FL may do not account for this, which would cause fetal weight underestimation [30] . Therefore, we hypothesized that when the fetal weight grows to more than 4000g, the growth trend is no longer reflected in the changes of ultrasound parameters, but in the changes of the maternal parameters such as FUH and MAC. So the FUH and MAC before delivery were adopted as the input parameters of the DBN models. Chuang et al. [8] also hypothesized other possible reasons, such as the density, the fetal morphologic feature might be different between each birth weight groups. In order to reduce the influence of body size heterogeneities between different fetal weight groups, SVM algorithm was utilized to classify fetuses into two groups: birth weight below 4000g and over or equal to 4000g, we analyzed these two groups and found the most significant parameters for each group. Then they were trained in two different DBN models with the corresponding input parameters. We compared the prediction results of the classified and unclassified models. As the estimation accuracy shown in Table 3 and Table 5 , it is demonstrated that classify the fetuses into different groups and predict the birth weight using different significant parameters result in higher accuracy observably.
In our study, we investigated the effectiveness of SMOTEbased data augmentation, it is shown in Table 4 that if the original imbalanced dataset was utilized directly as the training set of the prediction model, the minority groups HBW and LBW fetuses would be seriously biased to the majority group NBW fetuses. As a result, the prediction accuracy of HBW and LBW fetuses were relatively low. After data augmentation based on SMOTE, a balanced training dataset was reconstructed, the performance of HBW groups had realized a significant increase. For the LBW group, there was a slight rise on the performance, because the sample size of this group was too small to get a satisfying improvement. It also proved that the increase of the sample number of HBW and LBW fetuses can improve the estimation performance, future study is suggested to collect more actual HBW and LBW fetuses to improve the prediction accuracy.
From Table 3 and Table 8 , we found that the proposed method outperformed the regression formulas almost in all fetal ranges. There were also a lot of EFW researches based on ANN model. Wu et al. [16] , Chuang et al. [8] , and Cheng et al. [14] both adopted ANN to estimate birth weight, they all claimed that ANN model outperformed the regression formulas, however, their researches were all based on small study groups with a fetal case of 109, 1353 and 2127 respectively. Wu et al. [16] , Chuang et al. [8] also claimed that the EFW was less accurate for LBW and HBW fetuses. In our study, there were a total of 7875 cases which was significantly larger than the above studies. The sufficient balanced sample cases are more conducive to the DBN to analyze the complex relationship between input and output, resulting in higher accuracy. In addition, DBN can solve the problem of uncontrolled convergence speed and local optima of ANN.
There are several limitations of the study that should be recognized. First, those women who gave birth to twins or multiple births were excluded, and it may prevent us from fully understanding the birth weight of both singleton, twins, and multiple births. Future study may take these patients into consideration. Secondly, there are various parameters we can get from an ultrasound measurement, such as occipito-frontal diameter (OFD), femur length (FL), head circumference (HC), biparietal diameter (BPD), abdominal circumference (AC), and fetal gender. In our study, we selected BDP, HC, FL, AC, FUH, and MAC as the input parameters of the proposed model according to the expert's clinical experience and Pearson correlation analysis. However, studies showed that different ultrasound parameters were associated with birth weight at different degrees, and different combinations of parameters may affect the prediction results. Cheng et al. [14] cross-validate the significance among ultrasound parameters by using Spearman correlation analysis, it showed that compared with other factors, AC is most correlated with birth weight. In addition, several maternal characteristics, such as pre-existing or gestational diabetes, prolonged gestation, maternal age, significant weight gain during pregnancy, and body mass index are also linked to fetal weight [4] , [31] . Future studies are warranted to improve the accuracy of EFW by adding more effective parameters and the rational combination of maternal and fetal parameters is the key to establish a better estimation model. Thirdly, the proposed model improved the estimation accuracy at the extreme weight ranges (HBW, LBW) due to the balanced data sets produced by SMOTE-based data augmentation. However, there are also drawbacks in SMOTE algorithm, such as variance and over generalization, the variant of SMOTE such as Borderline-SMOTE can be utilized to improve the estimation performance [32] . Besides, these augmented samples cannot replace the real neonates. To solve this problem, further studies are suggested to collect more data from real HBW and LBW fetuses born in hospitals. Finally, this work was a retrospective study from a single center, in the further work, a multicenter prospective study is planned to expand the sample size to test the accuracy of the proposed model.
V. CONCLUSION
In this study, we proposed a novel fetal weight estimation model which combined SVM based classification with DBN to improve the performance of EFW in all fetal weight ranges, we also solved the imbalanced learning problem by utilizing SMOTE based data augmentation. It was demonstrated from the result that the proposed model outperformed the regression formulas. Our study revealed that DBN is a promising approach for fetal weight estimation, it also proved that classify fetuses into different groups and predict birth weight using different significant parameters are effective. We believe that the proposed method may help clinicians to assess fetal growth during the pregnancy and provide valuable information in delivery management and clinical decision-making. With respect to the future work, we intend to collect more new-born fetuses of all fetal weight ranges from multiple centers, explore additional effective parameters and optimize the structure of DBN to improve the prediction accuracy. 
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