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ABSTRACT This work presents an innovative methodology to predict the future trajectories of vehicles
when its current and previous locations are known.We propose an algorithm to adapt the vehicles trajectories’
data based on consecutive GPS locations and to construct a statistical inference module that can be used
online for mobility prediction. The inference module is based on a hidden Markov model (HMM), where
each trajectory is modeled as a subset of consecutive locations. The prediction stage uses the statistical
information inferred so far and is based on the Viterbi algorithm, which identifies the subset of consecutive
locations (hidden information) with the maximum likelihood when a prior subset of locations are known
(observations). By analyzing the disadvantages of using the Viterbi algorithm (TDVIT) when the number
of hidden states increases, we propose an enhanced algorithm (OPTVIT), which decreases the prediction
computation time. Offline analysis of vehicle mobility is conducted through the evaluation of a dataset
containing real traces of 442 taxis running in the city of Porto, Portugal, during a full year. Experimental
results obtained with the dataset show that the prediction process is improved when more information about
prior vehicle mobility is available. Moreover, the computation time of the prediction process is significantly
improved when OPTVIT is adopted and approximately 90% of prediction performance can be achieved,
showing the effectiveness of the proposed method for vehicle trajectory prediction.
INDEX TERMS Trajectory prediction, hidden Markov model, estimation and modeling, machine learning.
I. INTRODUCTION
The pervasive use of mobile devices and location-based ser-
vices has contributed to the production of a growing vol-
ume of spatio-temporal data, frequently exploited to improve
many practical applications, ranging from the transporta-
tion engineering [1], urban planning [2], Points of Interest
(POI) recommendations [3], and population distribution [4].
Furthermore, a considerable amount of mobility data has
been exploited to study a variety of human dynamics [5],
essential to increase the capacity of the location services used
by mobile systems [6], and more recently, to forecast the
spread of COVID-19 [7], [8]. In particular, GPS data-based
The associate editor coordinating the review of this manuscript and
approving it for publication was Camelia Delcea .
datasets contain detailed information (e.g., latitude, longi-
tude, and timestamp), sequentially organized to describe a
trajectory [9], which is usually referred to as a set of GPS
points ordered by a timestamp.
Trajectory prediction of a running vehicle based on their
previous visited locations can be a key for useful applications.
For instance, the prediction of the next visiting place of a
user/vehicle enables advertisement companies to customize
their commercial advertisements for a specific target. More-
over, trajectory prediction could help drivers to interpret the
estimating travel time of a given route and perform a better
route planning.
Over the past decade, different probabilistic-based models
have been proposed to represent vehicles’ mobility [1], [3],
[10]–[12]. The models available in literature are divided in
VOLUME 9, 2021 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 13671
L. Irio et al.: Adaptive Learning-Based Approach for Vehicle Mobility Prediction
two main categories: short-term and long-term trajectory pre-
diction models. The short-term trajectory prediction models
rely on one or two previous locations plus the current location
to predict the next location [13]. In its turn, the long-term
trajectory models [14] predict the location at a more distant
future time. However, most of existing works only employ
short-term models to predict vehicular trajectories in urban
areas, where the movements of vehicles are constrained by
complex roads with segments, intersections and traffic. Due
to the randomness of the vehicles’ position over time, long-
term prediction models have poor prediction performance for
vehicles’ mobility in cities [15]. The prediction output of long
and short-term models are usually reported in the form of the
next location or a sequence of future predicted locations.
Most of existing works assume that the human trajectories
or patterns are very regular [16], usually limited to residential
areas, making the prediction challenge more straightforward.
In contrast, the regular movements of a taxi’s trajectory can be
reasonably rare because the customers’ pick up and drop off
are frequently random. In such circumstances, the prediction
of the future locations can be more challenging as the level of
mobility uncertainty increases.
Motivated by the difficulty of predicting highly random
vehicular mobility, such as taxi’s trajectories in urban areas,
and the challenge of considering innovative Markov infer-
ence approaches, we propose a novel prediction methodology
to estimate vehicles’ mobility. In a first step, we seek to
decrease the computation time and the prediction error by
reducing the size of the observation state space through a
pre-processing algorithm that divides a vehicle’s trajectory
in multiple sequences containing adequate short-time infor-
mation. Then, we adopt a Hidden Markov inference model
to capture the statistical properties of the taxis’ mobility. The
prediction approach is based on the Viterbi algorithm, which
identifies the most likely sequence of locations where a vehi-
cle will move to when a sequence of prior locations is known.
Two different prediction algorithms are compared and its
performance is evaluated for different model parameters.
According to the best of the authors’ knowledge, no infer-
ence model has considered so far the case when the hidden
states of the HMM represent a sequence of locations and not
a single location. This is the main novelty of our work, as we
can identify the performance of considering longer/shorter
length sequences at the hidden states to evaluate the impact
of the amount of prior information in the prediction process.
The main contributions of this work are listed as follows:
• We propose an algorithm to convert the raw trajectory
data into locations or stay-points where the vehicle
stays for a period of time. The algorithm described in
Section V-B provides a discretization of the mobility
described by multiple GPS samples into a fixed set of
locations, simplifying the computation process required
for prediction;
• A novel inference model based on a Hidden Markov
model (HMM) is proposed, where each hidden
state represents a sequence of trajectory locations.
By considering that the hidden states represent not a
single location but a fixed-length sequence of consecu-
tive locations visited by a vehicle, the HMM represents
the Markov relation between sequences of prior visited
locations, thus properly capturing the sequential nature
of each individual trajectory;
• As an optimal solution, we present experimental pre-
diction results computed with the Viterbi algorithm
(TDVIT), which is capable of predicting the future vehi-
cle trajectory by analyzing the previous information
related to a vehicles’ mobility;
• Motivated by the high of computational complexity
of the optimal TDVIT algorithm as the number of
hidden states increases, we propose a modified ver-
sion, OPTVIT, that predicts vehicles’ trajectories more
efficiently without sacrificing the optimal prediction
performance;
• The prediction algorithms are assessed using a dataset
containing real trajectories of 442 taxis running in the
city of Porto during a full year, using different evalua-
tion metrics: computation time, and prediction perfor-
mance for all unique sequences, for randomly chosen
sequences, and for different sequence lengths;
• Experimental results show the impact of prior data quan-
tity and location’s resolution on both prediction perfor-
mance and prediction computational time, showing that
the increase of the location resolution can increase the
prediction performance if longer sequences of prior data
are adopted.
The rest of the paper is organized as follows. Section II
reviews the related works. Section III describes the problem
of vehicle mobility prediction by first setting out some basic
terms and definitions. Section IV presents the methodology
to infer and predict the vehicle trajectory. Section V analyzes
the dataset used in this paper. Section VI describes the evalu-
ation of the prediction process and Section VII concludes the
paper.
II. RELATED WORK
This section provides a brief overview of the state-of-the-art
by describing and comparing different mobility prediction
schemes. Although some authors have already proposed a
more detailed characterization of the existing mobility pred-
itcion algorithms [17], the mobility prediction schemes can
be divided into three categories: (i) Bayesian Network-Based
Methods; (ii) Markov-Based Methods; (iii) Neural Network-
Based Methods.
A. BAYESIAN NETWORK-BASED METHODS
Bayesian Network-Based methods rely on Bayesian infer-
ence to evaluate the probability of a given vehicle trajec-
tory conditioned by an observed segment (sub-trajectory)
based on statistics from historical trajectory data. Adopting
a Bayesian inference, Zhang et al. [18] proposed a location
prediction model that considers multiple predictive factors
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(topology information, road topology information, andmove-
ment information) to improve the prediction accuracy and
enhance the efficiency of the model. Similar to [18], the
authors in [19] exploited frequent region patterns to construct
a Bayesian network to predict the future location of a moving
object. In a different way, Dash et al. [20] proposed a dynamic
Bayesian network, which models a sequence of variables
(location, day of the week, time of the day) to predict the
user’s next place.
B. MARKOV-BASED METHODS
The most widely used mobility prediction schemes fall under
the category of Markov-based methods [1], [3], [10]–[12],
[21]. The Markovian characteristic refers to a sequence of
possible states, where the next state depends only on the
current state. Based on this characteristic, it is possible to
describe the user’s movement, in which the transition prob-
ability from the current to the next location is only based
on the current location. Adopting a Markov-based method,
the authors in [1] presented a preliminary work to predict
the continuous paths of moving objects. In [21] mobility
prediction is adopted for a cooperative caching scheme pro-
posed to cache popular contents at a set of mobile nodes that
stay longer at the hot spot areas. Qiao et al. [1] proposed
an HMM in which the hidden states are trajectory segments,
and the observable states are cells. However, the authors
only studied the prediction accuracy for a fixed length of
the trajectory segments. Further, to potentially increase the
efficiency of mobility predictors, Lv et al. [3] studied the
possibility of considering user’s living habits in the HMM
model, but the performance of this method presents a low
accuracy of next-place prediction for users having a short
history of movements or not exhibiting ergodic motion. More
recently, the work in [12] addressed the problem of sparse
historical trajectory data, by proposing a prediction model
that employs the pattern of group travels to improve personal
location prediction precision. Li et al. [12] firstly used the
sequences of users’ trajectory locations to construct a spatial
clustering of multiple users’ trajectories, and then adopted
two variable-order Markov models to predict the clustering
trajectory. However, a prediction based on group trajectory
can be extremely vulnerable to external crowd behavior.
Taking into account the crowd mobility, [11] proposed a
HMM to perform individual trajectory prediction. Although
the individual trajectory prediction can be improved through
the knowledge of crowd mobility, the authors segmented the
locations into limited points of interest. Thus, this method is
not so adequate to predict a taxi’s trajectory due to the high
number of destinations compared to a few points of interest.
C. NEURAL NETWORK-BASED METHODS
Neural networks have been used for mobility prediction in
different scenarios. One of the preliminary works adopt-
ing a neural network for trajectory prediction [22] won the
ECML-PKDD (European Conference on Machine Learn-
ing and Principles and Practice of Knowledge Discovery
in Databases) competition [23]. As described in [22], the
authors considered a Multi-Layer Perceptron with a fixed-
size input. Thus, this approach can not handle input tra-
jectories of variable length. Artificial neural networks were
also adopted to predict vehicles’ arrival rate that is further
used to optimize the operation of vehicular routing protocols
[24]. Within the scope of long short-term memory (LSTM)
neural networks, [25] proposed the use of LSTMs to predict
the trajectory of vehicles. However, this approach is mainly
designed for a highway scenario and use high diversity of
features, which limits its practicability. LSTMs were also
proposed in [26] to predict personalized trajectories of con-
nected vehicles. More recently, the authors of [27] adopted a
convolutional neural network to propose a novel algorithm
that predicts the destinations of taxi trajectories. Contrary
to the traditional prediction models, which treats trajecto-
ries as one-dimensional sequences, the proposed algorithm
models trajectories as two-dimensional images to improve
the prediction accuracy. The experiments conducted on real
trajectory data by Lv et al. [27] showed that the proposed
scheme achieves better accuracy than state-of-the-art meth-
ods. However, the method needs hours to learn the spatial
patterns of the trajectories.
Although Bayesian network-based methods are straight-
forward to implement, the sparsity of trajectories makes
it challenging to conduct inference from the historical
data, resulting in a computationally intensive method. Thus,
the Bayesian Network-Based methods are usually com-
bined with Neural Network-Based methods to enhance
performance [13]. Regarding theMarkov-basedmodels, their
performance is mainly influenced by the transition probabil-
ity matrix, and the lack of extensibility associated with these
models makes them very difficult to obtain such matrix when
the state space is large. HMMs can improve the performance
of mobility prediction due to the conditional association of
hidden events, but the hidden states increase the computation
complexity associated to the prediction state. Finally, the
Neural Network-Based models can achieve low computation
times, but for those with an extensive number of hidden layers
and neurons, they demand for a long training period.
III. PROBLEM STATEMENT AND PRELIMINARIES
This section introduces some basic terms and definitions
needed to define the mobility prediction model.
A. BASIC TERMS AND DEFINITIONS
In this workwe consider that multiple vehicles are traveling in
a specific spatial region, represented by a grid map. The grid
map is two-dimensional and it is divided into geographical
sub-regions denoted as cells, represented by cη. An example
of a grid map representation can be seen in Fig. 1. The posi-
tion of each vehicle is sampled periodically and associated to
a cell of the grid map.
Spatio-temporal trajectories are generated when the vehi-
cles move from the trip’s start to the trip’s end. Considering
that each path has a variable trip’s time, the trajectories are
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FIGURE 1. Grid map representation with N = 16 cells.
TABLE 1. List of symbols.
divided into sequences that have a constant number of cells.
To provide practical insight into vehicle’s mobility, some
basic terms and definitions are given as follows.
Definition 1: A cell cη, with η ∈ {1, . . . ,N }, represents
each two-dimensional division of the grid map where the
vehicles are moving. The variable N represents the maximum
number of cells.
Definition 2: A trajectory Tj = {c1η, c
2
η, . . . , c
4j
η } repre-
sents a list of 4 cells sequentially visited by a vehicle, where
ckη represents the k-th cell of the trajectory. Each trajectory
is composed by a variable number of 4j visited cells, with
4j > 1.
To define a granular length of the trajectories’ sequential
data adopted in the inference model, we represent a trajectory
as a set of multiple locations’ subsets. Each subset is denoted
as a sequence and is next defined.
Definition 3: A sequence Sκ = {c1η, c
2
η, . . . , c
3
η } is formed
by a finite set of 3 consecutive visited cells, with 3 ≤ 4j.
The number of cells (3) that compose the sequence κ ∈
{1, . . . , } is the same for all  sequences that jointly rep-
resent the trajectory.
A sequence is considered as a unit of inference, since the
statistics obtained during the inference stage define the prob-
ability of occurrence of each sequence and the probabilities
of transition between the multiple sequences that compose a
single trajectory. The definitions of the symbols are listed in
Table 1.
FIGURE 2. Structure of the model for vehicle mobility prediction.
B. PROBLEM STATEMENT
The structure of the proposed model is depicted in Fig. 2. At
its most basic level, the model contains two main modules:
1) the statistical inference stage; and 2) the mobility pre-
diction stage. In the statistical inference module, we obtain
the historical data from the trajectory database, and then we
extract and transform the trajectories to infer the stochas-
tic properties that can be used for the mobility prediction
module. Further, in the mobility prediction module, we make
use of the inferred statistics to convey the motion trend and
predict the mobility of the vehicles. The inference stage is
based on a HMM model, presented as follows.
Definition 4 (HMM for Mobility Inference): Assume a
segment of a vehicle trajectory (sub-trajectory) represented
by a sequence Sκ = {c1η, c
2
η, . . . , c
3
η }, and λ = {π ,A,B} a
HMM, where π represents the initial state distribution, A is
the transition matrix of hidden states, and B is the emission
matrix of observable states.
IV. INFERENCE AND PREDICTION METHODOLOGY
This section describes the methodology to infer the mobility
statistics and to predict the vehicle trajectory based on the
information inferred so far. We present a detailed overview
of how the information regarding the initial state distribution,
transition matrix of the hidden states, and the emission matrix
of the observable states are computed. The section ends by
presenting the trajectory prediction algorithms TDVIT and
OPTVIT.
A. INFERENCE
We model each trajectory using a Markov chain, which con-
sists of a set of states (represented by 9) and a set of transi-
tions between them, where each transition has an associated
probability. Thus, the Markov chain is defined by assigning
a hidden state to each unique sequence Sκ . For each pair of
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adjacent sequences {Sκ , Sκ+1}, the transition probability of





where #(Sκ , Sκ+1) is the number of times that the two adjacent
sequences {Sκ , Sκ+1} occur in all trajectories and #(Sκ ) is the
number of times that Sκ appears in the inference data. Each
entry aκ,κ+1 is stored in the transition probability matrix A.
In real-time, we do not observe an entire sequence but only
the current position of a vehicle, represented by a cell. The
HMM is a probabilistic model that comprises observed events
and hidden events. In this work the observed events repre-
sent the visited cells and the hidden events are the possible
sequences that characterize the user’s motion. The goal is to
consider a set of observed cells already visited by a vehicle
(prior information) to predict the next cell to be visited.
The HMM is described by the hidden states q(t) and the
observable states o(t) at discrete time t , and can be specified
by the following components:
1) Q = {q1, q2, . . . , q9} a finite set of 9 hidden states,
that represent the possible 9 unique sequences;
2) O = {o1, o2, . . . , oN } a finite set of N observations,
that represent the possible N cells of the grid map;
3) A = {a1,1, a1,2, . . . , a9,9} a state transition probabil-
ity matrix, where each element of the matrix is given by
ai,j = P(q(t + 1) = Si|q(t) = Sj), i, j ∈ {1, 2, . . . , 9}.
4) B = {b1(o1), . . . , b1(oN ), . . . , b9 (o1), . . . , b9 (oN )}
a emission probability matrix, where each element
expresses the probability of an observation on being
observed in the state κ , given by bκ (on) = P(on|qκ ).
5) 5 = {π1, π2, . . . , π9} is the initial state distribution,
where πi = P(q(0) = Si).
Fig. 3 presents an example of the HMM adopted in the
inference stage, where the circles represent the hidden states,
and the grid cells illustrate the observable states. In this
example, the hidden state set Q = {q1 = S1, q2 = S2, q3 =
S3, q4 = S4} corresponds to the number of unique sequences,
and the observable state set O = {c1, c2, . . . , c16} contains
N = 16 possible observable states, corresponding to the
partitions of the grid map.
The state transition probability matrix, A, and emission
probability matrix, B, related to Fig. 3 are given by
A =

0 0.5 0.5 0
0 0 1 0
0.1 0.1 0 0.8




0.15 0.85 0 0 0 0 0 0 . . . 0
0 0 0 0 0 1 0 0 . . . 0
0 0 0.6 0.05 0 0 0.35 0 . . . 0
0 0 0 0 0 0 0 1 . . . 0
 .
The transition probability matrix A is an9×9 matrix and
can be computed using (1). Similarly, the emission probabil-
ity matrixB is an9×N, where each entry bκ (on) = P(on|qκ )






where #(qκ , on) represents the number of times that the
observable state on is observed in the hidden state qκ . 5 is





After the inference stage, the next goal is to estimate the
most likely hidden state given a vector of observations. Next
we describe the proposed prediction algorithm.
B. MOBILITY PREDICTION
The prediction problem finds the hidden state with the max-
imum likelihood, when previous and current information of




{P(O|qi, λ)× P(qi|λ)}, (4)
where the goal is to identify the sequence of hidden states
that ensures the maximum probability P(O|λ). The problem
can be optimally solved adopting theViterbi algorithm,which
finds the chain of hidden states with the maximum likelihood.
The algorithm has three phases described as follows.
1) First, the initial probability of each hidden state πi and
the emission probability of observing o1 given the hidden
state qi are used in the initialization of the Viterbi variable
δ1(i) as follows
δ1(i) = πi bi(o1), 1 ≤ i ≤ 9. (5)
2) Then, the forward Viterbi variable δ2:3(j) is computed
recursively for each hidden state qj as the product of the
previous forward variable of state qi by the transition prob-
ability between the previous state qi to state qj, ai,j, and by




{δ1:3−1(i) ai,j bj(o2:3)}. (6)
VOLUME 9, 2021 13675
L. Irio et al.: Adaptive Learning-Based Approach for Vehicle Mobility Prediction
3) Lastly, we find the Viterbi path with the maximum





In Algorithm 1, TDVIT, we adopt the Viterbi algorithm,
denoted as Viterbi(O, λ), to predict the cell c3η of a sequence
Stest = {c1η, c
2
η, . . . , c
3
η }, when the first 3 − 1 visited cells
are known. We start by collecting the first {3 − 1} cells of
Stest stored in χ (line 1). After that, we search for all unique
sequences (ζ ) that contain the first {3 − 1} cells equal to
χ (line 2). In this manner, we have the set of all possible
sequences, ζ , in which the last cell c3η is a possibility for the
predicted cell. For each sequence Sj ∈ ζ (line 3), we gather
the observable state set O, that corresponds to all 3 cells
of sequence Sj (line 4). Then, we use the Viterbi (line 5) to
obtain the last forward Viterbi variable δ3(j), which indicates
the probability of the current sequence Sj (denoted as P∗),










with maximum probability P∗ in ϒ to identify
the predicted sequence Spred (line 8).
Algorithm 1 Prediction Algorithm TDVIT
Input: T test ; λ = {π ,A,B}; Stest ; O
Output: Spred
1 χ = {c1η, c
2
η, . . . , c
3−1
η } = Transform(Stest )
2 ζ = Search_sequences(χ , T test )
3 foreach Sj ∈ ζ do
4 O = {o1, o2, . . . , o3} = Transform(Sj)






7 Spred = argmaxP∗{ϒ}
8 return Spred
The time complexity of Algorithm 1 is O(923). To
improve the time performance of the prediction problem,
we propose OPTVIT presented in Algorithm 2. The basic





for the first sequence Sj that
occurs in ζ . This is made after the check in line 6, and the
Viterbi variables are stored in vector Vvit. Considering that
the first 3 − 1 observable states, {o1, o2, . . . , o3−1} are the
same for each Sj ∈ ζ , we only need to compute δ1:(3−1)(j)
for S1. For the remaining sequences, Sj>1, we only need to
compute the last Viterbi variable δ3(j) (line 10), based on




in vectors ϒ (line 11) and R (line 12). Vector R is essential
to reduce the algorithm’s time complexity since it stores the
probability P∗ of all computed sequences. Thus, OPTVIT
only needs to calculate the Viterbi variables of sequences that
have not been computed previously (after the check in line
4). Otherwise, P∗ is restored from R (line 14). The last steps
of Algorithm 2 (lines 16-17) are similar to the last steps of
Algorithm 1 (lines 7-8).
We emphasize that Algorithm 1 is proposed for compari-
son purposes. Algorithm 2 introduces two main advantages
because: (i) it is only computed the entire Viterbi path for
the first sequence and then only the last cell of each possible
sequence is recomputed; (ii) the Viterbi path of the first
sequence is stored for future reference, so we can reuse prior
computations for future sequences.
Algorithm 2 Prediction Algorithm OPTVIT
Input: T test ; λ = {π ,A,B}; Stest ; O; R
Output: Spred
1 χ = {c1η, c
2
η, . . . , c
3−1
η } = Transform(Stest )
2 ζ = Search_sequences(χ , T test )
3 foreach Sj ∈ ζ do
4 if Sj /∈ R then
5 O = {o1, o2, . . . , o3} = Transform(Sj)
6 if j = 1 then
7 P∗ = Viterbi(O, λ)
8 Vvit = δ1:(3−1)(j)
9 else





















16 Spred = argmaxP∗{ϒ}
17 return Spred
V. OFFLINE MOBILITY DATA ANALYTICS
This section describes how to preprocess the vehicles’ tra-
jectory raw data, which includes converting each pair of
GPS coordinates to a cell of the grid map and partitioning
each trajectory into sequences. This section also includes
an analysis of the mobility dataset considered in this work,
according to the proposed inference model.
A. DATA DESCRIPTION
The dataset used in this work contains the real traces of
trajectories performed by 442 taxis running in the city of
Porto, Portugal, during a complete year (from 01/07/2013
to 30/06/2014). Each taxi operates through a central taxi
dispatch system, using GPS data acquisition devices installed
in the vehicles. The dataset is provided by the UCI Machine
Learning Repository, and is described in [23]. Each data entry
corresponds to a completed trip of a taxi, containing a total
of 9 features. Still, the ones relevant for this work are the
identifier of each trip (TRIP_ID), the timestamp of the trip’s
start (TIMESTAMP), and the polyline containing the GPS
coordinates regarding the trajectory of the trip (POLYLINE).
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TABLE 2. Format of each entry dataset.
TABLE 3. Area of each grid cell.
Each polyline has a list of GPS coordinates mapped as a
string in the format [longitude, latitude], sampled once every
15 seconds. The first pair represents the trip’s start and the
last the trip’s end. Table 2 represents the relevant features
for this work. We emphasise that the scope of this work is
merely on predicting the vehicular trajectory based on prior
locations without using enriching data of other types, so we
could evaluate the impact of the amount of prior information
on the prediction process, without having any influence of
additional enriching data.
B. DATA PREPROCESSING
The handling of trajectory raw data plays an essential role in
prediction performance. In this section, we describe the data
preprocessing algorithm to transform the data characterizing
the trajectories. The main objective of the algorithm is to
construct a set of sequences to be used in the inference stage.
The spatial region where vehicles are moving is repre-
sented by a rectangular grid, as illustrated in Fig. 1. The
latitude and longitude of the lower-left corner are 41.1391696
and−8.6341313, respectively. The grid dimension is 2953 m
(height) by 3921m (width). The region is divided into N cells,
as represented by the grid map in Fig. 1 (N= 16), and the area
of each cell is illustrated in Table 3 for N = 16, N = 64, and
N = 256.
To simplify the process of describing trajectories, we con-
sider that a trajectory is no longer represented by a list of GPS
coordinates but as a list of cells. Thus, each pair of coordinates
of a trajectory is converted into a cell of the grid map, cη.
Considering that each trajectory has a variable number of 4j
visited cells (Tj = {c1η, c
2
η, . . . , c
4j
η }), a sequence (Sκ ) is used
to represent a finite set of 3 cells: Sκ = {c1η, c
2
η, . . . , c
3
η }.
The total number of cells (3) that compose the sequence
κ ∈ {1, . . . , } is the same for all  sequences.
Having characterized each trajectory as a list of cells, we
develop an algorithm to build the sequences from raw data.
The proposed algorithm is shown in Algorithm 3. The algo-
rithm starts by verifying if the number of cells that compose
the sequence Sκ is greater than 1 (line 2) guaranteeing that no
sequence is formed by less than one cell. For all trajectories
(line 5), the algorithm gathers a total of 4j cells in each
trajectory (line 7). Each collected cell is added to a given
sequence Sκ , up to a maximum of 3 cells per sequence
(line 9). After that, the sequence Sκ is added to the set of
sequences8 (line 11). The next sequence Sκ+1 (line 12) starts
with a shift of 1 cell from the beginning of Sκ (line 14). The
entire process is repeated for all trajectories.
Algorithm 3 Data Preprocessing
Data: Dataset of trajectories Tj (as a list of cells)
Input: 3
Output: 8 = {S1, S2, . . . , S}
1 8 = {}
2 if 3 > 1 then
3 κ = 1
4 Sκ = {}
5 forall the Tj do
6 i = 1
7 foreach c1η, . . . , c
4j
η ∈ Tj do
8 Sκ .append(ciη)
9 i = i+ 1
10 if i > 3 then
11 8.append(Sκ )
12 κ = κ + 1
13 Sκ = {}
14 i = i− (3− 1)
15 return 8
C. DATA EVALUATION
Here, we evaluate the set of sequences, 8, computed in
Algorithm 3. In Table 4, we analyze the total number of
sequences () and the number of unique sequences (9), for
3 = {4, 8, 12, 16, 20} and N = 16. The total number of
sequences increases as 3 decreases, which means that more
sequences are needed to characterize all trajectories when
fewer cells per sequence are considered. Besides that, the
number of unique sequences increases for longer sequences.
Note that each unique sequence Sκ has a certain prob-
ability of occurring in the dataset. To assess the different
probabilities, we plot the cumulative distribution function
(CDF) of sequences’ occurrence in Fig. 4. We represent each
observed sequence Sκ in x-axis, starting with the most likely
sequences and the cumulative probability of Sκ in y-axis.
We observe in Fig. 4 that different CDFs are obtained for
the five values of 3, indicating that the slope of the CDF
slowly decreases as 3 increases. Consequently, the increase
of 3 is beneficial, because the vehicles’ trajectories can be
represented by multiple sequences with lower occurrence
probability, decreasing the number of dominant sequences
that might lower the prediction performance.
In Table 5, we evaluate the total number of sequences
() and the number of unique sequences (9), for
N = {16, 64, 256} by setting 3 = {4, 20} and always
considering the same grid dimensions as described in
Subsection V-B. We observe that 9 increases with N for a
fixed 3, while  remains constant. Due to the increase of
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TABLE 4. Number of sequences () and number of unique sequences (9)
obtained for different 3 values.
FIGURE 4. CDF of sequences’ occurrence in the dataset.
TABLE 5. Number of sequences () and number of unique sequences (9)
obtained for different N values.
9 with N, the number of more dominant sequences also
increases with N. The CDFs of sequences’ occurrence repre-
sented in Fig. 5 show this trend.We observe that 12 sequences
represent 70% of mobility for N = 16, while for N = 64
approximately 800 sequences are needed to represent the
same percentage.
VI. PERFORMANCE EVALUATION
This section evaluates the performance of the prediction algo-
rithms proposed in Section IV. The goal is to use Algorithm 2
to estimate the future vehicle position, here represented
by the next cell. The evaluation methodology is presented
in Subsection VI-A. Next we consider the spacial region
described in Subsection V-B to characterize the accuracy
of the estimation process. The accuracy and the computa-
tion time of the algorithms are assessed in Subsection VI-B,
always considering the same grid (N = 16), and in
FIGURE 5. CDF of sequences’ occurrence in the dataset - N = 16 vs
N = 64 vs N = 256.
Subsection VI-C for different grids (N = 16,N = 64,
N = 256).
A. EVALUATION METHODOLOGY
The dataset used in the validation contains the trajectories of
442 taxis running in the city of Porto during a full year, as
described in Subsection V-A. We choose a grid map repre-
sentation with N cells, and we filter the original dataset to
consider the trajectories contained in that area (paths starting
and endingwithin the defined area). After characterizing each
trajectory as a list of cells, we compute the set of sequences
8 to be used as input of the inference model. The training
data set contains  sequences, which vary for the different
values of 3, as described in Table 4. Thus, we analyze 8
to consider all transitions between consecutive sequences to
populate the transition matrix. We also compute the emission
matrix by calculating the probability of each cell belonging
to every sequence. By doing so, the Hidden Markov model
is defined, and the prediction Algorithms 1 and 2 can then
be run.
The validation method used to assess the prediction pro-
cess is based on the output of Algorithm 2. We evaluate the
prediction performance by comparing the predicted sequence
Spred , with the correct trajectory sequence, Scorr , effectively
traveled by a vehicle.
The prediction performance (PP) is the ratio of correctly
predicted sequences over the total number of sequences in






z(Spredj , Scorrj ), (8)
where z(Spredj , Scorrj ) is 1 if the predicted sequence Spredj is
equal the true sequence Scorrj , and 0 otherwise. |T test | denotes
the cardinality of the set T test .
In the evaluation of the prediction performance we con-
sider 5 values of 3, 3 values of N, and 2 test datasets (T test )
of sequences. The datasets comprise of:
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FIGURE 6. Prediction performance for all unique sequences observed
in 8.
• All unique sequences contained in 8,
i.e. T test = {S1, S2, . . . , S9};
• 105 sequences randomly selected from 8.
Additionally, the computation time is the performance for
a dataset composed of 103 sequences randomly selected
from 8.
The experiments are carried out in Python through NumPy
package and executed on a Intel 8-core i7-9800X processor
@ 3.8 GHz and 128 GB of memory.
B. EXPERIMENTAL RESULTS FOR A SINGLE GRID
In this Subsection, N is fixed to 16. First, we evaluate the
prediction performance for T test that includes all unique
sequences found in 8. From the results reported in Fig. 6,
we observe that the prediction process is improved with the
increase of 3. The results indicate that better prediction
results are achieved when more prior information is consid-
ered in the prediction of the next cell.
Instead of considering only the unique sequences, in Fig. 7,
we analyze the prediction performance of Algorithm 2 for a
test dataset with 105 sequences randomly observed in 8. As
can be seen in Fig. 7, the prediction performance increases
once again with 3, but more slowly when compared with
Fig. 6. However, when random sequences are selected from
8, the most probable sequences occur in T test with a higher
probability for 3 = 4, as shown in Fig. 4. For this reason,
the increase of 3 has a marginal effect on the prediction
performance in Fig. 7.
Table 6 compares the performance of two existing trajec-
tory prediction models with the proposed model OPTVIT.
It is worth mentioning that, although the models in com-
parison consider different mobility scenarios, the proposed
model achieves a higher prediction performance. Besides
that, OPTVIT prediction performance is close to the limit of
user mobility’s potential predictability (93%), as reported by
Song et al. [28].
The Algorithms 1 and 2 achieve the same prediction per-
formance. However, the computation time performance is
significantly different, as we can see in Fig. 8.We evaluate the
FIGURE 7. Prediction performance for 105 randomly sequences observed
in 8.
TABLE 6. Comparison of performance for different existing trajectory
prediction models.
FIGURE 8. Computation time - TDVIT vs OPTVIT.
prediction time between the algorithms (TDVIT vs OPTVIT)
for a test dataset with 1000 sequences randomly observed
in 8. The computation time refers to the cumulative time to
predict the next location of a number of sequences indicated
on the x-axis. The results in Fig. 8 show a significant improve-
ment in terms of computational time when adopting OPTVIT,
thus confirming the advantage of the proposed innovations.
Moreover, the computation time of both algorithms
increases with the parameter 3, explained by the increasing
number of hidden states and the number of cells that compose
the observable state set, as we can see in Fig. 9 for the
OPTVIT algorithm.
C. EXPERIMENTAL RESULTS FOR DIFFERENT GRIDS
To assess the influence of the number of the grid cells on
the performance of the proposed algorithm, we consider the
spatial region described in Subsection V-B that was also
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FIGURE 9. Computation time - OPTVIT.
FIGURE 10. Prediction performance for all unique sequences observed
in 8.
considered in Subsection, VI-B and we compare the results
for N= 16 (4×4 cells) with N= 64 (8×8 cells), and N= 256
(16×16 cells). We reinforce that the spacial region is always
maintained and only the number of cells and its dimensions
is changed to cover the same spatial region.
Regarding the prediction performance, we tested OPTVIT
for the unique sequences and for 105 sequences randomly
selected from the mobility dataset. The results are presented
in Figs 10 and 11, respectively, considering sequences with
4 cells (3 = 4) and with 20 cells (3 = 20). For the unique
sequences, the results in Fig. 10 show that the prediction
performance slightly decreases with N for shorter sequences
(3 = 4) but increases for longer sequences (3 = 20).
The decrease for shorter sequences is due to the fact that the
number of more dominant sequences increases with N, as
shown in the CDF of the sequences presented in Fig. 5, where
12 sequences represent 70% of mobility for N= 16, while for
N= 64 approximately 800 sequences are needed to represent
the same percentage. For longer sequences (3 = 20), the
increase of N increases its dissimilarity and quantity, thus
describing each mobility pattern in a more detailed manner,
which explains the increase of prediction performance from
85.91% to 96.95%.
When 105 randomly sequences are considered instead
of the unique sequences, the performance decreases
FIGURE 11. Prediction performance for 105 randomly sequences
observed in 8.
FIGURE 12. Computation time of OPTVIT for 3 = 4.
substantially with N for shorter sequences but stills improves
the performance for longer sequences, as can be seen in
Fig. 11
The results in Figs. 10 and 11 indicate that the increase of
the grid over the same spatial region can increase or decrease
the prediction performance, depending if longer or shorter
sequences are considered in the prediction, respectively. This
is an interesting result because it shows that the number of
cells per sequence is increased by using more prior data, and
the prediction performance is improved.
Regarding the prediction computational time, we evaluated
the computation time for a test dataset with 1000 sequences
randomly selected from the 8, and considering 3 = 4.
The results are plotted in Fig. 12 for N = 16, N = 64,
and N = 256, showing that the increase of more com-
putations leads to a lower computation time per sequence
because Algorithm 2 reuses prior computation results stored
in R. Moreover, the number of the cells (N) strongly
impacts the computation time, because the number of hid-
den states increases with N. However, we highlight that the
computation time per sequence is still below 0.08 ms per
sequence (average) in the worst case scenario (N = 256),
confirming the practicality of the proposed method. Com-
paring the average computation times, the algorithm achieves
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0.01 ms/sequence for N = 16, 0.03 ms/sequence for N = 64,
and 0.08 ms/sequence for N = 256. These results show that
the computation time of the algorithm roughly increases by
a factor of three when the number of cells is increased by a
factor of four.
VII. CONCLUSION
In this paper, we have proposed an accurate and efficient
tool to predict the future location of vehicles. We have
adopted an HMM that is adequate to model the transitions
between sequences (sub-trajectory) and to describe the rela-
tion between the cells and the sequences. Having the goal
of predicting the next cell a vehicle move to, we first pro-
posed a modified version of the traditional Viterbi algorithm
(TDVIT). To reduce the computation time of the prediction
algorithm, we also proposed an optimized version of the
TDVIT algorithm (OPTVIT). Then, we have designed an
evaluation method to assess the prediction process, based
on the output of the algorithms, by comparing the predicted
sequence, with the correct trajectory sequence followed by
each vehicle. The experimental results have shown that the
prediction process has improved with the increase of the
number of cells per sequence, presenting high accuracy when
more observations have been considered before performing
the prediction of the next cell. Additionally, we also ana-
lyzed the time performance of the two proposed prediction
algorithms, concluding that the computation time of TDVIT
is higher than OPTVIT and that the computation time of
both algorithms grows with the number of sequences and the
number of observations.
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