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Abstract—As a beneﬁt of bypassing the potentially excessive-
complexity and yet inaccurate channel estimation, differentially
encoded modulation in conjunction with low-complexity non-
coherent detection constitutes a viable candidate for user-
cooperative systems, where estimating all the links by the relays
is unrealistic. In order to stimulate further research on differen-
tially modulated cooperative systems, a number of fundamental
challenges encountered in their practical implementations are ad-
dressed, including the time-variant-channel-induced performance
erosion, ﬂexible cooperative protocol designs, resource allocation
as well as its high-spectral-efﬁciency transceiver design. Our in-
vestigations demonstrate the quantitative beneﬁts of cooperative
wireless networks both from a pure capacity perspective as well
as from a practical system design perspective.
I. INTRODUCTION
T
ECHNOLOGICAL advances in integrated circuits and
radio-frequency electronics facilitate the employment of
ever more sophisticated signal processing and coding algo-
rithms in pursuit of supporting information exchanges between
people and/or devices over hostile, band-limited wireless chan-
nels, regardless of their geographic positions. Meanwhile, it is
increasingly important to ﬁnd energy- and bandwidth-efﬁcient
solutions for next-generation wireless communication, which
is limited by classic modulation/transmission schemes. This
is because their capacity obeys the Shannon-Hartley law,
which only increases the achievable throughput logarithmi-
cally with the transmit power. During the late 90’s, the
emergence of multiple antenna aided multiple-input multiple-
output (MIMO) [1,2] techniques constitutes one of the most
signiﬁcant technical innovations over the decades, rendering
the system’s capacity linearly dependent on the minimum of
the number of the transmit and receive antennas, or equiva-
lently on the transmit power, provided that any extra power
is assigned to additional antennas. The research of MIMO
systems was inspired by the pioneering work of Foschini [3,
4] and Telatar [5] on the basis of the fundamental philosophy
centered around space-time signal processing [6–10], where
the natural time-dimension is complemented by the ‘spatial’
dimension created by the use of multiple spatially distributed
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antennas. Speciﬁcally, an increased data rate may be attained
by multiplexing and simultaneously transmitting different data
streams from multiple antennas of a MIMO system. Nat-
urally, the reliability of demultiplexing these streams relies
on the separability of the parallel MIMO streams, which
may be achieved with the aid of the antenna-speciﬁc channel
impulse responses (CIRs) in the presence of rich multipath
propagation conditions. More explicitly, the CIRs become
sufﬁciently different for distinguishing the MIMO streams
for well-separated antennas [3,11,12]. On the other hand,
the beneﬁts of MIMO systems may also be exploited for
mitigating the detrimental effects of multipath propagation
with the aid of their transmit/recieve diversity gain, which is
an explicit beneﬁt of receiving multiple independently faded
transmit signal replicas, in order to improve the attainable
robustness [6,7,10]. Given a certain target transmission rate,
both of the above-mentioned multiplexing and diversity gains
may be interpreted as an SNR gain achieved by MIMO
systems over their single-input single-output counterparts. The
various trade-offs between the multiplexing and diversity have
been investigated, for example, in [13,14].
A. Motivations Behind Cooperative Communications
However, it is often impractical for the pocket-sized mo-
bile device to employ multiple antennas due to its size and
cost constraints as well as owing to the associated hardware
impairments, such as for example the associated mixed-signal
coupling and cross-talk that may become critical in integrated
high performance wireless systems, where the digital circuitry
is tightly co-located with the analog RF electronics. Further-
more, owing to the limited separation of the antenna elements,
the transmitted signal rarely experiences independent fading,
in other words the corresponding signal replicas collected at
the receiver are more likely to be in a deep fade simultane-
ously, which in turn erodes the achievable diversity gain. The
diversity gain may be further compromised by the deleterious
effects of the large-scale shadow fading [15] at high operating
frequencies, where all the MIMO channels tend to fade
together rather than independently, imposing further signal
correlation amongst the antennas in each other’s vicinity. Apart
from the above obstacles in the way of achieving multiple-
antenna-aided diversity gains, wireless cellular networks aim
for improving the coverage, capacity or the quality of end-
user experience (QoE) in inadequately covered areas, such as
for example indoor environments and rural areas. The dense
deployment of fully-ﬂedged base stations (BSs) constitutes a
high-quality solution, albeit this may impose a high infras-
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tructure cost and thus may become economically inviable,
especially in low-trafﬁc-density sparsely populated rural areas.
Furthermore, in addition to the propagation-loss-induced low-
power reception, the mobile stations (MSs) roaming in the cell
edge region may also suffer from severe intercell interference.
Hence, to meet the challenging requirements of next-
generation wireless networks in terms of coverage, capac-
ity as well as deployment cost, the relay-aided cooperative
transmission technique [16–20] appears to be one of the most
promising solutions. The idea of cooperative transmission was
originally conceived by simply relying on the fundamental
broadcast feature of the wireless medium, which is frequently
regarded as a drawback. In a nutshell, in multi-user wireless
systems, single-antenna-assisted MSs may cooperatively share
their antennas in order to achieve the so-called cooperative
diversity as well as a path-loss-reduction based power gain
by forming a virtual antenna array (VAA) [21,22] in both
uplink (UL) and downlink (DL) transmissions. The concept of
user cooperation has been ﬁrst proposed in [19,20] for a two-
user cooperative CDMA system, where orthogonal codes are
employed by the active users in order to avoid multiple access
interference. A user who directly sends his/her own informa-
tion to the destination is regarded as a source node, while the
other users who assist in forwarding the information received
from the source node are considered as relay nodes. Naturally,
the extra tele-trafﬁc between a source MS and a cooperating
MS serving as a relay station (RS) demands additional radio
resources to be allocated - any of the well-established multiple
access schemes can be employed by the users to guaran-
tee their orthogonal interference-free transmission, such as
Time Division Multiple Access (TDMA), Frequency Division
Multiple Access (FDMA) or Code Division Multiple Access
(CDMA) [17].
B. Cooperative Relaying Protocols and Classiﬁcation
The underlying idea behind cooperative transmissions can
be traced back to the pioneering work on the information
theoretic features of the relay channel [16]. Motivated by this
contribution, various cooperation strategies and protocols have
been proposed. According to the operations carried out at
the RS, the relaying protocols may be classiﬁed into three
categories, namely amplify-and-forward (AF), decode-and-
forward (DF) and compress-and-forward (CF) relaying. The
former two schemes were devised in [21], which have become
the most popular ones because of their simplicity and intuitive
designs. In the AF scheme, which is also referred to as the
analog-repeater-based arrangement [18], the RS simply ampli-
ﬁes and forwards the source node’s ‘overheard’ signal to the
intended destination, thus potentially increasing the system’s
overall noise level, since the signal and noise are ampliﬁed
together. As to the DF scheme, the RS fully decodes the signal
received from the source and provides the destination with a
re-encoded signal. Hence, the problem of error propagation
may arise, when the RS forwards the erroneously recovered
signal, which may deteriorate the detection at the destination
and hence the overall system performance. It was recently
demonstrated in [21,23] that the ﬁxed DF system dispensing
with any error-aware mechanisms at the RS, such as for
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Fig. 1. Relaying Protocols: a) traditional four-phase relaying; b) three-phase
relaying; c) two-phase relaying using network coding; d) successive relaying
using additional RS.
example, the cyclic redundancy check (CRC) [24], offers no
diversity gain over its conventional direct-transmission-based
counterpart. Consequently, the selective DF scheme [21,23]
was devised with the aid of error detection codes and/or
intelligent RS selection schemes, where the RS may forward
the signal if and only if it is correctly decoded. Furthermore,
when the signal radiated from the RS is encoded to provide
extra error protection to the original message, the DF scheme
is also known as coded cooperation [25–27]. Recently, the CF-
based cooperative scheme also received increasing research
attention [28,29], where the RS forwards a quantized or
compressed version of the signal received from the source.
On the other hand, based on the time slots required to
complete a full cycle of UL and DL transmissions, the family
of cooperative relaying systems may be divided into another
four subgroups,namely the traditional four-phase mechanisms,
the network-coding-aidedthree-phase and two-phase schemes,
as well as the successive relaying strategy, as portrayed in
Fig. 1. As demonstrated by Fig. 1(a), the four-phase cooper-
ative scheme, which is also referred to as one-way relaying,
may achieve an enhanced transmit diversity gain, beneﬁcial
path-loss reductions, as well as the complete orthogonality
between the broadcast and relaying phases. As a price to
pay for these beneﬁts, the system’s effective throughput is
halved in comparison to the conventional direct-transmission
scheme owing to the half-duplex communications of practi-
cal transceivers, which cannot readily transmit and receive
simultaneously. Thus, it is hard to formulate an immediate
judgement on whether the beneﬁts of user cooperation justify
the cost incurred in the interest of increasing the achievable
transmission efﬁciency. For example, recent research in [30]
has revealed that the AF-based cooperative system may suffer
from a signiﬁcant capacity loss in comparison to the conven-
tional direct-transmission system. Hence, the three-phase [31,
32] and two-phase [33–35] bidirectional relaying schemes of
Figs. 1(b) and 1(c) have been proposed in order to recover
the effective throughput reduction, where advanced network
coding techniques are employed at the RS to generate and
transmit a combined signal stream encapsulating both the
DL and UL signals during the relaying phase. As shown byWANG and HANZO: DISPENSING WITH CHANNEL ESTIMATION: DIFFERENTIALLY MODULATED COOPERATIVE WIRELESS COMMUNICATIONS 3
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Fig. 2. Performance sensitivity to imperfect channel knowledge of the single-
relay amplify-and-forward cooperative system in conjunction with coherent
detection.
Figs 1(b) and 1(c), the two-phase scheme requires less time
slots to complete a full cycle of UL and DL transmissions,
than its three-phase counterpart at the expense of a typically
worse decoding performance at the RS induced by the mutual
interference between the UL and DL signals in phase 1
of Fig. 1(c). Recently, the successive relaying technique of
Fig. 1(d) has been devised in [36], which needs an additional
RS for the sake of recovering the half-duplex-relaying-induced
multiplexing loss. The successive relaying carried out by the
pair of parallel RSs allows the source to transmit continuously,
while still achieving second-order diversity and maintaining
almost the same slot efﬁciency as the direct-transmission
system, provided that the number of communications phases is
sufﬁciently high. Furthermore, space-time coding techniques
[6,10,37] constitute another spetrally-efﬁcient approach ap-
plicable to cooperative systems, leading to the concept of
distributed space-time coding schemes [38–41]. For example,
each cooperating RS can transmit a column of an orthogonal
space-time code matrix during the relaying phase.
C. Cooperative Systems Using Differential Modulation
The above distributed VAA formed via user cooperation
naturally leads to a number of new challenges, among others
synchronization, channel estimation, appropriate cluster for-
mation as well as resource allocation [42–47], some of which
will be detailed in this tutorial. In practice, the knowledge of
channel state information (CSI) is typically obtained using
a channel sounding sequence. Moreover, the estimation of
MIMO channels has an exponentially increasing complexity
as a function of the number of antennas. Additionally, the
relative frequency of estimating the channel has to be in-
creased proportionately to the channel’s ﬂuctuation rate char-
acterized by the Doppler frequency. Furthermore, performance
degradations may occur when the receiver has imperfect CSI,
as illustrated by the BER curve of a (2 × 1)-element G2-
aided MIMO system [6] in Fig. 2, where we assume that
the channel estimation errors obey the Gaussian distribution
and the degree of the CSI estimation errors is governed by
the ratio ω (dB) with respect to the received signal power.
Hence, the perfect CSI scenario corresponds to ω = −∞.
To be speciﬁc, given a target BER of 10−5, a performance
loss of 5 dB may be encountered, even when the channel
estimation errors are as low as ω = −24 dB. What is more,
when this second-order transmit diversity achieved by the G2
scheme is attained with the aid of a VAA in the context of
a single-relay-aided cooperative system, the achievable BER
performance may become signiﬁcantly more sensitive to the
imperfect channel knowledge, as also evidenced in Fig. 2.
Observe in Fig. 2 that even when the channel estimation errors
are as low as −26 dB, the BER curve of the single-relay-aided
AF system tends to level out above 10−5, thus the second-
order transmit diversity originally achieved in the presence
of perfect channel knowledge vanishes. This is because the
cooperative system requires the CSI knowledge of both the
source-to-relay and relay-to-destination links in comparison
to the classic single-phase direct transmission regime of co-
located MIMO systems [44,45], whilst it is particularly chal-
lenging for the destination to accurately estimate the source-
relay channel using pilot signal forwarding in the context of
AF-based cooperative systems, since the pilots may be further
contaminated by relay-induced noise ampliﬁcation. Based on
our above discussion, obtaining sufﬁciently accurate CSI for
cooperative systems may potentially impose both an excessive
complexity and a high pilot overhead, especially when the
number of cooperating MSs is high and/or when the channel
conditions ﬂuctuate relatively rapidly in mobile environments.
Therefore, differentially encoded signaling combined with
low-complexity non-coherent detection and thus bypassing
the complex yet potentially inaccurate channel estimation
process at the receiver becomes an attractive design alter-
native, leading to differential modulation assisted cooperative
communications [48–54]. It is well-recognized that differential
modulation, such as the conventional differential phase-shift
keying (DPSK) [55], is capable of striking an attractive
compromise between the receiver performance attained and
the complexity imposed. This is because the corresponding
conventional differential detector (CDD) [55] employed at the
receiver may extract the data by simply calculating the phase
difference between consecutive time samples, provided that
the rate of the channel coefﬁcient ﬂuctuation is sufﬁciently
low. Naturally, in the light of the distributed space-time coding
principles, the differential space-time coding regime can also
be implemented in a distributed manner for user-cooperation
aided systems [56–59].
D. Focus and Outline of the Paper
In view of the beneﬁts of bypassing the potentially
excessive-complexity and yet inaccurate channel estimation,
the family of differential modulation schemes combined with
non-coherent detection is advocated in this treatise as a viable
candidate to be deployed in the context of cooperativesystems.
Our goal is to stimulate further research on differentially4 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, ACCEPTED FOR PUBLICATION
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Fig. 3. Channel allocation scheme for the cooperative cluster formed by M
MSs in a celluar UL system.
modulated cooperative systems by addressing a number of
fundamental challenges encountered in their practical imple-
mentations:
• The achievable cooperative diversity gain may signiﬁ-
cantly deteriorate, when the channel linking the multiple
cooperating MSs becomes severely time-selective at high
mobile velocities, since the slow-channel-ﬂuctuation pre-
requisite of facilitating CDD no longer holds.
• The design of ﬂexible cooperative protocols, appropriate
cluster formation strategies, as well as a matching coop-
erative resource allocation procedure is needed in order
to further enchance the attainable performance.
• It becomes questionable whether the DF-based relaying
system is superior to its direct-transmission counterpart
in terms of the maximum achievable spectral efﬁciency,
when the cooperation-induced multiplexing loss is taken
into account.
To this end, following a brief overview of the system/channel
models employed and of the performance study of Section II,
a multiple-channel multiple-symbol (MCMS) joint detection
technique is devised for the differentially modulated coop-
erative system in Section III, in order to mitigate the error
ﬂoor induced by the time-selective channel. Then, a hybrid
cooperative system employing optimized power allocation and
relay selection schemes is proposed in Section IV based
on a detailed comparative study of differential cooperative
systems using the AF and DF protocols. Subsequently, in
order to maximize the DDF cooperative system’s capacity,
the time-resource-allocation (TRA) optimization along with
the code-rate-optimization (CRO) schemes are discussed in
Section V, followed by the proposal of a practical near-
capacity cooperative system design framework in Section VI.
Finally, our concluding remarks are provided in Section VII.
II. CONVENTIONAL DIFFERENTIALLY DETECTION AIDED
COOPERATIVE COMMUNICATIONS
A. System and Channel Models
As an example of the channel allocation depicted in Fig. 3
for the cooperative cluster formed by M MSs out of the
available cooperating MS candidate pool Pcand of a cellular
UL system, the signal transmission involves two transmission
phases, namely, the broadcast phase and the relay phase, which
are also referred to as phase I and II. In this treatise, for the
sake of simplicity, TDMA as well as FDMA are considered
as illustrated in Fig. 3, in order to guarantee orthogonal,
i.e. non-interfering transmission amongst cooperating MSs.
Furthermore, since the channel allocation employed for DL
and UL transmissions as well as among cooperative users
may be deemed to be symmetric, as indicated in Figs. 1(a)
and 3, respectively, we focus our attention on the information
transmission of a speciﬁc MS in the cellular UL scenario of
Fig. 4, which may be assisted by Mr =( M−1) MSs activated
from the set of available cooperating MS candidate pool Pcand
in order to achieve cooperative diversity by forming a VAA.
Without loss of generality, we simply assume a single antenna
employed by each terminal within the cooperative system,
and a total power P shared by the collaborating MSs for
transmitting a symbol. Thus, by assuming that Mr cooperating
MSs are activated out of a total of Pcand, we can express the
associated power contraint as: P = Ps +
Mr
m=1 Prm,w h e r e
Ps and Prm (m =1 , 2, ···,M r) are the transmit power
employed by the source MS and the mth RS, respectively.
Again, for the sake of simple analytical tractability, we assume
that the sum of the distances Dsrm between the source
MS and the mth RS, as well as that between the mth RS
and the BS, which is represented by Drmd, is equal to the
distance Dsd between the source MS and the BS. Additionally,
by considering a path-loss exponent of l [15], the average
channel power gain σ2
i,j at the output of the channel can
be computed according to the inter-node distance Di,j as
σ2
i,j = D
−v
i,j ,i ,j∈{ s, rm,d }, under the assumption that the
channel’s power gain at the input of the channel is normalized
to unity without loss of generality.
Throughout this treatise we assume that the complex-
valued basedband signals undergo Rayleigh fading. In order
to provide a good approximation for TDMA-based coopera-
tive systems and to facilitate the study of the non-coherent
detection based channel capacity in following sections, we
consider a block-fading Rayleigh channel, where the fading
coefﬁcients hi,j,(i, j ∈{ s, rm,d }) are assumed to change
in an independent and identically-distributed (i.i.d.) manner
from block to block. On the other hand, we consider here a
time-selective block-fading model [60], where the channel’s
envelope exhibits correlation within a transmission block
according to the normalized Doppler frequency fd governed
by the relative movement of the tranceivers. Unless otherwise
speciﬁed, the normalized Doppler frequencies exhibited by
links of the cooperative system are assumed to be identical
to each other for the sake of simplicity.
In order to avoid channel estimation, the source MS dif-
ferentially encodes its information symbols vI
s[n] ∈M c =
{ej2πm/Mc;m =0 ,1,···,M c − 1}, each of which contains
log2 Mc-bit information, as sI
s[n]=sI
s[n − 1]vI
s[n].D u r i n g
phase I, the source broadcasts a packet constituted of Lp
DPSK symbols sI
s[n], (n =0 ,1,···,L p − 1), while the BS
as well as the RSs receive and store it. In the ensuing phase
II, the differential AF (DAF) or the differential DF (DDF)
scheme is employed by the RSs, which is the differentially
modulated version of the protocols proposed in [21].
Speciﬁcally, the signal received at the BS during phase I
may be expressed for both the DAF- and DDF-aided systems
as:
yI
d[n]=

PssI
s[n]hsd[n]+wI
d[n]. (1)
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Fig. 4. Cooperation-aided cellular uplink using cooperating-user-selection.
the mth RS during phase I, and that arriving from the mth
RS at the BS during phase II, can be represented as:
yI
rm[n]=

PssI
s[n]hsrm[n]+wI
rm[n], (2)
y
II
d [n + mLp]= fAMrmy
I
rm[n]hrmd[n + mLp]
+ w
II
d [n + mLp], (3)
respectively, where the ampliﬁcation factor [61] fAMrm used
by the mth RS can be computed as fAMrm =

Prm
Psσ2
srm+N0,
where N0 =2 σ2
w is the variance of the AWGN wi,(i ∈ s,r,d)
imposed at all cooperating MSs as well as at the BS.
As to the DDF-aided system, the RS checks with the aid
of CRC codec [24] whether the current packet was error-free
and if so, the activated RS forwards the packet received. This
allows us to avoid the potential error propagation. Thus, in
case of perfect signal recovery, the signal received from the
mth RS at the BS during phase II can be expressed as:
yII
d [n + mLp]=

PrmsII
rm[n]hrmd[n + mLp]
+ wII
d [n + mLp]. (4)
Finally, the BS carries out the maximum ratio combining
(MRC) [48,55,62] of the signal received directly from the
source and those gleaned from all the activated RSs, followed
by the CDD process operating without acquiring any CSI. To
be speciﬁc, based on the multichannel differential detection
principle of [55], the BS combines all the signals arriving
from the source MS and multiple activated RSs as:
y = a0(yI
d[n − 1])∗yI
d[n]
+
Mr 
m=1
am(yII
d [n + mLp − 1])∗yII
d [n + mLp], (5)
where a0 and am (m =1 ,2,···Mr) are the correspond-
ing weighting coefﬁcients, the MRC-based DAF- and DDF-
aided systems are documented in [48]. By assuming that the
channel coefﬁcients hsrm as well as hrmd are near-constant
for two successive symbol periods, the BS carries out CDD
based on the combined signal y of (5) as ej2π ˆ m/Mc =
argmax ˇ m=0,1,···,Mc−1  {e−j2π ˇ m/Mcy},w h e r e {·} denotes
the real component of a complex number.
B. Classic Uniﬁed Approach to Performance Analysis
A uniﬁed approach to the evaluation of the probability of
error for differentially modulated direct-transmission based
systems discussed in [63] is also applicable to the theoretical
bit-error-rate (BER) performance analysis of both the DAF-
and DDF-aided cooperative systems, which is summarized as
follows:
Step 1: Determine the error probability expression condi-
tioned on the received SNR per bit. According to [63], under
the assumption that Mr RSs are activated in order to forward
the source MS’s signal to the BS, the DPSK modulated
cooperative system’s conditional BER may be expressed as:
PBER|γb =
1
4(Mr+1)π
 π
−π
f(β,Mr +1 ,θ)e−α(θ)γ
b
dθ, (6)
where α(θ) and f(·,·,·) are given by (11)a n d( 12) of [48], re-
spectively. Furthermore, β is the modulation-dependent factor
deﬁned in [63].
Step 2: Formulate the received SNR per bit. Since the
MRC scheme is employed at the BS, the SNR per bit at
the output of the MRC is given by the sum of the re-
ceived SNR per bit of each link, where we have γb =
γb
sd +
Mr
m=1 γb
rmd for a speciﬁc instant when Mr RSs are
participating in the signal’s relaying. Both γb
sd and γb
rmd may
be readily obtained based on (1)-(4), which are both func-
tions of the corresponding channel gains [64]. Speciﬁcally,
in the light of (1)-(5) and using the MRC-based combin-
ing coefﬁcients ai given in [48], we may arrive at γb =
1
log2 Mc

Ps|hsd|
2
N0 +
Mr
m=1
PsPrm|hsrm|
2|hrmd|
2
N0(Psσ2
srm+Prm|hrmd|2+N0)

and
γb = 1
log2 Mc

Ps|hsd|
2
N0 +
Mr
m=1
Pr|hrd|
2
N0

for the DAF- and
the DDF-aided systems, respectively, under the assumption
that Mr RSs are participating in relaying the source MS’s
signal.
Step 3: Average the above-mentioned conditional error
probability PBER|γb over the entire range of γb values by
weighting it according to its probability of occurrence with the
aid of its probability density function (PDF). Note that under
the assumption of Rayleigh fading channels, the PDF of the
instantaneous received SNR per bit of each link is subject to
the so-called Γ distribution [15].
Following the method outlined above, a high-SNR-based6 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, ACCEPTED FOR PUBLICATION
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asymptotic BER curve can be obtained for both the DAF- and
DDF-aided cooperative systems, for example, as derived in
[48,49,64]. As will be seen in Section IV, the approximate
BER expression derived may be rather useful in analyzing the
resource allocation of cooperative systems, since it allows us
to numerically calculate the achievable BER corresponding to
various resource allocation arrangements.
C. Drawbacks of CDD-Aided Differential Transmission
1) Inherent 3 dB Performance Loss: As discussed in Sec-
tion II-A, since the data is encoded as the phase difference
between the two successively transmitted symbols by the
conventional DPSK signalling process, the CDD employed
at the receiver is capable of recovering the information by
directly calculating the phase difference of the two consecu-
tively received symbols, under the assumption that the fading
coefﬁcients remain almost unchanged over the corresponding
two adjacent symbol durations. Based on this differential
encoding and decoding mechanism, it is intuitive that in the
CDD-aided direct-transmission system, any received symbol
that has been heavily noise-contaminated is likely to cause
errors in recovering its related two consecutively differentially
encoded symbols. In other words, the differentially modulated
direct transmission detected by the CDD scheme may circum-
vent the channel estimation at the expense of doubling the
equivalent noise power, which in turn leads to the well-known
3 dB performance loss in comparison to its coherent-detection-
aided counterpart in the context of slow fading channels, for
example, when experiencing a normalized Doppler frequency
of fd =0 .001, as indicated by the gap between the dash-dotted
lines in Fig. 5, where BER performance is plotted against the
system’s overall equivalent SNR1.
2) Detrimental Effects of High Mobile Velocity: When
the channel linking the multiple terminals becomes more
time-selective at high mobile velocities, the slow-channel-
ﬂuctuation prerequisite to carry out the CDD no longer holds.
Hence, a potentially signiﬁcant performance degradation is
expected for the CDD-aided differential direct transmissions,
which implies that the cooperative diversity gains achieved
by the CDD-aided cooperative system may also decrease, as
the relative mobile velocities of the cooperating users with
respect to both each other and to the BS increase. For example,
observe in Fig. 5 that the transmit diversity gain achieved by
the single-relay-aided DAF system is signiﬁcantly reduced as
the normalized Doppler frequency changes from fd =0 .001
to fd =0 .03. As a result, the BER curve levels out just below
10−3, as the SNR increases.
III. MULTIPLE-CHANNEL MULTIPLE-SYMBOL JOINT
DETECTION FOR DIFFERENTIAL MODULATED
COOPERATIVE SYSTEM
In order to eliminate the above performance degradation in
highly mobile environments and still achieve full cooperative
diversity without the channel estimation for differentially
modulated cooperative systems, joint detection of the signals
arriving from the source MS and the cooperating RSs within
an observation window spanning Nwind symbol durations is
proposed at the BS. Hence, the receiver becomes capable of
exploiting the correlation between the phase distortions expe-
rienced by the consecutive transmitted user-cooperation based
space-time symbols, which is deﬁned as a (Mr+1)×(Mr+1)
dimensional diagonal matrix Sn =d i a g {[sI
s[n],···,s I
s[n]]}.
In other words, the BS makes a decision about a block of
(Nwind − 1) consecutive user-cooperation based space-time
symbols relying on collecting Nwind user-cooperation-based
received signal vectors yn =[ yI
d[n] yII
d [n + Lp] ··· yII
d [n +
(Mr − 1)Lp]]T, thus enabling the detector to exploit the
second-order statistics of the fading channels, which is as-
sumed to be known. Ideally, the error ﬂoor encountered by the
differentially modulated cooperative system when performing
CDD as observed in Fig. 5 can be essentially eliminated,
provided that the value of Nwind is sufﬁciently high. In our
ensuing discourse, a generalized equivalent multiple-channel
multiple-symbol (MCMS) based transmission model will be
constructed in Section III-A. Then, based on this MCMS
scheme, the design of multiple-symbol-based non-coherent
detection conceived for the differential cooperative system will
be detailed in Section III-B.
A. Generalized Equivalent Multiple-Channel Multiple-Symbol
Based Transmission Model
A generalized equivalent MCMS based transmission model
for both the DAF- and DDF-aided cooperative systems may
be formulated as follows:
y = Sh + w, (7)
1The terminology of ‘equivalent SNR’ is used here to indicate the fact that
it quantiﬁes the ratio of the transmit power and the receiver’s noise, which are
measured at physically different points. This is in line with [65] for example
γo
e = P/2σ2
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where the vector of received signals y is constructed by
vertically concatenating Nwind consecutively received user-
cooperation based symbol vectors yn. Accordingly, the chan-
nel’s corresponding block vector h as well as the AWGN
block vector w are also deﬁned by vertically concatenating the
Nwind corresponding user-cooperation based component vec-
tors hn and wn, respectively. In the light of (1)-(4), the expres-
sions of hn and wn may be readily obtained for both the DAF-
and DDF-aided systems. Note that for the DAF-aided system,
the relay-link-related components in hn and wn are products
of two complex Gaussian variables, as derived in [66]. More-
over, the diagonal block matrix of the transmitted signal is
constructed as S =d i a g {Sn, Sn+1, ···, Sn+Nwind−1}.
B. Multiple-Symbol Differential Sphere Detection Design for
Differentially Modulated Cooperative Systems
It is worth emphasizing that all the elements in h and w
exhibit a standard Gaussian distribution for the DDF-aided
cooperative system, but not for its DAF-aided counterpart.
However, intensive simulation-based investigations of [66]
suggest that the resultant noise processes are near-Gaussian
distributed. As a result, the PDF of the received signal
vector y in (7) is also near-Gaussian, especially for relatively
low SNRs, where the effects of the AWGN become more
dominant. Hence, under the simplifying assumption that the
equivalent fading and noise are zero-mean complex Gaussian
processes, the PDF of the non-coherent receiver’s output y
in (7) conditioned on the transmitted signal vector sI
s =
[sI
s[n],s I
s[n+1],···,s I
s[n+Nwind−1]] may be approximately
expressed as follows for both the DAF- and DDF-aided
scenarios:
p(y|sI
s) ≈
exp(−yH(Ψ(sI
s))−1y)
det(πΨ)
, (8)
where we have Ψ(sI
s)=E{yyH|sI
s} = SPΣhS
H +
2σ2
wINwind with Σh = E{hh
H} representing the channel
covariance matrix and INwind denoting the (Nwind × Nwind)-
element identity matrix. With the aid of Bayes’ theorem,
the decision metric of the maximum-likelihood multiple-
symbol differential detection (ML-MSDD) designed for the
differential cooperative system may be expressed as ˆ sI
sML =
argminˇ sI
s∈M
Nwind
c yH(Ψ(sI
s))−1y, which is known to be NP-
hard. Hence, a pontentially excessive computational complex-
ity may be imposed. For example, under the assumption
of an observation window size of Nwind =1 0and that
of DQPSK (Mc =4 ), 220 =1 .048576 × 106 legitimate
user-cooperation based space-time constellation points have
to be checked, thus precluding the practical implementation
of the ML-MSDD at the BS of our differentially encoded
non-coherent cooperative system. As a remedy, the classic
sphere detection (SD) algorithm may be invoked, which was
originally derived by Pohst and Finke [67] for efﬁciently
calculating a vector of short length in a lattice. The SD was
then further developed for coherent-detection-based commu-
nication systems [68] by Viterbo and Boutros. As a result,
the coherent ML performance is approached at a moderate
complexity, which is polynomially, rather than exponentially
dependent on the number of unknowns. Inspired by above
TABLE I
MAJOR CONTRIBUTIONS ON DIFFERENTIAL SPHERE DETECTION.
The ﬁrst paper to introduce the SD algo-
[69] Lampe et al. rithm to mitigate the complexity of ML-
(2005) MSDD of [70,71].
The ﬁrst contribution to extend the
[79] Pauli and Lampe MSDSD to detect the differential space-
(2005) time modulation.
A soft-decision-aided MSDSD is devised,
[80] Pauli et al. which can be employed in iterative detec-
(2006) tion assisted receivers.
[81] Pauli and Lampe Complexity of the MSDSD is intensively
(2007) investigated in the paper.
2-D observation window technique is con-
[82] Pauli et al. trived for the MSDSD employed in the
(2008) MIMO-OFDM system using differential
space-frequency modulation.
The ﬁrst paper to speciﬁcally design the
[66] Wang and Hanzo MSDSD for the differential cooperative
(2009) system.
contributions, the SD algorithm was ﬁrst introduced by Lampe
et al. in [69] for mitigating the complexity of the ML-MSDD
[70,71] in the context of a differentially modulated direct-
transmission based system, leading to the multiple-symbol
differential sphere detection (MSDSD) concept. In the light
of this, the SD algorithm may also be introduced to tackle
the above-mentioned complexity problem of the ML-MSDD
scheme proposed for our differential cooperative system. In
the interest of ease of presentation, the mathematical details
are omitted here, but the resultant ML-MSDSD based decision
metric may be formulated as [66]:
ˆ s
I
sML =a r g m i n
ˇ sI
s∈M
Nwind
c
||Uˇ s
I
s||
2
=a r g m i n
ˇ sI
s∈MU
c
U 
i=1
u2
ii[ˇ sI
si +
U 
j=i+1
uij
uii
ˇ sI
sj]2
	 
 
φi
, (9)
where U is an upper-triangular matrix, which can be obtained
as U  (F diag{y})∗, with F also being an upper-triangular
matrix generated using the well-known Cholesky factorization
[72] of the matrix (Σh+2σ2
wINwind)−1. Consequently, thanks
to the upper-triangular structure of the matrix U,al a y e r e d
tree search may be carried out within an increasingly smaller
hyper-spheric search space. Table I summarizes the major
contributions addressing the design of the MSDSD scheme for
non-coherenttransmissions. The interested reader is referred to
[73–76] and the references therein for a more comprehensive
treatment of the SD algorithms. Although our attention is
focused on the MSDSD in this treatise, it is worth noting that
mechanisms other than that of the SD scheme can be also
employed to achieve a beneﬁcial complexity reduction for the
MSDD, such as for example discussed in [77,78].
C. An Application Example
As an application example, the MSDSD designed in con-
junction with Nwind =1 1is employed at the BS to mitigate
the detrimental effects imposed by the highly mobile environ-
ment for the single-relay-aided DAF system. As observed in8 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, ACCEPTED FOR PUBLICATION
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Fig. 6. Complexity imposed by the MSDSD versus the SNR in the single-
relay-aided DAF cooperative system.
Fig. 5, the error ﬂoor encountered by the system employing
the CDD in time-selective fading channels was essentially
eliminated with the aid of the MSDSD. This was achieved
by circumventing the ML-search of 2(Mc×Nwind) decision
candidates with the aid of the MSDSD at a substantially
reduced computational complexity. More speciﬁcally, the BER
curve corresponding to the MSDSD-aided cooperative system
generated for fd =0 .03 coincides with that of its CDD-aided
counterpart, which was recorded for a slow-fading channel
associated with fd =0 .001. Hence our solution resulted in
a performance gain of more than 10 dB at a target BER of
10−3.
The complexity quantiﬁed by the number of cost function
evaluations, namely φi of (9), imposed by the MSDSD versus
the SNR is plotted in Fig. 6, where the complexity curves
corresponding to Nwind =9are evidently above those corre-
sponding to Nwind =6 . Moreover, the complexity imposed
by the MSDSD decreases steadily, as the SNR increases
and ﬁnally levels out in the high-SNR range. This is not
unexpected, since under the assumption of having a reduced
noise contamination, it is more likely that the ML solution
pointˆ sI
sML is located near the search center of the SD used for
ﬁnding the ML-MSDD solution. As a result, the SD’s search
process may converge much more rapidly, imposing a reduced
complexity. Furthermore, we can also observe from Fig. 6
that the Doppler frequency has a non-negligible effect on the
complexity imposed by the MSDSD. Basically, for a constant
value of Nwind, a reduced grade of channel predictability
associated with an increased Doppler frequency may lead to
an increased complexity imposed by the MSDSD scheme.
IV. THE RESOURCE-OPTIMIZED DIFFERENTIALLY
MODULATED COOPERATIVE CELLULAR UPLINK
Although a full spatial diversity may now be maintained
by employing the MSDSD for both the DAF- and DDF-
aided cooperative systems, the achievable end-to-end BER
performance may signiﬁcantly depend both on the speciﬁc
choice of the cooperative protocol employed and/or on the
quality of the relay channel. Therefore, in the scenario of the
differentially modulated cooperative uplink, where multiple
cooperating MSs are roaming in the area between a speciﬁc
MS and the BS, an appropriate and ﬂexible cooperative
protocol as well as a matching cooperative resource allocation
procedure becomes necessary in order to maintain a desirable
end-to-end performance.
A. Resource Optimization for the Cooperative Uplink
As mentioned in Section II, with the aid of the theoretical
BER bound expressions derived for the DAF- and DDF-
assisted cooperative uplinks, both the transmit power and the
RS locations can be optimized by using the minimum BER
criterion. Speciﬁcally, the optimized location of the coop-
erating RSs, expressed in terms of the normalized distance
dm = Dsrm/Dsd,(m =1 ,2,···,M r) between the source
MS and the RS, can be found numerically based on the
theoretical BER bound expression for a given power allocation
cm = Prm/Ps, and vice versa. However, for the sake of
attaining the globally optimum resource allocation solution,
which corresponds to the lowest point of the BER surface of
Fig. 7(a), an iterative power-versus-RS-location optimization
process has to be performed, which is characterized by the
step-by-step optimization trajectory seen in Fig. 7(b). This
procedure is summarized as follows:
Step 1: Initialize the starting point ({cm}
Mr
m=1, {dm}
Mr
m=1)
for the search in the 2Mr-dimensional space, hosting the Mr
powers and RS locations.
Step 2: Calculate the locally optimum location {dm,local}
Mr
m=1
of the cooperating users for the current power allocation,
{cm}
Mr
m=1.
Step 3:I fw eh a v e{dm,local}
Mr
m=1  = {dm}
Mr
m=1,t h e nl e t
{dm}
Mr
m=1 = {dm,local}
Mr
m=1. Otherwise, stop the search,
since the globally optimum solution has been found:
{dm,globle}
Mr
m=1 = {dm,local}
Mr
m=1 and {cm,globle}
Mr
m=1 =
{cm}
Mr
m=1.
Step 4: Calculate the locally optimum power allocation
{cm,local}
Mr
m=1 of the cooperating RSs for the current location,
{dm}
Mr
m=1.
Step 5:I fw eh a v e{cm,local}
Mr
m=1  = {cm}
Mr
m=1,t h e nl e t
{cm}
Mr
m=1 = {cm,local}
Mr
m=1 and return to Step1. Other-
wise, stop the search, since the globally optimum solu-
tion has been found: {dm,globle}
Mr
m=1 = {dm,local}
Mr
m=1 and
{cm,globle}
Mr
m=1 = {cm}
Mr
m=1.
Without loss of generality, we simply assume that the
locations of all the cooperating candidates are independent
and uniformly distributed along the direct line-of-sight (LOS)
link connecting the source MS and the BS, which are expected
to change from time to time. Since it is likely that no available
cooperating MS candidate is situated in the exact optimum lo-
cation found by the above-mentioned optimization procedure,
our proposed cooperating-user-selection(CUS) scheme simply
activates (under the assumption that the BS has the knowledge
of the user’s location) the speciﬁc MS roaming closest to
the optimum location, {dm,globle}
Mr
m=1, which is calculatedWANG and HANZO: DISPENSING WITH CHANNEL ESTIMATION: DIFFERENTIALLY MODULATED COOPERATIVE WIRELESS COMMUNICATIONS 9
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Fig. 7. Optimum cooperative resource allocation for DQPSK modulated
DAF-aided cooperative cellular systems having a single activated cooperating
MS at SNR=15 dB.
off-line with the aid of the above-mentioned iterative power-
versus-RS-location optimization process. The rationale of the
CUS scheme is based on the observation that the achievable
BER is proportional to the distance between the cooperating
MS and the optimum location, as indicated in Figs. 9(a)
and 10(a), where the BER is portrayed versus dm for both
the DAF- and DDF-aided cooperative uplinks activating Mr
cooperating RSs. Then, the cooperating cluster may adaptively
adjust its power-sharing arrangement according to the acti-
vated RS’s actual location. In our following discourse, we
will detail the beneﬁts of the minimum-BER-based resource
allocation using the simple application example of a DAF
cooperative system in conjunction with the adaptive power
allocation (APA) and RS selection. Fig. 8(a) plots the BER
curves corresponding to different cooperating MS candidate
pool sizes Pcand versus the overall equivalent SNR γo
e for the
DAF-aided uplink, where Mr =3out of Pcand cooperating
MSs are activated. Interestingly, despite having a ﬁxed number
of activated cooperating MSs, upon increasing the value of
Pcand, the end-to-end BER performance of the DAF-aided
system steadily improves and approaches that of the idealized
benchmark system, where an inﬁnite number of cooperating
candidates are assumed to be independently and uniformly
distributed between the source MS and the BS, as observed in
Fig. 8(a). On the other hand, it can be seen in Fig. 8(b) that
the higher the number of cooperating candidates, the lower the
computational complexity imposed by the MSDSD at the BS.
Speciﬁcally, observe in Fig. 8 that by increasing the size of the
candidate pool from Pcand =3to 9, a performance gain of
about 7 dB can be attained, while simultaneously achieving a
detection complexity reduction factor of 6.5 at the target BER
of 10−5. In comparison to the idealized scenario, the DAF-
aided cooperative system using the proposed low-complexity
resource allocation scheme only suffers a negligible perfor-
mance loss, when having Pcand =9cooperating candidates.
Therefore, the beneﬁts brought about by the employment
of the power allocation and RS selection may be deemed
substantial in a typical cellular uplink, as manifested by our
simple application example.
B. Comparison of the DAF- and DDF-Aided Systems
The BER performance of both the DAF- and DDF-aided
cooperative system employing the APA scheme is depicted
versus dm in Figs. 9(a) and 10(a), respectively, in comparison
to that of the system employing the simple equal power allo-
cation. We simply assume that multiple activated cooperating
MSs are located at the same distance from the source MS.
Observe in Figs. 9(a) and 10(a) that signiﬁcant performance
improvements can be achieved by the APA scheme for both
the DAF- and DDF-aided systems, when the cooperating user
is situated closer to the BS than to the source MS. However,
due to the difference between the relaying mechanisms em-
ployed by the two above-mentioned cooperative systems, it is
interesting to observe that the BER trends seen in Fig. 9(a)
are quite different from those emerging from Fig. 10(a).
Speciﬁcally, Fig. 9(a) demonstrates that it is desirable to
choose multiple cooperating MSs closer to the BS than to
the source MS in a DAF-aided cooperative system, espcially
when optimally sharing the power among the cooperating
users. By contrast, Fig. 10(a) reveals that the cooperating MSs
roaming in the vicinity of the source MS are preferred for
a DDF-aided system in the interest of maintaining a better
BER performance. Additionally, by comparing the results of
Figs. 9(a) and 10(a), we found that the DDF-aided system
suffers from a less dramatic performance loss than its DAF-
aided counterpart, when employing the equal-power allocation
scheme, provided that the multiple cooperating MSs are closer
to their desired locations. Hence, for the sake of reducing the
complexity, the DDF-aided cooperative system may simply
employ an equal-power allocation, while being still capable10 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, ACCEPTED FOR PUBLICATION
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Fig. 8. The effects of the size of the cooperating RS pool on the DAF-aided
DQPSK modulated user-cooperative cellular uplink employing the CUS and
APA schemes in a Rayleigh fading channel associated with fd =0 .008 and
v =3 ,w h e r eMr =3cooperating users are activated.
of achieving a desirable performance by solely invoking the
CUS scheme.
In parallel, the BER performance of the DAF- and DDF-
aided systems is depicted against Ps/P in Figs. 9(b) and 10(b),
respectively. A signiﬁcant performance gain can be attained
by locating the cooperating MS at the optimum position,
rather than in the middle of the source MS and BS path
for both systems, which is expected to become even higher,
as the number of actively cooperating MSs, Mr, increases.
For optimum cooperating user location, instead of allocating
the majority of the total transmit power to the source MS -
as it was suggested by Fig. 9(b) for the DAF-aided system
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Fig. 9. Power and relay location optimization for DQPSK modulated DAF-
aided cooperative cellular systems having Mr activated RSs in a Rayleigh
fading channel associated with v =3 .
in the interest of achieving an improved BER performance
- the results of Fig. 10(b) suggest that only about half of
the total power has to be assigned to the source MS, if the
DDF scheme is used. Furthermore, the information bit stream
is CRC coded by the source MS for the DDF-aided system
in order to carry out the CRC checking at the cooperating
MS. Hence, for the sake of maintaining a relatively high
effective throughput, two different transmission packet lengths
are used, namely, Lp = 128 and Lp =6 4DQPSK symbols.
However, a larger value of Lp may result in a worse end-
to-end performance, since the activated RS is less likely
to participate in signal forwarding owing to the increasedWANG and HANZO: DISPENSING WITH CHANNEL ESTIMATION: DIFFERENTIALLY MODULATED COOPERATIVE WIRELESS COMMUNICATIONS 11
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Fig. 10. Power and RS location optimization for the DQPSK modulated
DDF-aided cooperative cellular systems having Mr activated RSs in a
Rayleigh fading channel associated with v =3 .
PLR. Fortunately, as observed in Figs. 10(a) and 10(b), the
originally signiﬁcant performance differences caused by the
different packet lengths of Lp = 128 and Lp =6 4 , can
be substantially reduced for the DDF-aided system, provided
that the cooperating user is situated at or near the optimum
location. Finally, the comparison of the DAF- and DDF-aided
systems is summarized in Table II.
C. Resource-Optimized Hybrid Cooperative Cellular Uplink
In the light of the complementarity of the two relaying
mechanisms as revealed by their comparison in Section IV-B,
am o r eﬂexible cooperative scenario can be created in order
TABLE III
RESOURCEALLOCATION FOR THE HYBRID COOPERATIVEUPLINK
Mr P/N0 (dB) [Ps,P r1,P rM2] [d1,d 2]
2
10 [0.702, 0.202, 0.096] [0.26, 0.86]
20 [0.702, 0.202, 0.096] [0.31, 0.86]
30 [0.702, 0.202, 0.096] [0.31, 0.91]
to enhance the attainable performance, where the cooper-
ating MSs roaming in different areas between the source
MS and the BS may be activated and the relaying schemes
employed by each activated RS may be adaptively selected,
while maintaining a moderate complexity. For the sake of
simplicity, let us now consider the hybrid cooperative cellular
uplink as portrayed in Fig. 4, where Mr =2cooperating
MSs roaming in the preferred DDF- and DAF-RS-area are
activated. The particular cooperative protocol employed by
the activated RSs is determined according to the speciﬁc area,
which they happen to be situated in. In order to capitalize
on the complementarity of the DAF and DDF schemes, it
may be assumed that one of the cooperating MSs is activated
in the preferred area of the DAF-RS, while the other from
the ‘DDF-area’, although naturally, there may be more than
one cooperating MSs roaming within a speciﬁc desirable area.
Then, under the assumption that the ﬁrst selected cooperating
MS is roaming in the ‘DDF-area’, while the second one is
roaming in the ‘DAF-area’ of Fig. 4, the cooperative resource
allocation is optimized as shown in Table III based on the
minimum BER criterion. The derivation of the theoretical
BER for the hybrid cooperative system may also follow
the uniﬁed approach outlined in Section II-B. As expected,
Table III reveals that the ‘DDF-area’ and the ‘DAF-area’ are
still located in the vicinity of the source MS and the BS,
respectively. Additionally, the majority of the total transmit
power, i.e. about 70%, should be allocated to the source MS,
while 2
3 of the remaining power should be assigned to the
cooperating MS roaming in the ‘DDF-area’.
The BER performance of our proposed hybrid cooperative
cellular uplink, where Mr =2out of Pcand =8cooperating
MSs are activated, is portrayed in comparison to that of its
DAF- and DDF-aided counterparts in Fig. 11. Remarkably,
as demonstrated by Fig. 11, the hybrid cooperative system
outperforms both the DAF- and DDF-aided systems, regard-
less whether the joint-CUS-APA scheme is activated or not.
These conclusions remain valid across a wide SNR range
of our interest, although the performance advantage of the
hybrid scheme over the latter two systems decreases in the
context of the joint-CUS-APA scheme. Furthermore, as the
SNR increases, the DDF-aided system is expected to become
superior to the other two systems, since it performs best, when
error-free transmissions can be achieved between the source
MS and the RS. By contrast, if the SNR is low, the DAF-aided
system performs best amongst the three. In addition to the
performance advantage of the joint-CUS-APA-aided hybrid
cooperative system, the overall system complexity becomes
more moderate in comparison to that of DDF-aided system,
since only half of the activated MSs have to decode and
re-encode the received signal prior to forwarding it. There-
fore, the proposed hybrid cooperative system employing the12 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, ACCEPTED FOR PUBLICATION
TABLE II
COMPARISON BETWEEN THE DAF- AND DDF-AIDED COOPERATIVE CELLULAR UPLINKS
DAF-Aided Cooperative Uplink DDF-Aided Cooperative Uplink
Overall Performance better when SR link quality is poor better when SR link quality is good
Complexity at RS low (amplify) high (decode and re-encode)
Potential Drawbacks noise ampliﬁcation error propagation
Performance’s Sensitivity to relatively moderate strong Source-Relay Link Quality
Performance’s Sensitivity insensitive strong without CUS, minor with CUS to Packet Length Lp
Desirable RS Locations near the BS near the source MS
Desirable Transmit Power about 88% of the total power about 60% of the total power for the Source MS
Worst Case Performance slightly better than the non-cooperative system signiﬁcantly worse than the non-cooperative system (Bad Resource Allocation)
Importance of CUS and APA equally important CUS is signiﬁcantly more important
MSDSD Design Assumptions Gaussian distributed received signal & noise error-free decoding at RS
Performance Gain Achieved channel-induced error-ﬂoor completely eliminated channel-induced error-ﬂoor completely eliminated by MSDSD
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Fig. 11. Performance improvement by the joint CPS and CUS for the
DQPSK modulated user-cooperative cellular uplink employing the MSDSD
in a Rayleigh fading channel associated with fd =0 .008 and v =3 ,w h e r e
2 out of 8 cooperating user candidates are activated.
joint-CUS-APA scheme is capable of achieving an attractive
performance, despite maintaining a moderate overall system
complexity.
V. CODE-RATE-OPTIMIZED COOPERATIVE SYSTEM
As seen in Section II, the cooperative system’s performance
is expected to be better than that of classic direct transmissions
in the absence of channel coding. This is because the attain-
able transmit diveristy gains as well as path loss reductions
achieved by the cooperative relay-aided system translate into
substantially enhanced robustness against fading for a given
transmit power, or into a signiﬁcantly reduced transmit power
requirement for the same BER performance [48,49,52]. The
achievable cooperative performance may be further enhanced
by beneﬁcial power allocation and RS selections schemes
using the minimum-BER criterion, as observed in Section IV.
Employing other criteria, such as for example the minimum-
outage-probability criterion used in [50], is also a feasible
design alternative.
Moreover, the cooperative diversity gains promised by the
cooperative system considered are actually achieved at the
cost of suffering a signiﬁcant so-called multiplexing loss
compared to direct transmissions, which is imposed by the
half-duplex communications of practical transceivers. Further-
more, the cooperative diversity gains achieved by the relay-
aided system over its direct-transmission based counterpart
may become modest in practical channel coded scenarios,
where the interleaving and channel coding gains dominate.
Therefore, when a cooperative wireless communicationsystem
is designed to approach the maximum achievable spectral
efﬁciency by taking the cooperation-induced multiplexing loss
into account, it is not obvious, whether or not the relay-
aided system becomes superior to its direct-transmission based
counterpart. In fact, recent research in [30] has revealed that
the AF-based cooperative system suffers a signiﬁcant capacity
loss in comparison to the conventional direct transmission
system.
Hence, in this section we will answer the fundamental ques-
tion for the DDF-based cooperative system, whether it is worth
introducing cooperative mechanisms into the development of
wireless networks in the interest of achieving a high spectral
efﬁciency from a pure capacity perspective. Moreover, in the
open literature, the DDF-aided cooperative system has mainly
been investigated in the context of ﬁxed and predetermined
time resource allocation (TRA) between the source MS and
RS in TDMA scenarios. Thus, the optimization of TRA or
equivalently the coding rates employed by the source MS
and RS will also be discoursed in this section. For the sake
of carrying out a fair comparison between the cooperative
system and its direct-transmission counterpart as well as to
put our emphasis on investigating the maximum achievable
transmission rate, a single-relay-aided cooperative scenario is
considered under the simplifying assumption of equal-power
allocation (Ps = Pr = P) and mid-point RS location in the
channel-coded scenarios.WANG and HANZO: DISPENSING WITH CHANNEL ESTIMATION: DIFFERENTIALLY MODULATED COOPERATIVE WIRELESS COMMUNICATIONS 13
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Fig. 12. The DCMC capacity of the differentially modulated point-to-
point transmission associated with various normalized Doppler frequencies
and fading block sizes Tb.
A. Non-Coherent Channel Capacity for Point-to-Point Links
If we assume that the Rayleigh fading block size over
which the fading envelope is assumed to be correlated is
Tb, then the Tb-symbol transmission model of the point-to-
point (P2P) system may be obtained in the same form as (7)
by omitting the relay-link-related elements in y, S, h and
w. Since each element of the Tb consecutively transmitted
symbols stored in the diagonal matrix S’s diagonal vector
s is chosen independently from an Mc-point constellation
set Mc with equal probabilities, the non-coherent DCMC
capacity can be expressed as a function of the SNR γ
as Cp2p(γ)=I(s;y)=H(y) − H(y|s),w h e r eI(a;b)
represents the average mutual information (MI) per symbol
between the channel input a and the corresponding channel
output b, while H(x) represents the differential entropy [83]
of a random vector x. According to [83], H(y|s) may be
readily calculated as H(y|s)=l o g d e t ( πeΨ) bits. On the
other hand, the entropy H(y) of the continuous-valued faded
and noise-contaminated received signal vector y cannot be
evaluated in a closed form. When the fading block size Tb
is limited, a practical approach to the numerical evaluation
of H(y)=−

p(y)logp(y)dy is to carry out Monte-Carlo
integration as used in [84].
The non-coherent DCMC capacity of the time-selective
block-fading channel using the DQPSK modulation scheme
is plotted in Fig. 12 for various fading block sizes of Tb =2
and 7 as well as for various normalized Doppler frequencies
of fd =0 , 0.01 and 0.03. Observe in Fig. 12 that although
an identical differential modulation scheme is employed, the
maximum achievable spectral efﬁciency is dependent on the
fading block size Tb. On the other hand, according to [60], the
predictability of the channel is characterized by the rank Q of
the channel’s covariance matrix Σh. For example, the standard
block-fading channel (fd =0 ), where the fading envelope
remains constant over the entire fading block is associated
with the most predictable fading envelope, when the channel’s
covariance matrix has a rank of Q =1 . By contrast, the fading
process has a ﬁnite differential entropy and becomes less pre-
dictable, when we have Q = Tb. Consequently, when we have
an increased channel unpredictability owing to an increased
Doppler frequency, a capacity loss is observed in Fig. 12.
Hence, the non-coherent DCMC capacity of a time-seletive
block-fading channel is dependent on both the fading block
size Tb and the fading correlation over blocks characterized
by the channel covariance matrix Σh, as suggested by Fig. 12.
B. Capacity of the DDF-aided Cooperative System
Based on the general upper and lower bounds of the
capacity of half-duplex relay systems in [85] and on the fact
that in our DDF-aided half-duplex relay system the source
MS remains silent during Phase II, the single-relay-aided DDF
cooperative system capacity can be written as:
CDDF
coop (γo
e,α)
=m i n {αI(s
I
s;y
I
r),α I (s
I
s;y
I
d)+( 1− α)I(s
II
r ;y
II
d )},
(10)
where I(sI
s;yI
d), I(sII
r ;yII
d ) and I(sI
s;yI
r) are the constrained
information rates of the S-D, R-D and S-R links, respectively.
Moreover, the TRA-factor α is deﬁned as α  Ls
Ls+Lr =
Rr
Rs+Rr, since the ratio of the time durations (Ls,L r) used
by the source and RS is inversely proportional to the ratio of
the channel code rates (Rs,R r) employed by them. Hence,
given the target transmission rate, the question arises as to
how to design the cooperative system by optimizing the TRA
or equivalently optimizing the code rate allocation between
the source and RS in the interest of requiring the globally
minimum overall equivalent SNR, i.e. γo
e, which has to be
lower than the minimum γo
e required by its direct-transmission
based counterpart in order to make the cooperative system
design meaningful. This challenging issue will be addressed
in the rest of this treatise.
C. Optimum Code Rate for the Cooperative System
Since the ﬁrst term within the ‘min’ function of the above-
mentioned DDF system’s capacity expression of (10) increases
with α, while the second term decreases with the TRA-
factor α, the optimum value of α, which maximizes the
achievable information rate of the single-relay-aided DDF-
based cooperative system, is the point obtained by equating
the two arguments of the ‘min’ function, which gives rise to:
ˆ αopt(γo
e)=
I(sII
r ;yII
d )
I(sI
s;yI
r) − I(sI
s;yI
d)+I(sII
r ;yII
d )
. (11)
On the other hand, given a fading block size Tb and a Mc-
ary DPSK scheme, the actual transmission rate of the single-
relay-aided DDF cooperative system is a function of both Rs
and α, which may be expressed as:
RDDF
coop (Rs,α)=αRs log2 Mc. (12)14 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, ACCEPTED FOR PUBLICATION
−5 0 5 10 15 20
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
γ
e
o (dB)
S
y
s
t
e
m
 
C
a
p
a
c
i
t
y
 
(
b
i
t
s
/
s
/
H
z
)
 
 
α=0.5
α=0.6
α=0.7
α=0.8
α=0.9
optimum α
DQPSK
f
d=0.01
Urban cellular radio (v=3)
T
b=7
N
wind=7
Fig. 13. Capacity of the single-relay-aided DDF cooperative system.
Hence, based on the aforementioned DDF system’s capacity
in (10) and actual-transmission-rate expression of (12), the
optimum code rate pair { ˆ Ropt
s , ˆ Ropt
r } employed by the source
and RS associated with the optimum TRA-factor of (11) may
be expressed using a few mathematical manipulations as:
ˆ Ropt
s =
I(sI
s;yI
r)
log2 Mc
; (13)
ˆ Ropt
r =
I(sI
s;yI
r)I(sII
r ;yII
d )
[I(sI
s;yI
r) − I(sI
s;yI
d)]log2 Mc
. (14)
In Fig. 13 the single-relay-aided cooperative system’s
DCMC capacity associated with different values of α is
depicted versus γo
e in comparison to that of its code-rate-
optimized (CRO) counterpart in conjunction with the optimum
TRA-factor α of (11) in a typical urban cellular scenario
[15]. As observed in Fig. 13, the system capacity is indeed
maximized by optimizing the code-rates of the source and
relay MSs.
D. Capacity Comparison and Discussions
In order to gain an insight into the beneﬁts of the single-
relay-assisted DDF cooperative system over its conventional
direct-transmission based counterpart from a pure capacity
perspective, the DCMC capacity of the CRO cooperative sys-
tem is depicted in comparison to that of the direct-transmission
based one in Fig. 14. It may be observed in the ﬁgure that if
the overall equivalent SNR is relatively low, the CRO DDF
cooperative system exhibits a signiﬁcantly higher capacity
than its direct-transmission based counterpart in typical urban
cellular scenarios. More speciﬁcally, in a shadowed urban area
associated with v =4 , the DDF system only requires one
sixth of the total transmit power necessitated by its direct-
transmission based counterpart at a spectral efﬁciency of
0.5 bits/s/Hz. However, the achievable capacity gain may be
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Fig. 14. Capacity comparison of the single-relay-aided cooperative system
and its direct-transmission based counterpart.
substantially reduced, if we encountera free-space propagation
scenario associated with v =2 , owing to the reduced path-
loss-related power-gain achieved in the cooperative system.
Moreover, as the overall equivalent SNR increases to a rela-
tively high value, the beneﬁts of invoking a single-relay-aided
cooperative system for achieving a high spectral efﬁciency also
become negligible.
VI. CODE-RATE-OPTIMIZED NEAR-CAPACITY DESIGN
FOR THE DDF-AIDED COOPERATIVE SYSTEM
In this section, a practical CRO near-capacity design fram-
work will be presented for the DDF-aided cooperative system
in order to verify the theoretical beneﬁts of employing the
DDF scheme, as observed in Section V-D from a realistic
system implementation perspective.
A. Transceiver Design
1) Capacity-Achieving Soft-Input Soft-Output MSDSD:
In pursuit of a near-capacity performance for the channel-
coded DDF-aided system, it is beneﬁcial that the MSDSD
at the turbo receiver is capable of incorporating/providing bit-
reliability-based soft information from/to the channel decoder.
This is because the channel decoder beneﬁts from exploiting
the reliability informationprovided by the MSDSD and returns
its improved-conﬁdencesoft-information to the MSDSD in the
interest of iteratively increasing the resultant a posteriori prob-
ability (APP), which is conventionally expressed in terms of
the log-likelihood ratio (LLR) as LD(xk|y)=l n
P[xk=+1|y]
P[xk=−1|y],
where xk is the kth element of the multiple-symbol-based
transmitted bit vector x associated with the multiple-symbol-
based transmitted symbol vector s. Hence, a soft-input soft-
output (SISO) MSDSD was devised for the iterative detection
assisted receivers in [80], which was also demonstrated to be
the capacity-achieving non-coherent detection scheme.WANG and HANZO: DISPENSING WITH CHANNEL ESTIMATION: DIFFERENTIALLY MODULATED COOPERATIVE WIRELESS COMMUNICATIONS 15
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The maximum achievable rate of the cooperativesystem and
its direct-transmission based counterpartare plotted against the
overall equivalent SNR γo
e in Fig. 15 for both the CDD- and
MSDSD-aided scenarios. Observe in Fig. 15 that within the
SNR range of interest, an approximately 0.15-0.2 bits/s/Hz
higher ‘near-error-free’ transmission rate can be supported
with the aid of the MSDSD in comparison to the CDD-
aided scheme for both the direct transmission and cooperative
systems, when the fading block size Nwind = Tb =7 .
Hence, the MSDSD is advocated in our ensuing high-spectral-
efﬁciency cooperative system design.
2) Irregular Distributed Differential Encoding/Decoding:
The transceiver architecture proposed for the single-relay-
aided DDF cooperative system is portrayed in Fig. 16. At
the transmitter of the source MS of Fig. 16, we use a
conventional differential modulation scheme, such as DQPSK,
which is amalgamated with the unity-rate-code (URC) encoder
in order to create a two-stage inner code2, whereas an Irregular
Convolutional Code3 (IrCC) associated with an average code
rate of Rs, namely IrCCs, is employed as the outer code
2The beneﬁts of the URC is that it has an inﬁnite impulse response
(IIR) and hence efﬁciently spreads the extrinsic information amongst the
decoder components. We use here the two-stage ‘inner’ code terminology to
indicate that the demodulator and the URC decoder exchange their extrinsic
information as many times as needed, until no more MI improvement is
achievable and hence they may be considered as an amalgamated block
3The philosophy of Irregular Convolutional Code was proposed in [86] for
approaching the achievable system capacity. As detailed in [87], their design
is based on EXtrinsic Information Transfer (EXIT) charts [88] by exploiting
the property that a concatenated coding scheme is capable of exhibiting an
inﬁnitesimally low BER at near-capacity SNRs, if the area between the EXIT-
curves of the inner- and outer-codes is vanishingly low. This condition may
be satisﬁed by matching the outer IrCC decoder’s EXIT-curve to that of the
inner decoder’s curve. More speciﬁcally, a dynamic programming procedure is
used to carry out this MI curve-matching by appropriately encoding certain
fractions of the input bit-stream with the aid of different-rate CCs, where
the fractions are the result of the EXIT-tunnel area minimization, again, as
detailed in [86].
for the sake of achieving a near-error-free transmission at
SNRs close to the capacity of the SR link. The corresponding
URC decoder assisted three-stage receiver proposed for the
relay is also portrayed in Fig. 16. Speciﬁcally, at the receiver
of the relay, which is constituted by three modules, namely
the MSDSDs,t h eURCs decoder and the IrCCs decoder,
extrinsic information is exchanged amongst the modules in
a number of consecutive iterations. As shown in Fig. 16,
A(·) represents the ap r i o r iinformation expressed in terms
of LLRs, while E(·) denotes the corresponding extrinsic
information. Again, the basic idea behind the implementation
of the three-stage concantenated transceiver at the source MS
and RS is to improve the convergence behavior of the iterative
detection based system with the aid of the URC, which will
be demonstrated in Section VI-B2. At the two-stage4 serially
concatenated transmitter of the relay in Fig. 16, the estimated
data bit stream is fed through the interleaver πr1 prior to the
IrCCr encoder having an average code rate of Rr,i no r d e rt o
construct a distributed turbo code [26] together with the source
MS, resulting in an Irregular Distributed Differential (IrDD)
coding scheme, under the assumption of error-free decoding
at the RS.
According to the principles of the distributed turbo decoding
mechanism proposed in [26], the novel iterative receiver of
the destination BS seen in Fig. 16 is used for decoding the
IrDD coded stream jointly created by the source and relay
MSs. To be speciﬁc, the ﬁrst part of the iterative receiver is
an amalgamated “MSDSDs-URCs-IrCCs” iterative decoder,
which is used to iteratively decode the signal directly received
from the source during phase I, while the second part is
constituted of the MSDSDr detector and the IrCCr decoder,
which is employed to iteratively decode the signal forwarded
by the RS during phase II. Furthermore, since the “MSDSDs-
URCs-IrCCs” decoder and the “MSDSDr-IrCCr” decoder
may be regarded as the two component decoders of a turbo
receiver, the extrinsic information exchange between them,
which is referred to as the “outer iteration”, is expected to sig-
niﬁcantly enhance the achievable coding gain. Consequently,
in comparison to the conventional relay-aided cooperative
system, where a simple repetition code is constructed, the extra
coding gain achieved by the proposed IrDD coding scheme
may be interpreted as the joint beneﬁt of the interleaving gain
of the turbo code and the turbo processing gain of the outer
iterations. The transceiver design rationale for the DDF-aided
system is summarized in the ﬁrst part of Table IV.
B. Code-Rate-Optimized Near-Capacity Code Design
In this section, we propose a practical near-capacity design
framework, which enables the proposed IrDD scheme to
approach the cooperative system’s capacity. Both the IrCCs
and IrCCr will be optimized based on a set of 17 subcodes
associated with different coding rates ranging from 0.1 to
4Observe in Fig. 16 that the RS’s receiver mirrors the three-stage archi-
tecture of the source’s transmitter, but the RS’s transmitter was simpliﬁed to
a two-stage architecture. The rationale of this is that the SR link’s decoding
errors would result into avalanche-like error propagation, which justiﬁes the
powerful three-stage decoder architecture. By contrast, it may be deemed
adequate to use a near-capacity two-stage architecture for the less critical RD
link.16 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, ACCEPTED FOR PUBLICATION
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Fig. 16. Schematic of the irregular distributed differential coding encoder/decoder.
TABLE IV
CODE-RATE-OPTIMIZEDNEAR-CAPACITYDESIGN FOR DIFFERENTIALDECODE-AND-FORWARDCOOPERATIVESYSTEMS.
Source’s transmitter: URC-aided 3-stage transmitter employing IrCCs with code rate Rs, in order to achieve
a near-capacity SR transmission. This is because the URC having an IIR renders the EXIT curve of the combined
Ir-DD “MSDSDs-URCs” decoder at the RS capable of reaching the (1.0,1.0) point of the EXIT chart. (see Fig. 17)
coding Relay’s receiver: URC-aided 3-stage receiver employing the MSDSD. Signiﬁcantly enhanced iterative gains may
(source+relay, be achieved by the MSDSD in comparison to the CDD. (see Fig. 17)
Transceiver Fig.16) Relay’s transmitter: 2-stage receiver employing IrCCr having a code rate of Rr, an interleaver is added before
the IrCCr to facilitate distributed turbo decoding at the BS. Since the IrCCr is recursive, the EXIT curve of the
Design combined “MSDSDr-IrCCr” decoder already reaches (1.0,1.0) point of the EXIT chart, thus no URC is needed
at the RS’s transmitter. (see Fig. 18)
Rationale Ir-DD Destination’s receiver:
decoding 1). Constituted of two parts: ﬁrst part is a three-stage receiver identical to relay’s receiver iterative decoding
(destination, the signal received in broadcast phase; second part is a two-stage receiver corresponding to relay’s transmitter,
Fig.16) iterative decoding the signal received in relay phase.
2). Extrinsic information exchanges between the ﬁrst and second parts. (see Fig. 18)
Step 1: Choose a target bandwidth efﬁciency η;
Step 2: Calculate the optimum TRA-factor α according to (11) and the corresponding optimum code rate pair (Rs,R r) employed
by the source and RS according to (13) and (14);
Step 3: Based on our low-complexity near-capacity design criterion relying on EXIT chart analysis, we determine the mini-
mum number of iterations, Ir
inner, between the MSDSDs and the URCs at the RS’s receiver in Fig. 7, required for
approaching the condition, where the increase of the area A under the EXIT curve of the combined “MSDSDs-URCs”
CRO decoder becomes rather marginal upon further increasing Ir
inner. We may refer to this as the state of converged
information-exchange.
Near-Capacity Step 4: Employ the EXIT curve matching algorithm [88] to obtain the optimized weighting coefﬁcients of the IrCCs having an
average code rate of Rs, so that a narrow but marginally open EXIT-tunnel between the EXIT curves of the inner amalgamated
Design Steps “MSDSDs-URCs” decoder and the outer IrCCs decoder emerges at the RS’s receiver.
Step 5: Upon ﬁxing the optimized weighting coefﬁcients of the IrCCs obtained in Step 4 at the source MS, determine Id
inner1,
Id
inner2 as well as Id
inner3 in a similar manner according to the low-complexity near-capacity cirterion as used in Step 3 with the
aid of the EXIT chart.
Step 6: Under the assumption of perfectly error-free DF relaying, use the EXIT curve matching algorithm of [88] to match the
EXIT curve of the amalgamated “MSDSDr-IrCCr” decoder to the target EXIT curve of the combined “MSDSDs-URCs-IrCCs”
scheme at the destination in order to obtain the optimized weighting coefﬁcients of the IrCCr at a ﬁxed average code rate of Rr.
0.9. Two scenarios, namely, the typical urban cellular radio
Scenario I and the free-space Scenario II are considered in a
time-selective block Rayleigh fading propagationenvironment.
Without loss of generality, the target bandwidth efﬁciency
is chosen to be η =0 .5 bits/s/Hz and DQPSK modulation
scheme is employed. The optimum TRA-factor α and its
corresponding optimum code rate pair (Rs,R r) employed
by the source and RS can be obtained according to (11)-
(14) in the interest of maximizing the network’s capacity,
which are summarized in Table V together with all the other
simulation parameters. The proposed CRO joint source-and-
relay mode design procedure, which can be decoupled into
two Extrinsic Information Transfer (EXIT) [88–91] curve
matching problems under the assumption that the ap r i o r i
LLRs obey a symmetric Guassian distribution, is summarized
in the second part of Table IV. Here we only detail the
CRO near-capacity system design principles for Scenario I
of Table V, while those of Scenario II are similar, but they
are omitted for the reasons of space economy.
1) A Brief Review of the EXIT Chart and its Properties:
The concept of EXIT charts was proposed by ten Brink in
[90] as an efﬁcient and powerful design tool for predicting and
analyzing the convergencebehavior of iterative decoding aided
systems. Their capability of ﬁnding the decoding convergence
threshold of the constituent codes may be exploited in the
IrCC-aided near-capacity design to be highlighted in the
ensuing sections. Their main features are outlined as follows:
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TABLE V
TRA-OPTIMIZEDNEAR-CAPACITYSYSTEMDESIGNPARAMETERS.
Scenario I Scenario II
(v =3 ) (v =2 )
Fading Block Size Tb 7
Normalized Doppler Frequency fd 0.01
Target Bandwidth Efﬁciency η 0.5 bits/s/Hz
Modulation DQPSK
Detector MSDSD
Channel Code 17-subcode-based IrCC
Code Block Length (Source MS) 40960
Theoretically Minimum Required γo
e −4.3 dB −2.1 dB
(refer to Fig. 14)
Optimum TRA-factor αopt 0.56 0.61
(according to (11))
Optimum Average Code Rate Rs 0.52 0.48
(according to (13))
Optimum Average Code Rate Rr 0.66 0.75
(according to (14))
the prerequisite for accurately analyzing/predicting the
iterative decoding convergence behavior with the aid of
EXIT charts.
• The EXIT curve of a SISO constituent decoder may be
obtained by modelling the ap r i o r iLLRs and computing
the corresponding MI between the hard-decision based
bits and the extrinsic LLRs.
• An open tunnel having no intersections between the
EXIT curves of the inner and outer codes implies that
a vanishingly low BER may be achieved, since the
Monte-Carlo simulation based stair-case shaped decoding
trajectory can reach the (1,1) point of convergence in the
EXIT chart upon traversing through the open tunnel by
employing a sufﬁciently high number of iterations.
• The EXIT charts allow us to employ a low-complexity
near-capacity criterion by predicting a slightly ‘higher-
than-necessary’ SNR value, where the system is capa-
ble of achieving a near-error-free transmission, while
avoiding a high number of iterations, which imposes an
excessive complexity.
• Since the area, A, under the inner code’s EXIT curve
indicates the maximum code rate allowed to be employed
by the outer code for a near-error-free iterative decoding,
the system’s maximum achievable transmission rate can
be readily computed.
2) Reduced-Complexity Near-Capacity Design at the Relay
in Scenario I: Although it is not explicitly demonstrated
here owing to the lack of space, the iterative information
exchange between the MSDSDs and URCs blocks of the
relay’s receiver seen in Fig. 16 approaches convergence as
early as the second iteration. Hence, the number of iterations
between the MSDSDs and URCs blocks is set to Ir
inner =2 ,
when we obtain the EXIT curve of the combined “URCs-
MSDSDs” inner decoder of the RS, as shown in Fig. 17.
As indicated by the wide gap between the inner decoder’s
EXIT curves associated with Nwind =2and Nwind =7in
Fig. 17, signiﬁcantly enhanced iterative gains may be achieved
in comparison to the CDD assisted system using Nwind =2 ,
when jointly and differentially detecting Nwind =7number
of data symbols using the MSDSD. Furthermore, observe in
Fig. 17 that when the URC is employed, which again has an
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Fig. 17. EXIT curves of the MSDSD for various values of Nwind (DQPSK,
γo
e =0 .7 dB, v =3 , fd =0 .01).
inﬁnite impulse response (IIR) due to its recursive encoder
architecture, the EXIT curve of the URC-aided inner decoder,
which has a lower starting point at IA =0 , is capable of
reaching the (1.0,1.0) point of perfect convergence to an
inﬁnitesimally low BER in the EXIT chart. Thus, the resultant
steeper slope for the EXIT curve implies a reduced error
ﬂoor and a higher ‘turbo-cliff’ SNR, above which decoding
convergence to a vanishingly low BER becomes possible at
the RS.
In practice, for the sake of avoiding a potentially excessive
complexity at the RS, while approaching the capacity, a
‘higher-than-necessary’ EXIT curve associated with Nwind =
7 may be ensured for the combined inner “MSDSDs-URCs”
decoder by having a slightly ’higher-than-necessary’ overall
equivalent SNR, for example, γo
e =0 .7 dB, as depicted in
Fig. 17. Then, using the EXIT curve of the amalgamated
inner “MSDSDs-URCs” decoder, the optimized weighting
coefﬁcients of the IrCCs associated with the optimum code
rate Rs =0 .52 can be obtained with the aid of the EXIT
curve matching algorithm of [88], resulting in a narrow but
marginally open tunnel between the EXIT curves of the amal-
gamated “MSDSDs-URCs” decoder and the IrCCs decoder,
as seen in Fig. 17.
3) Reduced-Complexity Near-Capacity Design at the Des-
tination in Scenario I: Let us now consider the destination
BS and optimize the weighting coefﬁcients of the other IrCC,
i.e. those of the IrCCr, employed by the RS’s transmitter
in Fig. 16. First of all, at the BS’s receiver of Fig. 16, the
desirable number of iterations, Id
inner1, between the MSDSDs
and the URCs as well as that needed between the combined
“MSDSDs-URCs” decoder and the IrCCs decoder, namely
Id
inner2, have to be determined by examining the corresponding
EXIT curves of the amalgamated “MSDSDs-URCs-IrCCs”
decoder associated with different values of Id
inner1 and Id
inner2.
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Id
inner1 =1and Id
inner2 =5 , since any further increase of
the area under the EXIT curve of the combined “MSDSDs-
URCs-IrCCs” decoder in the interest of creating a wider
EXIT tunnel is becoming rather marginal, when the number
of iterations exceeds Id
inner1 =1and Id
inner2 =5 . Similarly,
the desirable number of iterations between the MSDSDr
and the URCr arrangements is chosen to be Id
inner3 =2
by examining the EXIT chart of the combined “MSDSDr-
IrCCr” decoder. In Fig. 18 the resultant EXIT curve of the
combined “MSDSDs-URCs-IrCCs” decoder and those of the
amalgamated “MSDSDr-IrCCr” subcodes are depicted.
Finally, upon ﬁxing the optimum code rate of Rr =0 .66 ob-
tained in Table V, we use the EXIT curve matching algorithm
of [88] - which was detailed in [87] - to match the SNR-
dependent EXIT curve of the combined “MSDSDr-IrCCr”
decoder employed at the BS to the target EXIT curves of the
amalgamated “MSDSDs-URCs-IrCCs” decoder of the BS,
as shown in Fig. 18. Consequently, near-error-free decoding
can be realized by the information exchange between the
combined “MSDSDs-URCs-IrCCs”a n d“ MSDSDr-IrCCr”
decoders. Note that this cannot be achieved by simply using
one of 17 IrCCr subcodes having the same code rate, as
observed in Fig. 18, owing to the absence of an open EXIT
tunnel.
C. The Performance of the CRO Near-Capacity DDF-Aided
Cooperativey System
We have now completed the low-complexity near-capacity
system design conceived for the single-relay-aided cooperative
system. The corresponding Monte-Carlo simulation based de-
coding trajectory is now plotted in Fig. 18, which reaches the
(1.0,1.0) point of the EXIT chart, indicating the achievement
of decoding convergence to an inﬁnitesimally low BER at
near-capacity SNRs for the IrDD coding scheme proposed
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Fig. 19. Achievable BER performance of the near-capacity designed single-
relay-assisted cooperative system.
in Section VI-A2. In Fig. 19, the BER curves of a ‘well-
designed’ cooperative systems in Scenarios I and II of Table V
are portrayed in comparison to that of the conventional near-
capacity point-to-point transmission based system having an
identical bandwidth efﬁciency of η =0 .5 bits/s/Hz. Upon
using the near-capacity system design of Section VI-B, the
proposed IrDD coding scheme becomes capable of performing
within about 1.8 dB from the corresponding single-relay-aided
DDF cooperative system’s DCMC capacity in both Scenarios
I and II. Observe in Fig. 19 that the single-relay-aided DDF
system is capable of outperforming the conventional direct-
transmission based system by about 2.2 dB for a given BER
target of 10−5 in Scenario II associated with v =2 , when both
systems are designed to approach their corresponding theoret-
ical maximum transmission rate. By contrast, in Scenario I as-
sociated with v =3 , the single-relay-aided cooperative system
becomes capable of even more signiﬁcantly outperforming the
direct-transmission based system, requiring an overall transmit
power, which is about 4.6 dB lower than that needed by the
latter to achieve an inﬁnitesimally low BER, while maintaining
a bandwidth efﬁciency of η =0 .5 bits/s/Hz.
VII. CONCLUSIONS,D ESIGN GUIDELINES AND FUTURE
RESEARCH
A. Summary and Conclusions
Non-coherent detection aided differential transmission tech-
niques were advocated in this treatise as an appealing, prac-
tically implementable candidate for user-cooperation assisted
systems. In order to enhance the differentially modulated co-
operative system’s robustness and ﬂexibility in coping with the
hostile time-variant wireless channel, a MCMS joint process-
ing based MSDSD was devised for differentially modulated
cooperative systems in Section III, which was also shown
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crucial role of resource allocation and the need for ﬂexible
cooperative protocols was emphasized using different coopera-
tive strategies in Section IV. In the light of the complementary
properties of the DAF and DDF schemes, a resource-optimized
hybrid cooperative system was proposed to further enhance the
achievable performance. Furthermore, due to the half-duplex-
relaying-induced multiplexing loss, recent research [30] has
revealed that the AF-based cooperative system is typcially
inferior to the simple direct-transmission system in terms of
the achievable spectral efﬁciency. Against this background,
investigations on the capacity of the DDF-based system were
carried out in Section V, which indicated that in typical urban
areas the optimized-TRA-based cooperative system is capable
of attaining a signiﬁcantly higher spectral efﬁciency in the
low-SNR range in comparison to its direct-transmission based
counterpart. This theoretical result was further evidenced by
the pratical design of a CRO near-capacity DDF-aided system
in Section VI.
B. Design Guidelines
• MIMOs circumvent the capacity/power limitation of clas-
sic single-antenna-aided systems.
• Regretfully, the MIMO-capacity degrades in the presence
of correlated shadow-fading. Hence the single-antenna-
based mobiles, which are sufﬁciently far apart may form
a VAA to circumvent this limitation with the aid of
cooperation, as depicted in Fig. 4.
• Another challenge in the design of MIMOs is their
channel estimation, since they require the estimation of
(NTx ×NRx) links, which is extremely demanding both
in terms of its computational requirements as well as in
terms of its potentially excessive pilot overhead. This
is particularly so for high Doppler frequencies. These
two factors may lead to a performance erosion, which
may be mitigated with the aid of low-complexity non-
coherent detection aided MIMOs dispensing with channel
estimation.
• Indeed, coherent-detection aided VAAs would be even
more challanging to design than their classic MIMO
counterparts relying on co-located elements, since it is
somewhat unrealistic to expect the low-complexity, light-
weight MSs to estimate each other’s channels, let alone
the associated data-security aspects of potential eaves-
dropping... This motivates the design of non-coherent
cooperative or VAAs, as advocated in the paper.
• However, the widely recognized impediment of low-
complexity non-coherent detection is its typical 3dB per-
formance loss and the potential BER-ﬂoor experienced
in case of high Doppler frequencies.
• Although this BER-ﬂoor may be eliminated with the aid
of ML-MSDD, this ’Doppler-resilient’ performance is
achieved at a cost, since the ML-detection complexity
increases exponentially with the detection-window width
Nwind.
• Fortunately, this complexity problem may be remedied
with the aid of near-ML differential sphere detection,
namely the MSDSD devised in Section III.
• The family of cooperation-aided VAAs redeﬁnes a num-
ber of classic wireless communications problems, such
as their resource-allocation for example, which was ad-
dressed in Section IV in the context of cooperative
relay selection, power-control, AF versus DF relay-mode
activation, etc.
• However,cooperationis achieved at the cost of a potential
throughput loss owing to the data-exchange required by
the cooperative MSs, which are unable to transmit and
receive simultaneously.
• The challenges encountered in the DDF-aided system’s
pratical implementations, such as channel-coding specif-
ically designed for DDF relaying and the avoidance of
relaying-induced error propagation were addressed in the
context of near-capacity cooperative transceiver architec-
tures. When relying on sophisticated channel-coding and
receiver-diversity combiners, the best way to amalgamate
the direct link’s and the RD link’s soft-information is to
iteratively exchange extrinsic information between these
two links.
C. Future Research
Nonetheless, there are numerous open problems associated
with the design of the differentially modulated cooperative
system, among others the multiuser/multistream interference
management seems to be the most critical and challenging
problem that has to be solved in order to design other
high-efﬁciency non-orthogonaltransmission based cooperative
systems, such as the spatial division multiple access (SDMA)
based successive relaying scheme of Fig. 1(d). Additionally,
scheduling and adaptive rate control is another issue associated
with the differentially modulated cooperative systems that has
to be studied for the sake of maintaining a high throughput.
In the context of differentially modulated cooperative systems
relying on non-coherent detection, we may seek solutions
dispensing with CSI, while using EXIT-chart-based design
techniques [92]. Meanwhile, high-order differentially encoded
modulation schemes, such as the star-QAM, and its corre-
sponding advanced non-coherent detection may be also worth
investigating for achieving a high-throughput in the context of
adaptive modulation aided communications. Finally, the syn-
chronization issues of cooperative systems require substantial
attention.
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