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Abstract
Given the unprecedented threats currently facing biodiversity globally, a deeper un-
derstanding of how species are distributed and their probability of becoming extinct
is of growing importance. This thesis focuses on novel methodological developments
in ecological modelling and is divided into two parts. Part I focuses on improving
statistical models to make predictions of how species are distributed within a given
region, and Part II develops new approaches for combining multiple data sources
to get improved estimates of extinction probability.
Species distribution models (SDMs) are the focus of Part I and are an ap-
proach that takes records of where a species was sited, and uses these along with
environmental and biogeographic data to make predictions of where the species is
likely to occur in the landscape. Use of SDMs is becoming increasing more prevalent
in multiple fields including ecology and conservation biology.
Chapter 4 utilises approaches from advanced spatial statistics including spatial
point processes, to provide improved predictions of species distributions by combin-
ing presence-background (PB) data with site-occupancy (SO) data. An inhomoge-
neous Poisson point process (IPP) model formed the the basis for constructing an
integrated species distribution model that fits both PB and SO data simultaneously.
The integrated model is able to account for the imperfect detection of the PB data
and counteracts the effects of the small sample size in the SO data. This approach
was tested using simulated data and demonstrated by modelling the distribution of
the yellow-bellied glider (Petaurus australis) in southeastern Australia using 1136
presence records supplemented by 202 site occupancy records.
Incorporating spatial correlation into SDMs is challenging but has the potential
to improve predictions when the effects of spatial correlation in the species locations
is strong enough. Chapter 5 explores the potential of using a Log- Gaussian Cox
Process (LGCP) for modelling spatially correlated data and compares its perfor-
mance to an SDM based on an IPP, which is commonly used for modelling PB data
and ignores correlation. The chapter investigates two sources of spatial correlation
in the data (i) the intrinsic correlation caused by the intra- and inter-species in-
teractions, and (ii) by the presence of an environmental covariate that drives the
CHAPTER 0:
species distribution, but is not included in the model fitting process. The results
demonstrate that using LGCP always outperforms IPP on in-sample data, while
providing varying results on the out-of-sample datasets. The chapter investigates
the limitations of the LGCP model in specific situations and highlights the cases
when using it can be most advantageous.
Chapter 6 presents the first steps towards extending the integrated model
presented in Chapter 4 so that it fits multiple data sources simultaneously, while
also accounting for spatial correlation in the species occurrence data. It investigates
the possibility of modelling imperfect detection in spatially correlated PB data us-
ing a thinned LGCP, and the shortcomings of this approach. It goes on to discuss
possible pathways towards creating an integrated model based on the LGCP frame-
work. Finally, it outlines the theoretical and computational difficulties associated
with developing and fitting an SDM that integrates multiple data types, while in-
corporating species detectability and the ability to deal with spatial correlation in
species occurrences.
Part II explores models to estimate the probability that a taxon has gone ex-
tinct using a range of data sources, with the aim developing a new model that helps
provide decision support for prioritising conservation interventions and environmen-
tal monitoring. The new method developed in Chapter 7 allows researchers to
estimate the probability of a species being locally or globally extinct in the area of
interest. The chapter’s proposed model is a new, accessible framework that combines
diverse kinds of evidence collected at different times using various methods. The
model takes into account uncertainties in input parameter estimates and provides
bounds on estimates of the extinction probability. We illustrate application of the
model using the sighting record, for the Alaotra Grebe (Tachybaptus rufolavatus),
collected between 1929 and 2017.
Taken together, the novel developments of this thesis provide new innovations
in modelling where species occur in the landscape, and how likely they are to go
extinct. It is hoped that these methods, and further extensions of them, will be of
utility to researchers and organisations requiring such predictions for improving how
scarce conservation resources are utilised.
2 (July 4, 2019)
CHAPTER 1
Introduction
With the rapid development of technology in recent decades, new data useful for
ecological modelling has become widely available. The increasing popularity of citi-
zen science and governments’ active interest in making data more accessible has led
to enormous amounts of information becoming available for ecological research and
analysis applications, often in real time.
The term ‘citizen science’ usually refers to scientific research performed out of
natural interest and curiosity by those with or without accredited scientific qualifica-
tions. One example of this might simply be citizens collecting data that has potential
for future scientific analysis. In ecological sciences, people are asked to log the lo-
cations of echidnas using a mobile phone application (University of Adelaide 2018),
upload photos of weeds that might have an impact on the ecosystem (CSIRO 2018),
or report the fish tags they find washed up on beaches (CLEAR 2018). Species sight-
ing records are often aggregated into databases that provide an enormous amount
of presence data and are regularly used as references by ecologists. For example,
the publicly accessible Atlas of Living Australia (ALA) (http://www.ala.org.au)
contains 76,606,176 occurrence records for 121,987 species across Australia (as of
January 19th, 2019).
Governmental portals that store datasets from various sources now provide ac-
cess to vast amounts of high-quality geographical data on landscapes that has been
recorded at different regions at various times. For example, the Australian Govern-
ment’s Data portal (https://data.gov.au) contains 29,981 datasets from 395 differ-
ent organisations. Further, high-resolution climate data (e.g. ANUCLIM (Xu and
Hutchinson 2011)) is available online, providing the monthly, seasonal and annual
mean climate variables of many areas.
The development of online data management tools makes data collection and
3
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storage more accessible, which leads to greater online data availability. Combined,
these three data sources have become a crucial resource for ecologists when species
management and conservation decisions must be made.
While this data is valuable, its quality, especially that of presence data, can vary
dramatically. Depending on the way data is collected, it may possess such problems
as uncertainty that a real species sighting occurred, species misidentification or
insufficient attention to specific areas (sampling bias).
My thesis deals with ecological models that are based on citizen data, and
have been developed especially to account for the different types of uncertainties
that are inherent to ecological data in general and citizen data in particular. The
thesis is organised in two parts. Part I investigates species distribution models, and
part II examines models to predict species extinction. Both models help ecologists
understand the current statuses of species and make better decisions about their
management. Additionally, both require a solid understanding of how to work with
with ‘sighting data,’ how to manage its characteristic uncertainty and the fact that
it often only consists of a small sample taken from the real world.
Part I of the thesis aims at understanding and predicting species distributions
using spatial models. Species distribution models (SDMs) represent a field of math-
ematical modelling that seeks to predict correlations between the known presence
records of a species and the environmental conditions where the presence data was
recorded (Phillips et al. 2006). They are widely used to examine ecological and
evolutionary effects on species’ habitats and to predict species distributions. SDMs
are used with species in all ecosystems, including terrestrial, freshwater and marine
realms. The results of these predictions are currently being used in applications rang-
ing from conservation area management (Guisan and Thuiller 2005) to paleobiology
(Werkowska et al. 2016), making SDMs important tools in ecology, macroecology,
biogeography, (Gomes et al. 2018), biodiversity conservation and natural resource
management (Newbold 2010; Franklin 2010; Guisan et al. 2013).
In this thesis, I look to improve and extend existing SDMs. Chapter 4 proposes
a new integrated model that combinesdata from different sources (i.e., both presence
background data and presence-absence data) and accounts for the difference in the
qualities of these data types. This work led to the publication of “Integrated species
distribution models: Combining presence-background data and site-occupancy data
with imperfect detection”, published in Methods in Ecology and Evolution. Chapter 5
investigates ways to incorporate spatial correlation from within the presence records
into the modelling process. Chapter 6 looks at the effects that imperfect detection in
the data has on the spatial model and proposes a way towards a integrated spatially
correlated model.
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Part II aims at answering the question of whether a species has become ex-
tinct in the area of interest (local extinction, or extirpation) or in general (global
extinction). This question is particularly critical when a species has not been seen
for an extended period of time or if reports of recent sightings are unreliable. Trying
to collect data on an extinct species wastes money that could be used to survey an
endangered species. To reliably determine whether a species has gone extinct in an
area, ecologists use species extinction models.
In chapter 7, I describe a usable model that accounts for uncertainties and
overcomes many of the problems of existing methods. This project led to the paper
“Inferring extinctions II: A practical, iterative model based on records and surveys”,
which was published in Biological Conservation in 2017.
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Part I
Species distribution models
7

CHAPTER 2
Overview of species distribution
modelling
Over the last three decades, species distribution models (SDMs) have become an
essential research tool in many disciplines, including ecology, biogeography, and
biodiversity conservation (Guisan and Thuiller 2005; Franklin 2010; Guillera-Arroita
et al. 2014). The reason SDMs are so popular is the continually growing need for
information on the geographical distribution of species: areas where they occur (i.e.,
habitat; realised ecological niche) or areas where they could potentially occur (i.e.,
potential habitat, potential or fundamental ecological niche). SDMs provide detailed
spatial summaries in the form of maps, which allow researchers to utilise the spatial
dimensions of SDM data for many different purposes, as described in more detail
below. Moreover, the popularity of these models is predicted to increase with data
becoming available through citizen science programs, increased access to remotely
sensed data, and the trend of governments and organisations to make data publicly
available through data portals (Franklin 2010; Hardy and Maurushat 2017).
Developing an SDM begins with collecting observations of species occurrences
and their locations. These observations are considered a sample or a subset of all
locations where the species can be found in the study area. In addition, data are
collected on the key environmental and other processes and factors that are thought
to influence the habitat, presence, or abundance of the species (Fig. 2.1). The
locations are then linked to values of the environmental covariates, and the values of
predictors at locations where species were observed are then extracted and entered
into a table, along with the results of the survey. In some cases, the locations where
the species was present are combined with locations where the species has not been
detected (Section 2.2 discusses the different types of data used in SDMs in more
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detail).
A statistical model describing the relationship between species occurrence and
environmental data is then fitted to the data. The model coefficients estimated
during the fitting process are then applied to the environmental data to produce a
predicted map of the species habitat over the full study area. Depending on the
question the SDM is attempting to answer and the data used in fitting the model,
the outcome of the SDM can take various forms, such as predictions of the preferred
or optimal species habitat, of the probability of species occurrence at any habitat,
or of the species abundance at a given location. In general, SDMs are based on the
assumption that species occurrences are derived from reports of species occurrence
that result from searching in randomly selected locations in the landscape. These
reports, in addition to the environmental data for the covariates at all points in the
study area, form the input of an SDM. The output of an SDM is usually a map
characterising the likelihood of a species being present, or its local abundance, at
any point in a landscape (Miller 2010).
There are numerous applications of SDMs, from simple models that quantify
species habitat preferences to complex studies that include multiple species and their
interactions, which are specially designed to answer specific questions in applied
ecology (Guisan and Thuiller 2005; Franklin 2013). The latter have been referred to
as joint SDMs (Pollock et al. 2014) but are not dealt with in this thesis. Models are
often used to predict the likely distribution of a species under possible scenarios of
future climate or land use change (Pearson and Dawson 2003; Randin et al. 2009).
They have also been applied in palaeontological ecology to reconstruct the historic
range of a species under different historic climatic conditions, thereby reconstructing
the evolutionary history of the species (Mun˜oz-Mas et al. 2017; Werkowska et al.
2016). More commonly SDMs are used for conservation application such as selecting
new protected areas, or selecting the likely performance of existing protected areas
in terms of the species likely represented within them Guimera` and Nunes Amaral
(2005). They are also used to assess the the potential range of invasive species to
understand risks if they were hypothetically introduced into a new territory (Pearson
and Dawson 2003; Randin et al. 2009).
2.1 Data collection for SDMs
There are three broad types of survey data for a species that can be used to build
SDMs: presence background (PB) data, site-occupancy (SO) data, and abundance
data. The three types differ in terms of the collection or survey method and have
various levels of reliability. While it might appear reasonable to use only the most
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Figure 2.1: Schematic representation of the process of generating an SDM. The in-
puts of the process are species occurrence data and information about environmental
covariates. The data are then aggregated in an appropriate format for computational
modelling. The parameters are estimated during the model fitting process and are
used to produce a spatial map of predicted species presences.
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reliable data when modelling, such data are not always available for the species or
area of interest, or if these data are available, they might be insufficient in quantity.
Under these circumstances, it is often necessary to resort to using lower quality
data and attempting to account for the imperfections in the collection methods and
limitations of the data that arise from them. It is important to ensure that the
data type being used is appropriate for the proposed SDM application. The section
below discusses the different types of data in more detail, explaining how these data
are usually collected and the limitations specific to each type.
Presence background (PB) data
Information on species occurrences has always been of interest for researchers. The
spatial occurrences of plant or animal presences have been recorded by government
agencies or private citizens for many decades (Liu et al. 2013). Often, these records
were a result of random sightings – when a species was observed in an area by
chance, without a specific reason. This type of data collection is sometimes re-
ferred to as “opportunistic surveys” or “citizen science surveys”. The records are
then aggregated in databases, some of which are online (e.g., Global Biodiversity
Information Facility (GBIF) (https://www.gbif.org) or Atlas of Living Australia
(ALA) (http://www.ala.org.au)). These datasets contain the spatial coordinates of
the species presences, but they do not provide any information about the locations
where the species have not been seen. The issue with this type of data collection is
that its opportunistic nature means that a species is more likely to be recorded in
places that are more accessible (e.g., close to roads), so there can be a strong spatial
bias in where species occurrences are reported.
This type data consist of a set of locations where individuals of the species under
investigation have been observed and are referred to as presence-only (PO) data.
However, since PO data do not include any information about locations where the
species has not been seen, they have limited applications (Liu et al. 2013). In early
papers, PO data were often referred to as “choice-restricted” samples, meaning that
the results of the experiment were restricted to a single outcome (species presence)
(Steinberg and Cardell 1992).
It is generally thought that PO data are not sufficient for model fitting and
estimating parameters of SDMs; therefore, PO data are usually used together with
environmental data. A list of species presence locations is complemented by a set of
background points selected from the areas where the species has not been detected,
and this combination of data is called presence background (PB) data. The environ-
mental information for the presence and background locations can then be used to
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build distributional models, which can provide an estimate of the relative likelihood
(as opposed from the true probability) of species occurring (Liu et al. 2013). Ideally,
background points should be selected from the areas where the species is known,
through surveys, to be absent, but in most situations, this information is not avail-
able (Elith et al. 2005). Thus, the background points are selected from areas where
no occurrences have been recorded.
PB data contain no information about which areas have been surveyed without
detecting a species and which areas have not been visited at all by the species. This
means that we cannot say whether the species was not detected at a particular lo-
cation because it was not there or because it was not surveyed there. The species in
these datasets are often more likely to be detected in areas with higher human activ-
ity. For example, Margules and Austin (1994) demonstrate that koala records from
the north coast of New South Wales in Australia closely follow the road network,
even though roads are unlikely to provide a habitat for koalas. Hence, proximity to
urban areas such as cities or towns or even hiking routes in national parks may also
need to be taken into account. This particular form of survey bias has a significant
effect on the predictions made using these data and has to be taken into account
when interpreting predictions (Guillera-Arroita et al. 2014).
Even though PB data do not have any information about species absences, they
are widely used in ecological modelling as these data are readily available for many
species around the world (e.g. GBIF (https://www.gbif.org)). Multiple methods
of generating SDMs have been developed specifically for this data type (Elith and
Leathwick 2009; Guillera-Arroita et al. 2015). They vary according to the method
of selecting the background points, the assumptions made, and the way the results
are interpreted (Guillera-Arroita et al. 2015; Elith et al. 2005). Section 2.2 of this
thesis discusses some of these methods in more detail.
Planned survey
The term planned survey refers to a systematic survey where locations are chosen
in advance, and these areas are sampled one or more times for one or more species.
In general, the first step in making an ecological survey is choosing an appropriate
study area. The study area is given if the species lives in an area with well defined
borders (e.g., an island or a national park), but usually surveys for the species in
question are is only performed on a selection of the possible habitat area with these
locations ideally selected using a stratified random design (Illian et al. 2008).
Data collected in planned surveys usually consist of a list of sites where the
species has been surveyed, together with the outcome of the survey for each of those
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sites. Depending on the type of survey, the outcome can be either a binary indicator
of whether the species was present, or the number of individuals detected at the
site. The surveying methods also vary in their definitions of ‘detection’ and thus
the number of times each site is visited. For example, some surveys rely on images
from motion-activated heat cameras that are installed at each site for months at a
time, while others determine whether the species is present by playing a recording of
the species’ call and having someone listening for a callback (Lumsden et al. 2013).
Multiple visits to the same site are often required because the species might be hard
to detect. Repeated surveys reduce the probability that the species will remain
undetected even though it is present at the site.
If the survey is conducted only once, the data are usually termed presence-
absence (PA) data (Guillera-Arroita et al. 2014). These data comprise information
about sites where the species has been surveyed but not detected. However, PA
data usually cannot account for the possibility that the species was present at the
site but not detected due to imperfections in the detection process.
In SO data, each site is surveyed multiple times, with the outcome of each survey
– detection or non-detection – recorded. (SO data are also referred to occupancy-
detection and detection/non-detection data.) The data are usually collected in a way
that allows for an explicit modelling of a detection process (Lahoz-Monfort et al.
2014). For example, each site may be surveyed multiple times with short intervals
between the surveys to attempt to make sure that the species did not move between
surveys, and the sites where the species was not detected are truly unoccupied by
the species. Although there is still a chance that the species was present in the
area but was not observed after multiple surveys, this chance decreases with each
repeated survey. This approach makes it possible to quantify a species’ probability
of detection and how this probability varies from visit to visit (MacKenzie et al.
2002; Royle and Nichols 2003; MacKenzie et al. 2017), as discussed in Chapter 4.
Typically, the number of presence sites surveyed in SO data is significantly
smaller than the number of presences detected in PB data. For example, Fig. 2.2
shows the distribution of PB and SO data for the yellow-bellied glider (Petaurus
australis) analysed in Chapter 4. The data were collected by the Department of
Environment, Land, Water, and Planning (DEWLP) in Victoria and south of New
South Wales, Australia (Lumsden et al. 2013). The number of presence locations
in the PB dataset is 200 times larger than the number of sites surveyed during SO
data collection.
If the number of individuals of the species is recorded during each of the repeated
surveys, the data are termed abundance or point-count data. Since this thesis does
not focus on this type of data, it will not be discussed further.
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Figure 2.2: Example of presence-background (PB) and site-occupancy (SO) data for
the yellow-bellied glider (Petaurus australis) in central Victoria, Australia (Lumsden
et al. 2013). Locations where the presence of the yellow-bellied glider were recorded
during opportunistic surveys (PB data) are marked with red ”+”, and sites of the
planned survey are marked with green ”+”.
2.2 SDM methods
The statistical approaches to fitting SDMs vary based on the data they are designed
to fit and the questions they are trying to answer. Some methods require infor-
mation about species presences and absences (PA or SO data), while others only
require information about presences and depend on knowledge about the covariates
in background locations (PB data).
The quality and type of prediction resulting from an SDM is largely dependent
on the quality of the data available for modelling (i.e., the area that was surveyed,
the number of repeated surveys, the species characteristics, and the spatial scale
(Pearson et al. 2006; Wisz et al. 2008). The type of data determines the SDM
approach that should be used in each particular case.
The scientific literature has used the terms “niche models”, “predictive models
of habitat”, and “suitability models” to describe some of these models, depending
on their application, but recently, the more theoretically neutral term SDMs has
been used to refer to all of these models collectively (Mateo et al. 2011).
2.2.1 Historical overview
Generally speaking, the development of SDMs is closely related to developments in
statistical methods, machine learning and availability of computing resources. The
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field has roots in early ecological and geographical studies that looked at correlations
between biological patterns and geographical environmental gradients (Murray 1866;
Grinnell 1904). Other early models investigated individualistic responses of species
to their environment (Whittaker 1956; MacArthur 1958).
The development of the concepts used in SDM can be traced back to Hutchinson
(1957), where the concept of a “niche” was first formalised as a series of indepen-
dent environmental variables with simple ranges of suitable conditions defining an
“n-dimensional hyperspace” within which the species could survive and reproduce.
The first modern SDMs were proposed in the late 1970s and 1980s (Kessel 1979;
Busby 1986; Austin 1987). Similar to contemporary models, these SDMs modelled
the habitat of a given species as a function of environmental factors, based on the
presence records of the species. Since the computing capabilities at the time were
limited, the models mostly focused on estimating the shape of the occupancy re-
sponse to environmental changes, concentrating on linear, bell-curved, and skewed
response curves (Zimmermann et al. 2010).
In the last few decades, the field has undergone dramatic changes due to ac-
cessibility of powerful computers which has led to their widespread use for visualis-
ing, modelling, and analysing species occurrence data. Aerial photography, satellite
images, and remote sensed data have become readily available, providing ecologists
with a large-scale overview of ecological patterns that was not possible before. These
changes led to the rapid development of SDM methodology and its applications to
conservation, ecological, and evolutionary questions. Thousands of scientific pa-
pers have been published on SDMs over the last decade and the number of papers
published on this topic is growing every year (Lobo et al. 2010).
2.2.2 Modern SDMs and a survey of current methods
In the following section, some of the key SDMs used in modern ecological research
will be briefly outlined.
Profile techniques
These models aim to estimate a multivariate space of environmental covariates, or
envelope, based exclusively on the observed species presence locations (PO data).
The surface range envelope is defined by the minimum and maximum values of
the environmental covariates (Fig. 2.3) in the location where the species is present
(Booth et al. 2014). Any location where environmental conditions are within the
bounds of the envelope is considered part of the potential range of the species. To
avoid overpredicting this range due to outliers, the envelope is often reduced to
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a specified percentile or constrained within a fixed number of standard deviations
(Arau´jo and Peterson 2012). The main benefit of these models is their simplicity,
as well as their straightforward fitting using packages such as BIOCLIM (Booth et al.
2014). However, bioclimatic envelope models have been criticised as being prone to
data overfitting (Elith et al. 2011).
Figure 2.3: Visual representation of bioclimatic envelope modelling (shown in red)
based on two covariates. The values at which the species was detected are plotted
in blue.
Regression models
Linear regression models aim to describe the relationship between the ecological
response and the predictor variable (e.g., environmental) with a simple linear model
(i.e., a straight line graph). This means that a constant change in a predictor leads
to a constant and proportional change in the response variable.
Generalised linear models (GLMs) are mathematical extensions of simple
linear regression models that find the equation that best predicts the occurrence
of a species based on the values of environmental variables. Despite being termed
“linear”, GLMs can nevertheless allow for non-linearity and non-constant variance
structures in the data (Hastie and Tibshirani 1990). Logistic regression is a particu-
larly common GLM that is frequently used for fitting species presence data. It might
be viewed as a “workhorse model” in statistics for working with binary datasets.
In Logistic regression, the occupancy of a species in a location is modelled
as a random variable, Y , that takes a value of 1 when the species is present at a
particular location and a value of 0 if it is absent. The probability of a species being
present at the location, s, is then denoted as P (y = 1|s). Most methods use a logit
link function (given below) as its values are restricted to between 0 and 1, which is
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required when working probabilities.
logit(P (Y = 1|s)) = β′x(s)
P (Y = 1|s) = e
λ(s)
1 + eλ(s)
(2.1)
The aim of the model, then, is to estimate the β parameters that provide the
best fit to the data. In order to obtain the estimates, regression methods require
information about the locations where the species has not been detected. These
methods often rely on the choice of pseudo-absences (i.e., locations from background
points that are assumed to be absences). Selection of these points is left com-
pletely to the researcher, making the results of many studies irreproducible when
the pseudo-absence selection process is not well-documented (Guillera-Arroita et al.
2015).
Another approach for modelling species distribution is to make use of so-called
strongly parametric models, as proposed by Royle et al. (2012). In this approach,
which is similar to the one presented in Lele and Keim (2006), the species probability
distribution is modelled as a proportion of the distribution of parameters in presence
locations compared to those in the background point locations. Royle et al. (2012)
suggested including probability of detection as a constant in this model. Yet, Hastie
and Fithian (2013) showed that a true probability of occupancy cannot be estimated
in this case because the strong parametric assumptions of the model will not be met
in most cases with real data.
Generalised additive models (GAMs) are semi-parametric modifications of
the GLM, with the underlying assumptions that the functions are additive and
that all the components are smooth (Hastie and Tibshirani 1990). GAMs, just like
GLMs, aim to establish a relationship between the mean of the response variable
and a “smoothed” function of the explanatory variables using a link function. Their
main strength is their ability to explain non-monotonic and non-linear relationships
between the response and explanatory variables (Guisan et al. 2002).
Multivariate adaptive regression spline (MARS) is a non-parametric re-
gression method that partitions the data and builds a linear regression model for
each partition.
Machine learning models
MaxEnt (Phillips et al. 2006) is a machine learning, niche-based method that de-
termines a set of a species’ environmental requirements. This method has become
popular for estimating species distribution from PB data among ecologists due to
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its consistent performance (Elith et al. 2006). It is now one of the most commonly
used method for undertaking SDMs.
MaxEnt fits a distributions to the values of the covariates at the species presence
sites, and maximise the entropy by making it as similar as possible to the distribu-
tion of the covariates at the background points while constraining the means if the
distribution the same as the mean of the covariate values of the occurrence (Phillips
et al. 2006). It has been shown to be equivalent to an inhomogeneous point pro-
cess (IPP) (see Section 3.2) under certain conditions (Renner and Warton 2013).
MaxEnt also has strong similarities to GLM and GAM (Phillips et al. 2006).
Classification and regression trees make use of non-parametric methods
that explain the variation of a response variable using explanatory variables, which
can be either numerical or categorical. Classification trees are used when the re-
sponse variable is categorical (e.g., PA or PB data), while regression models are
primarily used for modelling numeric response data (e.g., point-count data) (De’ath
and Fabricius 2000). To build a tree, the data are split in accordance with a simple
rule that is based on a single explanatory covariate. Each split partitions the data
into two mutually exclusive groups. Each of these groups is then partitioned sepa-
rately, and this process continues until a pre-specified limit has been reached. The
aim of this process is to partition the data into groups that are as homogeneous as
possible (De’ath and Fabricius 2000).
Random forests are an extension of classification trees in which the data
are divided into random subsets, and a classification tree is built for each subset
(Breiman 2001).
Boosted regression trees (BRTs) fit multiple decision trees to improve the
accuracy of the model. As an extension of random forests, BRTs use the boosting
method when splitting data into random subsets. In this method, the input data are
weighted such that data that were poorly modelled in previous trees have a higher
probability of being selected in subsequent trees (De’ath 2007).
Occupancy models
The standard SO model can only be used when a survey has been conducted mul-
tiple times, at least for a subset of the site (MacKenzie et al. 2002). The main idea
of this model is to address the simultaneous estimation of occupancy and detectabil-
ity. The focus is to extract information about sites where the species has not been
detected by using information garnered from sites where individuals were detected
at least once (MacKenzie et al. 2002). A similar model was also proposed by Tyre
et al. (2003).
19 (July 4, 2019)
CHAPTER 2: OVERVIEW OF SPECIES DISTRIBUTION MODELLING
If the species survey has not been conducted multiple times (for a subset of
sites), the data are considered PA data and are analysed using logistic regression,
along with other methods described above (Elith and Franklin 2013). This type of
data, however, does not have the same accuracy as SO data. It is vulnerable to
bias estimates as it cannot separate the sites that were not occupied by the species
from those where the species has not been detected because the sites have only been
surveyed once.
2.2.3 Conclusion
This chapter has presented many of the diverse approaches used for developing
SDMs. In the following chapter, a different approach for developing SDMs is ex-
amined, using a class of spatial point process models that has become popular over
recent years (Warton and Shepherd 2010; Renner and Warton 2013; Renner et al.
2015). This spatial point process approach for developing SMDs will be the focus
of this thesis and thus the background will be presented in some detail.
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Spatial point processes
This chapter provides important background details on spatial point processes, since
these are the main statistical modelling techniques methods used in the thesis.
In the analysis of species occurrence data, researchers often simply study the
locations of the points where the species were sighted and try to draw conclusions
about how these points were generated. For example, knowledge of the observed
locations of a few dozen plants in a few selected plots can then be generalised to
predictions of where they are likely to occur in the whole forest, and ultimately lead
to a conclusion about the general ecological processes that were responsible for their
spatial locations. Recently, with the improvement in measurement technologies, the
volume of the available point pattern data has increased dramatically revitalising
researchers interest and creating a new wave of statistical models referred to as Point
Process models (Illian et al. 2008; Warton and Shepherd 2010; Chakraborty et al.
2011; Renner et al. 2015).
A point pattern can be defined as a set of points in one, two or three dimensional
space. When the points are located in two dimensional geographical space we call it
a spatial point pattern (Cressie 1993), denoted by S = (s1, s2, . . . , sn) in this thesis.
Examples include the locations of trees in a forest, gopher mounds in a prairie, insect
nest locations, and so on.
Generally speaking, a point process (Y ) is a stochastic mechanism that results
in a point pattern (Baddeley et al. 2015). If the experiment is repeated multiple
times under the same conditions, the resulting point pattern will be different every
time while the underlying mechanism itself, the point process, stays the same. This
means that even though the points are different, the statistical properties of the
points will all be the same since they are generated by the same point process.
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Figure 3.1: Different realisations of the same Homogeneous Poisson point process
A single point pattern produced by a point process is termed a realisation. Each
point process may generate an arbitrary number of realisations. Fig. 3.1 demon-
strates five different realisations of a two dimensional spatial point process.
In terms of an SDM, the points are the species occurrences, and the stochastic
process generating the points is analogous to the processes driving where the species
occurs in nature. The PB data consists of n locations of sighting S = (s1, s2, . . . , sn)
accompanied by a number of background points. The characteristic of the process
is usually a binary marker of presence or absence, or the number of animals present
at the (point) site (Illian et al. 2008). The main task of the modelling is then to
reconstruct the original spatial process, which generated the point pattern of the
species presences S.
Interest in point processes in ecology was first fuelled be the evidence that
spatial locations play an important role in the assembly of plant communities. It
has long been established that most plant species are not randomly distributed, but
are either locally aggregated or overdispersed (Watt 1947; Wiegand and Moloney
2014). Point processes have recently became widely used when analysing PB data,
as they are now seen as a natural way to model species occurrence processes (Warton
and Shepherd 2010; Chakraborty et al. 2011; Renner et al. 2015).
3.1 Homogeneous Poisson Point process
A Homogeneous Poisson Point Process (HPP) is also often referred to as a process
with “complete spatial randomness” (CSR). It is characterised by a complete lack
of regular structure in the species presences (Cressie 1993) - they are all distributed
purely at random. For an HPP (Y ), the main parameter is the ‘intensity’ λ that
determines the average number of individuals (or points) present in the region. An
HPP with a constant intensity λ > 0 can be characterised by the following properties:
1. Homogeneity: the expected number of points falling in a region B, is equal
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to the product of the intensity λ and the area of the region, denoted by |B|
E(nB) = λ|B|. (3.1)
2. Poisson counts: the number of points falling in the region B, denoted by nB, is
characterised by a Poisson distribution with the expected number of presences
E(nB) from eqn. 3.1
nB ∼ Poisson(λ|B|). (3.2)
3. Independence: for any set of non-overlapping regions B1, B2, . . . , Bk, the num-
ber of points in each of these regions n1, n2, . . . , nk are independent Poisson
random variables. This applies to any choice of disjoint regions and to any
number of such regions.
4. Conditional property: given the number of points n from eqn. 3.2, these n
points are independently and uniformly distributed in B.
The HPP is the simplest and the most important point process used to analyse
species presence data and it is fundamental to the analysis of any point pattern
data. In ecology it is commonly used as a benchmark model to determine whether
the species presences are ‘randomly’ distributed in space or if the pattern shows
some spatial dependencies such as aggregation or repulsion (Illian et al. 2008). In
addition, HPP is an ideal building block for more complex models that can explain
and predict various complex patterns in species presence points. Furthermore, HPP
is easy to simulate with the outcome of the modelling straightforward to understand.
Thinning of a point process
Thinning a point process is usually referred to independently deleting each of its
points with some probability p. Thinning for Poisson process where p is constant
was originally described in Re´nyi (1967), that showed that the resulting thinned
process is a HPP with mean λp.
Formally the thinned Point process can be described as follows. A point process
Ythin is said to be an independent thinning of Y with retention probabilities p(s) if
it was obtained by including s ∈ Y in Ythin with probability p(s).
3.2 Inhomogeneous Poisson Point process
The Inhomogeneous Poisson Point Process (IPP) is a modification of HPP where
the intensity λ(s) is a spatially varying function that depends on location s. In
23 (July 4, 2019)
CHAPTER 3: SPATIAL POINT PROCESSES
SDM, λ(s) is often defined as a log-linear function of the spatial covariates x(s) and
coefficients β = (β0, . . . βk).
log(λ(s)) = β′x(s) = β0 +
l∑
j=1
βjxj(s),
or λ(s) = eβ0+
∑l
j=1 βjxj(s).
(3.3)
The spatial features x(s) usually represent environmental covariates. For example
x1(s) might refer to the temperature at location s while x2(s) might represent hu-
midity at s. It is sometimes useful to have x(s) as polynomial terms, splines, etc.
Fig. 3.2 (a) shows an example of an artificially simulated covariate x(s), see Ap-
pendix B.3 for the full details , and Fig. 3.2 (b) shows the corresponding intensity
λ(s) simulated by eqn. 3.3, with λ(s) = −1 + 0.5x(s).
Figure 3.2: Map of a spatial covariate x(s) (a), intensity λ(s) for an IPP (b) and a
CPP (c) using the covariate x(s) and the same coefficients β = (-1, 0.5)’
.
The expected number of presences in region B is defined as
µ(B) = E(nB) =
∫
B
λ(s)ds. (3.4)
The number of presences in region B thus follows a Poisson distribution with the
probability mass function:
P{N(B) = n} = e
−µ(B)(µ(B))n
n!
, n = 0, 1, 2...
The conditional density of the ordered set (s1, s2, ...sn) is (Cressie 1993):
f(s1, ..., sn|n) =
∏n
i=1 λ(si)
(µ(B))n
.
As a result, the joint density of (s1, s2, ...sn) and n is
f(s1, ..., sn, n) =
e−µ(B)
n!
n∏
i=1
λ(si).
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Fithian and Hastie (2013) show that the intercept coefficient β0 and slope co-
efficients β1 . . . βk from eqn. 3.3 play very different roles. The slope parameters
β1 . . . βk completely determine the relative density function of pλ(s) = λ(s)/µ(B).
At the same time, β0 plays a role of normalising constant that scales the intensity to
determine the expected number of observed presences n, which is of lesser interest
in presence background data (Fithian and Hastie 2013). These authors therefore
argued that it is not possible to estimate the intercept term β0 from the presence-
background data, and using PB data only provides an estimate of the so-called
relative intensity instead of the true intensity, λ(s) (Dorazio 2012; Guillera-Arroita
et al. 2014; Wang and Stone 2018).
As shown in Cressie (1993), the likelihood for fitting an IPP model is:
LIPP (β) = exp
(
−
∫
B
λ(s)ds
) n∏
i=1
λ(si).
This likelihood involves the integral over a study area, i.e.,
∫
B λ(s)ds, that cannot
be computed exactly. Berman and Turner (1992) developed a numerical quadrature
method for estimating the integral by approximating it as a finite sum. In the
approximation, the study area B is split into a grid with cells B1, ..., Bk small enough
so that the value of λ(s) does not change inside the cell. Thus:∫
B
λ(s)ds ≈
k∑
i=1
λ(Bi)|Bi|,
where |Bi| denotes area of the cell Bi. The approximated (numerical) log-likelihood
thus becomes
lIPP (β) =
∑
i:yi=1
β′x(si)−
∑
i:yi=0
eβ
′x(si)|Bi|. (3.5)
The process of fitting the IPP model becomes equivalent to estimating the parame-
ters β that maximise the log-likelihood in eqn. 3.5.
In recent years there have been several major efforts to demonstrate the rela-
tionship and equivalence between IPP and other popular SDM methods. Fithian
and Hastie (2013) showed that IPP to be closely related to common regression
models, while Warton and Shepherd (2010) showed that IPP is equivalent to the
MaxEnt model under certain conditions. The approximation proposed by Berman
and Turner (1992) allowed fitting IPP model using the general Poisson GLM soft-
ware, and Baddeley and Turner (2000) showed this approach can be expanded to
generalised additive models. In fact, Renner and Warton (2013) demonstrated that
logistic regression and MaxEnt are asymptotically equivalent, i.e. equivalent when
the data is collected on very high resolution.
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In Chapter 4 we discuss using thinned IPP to account for imperfect detection
in the PB data.
3.3 Cox Point Process
The Poisson process remains the cornerstone in modelling spatial point patterns. It
can be used to build more complex and flexible models, and the Cox point process
(CPP) is a natural extension of the Poisson process. CPP was introduced by Cox
(1995) under the name doubly stochastic Poisson processes. It is defined as a Poisson
process with the intensity function being a realisation of a random field of λ(s). In
another words, conditional on a realisation of λ(s), for example λ0(s), the Cox
process is a Poisson process with intensity λ0(s). The applications of CPP can
be found in various fields including economics, neuroscience, ecology, and others
(Cunningham et al. 2008).
A CPP is a flexible class of point process models that are able to model aggre-
gated or clustered point patterns that may be caused by unobserved variations and
autocorrelation in the data (Illian et al. 2013). Fig.3.3 shows the difference between
a realisation of an HPP (left panel) and CPP model (right panel) with the same
number of points.
Figure 3.3: A single realisation of a Homogeneous Poisson process (left) and a
clustered Cox point process (right).
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3.3.1 Log-Gaussian Cox process
In this thesis I focus on one particular type of CPP known as log-Gaussian Cox
processes (LGCP). These processes are widely used due to their versatility (Illian
et al. 2013; Møller et al. 1998). For an LGCP, the random field λ(s) has the form:
log(λ(s)) = ξ(s),
ξ(s) ∼ N(0,K(l, s, s′)).
(3.6)
Here, ξ(s) is a Gaussian random field in R2. A Gaussian random field is a random
process whose finite distributions are Gaussian distributions. This means that for
any set of locations s1, . . . , sn, the vector (ξ(s1), . . . , ξ(sn))
′ follows a multivariate
normal distribution. The covariance matrix of this multivariate normal distribution
is determined by a covariance function K(s, s′). The random field λ(s) can be driven
by covariates x(s) as well as follows
log(λ(s)) = β′x(s) + ξ(s). (3.7)
Fig. 3.2 (c) shows the intensity process λ(s) that was simulated using eqn. 3.7
with coefficients β = (−1, 0.5)′ and l = 4. It demonstrates the effect of clustering
due to the intrinsic spatial correlations brought by ξ(s) on the species intensity λ(s).
Fig. 3.2 shows the difference in the intensity λ(s) for an IPP and a CPP with the
same covariate x(s) and the same coefficients β = (−1, 0.5)′.
In Chapter 6 we discuss thinning of an LGCP and using thinned LGCP to
account for imperfect detection in the PB data.
Covariance function
There are multiple covariance functions that have been used for modelling the Gaus-
sian process in LGCP. In this thesis I have employed the squared-exponential co-
variance function for K(s, s′),
K(s, s′) = σ2e
(
− |s−s′|2
2l2
)
, (3.8)
where notation |s− s′| is defined as distance between points s and s′.
This covariance function is controlled by two parameter: σ - the strength of
correlation and l - the length of correlation.
This squared-exponential function is easy to parameterise and can produce eco-
logically plausible smooth curves (Golding and Purse 2016; Rasmussen and Williams
2006).
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3.3.2 Fitting the Log-Gaussian Cox Process
The hierarchical and correlated structure of LGCP render the analytical compu-
tation of the likelihood impossible and the classical maximum likelihood method
cannot be used.
In recent years, there have been multiple advances in the development of faster
and more efficient procedures for estimating the parameters of the LGCP (Cun-
ningham et al. 2008; Ambikasaran et al. 2014). One of the methods proposed to fit
the CPP model is the Laplace approximation of the marginal likelihood proposed
by Karr (1985). In this case, the likelihood of the LGCP is expressed through its
measure function (Cressie 2015), but this method is beyond the scope of this thesis.
Another approach is using Cox process inference based on Fourier features (John
and Hensman 2018). Meanwhile statistical packages, such as lgcp and INLA, have
made complex LGCP models more accessible to applied modellers. In this thesis I
have used the R package greta, which allows a user to write hierarchical statistical
models in R and fit the models using Monte Carlo Markov Chain (MCMC) (Golding
2018). The following structure shows the hierarchy of the log-Gaussian Cox process
that can be easily constructed using greta
Y ∼ Poisson(λ)
log(λ) = β′x+ ξ
ξ ∼ N(0,K(l))
The notation K(l) is referring to the parameter estimation in the model fitting
process when we estimate the value of the parameter l. The inference procedure is
conducted in two distinct parts: inference over the latent variable ξ(s), and inference
over the parameters themselves (Golding and Purse 2016). Golding (2018) proved
the details about using the package in practice.
3.3.3 Simulating LGCP
In order to simulate an LGCP process one needs to generate a spatially correlated
Gaussian field ξ(s). The simulation of such process requires generating a realisation
a multivariate normal distribution, for each of the cells of the study area. A widely
used method is generating a univariate Gaussian random variable, followed by a
transformation (Gentle 2009).
To simulate ξ(s) we follow the algorithm:
1. Start with a matrix C that is generated by the covariance function K (eqn.
3.8); each element ij of this matrix shows the covariance between the ith and
jth cells of the study area.
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2. Determine a Cholesky decomposition of the covariance matrix, e.g matrix L
such that
C = L× LT .
3. Generate a vector a0 of independent samples from a normal distribution that
has a mean of zero and standard deviation of 1
a0i ∼ N(0, 1)
for all i.
4. Calculate a vector of correlated random samples ξ that can be determined by
the equation
ξ = L× a0
Appendix D contains the details of how this algorithm was implemented in R. The
LGCP is then simulated as a Poisson Point Process with the intensity λ(s) from
eqn. 3.7. This can be implemented using standard statistical packages (for example,
package spatstat in R).
Ensuring C is positive definite
A Cholesky decomposition is only defined for positive definite matrices while the
covariance matrix that is generated via a Gaussian (or ‘squared exponential’) co-
variance function K is non-negative definite (sometimes called positive semidefinite)
- which means that all of its eigenvalues are non-negative.
The situation when one of the eigenvalues is zero makes Cholesky decomposition
impossible. The probability of this happening increases as the correlation length l
of the Cox processes increases in relation to the size of study area. As l increases,
the covariance matrix C is more likely to have the same elements for all ij. This has
rendered C unsuitable to Cholesky decomposition. To overcome this computational
problem a small “ridge-like” penalty  can be added to the diagonal elements of the
covariance matrix C. Practically it ensures that the covariance matrix C ′ is positive
definite.
C ′ = C +  ∗ I,
where I is identity matrix of the same size as C.
Mathematically this is equivalent to adding an additional random effect on the
observation. This effect is normally distributed with mean 0 and variance 2. The
R code for implementation of this approach is provided in Appendix D.1 .
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CHAPTER 4
Integrated species distribution models:
combining presence-background data
and site-occupancy data with
imperfect detection
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(2017). Integrated species distribution models: combining presence-background
data and site-occupancy data with imperfect detection. Methods in Ecology
and Evolution, 8(4):420–430 DOI: 10.1111/2041-210X.12738
Abstract
1. Two main sources of data for species distribution models (SDMs) are
site-occupancy (SO) data from planned surveys, and presence-background (PB)
data from opportunistic surveys and other sources. SO surveys give high quality
data about presences and absences of the species in a particular area. However,
due to their high cost, they often cover a smaller area relative to PB data,
and are usually not representative of the geographic range of a species. In
contrast, PB data is plentiful, covers a larger area, but is less reliable due to the
lack of information on species absences, and is usually characterised by biased
sampling. Here we present a new approach for species distribution modelling
that integrates these two data types.
2. We have used an inhomogeneous Poisson point process as the basis
for constructing an integrated species distribution model that fits both PB and
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SO data simultaneously. It is the first implementation of an Integrated SO-
PB Model which uses repeated survey occupancy data and also incorporates
detection probability.
3. The Integrated Model’s performance was evaluated using simulated
data and compared to approaches using PB or SO data alone. It was found
to be superior, improving the predictions of species spatial distributions, even
when SO data is sparse and collected in a limited area. The Integrated Model
was also found effective when environmental covariates were significantly cor-
related. Our method was demonstrated with real SO and PB data for the
Yellow-bellied glider (Petaurus australis) in south-eastern Australia, with the
predictive performance of the Integrated Model again found to be superior.
4. PB models are known to produce biased estimates of species occu-
pancy or abundance. The small sample size of SO datasets often results in
poor out-of-sample predictions. Integrated models combine data from these
two sources, providing superior predictions of species abundance compared to
using either data source alone. Unlike conventional SDMs which have restrictive
scale-dependence in their predictions, our Integrated Model is based on a point
process model and has no such scale-dependency. It may be used for predic-
tions of abundance at any spatial-scale whilst still maintaining the underlying
relationship between abundance and area.
4.1 Introduction
Species Distribution Models (SDMs) have become an increasingly important re-
search tool in the ecological and environmental sciences. These models are used
to predict the spatial distribution of species presence or abundance based on the
locations of observed individuals. Regression models fitted to location-specific mea-
surements of environmental covariates such as temperature, rainfall or elevation
are the basis for making predictions at a given location. These predictions can be
readily computed for different environmental scenarios by modifying the SDM’s en-
vironmental inputs in a manner that reflects hypothetical climate-change scenarios
and changes in landscape characteristics. In some contexts SDM’s may be used to
study changes through time (Elith and Leathwick 2009; Hefley and Hooten 2016).
The predictive ability of these models gives them a wide range of conservation ap-
plications including the management of threatened species, conservation planning,
as well as predicting the likely ranges of invasive species (Elith and Leathwick 2009;
Guillera-Arroita et al. 2015). Our aim in this paper is to develop and test a new
class of Integrated SDMs that integrates two different types of ecological datasets
(Presence Background and Species Occupancy), while also taking into account the
imperfect detection of individuals, a common source of error in ecological surveys
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(Guillera-Arroita et al. 2014; Iknayan et al. 2014).
Often the only data available for species distribution modelling is a set of loca-
tions where individuals of the species under investigation have been observed, but
there is usually no information on absences, i.e., localities that have been surveyed
and the species has not been observed. This type of data is often referred to as
Presence-Only data, but here we refer to it as “Presence-Background” (PB) data,
as making predictions using this type of data requires background environmental
information for areas where presences have not been observed. For many study ar-
eas, PB data is plentifully available from so-called “opportunistic surveys” and can
be found in museum and herbarium collections, historical database records (Pearce
and Boyce 2006), and is now becoming increasingly available via online repositories
such as the Global Biodiversity Information Facility (http://www.gbif.org). How-
ever, despite numerous attempts, it is not possible to accurately predict the true
prevalence and spatial distribution of a species based solely on PB data (Hastie and
Fithian 2013; Fithian and Hastie 2013).
Many models have been proposed for the analysis of PB data, but only three
classes of models are specifically formulated under the assumption that species could
be present or absent at locations in the background sample: Maxent models (Phillips
et al. 2006), case-augmented binary-regression models (Lee et al. 2006), and Poisson
point-process models (Warton and Shepherd 2010). The parameters of the first two
classes of models are scale dependent (that is, rely on the spatial resolution used in
the analysis); however, as this resolution is increased the parameters of these models
converge to those of Poisson point process models (Dorazio 2012; Fithian and Hastie
2013; Renner and Warton 2013). Therefore, models of spatial point processes (which
include Poisson processes) arguably provide a conceptual unification for the analysis
of PB data (Dorazio 2014; Renner et al. 2015).
Spatial point-process models typically require modification before they can be
used to predict the true spatial distribution of a species. These modifications include
parameters for specifying the effects of sample selection bias or of errors in detection
of a species (Chakraborty et al. 2011; Fithian and Hastie 2013). However, the
parameters of these models may not be identifiable unless the predictors of species
abundance and detection are distinct and linearly independent (Fithian and Hastie
2013). This restriction applies to both continuous and categorical covariates, and
unfortunately is not always met in practice.
Given the complications of working with PB data, an alternative solution is
to conduct reliable large-scale, planned surveys over the region of interest, that
record detections and non-detections of the species at each site. This provides high
quality site-occupancy (SO) data that records both the presence and absence of
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species (Ke´ry et al. 2010), which is more valuable when the planned surveys are
repeated. We refer to this type of data as site-occupancy (SO) data. Unfortunately,
due to the expense of SO surveys they can usually cover only a small area often
unrepresentative of the extent of a species’ geographic range. In general, the lack of
sufficient SO data has in practice forced ecological researchers to find ways to work
almost exclusively with PB data despite the biases and other problems this may
introduce.
An important advance in recent years has been the development of SDM ap-
proaches which fit both PB and SO data simultaneously, potentially providing better
predictive performance than SDMs based on PB or SO data alone. Dorazio (2014)
first proposed this method and applied it when working with PB data together with
data from point-count surveys. Dorazio’s (2014) model was hierarchical and in the
first level the intensity (i.e., expected density of individuals) at any location was
specified. In the second level the detection of individuals at a location was specified
and was assumed to depend on an observer’s ability to detect the species, which
may vary with survey conditions. Imperfect detection should be considered an im-
portant and essential factor that needs to be included in any SDM. Independently
of Dorazio (2014), Fithian et al. (2015) also developed a model to combine PB and
SO data across multiple species simultaneously to better estimate and correct for
the observer bias in PB data. This model considered single survey data and did not
include the effects of imperfect detection during repeated surveys.
Integrated SDMs have only recently been introduced in the literature (Hefley
and Hooten 2016), so few studies have been conducted to systematically assess
the utility and limitations of these models. Here we first describe a new SDM
that combines PB data with repeated survey SO data, that also allows for spatially
heterogeneous imperfect detection. This SDM makes use of a thinned Poisson point-
process model for PB data (Dorazio 2014), while also incorporating a revised version
of the conventional occupancy model for repeated survey SO data (MacKenzie et al.
2002).
The parameters of conventional occupancy models have undesirable scale- de-
pendent definitions and interpretations. In contrast, the parameters of the SDM
presented here are invariant to the choice of spatial scale. To our knowledge, this is
the first implementation of an Integrated SDM that may be used with the repeated
survey SO methodology.
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4.2 Methods
4.2.1 IPP presence-background model
We consider a study area B that comprises a set of n presence-background locations
s1, · · · , sn, that are occupied by individuals of a particular species. It is assumed that
these locations are a realization of an Inhomogeneous Poisson Process (IPP) (Cressie
1993). The process is characterised by a non-negative intensity function λ(s), which
denotes the limiting expected number of individuals per unit area at location s.
Since the intensity rate λ(s) varies with location, the process is inhomogeneous.
The number of individuals in the region B is a Poisson random variable with mean
µ(B) =
∫
B
λ(s)ds.
The number of individuals contained in any subregion C ⊂ B also has a Poisson
(µ(C)) distribution. Furthermore, the number of individuals present in one sub-
region is assumed to be independent of the number of individuals in any other
non-overlapping subregion.
The intensity λ(s) is commonly formulated as a log-linear function, depending
on the location-specific predictors or covariates x(s) at location s:
log(λ(s)) = β′x(s) = β0 +
l∑
j=1
βjxj(s), (4.1)
where the vector of coefficients is defined as β′ = (β0, β1, ...βl), in which β0 denotes
the intercept term and the βj is the coefficient associated with the jth (j = 1, · · · , l)
predictor. The covariate x1(s), for example, might represent the temperature at site
s, while x2(s) might represent elevation. Fitting the model involves estimating both
the unknown intercept β0 and the l coefficients βj .
Following Dorazio (2014), we assume that given an individual species is present
at locations s ∈ B, the probability of it being detected is b(s). In our formulation,
the function b(s) includes both the sampling bias and imperfect detection, both
of which are analogous if they both depend on environmental covariates (Guillera-
Arroita et al. 2015). As such, these two biases will be referred to as ‘detectability’
or ‘detection probability’. When modelling the probability of detection, we assume
a logit-linear function with location-specific covariates w(s):
logit(b(s)) = α′w(s) = α0 +
g∑
j=1
αjwj(s). (4.2)
Here, α′ = (α0, α1, · · · , αg) is the vector of parameters to be estimated.
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Deciding which environmental covariates wj to use for modelling detection prob-
ability in the opportunistic surveys is not a trivial task and may rely on expert
opinion. Recent papers, such as Fithian et al. (2015), Fletcher et al. (2015) and
others, have proposed using predictors such as the distance to a road or population
centres as predictors w(s) to model the component of detectability that contributes
to the biased reporting process.
Assuming the species was detected in m locations s1, · · · , sm (m < n) in oppor-
tunistic surveys, it can be modelled as a thinned Poisson process with the intensity
ν(s) at location s modelled as the product of λ(s) and b(s) (Dorazio 2014). The
expected number of detected presence locations in region B is thus:
ν(B) =
∫
B
λ(s)b(s)ds.
As shown in Dorazio (2014), the likelihood function for estimating α and β in
the PB model as a thinned Poisson process is
LPB(β, α) = exp
(
−
∫
B
λ(s)b(s)ds
) m∏
i=1
λ(si)b(si)
= exp
(
−
∫
B
exp(β′x(s) + α′w(s))
1 + exp(α′w(s))
ds
)
(4.3)
×
m∏
i=1
exp(β′x(si) + α′w(si))
1 + exp(α′w(si))
.
Note that this likelihood LPB is composed of two components, one dealing with
an integral which requires the information of predictors over the entire background
region B, and a product dealing with the m detected PB locations.
4.2.2 Site-occupancy model
The conventional site-occupancy model (MacKenzie et al. 2002; Tyre et al. 2003) has
been widely used to analyse SO data collected in repeated surveys of the same site.
The study area or a portion of the study area is divided into K non-overlapping sites,
which we denote by C1, ..., CK , and each site is surveyed on T sampling occasions.
Note that T does not need to be the same for all sites and that some sites (possibly
many) may even have T = 1 (i.e., no replication). In addition, note that whereas the
IPP model is formulated on continuous space, the conventional SO model is applied
to a set of discrete sites in space.
The SO surveys yield a matrix of binary observations yij (i = 1, . . . ,K; j =
1, . . . , T ), with yij = 1 if the species is detected at site i during survey j and yij = 0
otherwise. The probability of detection pij is defined as the probability that the
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species is detected at site i on the jth survey, given the site i is occupied by the
species with the probability ψi (i = 1, . . . ,K).
It is reasonable to expect that the detection probability may be affected by
both spatial and temporal characteristics vij such as climatic conditions, vegetation
density and terrain ruggedness. These predictors can be easily introduced into the
occupancy model using a logit function, as follows:
logit(pij) = γ
′vij . (4.4)
The detection probability in the PB model include both sample selection bias
and observer error (i.e., failure to detect the species when it’s present), whereas
detection probability in the SO model include only observer error because SO survey
sites are chosen by design. Moreover, detection probability in the PB model is
associated with a point-level location, whereas detection probability in the SO model
corresponds to a site-level location.
The likelihood proposed by MacKenzie et al. (2002) for modelling the SO data
is:
LSO(ψi, γ) =
 k∏
i=1
ψi
T∏
j=1
p
yij
ij (1− pij)1−yij

×
K∏
i=k+1
ψi T∏
j=1
(1− pij) + (1− ψi)
 .
(4.5)
The first part of the likelihood function corresponds to the k sites with at least one
detection, whereas the second part of the likelihood is formulated for the K−k sites
that have no detections at all. Note, however, that this formulation of the occupancy
model is scale-dependent, which affects the definitions and interpretations of its
parameters (MacKenzie et al. 2002)
4.2.3 Integrated SDM
The Integrated SDM combines both PB and SO planned survey data in order to
improve the accuracy and precision of parameter estimates. It uses the continuous
space IPP process to model the SO data, thereby allowing PB and SO data to be
modelled within the same framework. It is the probability of occupancy ψi at site
Ci that makes it possible to link the approaches in continuous and discretised space.
Let N(Ci) represent the number of individuals present (or the abundance) at site
Ci, and note that N(Ci) has a Poisson distribution that depends on the intensity
function as follows: N(Ci) ∼ Poisson(µ(Ci)), where µ(Ci) =
∫
Ci
λ(s) ds. Another
way to think about it is that the choice of spatial scale used in the SO surveys
induces a population of fixed size at each survey location. Thus the model of SO
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data used in our Integrated SDM is precisely equivalent to an abundance-based
occupancy model (see Section 4.5.1 of Royle and Dorazio (2008)).
This distribution for N(Ci) provides the basis for defining the probability of
occupancy for site Ci as follows:
ψi = Pr(N(Ci) > 0) = 1− exp
(
−
∫
Ci
λ(s)ds
)
, (4.6)
where the occurrence probability ψi increases with the area of site Ci.
The log-likelihood for an abundance-based occupancy model of SO data can
thus be written in terms of β and γ as
LSO(β, γ) =
k∏
i=1
(1− e−
∫
Ci
λ(s)ds
)
T∏
j=1
p
yij
ij (1− pij)1−yij
×
K∏
i=k+1
(1− e− ∫Ci λ(s)ds) T∏
j=1
(1− pij) + e−
∫
Ci
λ(s)ds
 , (4.7)
where λ(s) is a function of β, such as the log-linear function in eqn. 4.1; and pij
is a function of γ, for example the logit-linear function in eqn. 4.4. In contrast
to MacKenzie et al. (2002), this likelihood function is derived from an intensity-
based occupancy model, resulting in the parameters being invariant to the choice of
spatial scale (see p.1482 in Dorazio 2014). Once the intensity parameters β have been
estimated, maps of individual abundance or occurrence probability can be predicted
using any spatial scale. This versatility is not shared by conventional occupancy
models.
As the integrals in both eqn. 4.4 and eqn. 6.11 cannot be evaluated analytically,
they can be approximated using numerical integration i.e., by replacing them with a
weighted sum of quadrature points over the integral area. We divide the study area
into a rectangular grid, with one quadrature point selected randomly and uniformly
from each grid cell (?). The grid size is used as the constant quadrature weight in
the approximation.
Following Dorazio (2014), it is possible to multiply the likelihood functions (4.4)
and (4.7) from the PB and SO models, based on the assumption that the PB and SO
data sets are independent of each other. This may often be a good approximation
as survey locations for SO data are usually selected independently of existing PB
data, and in addition PB and SO surveys are usually collected over different time
periods. Thus the joint likelihood for the Integrated SDM can be expressed as
LIntegrated(β, α, γ) = LPB(β, α)× LSO(β, γ), (4.8)
and maximising this likelihood allows estimation of all parameters in the Integrated
SDM.
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Figure 4.1: Map of the spatial distribution of covariates x(s) and w(s) (top row)
and occupancy intensity λ(s) (from eqn. 4.9), probability of detection b(s) (from
eqn. 4.10), and their product λ(s)b(s) (bottom row). The latter represents the
expected distribution of observed individuals given that some have gone undetected
due to the effects of b(s). The framed boxes in the top row represent the area that
was surveyed in the “Small SO survey area” scenario (see text).
4.3 Performance of the Integrated SDM
In this section we explore the performance of the Integrated SDM by examining its
ability to estimate key parameters from simulated data whose characteristics are
known. The simulation design is similar to that described in Dorazio (2014). The
study area, B, is assumed to be a square divided into 1000×1000 grid cells. Two en-
vironmental predictors, x(s) and w(s), were generated using bivariate distributions
that vary spatially and were independent of each other. The bivariate distributions
were chosen so that both x(s) and w(s) are defined at every point on the 2-D grid of
B. The covariates x(s) and w(s) are displayed in Fig. 4.1 (top row) over the region
B (see Supplementary Information for details of how covariates were generated).
Presence-Background Data. For the generation of PB data, the intensity
39 (July 4, 2019)
CHAPTER 4: INTEGRATED SPECIES DISTRIBUTION MODELS: COMBINING
PRESENCE-BACKGROUND DATA AND SITE-OCCUPANCY DATA WITH IMPERFECT
DETECTION
λ(s) was simulated using the log-linear function that depends on the single covariate
x(s):
log(λ(s)) = β0 + β1x(s) (4.9)
Note that the key parameters that we will attempt to estimate from the simulated
data are β0 = log 8000 ≈ 9 and β1 = 0.5, as in Dorazio (2014). A plot of the intensity
λ(s), the expected density of individuals, is given in Fig. 4.1, and illustrates how
λ(s) varies with changes in x(s) over the 2D study area B.
A logit function is used to model the detection probability, b(s), that depends
on the single covariate w(s), via
logit(b(s)) = α0 + α1w(s), (4.10)
which defines how detection probability depends on the second covariate w(s). For
our simulations, the values of the parameters are α0 = −1 and α1 = −1. Fig. 4.1
shows how the detection probability varies spatially over the region B due to changes
in w(s). Note that it is the product λ(s)b(s) that determines the actual distribution
of the locations of detected individuals i.e., the distribution of our observed PB data;
this product has been plotted in Fig. 4.1. The three lower panels in Fig. 4.1 indicate
the scope of the problem, namely, given the observed data distributed according to
the product λ(s)b(s), is it possible to reconstruct the true intensity function λ(s)
and the detection probabilities b(s) illustrated in Fig. 4.1.
For the PB data, the true presences are simulated with intensity function λ(s)
but thinned by the detection probability b(s). For the present model setup, on av-
erage ≈ 11, 250 detected presences were simulated for the baseline case. In addition
to the detection probability b(s), the data is assumed to be subject to an extra
sampling bias that cannot be accounted for by the given environmental covariates.
To achieve this, 30% of the total number of true detected presences were randomly
selected and taken as the observed presences (an average of 3378 points for the base-
line case). This ensures that the thinning is not perfectly related to the covariate
w(s) and that this is true PB data instead of a presence-absence type of data.
Site-occupancy Data. When simulating SO data, the study area B was
partitioned into a grid of 250x250 sites or cells. The values of covariates at the
associated level of resolution were calculated using the mean values of the covariates
from the aggregated areas. Locations of the SO survey sites were selected randomly
throughout the whole study area. The SO data were generated on a range of SO
survey sites (50, 100, 200, 400 or 800). The true presence locations of the species
were simulated according to λ(s) in eqn. 4.9, with the site considered to be occupied
if one or more individuals were present in the area of the site. We simulated each
site being visited by T = 4 repeated surveys, with the probability of detection (p(s))
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at any site s being the same for all four repeated surveys, and depending only on
the single covariate w(s) (Fig. 4.1 (top row, right panel), as follows:
logit(pj(s)) = γ0 + γ1w(s) (4.11)
Here j represents the jth survey and the coefficients of the detection model were set
to γ0 = 0 and γ1 = −1.5, resulting in logit(pj(s)) = −1.5w(s). Here we assume the
detection probabilities, b(s) in the PB model and p(s) in the SO model, are affected
by the same covariate w(s), although it is not a requirement for the model.
4.3.1 Estimating parameters
Our first goal was to assess the Integrated SDM by testing it on the simulated PB
and SO datasets, that included imperfect detection, and comparing the results to
models based on the PB or SO data alone. This required estimating the parameters
β0 and β1 (determining λ(s) in eqn. 4.9), and comparing the estimates to the true
values used to generate the PB and SO datasets in the first place. That is, given
simulated PB and SO datasets generated by pre-specified parameters, and knowl-
edge of the relevant environmental covariates, are we able to estimate β0 and β1
accurately and thereby predict the model’s intensity λ(s) over the entire study area
B. Secondly, how much does the accuracy of these estimates and predictions im-
prove as the number of SO sites included in the analysis is increased? The analyses
were conducted and compared as follows: (i) using PB data only and estimating
parameters with the likelihood LPB (see eqn. 4.4); (ii) using SO data only and es-
timating parameters with likelihood LSO (see eqn. 4.7); and (iii) using both the
same PB and SO data sets and estimating parameters with the combined likeli-
hood LIntegrated (see eqn. 4.8). In all experiments reported below, 500 realisations
of the simulated data were generated, with the models then fitted to each realisa-
tion of the data; the reported means and confidence intervals represent variation of
model outputs over all 500 realisations. All models were fitted using the maximum
likelihood method, in R (version 3.2.4), and the R source code is provided in the
Supplementary Information.
The box plots in Fig. 4.2 compare the maximum-likelihood estimates of model
parameters using the three combinations of data. From Fig. 4.2(a), it is evident that
the PB model is strongly biased and results in significantly lower estimates of the
intercept term β0 compared to the true value. This bias (the difference between the
estimated mean and the true parameter value) in estimating β0 is one of the main
problems intrinsic to PB models. On the other hand, both the SO model (using 200
sites) and the Integrated SDM provide reasonable and nearly unbiased estimates of
41 (July 4, 2019)
CHAPTER 4: INTEGRATED SPECIES DISTRIBUTION MODELS: COMBINING
PRESENCE-BACKGROUND DATA AND SITE-OCCUPANCY DATA WITH IMPERFECT
DETECTION
Figure 4.2: Boxplots of maximum-likelihood estimates of the model parameters β0
and β1 obtained by fitting PB data (≈ 3, 400 locations), SO data (200 sites), and
the combined data which is a combination of both SO and PB data. (a), (b) show
results for when the SO data is collected over the whole region B; (c), (d) show
results for when the SO data is collected from a restricted study area; and (e)
and (f) corresponds to the low detection probability scenario. The horizontal line
indicates the true values of the parameters β0 and β1, used to generate the data;
dots indicate the mean estimate; shaded regions indicate the confidence intervals
(two standard deviations), and the whiskers indicate the most extreme estimates of
the 500 realisations of the simulated data.
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β0. The box plots demonstrate how inclusion of SO sites into the Integrated SDM
analysis, reduces the bias inherent in the PB model. Fig. 4.2(b) depicts the slope
parameter β1, and it is evident that all three models provide unbiased estimates
of β1. However, the SO analysis has a significantly larger confidence interval than
either the PB model or the Integrated SDM.
In summary, the boxplots in Fig. 4.2(a) and (b) demonstrate that combined
estimates of both β0 and β1 are superior for the Integrated SDM when compared
to either the PB or SO model. It appears that the Integrated SDM inherits the
accuracy of estimates in β0 from the SO model while retaining the accuracy and
small confidence interval of the estimates of β1 from the PB model.
Fig. 4.3 shows how differing amounts of SO data impacts the estimates of β0
and β1. The true values of the parameters (red line) are plotted, and compared
against estimates for simulated datasets. The panels in the top row relate to the
Integrated SDM and the PB model, whereas those in the bottom row relate to the
SO model alone. The solid black line in Fig. 4.3 represents β¯0, which is the mean of
500 different estimates of β0. For the PB data only, β¯0 = 7.6 which is significantly
smaller than the true value β0 = 9 and thus indicative of large bias (Fig. 4.2(a)).
As more SO sites are included in the analysis, β¯0 converges to its true value. With
50 to 100 SO sites included, there is considerable variability among estimates of β0
as indicated by the wide 95% confidence intervals for β0 (shaded area in the figure).
However, as more than 400 SO sites are added, β¯0 is almost identical to the true
value, and the confidence intervals are relatively small.
Fig. 4.3(c) and (d) examines the SO model only. It can be seen that for 50
SO sites the estimate of β¯0 is superior to the Integrated SDM of Fig. 4.3(a). This
is because the Integrated SDM is always handicapped by the inability of its PB
submodel to correctly estimate the intercept β0. The Integrated SDM still performs
better due to the correct estimation of the coefficient β1. Moreover, when the number
of SO sites increases beyond 100, there is little difference between the Integrated
SDM and the pure SO model in estimating β0. This holds both in terms of their
means and confidence intervals. The same is not true however for β1, where the
Integrated SDM and the PB model both produce far better estimates than the
SO model, as shown by comparing the CI’s in the right panels of Fig. 4.3(b) with
Fig. 4.3(d).
4.4 Exploring other scenarios
We studied the performance of the Integrated SDM under several additional scenar-
ios.
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Figure 4.3: Bias and standard deviation of maximum-likelihood estimates of the
model parameters β0 and β1 with varying numbers of SO sites. The top row shows
results for the PB model and the Integrated SDM as a function of the number of SO
sites added. The pure PB model corresponds to the addition of ‘zero’ SO sites. The
bottom row shows the SO model as a function of the same number of sites. The
symbols indicate PB data (triangles), SO data (circles), or combining PB data with
varying amounts of SO data (squares) ranging from 50 locations to 800. The shaded
areas corresponds to the 95% confidence interval (± two standard deviations); note
the confidence interval β1 for PB data is smaller than the size of the triangle symbol.
The red line indicates the true values of the parameters.
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4.4.1 Small SO survey area
Due to the resources required to undertake SO surveys, they are often conducted in
a small contiguous subregion of the study area. However, in our previous analyses
the SO study sites were selected at random over the whole study area B. Here we
examine how gathering the SO data from a restricted subset of the study area B,
might impact the performance of the Integrated SDM.
In this scenario, the SO data study sites were selected from an area that com-
prises 6.25% of the total landscape B. The region is highlighted with a box in
Fig. 4.1 (top row). Ideally, spatially representative samples should include locations
that span the range of covariate values in region B. By sampling the SO data in
this restricted region, the variation in the covariates x(s) and w(s) is considerably
reduced, as compared to the SO data used in our previous analyses. Thus, we are
interested in determining how this restriction affects the success of the Integrated
SDM.
The results are shown in the boxplots of Fig. 4.2(c) and (d) for 200 SO sites.
For both β0 and β1, the Integrated SDM suffers relatively little loss of performance
when moving from having the SO data sampled over the whole region B to being
sampled from the reduced area. This process was repeated using a range of different
spatial positions for the choice of restricted area (although they were always taken to
be the same size), and this result was found to be quite robust (see Supplementary
Information). This indicates how in practice it should be possible to include a
small contiguous subregion for SO data and use this to significantly improve the
performance of SDMs undertaken with PB data model alone.
4.4.2 Low detection probability.
It is interesting to examine the case when the detection probability over the region
B is relatively low. This results in few observations of the species over the landscape
and places the model in a regime where it is difficult to estimate parameters. When
detection probability is low, the logit function for b(s) closely approximates a log-
linear function, so that the thinning process has the intensity
λ(s)b(s) ≈ e(β0+α0)+β1x(s)+α1w(s)
As a consequence, it may be possible to estimate the combined sum β0 + α0, but it
is impossible to disentangle individual estimates of β0 and α0 using PB data alone
(Dorazio 2012; Fithian and Hastie 2013; Dorazio 2014). However, we have found it
possible to overcome this problem by working with the Integrated SDM, should a
relatively small quantity of SO data be available.
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As an example, consider the following logit parametrisation for detection prob-
ability b(s):
logit(b(s)) = −3− 1w(s).
This specific choice of coefficients (α0 = −3, α1 = −1) results in a lower mean
probability of detection b¯(s) = 0.06, as compared to b¯(s) = 0.308 in the previous
section.
Fig. 4.2(e) and (f) show the results obtained when repeating our analysis with
low detection probability. In the Fig. 4.2(e) we see that estimates for β0 from pure
PB data now have a large confidence interval, pointing to the intrinsic problem of the
PB model in estimating the intercept β0. But this has become more exaggerated
now that detectability is low. Nevertheless, as before, β1 can still be estimated
accurately from pure PB data, as seen in the Fig. 4.2(f). However, fitting the same
low detectability data with the Integrated SDM results in significant improvements
to estimates of β0, and they attain almost the same accuracy of our previous results
based on higher detectability (Fig. 4.2(a)).
4.4.3 Correlated covariates
Typically environmental covariates such as temperature and elevation can be sig-
nificantly correlated, yet our analysis so far assumes covariates used in the model
are independent. A number of studies have warned that correlated covariates can
result in problems when estimating parameters (Dorazio 2012; Dormann et al. 2013;
Fithian and Hastie 2013; Dorazio 2014). Here, we found that for both the PB model
and the Integrated SDM, parameter estimates are generally unchanged when the
covariates x(s) and w(s) are correlated, except when the correlation between the
covariates approaches one (see Supplementary Information for a description of the
method used to generate correlated covariates).
In Fig. 4.4 we show the estimates of β0 and β1 as a function of the correlation,
r, between the environmental covariates x(s) and w(s). These estimates were made
using the PB model (triangles) and the Integrated SDM (squares) (with the results of
100 SO sites shown in Fig. 4.4). The correlation r has little effect on these estimates,
and at worst slightly underestimates β¯0 for the Integrated SDM. In fact this bias
reduces considerably as the number of SO sites is increased (see Supplementary
Information Fig. 4). Note also the important observation that the Integrated SDM
outperforms the PB model at all levels of correlation between the covariates.
The results of our analysis showed that correlation of the covariates is less
important to the performance of the Integrated model than the number of SO sample
sites in the dataset. This is shown in Fig. .5, where estimates of the coefficients β0
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Figure 4.4: Bias and standard deviation of maximum-likelihood estimates of the
model parameters β0 and β1 under differing amounts of correlation between the
covariates. Symbols indicate that estimates were obtained by fitting the model solely
with PB data (triangles), or by fitting the Integrated SDM with additional SO data
(squares) collected at 100 sites with varying levels of correlation between covariates
x(s) and w(s). The shaded and dashed areas corresponds to the 95% confidence
interval (two standard deviations) in the estimates of the PB and Integrated SDMs,
respectively.
and β1 are given for the PB and Integrated models with different levels of correlation
between covariates x(s) and w(s). The number of SO sites used to fit Integrated
model, in addition to PB data is 50 for the top row, 100 for the middle row and 200
in the bottom row.
4.5 Australia’s Yellow-bellied glider: An application of the
Integrated SDM
To demonstrate our methodology using real data, we developed species distribution
models for the Yellow-bellied glider (Petaurus australis) in south-eastern Australia
using PB and SO data. The Yellow-bellied glider is an arboreal, nocturnal gliding
marsupial that lives in the native eucalyptus forests of eastern Australia, with a dis-
tribution ranging from Victoria in the south to northern Queensland. The analysis
was run using a study area comprising the southern range of the species within the
state of Victoria, Australia (see Supplementary Information, Fig. 11). The study
area was delineated by bioregions of Victoria that have at least one recorded pres-
ence of the species in either PB or SO dataset (see Supplementary Information, Fig.
11).
The PB data for our study area was obtained from the Victorian Biodiversity
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Atlas (VBA) (http://www.delwp.vic.gov.au/environment-and-wildlife/biodiversity/
victorian-biodiversity-atlas). We excluded records prior to the year 2000, resulting
in 1136 presence locations with dates ranging from the year 2000 to 2012, which
were then used to fit the PB model (eqn. 4.4). The SO data were collected as part
of planned surveys that targeted 9 high priority species in the Central Highlands
Regional Forest Agreement area in Victoria by Department of Environment, Land,
Water and Planning (DELWP). The surveys were conducted in the autumn of 2012
at 202 sites with each survey repeated twice at each site, allowing the effects of
imperfect detection to be estimated (for details see Lumsden et al. (2013)). Yellow-
bellied gliders were detected at 29 sites during the first survey and 22 sites on the
second survey. Overall, the number of sites with at least one detection of the species
was 38. These SO data were used to fit the SO model (eqn. 4.7), and together the
SO and the PB data were used to fit the Integrated SDM (eqn. 4.8).
The intensity (or expected density) λ(s) of Yellow-bellied gliders was assumed
to depend on 12 spatially varying covariates: elevation, minimum temperature in
July, maximum temperature in January, distance to major stream, wetness index,
evaporation in January and July, number of rain days in January and July, rain-
fall in January and July, and visible sky. The measured values of each covariate
were aggregated to have a consistent resolution consisting of 100 m pixels (see Sup-
plementary Information for details of the covariates). Detection in PB data was
assumed to depend on 2 covariates: distance to road and terrain ruggedness, which
are thought to play important roles in determining sampling effort for opportunistic
surveys (Fithian et al. 2015; Fletcher et al. 2015) (see Supplementary Information).
Note that here we assume that detection in the PB model includes both the spatial
bias in search effort and the probability that the species is detected by the observer,
as described earlier. Detection in the SO data was assumed to depend on wind
strength and survey time of day (Lumsden et al. 2013).
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Figure 4.5: Presence background (PB) and Integrated SDMs resulting from the
Yellow-bellied glider data in Victoria, Australia (maps on the left). The maps show
estimates of the density for the PB (top panel) and Integrated SDM (bottom panel).
The plot on the right shows the area under the ROC curve (AUC) for the PB, SO
and Integrated SDM. Values are averaged over 100 bootstrap resamples. The circles
indicate the mean value of AUC, while the error bars correspond to the standard
errors.
Figure 4.6: Maps of the difference between the PB and Integrated SDMs (Fig. 4.5),
from fitting the models to the Yellow-bellied glider data in Victoria, Australia. See
Fig. 5 in the manuscript.
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Maps of the predicted density for the Yellow-bellied glider are shown in Fig. 4.5
for both the PB and Integrated SDMs. The maps show the Yellow-bellied glider
tends to occur in moist, rugged and forested areas as suggested in Lumsden et al.
(2013). Comparing the PB and Integrated SDM shows that adding SO data creates
a range of subtle changes to the PB model. The Integrated SDM reveals higher
estimates of intensity in the southwestern and eastern regions of the study area
and lower estimates of intensity in the southern and northern most regions (see
Supplementary Information Fig. 15 for a map of the difference between the two
models).
To assess performance of these SDMs, the combined PB and SO dataset was
divided into training and testing subsets. The dataset was first bootstrapped 100
times, with each SDM model fitted to 80% of the SO and/or the PB data (randomly
selected) in each of the bootstraps. To generate a test data set with similar numbers
of presences and absences, the following approach was used: for each bootstrap, the
remaining 20% of the SO, was supplemented with randomly selected points from
the test set of PB data until there was an equal number of presences and absences
in the test data comprising both SO and PB data. The number of presences and
absences in the combined PB and SO dataset is highly unbalanced: 1136 presences
from PB compared to 164 absences from SO datasets.
To evaluate the performance of the model on the real data, the predicted in-
tensity of a test site was converted into a probability of occupancy using eqn. 6.11.
Test sites were categorized as ‘present’ or ‘absent’, depending on a threshold value
for the probability of occurrence (which was varied). The models were evaluated
using ROC curves, a commonly used approach for evaluating the performance of
models for binary data (Fawcett 2006), that take into account the full range of pos-
sible threshold values. The accuracy of the model prediction was measured by the
Area Under the ROC Curve (AUC). The 100 bootstraps were used to obtain the
standard error in the estimates of AUC for the PB, SO and Integrated SDM.
Fig. 4.5 shows a plot of the average AUC for the PB, SO and Integrated SDM,
calculated from 100 bootstraps. The results show that the Integrated SDM has
better predictive performance as measured by AUC than either the PB of SO mod-
els, which both performed similarly (SO = 0.560; PB = 0.569, Integrated= 0.617;
Fig. 4.5).
4.6 Discussion
We have used an inhomogeneous spatial point process to construct an Integrated
SDM, that is fit to both presence-background (PB) and site-occupancy (SO) data
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simultaneously and is valid for continuous space. Our Integrated SDM uses repeated
SO surveys to estimate and account for the effects of imperfect detection in those
surveys. Our approach is an extension of that proposed by Dorazio (2014), who
formulated a model of repeated counts (i.e., detections of individual animals) at
each site. Our work differs from the approaches of Fithian et al. (2015) and Fletcher
et al. (2015) because their models do not include repeated SO data and do not
attempt to account for the effects of imperfect detection in their surveys.
Our first main findings are summarised in Fig. 4.3. There we see that the
PB model is unable to estimate the true probability of occupancy because of its
inability to estimate the intercept β0 (Fig. 4.3(a)). Estimates of β0 are biased and
have relatively high variability, and this may be viewed as the major disadvantage of
the PB model. However the PB model is able to estimate the slope β1 without bias
and with relatively small variability (Fig. 4.3(b)). Similarly, the SO model alone
provides estimates of β0 with little bias and relatively small variability. However,
estimates of β1 are often unreliable because of their relatively high variability arising
from the limited sample size of the SO sites (Fig. 4.3(d)). After careful comparisons,
we concluded that the Integrated SDM is almost always superior in its ability to
estimate parameters than either the PB model or the SO model. In simple terms, the
Integrated SDM inherits the key advantages of each of the latter models alone, and
minimises their disadvantages. Thus the Integrated SDM yields unbiased estimates
of parameters β0 and β1, both of which have low variability (Fig. 4.3(a) and (b)).
The Integrated SDM also was found to have superior performance in an analysis of
real data collected for the Yellow-bellied glider, in Victoria, Australia (Fig. 4.5).
The Integrated SDM has a number of other useful properties. For example,
correlations between environmental covariates x(s) and w(s) that control intensity
λ(s) and detection b(s), respectively, have little impact on estimation of the model
parameters. This contrasts with other key studies in the literature (Fithian et al.
2015; Dorazio 2014). Also, the Integrated SDM performed well even when the SO
sites were located in a geographically restricted area, spanning only a small portion
of the range of covariate values in region B.
The analysis of real data presented here was largely intended as a proof of
concept with the goal of testing if superior performance of the Integrated SDM
was apparent using real data. However, it identified some key challenges that need
consideration when working with real datasets. In the case of our SO data for
the Yellow-bellied glider, the smaller number of sites available (n = 202) and the
larger number of apparent species absences (non-detections) made it difficult to
evaluate the predictive ability of the Integrated SDM meaningfully, and we resolved
this challenge by creating an evaluation data set from both PB and SO data as
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described above. Additionally, the model assumes that the ecological niche of the
species has not changed during the time of data collection. In SDM studies, the
occurrences of the species map the niche of a species rather than the abundance of
the species presences. The estimated niche can then be used for future projection.
Under this circumstance the closure assumption of the population is not critical
for SDM studies. As such, in many of the SDM studies in the literature, it is
common to use PB data collected over a decade. . Another issue when working
with the Integrated SDM, common to these sorts of complex models, is the need
to correctly identify three different sets of covariates for (i) the intensity, λ(s), in
the PB model, (ii) imperfect detection, b(s), in the PB model, and (iii) imperfect
detection, pij(s), in the SO dataset. This may create challenges for model selection,
in terms of determining the covariates to be used in each component of the model.
Finally the model is based on the Poisson distribution as part of an IPP process.
This assumes there is zero spatial correlation in the species presences, an assumption
that may not hold due to autocorrelation from species and environment interactions
and natural aggregations. Moreover, PB data often shows clustering relative to a
Poisson distribution (e.g. due to missing predictors). One approach to address these
issues could be to use a Cox process model. However, this poses several challenges
and is beyond the scope of our study.
Another important assumption of our model is that the observed point pattern
is static or that species that occur within a site do not leave (or enter from another
site) during the data collection. This assumption is likely to be satisfied for species
whose movements are limited (plants, small marsupials, small amphibians, etc.), but
might be violated for highly mobile species(large mammals, birds, etc.).
A novel aspect of our work is the inclusion of an abundance-based occupancy
model for species distribution modeling. The majority of occupancy models used
in SDMs are based on conventional scale-dependent models (Ke´ry et al. 2010; Ke´ry
and Royle 2016). These conventional models are used increasingly in SDM applica-
tions due to the availability of R packages. However, the parameters of these models
depend on the spatial resolution of the data, which limits predictions of species oc-
currence to that resolution. In contrast, abundance-based occupancy models can
be used to predict abundance or occurrence of individuals at any spatial scale. Our
Integrated SDM is based on a spatial point process model, whose parameters are
invariant to spatial scale. Thus the intensity function λ(s) is defined over continuous
space in the region B, which makes it possible to estimate the abundance, or number
of occurrences of individuals in any subregion of B, despite the fact that the model
makes use of SO data at discrete locations. This benefit is highly relevant to down-
scaling or upscaling species distributions, a topic of current interest in distribution
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modelling (Keil et al. 2014).
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Incorporating spatial correlation into
species distribution models
This chapter is currently being prepared for publication in Global Ecology and
Biogeography:
Koshkina V., Wang Y., Gordon A., Golding N., and Stone L. (In preparation).
Incorporating spatial correlation into species distribution models. Global Ecol-
ogy and Biogeography
Abstract
Most modern species distribution models (SDMs) assume that the species
occurrences are independent of one another, and can be adequately explained
by environmental covariates recorded at that occurrence points. This implies
occupancy at each location is independent of other locations, after accounting
for any spatial correlation in the covariates. However, it is common for occur-
rence data to include some component of spatial correlation. In this chapter,
we simulate presence-background data that breaks the assumption of spatial in-
dependence to explore how to account for this using species distribution model
that incorporates a Log-Gaussian Cox Process (LGCP). We examine two dif-
ferent mechanisms for generating spatial correlation: (i) where species occur-
rence has intrinsic correlations, which we assume is due to the behaviour of the
species and not any covariates; and (ii) where species occurrence is driven by an
unobserved spatial environmental covariate that causes the data to appear cor-
related. We compare the performance of an SDM incorporating a Spatial Cox
Point Process with an SDM based on an Inhomogeneous Point Process which
does not account for spatial correlation. We explore the conditions under which
SDMs can make better predictions using the Log-Gaussian Cox Process. By
looking at different sources of spatial correlation, we investigate how each of
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them affects the model fitting process the potential benefits and challenges of
incorporating spatial correlation into the modelling. We also investigate the
limitations of the LGCP model in specific situations and highlight the case
when using it can be most advantageous.
5.1 Introduction
Species distribution modelling (SDM) is a rapidly developing research area within
the field of statistical ecology which aims to predict the the location habitat, for
a species, or it’s likelihood or probability of occurrence given an existing presence
records (Franklin 2010). The fundamental assumption of most SDMs is that the
distribution of a species is dependent on a set of biophysical characteristics of the
area being modelled. These characteristics, often called predictors or covariates, are
usually a combination of geographical factors (e.g. elevation), climate descriptors
(e.g. temperature and rainfall), and biological data (e.g. vegetation).
The probability that a species may be found at a given location is then assumed
to be influenced by these covariates. In this way, the species distribution may be
modelled as a function of the covariates or other predictive factors, and the likelihood
of occupancy over the study area predicted in the form of a spatial layer. Most SDMs
concentrate on modelling the ecological niche of the species, by trying to determine
areas where environmental characteristics are suitable for the species. Once the
niche has been determined, it can be used to determine the habitat quality of an
area, or the how likely the species is to occur there.
SDM outputs are often used to determine which areas have the best habitat for
certain species (Guisan and Thuiller 2005), or to decide where to create conservation
areas or limit habitat destruction to preserve biodiversity (Guisan and Thuiller 2005;
Franklin 2013). Another important application of the maps produced by SDMs lies
in predicting potential effects of climate change on species distributions (Randin
et al. 2009; Lawler et al. 2010).
The increase of public interest in citizen science has resulted in multiple organi-
sations and programs that encourage non-professional scientist to record sightings of
animals and plants and add them to online databases (Bonney et al. 2009; Gallo and
Waitt 2011; Newman et al. 2012). This emergence of species occurrence databases
has opened the way for species presences to be recorded very efficiently, providing
a considerable amount of occurrence data to be used for modelling species habi-
tats. This has boosted the increasing usage of SDM’s in conservation management
(Margules and Pressey 2000; Tiago et al. 2017). For example, the Atlas of Living
Australia (ALA) (http://www.ala.org.au), provides 81,691,998 occurrence records
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for 124,160 species across Australia (as of 19 Dec 2018), and these numbers are con-
stantly growing. However, these databases usually only provide information about
species presences, and offer no information about locations where the species is ab-
sent, or about areas that have not been surveyed for the species. In this case, the
presence data derived from a list of locations where the species was detected may be
complemented by a set of background points where the values of environmental char-
acteristics were recorded without any indication of whether the species is present or
absent. The combined datasets so obtained are referred to as presence-background
(PB) data (Guillera-Arroita et al. 2014) (see Chapter 2).
Spatial point processes have become extremely popular in recent years as they
provide a flexible framework for fitting PB data and overcome some issues prevalent
in many popular models (Renner et al. 2015). One of the key methods for mod-
elling PB data makes use of Inhomogeneous Poisson Processes (IPP) (Cressie and
Wikle 2011) (see Chapter 3). IPP models provide a flexible platform for modelling
species distributions and determining habitats. However, a fundamental assump-
tion of the IPP approach is that the species occurrences are spatially independent.
This is often violated in real data due to the a range of ecological and species be-
havioural processes (Dormann et al. 2007). Most of the commonly used SDMs do
not take into account potential interactions between individuals of the same species,
or interspecies interactions, such as predation or mutualism. To account for these
interactions, a number of models have recently been proposed. One such model is
the Cox Point Process (CPP) (Renner et al. 2015) which can account for cluster-
ing and clumping in the modelled species occurrence data. The process was first
introduced by Møller et al. (1998), but has been rarely used in SDMs until recently
because of complexity of the likelihood estimation. As we demonstrate in this paper,
there are ways to overcome this problem.
Cox processes are recently receiving attention for modelling spatial correlation
in ecological datasets due to their adaptability (?Renner et al. 2015). They combine
a way to directly model the spatial correlations present in the data and bring with
them the elegance and ease of understanding that comes from the fact that they are
an extension of the Poisson Process - one of the most familiar and widely used models
across multiple disciplines. While Cox Processes are popular and well studied in
spatial statistics, they have not yet been explored in detail regarding their potential
to improve SDMs.
Spatial correlation in data is often a result of natural processes such as clustering
through dispersal or social aggregation (Illian et al. 2008). It can also result from the
presence of an environmental covariate which acts in a matter whereby neighbouring
areas correlate more strongly than in the areas that are further apart (Renner et al.
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2015). For example, if a species strongly prefers warm temperatures and aggregate
around warm areas, then it’s occurrence will likely exhibit spatial autocorrelation
in the covariates that determine the temperature of an area. Therefore, assuming
spatial independence and ignoring correlation can lead to ill-fitting models, and, as
a result, predictions cannot be explained by the available environmental covariates
alone.
This paper explores the extent to which SDMs can make improved predictions
using the CPP that incorporates spatial dependencies in species occurrence. It
investigates how incorporating spatial interactions into the model using Gaussian
processes can improve model predictions of species distributions that violate the
spatial independence assumption of IPP (defined in detail below), and compares the
performance of IPP and CPP on spatially correlated data. By looking at different
sources of spatial correlation, this paper investigates how each of them affects the
model fitting process and explores the potential benefits and challenges of incorpo-
rating spatial correlation into species distribution modelling. It also investigates the
limitations of the CPP model in specific situations, and highlights the cases when
using it can be most advantageous.
5.2 Methodology
5.2.1 Inhomogeneous Poisson process
The Inhomogeneous Poisson Process (IPP) is a simple model for a random set of
presence points Y , observed in study area B (Fithian and Hastie 2013). Both the
number and locations of points are random.
The process is characterised by a non-negative intensity λ(s), which defines the
expected number of points (or in the SDM application, detected individuals) per
unit area at location s (Cressie 1993), and the points are randomly spread over the
area with a uniform rate.
In this paper we assume λ(s) to be a log-linear function of the environmental
covariates x(s)
log(λ(s)) = β′x(s), (5.1)
where x(s) = (x1(s), . . . , xk(s)) are values of the environmental covariates (e.g tem-
perature, elevation etc.) at location s, and β = (β0, β1, ..., βk)
′ is the vector of
model coefficients that are fitted during the modelling. β0 denotes the intercept
term and βj is the coefficient associated with the jth (j = 1, . . . , l) predictor. If
58 (July 4, 2019)
SECTION 5.2: METHODOLOGY
λ(s) is constant the resulting process is referred to as Homogeneous Point Process
(HPP) (Fig.3.3).
The number of individuals present in any subregion Bk also follows a Poisson
distribution and can be expressed as:
nBk ∼ Poisson(
∫
Bk
λ(s)ds). (5.2)
To fit the coefficients β from eqn. 5.1 we use the maximum likelihood approach.
The algorithm selects the set of coefficients β that maximise the specific function
that describes how likely the proposed model is to explain the observed data. This
function is termed the ‘likelihood.’
The likelihood is derived directly from the probability density function of the
Poisson point process, and its form is as follows (Cressie 1993):
LIPP (β) = exp
(
−
∫
B
λ(s)ds
) n∏
i=1
λ(si).
One of the key characteristics of IPP is that it assumes that the expected
number of individuals in a subarea is completely independent of values at the neigh-
bouring areas, and is only determined by the intensity in the subarea (Cressie and
Wikle 2011). This makes IPP easy to use and allows predictions to be made to
any regions that have similar ranges of the environmental covariates, regardless of
their size or geographical location. This assumption, however, is rarely observed in
the real world (Gue´lat and Ke´ry 2018), where species distributions are often more
complicated and are partially driven by processes that cannot be explained solely
by the environment. One such process is clustering. Which might be due to animal
interactions such as, competition within and between species, as well as species co-
occurrences deriving from predation and mutualism (Gue´lat and Ke´ry 2018). Under
these circumstances, the presence locations of species cannot be explained by the
Poisson process alone. Other statistical models, such as the Cox process, are needed
to explain the clustering pattern (Illian et al. 2008; ?). Fig. 3.3 illustrates the dif-
ference between the presence points simulated by a Poisson process (left panel) and
Cox process (right panel) when there is no influence of the covariates on species
occupancy.
In the present paper we focus on the Cox Point Process (CPP) (Rasmussen and
Williams 2006), which is a particular class of point process model that allows many
non-trivial correlations and interactions. The CPP is a “doubly stochastic” process
as it is a random inhomogeneous Poisson Process with an intensity measure λ that is
also random. The latter is specified by a stochastic mean function, sometimes called
an intensity process (Møller et al. 1998). The random intensity process determines
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the contribution of the surrounding points to the value of λ at the location s. The
correlation between the individual points controls how the value of occupancy at
location s is influenced by the values of its surrounding points. A high correlation
would mean local areas fluctuate in a synchronised manner, while a low correlation
would indicate that neighbouring areas tend to fluctuate more independently.
5.2.2 Log Gaussian Cox Point process
In this paper we focus on a Log Gaussian Cox Processes (LGCP), which are a
subclass of CPPs where the logarithm of the random component of the mean function
is a Gaussian process. Specifically the intensity process of LGCP is expressed as
log(λ(s)) = β′x(s) + ξ(s), (5.3)
where ξ(s) is a zero mean spatially correlated Gaussian process.
The LGCP is one of the most common variations of Cox process and it can
be understood as an analogue to a mixed effect model with a normally distributed
random effect (Renner et al. 2015).
Actually the LGCP is a natural extension of the IPP with log-linear intensity
function, since the only difference between them is the term ξ(s) (Cressie and Wikle
2011) (eqns. 5.1 and 5.3). However, while this difference might seem minor, it makes
the two processes behave very differently (Fig. 3.3). The parameter values in the
Fig. 3.3 were selected such that the number of the points in both panes are equal to
90. The constant rate for λ for the IPP was equal to 0.3 and the CPP was generated
using eqn. 3.6 with the parameter l = 3. Both of the point processes were simulated
and plotted using spatstat package in R.
For LGCP, ξ(s) in eqn. 5.3 is a Gaussian process with mean of zero and covari-
ance function K(s, s′)
ξ(s) ∼ N(0,K(s, s′)), (5.4)
where the covariance function is determined by the correlation parameter l and
the distance |s − s′| between any two points s and s′. In practical terms, it means
that function K determines the extent to which values of λ(s) at any two points in
the study area are correlated. Depending on the shape of the covariance function,
realisations of the processes can result in differing types of clustering.
In this paper we use a Gaussian kernel function (also known as a squared
exponential kernel or radial basis function kernel):
K(s, s′) = e
(
− |s−s′|2
2l2
)
, (5.5)
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where l is the covariance parameter of the function K, and |s − s′| is the distance
between points s and s′. This covariance function is easily parameterised and can
produce ecologically plausible smooth curves (Rasmussen and Williams 2006). De-
pending on the value of l, the function K can correspond to a stronger or weaker
spatial correlation between the points and result in different realisations of ξ(s)
(Fig. 5.1).
Figure 5.1: Changes in Gaussian kernel covariance function for different values of
correlation parameter l. The lines represent the value of function K (eqn. 5.5), with
different values of l shown in different colours.
Putting all the above together, we arrive at a hierarchical model that we will
study in the rest of the manuscript:
Y ∼ Poisson(λ)
log(λ) = β′x+ ξ
ξ ∼ N(0,K(l))
(5.6)
5.2.3 Fitting the LGCP model to spatial data
Due to the fact that LGCP is a doubly stochastic process (as the intensity function
λ(s) is also a stochastic process), it doesn’t have a closed form likelihood. This
means that the parameters can’t be fitted using traditional methods of likelihood
maximisation, as used for IPP (see Chapter 3). Therefore, the parameter estima-
tion requires the use of approximations or computationally expensive estimations
involving Markov Chain Monte Carlo (MCMC) methods (Cressie 1993).
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In this paper we fit the hierarchical (doubly-stochastic) LGCP model using a
Bayesian framework. Bayesian optimisation takes a prior distribution of the param-
eter being optimised, and adjusts it recursively based on the sampled values of the
function of interest. We make use of the R package greta (Golding 2018) because
it provides a general Bayesian MCMC framework to fit models with multiple levels
of complexity and various distributions. It was designed to scale well for large and
complex models, such as those using Gaussian processes, and it allows for a com-
putationally fast implementation of them. We fit the model described in eqns. 5.6
in greta using uninformative priors for l and β: “improper” uniform distribution
between 0 and ∞ for l and −∞ and ∞ for β. Fitting the model in greta is then
conducted in two stages: first the random field λ(s) is inferred and then parameters
β and l are estimated (Golding 2018).
5.3 Simulation studies
In this section we study the hierarchical LGCP model presented in eqns. 5.6 and
compare its performance to IPP models based on analysis of simulated data sets.
Our goal is to investigate under which condition the LGCP fits the data better,
and makes improved predictions. We start by simulating the species presence data
using two scenarios: i) the occupancy is driven by an LGCP; and ii) the occupancy
is driven by a Poisson process that depends on two covariates, one of which is not
available for model fitting. Both these two scenarios violate the IPP assumption that
the area counts are Poisson distributed. In the first scenario, the true λ(s) is spatially
correlated, and in the second scenario the assumptions are violated by the presence of
the unobserved covariate. We conduct multiple realizations for each scenario, fitting
the LGCP and IPP models to the simulated data. Model performance is evaluated
by comparing the root mean square error (RMSE) between the true (simulated)
λ(s) and estimated λˆ(s) for each of the models
RMSE(λˆ(s)) =
√
MSE(λˆ(s)) =
√
E((λˆ(s)− λ(s))2). (5.7)
All models are fitted using R (version 3.4.4) (R Core Team 2013) and the package
greta (version 0.2.4) (Golding 2018).
5.3.1 Scenario 0 – Basic LGCP model
Here we investigate a situation when there is no spatial covariate that determines
occupancy. For example, this may be the case if the study area is too small and fails
to register or measure any significant spatial change in the environmental covariates,
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or simply that the covariate does not vary over the study area. The occupancy
function then would only depend on the stochastic part of the LGCP
log(λ(s)) = ξ(s). (5.8)
We began by selecting the covariance parameter l = 8 in eqn. 5.5 and generated
a vector of spatially correlated random variables ξ(s) and from this an occupancy
intensity λ(s) (Fig. 5.2). Based on λ(s) we generated a point realisation similar to
Fig. 3.3 (right panel), which might represent a typical occurrence data for plants
in our study area. This yields a dataset containing the locations of all the random
points, but no other information whatsoever, and we then used the greta package
to fit the LGCP model (eqn. 5.8). In practice greta estimated the posterior dis-
tribution of the parameter l associated with the covariance function K in eqn. 5.5.
Fig. 5.2 (b) plots a histogram of 10,000 such estimates of l, each estimate being a
sample produced by an MCMC as it walks randomly through the posterior distri-
bution of l generated by greta. The red line in the histogram indicates the true
value of covariance parameter l = 8, used in generating the simulated data.
Figure 5.2: Simulated values of λ(s) using eqn. 5.8 (a) and the distribution of the
estimated parameter l (b). The true value of l is indicated by the red line, as was
used in generating the simulated data.
We complicate eqn. 5.8 by adding an intercept term β0 = −1, i.e.,
log(λ(s)) = −1 + ξ(s). (5.9)
We simulated intensity function λ(s) (Fig. 5.3 (a)) using the LGCP (eqn. 5.9).
We then simulate presence data and fit this data using both the LGCP, and a Ho-
mogeneous Poisson process (HPP) model for comparison. To evaluate model perfor-
mance, we calculate RMSE of the two fitted models. Fig. 5.3 (b) shows the RMSE
between true λ(s) simulated using eqn. 5.9 and the estimated λˆ(s) produced by an
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MCMC as it walks randomly through the posteriors generated by greta. It demon-
strates that the LGCP model fits the data significantly better that HPP model. The
above initial numerical analysis confirms that our method’s computational ability
to infer parameters correctly.
Figure 5.3: Simulated values of λ(s) (eqn. 5.9) (a) and RMSE between true λ(s)
and the estimated λˆ(s) of HPP and LGCP. (b). Dots indicate the mean RMSE; and
the whiskers indicate the standard error.
5.3.2 Scenario 1 – Occupancy is spatially correlated
In this scenario, species occurrence is generated through an LGCP with both in-
trinsic spatial correlation and spatial correlation that might be attributed to envi-
ronmental covariates. The covariance parameter l of the LGCP model (eqn. 5.1)
are varied to simulate different degrees of spatial correlation. By keeping the data
resolution constant while varying l, this mimics changing a scale of the spatial cor-
relation. We then investigate the performance of both LGCP and IPP models to
fit the data with spatial correlation. Our hypothesis was that the LGCP model
would fit the LGCP data better than the IPP model. The performance is assessed
by comparing the RMSE values of the two fitted models.
Analogues to the Chapter 3, following Dorazio et al. (2015), the environmental
predictor x(s) was generated using a spatially varied bivariate distribution. The
distribution is defined at every point on the 2-D grid of B (for more detail see
Appendix B.3). Fig. 5.4 shows a plot of the covariate x(s) whose magnitude is
colour coded over the landscape. Note that the covariate has strong local spatial
correlations, as seen by the contiguous areas of the same colour.
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Figure 5.4: Map of the spatial distribution of covariate x(s). Areas used in the 9-
fold cross validation method are marked with black lines and corresponding numbers.
For each of the runs, one of the nine squares was left out of the training area and
used for testing
The species occupancy intensity function λ(s) was simulated as a log normal
process that depends on the covariate x(s) and a correlated spatial process ξ(s) as
follows:
log(λ(s)) = −1 + 0.5x(s) + ξ(s), (5.10)
where the coefficients for β (see eqn. 5.1) are chosen arbitrarily to be β0 = −1 and
β1 = 0.5. The random spatial process ξ(s) ∼ N(0,K(l)) has mean 0 and covariance
function K (eqn. 5.5) that is defined for every point in the study area. The shape
of the covariance function is controlled by the covariance parameter l as prescribed
by eqn. 5.5 (see Fig. 5.1). The intensity λ(s) is plotted over the spatial landscape in
the four panels of Fig. 5.5 for different values of the covariance parameter l, which
varied between 0.5 and 8 (l takes value of 0.5, 1, 4, 8). It can be observed that
spatial clustering becomes more exaggerated as l increases and the clusters separate
from one another.
When the spatial random noise is included, as in Fig. 5.5 (a) with l = 0.5, the
structure of the covariate becomes to some extent washed out. When the spatial
random noise is highly correlated with l = 8 (Fig. 5.5 (d)), large clusters are formed
with no sign of the structure induced by the environmental covariate x(s) remain-
ing (Fig. 5.4). Fig. 5.5 (b) - (c) shows intermediates steps where the covariance
parameter is gradually increased.
To test how well the IPP and LGCP models can predict the intensity λ(s) on
“in-sample” and “out-of-sample” data, we employed a modified k-fold cross valida-
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Figure 5.5: Visual representation of the effect of spatial correlation of expected
number of individuals λ(s) (eqn. 5.10) for different values of parameter l.
tion method. The study area was split into K = 9 sectors (Fig. 5.4). Every time
eight different sectors were used as the in-sample (training) data, and the remaining
one sector was left aside as the out-of-sample (test) data. We fit the model using
eight training sectors, and the resulting estimates were used to predict λ(s) on the
in-sample and out-of-sample data. RMSE values were then calculated for each in-
sample and out-of-sample data sets eqn. 5.7. This process was repeated nine times
using each sector as the test area, and the average of RMSE values for in-sample
and out-of-sample were reported separately (Figs. 5.6 and 5.7).
Fig. 5.6 shows the results of in-sample RMSE values of both the IPP and LGCP
models on the training areas. The LGCP model provides a lower RMSE, implied a
better goodness of fit in all the training areas for all values of l.
Figure 5.6: Plot of the in-sample RMSE (i.e between true λ(s) and the estimated
λˆ(s)) and standard errors for the simulated scenario 1 with l = 0.5, 1, 4, 8.
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Figure 5.7: Plot of the out-of-sample RMSE (i.e between true λ(s) and the estimated
λˆ(s)) and standard errors for scenario 1 with l = 0.5, 1, 4, 8. Dots indicate the mean
RMSE; and the whiskers indicate the standard error.
Fig. 5.7 shows the out-of-sample RMSE values for both LGCP and IPP models.
It shows a change of performance of the models with the increase of the covariance
parameter l. For in-sample data, LGCP performs significantly better than IPP
for all values of l. The performance of LGCP in out-of-sample predictions, however,
varied between different values of l. For the small values of the covariance parameter
l where the spatial correlation is low, it is hard to distinguish between predictions
from IPP and LGCP in Fig. 5.7 (a). This is explained by the fact that for small
values of l, e.g. 0.5, the effect of the covariate x(s) on the species occupancy is
greater than the effect caused by the spatially correlated component of the LGCP.
Fig. 5.5 illustrates this, showing that the spatial distribution of λ(s) at low values
of l = 0.5 appear to be more randomly distributed rather than exhibiting spatial
clustering.
5.3.3 Scenario 2 – Model fitting without directly accounting for
observed covariates
The purpose of this simulation is to investigate whether an unobserved covariate
can be modelled by a spatially correlated random process, and if LGCP process can
account for the effects of an unobserved variable better than IPP that also does
not include the unobserved variable. Spatial realisations of species occupancy were
generated with the following intensity function that depends on two environmental
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Figure 5.8: (a) - (c): spatial distribution of three different “unobserved” covariates.
(d) - (f): occupancy intensity function λ for each of the “unobserved” covariates used
for simulation of the data in scenario 2. (g): spatial distribution of the “observed”
covariate x1(s).
covariates x1(s) and x2(s):
log(λ(s)) = −1 + 0.2x1(s) + 0.5x2(s). (5.11)
Three different options were used for covariate x2(s) as shown in Fig. 5.8 (a) -
(c). Each option shows a different degree of spatial correlation, which is measured
by Moran’s I statistic (see Appendix E eqn. 3) (Moran 1948). Each of those options
was then separately used as x2(s) in eqn. 5.11 to generate λ(s). The ‘observed’
covariate x1(s) used for data simulation and model fitting is shown in Fig. 5.8 (g).
Full details of the covariate simulation can be found in Appendix E. The intensity
λ(s) (Fig. 5.8 (d) - (f)) was then simulated using both the observed covariate of x1(s)
and one of the three options for the unobserved covariate of x2(s). Both the IPP
and LGCP models were fitted using the covariate of x1(s) only. The average RMSE
values for in-sample and out-of-sample were calculated and reported in Fig. 5.9 and
Fig. 5.10 respectively, using the same process as described in Scenario 1 .
Fig. 5.9 shows in-sample RMSE between the true λ(s) and the estimated λˆ(s),
of LGCP and IPP models for the three unobserved covariates x2(s) (Fig. 5.8). The
LGCP always outperforms the IPP in Fig. 5.9, meaning that LGCP provides a
better goodness-of-fit to the in-sample data for all three unobserved covariates.
Fig. 5.10 shows RMSE for out-of-sample data for the LGCP and the IPP mod-
els for the three unobserved covariates. There is no significant difference between
the RMSE of LGCP and IPP models for the out-of-sample data for any of the unob-
served covariates. This result holds for three different levels of clustering generated
by the covariates (Fig. 5.8). It means that LGCP is unable to fit the spatial correla-
tions generated by the unobserved covariate in the out-of-sample data. This can be
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Figure 5.9: Plot of the in-sample RMSE (i.e between true λ(s) and the estimated
λˆ(s)) and their standard errors for three “unobserved” covariates in Scenario 2. Dots
indicate the mean RMSE; and the whiskers indicate the standard error.
Figure 5.10: Plot of the out-of-sample RMSE (i.e between true λ(s) and the esti-
mated λˆ(s)) and their standard errors for three “unobserved” covariate in Scenario
2. Dots indicate the mean RMSE; and the whiskers indicate the standard error.
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explained by the fact that the spatial correlation in the covariates does not match
the structure of the spatial correlation in these covariates in out-of-sample data, as
to be expected for such a spatial extrapolation. This result indicates that spatially
correlated point processes should be used with caution when the aim is to predict to
the regions outside of the data collection regions, while providing an improvement
when the aim of the research is to provide an accurate species distribution model in
the given area of interest (Baddeley et al. 2015).
5.4 Discussion
Spatial correlation is common in species occurrence data (Lahoz-Monfort et al.
2014). Therefore, understanding how to work with it and incorporating this form
of correlation into the modelling process is extremely important.
In this paper we showed that Log-Gaussian Cox process (LGCP) is a powerful
tool for modelling spatial correlation in species distribution data and in general, it
outperforms the inhomogeneous Poisson process (IPP) in the situations when the
occupancy data is spatially correlated. When the aim of the research is to provide
reliable predictions of the distribution of a species in the area where the occurrence
data has been collected, the LGCP model provides a way to account for species
correlations that are not driven by the environmental covariates, or in situations
where key environmental covariates may have been ignored or are missing. There
are, however, things that need to be considered when using this method. The obvious
downside of LGCP, is its computational complexity. The doubly stochastic nature
of the process makes standard likelihood estimation impossible, therefore requiring
complex estimations, using approaches as Markov Chain Monte Carlo, that can take
a long time to compute.
Accounting for spatial correlation in general and LGCP in particular, we have
to keep in mind that the scale of the data used for model fitting is extremely impor-
tant. Using a resolution that is larger than the scale of the species correlation can
lead to the model ignoring spatial correlation and failing to fit clustering (Illian et al.
2008). We simulated a range of scales of spatial correlation (Scenario 1, Fig. 5.10)
by changing the length of the correlation l, while keeping the data resolution fixed.
Another issue that can effect the performance of the LGCP model is the spatial
resolution at which the data was collected. If the data is very sparsely sampled,
spatial correlation can become negligible creating an impression of the spatial in-
dependence. While using a spatially independent IPP model in this case will make
modelling easier, however it can lead to inaccurate predictions and distribution maps
(Illian et al. 2008).
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In designing a way to evaluate the model performance, the method of choosing
the testing points had to be carefully considered. As the LGCP uses the values
in the surrounding points in estimating the intensity, choosing testing points at
random from the study area would mean that in some cases, the testing points may
use information from the training data, violating the purpose of testing. Therefore
include a buffer area - points adjacent to the training area, to make sure that the
test data does not rely on the information that was used in training the model. In
the simulations, we defined our testing areas as only the values on the inside the
buffer region, disregarding the the points close to the edge that could be affected
by the marginal effects. Another issue associated with choosing testing area result
from marginal effects in the small testing areas. For certain values of correlation
parameters l, the length of the correlation becomes too large relative to the size of
the study area, and predicting in these areas then become unreliable. Ignoring these
effect can lead to less accurate predicted values and will reduce model performance.
In the simulations, we defined our testing areas as only the values on the inside,
disregarding the the points close to the edge that could be affected by the marginal
effects.
In this paper we investigated the possibility of using an LGCP for modelling
spatial correlation in species occupancy data. We have compared performance of
LGCP and IPP, one of the key methods for analysing PB data. The paper considered
two different sources of spatial correlation in the data (i) the intrinsic correlation
caused by the intra- and inter-species interactions, and (ii) by the presence of an
environmental covariate that drives the species distribution, but is not included
in the model fitting process. The results demonstrate that using LGCP always
outperforms IPP on in-sample data, while providing varying results on the out-of-
sample datasets. These results are important for developing future guidelines for
incorporating spatial correlation in the species distribution modelling.
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CHAPTER 6
Moving towards an integrated model
with spatial correlation
.
6.1 Introduction
When working with species occupancy data intended for use with SDMs, it is es-
sential to understand that imperfect detection of the observation process is a major
source of sampling bias. Imperfect detection is considered a serious challenge, espe-
cially in the modelling of PB data, and modern statistical methods are required to
take it correctly into account (De Solla et al. 2005; Guillera-Arroita et al. 2014).
When detection is perfect so that the survey always records a species presence
when the species is there, accurate modelling predictions are often possible (Fithian
et al. 2015). However, PB data consists of detected presences only, while many actual
occurrences often go undetected (see Chapter 1). This is because the observation
process is dependent on a variety of factors such as how likely the observers are
to frequent the area, how hard it is to access the area, or how hard it is to notice
the species in the environment. The latter can depend on, for example, factors
such as terrain ruggedness or vegetation type. If a proportion of species occurrences
are not reported, the impact of imperfect detection can lead to incorrect inference
regarding a species’ distribution and is thus considered to be an important issue for
the monitoring of species (Lahoz-Monfort et al. 2014).
To account for imperfect detection in spatially correlated data in this chap-
ter, I propose to model detected presences as a thinned Log-Gaussian Cox Process
(LGCP). A thinned process is a term that means the dataset is only partially ob-
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served (see Chapter 3). Analogous work has been achieved for the Poisson model in
multiple papers in recent years (Chakraborty et al. 2010; Renner and Warton 2013).
However, Dorazio (2012) and Fithian and Hastie (2013) demonstrate shortcomings
of these approaches in practice. To overcome these shortcomings a number of pa-
pers have suggested complementing PB data with a small sample of data collected
in planned surveys, created a class of integrated models. Dorazio (2014) proposed to
use point-count data from multiple replicated surveys, Koshkina et al. (2017) (pre-
sented in Chapter 4) used SO data and Fithian et al. (2015) complement PB data
for multiple species having sampling bias with PA data that doesn’t have sampling
bias. These models demonstrate far superior performance than either of the parts
they’re made of. However, all of them are based on IPP, and as such they inherit
the assumption of spatial independence, and therefore none of them take spatial
correlation into consideration.
The aim of this chapter is investigate the effect of imperfect detection on spa-
tially correlated species occupancy data that has the properties of a Cox point
process, or more accurately a Log-Gaussian Cox Process (LGCP). I also undertake
the first steps in developing an integrated model for SDMs that are based on the
LGCP. This chapter is underlines the need for an integrated model that correctly
accounts for spatial correlation. This chapter initiates such a project, but future
development is needed to make this a flexible practical tool. An integrated model
that can account for spatial correlation in the data would make a powerful model
that is able to counteract the biased sampling of the PB data, and allow it to be
complemented with data collected in planned surveys, while accounting for spatial
correlation in the data due to species interactions or undetected covariates.
6.2 Incorporating imperfect detection
6.2.1 Log Gaussian Cox Process (LGCP)
As discussed in Chapters 3 and 5, the CPP is a “doubly stochastic” process, similar
to an Inhomogeneous Poisson Process, with a random intensity measure λ(s), spec-
ified by a stochastic mean function, sometimes called an intensity process (Møller
et al. 1998). The intensity λ(s) in this case is a random field and can be expressed
as a function driven by covariates (x(s)) and spatially correlated process (ξ(s)), via
the equation:
log(λ(s)) = β′x(s) + ξ(s) = β0 +
k∑
j=1
βxj(s) + ξ(s), ξ ∼ N(0,K(l, s, s′)) (6.1)
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Here, β′ = (β0, β1, . . . , βk) is a vector of coefficients, in which β0 denotes the intercept
term and βj is the coefficient associated with the jth (j = 1, . . . , k) covariate xj(s).
As before ξ(s) is a zero mean spatially correlated Gaussian process with spatial kernel
covariance function K(l, s, s′), where l is the covariance parameter controlling the
length and the strength of the spatial correlation (see Chapter 3).
6.2.2 Thinned LGCP
To account for the imperfection in the detection process we propose modelling de-
tected presences as a true occupancy process thinned by the imperfect detection.
That is, suppose that the presence of species is dictated by an intensity function λ(s)
(eqn. 6.1), but some presences go unobserved. We may suppose that each presence
is observed with a probability b(s) that also depends on a set of factors that can be
represented as spatial covariates w(s) (e.g., distance to road or vegetation). Since
the probability b(s) takes values between 0 and 1, it is common practice to use a
logit link for the covariates:
logit(b(s)) = α′w(s) = α0 +
g∑
j=1
αjwj(s). (6.2)
Here α′ = (α0, α1, · · · , αg) is the parameter vector that is estimated during mod-
elling. The distribution of the locations of detected individuals comprising our PB
data is controlled by the product λ˜(s) = λ(s)b(s). The left panel in Fig. 6.1 shows
an example distribution of the occupancy intensity λ(s), the middle panel shows the
probability of detection b(s) while the right hand panel shows the effective observed
intensity λ˜(s) = λ(s)b(s). One can see how effective observed intensity λ˜(s) is quite
different to the true intensity λ(s) due to detection b(s).
The data can then be described by the following hierarchical model
Y ∼ Poisson(λ˜(s))
λ˜(s) = λ(s)b(s)
log(λ) = β′x+ ξ
logit(b) = α′w
ξ ∼ N(0,K(l))
(6.3)
Note that the intensity function is driven by both covariates x(s) and the spatial
noise ξ(s) while the detection process b(s) is exclusively driven by covariates w(s).
Sampling bias variation
Alternatively, another technique for modelling the detection process in the ‘thinned
data’ defines b(s) as a log linear function rather than the logit linear function of
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Figure 6.1: Map of the occupancy intensity λ(s) (eqn. 6.1), probability of detection
b(s) (eqn. 6.2), and their product λ(s)b(s). The latter represents the expected
distribution of observed individuals given that some have gone undetected due to
the effects of b(s). Note that the scales on the left and right panels are different.
eqn. 6.2. In this formulation b(s) is no longer a probability and not restricted to lie
in the interval [0,1]. Fithian et al. (2015) refer to this as modelling ‘sampling bias.’
log(b(s)) = α′w(s) = α0 +
g∑
j=1
αjwj(s), (6.4)
This variation is advantageous for computation because the model can be fitted
with existing modelling packages that deal with log-linear functions. While the term
“sampling bias” has a specific meaning in ecology, in terms of thinned point processes
these two terms are used interchangeably when discussing PB data, and generally
describe the same covariate-dependent unknown process that prevents researchers
from detecting all the species presences in the area (Guillera-Arroita et al. 2014).
Again, the observed occupancy intensity (taking into account the detection
processes) is the product λ˜(s) = λ(s)b(s) giving the log linear function
log(λ˜(s)) = β′x(s) + α′w(s) + ξ(s)
= (β0 + α0) +
k∑
j=1
βjxj(s) +
g∑
j=1
αjwj(s) + ξ(s)
(6.5)
For ecological studies, the main parameter of interest is the species occupancy inten-
sity λ(s), as it controls the species spatial distribution. Correctly estimating β0 in
eqn. 6.1 is important in SDM because it is crucial for estimating the true probability
of occupancy (see Chapter 4). When β0 cannot be estimated or is estimated incor-
rectly, λ(s) only represents the relative occupancy intensity. This estimate can still
be used to determine which areas will have higher expected number of individual
than others, but cannot be used when comparing the expected number of individu-
als of different species. Since not all presences are observed, the PB data obviously
only reflects the intensity of the observed presences λ˜(s) = λ(s)b(s). When λ˜(s) is
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estimated, this gives estimates of the intercepts of β0 and α0 as a sum (defined as
β˜0) from the PB data but not individually.
β˜0 = β0 + α0. (6.6)
Fithian and Hastie (2013) and Dorazio (2012) have demonstrated that β0 and α0
cannot be separately estimated from the β˜0 for IPP and their argument holds simi-
larly for LGCP. In SDMs, the value of β˜0 is meaningless as no conclusion can be made
about β0 and α0 separately. The distinction between β˜0 and β0 is very important
for many ecological problems and therefore cannot be ignored.
6.2.3 Simulation results
Following Chapter 4, I started by simulating two independent spatial covariates
over the 2D study area B: the first, x(s), controls occupancy and the second, w(s),
controls detection. Fig. 6.2 plots the structure of the two covariates I used for
the following simulations. Note that the covariates are not strongly correlated.
Appendix B.3 provides the details of the covariate simulation. I then simulated the
occupancy intensity λ(s) from eqn. 6.7, setting the covariance parameter l = 4 (left
panel of Fig. 6.1), and the detection probability b(s) from eqn. 6.8 (middle panel of
Fig. 6.1).
log(λ) = −1 + 0.5x(s) + ξ(s) (6.7)
logit(b) = −1− 1w(s) (6.8)
As mentioned, Fig. 6.1 demonstrates the effect the probability of detection b(s) has
on the observed occupancy intensity. Detected presences, that comprise the PB
dataset are controlled by the product λ(s)b(s) that is shown in the far right panel
of Fig. 6.1. The true occupancy intensity that effects the true species distribution,
however, looks different (far left panel of Fig. 6.1).
Continuing the framework from Chapter 5 the model with imperfect detection
(eqn. 6.3) is fitted using R (version 3.4.4) (R Core Team 2013) and the package
greta (version 0.2.4) (Golding 2018).
Fig. 6.3 shows the results of a boxplot of estimated parameters produced by
an MCMC as it walks randomly through the posterior distribution of of the pa-
rameters generated by greta. The true values of the parameters β = (−1, 0.5)′
and α = (−1,−1)′ are shown by red lines. It demonstrates that in the case of im-
perfect detection the model provides excellent fit for the slope coefficients β1 and
α1 but is unable to fit the intercept terms β0 and α0. The results of this simu-
lation confirm the theoretical argument presented above. The model can estimate
the slope coefficients β1 and α1 that control the degree to which the occupancy is
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Figure 6.2: Map of the spatial covariates x(s) and w(s) that are used in the
simulation of the data and fitting the model.
Figure 6.3: Distribution of the coefficients β0, β1 and α0, α1 estimated by the
imperfect detection model when the constant censoring was introduces for two sets
of simulated intensities λ(s) with l = 4. The true values of the coefficients are
plotted with red line.
affected by the corresponding covariate. In an ecological context, separating these
slope coefficients can help to account for the effect of the covariates that control the
detection process b(s). Note however, that if the environmental covariates x(s) and
w(s) are correlated, the slope coefficient β1 and α1 cannot be estimated (Fithian
et al. 2015). It should also be noted that the slope coefficients β1 and α1 can be
obtained by using a standard PB data modelling technique without accounting for
imperfect detection. The covariates x(s) and w(s) can be included into the model as
two independent covariates effecting the process of detected presences λ(s) as seen
in eqn. 6.5. The estimated coefficients β1 and α1 can then be used for adjusting the
prediction occupancy maps.
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Figure 6.4: Map of the occupancy intensity λ(s) in the area where the presences
were modelled as having perfect detection
6.2.4 Complementing PB data with planned survey data data
In the section below, we explore whether an integrated model can overcome the
effects of imperfect detection in spatially correlated data, in a manner similar to
how we dealt with these difficulties for the IPP model in Chapter 4. Here we
investigate the possibility of improving the estimates of the model with imperfect
detection by adding a small sample of the data having perfect detection. We will
discuss the possibility of adding first PA data and then SO data, to the PB data.
We first attempt to fit the Cox data of Fig. 6.1 (right panel) complemented with
a smaller dataset with perfect detection using an integrated IPP model and then
discuss fitting the data using an integrated LGCP model.
This section examines a simplified integrated model, that assumes there is small
independent area (approximately 1/9th of the total study area, shown in Fig. 6.4),
for which the survey detected all individuals present (i.e., detection was perfect).
In our simulation this data provides the occupancy status (presence or absence) of
each of the cells in this area (PA data).
The species occupancy is assumed to have the same intensity distribution λ(s)
in the PB area (Fig. 6.1) (left panel) and in the perfect detection area (Fig. 6.4).
The species presence points are then simulated in the perfect detection area as a
Poisson process with intensity λ(s) from eqn. 6.1. The detected presences in the PB
data are distributed with the intensity λ(s)b(s) (right panel of Fig. 6.1).
The hierarchical model for the PA data with perfect detection can then be
written out as:
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YPA ∼ Poisson(λ)
log(λ) = β′x+ ξ
ξ ∼ N(0,K(l))
(6.9)
Using an integrated IPP model to fit LGCP simulated data
As the first step of our investigation, we fit an integrated IPP model that combines
PB and PA data, as proposed in Fithian et al. (2015). This model assumes that the
occupancy is driven by a Poisson process with a log linear intensity λ(s).
YPA ∼ Poisson(λ)
YPB ∼ Poisson(λb)
log(λ(s)) = β′x
log(b) = α′w
(6.10)
The results of 100 parameter estimation from fitting an integrated IPP model
are presented in Fig. 6.5. The right panel of Fig. 6.5, which shows the estimated
intensity function λ(s) obtained from the IPP model, clearly demonstrates the main
downfall of using IPP modelling without explicitly accounting for spatial correlation
actually present in the data. IPP is not capable of capturing the spatial clustering
and can only recreate λ(s) that varies with the observed covariate x(s). The spatially
correlated process ξ(s), and the clustering it generates is totally ignored.
This result confirms the need for the integrated LGCP model where eqns. 6.3
and 6.9 are fit simultaneously. The fitting of this model would be the next step to-
wards developing an integrated model that is able to account for imperfect detection
and spatial correlation at the same time. There are a range of significant issues that
need to be solved to be able to successfully fit such a model in practice.
6.3 Discussion
When creating an integrated LGCP model, SO data is a good candidate for comple-
menting the PB data. (In the last section we complemented the PB data with PA
data.) With SO data the presence or absence of the species is recorded in multiple
repeated surveys (see Chapter 2). This data can be successfully fitted using the SO
model presented in MacKenzie et al. (2002) and Tyre et al. (2003), and is discussed
in more detail in Chapter 4 where it was used for creating an integrated IPP model.
The model has been widely used to analyse SO data collected in repeated sur-
veys of the same set of sites. It’s main advantage is that it allows explicit modelling
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Figure 6.5: Estimated coefficients β0 and β1 obtained from fitting an integrated
IPP model. Right panel: map of the predicted occupancy intensity λ(s) from the
estimated coefficients β0 and β1.
of the detection process during SO data collection. It is assumed that the site i is
occupied by the species with the probability ψi (i = 1, . . . ,M), and the occupancy
is then modelled with a Bernoulli distribution with probability ψi.
To integrate the LGCP and the SO models we first have to ‘translate’ the
occupancy intensity λ(s) in the LGCP, that is defined in the continuous space to
the discrete probability of occupancy ψi at each site that is used in the SO model.
Since the LGCP is a Poisson process conditional on the random field λ(s), it is
possible to exploit the properties of the Poisson Process to connect the SO model.
The number of individuals present at site i, N(Ci), has a Poisson distribution that
depends on the intensity function λ(s) as follows: N(Ci) ∼ Poisson(µ(Ci)), where
µ(Ci) =
∫
Ci
λ(s) ds. This distribution for N(Ci) provides the basis for defining the
probability of occupancy for site Ci as follows:
ψi = Pr(N(Ci) > 0) = 1− exp(−
∫
Ci
λ(s)ds), (6.11)
where the occurrence probability ψi increases with the area of site Ci.
Fitting this model has proven computationally difficult due to the limitations
in statistical R packages. Future work will require overcoming this serious difficulty.
The next step towards developing an integrated model with spatial correlation would
be to use greta to fit both of the hierarchical models eqns. 6.3 and 6.9 together.
This model will be complex as it will depend on a several random factors, for exam-
ple, the locations of the survey areas and their relative distance to the presence-only
observations. The model requires extensive investigation, and will be a promising
direction for future research. This model fitting requires further investigation and
requires finding an appropriate computational solution for incorporating SO model
into LGCP fitting framework, that can incorporate spatial correlation while mod-
elling imperfect detection directly.
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One of the main assumptions of SDMs, is that the species distribution remains
static during the data collection, meaning that the species do not move from area
to area during the data collection process. This assumption is present in the LGCP
implementation of SDMs, and while this assumption will likely hold for low-mobility
species such as plants, and fauna with limited home ranges and/or dispersal capa-
bility, it is violated for species, such as large mammals or birds with large home
ranges and long dispersal distances.
In this chapter we investigated the possibility of accounting for imperfect de-
tection in spatially correlated data by utilising a thinned LGCP model. I then
demonstrated that an integrated IPP model cannot be used for modelling this type
of spatially correlated data. Finally I discussed the possible options for devising an
integrated LGCP model.
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CHAPTER 7
Combining multiple data sources to
model species extinction
7.1 Overview of methods for inferring species extinction
from sighting data
In biology, the term extinction means the termination of a group of organisms,
usually a species. The moment extinction occurs may be defined as the time when
the last individual of the species has died. In ecology, extinction is often used to refer
to local extinction which means that the species ceased to exist in a specific area
while still existing somewhere else. This leads to the creation of the term extinct in
the wild, when the species does not have any living members in the wild while some
individuals are alive in zoos or other artificial habitats. Knowing whether a species
is extinct is necessary for prioritisation of conservation strategies and allocating
resources for environmental monitoring. Observing extinction directly is almost
impossible (Diamond 1987). According to the definitions of IUCN (2001), a taxon is
presumed extinct when an exhaustive surveys of the known or expected habitat, that
was conducted at appropriate times(diurnal, seasonal, annual), have failed to record
an individual. It is important to keep in mind that such surveys can be expensive and
take a very long to complete. There are, however, multiple methods for estimating
the probability of species extinction from prior information. These estimations are
also used to measure biodiversity conservation effectiveness, for reporting on the
state of the environment and determining whether an invasive species eradication
program is successful (Rout et al. 2009; Fuller et al. 2013; Pimm et al. 2014; Tittensor
et al. 2014).
The are two primary sources of data used for inferring species extinction: his-
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torical records of the species and targeted surveys. Records (or observations) usually
include time and place when the species was observed. These records can have dif-
ferent certainty. For example, if a specimen was collected during the sighting and an
expert confirmed the taxon, the record has an extremely high certainty, while if the
observation was based on a blurry photograph, or the bird sound heard in a noisy
location, it is considered uncertain. Ignoring the distinction between certain and
uncertain observations can lead to severe errors in conservation practice and waste
limited resources (McKelvey et al. 2008). Careful assessments of observations are
even more critical for endangered species that are rarely observed. Each sighting is
a rare event and can have a significant influence on how conservation measures are
applied.
The second source of information is targeted surveys when the species was not
found. In this case, the effort put into the survey is recorded usually in the form of
the area that was surveyed.
There has always been a need for a quantitative methodologies that estimate
whether a taxon has gone extinct or whether it remains extant. The idea of using
sighting records to estimate extinction probability within the field of conservation
biology was introduced by Solow (1993). In this method, the records of the species in
some observation period are assumed to represent a realisation of a Poisson Process.
This is used as a basis for a formal test of the hypothesis of species extinction.
The main drawback of this model is the assumption that both the population size
and the probability of observation are stable over the observation period. Others
have subsequently adapted these ideas (Burgman et al. 1995). McCarthy (1998)
modified Solow’s (1993) model accounting for changes in the range and abundance
of the species. Rout et al. (2009) used the number of surveys as a record unit in
Solow’s (1993) model. The basic idea of all these methods is that the species is less
likely to be extinct the more recently it has been observed. The use of null-hypothesis
testing assumes the understanding of the sampling distribution and rate at which
records are made during the observation period. However, this rate can change, for
example, because of changes in species population size or changes in survey effort.
Solow and Roberts (2003) proposed a non-parametric approach that makes minimal
assumptions about the rate allowing varying search effort. Roberts et al. (2010)
model included uncertain records, without distinguishing them from certain, and
conducted a sensitivity analysis showing that uncertainty has a significant impact
on the estimates of extinction probability. Solow et al. (2012) divided the sighting
period into segments with certain and uncertain observations. The model proposed
by Lee et al. (2014) assumes that certain sightings and uncertain sightings occur at
different rates. The model proposed by Jaric´ and Roberts (2014) accounts for the
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reliability of individual observations by assigning each record a probability of being
correct.
However, these approaches do not incorporate information on the adequacy of
surveys and searches for the taxon (as specified by IUCN (2001)). There is a need
to account for detectability, accessibility of habitat, timing, duration, extensiveness,
sampling intensity, survey methods and observer skill (Clements et al. 2013; 2014).
Thompson et al. (2013) developed a single framework that accommodates cer-
tain and uncertain observations, together with information from targeted surveys,
but the approach is theoretical and unfortunately not easy to apply in practice.
Lee (2014) published a simplified version of the model, but this requires parameter
estimates that are not readily available in practice, and it makes assumptions that
are not in accord with many field data , as Thompson et al. (2013) points out. Also,
in some instances that can arise in practice, Lee’s (2014) assumptions and model
design contain some inconsistencies that can lead to model probabilities that exceed
unity. Caley and Barry (2014), presented a model that utilises a Bayesian frame-
work and accounts for some of the uncertainty by specifying prior distributions. The
model also introduces varying and density-dependent detection probabilities. How-
ever, these authors found that the specification of priors can be difficult especially
when the data is sparse and not particularly informative.
The next section presents a paper ‘Inferring extinctions II: A practical, iterative
model based on records and surveys.’ which was published in Biological Conservation
in 2017.
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7.2 Inferring extinctions II: A practical, iterative model
based on records and surveys
This section has been published, and has the following citation:
Thompson, C. J., Koshkina, V., Burgman, M. A., Butchart, S. H., and Stone,
L. (2017). Inferring extinctions II: A practical, iterative model based on records
and surveys. Biological Conservation, 214:328–335 DOI: 10.1016/j.biocon.
2017.07.029
Abstract
Extinctions are difficult to observe. Estimating the probability that a
taxon has gone extinct using data from the field aids prioritisation of conser-
vation interventions and environmental monitoring. There have been recent
advances in approaches to estimating this probability from records. However,
complete assessment requires consideration of the type, timing and certainty of
records, the timing, scope and severity of threats, and the timing, extent and
reliability of surveys.
Until recently, no single method could integrate these different sources
and qualities of data into a single measure. Here we describe a new, acces-
sible method for estimating the probability that a taxon is extinct based on
different kinds of both record and survey data, and accounting for data qual-
ity. The model takes into account uncertainties in input parameter estimates
and provides bounds on estimates of the extinction probability. We illustrate
application of the model using information for the Alaotra Grebe (Tachybap-
tus rufolavatus). Application of this approach should facilitate more efficient
allocation of conservation resources by enabling scenario analyses that inform
investments in searches and management interventions for potentially extinct
taxa. It should also provide more reliable estimates of recent extinction rates.
7.2.1 Introduction
Extinctions of plant and animal taxa are almost never observed directly (Diamond
1987). However, determining whether a taxon is extinct is important because it
affects decisions about priorities for surveys and conservation interventions such as
actions to abate threats, and establish and manage protected areas. Estimates of
extinction rates are also used to measure biodiversity conservation effectiveness and
for reporting on the state of the environment (Ministry of the Environment 1997;
State of the Environment 2006; Tittensor et al. 2014; Pimm et al. 2014). The IUCN
(2001) defines a taxon as extinct “when there is no reasonable doubt that the last
individual has died. A taxon is presumed extinct when exhaustive surveys in known
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and/or expected habitat, at appropriate times (diurnal, seasonal, annual), through-
out its historic range have failed to record an individual. Surveys should be over
a time frame appropriate to the taxon’s life cycle and life form.” Solow (1993)
introduced a quantitative way of inferring extinctions from data on the timing of
observations. Others have subsequently adapted these ideas, for example, to con-
sider the certainty of observations (Burgman et al. 1995; McCarthy 1998; Solow and
Roberts 2003; Rout et al. 2009; Roberts et al. 2010; Elphick et al. 2010; Lee 2014;
Jaric´ and Roberts 2014). Rivadeneira et al. (2009) assessed some of these models in
a comparative study. However, these approaches do not incorporate information on
the adequacy of surveys and searches for the taxon (as specified by IUCN, 2012).
There is a need to account for detectability, accessibility of habitat, timing, duration,
extensiveness, sampling intensity, survey methods and observer skill (see Clements
et al. (2013; 2014)). Butchart et al. (2006) (see also Szabo et al. (2012)) provided
a conceptual framework to consider the likelihood that a taxon has gone extinct
based on knowledge of the intensity and timing of threats that may have impacted
it, and the likely susceptibility of the taxon to such threats, alongside information
on the timing and reliability of records and the adequacy of searches. They intro-
duced the concept of ‘Possibly Extinct’ taxa to recognise uncertainty in judgements
of probability of being extinct. However, there is no quantitative approach that in-
corporates all the kinds of data that may contribute to this assessment. Thompson
et al. (2013) developed a single framework that accommodates certain and uncertain
observations, together with information from targeted surveys, but the approach is
theoretical and unfortunately not straightforward to apply. Lee (2014) published a
simplified version of the model, but this requires parameter estimates that are not
readily available in practice. Also, in certain cases that can arise in practice, Lee’s
(2014) model can lead to model probabilities that exceed unity. Here we present a
practical adaptation of the approach presented in Thompson et al. (2013) that uses
the type of data that can be derived from commonly available information, integrat-
ing records and survey data. It may be used to contribute to subsequent benefit-cost
analyses (Akc¸akaya et al. 2017). It generates results that are consistent with the
definition of probabilities, and we provide it in an accessible software package to
facilitate straightforward application.
7.2.2 Methods
In outline, our simplified model provides year-by-year updates for the probability
P (Xt), that the taxon is extant in the year t, of a given record. Two types of “years”
over a given time-frame are considered depending on whether or not there is a record
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(or observation) of the taxon in question. Thus for any year, there is either:(i) a
“record”;or (ii) an “unsuccessful survey” which may be dedicated or passive. Dedi-
cated surveys are planned surveys devoted to searching for the taxon, in an attempt
to determine whether it persists. In the absence of dedicated surveys, it is assumed
that there may nevertheless be sightings reported from interested professional or
amateur ecologists who happen to observe the taxon in some unplanned way. We
call the latter,passive surveys. Note that here we treat all successful survey years as
record years.
The model requires experts to provide estimates for inputs. This includes an
“initial” P (X0) (with bounds) that the taxon is extant at the beginning of the time
series of records (and independent of them). The initial probability could be based
on the severity and pervasiveness of threats and the taxon’s likely susceptibility to
them. Inputs are required concerning the probability that the taxon was correctly
identified.Inputs are also required for the probability that the taxon could have been
identified correctly and would have been recorded, were it present, in years when
unsuccessful surveys were conducted. In addition to these inputs, the approach
also accounts for the proportion of the taxon’s remaining range covered by targeted
surveys and their extensiveness, sampling intensity, survey methods and observer
skill. Uncertainties in these inputs can be accounted for by providing lower and
upper bounds on estimates. The bounds represent uncertainties in observations
given the type and quality of evidence, the ease of distinguishing the taxon from taxa
with which it could potentially be confused, circumstances of the record and the skill
and experience of the recorder. Our iterative model makes it possible to determine
the probability that the taxon is extant P (Xt) in any year t of a record period,
from the input data and uncertainty bounds. We are not aware of any other model
in the literature that is designed from a practical standpoint and that incorporates
the key features here accommodating for surveys (successful and unsuccessful) and
timing of records, including their uncertainties. Recent work, however, is beginning
to move in this direction. Finally we note that the iterative model presented here is
not based on Bayes rule. The probability that the taxon is extant P (Xt), is defined
as an (absolute) probability that the taxon is extant in year t. The probability
is neither a Bayesian prior nor a conditional probability. It is updated each year
according to simple rules that we justify below.
7.2.3 Model description and inputs
A useful way to visualise our model is with reference to Fig. 7.1, which illustrates
an implementation of the model in R. We have used data for the Alaotra Grebe
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Figure 7.1: Screenshot of a spreadsheet implementation of the model, using data
for the Alaotra Grebe Tachybaptus rufolavatus. The total number of years T in the
observational record is 81 (1929 to 2009 inclusive).
(Tachybaptus rufolavatus) derived from information held by BirdLife International,
for illustrative purposes (BirdLife International 2015). The input column entitled
‘Calender Year’ shows years in which the taxon was either ‘recorded’ (1929, 1947,
1960, 1963, 1969, 1970, 1971, 1972, 1982, 1985) or not recorded (1986, 1988, 1989,
1999, 2000, 2004, 2009) during years of dedicated (but unsuccessful) surveys.
The input variables for p(ci), , p(i) and p(r) in Fig. (7.1) are defined as:
For “Records”:
p(ci): the probability that the taxon is correctly identified as extant.
That is, it is the probability that the taxon is extant given that it has been
identified in a record. This parameter depends on the type and quality of evidence,
similarity of the individual recorded to taxa with which it could potentially be
confused, circumstances of the record and the skill and experience of the recorder.
Note that this parameter only applies in years in which there is a record.
For unsuccessful “Dedicated Surveys”:
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: the proportion of the taxon’s habitat within its likely entire range that was
surveyed (0 <  ≤ 1).
p(i): the probability that the taxon, or recent evidence of it, could have been
reliably identified by the survey if it had been recorded. This requires assessors to
consider the verifiability of the record the likelihood that the recorded taxon could be
distinguished from a similar taxon (e.g., a congener) given its distinctiveness (e.g., in
appearance, morphology, vocalizations, behaviour etc), and the identification skill of
the observers. Assessors must consider all signs of recent evidence (e.g. scat, spoor,
nests, owl pellets, woodpecker bark peelings, shells, etc) and all life-stages at the time
of the survey; for example, the mature life-form may be highly distinctive, but the
juvenile/seed/larval/dormant life-stages may be extremely difficult to distinguish
from similar taxon.
p(r): the probability that the taxon, or recent evidence of it, would have been
recorded in the survey.
This requires assessors to consider aspects of detectability, including body size,
behaviour (e.g., activity and movement patterns, shyness, tendency to skulk, phe-
nology, vocality, sociality), degree of crypsis, local abundance, and accessibility
to/searchability of its habitat and microhabitat. Assessors should also consider
the adequacy of the survey considering: i) its timing (seasonality, diurnality, time
since disturbance); ii) its duration; iii) sampling and detection skill of the observers;
iv) appropriateness of the techniques used (e.g., trap style, mist-net, sound record-
ing, playback) and their application (e.g., height of mist-nets, location of cameras,
positioning of malaise traps); and v) sampling intensity (e.g., length of transects,
density of cameras) and design (e.g., sample stratification).
Note that it is assumed implicitly in the model that when a survey is successful
it is treated as a record and assigned a p(ci) value as in Fig. 7.1. Lower and upper
bound estimates for the above input variables, which are provided by the user, will
depend on many factors, as noted above.
In the main columns of the spreadsheet (Fig. 7.1) it will be noted that there are
(gap) years in which there were no records or dedicated surveys. To model these gap
years the user can either insert further (unsuccessful) survey years with correspond-
ing estimates for , p(i) and p(r) and/or accept the default passive (unsuccessful)
survey estimates for coverage ′, and probabilities p′(i) and p′(r) given in Fig. 7.1.
These default estimates are assumed to apply in all (remaining) gap years, reflecting
random processes in which people may record the taxon serendipitously, generally
termed passive surveillance, without specific targeted searches. Finally, if desired,
the user can insert their own default estimates for ′, p′(i) and p′(r), including ′ = 0,
meaning there was no passive surveillance or effectively zero background probability
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of detection.
7.2.4 The iterative model
To model the time dependence of probabilities of extinction as data comes to hand,
it is natural to consider Bayes Rule (Thompson et al. 2013) to determine the “pos-
terior” probability of extinction given(or conditional on) the data from a “prior”
estimate of extinction, which should be independent of data. One also needs esti-
mates of various conditional probabilities e.g., for detection and identification. In
the present case however, the required inputs to Bayes Rule are difficult to express in
terms of the input variables defined above which are complex compound conditional
probabilities. There is a complex interplay between recordings, identifications being
correct or incorrect; surveys,both passive and dedicated, being either successful or
unsuccessful (the former becoming a record). Additional data and modelling would
also be needed to estimate extinction rates. Given the nature and definition of the
input variables described above, we propose an alternative rigorous, non-Bayesian
iterative model for P (Xt). In this formulation, we treat years in which there are
records differently from years in which there are unsuccessful surveys. The models
for these two types of years have different inputs
For “Records”
From a biological perspective one would expect P (Xt + 1) to be always larger
or equal to P (Xt), when there is a recording in year t. The assumption that
P (Xt) ≤ P (Xt+1) is important in our modelling approach. If there is a record,
it is assumed that the probability of being extant P (Xt) increases by an amount
that is proportional to p(ci) (given in that year), and the deviation of P (Xt) from its
maximum possible value (of unity). This idea suggests the following simple linear
updating or iterative model, as formally justified in the next section (see: Model
justification):
P (Xt+1) = P (Xt) + p(ci)(1− P (Xt)) (7.1)
We note that at the extremes: p(ci) = 0 we have P (Xt+1) = P (Xt), and when
p(ci) = 1, i.e., perfect identification in year t, P (Xt+1) = 1, as one would expect.
In the next section we present a formal justification of eqn. 7.1 using plausible
assumptions and the standard definition of conditional probability (Feller 1958). In
our iterative model eqn. 7.1, the probability P (Et+1) that the species is extinct in
year t+ 1 is defined by conservation of probabilities i.e. from eqn. 7.1,
P (Et+1) ≡ 1− P (Xt+1) = [1− p(ci)]P (Et) (7.2)
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Eqn. 7.2 makes intuitive sense when one notes that the term in square brackets on
the right is the probability that in a record year, the taxon was incorrectly identified
as extant. Also at the extremes: p(ci) = 0 we have P (Et+1 = P (Et), and when
p(ci) = 1, i.e., perfect identification in year t, P (Et+1 = 0, as one would expect.
For “Unsuccessful Surveys”
In this case, we reverse the roles of “extant” and “extinct” and from eqn. 7.2
write
P (Xt+1) = p(u)P (Xt) (7.3)
where p(u) is the probability that the survey conducted in year t was unsuccessful.
In terms of the parameters , p(i) and p(r) defined above we have,
p(u) = 1− p(r)p(i) (7.4)
Eqns. (7.3) and (7.4) have some appealing features. Firstly, when  = 0, i.e.,
there was no survey, P (Xt+1) = P (Xt) as required. Secondly, at the extreme value
p(r)p(i) = 1 implying  = p(r) = p(i) = 1, i.e., the entire habitat was surveyed ( =
1), there was perfect detection and identification and nothing was found, P (Xt+1) =
0, again as required. We note in passing a close formal similarity between eqn. 7.3
and survival theory (Miller, 1998) with hazard function 1 − p(u). Assuming there
are no recordings after a particular year, this theory enables one to estimate the
mean time to extinction.
Finally, in gap years where there are no records or (unsuccessful) dedicated sur-
veys we assume that there are (unsuccessful) passive surveys where the iterative rule
(eqn. 7.3) applies with inputs , p(r) and p(i) replaced by their primed counterparts
′, p′(r) and p′(i).
7.2.5 The iterative scheme
Putting it all together, the combination of the updating rules (eqn 7.1) for records
and 7.3 for unsuccessful surveys gives the iterative scheme:
P (Xt+1) =
p(ci) + [1− p(ci)]P (Xt), when t is a record year[1− p(r)p(i)]P (Xt), when t is an unsuccessful survey year.
(7.5)
with given values for p(ci), p(r) and p(i) in year t (as in Fig. 7.1 for example). As
mentioned above, in gap years where we assume passive surveys, the lower equation
in eqn. 7.5 should be used with inputs , p(r) and p(i) replaced by their primed
counterparts.
94 (July 4, 2019)
SECTION 7.2: INFERRING EXTINCTIONS II: A PRACTICAL, ITERATIVE MODEL
BASED ON RECORDS AND SURVEYS
Eqn. 7.5 provides a simple iterative scheme to determine P (Xt) in any year (t)
of a record period given an “initial” P (X0) at the start of the record period. We
stress again that while the iterative eqn. 7.5 themselves are conditional on whether
the year t is a record year or an unsuccessful survey year, the probabilities P (Xt+1)
are not Bayesian posteriors. The P (Xt+1) derived from eqn. 7.5 of course depends
parametrically on the inputs , p(ci), p(r) and p(i) in all years preceding year t+ 1
through the iteration process. They should not, however, be interpreted as condi-
tional probabilities as defined by Feller (1958) for example.
In many, if not most instances, data to parameterize the model will be unavail-
able. Expert judgement will be required to provide best estimates, together with
bounds that reflect the uncertainty surrounding each estimate. Even when data are
available, they will be inexact and incomplete. We outline approaches to the esti-
mation of model parameters and their uncertainties under ‘Implementation’ below,
and describe how they may be used to enhance decision making.
Here we derive the iterative rule eqn. 7.1 for “records”. Similar arguments apply
to eqn. 7.3 for unsuccessful surveys. However, readers who might not be interested
in studying the formal mathematical details behind the derivation of the model may
skip this section without loss of continuity. Firstly, we need a precise mathematical
definition of p(ci), the probability of correct identification of a particular taxon (G),
as described in the text. Thus, when we have a recording (r) of a taxon (G′) that
is identified as G(iG), denoted by the event rG′iG, p(ci) can be expressed as the
conditional probability.
p(ci) = Prob{G′ = G|rG′iG} (7.6)
Similarly, the complementary (conditional) probability that the taxon is not
correctly identified, c¯i given the event rG′iG can be expressed as:
p(ci) = Prob{G′ 6= G|rG′iG} = 1− p(ci) (7.7)
We now define: Xt = the event that the taxon (G) is extant at “time” t i.e., at
the beginning of year t.
ci(c¯i)= the event that the taxon was (was not) correctly identified in year t.
P (Xt) = the probability that the taxon G is extant at the beginning of year t.
From the definition of conditional probability we have:
P (ci|Xt+1))P (Xt+1) = P (Xt+1)|ci)p(ci) (7.8)
and
P (c¯i|Xt+1))P (Xt+1) = P (Xt+1)|c¯i)p(c¯i) (7.9)
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From conservation of probabilities the sums of the pre-factors (postfactors) in
the lhs (rhs) of Eqs. 7.8 and 7.9 are unity. It then follows on summing Eqs. 7.8 and
7.9 that
P (Xt+1) = P (Xt+1)|ci)p(ci) + P (Xt+1)|c¯i)[1− p(ci)] (7.10)
eqn. 7.10 is an exact mathematical identity. While its derivation above is similar
to conventional derivations of Bayes Rule (McCarthy, 2007), we stress that in our
model the probability P (Xt) is not a Bayesian prior and that the (parametric)
probabilities p(ci) are not conventional Bayesian (likelihood) inputs. To proceed we
impose the conditions:
P (Xt) ≤ P (Xt+1) ≤ 1 for any 0 < p(ci) < 1 (7.11)
i.e., when there is a record of any type in year t, the probability P (Xt+1) that
the taxon is extant in years t + 1 should not be less than P (Xt) . If we assume
that the (limiting) extreme values of p(ci) = 1 and p(ci) = 0 in year t correspond
to the upper and lower limits of P (Xt+1) = 1 and P (Xt+1) = P (Xt) respectively in
eqn. 7.11, it follows from eqn. 7.10 that
P (Xt+1)|ci) = 1 and P (Xt+1)|c¯i) = P (Xt). (7.12)
As a consequence,
P (Xt+1) = p(ci) + P (Xt)[1− p(ci)] (7.13)
which is equivalent to our iterative model eqn. (1).
The first equation in eqn. 7.12 is obvious i.e., if the taxon is correctly identified
in year t it must be extant in year t + 1. The second equation in eqn. 7.12 says
that if the taxon is not correctly identified in year t there is no reason to change
our estimate that the taxon is extant in the fol- lowing year. This is a plausible
assumption. Note in addition that if either or both of the equations in eqn. 7.12
are invalid it is possible to construct scenarios (i.e., choices of p(ci)) where eqn. 7.11
are not satisfied. e.g., if P (Xt+1)|c¯i) < P (Xt) one can always choose a (sufficiently
small) p(ci) such that P (Xt+1) < P (Xt)
7.2.6 Implementation
To implement the iterative scheme eqn. 7.5, we need to take account of underlying
uncertainties in the input parameters. In the present model, these uncertainties are
expressed in terms of bounds on p(ci), , p(r) and p(i), ′, p′(r) and p′(i), as shown
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in Fig. 7.1 for example. We model uncertainty in the input parameters statistically.
We interpret the bounds for each parameter in two ways;
(i) as upper and lower limits for interval arithmetic. These bounds set the
maximum and minimum values of the input parameters.
(ii) the 5th and 95th quantiles of a normal distribution. Thus, the uncertainties
in the input parameters are interpreted as statistical distributions.
These interpretations only approximate what experts may mean by the limits
they provide, and should thus be viewed as only a broad indication of the underlying
uncertainties. This approach provides a platform for combining and propagating
the uncertainties through the chains of calculations in the iterative analysis. We use
Monte Carlo sampling of independent normal distributions to generate a distribution
for P (Xt).
As an illustration, we have shown in Fig. 7.2 the mid-point estimate, and the
two interpretations of the upper and lower bounds for P (Xt) derived from eqn. 7.5
and the Aloatra Grebe data in Fig. 7.1, for each year (t) over the record period from
1929 to 2017.
At the beginning of the record period in 1929 (t = 1) the taxon with p(ci)
in the range 0.95 to 0.99 suggests that the taxon was almost certainly extant in
1928 (t = 0). A reasonable choice for P (X0) would then be some number in the
same range 0.95 to 0.99. We have used this assumption in Fig. 7.2. Notice that
this a priori estimate for P (X0) is independent of the subsequent observation record
(t > 1).
As noted above, in most applications, the data required to parameterise the
models will be unavailable or incomplete. Expert judgements will be required to fill
data gaps. Recently, methods for eliciting relatively reliable expert estimates of eco-
logical parameters have been developed, tested and deployed in a range of practical
settings (O’Hagan et al. 2006; McBride et al. 2012; Martin et al. 2012; Burgman
2015) . These methods rely on a group of experts with diverse backgrounds and ex-
pertise. Usually, the experts are required to make an initial, private judgement, and
after deliberation, make a second private and anonymous estimate. These are com-
bined mathematically to generate group estimates of parameters and their bounds
that are relatively accurate and well calibrated.
7.2.7 Results
Based on the input estimates, the probability that Alaotra Grebe is extant, P (Xt)
derived from eqn. 7.5 is plotted in Fig. 7.2 over the record period as t progresses
through the 81 years from 1929 to 2017. These results express the change in P (Xt)
97 (July 4, 2019)
CHAPTER 7: COMBINING MULTIPLE DATA SOURCES TO MODEL SPECIES
EXTINCTION
Figure 7.2: The estimated probability of being extant P (Xt) given the observation
record 1929 – 2017, plotted as a function of time. The estimate of the probability
changes as data come to hand, as it is collected over the years for the Alaotra Grebe.
The solid line is derived from midpoint estimates of input variables. The boundaries
of the light shaded region are upper and lower bounds on P (Xt) derived from interval
arithmetic applied to the data in Fig. 7.1. The boundaries of the dark shaded region
are 5% and 95% intervals derived from a Monte Carlo projection of the associated
density functions, assuming normality and independence.
as data come to hand over time. The outer bounds shown in Fig. 7.2 for P (Xt)
correspond to the results of interval arithmetic and represent the extreme values
permissible based on the allowed intervals for the inputs. The inner-bounds enclosing
the dark shaded region corresponds to the 5th and 95th quantiles of P (Xt) when
the same bounds are instead treated as the 5th and 95th quantiles of a normal
distribution. We discuss the results further in the Discussion section.
The model can be used to investigate hypothetical scenarios, which can address
questions such as whether one should invest more time searching and if so, how
much, for different hypotheses. As an example of the possibilities, we show how the
inferences for the Alaotra Grebe would change if there had been a record in 2000
instead of the unsuccessful survey (in Fig. 7.1). This is easily achieved by including
p(ci) values for 2000 and removing the p(i) and p(r) values for that year. Keeping
all other inputs in the given ranges (in Fig. 7.1) results in Fig. 7.2.
Finally, to illustrate its behaviour further, the model is initiated from data be-
ginning in 1960 where P (Xt) ≈ 1, in the earlier analysis of the full dataset (Fig. 7.2).
Note that for the recording in 1960, the estimates for p(ci) according to Fig. 7.1, are
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Figure 7.3: The estimated probability of being extant P (Xt) given the observation
record 1929–2017, plotted as function of calendar year, with an additional hypo-
thetical record. As in 7.2, the estimate of the probability changes as data come to
hand, as it is collected over the years for the Alaotra Grebe. The data are the same
as those that generated 7.2, except for the addition of a single hypothetical record.
The boundaries of the light shaded region are upper and lower bounds on P (Xt)
derived from interval arithmetic applied to the data in Fig. 7.1. The boundaries of
the dark shaded region are 5% and 95% intervals derived from a Monte Carlo pro-
jection of the associated density functions, assuming normality and independence.
The probabilities assigned to the hypothetical record are p(ci) = 0.2 − 0.5. The
record occurs in 2000 and the probability of persistence reaches a peak in 2001.
0.95 ¡ 0.99. Fig. 3 shows that the output of the model following 1960 is very similar
to that seen in Fig. 7.2, indicating that the history previous to this almost certain
sighting has little influence on the future predictions.
7.3 Discussion
Several features of the model, which are apparent in Table 1, should be noted. Firstly
it distinguishes between records and unsuccessful surveys. There may be different
kinds of records (specimens, field observations, photographs etc.) over the period
with different ranges of values for p(ci). Thus in Table 1, Alaotra Grebe records
made in years up to the 1960s (specimens) were considered to be much more reli-
able than subsequent records (observations). On the other hand the (unsuccessful)
dedicated survey years between 1986 and 2009 p(i) and p(r) were assigned the same
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Figure 7.4: The probability of being extant P (Xt) given the observation record, now
beginning in 1960 (as opposed to 1929 in Fig. 7.2), plotted as function of calendar
year. As in Figs. 7.2 and 7.3, the solid line is derived from midpoint estimates of
input variables. The boundaries of the light shaded region are upper and lower
bounds on P (Xt) derived from interval arithmetic applied to the data in Fig. 7.1
and the boundaries of the dark shaded region are 5% and 95% intervals derived from
a Monte Carlo projection of the associated density functions, assuming normality
and independence.
range (0.70–0.95). In general, however, one would expect p(i) 6= p(r). In “gap”
years in which there were no records or dedicated surveys, the model assumes that
some low-level passive surveillance in fact occurred, owing to the presence of bird-
watchers and conservationists at known localities. The user can either insert their
own estimates for , p(i) and p(r), in chosen gap years or accept the default values
or ′, p′(i) and p′(r) in all gap years as indicated in Table 1 (with ′ = 0 representing
no passive surveillance). Technical details of these features and related equations
are presented in the Methods section. Our examples above explore the application
of this approach to issues of global extinction. Of course, the analytical approach
could be applied equally to issues of local extinction or extirpation. The analysis
would have to define the domain of application, the areal extent over which the data
should be compiled and interpreted. Otherwise, the application would be entirely
analogous. Assessments in different regions may be related to large scale and histor-
ical patterns of threat. The bounds on inputs for a single year incorporate a range of
different kinds of uncertainties. They may encompass an assessment of combinations
of multiple sightings based on sounds, photographs, visual observations, specimens
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etc., throughout the year. Of course, the analysis could accommodate time rendered
on any interval, from days to decades and could be applied to any taxonomic unit,
including local populations and other management units. Simulated data could be
used to assess the model’s performance and to quantify biases under various assump-
tions. Such approaches have been used to assess the advantages and disadvantages
of other models, including extinction models (Rivadeneira et al. 2009). Such anal-
yses could provide insight into how model results are sensitive to input parameters
and the estimates of their uncertainties. In the results above, we presented a simple
example of how the model can be used to investigate hypothetical scenarios. One of
the primary potential benefits of this is that it will allow users to explore the poten-
tial value of information that may be derived from additional surveys. Those that
make little difference to the estimated probability that a taxon is extinct may not
be worth conducting. Alternative investments in targeted surveys may be assessed,
as may be the potential value of improving the capacity of local people to correctly
identify and record the taxon, enhancing the probability of correct record from pas-
sive surveillance. Such evaluations may include considerations of costs, providing a
means for setting priorities among alternative conservation investments. As noted
above, Keith et al. (2017) estimate the probability that the taxon is extinct globally,
based only on a consideration of all the threats to the taxon and their timing, and the
likely susceptibility of the taxon to those threats (often inferred from close relatives)
and excluding consideration of records or surveys. The analysis we propose here
could be used independently of theirs. The uncertainties in the input parameters
are propagated through the calculations with Monte Carlo simulation and interval
arithmetic. As outlined above, we assumed independent normal distributions for the
Monte Carlo simulations. Other dependency and shape assumptions are possible.
However, the outputs here provide a guide for the nature and magnitude of uncer-
tainties associated with the estimates of extinction probability and provide a robust
envelope within which the true uncertainties lie. This method provides, for the first
time, a relatively complete and pragmatic way of combining evidence of different
kinds into an overall estimate of the probability that a taxon is extinct. One of its
benefits is that it explicitly quantifies the uncertainty associated with this estimate
that derives from the underlying observational errors. Application of this approach
should help to avoid accusations that agencies ‘cry wolf’ when presumed extinct
taxa are then rediscovered, or that extinction rates are under-estimated when taxa
listed as threatened are eventually shown to have been long extinct. It may also
help to avoid the ‘Romeo error’ whereby conservationists may give up on a taxon
too early, thereby missing opportunities to avoid extinction (Collar 1998). In many
circumstances, targeted surveys are difficult or expensive to conduct. Management
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agencies, conservation organisations and funders have to make decisions about the
allocation of scarce resources, often without a means to quantify the potential value
of the information that the survey may produce. In some circumstances, planned
surveys may fail to detect the species of interest even if conducted by skilled profes-
sionals. The tool provided here can provide decision makers with a means to explore
the contribution to extinction risk assessments that may be gained by surveys of dif-
ferent kinds and with different coverage of the taxon’s habitat, potentially leading
to more efficient use of scarce conservation resources.
102 (July 4, 2019)
CHAPTER 8
Conclusion
8.1 Thesis summary
Citizen science is becoming a formidable force in modern ecology, as more and more
data is collected every day. This data can often be accessed through online databases
and is available for ecologists’ use in multiple applications. While massive quantities
of data have been collected, they are of varying quality and of multiple types. This
thesis explored and developed models that utilised different types of data while
taking the data’s limitations into account and, in some cases, combining multiple
types of data to produce more accurate models.
To examine multiples ways of improving species occurrence predictions and pre-
dicting the species’ probability of extinction, this thesis considered four main themes:
(i) methodological development of integrated models for species distribution mod-
elling that simultaneously fit multiple types of data and with imperfect detection
(Chapter 4), (ii) the importance of including spatial correlation in species distri-
bution modelling (Chapter 5), (iii) the effects of imperfect detection on spatially
correlated data (Chapter 6), and (iv) the development of a model and user-friendly
implementation for estimating a species’ probability of extinction based on historic
sighting records (Chapter 7). In this concluding chapter, I will summarise the main
contributions of the previous chapters, discuss potential limitations and suggest av-
enues for future research.
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Part I
8.1.1 Integrated species distribution models:combining
presence-background data and site-occupancy data with
imperfect detection
Inferring probability of species occurrence from presence-background data is a near
impossible task. The effects of imperfect detection in the PB data make it incapable
of estimating the true probability of occupancy (Guillera-Arroita et al. 2014). To
overcome the PB data’s shortcomings, and account for imperfect detection in PB
data, Chapter 4 proposed a model that uses a small set of complementary high-
quality SO data obtained during planned repeated surveys. Combining data in
such a way provides better predictions without significantly increasing the model
fitting time. By using an integrated model explicitly designed to use both types of
data, we benefit from the vast area usually covered by the PB data records and,
simultaneously, harness the power of the site occupancy data that allows direct
estimation of the detection error in repeated surveys. In practice, this methodology
makes it possible to obtain a powerful model by combining a large PB data sample
with a small, high quality SO data sample. This approach was used for modelling a
distribution of yellow-bellied glider (Petaurus australis) in southeastern Australia.
8.1.2 Incorporating spatial correlation into species distribution
models
Chapter 5 examined how different modelling approaches dealt with spatially corre-
lated data, which often appears in species occurrence data. Intrinsic ecological pro-
cesses (e.g. intra- and inter-specific species interactions) that tend to generate cor-
relation are often present, regardless of the data collection method (Lahoz-Monfort
et al. 2014).
Incorporating spatial correlation into the mathematical model of the species
occurrence can potentially improve the model prediction when the effect of spatial
correlation is strong enough. Chapter 5 explored the possibility of using an LGCP
for modelling spatially correlated data and compares its performance to IPP, which
is commonly used for modelling PB data. Spatial correlation is extremely sensitive
to the scale on which the data was collected. If the scale is too coarse, the spatial
correlation effects can become indistinguishable to the model, creating the illusion of
spatial independence (Illian et al. 2008). The simulations in the Chapter 5 confirmed
this, showing that when the spatial correlation is small, the spatially independent
IPP model performs just as well as a more sophisticated LGCP. Another known
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problem in analysing spatially correlated data is ‘marginal effects’ — since the ex-
pected value of the individuals in each cell depends on the number of individuals in
all the surrounding cells, the model might struggle to predict values for the points
close to the edges of the testing areas. In the simulations, we disregarded these
points and defined our testing areas as only the values inside the testing areas, dis-
regarding the buffer — a set of points on the edges that might be affected by the
marginal effects.
Another issue arising from modelling spatial correlation is that the ability to
extrapolate the modelling predictions connects strongly to the form of the covariance
function assumed during modelling (Rasmussen and Williams 2006). This restriction
is significant when the spatial correlation’s structure differs between the training
and testing areas. In real world applications, it is always impossible to know the
precise correlation structure in advance. This means that the selection of testing and
training areas is important because if they are chosen incorrectly, the predictions
become unreliable. Nevertheless, even with all the complications that arise from
not simplifying the data by assuming spatial correlation, we believe that using the
LGCP model is justified by the improvement in the prediction and model.
8.1.3 Moving towards an integrated model with spatial correlation
Chapter 6 presented the first step towards developing an integrated model that com-
bines multiple data sources and accounts for the spatial correlation in the species
detection data. It demonstrated the effects of imperfect detection on spatially cor-
related PB data and outlined theoretical difficulties associated with it. The chapter
then showed the simulation results that confirmed the theoretical issues with the
method. Additionally, the chapter outlined a way to overcome the effects of imper-
fect detection in PB data by combining the data with a PA or SO data sample.
Part II
8.1.4 Combining multiple data sources to model species extinction
Chapter 7 proposed a model for inferring species extinction that accounts for differ-
ent types of records available for modelling and incorporates a ‘reliability’ measure
elicited from experts.
In some circumstances, planned surveys may fail to detect the species of interest
even if conducted by skilled professionals. The method developed in Chapter 7
allows researchers to estimate the probability of a species being locally or globally
extinct in the area of interest. Knowing this probability in advance can help better
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allocate survey effort, especially when the resources are limited and surveys need
to be prioritised. The chapter’s proposed model provides a framework to combine
diverse kinds of evidence collected at different times using various methods, while
explicitly accounting for these differences.
There may be different kinds of records over the observational period (e.g. spec-
imens, field observations, photographs, etc.). While all the data are important and
should be used for modelling, they cannot be treated as equal because some records
are more prone to incorrect identifications than others. The model proposed in
Chapter 7 accounts for these differences, allowing the user to assign a probability
of correct identification for each record. In addition, the model incorporates data
collected during surveys of the area in which the species has not been found. It
acknowledges that these surveys only cover some portions of the habitat and have a
chance of missing a species even when it is present or of misidentifying the species.
The model also acknowledges the power of the modern citizen science data collec-
tion and assumes that even in years when no planned surveys were conducted to
detect the species, some search efforts called ‘passive surveys’ exist. These surveys’
precision and the percentage of the habitat they cover should be determined by an
expert and depend on the public interest in the species, as well as on how easy it is
to spot and identify. For example, a colourful parrot in an area when parrots are
not common is more likely to be reported than a bird whose colours camouflage it
into its surrounding.
The chapter also illustrated how this model can simulate various scenarios for
investigating the effects of potential changes in the observation records. Such sim-
ulations can be useful in the decision-making process regarding the allocation of
resources for future surveys; those that make little difference to the species’ esti-
mated probability of extinction can be deprioritised. Alternatively, surveys whose
results make a significant difference in the probability of a taxon’s extinction might
be prioritised and expanded. This tool can provide decision makers with a means to
explore the contribution of diverse surveys with different coverage on the extinction
risk of the species, leading to better use of potentially scarce conservation resources.
8.2 Future work
The research presented in this thesis addressed some of the many challenges in
species distribution modelling. Further improvement of the current model and solu-
tion techniques used in this thesis could be explored in future work. In this section,
I outline further research possibilities in this field.
Continuing the work in Chapter 5, other ways of incorporating spatial correla-
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tion using Cox processes should be investigated and compared to current models.
Different forms of covariance functions should be considered and tested with dif-
ferent correlation patterns. Clear guidelines should be developed to decide which
model to choose based on the project objectives and the type of occurrence data
available. Computational solutions that can automatically adjust the shape of the
covariance function based on the data should be created.
Additionally, methods that account for spatial correlation in various scales at
the same time should be developed. Furthermore, other spatial processes, such as
the Matern cluster process, Thomas cluster process and Gibbs process, should be
researched for modelling spatially correlated spatial data. Future research should
also extend the methodology developed in this thesis to model multiple species
simultaneously. Applying spatial correlation modelling approaches to joint species
distribution models can lead to complications that will need to be addressed in the
future.
On a more theoretical level, it would be beneficial to create an integrated model
that can account for the effects of spatial correlation in the occurrence data. The
integrated approach from chapter 4 should be developed for the spatially correlated
model, creating an ideal SDM model. Future research will require choosing an
appropriate model for planned surveys and developing the software capable of fitting
the integrated model. Combining the Cox model with SO data can lead to a powerful
model that may overcome many limitations of current SDMs.
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A Full list of the environmental layers
The list of environmental covariates considered for modelling in the Chapter 4.
• Altitude in metres ASL Shuttle Radar Topography Mission (SRTM)
• Mean Evaporation January developed with ANUCLIM (Houlder et al 2000)
applied to Shuttle Radar
• Topography Mission (SRTM) Digital Elevation Model.
• Mean Rainfall January developed with ANUCLIM (Houlder et al 2000) applied
to Shuttle Radar Topography
• Mission (SRTM) Digital Elevation Model.
• Radiometric Data – Radioelement count of Potassium. Sourced from Various
Federal and State Agencies.
• Radiometric Data – Radioelement count of Thorium. Sourced from various
Federal and State Agencies.
• Mean maximum temperature January developed with ANUCLIM (Houlder
et al 2000) applied to Shuttle Radar Topography Mission (SRTM) Digital
Elevation Model.
• Mean minimum temperature July developed with ANUCLIM (Houlder et al
2000) applied to Shuttle Radar Topography Mission (SRTM) Digital Elevation
Model.
• Mean Raindays January developed with ANUCLIM (Houlder et al 2000) ap-
plied to Shuttle Radar Topography Mission (SRTM) Digital Elevation Model.
• Mean Raindays July developed with ANUCLIM (Houlder et al 2000) applied
to Shuttle Radar Topography Mission (SRTM) Digital Elevation Model.
• Mean Rainfall January developed with ANUCLIM (Houlder et al 2000) applied
toShuttle Radar Topography Mission (SRTM) Digital Elevation Model.
• Mean Rainfall July developed with ANUCLIM (Houlder et al 2000) applied
to Shuttle Radar Topography Mission (SRTM) Digital Elevation Model.
• Reflects relatively high daytime heating associated with north-westerly aspects
in temperate southerly latitudes. Implemented on Shuttle Radar Topography
Mission (SRTM) Digital Elevation (see Boehner and Conrad 2008) Actual
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calculation - implimented in SAGA GIS 1. Diurnal anisotrophic heating effec-
tively hillshading with sun at 315 degrees multiplied by Terrain Ruggedness
Index.
• Log transformed vertical distance above mapped water features - wetlands and
waterbodies (Conrad 2002). Implemented on 30 m Shuttle Radar Topography
Mission (SRTM) Digital Elevation Model.
• Log transformed vertical distance above mapped saline lakes and the ocean
(Conrad 2002). Implemented on Shuttle Radar Topography Mission (SRTM)
Digital Elevation Model.
• Relative potential incoming solar radiation (PISR). = PISR Winter solstice +
PISR Summer solstice + PISR equinox (for methods see Boehner and Antoic
2009) Wetness Index a compound terrain attribute (sensu Bevan and Kirby
1979) implemented using the Shuttle Radar Topography Mission (SRTM) Dig-
ital Elevation Model and TOPOCROP Version 2.1 (Schmidt 2002)
• Index reflecting topographic heterogeneity. Transformation of Shuttle Radar
Topography Mission (SRTM) Digital Elevation Model (see Riley et al. 1999).
• Index reflecting relative topographic position. Transformation of Shuttle Radar
Topography Mission (SRTM) Digital Elevation Model (see Weiss 2001).
• Vertical distance major rivers - cells within defined major river channels com-
prise a continuous height datum across the relevant upslope catchment ( see
Conrad 2002). Implemented on Shuttle Radar Topography Mission (SRTM)
Digital Elevation Model and log transformed.
• Vertical distance to all mapped watercourses - cells within mapped water-
courses comprise a continuous height datum across the relevant upslope catch-
ment ( see Conrad 2002). Implemented on Shuttle Radar Topography Mission
(SRTM) Digital Elevation Model and log transformed.
• Essentially what proportion of the sky (as a hemisphere) can be seen from any
location (see Boehner and Antonic 2009). Transformation of Shuttle Radar
Topography Mission (SRTM) Digital Elevation Model.
• Topographic Wetness Index a compound terrain attribute (sensu Bevan and
Kirby 1979) implemented using the Shuttle Radar Topography Mission (SRTM)
Digital Elevation Model and TOPOCROP Version 2.1 (Schmidt 2002)
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• SAGA wetness index a ”wetness index” based on modified catchment area see
Boehner et. al. (2002)
• Morphometric Protection Index analyses the immediate surrounding of each
cell up to an given distance and evaluates how the relief ”protects” it from
erosion (see Yokayama 2002) implemented using the Shuttle
• Radar Topography Mission (SRTM) Digital Elevation Model
• Extent of 2009 Murrundindi and Kilmore fires across the Victorioan Central
Highlands
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B Supplementary Information for chapter 4
B.1 Exploring other scenarios
Restricted area exploration
We explored the impact of restricting the area from which the presence absence (PA)
data was sampled. Here we present results for using additional areas for restricting
the SO data. Figs. .1 to .3 support the statement above and show the same results
as above but with changing the spatial location of the restricted area (keeping the
size constant) to 3 additional areas. The areas were selected to explore different
effects of different ranges of covariates in the restricted areas of the SO surveys
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Figure .1: Top row: Spatial distribution of covariates x(s) and w(s) used in sim-
ulations as colour coded according to the coloured bar inset. The framed boxes
represent the area that was surveyed in the “Small SO survey area” scenario. Bot-
tom row: Operating characteristics of maximum-likelihood estimators of the model
parameters β0 and β1 when SO data is collected from a restricted study area pictured
in the top row. Corresponding boxplots for 200 SO sites.
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Figure .2: Top row: Spatial distribution of covariates x(s) and w(s) used in sim-
ulations as colour coded according to the coloured bar inset. The framed boxes
represent the area that was surveyed in the “Small SO survey area” scenario. Bot-
tom row: Operating characteristics of maximum-likelihood estimators of the model
parameters β0 and β1 when SO data is collected from a restricted study area pictured
in the top row. Corresponding boxplots for 200 SO sites.
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Figure .3: Top row: spatial distribution of covariates x(s) and w(s) used in sim-
ulations as colour coded according to the coloured bar inset. The framed boxes
represent the area that was surveyed in the “Small SO survey area” scenario. Bot-
tom row: Operating characteristics of maximum-likelihood estimators of the model
parameters β0 and β1 when SO data is collected from a restricted study area pictured
in the top row. Corresponding boxplots for 200 SO sites.
Reduced number of repeated surveys
In real life conducting multiple surveys can be expensive and time consuming. As
a results researcher sometimes have to settle for data collected in just two repeated
surveys. Fig. .4 shows that while the standard deviation of β¯0 of Integrated SDM is
slightly inferior to the SO model (a), its estimation of the β¯1 is far more accurate
than that of SO model (b). Overall the reduction in the number of repeated surveys
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does not have significant effects on the Integrated SDM.
Figure .4: Operating characteristics of maximum-likelihood estimators of the model
parameters β0 and β1 when SO data is collected during two repeated surveys. Cor-
responding boxplots for 200 SO sites.
B.2 Correlated covariates
The results of our analysis showed that correlation of the covariates is less important
to the performance of the Integrated model than the number of SO sample sites in
the dataset. This is shown in Fig. .5), where estimates of the coefficients β0 and
β1 are given for the PB and Integrated models with different levels of correlation
between covariates x(s) and w(s). The number of SO sites used to fit Integrated
model, in addition to PB data is 50 for the top row, 100 for the middle row and 200
in the bottom row.
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Figure .5: Operating characteristics of maximum-likelihood estimators of the model
parameters β0 and β1 under differing amounts of correlation between the covariates.
Symbols indicate that estimates were obtained by fitting the model solely with
PB data (triangles), or by fitting the Integrated Model with additional SO data
(squares) collected at varying number of sites with varying levels of correlation
between covariates x(s) and w(s). The shaded and dashed areas corresponds to
the 95% confidence interval (two standard deviations) in the estimates of PB and
Integrated Model respectively. The average number of detected PB presences at
different levels of correlation are 3400, 2570, 2464, 2424 and 2377
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B.3 Simulation of spatial covariates x(s) and w(s)
For the purpose of exploring the model on simulated data two spatial covariates
were simulated as in (Dorazio 2014). The code for simulating covariates is provided
in file sim-data.r.
The study area is assumed to be a square divided into 10000 quadrature points.
For each of those points, covariates x and w were simulated as a random variables
with set distribution (Fig. .6). Following the method used in (Dorazio 2014), co-
variate x was simulated as a probability density of a sum of two multivariate normal
distributions: x ∼ N (µ1,Σ1)+N (µ2,Σ2), where µ1 = (0.5,−0.2), µ2 = (−0.7, 0.6),
Σ1 =
(
0.25 0.25
0.25 1
)
and Σ2 =
(
1 −0.20
−0.20 0.25
)
Covariate w was simulated as an probability density of a multivariate normal
distribution w ∼ N (µ,Σ), with mean equal to µ = (−0.5, 0.3) and covariance
matrix Σ =
(
0.25 0.05
0.05 1
)
.
Figure .6: Spatial distribution of covariates x(s) and w(s) used in simulations as
colour coded according to the coloured bar inset.
B.4 Simulation of correlated covariates
To simulate the correlated covariates with fixed correlation coefficient r (r < 1), the
original covariate x(s) was transformed into a correlated covariate w(s) using third
covariate y(s). The covariate y(s) is simulated as a random variable without any
correlation to the original variable x. The variable of interest is then calculated as:
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w =
r√
(1− r2)x+ y (1)
Both covariates x and y should be standardised with mean zero and variance
one. Usually covariate y is simulated as a completely random variable, but in that
case the resulting correlated variable is noisy, which makes numerical approximation
of the integral problematic. Therefore covariate y was simulated as a cdf function
of bivariate normal distribution (Fig. .7). The covariate is simulated on the same
grid as the original covariate x and over the whole study area.
Figure .7: Environmental covariate x(s) and dummy covariate y(s) that is used for
simulating w(s) with a precise correlation coefficient r
As the result of this particular simulation variables x(s) and y(s) are correlated
with some coefficient ry. Therefore, to generate covariate w(s) we use following
formula:
w(s) =
 r√
(1− r2) −
ry√
(1− r2y)
x(s) + y(s) (2)
Using this approach in our simulations, we generate covariates w(s) for values
r of 0.8, 0.9, 0.95 and 1.0 as shown in Fig. .8.
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Figure .8: Covariates w(s) for different values of correlation coefficient r.
B.5 An application of the Integrated Model.
Figure .9: Map of spatial distribution of PB locations and sites in SO dataset.
Figure .10: Map of spatial distribution of PB locations and sites in SO dataset
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Fig. .9 shows spatial locations of the SO and PB data used for modelling the Yellow
Bellied Glider. All locations are within Victoria, Australia.
Figure .11: The resulting SDMs from fitting to the Yellow-bellied glider data in
Victoria, Australia. The maps show estimates of the density for the SO model over
the whole study area (top panel) and over the area where SO survey was conducted
(bottom panel).
Since the SO data is collected over a small proportion of the study area, the
range of the covariates it covers is very small. Therefore, when using this model to
predict the expected occupancy rate over the whole study area, we are extrapolating
well beyond the geographical and environmental space which results in predicted
rates in some areas (Fig. .11 (top panel)). To be consistent, predictions from the
SO model alone, should only be made for the areas where covariates are within the
range of the training data covariates(Fig. .11 (bottom panel)).
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Figure .12: Maps of the difference between the PB and Integrated SDMs, from
fitting the models to the Yellow-bellied glider data in Victoria, Australia. See Fig.
5 in the manuscript.
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C Source code for chapter 4
All analysis was undertaken using the software R. Scripts are provided with the
paper to generate the simulated data and fit the SDM models
• PBSO-function.r - Fitting PB, SO and Integrated models to the data. The
data required for the file is stored in the file data.rda and include:
– s.occupancy - raster with background covariates that affect occupancy
– s.detection - raster with background covariates that affect detection
– pb.occupancy - matrix with covariates that affect occupancy in the loca-
tions of detected presences of the opportunistic survey
– pb.detection - matrix with covariates that affect detection in the locations
of detected presences of the opportunistic survey
– y.pa - matrix of detection/non detection of the SO surveys
– so.occupancy - matrix with covariates that affect occupancy in the loca-
tions of SO survey sites
– so.detection - matrix with covariates that affect detection in the locations
of SO survey sites in each survey
• sim-data.r - Script to generate the simulated data. Simulates the covariates
x and w, and the PB and SO datasets. All the data is saved in a file called
data.rda
• functions.r - Utility and likelihood functions required for POPA-function.r
To run the analysis, download the files: PBSO-function.r, data.rda, sim-data.r
and functions.r. Place them all in the same directory and source the file “PBSO-
function.r”
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D Calculating a stochastic part of the LGCP using
Cholesky decomposition
D.1 R code for simulating spatially correlated random variable
# calculate a deterministic part of the LGCP
mu0 = X_sim %*% par$beta
# Calculate a stochastic part of the LGCP:
# a Normally distributed covariate xi with a mean zero
# and a covariance matrix C
# create a distance matrix
dis = fields::rdist(s.loc, s.loc)
# 1. calculate a covariance matrix
C = covariance_function(dis, par$sigma, loop)
# 2. determine Cholesky decomposition matrix matrix L
L = Chol(C)
# 3. generate a0
a0 = rnorm(n, 0, 1)
# 4. generate xi
xi = L %*% a0
D.2 Ensuring C is positive definite
mu0 = X_sim %*% par$beta
# dis=fields::rdist(x, x)
dis = fields::rdist(s.loc,s.loc)
C = k(dis, par$sigma, loop)
a0 = rnorm(n,0, 1)
epsilon = 0.0001
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L1 = Chol(C + diag(dim(C)[1])*epsilon)
xi = L1 %*%a0 ##generate if the covariance matrix is a GP
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E Simulating covariates with various degree of spatial
autocorrelation using Principal Coordinates analysis
of Neighbourhood Matrix (PCNM)
# Using Principal Coordinates analysis of Neighbourhood Matrix (PCNM)
↪→ to generate the spatially correlated covariate
library(raster)
library(rgdal)
library(vegan)
library(colorRamps)
library(emdbook)
# Set up raster extent and resolution
coor_min = -10
coor_max = 110
npixels.x = 120
npixels.y = 120
s.xmin = coor_min
s.xmax = coor_max
s.ymin = coor_min
s.ymax = coor_max
s = raster( ncol = npixels.x, nrow = npixels.y, xmn = s.xmin, xmx = s
↪→ .xmax, ymn = s.ymin, ymx = s.ymax)
s.loc = xyFromCell(s, 1:ncell(s))
#compute distance matrix between all the points of the raster
dis = dist(s.loc)
# compute Principal Coordinates of Neighbourhood Matrix (PCNM)
pcnm.axes = pcnm(dis)$vectors # this can take a few minutes
# adjust coefficents to get a covariate
values(s) = pcnm.axes[, 8] * 198 + rnorm(pixels * pixels, 0, 1)
#calculate Moran’s I
ms = Moran(s)
names(s) = paste("mi_",round(ms, 3))
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#smooth the covariate s1
s1 = focal(s, w=matrix(1, 5, 5), mean)
names(s) = "cov1"
ms1 = Moran(s1)
names(s1) = paste("mi_",round(ms1, 3))
plot(s1, main = paste("Moran’s I =",round(ms1, 3)))
# repeat changing the coefficients
s2 = raster(s)
values(s2) = pcnm.axes[, 8] * 10006 + rnorm(pixels * pixels, 1, 5)
ms2 = Moran(s2)
names(s2) = paste("mi_",round(ms2, 3))
plot(s2, main = paste("Moran’s I =",round(ms2, 3)))
s3 = focal(s2, w=matrix(1, 5, 5), mean)
ms3 = Moran(s3)
names(s3) = paste("mi_",round(ms3, 3))
plot(s3, main = paste("Moran’s I =",round(ms3, 3)))
s4 = raster(s)
values(s4) = pcnm.axes[, 8] * 20 + rnorm(pixels * pixels, 0, 1)
ms4 = Moran(s4)
names(s4) = paste("mi_",round(ms4, 3))
plot(s4, main = paste("Moran’s I =",round(ms4, 3)))
s5 = focal(s4, w=matrix(1, 5, 5), mean)
ms5 = Moran(s5)
names(s5) = paste("mi_",round(ms5, 3))
plot(s5, main = paste("Moran’s I =",round(ms5, 3)))
undetected = addLayer(s, s1, s3, s4, s5)
plot(undetected)
# save all the rasters
for (i in 1:length(undetected)) {
writeRaster(undetected[[i]], names(undetected[[i]]), format=’
↪→ GTiff’)
}
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Figure .13: Spatial distribution of the spatially correlated covariates simulated using
PCNM
Moran’s I is defined as
I =
N
W
∑
i
∑
j wij(xi − x¯)(xj − x¯)∑
i(xi − x¯)2
(3)
where N is the number of spatial units indexed byi and j; x is the variable of
interest; x¯ is the mean of x x; wij is a matrix of spatial weights with zeroes on the
diagonal (i.e., wii = 0); and W is the sum of all wij .
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F Source code for chapter 7
Implementation of a model to estimate extinction probability from threats, records
and surveys Colin J. Thompson, Vira Koshkina, Mark A. Burgman, Stuart H. M.
Butchart and Lewi Stone
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