Abstract. Even with impressive advances in formal methods over the last few decades, some problems in automatic verification remain challenging. Central amongst these is the verification of quantitative properties of software such as execution time or energy usage. This paper discusses the main challenges for quantitative analysis of software in cyber-physical systems. It also presents a new approach to this problem based on the combination of inductive inference with deductive reasoning. The approach has been implemented for timing analysis in a system called GAMETIME.
Introduction
Cyber-physical systems tightly integrate computation with the physical world. Consequently, the behavior of software controllers of such systems has a major effect on physical properties of such systems. These properties are quantitative, encoding specifications on physical quantities such as time, energy, position, and acceleration. The verification of such quantitative properties of cyber-physical software systems requires modeling not only the software program but also the relevant aspects of the program's environment. In contrast with traditional "Boolean" verification of software, environment models must be more precise -for example, one cannot liberally employ non-determinism in modeling the environment, and one cannot abstract away the hardware or the network. This challenge of accurate modeling is one of the major reasons why the progress on quantitative software verification has lagged behind that on Boolean software verification.
Consider, for example, the area of timing analysis of software. Several kinds of timing analysis problems arise in practice. First, for hard real-time systems, a classic problem is to estimate the worst-case execution time (WCET) of a terminating software task. Such an estimate is relevant for verifying if deadlines or timing constraints are met as well as for use in scheduling strategies. Second, for soft real-time systems, it can be useful to estimate the distribution of execution times exhibitable by a task. Third, it can be very useful to find a test case on which the program exhibits anomalous timing behavior; e.g., a test case causing a task to miss its deadline. Finally, in "software-in-the-loop" simulation, the software implementation of a controller is simulated along with a model of the continuous plant it controls, with the simulations connected using execution time estimates. For scalability, such simulation must be performed on a workstation, not on the target embedded platform. Consequently, during the workstation-based simulation, it is necessary to predict the timing of the program along a particular execution path on the target platform. All of these problems are instances of predicting a particular execution time property of a terminating software task.
In particular, the problem of WCET estimation has been the subject of significant research efforts over the last 20 years (e.g. [3, 4] ). Significant progress has been made on this problem, especially in the computation of bounds on loops in tasks, in modeling the dependencies amongst program fragments using (linear) constraints, and modeling some aspects of processor behavior. However, as pointed out in recent papers (e.g., Lee [2] ), it is becoming increasingly difficult to precisely model the complexities of the underlying hardware platform (e.g., out-of-order processors with deep pipelines, branch prediction, multi-level caches, parallelism) as well as the software environment. This results in timing estimates that are either too pessimistic (due to conservative platform modeling) or too optimistic (due to unmodeled features of the platform). Due to the difficulty of platform modeling, industry practice typically involves making random, unguided measurements to obtain timing estimates, but these provide no guarantees.
In Section 2, we elaborate on the challenge of environment modeling. Techniques for automatically inferring an adequate environment model are required to address this challenge. In Section 3, we present the first steps towards such solution, implemented in the timing analysis tool GAMETIME. We conclude in Section 4 with directions for future research.
Challenge: Environment Modeling
We discuss the challenge of environment modeling using timing analysis as an example. The complexity of the timing analysis arises from two dimensions of the problem: the path dimension, where one must find the worst-case computation path for the task, and the state dimension, where one must find the right (starting) environment state to run the task from. Moreover, these two dimensions interact closely; for example, the choice of path can affect the impact of the starting environment state.
Consider the toy C program in Fig. 1(a) . It contains a loop, which executes at most once. Thus, the control-flow graph (CFG) of the program can be unrolled into a directed acyclic graph (DAG), as shown in Fig. 1(b) . Suppose we execute this program on a simple processor with an inorder pipeline and a data cache. Consider executing this program from the state where the cache is empty. The final statement of the program, * x += 2, contains a load, a store, and an arithmetic operation. If the left-hand path is taken, the load will suffer a cache miss; however, if the right-hand path is taken, there is a cache hit. The difference in timing between a cache hit and a miss can be an order of magnitude. Thus, the time taken by this statement depends on the program path taken. However, if the program were executed from a state with the data in the cache, there will be a cache hit even if the left-hand path is taken.
Thus, even with this toy program and a simple processor, one can observe that a timing analysis tool must explore the space of all possible program paths -a potentially exponentially large search space. If the starting environment state is known, a compositional timing tool that seeks to predict path timing by measuring timing of basic blocks must (i) model the platform precisely to predict timing at basic block boundaries, and (ii) search an exponentially-large environment state space at these boundaries. If the starting environment state is unknown, the problem is even harder.
Current state-of-the-art tools for timing analysis rely heavily on manually-constructed abstract timing models to achieve the right balance of precision and scalability. Manual modeling can be extremely tedious and error-prone, requiring several man-months of effort to design a timing model correctly even for a simple microcontroller. The challenge of keeping up with today's advances in microarchitecture are really daunting.
3 Automatic Model Inference: The GAMETIME Approach Automatic inductive inference of models offers a way to mitigate the challenge of environment modeling. In this approach, a program-specific timing model of the platform is inferred from carefully chosen observations of the program's timing. The program-specificity is an important difference from traditional approaches, which seek to manually construct a timing model that works for all programs one might run on the platform. The latter is a very hard problem and perhaps not one we need to necessarily solve! An accurate model for the programs of interest should suffice.
This approach has been implemented for timing analysis in a toolkit called GAMETIME [7, 6, 5] . In GAMETIME, the platform is viewed as an adversary that controls the choice and evolution of the environment state, while the tool has control of the program path space. Fig. 2 . GAMETIME overview
The analysis problem is then a game between the tool and the platform. In contrast with most existing tools for timing analysis (see, e.g., [4] ), GAMETIME can predict not only extreme-case behavior, but also certain execution time statistics (e.g., the distribution) as well as a program's timing along particular execution paths. Additionally, it only requires one to run end-to-end measurements on the target platform, making it easy to port to new platforms. The GAMETIME approach, along with an exposition of theoretical and experimental results, including comparisons with other methods, is described in existing papers [7, 6, 5] . We provide only a brief overview of the approach taken by GAMETIME here. Figure 2 depicts the operation of GAMETIME. As shown in the top-left corner, the process begins with the generation of the control-flow graph (CFG) corresponding to the program, where all loops have been unrolled to a maximum iteration bound, and all function calls have been inlined into the top-level function. The CFG is assumed to have a single source node (entry point) and a single sink node (exit point); if not, dummy source and sink nodes are added. The next step is a critical one, where a subset of program paths, called basis paths are extracted. These basis paths are those that form a basis for the set of all paths, in the standard linear algebra sense of a basis. A satisfiability modulo theories (SMT) solver -a deductive engine -is invoked to ensure that the generated basis paths are feasible. For each feasible basis path generated, the SMT solver generates a test case that drives program execution down that path. Thus a set of feasible basis paths is generated that spans the entire space of feasible program paths, along with the corresponding test cases.
The program is then compiled for the target platform, and executed on these test cases. In the basic GAMETIME algorithm (described in [7, 6] ), the sequence of tests is randomized, with basis paths being chosen uniformly at random to be executed. The overall execution time of the program is recorded for each test case. From these end-to-end execution time measurements, GAMETIME's learning algorithm generates a weighted graph model that is used to make predictions about timing properties of interest. The predictions hold with high probability under certain assumptions; see the previous papers on GAMETIME [7, 6] for details. Experimental results indicate that in practice GAMETIME can accurately predict not only the worst-case path (and thus WCET) but also the distribution of execution times of a task from various starting environment states.
Looking Ahead
GAMETIME is only a first step and much remains to be done in the area of quantitative verification of software. First, the GAMETIME approach can be further refined to strengthen the theoretical guarantees and improve scalability, e.g., through compositional reasoning. Second, we need to understand what kind of support from platform designers (e.g., [1] ) can make the quantitative verification problem easier. Third, many other quantitative verification problems, such as verifying bounds on energy consumption, remain to be fully explored. Finally, some of the fundamental ideas behind GAMETIME, such as the generation of feasible basis paths and the combination of inductive and deductive reasoning apply more generally beyond the area of cyber-physical systems.
