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Abstract
The identification of coherent structures enhances the understanding of transport
by complex flows such as those found at the ocean surface. The rapidly developing
approach of Lagrangian Coherent Structures (LCSs) is based on the identification of
codimension-1 structures that are locally the strongest repelling material surfaces in
forwards or backwards-time over a given time window. Current theory and methods
regarding LCSs are surveyed, and we present a modified algorithm for their detection,
highlighting the pros and cons of the modified approach. One beneficial aspect of the
modified approach is that it is possible to classify and advect LCSs through the time
window.
We apply the improved detection scheme as well as the classification to a high
quality, validated simulation of ocean surface flow near the Ningaloo reef along the
coast of Western Australia. This region is home to the longest fringing reef in Aus-
tralia, a diverse marine environment, and a growing offshore drilling industry, and
understanding the surface flows will enable better informed decisions to be made in
this environmentally delicate domain. In addition to applying the LCS techniques,
for the first time we account for the impact of surface winds on the LCS field by
creating a hybrid current-wind velocity field.
While the LCS approach is based on rigorous dynamical systems theory, its re-
liance on an accurate velocity field restricts potential ocean applications to simulations
or regions with surface velocity measurements via systems like HF radar stations. An
untapped resource is the data collected from float trajectories. With the goal of
eventual application to these data sets, we develop a coherent structure detection
algorithm utilizing sparse trajectory data. This new approach is based on the ap-
plication of tools from braid theory, which produce a simplified perspective of the
mixing of two-dimensional systems that enables rapid analysis. As a first application,
our braid-based approach is applied to a periodically stirred system.
Thesis Supervisor: Thomas Peacock
Title: Associate Professor
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Chapter 1
Introduction
On 20 April 2010, an explosion 40 miles off the coast of Louisiana resulted in eleven
deaths and the sinking of the Deepwater Horizon oil rig. For the next 87 days,
the blown out wellhead proceeded to pump 4.9 million barrels of oil into the Gulf
of Mexico making it the largest accidental oil spill in history. Less than a year
later on 11 March 2011, a magnitude 9.0 earthquake 43 miles to the east of Japan
resulted in a massive tsunami causing wide spread destruction. Large amounts of
debris, some being radioactive, was drawn out into the ocean and drifted as far as the
American West Coast. In the wake of these disasters, efforts were made to predict
and understand the transport of the oil and debris, respectively, in order to formulate
response plans to contain the contaminants. A useful tool for this analysis is coherent
structure detection, which has the ability to analyze large amounts of simulated or
measured velocity data and produce a simplified description of the system's transport
dynamics.
We begin this chapter, and thesis, by presenting a variety of alternative coherent
structure definitions and approaches in section 1.1. Ultimately, we have selected the
definitions and methods of Lagrangian Coherent Structures (LCSs) as one of the
primary focuses of the research, and a brief introduction to the topic is presented
in section 1.2. Particularly relevant or revolutionary applications of LCS theory are
discussed in section 1.3, revealing the state of the art of application and providing
some insight into possible improvements of the theory. Finally, we present an overview
11
(a) (b)
Figure 1-1: (a) Satellite image of Deepwater Horizon oil spill on 17 May 2010
(Image adapted from http://www.space.com/) (b) Tdhoku Tsunami debris island
stretching 60 miles and covering 2.2 million square feet (Image reproduced from
http://www.telegraph.co.uk).
of the thesis, in section 1.4, which will discuss the development of new LCS tools,
their application to an ocean simulation, and the creation and application of a new
type of coherent structure approach based on the topic of braid theory.
1.1 Coherent structures
Coherent structures are reduced order features in a fluid flow (e.g. one-dimensional
material lines in a two-dimensional flow) that provide a decomposition of the system
into dynamically distinct domains. This definition is intentionally left broad because
it encompasses a wide variety of approaches for identifying such features. These
structures have the ability to capture events such as filament formation or large scale
bulk transport, as seen in figures 1-1(a) and (b), respectively. Here we summarize
a number of alternative, established approaches to identifying coherent structures in
fluid flows before introducing the theory of Lagrangian Coherent Structure (LCS),
which is a focus of this thesis. The scope of this survey is limited to approaches that
have been generalized and applied to aperiodic, finite-time flows.
12
1.1.1 Eulerian structures
The Eulerian specification of dynamical systems observes properties such as velocity,
acceleration, or vorticity at particular locations regardless of which fluid element is
present at any instant in time. Eulerian coherent structures attempt to partition the
flow at a given time based on frame dependent scalar fields such as vorticity, kinetic
energy, or strain. Some examples of Eulerian coherent structures identify regions
with phase-correlated vorticity (Hussain, 1986), regions bound by vorticity gradients
(Juckes & McIntyre, 1987), or regions with high vorticity (Benzi et al., 1988),
One approach that seeks to differentiate hyperbolic and elliptic (e.g. vortex)
structures is the Okubo-Weiss criteria (Weiss, 1991). The metric:
Q(x, t) = s2 (X, t) - w2 (x, t), (1.1)
measures the difference between the squared vorticity,
2 = U2 Ou 1 2
(X 1  1X 2
and squared strain:
2 Bu 1  0u2  2 8U2 + u1 2
s = + ) + )- 2Kaxi ax2  dxi 8x2
given the velocity field u = (ui, u 2) and the coordinates x = (XI, x 2 ). Hyperbolic
regions and elliptic regions are designated by subdomains where Q(x, t) > 0 and
Q(x, t) < 0, respectively. The range of validity of the Okubo-Weiss criteria was
tested by Basdevant & Philipovitch (1994), who demonstrate that only very close to
the center of hyperbolic and elliptic regions is the criteria valid.
There are two main drawbacks to Eulerian based coherent structure detection.
Because the structures are based on Eulerian data, they are identified at each time
instance independently. When viewing the time evolution of structures, there is no
inherent relationship between the time dependent system decomposition and the par-
ticular fluid elements separated by a given structure. This does not lend itself to
13
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Figure 1-2: An example system where the qualitative flow and the Okubu-Weiss
criteria changes from elliptic to hyperbolic when viewed from a rotating frame.
analyzlig the transport of particular fluid over a time window, which is an objective
of this thesis. The second concern is that these structures are not frame invariant.
Because the Eulerian coherent structures rety on frame dependent quantities, chang-
ing the frame of reference can fundamentally change the decomposition of a system.
An example of this is presented in figure 1-2, where an elliptic type flow ilk a station-
ary frame becomes a hyperbolic flow when viewed from a rotating frame of reference.
This qualitative change is manifested by the change in Okubu-Weiss value from being
negative to positive. Since the shape of material structures is not dependent on the
frame of reference from whiich they are observed, it is imperative that this should also
be the case for the coherent structures identified in fluid flows.
1.1.2 Mesohyperbolic and mesoelipitic structures
Differentiation between elliptic and hyperbolic type flow features was extended by
Mezi6 et al. (2010). As opposed to analyzing the instantaneous velocity field, the au-
thors calculate the so-called average Lagrangian velocity. u*. from which they identify
regions that on average demonstrate elliptic or hyperbolic behavior. This field requires
the calculation of trajectories by solving the ODE:
d: = U(X, t) (1.2)
14
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(a) (b)
Figure 1-3: Lagrangian flow field around points where (a) detVu* < 0 and (b)
detVu* > 4/T 2 . Select trajectories (green), strongest repelling line (red), and
strongest attracting line (blue) are presented to highlight the flow features.
with initial condition xo at time to for the time window t = [to to + T]. The average
Lagrangian velocity is defined as:
u* (xO) = x(toT)-xo (1.3)
T
which corresponds to the displacement of a given point divided by the length of the
time window. At each point the Jacobian of the average Lagrangian velocity field is
calculated, Vu*, and its determinant is the metric used by the criteria.
The criteria proposed by Mezi6 et al. (2010) decipher between mesohyperbolic
and mesoelliptic regions, which are sets of Lagranian points that experience local
hyperbolic or elliptic type deformation during advection. A Lagrangian point labeled
as mesohyperbolic satisfies the condition detVu* < 0 or detVu* > 4/T 2, which
correspond to local average Lagrangian flow fields of the types presented in figures 1-
3(a) and (b), respectively. Mesoelliptic regions contain points where 0 <detVu* <
4/T 2 representing rotation dominated local flows. While there is no time-dependence
in classification, this approach still relies on the frame dependent measure of the
gradient of the average Lagrangian velocity, and thus is not frame invariant.
15
1.1.3 Ergodicity and complexity measures
While Mezi6 et al. (2010) was concerned only with final trajectory displacement,
the complexity measures developed by Scott et al. (2009) and Rypina et al. (2010)
consider the entire trajectory history. The core assumption made by both complexity
measures is that smooth barriers divide the system into chaotic mixing regimes, and
the barriers themselves remain smooth throughout advection. Based on this premise,
both measures identify coherent structures as one-dimensional low complexity curves
dividing regions of high complexity.
Scott et al. (2009) defines the ergodicity defect, d, which compares particle res-
idence time versus the fraction of the domain visited. In regions of chaotic flow,
a trajectory spends little time in any particular location and visits a large fraction
of the domain; this results in an ergodicity defect of d = 0. Conversely, stationary
points remain in the same space for the entire time window resulting in d = 1. Based
on these extremes, coherent structures are defined as lines of locally maximum er-
godicity defect. Another complexity measure proposed is the correlation dimension,
c (Rypina et al., 2010). Ranging from c = 0 (stationary point) to c = 1 (smooth
one-dimensional curve) to c = 2 (chaotic curve densely covering a two-dimensional
area), this measure analyzes how densely a trajectory explores the domain. In this
case, the coherent structures are troughs of the correlation dimension field.
These measures, as well as other trajectory based measurements, provide a frame
invariant classification of trajectories, but thus far application has been limited. One
significant benefit of this type of measure is its reliance on only isolated trajectory
information making application to ocean drifter datasets possible. However, the accu-
racy of the structure identification is limited by the density of initial conditions, and
a high density of trajectories is uncommon in drifter datasets. Additionally, while
there is good agreement between these results and the ones drawn from the LCS
theory that is a focus of this thesis (Rypina et al., 2011), the theoretical development
of these measures is still in progress.
16
1.1.4 Perron-Frobenious operator approach
Similar to the Mezi6 et al. (2010) method, the Perron-Frobenious transfer operator
approach relies on the initial and final position of trajectories. This approach identifies
pairs of closed boundaries at the beginning and end of the time window that initially
surrounded portions of the domain that escape the corresponding final time boundary
with low probability (Dellnitz & Junge, 1999). A sketch of boundaries with a high
(black) and low (red) probability of escape is presented in figure 1-4. These boundaries
are identified by analyzing the transfer operator, P, which measures the probability
that a point initially in the subdomain A advects to subdomain B. In practice, the
transfer operator requires the domain be divided into small boxes, and then calculates
the probability that a particle started in box i advects to box j, Pj. This leads to
the estimate for the probability that a particle in A advectes to B:
Y((x E A) E B) = E PiS
iEA,jEB
where 0 is the mapping function that determines where the point x advects to. The
algorithm presented in Froyland et al. (2010) performs an optimization to identify the
pair of equally sized boundaries that maximize the probability of advecting particles
from the initial to the final boundary.
The probabilistic approach does a good job of identifying subdomains of the sys-
tem that remain as compact sets moving through the domain during advection. Un-
fortunately, these sets are often leaky, meaning that they do not retain all of the
initial fluid during advection as the red domain demonstrates in figure 1-4. Also, in
order to calculate the probabilities for the transfer operator accurately, a very large
number of trajectories must be calculated. For each box subdividing the domain, hun-
dreds of uniformly distributed particles are advected, which as the box size resolution
decreases can result in millions of trajectories being calculated.
17
(a) (b)
Figure 1-4: (a) Distribution of initial trajectory position (blue and green), initial
boundaries (red and black), and underlying boxes. (b) Final position of trajectories
and boundaries. The red domain has low probability of escape and black has higher
probability of escape.
1.1.5 Invariant (KAM) tori
Similar to the probabilistic approach, invariant (KAM) tori identify closed coherent
structures that divide a region of fluid from the rest of the domain (Arnol'd et al.,
2006). Given a steady flow, if closed, periodic trajectories exist, the set of points
making up each trajectory, by uniqueness, form a boundary around some subdomain
preventing transport of fluid into or out of the subdomain. Under small periodic per-
turbations the previously periodic trajectories lose their periodicity, but in some cases
new nearby periodic trajectories form, creating a new closed subdomain (Kolmogorov,
1954). The breakdown of invariant tori when noise is added is a result of resonance
matching between the noise and the periodicity of tori, which limits the applicability
to small, multiply-periodic (finite number of frequencies) perturbations. Methods for
calculation have been developed and applied to geophysical meandering jets (Beron-
Vera et al., 2010) and to identifying robust transport barriers in atmospheric zonal
jets around the Antarctic ozone hole (Rypina et al., 2007). It was determined that
these invariant tori are linked to the LCS approach we study (Haller & Beron-Vera,
2012).
18
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Figure 1-5: Velocity field around a hypberoblic point (black arrows), the unstable
(blue) and stable (red) invariant manifolds, stemming from the hyperbolic point (the
origin). Passive tracer patches (shades of green) at times (a) t = -1.5, (b) t = 0, and
(c) t = 1.5.
1.1.6 Lobe dynamics
While both invariant tori and almost invariant sets identify closed regions surrounded
by a single coherent structure, lobe dynamics studies the transport of fluid captured
between two different structures forming a closed barrier. The theory was developed
for two-dimensional periodic (MacKay & Tresser, 1984; Ottino, 1989; Wiggins, 1991)
and quasiperiodic systems (Beigie et al., 1991), and application of the theory was
extended to finite-time aperiodic systems by (Miller et al., 1997).
Lobe dynamics applies the concepts of hyperbolic points and invariant manifolds;
both of which are pertinent to LCS theory. An example of a hyperbolic point is
presented in figure 1-5 and is characterized by the attraction of material in two direc-
tions and repulsion of material in two other directions. In figure 1-5, material from
the left and right moves towards the origin only to be repelled up or down. In this
case, there is an autonomous (time-independent) flow, so the hyperbolic point (the
origin) remains stationary. For time varying flows, a Lagrangian hyperbolic point
moves through the domain and has a hyperbolic Lagrangian velocity field (velocity
field relative to the point) similar to the one presented in figure 1-5 throughout the
time window.
The other important features in figure 1-5 are the stable and unstable invariant
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manifolds, which by uniqueness divide the system into dynamically distinct domains.
A hyperbolic point, p, has a corresponding stable invariant manifold, W 8 (p), defined
as the set of points that asymptotically approach the hyperbolic point, as t -+ oo.
Similarly, the unstable invariant manifold, WU(p), is defined as the set of points
that asymptotically approach the hyperbolic point as t -+ -co. These manifolds
are presented in figure 1-5 as red and blue lines, respectively. In forwards-time,
the tracer patches are repelled away from the stable manifold and attracted to the
unstable manifold, and the opposite is true in backwards-time (time run in reverse).
Lobe dynamics studies the mechanism of transport between regions separated by
the invariant manifolds of two nearby hyperbolic points within a periodic flow. A
schematic of the transport is presented in figure 1-6, and due to the periodicity of the
flow the hyperbolic points return to their initial position at the conclusion of each
period. As a result of their infinite length, the invariant manifolds appear to return
to the same place when in fact all points on the manifold are advecting closer or
further from the hyperbolic points with each period. The two hyperbolic points pi
and P2 are connected by the trajectory consisting of W'(pi) and W'(p2 ). Meanwhile,
the invariant manifolds W(pi) and W,(p 2) form enclosed regions like AO and BO in
figure 1-6. During the periodic advection, material within region AO moves to region
A1 and particles in BO move to B1 after a period of advection as demonstrated by the
black, passive tracers in figure 1-6. After another period of advection the particles
move to A 2 and B 2 , and this process continues indefinitely. These lobes are important
because they take particles initially in R 1 and transport them into R2 and vice versa.
While lobe dynamics and invariant manifolds do well in explaining the transport
in these periodic infinite time systems, for applications to ocean flows, datasets never
have infinite time lengths or perfect periodicity. Miller et al. (1997) took steps to ex-
pand the theory to finite-time and aperiodic velocity fields. In place of the invariant
manifolds, the finite time structures are found by advecting particles initially near
the hyperbolic points. In the aperiodic flows, the hyperbolic points and invariant
manifolds are free to move about the domain, so advection of these structures is nec-
20
P2.
Figure 1-6: Schematic of transport between R1 to 1Z 2 via lobes formed by W"(pi)
and W'(p2 )-
essary to understand the transport of the lobes in the domain. The advection reveals
that lobes do not exist for the entirety of the time window Miller et al. (1997). While
Miller et al. (2002) identified two nearby hyperbolic point in an ocean simulation
and implemented the lobe approach to this aperiodic system, there is no guarantee
of these types of systems existing in general flows. Finally lobe dynamics presents a
graceful understanding of transport, but as the complexity of the system increases the
lobe features become too numerous to account for making flux calculations unwieldy.
1.2 Lagrangian Coherent Structures
While Miller et al. (1997) created a heuristic approach to identifying the coherent
structures forming lobes, Haller (2001) developed a more general approach to locate
the LCS of a general dynamical system. Recognizing that invariant manifolds are
the material lines most responsible for shaping transport, the theory aims to identify
their analogs in finite time. Because the invariant manifolds can be characterized by
their repulsion and attraction, the theory identifies a metric to measure the separa-
tion between two neighboring particles for finite-time. From dynamical systems, the
Lyapunov exponent measures the exponential rate of separation of two points initially
infinitesimally close together (Lyapunov, 1992; Oseledec, 1968). For two points in a
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chaotic system with initial distance apart, 6x, the separation is approximated as:
I Jx(t)| ~ -. e "I IJ (0) 1,
where A is the Lyapunov exponent. More formally, the maximal Lyapunov exponent
is defined as:
1 16x(t)IA = lim lim - log . (1.4)
IJX(tO)I-+O t-+oo t IJX(tO)I'
While Haller (2001) was not the first to create a finite-time analog (Wolf et al.,
1985; Pierrehumbert & Yang, 1993; Doerner et al., 1999), he was the first to utilize
the Cauchy Green deformation (CG) tensor, C, in order to define the finite time
Lyapunov exponent (FTLE):
1
= -log A2  (1.5)2t
where A2 is the largest eigenvalue of the CG tensor and t is the length of the finite-time
window. These concepts are further developed in chapter 2.
Haller (2001) identified local extrema of the FTLE field in forwards and backwards-
time to locate LCSs. For a given time window T = [to t], the forwards-time FTLE
field measures the repulsion of particles, and the local extrema of this field identify the
location of repelling LCSs at time to. Calculating the FTLE field over the backwards-
time window T = [t to] measures the amount of forwards time attraction, and the
local extrema correspond to the position of attracting LCSs at time t. To compare
the positions of repelling and attracting structures at some time, r in the window, it
is necessary to advect the position of one or both types of structures to their posi-
tion at r. This is often overlooked in many presentations of FTLE results. Another,
common mistake is to perform the forwards-time calculation over the time window
T = [to to + t] and backwards-time calculation over the window T = [to to - t].
While this does identify the positions of attracting and repelling structures at time
to, these results are not dynamically consistent because they do not span the same
time window.
The theory of LCS has gone through a sequence of advances. Shadden et al. (2005)
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formalized the definition of LCS as FTLE ridges calculated for a sequence of time
intervals. Haller (2011) then modified the definitions of LCS to no longer be FTLE
ridges but maximal lines of normal repulsion, strainlines. Most recently the theory
has been expanded to include invariant tori like structures in Haller & Beron-Vera
(2012). We do not discuss these advances in detail here as they are covered in depth
in chapter 2.
1.3 Applications of LCS
A wide range of attempts have been made to apply LCSs to the study of experimental,
geophysical, atmospheric, and biological systems. The experimental applications of
LCS theory demonstrate that these structure do exist in real world environments and
have physical consequences. Because experimental measurements are noisy, these
studies act as a filter to remove sensitive tools and develop robust replacements.
The experimental results are followed by a sequence of studies of both observed and
simulated atmospheric and oceanic systems. These studies reveal how locating LCSs
can explain environmental events. Finally, in recent years there have been a number
of exciting applications of LCS to biological systems. Because our primary interest
is in application to ocean systems, we refer the reader to Peng & Dabiri (2009),
Olascoaga (2010), and Hendabadi et al. (2013) for three unique applications of LCS
theory to biological systems. While the following survey is not comprehensive it aims
to highlight particularly novel applications and extensions of LCS theory.
1.3.1 Application to laboratory experiments
Voth et al. (2002) perform a sequence of two-dimensional, time-periodic experiments,
which tracked particle motion as well as the distribution of fluorescein dye. From
the data recorded over hundreds of forcing periods, a time-periodic velocity field is
extracted and analyzed to calculate the backwards-time FTLE field and correspond-
ing attracting structures. Voth et al. (2002) then compare these structures to the
spatial distribution of the dye concentration (see figure 1-7). They find that lines of
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Figure 1-7: Distribution of dye (grey-scale) and attracting structures from an exper-
imentally produced two-dimensional, time-periodic flow. Lighter regions correspond
to lower concentration of dye and the attracting structures are calculated from the
deformations over three periods. Figure reproduced from Voth et al. (2002).
constant dye concentration closely align with attracting structures under a variety
of initial times and forcing frequencies. The study then identifies local hyperbolic
and elliptic points in the periodic velocity field, and a direct relationship is found be-
tween the position of the hyperbolic points and regions where attracting and repelling
structures overlapped. While hyperbolic points always correspond to the crossing of
structures, the reverse does not always hold and this inconsistency is not investigated.
Additionally, it is ambiguous whether or not the attracting and repelling structures
are calculated over the same time window, which might explain the inconsistencies
between hyperbolic points and structure crossings.
While the experiments in Voth et al. (2002) are primarily laminar, a study by
Mathur et al. (2007) analyzes a two-dimensional turbulent flow. The tall, rotating
water column contains an approximately two-dimensional turbulent flow near the
surface that is visualized to extract the velocity field. The data is used to create an
FTLE field, from which Mathur et al. (2007) attempted to precisely find points of
maximum FTLE value by advecting along the FTLE gradient. They also attempt to
identify hyperbolic cores by locating positions where the rate of strain normal to the
repelling structures is positive. Unfortunately, the authors do not use a dynamically
consistent time window for their forwards and backwards-time calculations, so their
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hyperbolic core test relies on hyperbolic activity at a single point in time as opposed
to hyperbolic flow throughout a dynamically consistent time window.
The final experimental study we review attemptes to link the position of the LCS
to the dynamical measure of average Lagrangian spectral energy flux (Kelley et al.,
2013). A quasi-two-dimensional, weakly turbulent flow, is measured and the resulting
FTLE field and corresponding repelling LCSs are calculated. Kelley et al. (2013) cre-
ate the new dynamical measure: Lagrangian-averaged scale-to-scale spectral energy
flux, which filteres the velocity field and measures the scale-to-scale flux of energy
along a Lagrangian trajectory. This analysis tool indicates if energy is being trans-
ported up or down the spectrum along particular trajectories. Combining this new
diagnostic with the repelling LCS, the authors find statistically significant alignment
between repelling LCSs and the division between regions with positive and negative
flux. This study is the first to link LCS to any sort of energy transport indicating
that LCS can be used to better understand the energy dynamics of turbulent flows.
1.3.2 Application to geophysical datasets
The first application of LCS theory to ocean measurements was by Lekien et al.
(2005) who analyze data from very high frequency (VHF) radar measurements of
surface flows off the coast of Florida. One issue encountered during FTLE calculations
is particles escaping through open boundaries. The authors choose to simply stop
advection once a trajectory reached a boundary, which results in a spatially varying
integration time. Because of the inconsistency of integration time, spurious structures
can form (Tang et al., 2010) such as those seen near (-80.1', 26.070) in figure 1-8.
Despite these spurious features, Lekien et al. (2005) are able to demonstrate that
particles released either side of a repelling LCS move to very different regions of the
domain. They use the position of repelling structures to create a guidance system for
when pollution should be released in the domain. A similar analysis of VHF radar
in the Monterey Bay was performed by Coulliette et al. (2007). Lermusiaux et al.
(2006) also performed an FTLE analysis of Monterey Bay.
The next study by Sapsis & Haller (2009) analyzes a model of a three dimensional
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Figure 1-8: Forwards-time FTLE field derived from VHF radar readings off the coast
of Florida. Figure reproduced from Lekien et al. (2005).
simulation of Hurricane Isabel. While Lekien et al. (2005) view pollution as a passive
tracer, Sapsis & Haller (2009) took the step to consider how inertial effects influence
particle trajectories by adding an inertial term to the velocity equations. Performing
one of the first non-analytic three-dimensional simulations, the authors were able
to make rough approximations for the location of the hurricane's eye based on the
attracting structure of aerosols.
Olascoaga & Haller (2012) present another study of how LCS theory can be used
in understanding the advection of pollution. In this case, they focus on the previously
discussed Deepwater Horizon spill of 2010 and locating influential hyperbolic cores.
As opposed to Mathur et al. (2007), trajectories are required to be locally hyperbolic
throughout the entire time window to be considered a potential core. While a number
of potential cores may exist along a given LCS, the authors select to highlight struc-
tures with the strongest normal repulsion at the end of the time window. The authors
claim that these cores can be used for the prediction of major flow deformations in
the near future. Over the period of 13 May to 17 May 2010 a long filament protrudes
from the main oil spill site extending dangerously close to the Gulf of Mexico's Loop
Current (see 1-1(a)). The authors identify a hyperbolic core, which accurately predict
the filamentation days before it actually occurs. Their definition is discussed further
in section 2.8.2
Finally, a study by Tang et al. (2011) analyzes the velocity fields of terminal winds
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over the Hong Kong International Airport and attemptes to classify the LCSs. The
two-dimensional velocity fields measured by radar span an open boundary, but unlike
Lekien et al. (2005) the authors implement a finite domain technique, which removes
spurious structures and covers a dynamically consistent time window (Tang et al.,
2010). As mentioned in Shadden et al. (2005), regions of high shear can create high
FTLE values just like hyperbolic points, so Tang et al. (2011) attempt to differentiate
between such structures by implementing a classification method. We discuss this
classification and potential problems in section 3.2.
1.4 Thesis outline
To date, all LCS studies seem to neglect presenting a detailed convergence analysis.
Upon investigation and attempting reproduction of several key results, we found that
under scrutiny many of the commonly used metrics break down primarily because
they rely on gradient of numerical data. We begin with a thorough review of the
fundamental concepts of current LCS theory in chapter 2, addressing the concepts of
the flow map and its gradient. These concepts are then applied to a pair of analytic
examples and convergence tests are discussed. While all studies so far have calculated
the flow map gradient using finite difference, an alternative method is presented and
the two are compared for the analytic system. Then the CG tensor and its eigenvalues
and eigenvectors are discussed. Finally, we present a discussion of the variational LCS
of Haller (2011), geodesic LCS of Haller & Beron-Vera (2012), and the hyperbolic cores
of Olascoaga & Haller (2012).
The developments of Haller (2011) and Haller & Beron-Vera (2012) change the
definition of LCS away from maximally repelling material lines. We return to the
definition of LCS as the ridges of the FTLE field. In chapter 3, we present the defini-
tion of a ridge that robustly captures these structures. An algorithm for identifying
such ridges is presented along with a refinement scheme to improve the position ac-
curacy. Because the structures repel nearby material, any error in the LCS position
is magnified during advection. Our refinement scheme produces sufficient accuracy
27
to reliable advect the structures making direct comparison between attracting and
repelling structures a reality. With the accurately located LCS, we next attempt to
classify the results, and we discuss the classification presented by Tang et al. (2011).
Finally, we apply the ridge detection, refinement, and classification to a number of
analytic system. Recognizing that real datasets are not derived from a governing set
of equations, we repeat the analysis of one autonomous-system where velocity data
is interpolated from a discrete velocity field.
With the LCS theory and tools described and tested, we apply our techniques to an
accurate simulation of the ocean surface off the coast of Western Australia in chapter
4. This region is of particular interest because it contains the longest fringing reef in
Australia, a diverse marine environment, and a growing offshore drilling industry. For
two time windows, we calculate the FTLE fields and extract the LCS. These ridge
based LCS are compared to strainlines. While analysis of ocean surface data may
produce the relevant structures for passive tracers, oil advection is influenced by the
surface winds. We present the first study of systematically applied winds via hybrid
current-wind velocity fields and their impact on the location of LCS.
While LCS do an excellent job of identifying coherent structures when the entire
velocity field is known, this is not always the case. An alternative to the calculation
of trajectory is to utilize the existing trajectory information from the large number of
ocean floats moving along the surface. While the methods discussed in section 1.1.3
could be applied to these trajectories, the floats are sparsely distributed making
precise coherent structure detection challenging. We present an alternative coherent
structure detection mechanism in chapter 5, which is based on the application of
braid theory to float trajectories. Following an introduction to braid theory and its
tools, two different algorithms are presented for detecting sets of particles surrounded
by a material line that does not grow in length significantly over the time window.
The more efficient approach is then applied to a set of trajectories which track a
stirred viscous system. The results of this initial test are promising, but do highlight
limitations of the approach.
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Chapter 2
Investigations of established LCS
practices
This chapter begins with an overview and introduction to the concept of LCSs in
section 2.1, which is then followed in section 2.2 by a description of two analytic
systems used throughout the chapter as test cases. Sections 2.3 and 2.4 discuss the
flow map and its gradient respectively, which are used in section 2.5 to calculate the
Cauchy Green (CG) deformation tensor. We discuss and analyze the merits of the
finite difference and advected gradient approaches to calculating the terms of the CG
tensor in section 2.6. While our focus in the next chapter is primarily on FTLE
ridges, to assist the reader we present an overview of the concepts of strainlines and
shearlines in section 2.7; these material lines are used as the basis for the variational
and geodesic LCS as well as locating hyperbolic cores, all of which are discussed in
section 2.8.
2.1 Background and motivation
The motivation for the concept of LCSs is to identify key structures that organize
transport in a complex, time-dependent fluid flow. In general, LCSs are codimension-
1, meaning that an n dimensional system is segmented by n-I dimensional structures.
Motivated by applications to ocean surface transport, our studies deal with two-
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dimensional flows for which the LCSs are therefore one-dimensional lines. In seeking
to define LCSs, we require one-dimensional structures which allow no flux of material
through them. While any material line satisfies these conditions, we require LCSs to
be material lines in the flow that are distinguished by the fact there is substantial
deformation of material elements on and immediately adjacent to the material line
over the time interval considered. It has been proposed that such structures can act
as effective barriers to transport. It is important to note, however, that while material
lines permit no through-flux there is no guarantee that the length of a material line
does not alter significantly during advection, perhaps becoming sufficiently small that
in actuality it presents no real barrier to transport.
An important characteristic of a material line approach to identifying LCSs is
the property of frame (or Galilean) invariance. This means the structures identified
in a system from one frame of reference will be the same as those found from any
other frame of reference. Under these circumstances it is reasonable to consider the
structures that are identified as being the fundamental skeleton of the flow transport,
independent of how the flow is viewed. This addresses a criticism of many other
approaches to identifying key transport structures in fluid flows, such as the Okubo-
Weiss criterion (Weiss, 1991) and the mesohyperbolic approach (Mezi6 et al., 2010),
which are not Galilean invariant and so one can alter the form and position of struc-
tures identified by these approaches simply by viewing the system from a different
reference frame. The LCS approach is Galilean invariant because the reference frame
is Lagrangian, or moves with the fluid, whereas the other approaches mentioned are
Eulerian, relying on quantities such as velocity gradients defined in a fixed frame of
reference. Despite being a Lagrangian approach, however, LCS calculations do rely
on Eulerian velocity field information.
The initial definition of LCSs was based on maximal ridges of the FTLE field,
which quantifies the local repulsion around a tracer particle released from a partic-
ular location at a given time and for a given time window (Haller, 2000). More
recently, LCSs were defined as material lines that have the strongest normal and
tangential repulsion as they follow the flow, referred to as strainlines and shearlines,
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respectively (Haller & Beron-Vera, 2012). An issue with these different definitions
is that one is not necessarily a subset of the other, and both have their merits and
pitfalls. For example, while ridges of the FTLE field by definition are the most kine-
matically active material lines, there is no additional information about what type
of deformation is associated with the ridge, because that information is discarded in
the calculation process. While strainlines and shearlines by definition are normally
and tangentially repelling, however, they do not necessarily satisfy the condition that
they are globally significant, as also by definition they are only locally the most kine-
matically active material line segment. As such, strainlines and shearlines may pass
rapidly through regions of high FTLE but then continue on to regions of low FTLE
characteristic of inactive regions of the flow field.
In this chapter, we set our focus on the material lines that are most active in
the system, these being the material lines that follow FTLE ridges, and furthermore
seek to characterize their nature. This is something that has not previously been
attempted, save for approach discussed later (Tang et al., 2011). The nature of FTLE
ridges principally involves two scenarios: stretching or compression of material along
the ridge and stretching or compression of material in a direction initially normal to
the ridge. As we will see, in order to develop a classification scheme a challenge is to
obtain an accurate enough refinement of the ridge in order to be able to calculate the
relevant quantities. In so doing, however, we obtain an accurate enough representation
of the ridge that its advection throughout the time window of investigation can be
calculated, which is a significant challenge because FTLE ridges naturally seek to
amplify any small error in their initial position.
A criticism that has been levied against the use of ridges of the FTLE field to define
LCSs is that when they are evaluated in sequential time windows and the resulting
evolving ridge structure is used to interpret flow transport, in fact the resulting moving
FTLE structure does not satisfy the no-flux condition (i.e. evolving FTLE ridges are
not necessarily material lines). The following is an example from Haller (2011) where
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Figure 2-1: (a) Distribution of passive tracers (red and blue), the autonomous velocity
field (black arrows), and the FTLE ridge (solid black line) at time t = 0 for the time
window t = [0 4]. (b) The advected position of the tracers and FTLE ridge (solid
black line) at t = 1, and the FTLE ridge (dashed black line) for the time window
t = [1 5] also at t = 1.
for sufficient integration time the X2-axis is always an FTLE ridge:
,i = 1 + tanh 2x1
:2 = -X 2 . (2.1)
The autonomous velocity field for system (2.1) is presented in figure 2-1(a) along
with a set of passive tracers. The FTLE ridge at time t = 0 for a time interval
t = [0 4] is highlighted in black. Because the system is autonomous, regardless of
the initial time considered, the FTLE field remains unchanged for a given integration
length. This means that the x2-axis is still an FTLE ridge for the interval t = [1 5],
as shown in figure 2-1(b), which demonstrates that passive tracers pass through the
structure. If, however, one advects the FTLE ridge at t = 0 with the flow rather than
recalculating the ridge using the new time as an initial condition then one has an LCS
that is a material line and allows no flux through it. The advected position of the
ridge is presented in figure 2-1(b) and as expected no material has passed through
the structure, and this is the material line that had the dominant repulsion of nearby
material for the time window t = [0 4].
An aspect of LCS analysis that has been somewhat overlooked to date is that in
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identifying (and ultimately classifying) LCS, it is imperative to accurately calculate
the components of the right Cauchy Green deformation tensor (CG), which will be
defined in section 2.5. To date, finite difference approaches in various forms have been
the common calculation method, but an alternative method involving the advection
of gradient terms is also available but untested. We perform a thorough study of the
advected gradient method to investigate its applicability.
A long standing issue of working with FTLE ridges is that the FTLE field only
reveals the magnitude of relative stretching of fluid elements, and contains no infor-
mation on the nature of the stretching. A classification scheme provides the added
benefit of deciphering what is happening to and in the vicinity of the material line
that marks an FTLE ridge. The principal concern is whether the dominant stretch-
ing is along or normal to an FTLE ridge. For example, quantification of the along
ridge stretching identifies to what extent a ridge preserves its length or is stretched or
compressed for the time window considered; this provides a tool to ascertain whether
an LCS defined as an FTLE ridge will also act as a significant transport barrier.
2.2 Analytic Models
In order to elucidate important concepts, we have selected a pair of analytic examples,
one of which is autonomous (time invariant) and the other non-autonomous. The
autonomous system is a transformation of an established analytic system for which the
trajectories are also known analytically; this has the benefit that key quantities such
as the flow map gradient, CG tensor, and FTLE fields can all be solved analytically.
The non-autonomous system is used to demonstrate the potential impacts of time
dependence and is also a system commonly used throughout literature for technique
and definition demonstration.
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2.2.1 Autonomous System
The autonomous analytical system we use is based on the nonlinear system of equa-
tions:
= -X 13 + X 1,
2 = - X 2 , (2.2)
where we define the domain D = {Xi E [-1, 1], X 2 E [-1, 1]}. Due to the separated
variables, the solution of these equations for an initial condition X 0 = (A1 , A 2) and
integration time of t are simply:
X 1 (t, A1 ) = sign(A 1 ) I - I - A-2t] -1/2,
S A12 t -1/2
X 2 (t, A2 ) = sign(A 2) I - I - A2 e2] (2.3)
The velocity field, as well as a number of trajectories, are presented in figure 2-2(a).
Because of the time-independence of the governing equations, the trajectories are
streamlines of the velocity field.
To add a degree of complexity to this analytical model, we introduce a rotation,
thereby creating additional spatial variations. The rotation is a function of the ra-
dial distance from the origin. Taking an initial set of points (X 1 , X 2 ) in their polar
coordinate form (r cos 9, r sin 9), and increasing 9 with radial distance gives:
x, = r cos(9 + r) = r (cos(9) cos(r) - sin(9) sin(r)) = r -, cos(r) - -2 sin(r)),
(r r
= X 1 cos(r) - X 2 sin(r),
X2 = r sin(9 + r) = r (sin(0) cos(r) + cos(0) sin(r)) = r (2 cos(r) + -l sin(r)),(r r
= X2 cos(r) + X 1 sin(r), (2.4)
where r = fx 12 ± x 2 2 = VX 1 2 ± X22 because no deformation in the radial direction
has been made. A velocity field of the transformed system is presented in figure 2-
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Figure 2-2: Velocity field and sample trajectories of the system in (a) equation (2.2)
and (b) equation (2.5). The trajectories (red lines) originate from their starting
positions (circles) and extend to their final positions (crosses) over the time interval
t = [0 2].
2(b).
The equations of motion for the transformed coordinates are calculated by taking
the time derivative of equation (2.4):
= - X 2#) cos(r) - (k 2
&2 = (k 1 - X 2?) sin(r) + (k 2
where it can be shown that
± X 17) sin(r),
± x 1p) cos(r),
.X1k1 + X2r2
r = 2
Iv/X1'+ X2'
and the equations of motion (2.2) are substituted back in. Finally, we seek an ana-
lytical expression for the velocity field in terms of the new (XI, x 2) coordinates, which
is obtained by the substitution:
X1 = X1 cos(r) + x 2 sin(r),
X2 = X2 cos(r) - x, sin(r), (2.7)
into equations (2.2), (2.5), and (2.6). Solutions for the transformed equations of
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motion in equation (2.5) with the initial position (a,, a 2) coordinates are:
xi(t, a,, a 2 ) = X 1(t, A 1(ai, a2 )) cos (r(t, ai, a2))
- X 2(t, A 2(al, a 2 )) sin (r(t, a,, a2 )),
x 2 (t, ai, a 2 ) = X 2 (t, A 2 (ai, a2 )) cos (r(t, a,, a2))
+ X, (t , (a, , a2)) Sin (r(t, a,, a2)). (2.8)
2.2.2 Non-Autonomous System: Double-Gyre
The analytic, time-dependent velocity field that we use as our example of a non-
autonomous system is the well-known double-gyre system (Shadden et al., 2005). It is
a simplification of the double-gyre features that are produced frequently in geophysical
systems (Coulliette & Wiggins, 2001). Qualitatively, this system consists of two
counter rotating gyres that oscillate in size and are contained within a domain with
slip at the no-flux walls. The equations of motion for the double-gyre are:
,1 = -rA sin(7rf(xi, t)) cos(=rx 2 ),
i2 = 7rA cos(rf (xi, t)) sin(7rX2 ) d, (2.9)
where A is a scalar that sets the characteristic flow speed of the system, and
f(xi, t) = a(t)X1 2 + b(t)xi,
a(t) = csin(wt),
b(t) = 1 - 2esin(wt),
c being the degree to which the gyres oscillate from side to side, and W being the
frequency of gyre oscillation. The system is defined in the domain D = {xi E
[0 2], yi E [0 1]}. For the examples in this chapter, we will use the parameters
A = 0.1,E = 0.1, and w = 27r/10. Snapshots of the corresponding velocity field are
presented in figure 2-3.
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Figure 2-3: Snapshots of the double-gyre velocity fields for one period of oscillation
with the parameters A = 0.1, E = 0.1, and w = 27r/10 at times (a) t = 0, (b) t = 2.5,
(c) t = 5, and (d) t = 7.5.
2.3 Flow Map
The foundation of the LCS approach is the flow map, which maps a point from its
initial position xo = (ai, a 2 ) at time to to its final position x = (X1 , X2 ) at time t. We
represent the flow map as:
F'(xo) = x(t; xo, to),
and the concept is illustrated schematically in figure 2-4. While the flow map could
be a discrete time map like the tent map (Strogatz, 1994), the systems we consider
produce final positions by solving the equations of motion from a given velocity field.
By solving the system of ODE's:
dx = U(x, t),dt (2.10)
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Figure 2-4: Sketch of particles mapped from their initial position at time to (left)
to their final position at time t (right). The central particle patch shows the local
deformation around xo, which is approximately linear. A point e from xo is mapped
to a position V tE', from Fxo.
where u(x, t) is the velocity field, for an initial position of xo at time to, it is possible
to calculate the corresponding mapped position. In practice we use the Matlab solver
ode45, which is a variable step Runge-Kutta 4 th and 5 th order solver. In order to
map a set of points (X1, X 2, ... , X, ), the equations of motion must be solved for each
initial condition. We accelerate the process by solving the series of equations:
i1(X1, t) = U(Xi, t),7
i2(X2, t) = U(X2, t),
Zn(Xn, t)= u(Xn, t), (2.11)
to simultaneously advect n initial conditions.
We have implemented the flow map calculation for both of the analytic examples
and present sample results for the autonomous system in figure 2-5 and the double-
gyre results in figure 2-6. The autonomous results demonstrate that the system is
not incompressible because it is clear that the points are collecting at the top and
bottom boundaries and there is a highly uneven final distribution of the points. The
double-gyre equations do satisfy the continuity equation and as such there is a more
even final distribution of points throughout the domain.
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Figure 2-5: Initial distribution of points at time t = 0 (a) and their advected position
at time t = 2 (b) using the autonomous equations of motion (2.5).
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Figure 2-6: Initial distribution of points at time t = 0 (a) and their advected position
at time t = 10 (b) using the double-gyre equations of motion (2.9).
39
1
0.8
0.6
0.4
0.2
0
-0.2
-0.4
-0.6
-0.8
-1
- . - . - * .-
1 - *'/.-
.---. 
. -- -
/1
I
/-/,
0.5 1
1.
.8
.6
0
0
0
0
2.4 Flow Map Gradient
For a given initial condition xO, the advected position is given by Ft (xO), and we
can approximate the final position of a nearby point xO + e by:
Ft(xo + E) = F(xo) + VFt(o)(ij)E + O(Ie 1). (2.12)
The second term in this expansion contains the flow map gradient:
VF(xo)(ij) = Dzi/Oaj, (2.13)
which can be used to determine the sensitivity of the final position of points initially
arbitrarily close to xO. Multiplying a unit vector, e, by the flow map gradient produces
the deformed vector VFE, as demonstrated in figure 2-4. For a two-dimensional
system, the flow map gradient comprises four components, which are not necessarily
symmetric, but do form a frame invariant tensor (Holzapfel, 2000).
Throughout previous LCS studies, finite difference methods have been the pri-
mary tool used for calculating the flow map gradient. Initially, uniform grid spacing
was employed and nearest neighbors were used for the derivative calculations (Lekien
et al., 2005). Uniform grid methods pose an issue when trying to improve the accuracy
of a calculation, however, because this requires increasing the resolution of the entire
grid and therefore substantially increasing the overall computational demands. Un-
structured mesh methods have been utilized, with dynamic mesh refinement used to
improve the resolution of flow map calculations in regions of strong stretching (Lekien
& Ross, 2010). While this improves accuracy in high sensitivity areas, the need for
mesh refinement complicates the calculation, and is unlikely to produce a sufficiently
accurate result for the location of an FTLE ridge. Finally, the use of clusters of
particles, illustrated in figure 2-7, proposed by Farazmand & Haller (2012) uses off
grid points of adjustable distance to calculate the finite difference term for each on-
grid location. This method allows for Cartesian grids, but quintuples the number of
calculations necessary. An alternative but as yet untested approach to calculating
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Figure 2-7: Sketch of deforming cluster of particles used for finite difference approach
at a single point (in red). Neighboring points (black and gray) can be from a uniform
grid or cluster. Sensitivity of vertical displacements is demonstrated by the gray
points and displacements are denoted with a *. Sensitivity of horizontal displacements
is demonstrated by the black points and displacements are not denoted with a *
the terms of the flow map gradient, the advected gradient method, entails solving a
system of ODE's containing the velocity field gradient and yields the terms of VF
directly. Both the finite difference cluster method and the advected gradient approach
are considered in the following subsections.
2.4.1 Finite Difference (FD) Cluster Method
For the cluster method of calculating the flow map gradient, the centered finite dif-
ference scheme:
f/(X) = f(x + E) - f(x -E)
2c
(2.14)
provides an efficient and 0(E2) accurate calculation of the derivatives at the center
point of the cluster. As illustrated in the sketch in figure 2-7:
VFt(xo) =
Oal
OXi
0a2
8a2 I 15i4a,15X216ai Ja*2x6a J (2.15)
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Figure 2-8: A cluster of points initially a distance of 0.002 apart advected by the
double-gyre flow.
Using the centered divided difference approximation of equation (2.15), however, in-
troduces a potential numerical noise issue: errors in the approximation are reduced as
the cluster size decreases, but if the size is reduced too far, the difference in advected
position can become the same order of numerical resolution. Thus, the numerical
resolution sets the minimum cluster size and associated maximum accuracy.
Beyond the aforementioned issue of numerical resolution, there is a challenging
issue that naturally arises when using neighboring points to make a local measure.
The issue is that there is no assurance that the neighboring points will remain nearby
after advection, and so the finite difference approximation of a local deformation is not
valid. A worst case scenario is presented in figure 2-8, where passive tracer particles in
the double-gyre flow that are initially just .002 units apart spread to the four corners
of a domain for an integration time of t = 20. This example highlights the fact that
the finite difference points considered may miss out on all the local behavior and
effectively averages the intermediate FTLE values (Lekien & Ross, 2010). This issue
is most pressing in regions of high repulsion, which are precisely where accuracy is
needed. The only tool at our disposal to address this issue is to decrease the cluster
size, which returns us to the issue of errors due to the limits of numerical accuracy.
2.4.2 Advected Gradient (AG) Method
An alternative approach to calculating the flow map and its gradient is to perform a
point wise approach dependent on integrating the velocity field gradient. As opposed
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to taking the finite difference of advected positions, we calculate the terms of the flow
map gradient directly by solving a new system of equations. The generic first set of
equations,
; = u(x, t), (2.16)
advect the initial position to its final position. In addition to these equations, we can
solve a set of equations for the time derivative of the flow map gradient. To get these
equations, we reorder the derivative and take a chain rule derivative as follows:
d axi  a dxi
dt a, aj dt'
=i u(X, t),0aj
-a 3 ,x (2.17)
where we have used the Einstein index notation convention of summing repeated
indicies. For a two-dimensional system, the AG method comprises of two position
equations and four flow map gradient equations. The initial conditions used for these
equations are
x(to)= O, a - a 2 , -x - - -0.Oai _ a2 =oa 2  Oai
An advantage of the AG approach is that for an analytical system, where the
velocity field and its gradients are completely known, this method will provide the
'correct' answer. While the AG method provides a more precise answer than FD
approaches under these circumstances, it has a number of potential drawbacks. The
most prohibitive drawback is the dependence on accurate velocity field gradient infor-
mation. If noise is present in the velocity field, errors are amplified in the approximate
derivatives, and these errors then propagate to the flow map gradient during the ad-
vection process. Furthermore, in terms of computation, the six coupled equations
needed for the AG method take longer to advect than the ten equations needed for a
cluster based FD approach (two equations for each of the five particles in a cluster).
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This is a result of the large and rapidly changing values of the flow map gradients,
which requires more computation time to satisfy equivalent numerical tolerances. Af-
ter introducing the Cauchy Green strain tensor in section 2.5, we investigate the
performance of the FD and AG methods in section 2.6.
2.5 Right Cauchy Green (CG) deformation tensor
While the flow map gradient accurately measures the flow deformation around a
given point as it moves through the system, we are primarily concerned with how
unit vectors deform during advection. As the last section pointed out, it is possible
to advect a given vector by multiplying it by the flow map gradient, but we are also
interested in applying the operator norm:
IIVFtcI I = maxIVF'e. (2.18)to eJ=1 t
A by product of linear algebra states that for any matrix A, I All is equal to the
square root of the largest eigenvalue of the matrix A*A. For the flow map gradient,
this turns out to be the right Cauchy Green deformation (CG) tensor. In finite
strain theory, some of the key measures provided by the CG tensor are the principal
directions and magnitudes of strain, which correspond to the eigenvectors, 1, 2, and
eigenvalues, A1 < A2 , of the CG tensor respectively. This is illustrated by the sketch
of a deforming fluid element in figure 2-9, where the major axis has a length equal to
the initial element radius times the square root of the largest eigenvalue of the CG
tensor and 2 indicates the initial orientation of the major axis. After advection, the
major axis is parallel to VF(Xo) 2 (Xo). Similarly, the .1 vector is aligned with the
initial orientation of the minor axis and after advection the minor axis is parallel to
VF(xo) 1 (xo) and has length V/N1.
The definition of the CG tensor is:
Ct (xo) = VFt (xo)*VFt(xo) (2.19)
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Figure 2-9: An infinitesimal fluid element in it's initial state at time to (left) and its
deformed state at time t (right). The initial orientation of the major axis aligns with
6 and the deformed length of the major axis grows by a factor equal to the square
root of A2 .
where * is the transpose operator (Holzapfel, 2000). Because the CG tensor is the
result of a matrix times its transpose, in this case the flow map gradient, it must
be symmetric. Additionally, because all terms in the flow map gradient are real
values, the CG tensor is by definition a positive definite matrix. This means that
all eigenvalues of the CG are positive, which makes physical sense in the context of
finite strain, because the eigenvalue corresponds to the factor a small displacement
would grow under deformation; a negative value would somehow correspond to a
displacement becoming a negative distance which is non-physical. One important
result of the CG tensor is that mapping the eigenvectors from their initial to their
final orientation preserves orthogonality (see Appendix B). This is not the case for
a general pair of vectors initially orthogonal and is an important property that will
be used in the next section. For reference, the left Cauchy Green tensor is defined as
VF (xo)VFit0 (xo)*.
2.6 Comparison between FD and AG methods
With the machinery of the flow map, its gradient, and the CG tensor described, we
now perform a comparative study between the FD and AG methods when applied to
the two analytic systems introduced in section 2.2. The goal is to ascertain at this
stage whether the FD method can reasonably calculate the required quantities, as it
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would be preferable to use this due to its computational efficiency compared to the
AG method. We begin with analyzing the autonomous system, where the analytic
results are known, and follow this with the double-gyre study. For each study, the
focus is on the largest eigenvalue, A2 and the orientation of the largest eigenvalue
relative to the horizontal, 9.
2.6.1 Autonomous system study
We begin the study of the autonomous system by presenting the analytic results for
two primary metrics: A2 and 02. For all autonomous system studies an integration
time of t = 2 is used and an initial distribution of points covers the undeformed
domain X E [-1 : .0025 : 1], Y E [-1 : .0025 : 1]. To derive A2 and 02 it is
necessary to first calculate the flow map gradient from equation (2.8) and substitute
in equation (2.3). The flow map gradient can be derived from:
Ox 1  0ax- = - [Xi cos(r) - X 2 sin(r)],
X2 =a[X2 cos(r) + X, sin(r)], (2.20)
which leads to:
C11 + C22 + V/(C 1 - C22 )2 + 4C 122A2 = (2.21)2
f and
-C12
_ J(C,-2)2+C122 (2.22)
C11-A2
L \(C-2)2+C122
where the derivation and substitutions are presented in Appendix A.
Because of the large range in A2 , it is necessary to use a logarithm to get a useful
picture of how the repulsion varies as a function of initial position. As such, we plot
the FTLE field, recalling its definition to be:
1
<D = -log(A 2 ).2t
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Figure 2-10: (a) FTLE and (b) 02 based on equation (2.21) for the time interval
t = [0 2] and calculated by the AG method. All area outside of the set domain is
colored green.
The values of the FTLE and 62 fields are presented in figure 2-10. The FTLE field
has maxima along the left and right boundaries of the domain and there is also a
ridge of high FTLE values across the center of the domain. The 02 field shows a
smoothly varying change in angle of the repelling eigenvector with a sudden shift in
values toward the top and bottom of the domain, which can be attributed to the
dual-orientation of the eigenvectors (i.e. eigenvectors are defined up to a scalar value,
both j and - 1 will satisfy the eigenvector equation, meaning the eigenvector can
point in one direction or the exact opposite direction).
The direct comparison of A2 and 02 calculated using the AG method with the
theoretical results is presented in figure 2-11(a) and (b). Percent differences in the
A2 are smoothly varying and negligibly small, on the order of 10-1. Even smaller
differences are present in the 02 calculation. As such, it is reasonable to conclude
that the AG is producing the correct result. Identical calculations were performed
using the FD cluster based approach to calculating the flow map gradient. Cluster
sizes were varied to confirm convergence with a size of 10-10 used for the results
presented. The difference between these results and the analytic values are presented
in figure 2-11(c) and (d). Differences of A2 are significantly higher as compared to
the results obtained using the AG method, with the largest differences occurring in
regions of lowest A2 value, but throughout the domain percent errors are acceptably
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Figure 2-11: Percent difference of A2 from the analytic value and the results of an (a)
AG (c) FD calculations. Difference in 02 between the analytic fields and the results
of an (b) AG and (d) FD calculation.
small, being on the order of 10-3. The magnitude of the error in 02 is on the order of
10-5 degrees. As such, it is reasonable to conclude that for this analytical example
the FD method converges to produce acceptably small errors.
2.6.2 Double-gyre study
The following double-gyre studies were performed for the configuration prescribed in
section 2.2.2, on the grid x E [0 : .0025 : 2], y E [0 : .0025 : 1]. Following the format of
the autonomous system study, the two metrics considered for comparison of the AG
and FD cluster methods are A2 and 02. Unlike the previous study of the autonomous
system, however, there does not exist an analytic solution, so we take a converged AG
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Figure 2-12: (a) FTLE and (b) 02 based on equation (2.9) for the time interval
t = [0 101 and calculated by the AG method.
result as the base line. The reference results which we take to be true are presented
in figure 2-12. A high value FTLE ridge starts at the bottom of the domain around
x = 1.1 and moves vertically until near the top where it take a left hand turn. The
eigenvector orientation plot indicates that there is a smooth variation in angle except
for transitions resulting from the dual-orientation nature of the eigenvectors.
Several convergence tests were performed to ensure that the results for the AG and
FD methods had each independently converged. For the AG method, we utilized the
fact that ode45 has the option to simultaneously set both a relative and an absolute
tolerance. The standard values used for our simulations are an absolute tolerance
of 10-1 and a relative tolerance of 10-8 , and we compared these against using an
absolute tolerance of 10-8 and a relative tolerance of 10-'. The percent difference in
A had converged to 10-3 across the domain and the orientation of the corresponding
eigenvector also converged to within 10-' degrees across the domain.
As was described in regard to equation (2.11), the efficient method for solving
the ODEs is to perform calculations for all advected particles simultaneously. It
is possible, however, that the error analysis of ode45 is performed differently when
applied to the entire system of particles instead of calculations for individual particles.
This presents another source of error for both the AG and FD method, so simulations
of the AG method were performed both as one group and as individual particles.
In both results, errors were found to be two order of magnitude smaller than the
difference in the previous tolerance study. Significantly, run times were reduced by
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an order of magnitude using simultaneous particles, reasserting that this is by far
more efficient approach computationally.
The final convergence study we performed concerns the cluster size of the FD
approach. As the cluster size decreases, it is expected that the size of the error will
decrease until numerical noise becomes an issue. The goal is to use the smallest
cluster size that demonstrates convergence and is not impacted by numerical noise.
We performed simulations using cluster sizes of 10-9, 10-10, and 10-", and the ideal
cluster size for convergence was found to be 10-10; results from larger clusters had not
yet converged while the smaller cluster size produced errors resulting from numerical
issues. A direct comparison between the results using cluster sizes of 10- 9 and 1010
yields percent differences in A2 of order 10- 3 and angle differences of 10-' degrees.
Having obtained converged solutions for the AG and FD methods, it now remains
to compare the results of these two approaches. We are primarily concerned with
regions of high FTLE values, so we ignore regions where 4AG, the FTLE value from
the AG method, is less than .225. The areas disregarded are blacked out in figure 2-
13(a), and the rest of the figure shows the variation in the percent difference in A2
values between the AD and FD calculations. In addition to there not being a spatial
trend to the noise, the percent difference between the two results is less than 10-2.
Figure 2-13(b) highlights the dependence of the error on the 41 AG value which reveals
the nearly uniform or slightly decreasing noise with growing 5AG value. Senatore
& Ross (2011) hypothesized that the FD approach would give an underestimate of
the A2 value, but the distribution in figure 2-13 presents error information centered
at zero. Identical conclusions can be made for 02 based on the results plotted in
figures 2-13(d), (e), and (f).
2.6.3 AG vs. FD conclusions
Based on the results of sections 2.6.1 and 2.6.2, we conclude that the FD cluster
approach is capable of converging to the AG approach. The autonomous system
showed more accurate results using the AG approach, which is to be expected, but
the finite difference results were still sufficiently accurate for both A2 and 02. Without
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an analytical result for the double-gyre, we were left to compare the results of the
two methods, and they produced very similar results. While the numerical results
are roughly the same, however, for both systems, the run times of the FD approach
were roughly an order of magnitude faster than the AG simulations.
If we now consider the practical matter of noisy or discretized data, it is reasonable
to expect that the finite difference method will be a more reliable approach because
the AG approach relies on an accurate velocity field gradient. Noise in the veloc-
ity field will significantly contaminate the velocity field gradient, and this error will
propagate through the AG approach. Discretization will also inevitably affect the ve-
locity gradient. These considerations, combined with the computational savings and
relative accuracy indicate that the FD approach is a valid and preferred alternative
to the AG approach, given that it can reasonably reproduce the AG results when
an appropriately small cluster size is used. Application of the method should begin
with convergence tests including tolerance tests of the ODE solver and cluster size to
gain confidence in the results being obtained for the particular discrete dataset being
analyzed. We pursue this for the implementation of the FD method to a discretized
version of the double-gyre system in section 3.3.2.
2.7 Strainlines and Shearlines
With reliable calculation of the CG tensor and its eigenvectors and eigenvalues in
hand, it is possible to start seriously considering the deformation of advected mate-
rial lines and the impact of these material lines on neighboring points. We start in
section 2.7.1 with a detailed discussion of the advection of tangent and normal vectors
along a generic material line, as detailed in Haller (2011) and Haller & Beron-Vera
(2012). These derivations yields definitions for the normally hyperbolic growth rate,
p, and the Lagrangian shear, o, at each point along a material line. These two mea-
sures are the foundation for the definitions of strainlines and shearlines, which are
discussed in sections 2.7.2 and 2.7.3 respectively. For both strainlines and shearlines,
we apply the definitions to our example autonomous and double-gyre systems as an
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example. In addition to these systems, we present a shear example in section 2.7.4
which further demonstrates the difference between strainlines and shearlines.
2.7.1 Normal Vector Advection
While the eigenvectors of the CG tensor remain orthogonal after advection, as proven
in Appendix B, this is not the case for a general pair of initially normal vectors. In
light of this, the following is a discussion of the advection of the normal and tangential
vectors along a generic material line. The final orientation of these vectors will be
broken down into components of the new normal and tangent vectors of the advected
material line. We continue to consider the two dimensional scenario and a schematic
to assist the reader is presented in figure 2-14.
to t 0-'
VFt0 (xo)no
X to F((no)o
Figure 2-14: Sketch of the advection of a material line (-yo) and the normal (no) and
tangent (eo) vectors at a point (xo) on the line.
Given a material line, yo, at initial time, to, for each point along the line, xo E Yo,
we define the vector tangent to -yo as eo. To set the normal vector at that point, no,
we use the convention,
no = Seo (2.23)
where
0 -1Q = .(2.24)
1 0
The material line is then advected to its position at time t as shown in figure 2-14.
The specific point xo on the material line is advected to the point xt = F (xo) E 7t.
For this new point the tangential and normal vectors are et and nt respectively.
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While one can use the definition of a material line to justify why points initially
in the material line remain in the material line after advection, we take more care
in explaining the advection of eo and no. One can think of the tangent vector as
the direction from one point to another infinitesimally close to it on the material
line. These two points form an infinitesimal line element. The advected tangent
vector, VF1 (xo)eo, still connects the end points of the line element after advection.
This result indicates that despite potential change in length, VFt (xo)eo(xo) is still
tangent to the material line -ye. It is thus possible to represent the new tangent vector
in terms of the initial tangent vector as:
VFj (xo)eo (XO)
et(xo) = . (2.25)
IVFtt(xo)eo(xo)l(
Conveniently, this also makes it possible to define nt in terms of eo as:
VF (xo)eo(xo)
nt(XO) = fl . (2.26)
1 VFt(xo)eo(xo)K
While tangent vectors remains tangent after advection, there is no such guarantee
for normal vectors along -yo. We therefore take the convention that the advected
normal, VF (xo)no(xo), can be decomposed into two components
VFIno = pnt + et, (2.27)
as shown in figure 2-14. Following the lead of Haller (2011) and Haller & Beron-Vera
(2012), one can obtain an explicit expression for
p(xo, eo) = (nt, VFtno) = [ eo, (Ct )~1 eo)] , (2.28)
where we are using the inner (dot) product between the advected normal vector and
the normal vector nt to get the rate of normal repulsion, p(xo). A similar calculation
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can be performed to show that o, the Lagrangian shear, in terms of eo and C is:
(fleo, Ct eo)
o- = (et, VFno) = .to
I(eo, Ct0eo)
Complete derivation of both p
sition of the advected normal,
VFt no = ntto
and o- is presented in Appendix C. The full decompo-
based entirely on the CG tensor is therefore:
1 et (0 eo, Ct0eo)
TGeo, (Ct)- Oeo) V(eo, Ctoeo)
(2.30)
2.7.2 Strainlines
The concept of the strainline was formally introduced by Farazmand & Haller (2012)
as material lines everywhere tangent to the strain direction j (xo). Due to the or-
thogonality of the eigenvectors, these material lines, 7, are unique in that
Vxo E 7, 2 (X0 ) _L Txy, (2.31)
where Te,0 y represents the tangent space of - at the point xo, which means that the
eigenvector corresponding to the larger eigenvalue is always normal to the material
line. This results in y having the property that the direction of greatest repulsion is
everywhere normal to the line. Appendix D demonstrates that lines that maximize p
from equation (2.27) are everywhere tangent to the j field and are, in fact, strainlines.
Because strainlines are everywhere tangent to the 1 field, the numerical calcula-
tion is a straight forward solution to the ODE:
r' = 1 (r),
where |'I = 1 and r is the position of the strainline as a function of the inline
coordinate. Following the suggestion of Farazmand & Haller (2012), we will use the
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(2.29)
rescaling of Tchon et al. (2006) by letting
r= sign( 1(r(s)), 1(r(s - A))c~r(s)).1(r(s)), (2.32)
where
22
s being the inline coordinate and A the numerical step size. Near the singular points,
where A, = A2, the 1 field changes orientation on smaller spatial scales. This scaling
is used because it changes the singular points of the field into stationary points of the
equation (2.32) which results in smoother strainlines.
Using the ODE in equation (2.32), the strainlines for the autonomous system,
equation (2.5) in section 2.2, are presented in figure 2-15. The 1 field is plotted in the
background of figure 2-15(a) to show both the dual orientation of the eigenvector field
and that the strainlines calculated using the Tchon scaling still produce strainlines
tangent to the field. Additionally, the relationship between the FTLE field and the
strainlines is presented in figure 2-15(b). While the distribution of strainlines covers
the domain, it is important to note that for this example there are strainlines that
stay in the highest FTLE regions. The strainline started near (0,0), for example,
closely tracks the highest values of the FTLE field, as do strainlines originating from
points started near the left and right boundary.
Repeating the strainline calculation for the double-gyre flow, produces the results
presented in figure 2-16. The relationship to the FTLE field is similar to the au-
tonomous case, in that the strainlines seem to closely align with the regions with
highest FTLE values. When the strainlines do move into the lower FTLE regions
the influence of the Tchon scaling becomes apparent. There are two singular points
near (0.6,0.6) and (1.5,.4) and as the strainlines approach these regions they appear
to come to a stop. Without the scaling, the strainlines would approach the singular
points then turn back on themselves.
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Figure 2-15: The strainlines for the autonomous system (red)
t1 field and the (b) FTLE field for the time window t = [0
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2.7.3 Shearlines
The Lagrangian shear, o, is defined as the amount of shear occurring relative to a
moving point and a designated orientation. While shear in the Eulerian sense is based
on only the instantaneous velocity field, o takes the deformation of the whole time in-
terval into account. Analogous to how strainlines maximized p from equation (2.27),
shearlines are material lines in the system which maximize Jl-. Because a- can be both
positive and negative, there are two types of shearlines: positive shearlines align with
the direction of maximum o- and negative shearlines align with the direction of min-
imum o (most negative Lagrangian shear). These lines were introduced in Haller &
Beron-Vera (2012) as the foundation for both elliptic and parabolic barriers. Follow-
ing a similar pattern as the last section, it is shown in Appendix D that the tangent
field for the shearlines is:
v+=±2 i( (2.33)
where the 7+ field is tangent to positive shearlines and the 77 field is tangent to
negative shearlines. Of note is that,
lim 77± = (, (2.34)A1/A2-+0
which is important because in the limit of large repulsion (A2 > 1) or large contraction
(A1 < 1) the orientation which maximizes normal repulsion and the two Lagrangian
shears approach each other and thus strainlines and both types of shearlines become
indistinguishable.
With the tangent vector field established for the two types of strainlines, the
numerical calculation follows the same method as the strainline case. Tchon scaling
is applied to produce the ODEs (Haller & Beron-Vera, 2012):
r' = sign(r7±(r(s)),r7±(r(s - A))a(r(s))±(r(s)). (2.35)
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Figure 2-17: The positive (a) and negative (b) shearlines for the autonomous system
and the background FTLE field for the time window t = [0 2]. The shearline
originating at the origin are dashed. The area outside the domain of calculation is in
dark green.
For each vector field, the equation is solved simultaneously for each initial position
of the respective shearlines.
The two types of shearlines are calculated for the autonomous system, equa-
tion (2.5) and presented in figure 2-17. The two scenarios give very similar results,
but the difference between the two can be picked up when considering the shearlines
initiated at the origin which are differentiated using a dashed line. In the positive
shearline case, the dashed line reaches both the top and bottom boundary while the
corresponding negative shearline reaches the right and left boundaries. From left to
right, the positive shearline starts below the high FTLE region and ends above it
while the negative shearline starts above and ends below.
The two shearline calculations for the double-gyre are presented in figure 2-18.
This study presents the interesting result that there are closed, or nearly closed,
positive shearlines to the right of center and there are closed, or nearly closed, negative
shearlines to the left of center. In the region of high FTLE values running vertically
near the center of the domain, both shearlines seem to run parallel to the central
FTLE ridge. The similarity of the two different types of shearlines in this region is a
result of the limit discussed in equation (2.34). As predicted by the same limit, the
shearlines and strainlines are also very similar.
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Figure 2-18: The positive (a) and negative (b) shearlines for the double-gyre system
the FTLE field for the time window t = [0 10]. There are concentric nearly closed
positive and negative shearlines
2.7.4 A shear example
The two analytic systems studied so far both feature a subset of strainlines which
closely follow the high regions of FTLE and shearlines which will temporarily track
these regions only to eventually diverge. For completeness, we also consider an ana-
lytical system that is an example of an autonomous shear flow to demonstrate that
in certain situations shearlines do the best job of characterizing the key LCSs. Haller
presents the shear system (Haller, 2011):
S= 2 + tanh(x 2 )
2= 0, (2.36)
which has the property of having the highest repulsion and Eulerian shear values
along the x1 -axis. The flow map is presented in figure 2-19 and shows qualitatively
that the largest amount of shear occurs along x2 = 0-
The strainlines and shearlines have been calculated for this system, along with
the FTLE field. A representative set of strainlines is presented in figure 2-20(a) and
they demonstrate that while all the strainlines pass through the high FTLE region,
they are there only for a short segment of their overall length. Positive and negative
shearlines for the system are presented in figure 2-20(b). The positive shearlines for
this system are horizontal lines, and the line starting at the origin exactly corresponds
to the highest level set of the FTLE field. While this select positive shearline stays
60
21.5
0.5
j 0
-0.5
-1
-1.5
-2
0 1 2 3 4 5 6
Figure 2-19: The map of tracers from initial position at t = 0 (left) to their position
at t = 2 (right), along with the autonomous velocity field for the system defined in
(2.36).
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Figure 2-20: (a) Strainlines (red) and (b) positive (blue)
lines for the system (2.36). The background color map
field for an integration length of t = 2.
and negative (green) shear-
is the corresponding FTLE
in the high FTLE region forever none of the negative shearlines have this property.
In fact, the negative shearlines pass through the high FTLE region faster than the
strainlines. So we see that for this system it is a positive shearline along the x1
axis that is the LCS for the system, and strainlines and negative shearlines are not
particularly relevant and helpful.
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2.8 Variational LCS and geodesic LCS and hyper-
bolic cores
To prepare for our studies of an ocean data set in the next chapter, for completeness
we present an overview of the variational and geodesic based LCS approach, and also
introduce the concept of hyperbolic cores. Variational LCS are maximal normally re-
pelling material lines that correspond to dominant strainlines of the system (Haller,
2011), and a numerically tractable approach to identifying variational LCS was de-
veloped by Farazmand & Haller (2012). A summary of the variational definition is
presented in section 2.8.1. From the variational approach arose the concept of hy-
perbolic cores, which are predictive tools that use the attracting variational LCS to
predict future transport (Olascoaga & Haller, 2012). We present the definition of
hyperbolic cores in section 2.8.2. An alternative LCS theory developed in Haller &
Beron-Vera (2012) considers least stretching strainlines or shearlines to be LCSs. We
present a summary of this definition in section 2.8.3.
2.8.1 Variational LCS
While a number of minor adjustments were made to the theory of LCS established
by Haller (2001), the focus of a vast amount of subsequent work concentrated on
identifying LCSs with ridges that locally maximized the FTLE field. The change of
perspective introduced by the variational theory was to impose the requirement that
the LCSs actually be normally-repelling material lines. To support this viewpoint,
Haller (2011) presented a variety of examples that highlighted some shortcomings of
simply defining LCSs to be maximal FTLE ridges.
Haller (2011) defines hyperbolic LCSs as the locally strongest repelling or attract-
ing material lines over the finite time-interval [to t]. The definition is made precise
by considering only normally repelling material lines over the time-interval which
admit point-wise, non-degenerate maximum of p among nearby lines. Now normal
repulsion is required and the material line must be the locally most repelling mate-
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rial line. To identify LCSs, the sufficient and necessary conditions are: Consider a
material line /9(to) C D over the time interval [to t]. Then -&(to) is a repelling
LCS over the interval if and only if the following hold Vxo E W4(to):
A, A A2 > 1, (2.37a)
((Oi tO) .L TWO.1w(to), (2.37b)
(VA2, = 0, (2.37c)
i2
7J2p (x, (s,7 to), n, (sI to)) < 0, (2.37d)
where X, (s, to) E 1,e is a neighboring material line defined as the set of points:
X E(s, to) = xo(s) + ea(s, to)no(s, to),
where a is some smooth function. The first criteria, (2.37a), ensures that the eigen-
value is not degenerate (A, 5 A2 ) and that stretching is occurring (A2 > 1). To
enforce normal repulsion, (2.37b) states that the direction of greatest repulsion, 2,
is everywhere normal to the tangent of the candidate material line Txolk(to). Next,
the material line is tested to ensure that the repulsion rate is at least a stagnation
point, (2.37c), and then refined to be a local maximum, (2.37d).
It proved to be challenging to practically implement the rigorous criteria (2.37a)-
(2.37d) because criteria (2.37c) is numerically very sensitive. In the presence of noise,
the calculation of the terms in this equation amplify any noise in the velocity field
or errors in the advection process. Farazmand & Haller (2012) proposed the follow-
ing criteria that preserve the spirit of the (2.37a)-(2.37d) but are more practical to
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implement:
A, $ A2 > 1, (2.38a)
i*,to) 11 .1&(to), (2.38b)
A2 (7), the average of A2 over a curve y, is maximal on /&(to)
among all nearby curves 7 satisfying -yf 11 (2.38c)
( 2, V 2 A26) < 0. (2.38d)
The first criteria remains the same, and while notation has changed, the calculation
for the second criteria is also unchanged. Because the original third criteria (2.37c)
is the most sensitive, this constraint has been loosened to include material lines that
have on average a higher A2 values than their nearest neighbors. Finally, the criteria
in equation (2.37d) has been reduced from the general form requiring a complex
calculation to an equivalent statement that simply requires that the A2-field is convex
down, to ensure the LCS are maximum.
Farazmand & Haller (2012) begin the calculation of LCSs by solving for strainlines
from the calculated CG tensor field. Strainlines, by definition, satisfy criteria (2.38b),
and are initiated from a grid of points. Calculation of strainline trajectories stops
when either criteria (2.38a) or (2.38d) fail. Because calculating the Hessian of the
A2 field is numerically sensitive, it is possible that a spurious point will fail crite-
ria (2.38d). To protect against this effect, repeated criteria failure is necessary to
stop the trajectory calculation. The final criteria is satisfied by comparing the aver-
age value of A2 to any neighbors within a specified distance. They also implement an
additional filtering step of requiring a minimum length to the material line in order
for it to be an LCS.
2.8.2 Hyperbolic Cores
Variational LCS do a good job of highlighting specific material lines within a system
that dominate the local transport. It may be the case, however, that segments or
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points along the LCS more significantly shape the flow than others. For example, a
given section along an LCS may not repel local fluid until it contracts and approaches
a segment of the LCS that is constantly repelling fluid. These centers of constant
repulsion are referred to as the hyperbolic cores of the LCS (Olascoaga & Haller,
2012). In the backward-time sense, the hyperbolic core is defined as a point on the
attracting LCS which is uniformly attracting during the entire time interval [t, to].
As Olascoaga & Haller (2012) point out, there is potentially a predictive capacity in
identifying these attracting hyperbolic cores.
The attracting LCS of the system form material lines, -y, corresponding to a set
of points xO and normals no(xo). These terms, along with the rate-of-strain tensor,
S(x) = [Vv(x) + (Vv(x))*], (2.39)
2
are used to calculate the Lagrangian strain rate, the rate of strain normal to the LCS:
r(xT,Tr) = (nT,S(x,,-r)n), (2.40)
where x, = F(xo), n, = VFno, and no = 2 (xo). For a strainline, equation (2.26)
can be substituted into equation (2.39) giving:
r(X (X ) =(-) 2(XO), S(X,(Xo), T)2(XO))
[VFro(XT(Xo))] 2 (XO) 12
where
S(xT(xo), r) = VFrO (xr(xo))S(xr(xo), r) [VFtO(x,(xo))]*.
Points along the LCS where r(xT(xo), r) < 0 for all r E [t, to] are considered the
hyperbolic cores of the system. There may be a number of points along a given LCS
satisfying this condition, so classification as the most influential core is based on the
largest magnitude r.
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2.8.3 Geodesic LCS
The primary focus of the variational definition is on locally maximal normal repulsion.
In the LCS theory produced by Haller & Beron-Vera (2012), the key characteristic of
LCS shifts to least stretching material lines. To calculate the length of the advected
material line -yo, the following length functional is used:
l0 (yo) = j dx = j (r', Ct(r)r'), (2.42)
f7t 70
where r E -yo, r' is the tangent to 7o at r, and 7t = Fyo. This equation yields the
Riemannian metric
L(r,r') = (r', Ctt.(r)r') (2.43)
which is essentially a scaling factor used to get the length of the advected line. For
reference, the corresponding Euclidean metric e is the scaling used to calculate the
standard distance between any two points in Euclidean space. The pullback metric,
c = (Ft0 )*e, is the scaling to calculate the length of the line deformed by the mapping
F.
A geodesic is the shortest path between two points in a given space. For Euclidean
space, the geodesics connecting any two points is the straight line connecting them.
Transport barriers, as defined by Haller & Beron-Vera (2012), are geodesics of the
space deformed by the mapping Ftt, which, effectively, identifies the material line, -yo,
connecting two points such that the mapped material line, yt, is the shortest length
in Euclidean space. This leads to the characteristic that the geodesics of the CG
metric connecting two points is simply the inverse mappings, Fo, of the straight line
connecting the two points at their position at time t. Therefore, there is a geodesic
connecting any two points in the domain, so it is necessary to identify geodesics with
particular traits.
Because, the end points of the LCS are not a priori known, the end point position
cannot be used as boundary conditions for identifying geodesics. An alternative to
position based boundary conditions is to consider the end point tangents. Through
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perturbation arguments, Haller & Beron-Vera (2012) determine that 1 or qi must be
tangent to the geodesic at the end points. They further refine the requirement that the
geodesic must be everywhere tangent to either j or 7i making them homogeneously
satisfy the boundary conditions. This leads to the definition of hyperbolic LCS as
strainlines which are geodesics to the CG metric and shear LCS as geodesic shearlines.
Unfortunately, the strict definition of LCS is so limiting that a generic unsteady
flow may not yield any LCS (Haller & Beron-Vera, 2012), which led to the develop-
ment of near-homogeneous transport barriers. These LCS are either strainlines or
shearlines that are not necessarily geodesics of the flow but are "close" to geodesics.
The concept of "closeness" is measured by the geodesic deviation, which is defined
for strainlines as:
dg = A, ni - 1 (V1, 2 ) , (2.44)
and shearlines as:
dg = 1 - + ~F (Va, 7±) + ari F 2 + -- ) IK - 1)V, 2 ) , (2.45)
where
and
I1= ((V 2 ) 2 , 1), i=( )
Finally, LCS are defined as strainlines or shearlines for which dg is less than a small
constant E for the entire length of the LCS. This definition produces some ambiguity
as e is left to the user to define when analyzing a given system.
An important advance of this theory is to consider both hyperbolic repulsion
structures (strainlines) and Lagrangian shear structures (shearlines). The shearlines
are used as the basis of elliptic and parabolic structures, where the difference is that
elliptic structures are closed material lines and parabolic structures are not. While
rare, the close material line has the benefit of ensuring division between fluid on
the inside and outside of the structure. In the case of incompressibility, the closed
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Figure 2-21: (a) Initial and (b) final position of particles. Closed shearlines contain
particles that are red, black, blue, and green. A grid of colored particle demonstrate
the displacement of particles during advection
structures also preserve their area. Of the analytic examples we have used thus far,
only the double-gyre has closed shearlines, and because that system is incompressible
those closed boundaries conserve area. A sample calculation of the elliptic structures
in the double-gyre flow calculated using the geodesic approach on the time window
[t = 0 10] using the parameters discussed in section 2.2.2 is presented in figure 2-21.
2.9 Method Conclusions
This chapter has presented a comprehensive overview of the methods used for the
calculation and classification of LCS as well as, applying these methods. to analytic
models. We began with a discussion and investigations of the flow map, for which we
determined that by far the most efficient, and still accurate, way to calculate the flow
map was to simultaneously advect all particles and solve as a system of equations
using ode45, as opposed to solving trajectories independently.
Thereafter we considered the flow map gradient calculations, and our studies
demonstrated that the finite difference (FD) cluster approach was capable of repro-
ducing the result using the alternative advected gradient (AG) approach, which for
analytical flows gives essentially the true result. The FD approach was found to be
significantly less computationally demanding and is therefore the approach we will
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use in chapters 3 and 4. Although we did not show it directly, it is to be expected
that the AG method would be highly susceptible to noise due to it requiring velocity
field gradient information in order to integrate the governing equations.
Having established convergence of the flow map gradient, the CG tensor can also
be considered converged, and this was verified by checking key attributes of the CG
tensor, including the largest eigenvalue and the orientation of the eigenvectors. With
this information in hand, we considered the advection of material lines and demon-
strated calculation of strainlines and shearlines for our model flows, giving examples
of scenarios were either strainlines or shearlines were the appropriate concept for iden-
tifying LCS for the model flows. And as a final step, we summarized the variational
and geodesic approaches for detecting LCSs, which provide more rigorous criteria for
identifying key strainlines and shearlines as the LCSs.
In summary, the key conclusions of the work in this chapter, aside from demon-
stration of our ability to accurately calculate strainline and shearline LCSs, are that
(i) the FD cluster method is able to accurately calculate the terms of the flow map
gradient, and it is, therefor, not necessary to use the more computationally expensive
AG method, and (ii) that as a matter of good practice one must check convergence
of key quantities (the flow map and the flow map gradient) before proceeding to the
latter stages of identifying LCSs. We mention this here because, although common
sense, this issue does not appear to be addressed in any publications and in our at-
tempts to reproduce some existing results we have often found convergence issues
that raise questions about the accuracy of advocated results and procedures.
69
70
Chapter 3
Identification and classification of
LCS as FTLE ridges
Having reviewed previously established methods for defining and detecting LCSs,
and established the good practices of checking convergence of the flow map, flow
map and flow map gradient in chapter 2, we proceed to reevaluate FTLE ridges,
rather than strainlines and shearlines. Section 3.1 introduces the FTLE ridge tracking
approach we adopt, providing a motivation for why we proceed with this approach
and give details for the ridge tracking and refinement scheme we develop. Our ridge
classification scheme is then discussed in section 3.2 and applied to several test cases
in section 3.3, where the effects of noise and discretization are also considered.
3.1 FTLE Ridges
While the variational and geodesic based LCS definitions certainly identify key mate-
rial lines where particular types of deformation are occurring, these being dominant
strainlines and shearlines, there is no guarantee that these are the most influential
material lines of the system. As has already been pointed out, strainlines and shear-
lines may pass through regions of high FTLE but are not required to stay in such
regions, and yet by definition, regions of high FTLE are regions that experience the
greatest stretching for the time-window considered. This potential mismatch is a
71
result of the point-wise maximization of terms that define strainlines and shearlines;
they are locally, but not necessarily globally, maximizers of normal and tangential
stretching. We take the point of view that we seek to identify and characterize the
most active material lines in the flow domain, and as such we pursue the accurate
identification, and subsequent classification, of FTLE ridges, since by definition any
region of the flow domain with high FTLE values is a region of substantial stretching.
To develop the foundation for identifying and classifying FTLE ridges, it is first
necessary to properly define the ridges, which is the topic of section 3.1.1. We present
the basic concept of a ridge along with a couple alternative definitions. From these
possibilities, we select the height ridge as the basis of our approach to FTLE ridges,
primarily based on the practicalities of numerical implementation. Using this defi-
nition and a variation of the approach developed by Lipinski & Mohseni (2010), in
section 3.1.2, we describe the approach we take to initially find the location of ridges
of the FTLE field. While the ridge tracking result gives a good approximation for the
position of the ridges, due to their being the most repelling regions of the flow field it
is necessary to further increase the accuracy of the ridge detection. As such, we have
developed a ridge refinement scheme, which we detail in section 3.1.3. Section 3.1.4
presents the application of the ridge definition, tracking and refinement as applied to
the analytic examples from section 2.2.
3.1.1 Ridge Definition
For the two-dimensional systems that we analyze we seek to capture the ridges of the
FTLE field as one-dimensional lines, and the basic concept can be best understood
from an analogy in Shadden et al. (2005). Imagine you are a hiker on a trail along a
mountain ridge, and that as you walk along the trail you are always at a maximum
when looking to your immediate right or left. This definition lends itself to the concept
of the generalized local maximum which states that for a given function f(x1, x 2) a
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point x is a local maximum in the direction u if
u - Vf(X) = 0, (3.1a)
U* 8X Oy1 u = u*H (x)u < 0. (3.1b)
exey y .
Equation (3.1a) ensures that the function f is a stationary point at x in the direction
u, and equation (3.1b) uses the Hessian of f at x, H 1 (x), to ensure that the stationary
point is a maximum in the direction u. We note that the Hessian matrix has the useful
property that the eigenvectors corresponding to its largest and smallest eigenvalues
represent the directions of maximum and minimum curvature.
With the generalized local maximum definition in hand, it is possible to define
the height ridge as the set of points which are generalized local maximum points on
f (Eberly, 1996). In the context of the FTLE field, the ridges consist of the points,
Xo, that satisfy:
1 _ Vq = 0, (3.2a)
*H H= <0. (3.2b)
where A' and ' are the smaller eigenvalue and eigenvector of the Hessian of the
FTLE, respectively. Equation (3.2a) ensures that the point is either a local maximum,
minimum, or stationary point of the FTLE field in the direction of the smallest cur-
vature, and equation (3.2b) confirms that the point is a maximum. From a practical
point of view this corresponds to a point wise test of the two conditions. An example
system is presented in figure 3-1, where the height ridges are identified by the set of
blue points. This definition differs slightly from the second-derivative ridge presented
by Shadden et al. (2005) where it is also required that results be trajectories of the
$' field. This creates an over-constrained situation because the VD and (' fields
are not necessarily parallel (Schindler et al., 2012).
An alternative to the height ridge definition called the watershed ridge is also
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Figure 3-1: A double ridge system where the ridge to the left does not contain a
saddle point and the one contains a saddle point at the origin. Points which satisfy
the height ridge criteria are blue, while the watershed ridges are presented in green.
A slope line started just away from the saddle point is in red.
presented by Eberly (1996). The watershed ridge is based on dividing the system
into regions based on global stationary points of the graph. Slope lines, lines tangent
to the V<D field, connect the saddle points in the system to the local maxima. These
particular slope lines are referred to as watershed ridges of the system. An example
watershed ridge is presented in green in figure 3-1. As the figure shows, the ridge
on the left does not have a saddle point in the domain, this results in the watershed
ridge not being able to detect this ridge.
These two definitions provide a clear path to calculating ridges of the FTLE field
in an ideal case where there is no noise in any of the calculations and the field is
well resolved. In the case of the height ridge, the challenge arises when trying to
calculate the Hessian matrix of the FTLE field in the presence of some noise. With
each derivative, error or noise in the field is amplified which makes the Hessian very
difficult to calculate accurately. Additionally, the definition only provides a set of
points, which in the case of a numerically calculated set may not be straightforward
to connect. While the watershed definition does naturally produce connected lines
there are also challenges with noise, which may produce many stationary points in
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the FTLE field and noise in the gradient field. The effect of noise on watershed ridges
is demonstrated in figure 3-1. Due to an initial error in locating the saddle point, the
entire ridge position changes. These two errors will combine to have noisy slope lines
which may have erroneous initial conditions.
Our goal is to draw from these two types of ridges in order to produce a numerically
tractable ridge definition while still respecting the hiker analogy. We maintain that a
ridge should be a set of points that are generalized local maxima of the FTLE field,
meaning that the points on the ridge will be a maximum relative to FTLE values
normal to the ridge. However, unlike the height ridge definition, we do not require
that the ridge normal be aligned with the smallest eigenvector of the Hessian of the
FTLE field. Requiring the normal align with $' creates lines where the negative
curvature is minimized, which we view as unnecessarily restrictive. To form an actual
line, our ridges will be everywhere tangent to the V4D field, like the watershed ridges,
but we will not require the starting points of the ridges be stationary points of the
FTLE field. We define a normal-maximum ridge as the line -y where Vx E -y:
t(X) = D ,(3.3a)
n(x)*H,(t)n(x) < 0, (3.3b)
where t(x) and n(x) are the tangent and normal to -y at x, respectively. Initial
(seed) points for the ridges are simply points on the grid, which are local maximums
in either the x1 or X2-directions. This approach would allow us to capture both ridges
in figure 3-1 as a set of connected points.
3.1.2 Ridge Tracking
Despite the new definition of a normal-maximum ridge, there already exists a nu-
merical algorithm for identifying such ridges. In their effort to find second-derivative
ridges as defined in Shadden et al. (2005), Lipinski & Mohseni (2010) created a ridge
tracking algorithm. Their method fails to satisfy the second-derivative ridge defini-
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tion because it does not enforce the condition that the ridge is everywhere normal to
sf. This property is not required in the normal-maximum ridge definition, however,
and as we will show, this method satisfies the two criteria. Implementation of the
method of Lipinski & Mohseni (2010) has its challenges, particularly when applied to
data based systems, so minor modifications are made to get an approximation of the
normal-maximum ridges with an additional refinement step to be described in the
next section.
The basic ridge tracking algorithm of Lipinski & Mohseni (2010), as illustrated in
figure 3-2, is as follows:
1. Locate seed points, x(s = 0), which are local FTLE maximum along a grid g.
2. Identify initial step direction.
3. Step in this direction a distance 6, and calculate the FTLE values at the new
position as well as two other points, one either side in a direction normal to the
step direction taken.
4. Fit a parabola to the FTLE values calculated and shift current position to the
corresponding location of the maximum, x(s = 6).
5. Using the previous step position, x(s = 0), and the current position calculate
the tangent vector.
6. Repeat steps 3-5 until a stop condition is met.
The grid g is simply a set of vertical and horizontal lines that divide the system, and
points which are a local maximum along these lines are the seed points. The initial
step direction is based on calculating the FTLE value for a set of points forming a
circle around the seed point and because the lines are parallel to VD we start two
trajectories from each seed point with initial step directions opposite of each other.
The first two steps forward are as depicted in figure 3-2. While tracking, at any point
for which the next step leaves the domain, hits the start or end of another track, or
has an FTLE value below a user defined threshold, the ridge tracking is stopped.
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Figure 3-2: (a) Initial step of the ridge tracking. The seed point (red) is a local
max along the grid g. An initial step direction is set by the blue arrow. The set
of test points are black circles with the FTLE values as shown in the inset. The
corresponding maximum is shown as a red dot in both the main and inset plots. (b)
Second step in the ridge tracking process. The direction is set by the vector from the
seed point and the initial step (red dashed arrow).
One of the principal benefits of the method prescribed by Lipinski & Mohseni
(2010) is that the FTLE field is only calculated where it is necessary. Under the
premise that large regions of the domain have low FTLE and no influential ridges are
present, they argue it would be better to calculate the FTLE field in only specific
high regions. This creates a savings in memory and processing resources which they
document. Through our implementation of the method to data based velocity fields,
we found that the calculation of the FTLE field once as a whole is significantly faster
than running the FTLE calculation of a small set of points hundreds of times. For
our twelve processor system applied to multiple numerical ocean models, we find that
the selective FTLE approach actually results in a slow down, and it is more efficient
to calculate the FTLE for the whole domain simultaneously first. Using this dataset,
every time an FTLE calculation needs to be made we instead interpolate based on
this field. We found that, even for moderate resolution, the interpolated based ridge
tracking still produces a reasonable first estimate for the ridges of the FTLE field,
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which is the foundation we need to proceed to more accurate determination of the
ridges.
3.1.3 Ridge Refinement
The ridge tracking procedure just described produces a reasonable approximation
for the ridge location, but it is far from perfect. By using interpolation instead of
calculating the FTLE values repeatedly through the procedure, some error has been
introduced into the results. Interpolation results in the loss of fine structure of the
ridges and also creates a bias towards conforming the ridges to the underlying grid.
As the resolution of the initial FTLE calculation increases, the interpolation becomes
more and more accurate, as does the initial ridge tracking approximation. Addi-
tionally, during the ridge tracking algorithm, points are selected as local maximums
normal to the initial step direction, however, this step direction is not necessarily
the tangent, which introduces ambiguity of whether or not an actual local maxima
normal to the ridge has been selected.
In order to refine the ridges and satisfy the normal-maximum ridge criteria, it is
necessary to calculate the FTLE field at certain points, which was actively avoided by
using interpolation as the basis for ridge tracking. This was because during the ridge
tracking process there was no initial guess of ridge location and it was necessary to
sample the whole FTLE field to locate all ridges. Since the initial tracking provides a
guide for where recalculation of the FTLE field is necessary however, it now becomes
reasonable to simultaneously calculate FTLE values along a ridge where necessary.
Even if we make a sequence of refinements, calculation times are now significantly
reduced.
The ridge refinement scheme takes a candidate ridge from the ridge tracking al-
gorithm and adjusts its lateral position based on a series of FTLE calculations. As
depicted in figure 3-3(a), the refinement scheme takes an initial ridge (red), calculates
the normal at all points, and then places a number of test points incrementally over
a distance J either side of the ridge, along the normal direction (black points). The
FTLE values for all these points normal to the ridge are calculated and the point
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Figure 3-3: (a) Initial ridge detected via ridge tracking (red) with the points normal
to the ridge (black). The points closest to the true ridge (blue) have the highest FTLE
values and are circled (green). (b) The updated position of the estimated ridge using
the circled points in (a) is in red. Normal points spanning a smaller search range
(black) are again calculated. The new maximum position is circled in green.
with the maximum FTLE value at each cross ridge location (green circles) is taken as
the revised position of the ridge. With the updated position of the ridge, the normal
is recalculated and a smaller search range is used to place points, calculate the FTLE
values and update the ridge position, as illustrated in figure 3-3(b). This process is
repeated iteratively for progressively smaller interval sizes until the accepted degree
of accuracy is reached.
The refinement scheme does have some limitations, the most significant of which
is that the refinement simply adjusts the lateral position of the initial ridge and is
thus unable to extend the ridge past the initial end points. Also, sharp changes in
direction will be difficult to resolve because the tangent calculation will be noisy and
the transverse search interval of consecutive points on the ridge may intersect. To
combat this, it is sometimes necessary to smooth the initial ridge or use a smaller
search distance. Finally, in situations where there is a complex system of ridges
closely aligned, the ridge refinement may jump from one ridge to another when the
search window is too large. An option of limiting the change in tangent angle along
the refined result can prevent sudden jumps from one ridge to another.
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3.1.4 Ridge Application
We now set out to apply the ridge extraction and refinement techniques to the two
analytic systems described in section 2.2. For both systems we will use the CG tensor
fields calculated and presented in section 2.5 as the initial field for FTLE interpolation.
Then we progress through the ridge tracking scheme and in both cases intermediate
steps will be presented to reinforce the discussion in section 3.1.2. Once the proposed
ridges are extracted we will apply the ridge refinement scheme and present some
results that demonstrate the capability of improved calculation on these analytical
examples.
Using the CG tensor for the autonomous system (2.5), we begin by identifying
the seed points for ridge tracking. The initial grid g consists of a set of vertical and
horizontal lines, as presented in figure 3-4(a). Along each line, the local maxima
are identified as seed points for ridge tracking. For each of these seed points, the
tracks move parallel to the FTLE gradient by steps of .0025. At each step, nine
points normal to the step direction are selected, as shown in figure 3-4(b), and a
parabolic fit of the FTLE values to these points is made. The step location is either
the maximum on the interval or the interval end point with the higher FTLE value.
As observed from the ridge track in figure 3-4(b), in the zoomed in image there are
rapid changes in tangent direction that are not perceptible when viewing the entire
domain in figure 3-4(a). This is partially accentuated by the interpolation approach
we use, but is still present when directly calculating the FTLE for each step. The
results of the ridge tracking are shown in red in figure 3-4(a).
Despite the apparent smoothness of the ridge in figure 3-4(a), the results in figure
3-4(b) clearly demonstrate the roughness of the ridge obtained via this approximate
procedure, and thus the necessity to further refine the ridge in order obtain a more
accurate and reliable understanding of its nature. For the refinement we use a set of
interval sizes of J = [10-2 7- 10- 3 5 . 10-3 . 10-3 7- 10-4...10-6] with 21 test points
calculated at each interval. The FTLE value of the set of test points is calculated
and the ridge position is updated as the iteration steps through successively smaller
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Figure 3-4: (a) FTLE field of the autonomous system with the grid g (cyan), seed
points (blue dots), and ridge tracking results. (b) Zoom in near a seed point showing
the initial steps in both directions. The test points at each step are shown in black
and the resulting ridge tracks are shown in blue and green.
interval sizes. This calculation is performed on each of the ridges and the results are
presented in figure 3-5. When viewing the whole domain there is no obvious difference
between the refined and tracked results, but upon the closer inspection, provided in
figure 3-5(b), it is evident that the refinement scheme has effectively removed all the
jaggedness of the initial ridge track.
The benefit of the accurately identified ridges becomes clear when performing a
pair of basic studies. The first is to simply advect the ridges to their final position, the
results of which are presented in figure 3-6. The refined ridges (in blue) starting on the
left and right boundary remain there even after advection, while the corresponding
results from the ridge tracking form a set of dots that are advected into the domain
and away from the boundary (we present the ridge as a set of points because proper
line advection would require significant point insertion). The initial approximate
ridge spanning the middle of the domain appears to contract during advection, but
zooming in on the center region, figure 3-6(b) shows that the tracked result does
zig-zap quite dramatically, in contrast to the smoothness of the refined ridge.
Another good demonstration of the significance of refining the ridge calculation
is to look at the FTLE value measured along a ridge. Because of the continuity
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Figure 3-5: (a) Tracked (red) and refined (blue) ridges for the autonomous sys-
tem (2.5). (b) Rescaled FTLE field and zoomed in view to accentuate difference.
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Figure 3-6: (a) Advected refined (blue dots) and tracked (red dots) ridges. (b) Zoomed
in view of central ridge demonstrating the difference in advected result.
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Figure 3-7: FTLE value as a function of the inline coordinate s for the refined (blue)
and tracked (red) ridge bordering the left boundary of the domain.
in space and time of the velocity field, it can be assumed that both the CG tensor
and its eigenvalues also vary continuously (Shadden et al., 2005). This leads us to
the conclusion that the FTLE field should vary smoothly along a properly identified
ridge. Figure 3-7 presents the FTLE value as a function of line coordinate for the
ridge bordering the left boundary. In this case, small errors in position gives rise to
significant variability in the FTLE values along the ridge. This type of error persists
for all three ridges.
Repeating the procedure used for the autonomous study, we proceed to analyze the
double-gyre system. This tracking calculation also used step sizes of .0025 with nine
normal points at each step location, and the refinement scheme also used the same
interval size progression as used in the autonomous example. Figure 3-8 presents the
tracked and refined ridges for the central ridge with the highest average FTLE value.
Again we see only minor differences in the initial position, which are evident in the
zoomed in view in figure 3-8(b). The advected ridges from the results in figure 3-8 are
presented in figure 3-9(a). In this case, the tracked ridge grows dramatically while the
refined ridge shrinks significantly, as seen in figure 3-9(b). Completing the analysis,
the FTLE along the tracked and refined ridges is plotted in figure 3-10. Again we see
a very smooth variation for the refined ridge while the tracked ridge is very noisy.
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3.2 Ridge Classification
Because FTLE ridges contains no information other than the magnitude of the largest
eigenvalue of the CG tensor, there is ambiguity regarding the nature of local defor-
mations occurring around the refined material line along the FTLE ridge. To re-
move this ambiguity, attempts at classifying the stretching nature of the ridge are
made. We start with a discussion of the two classification schemes currently available.
This is followed by a development of our own investigation of classification metrics,
which measure the magnitude of growth for the initial line normals and tangents,
the advected length, and relative hyperbolic and shear behavior. In addition to the
definitions of these metrics, their potential utility is considered.
3.2.1 Previous Classification Schemes
Senatore & Ross (2011) present a method for ridge extraction and classification based
on the FTLE field. Before analysis, they use a Gaussian kernel to smooth the FTLE
field attempting to limit the influence of systemic noise. Then, using the definition of
the height ridge, they extract the set of points satisfying equation (3.2a). Refinements
are made by advecting these points up the gradient of the smoothed FTLE field. Since
they identify individual points satisfying the definition, they are left to connect these
points based on a number of criteria based on Euclidean distance, FTLE values,
and eigenvectors of the FTLE Hessian. Finally they calculate their classification
parameter
S 1- tV(34)1 n -VG 2pg D
where t = (' and n = H at each point. This classification yields information on
how well refined the FTLE ridge is but does not provide information on the nearby
deformations.
The classification scheme defined in equation (3.4) is based primarily on the flux
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calculation performed by Shadden et al. (2005):
-L = I ( t _-O Jn) (3.5)dt n. V2 n Ot '
where J is the Jacobian of the velocity field at the time of calculation, t. The term
outside the bracket used in the classification is a measure of how well defined, or
sharp, the FTLE ridge is, whereas the bracketed term is the difference between local
Lagrangian rotation of the ridge versus the instantaneous Eulerian rotation (Shadden
et al., 2005). Senatore & Ross (2011) then claim that for well defined ridges the
FTLE value is nearly constant which causes the numerator to go to zero while the
magnitude of the denominator grows for sharper ridges. These two results cause the
the classification to approach one for sharp well defined ridges.
There are a number of points of contention with the approach of Senatore & Ross
(2011). Principal amongst these is the heavy dependence on calculating the Hessian
of the FTLE field at all points. As has already been mentioned, this calculation is
heavily influenced by any noise in the system; they do, however, use a smoothing
technique to combat this issue. Because of the smoothing technique's dependence on
a range parameter, results of their method will vary as a function of this parameter.
Another issue is the point based detection of ridges. This detection scheme relies on
properly connecting points to form a ridge where all of the criteria are based on user
set parameters. In cases where there are a number of sharp ridges very near each
other (e.g. the double-gyre for longer integration times), certain parameter sets may
not work uniformly across the domain, which causes more ambiguity. Finally, the
actual classification is based on the tangents and normals of points as defined by the
Hessian matrix and not on the connected ridge itself. This disconnection between
the plotted ridge and the calculated classification may result in misrepresentation of
what is occurring around the identified ridges.
An alternative classification which does attempt to quantify the local deformation
was presented by Tang et al. (2011). Like the Senatore & Ross (2011) approach, this
method also relies on accurate calculations of the FTLE field and its Hessian. With
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the FTLE field, Tang et al. (2011) calculate:
1STR1  - log(nt, VF(no)), (3.6a)|t - to|
__1
STR - log(et, VF(no)), (3.6b)|t -to 1
__1STRI, - log(et, VFi(ett)), (3.6c)|t - to| eo),(.c
where net and nt are the normal to the ridge at times to and t, respectively, and
eto and et are the tangent to the ridge at times to and t, respectively. These three
parameters can be best understood when considering the sketch in figure 2-14. STR1
is the scaled logarithm of the normal repulsion, equation (2.28), which measures the
rate at which material initially normal to the ridge is normally repelled. The next
term, STR, measures the scaled logarithm of the Lagrangian shear, (2.29), along the
ridge. Finally, STRI, measures the along-ridge stretching for the time interval.
The numerical implementation of these definitions is of particular interest because
of the calculation of the normal and tangent vectors. Unlike Senatore & Ross (2011),
Tang et al. (2011) use the eigenvectors of the FTLE Hessian, H and ', to be
the normal and tangent vectors, nto and eto, respectively. Then to get the normal
and tangential vectors at future times, they map the FTLE Hessian, V 2 (Dt 0 ), to its
orientation at time t, V2 ((Dt) via:
V2 (D (Ft (xo)) = [VFtto (Ft (O))]* V2 ( (xo)VFjt o(Ft (xo)).1 (3.7)
There are therefore a couple of potentially significant issues with this approach: re-
liable and accurate calculation of the FTLE Hessian is a challenge in itself and fur-
thermore mapping the Hessian to a future time will only increase the error in the
resulting normals and tangents. From the results presented in Tang et al. (2011), the
STR 1 and SHR values are almost equivalent and both smoothly varying. From our
studies, these values are almost never equivalent, and except when nt and e)t are
known precisely, the values never vary smoothly.
'information from personal communication with Wenbo Tang, May 20th, 2013
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3.2.2 Classifications
Our goal is to investigate a set of classifying definitions that take the best properties of
the two approaches discussed above. A direct result of the ridge refinement produced
by section 3.1.3 is the ability to accurately calculate the ridge tangents, normals,
and advect the material lines. We will use these terms throughout our classifications
in order to describe what happens to the LCS as they move through the system,
providing insight into how these dominant material lines impact and organize the
flow transport.
3.2.3 Normal versus Tangential Growth
Following the refinement of FTLE ridges, which accurately locates the material lines
along which the dominant stretching occurs for the time window of interest, the logical
next step of classification is to determine the amount of growth of the initial normal or
tangential vectors, no and eo respectively. Tangential growth corresponds to growth
of the length of the LCS whereas growth of the initial normal vectors indicates the
degree to which material initially either side of the LCS will be separated.
The following metrics evaluate the final lengths, ng and eg, of infinitesimal line
segments initially normal, no, and tangential, eo, to the ridge, respectively. The
metric that measure the lengths of the mapped normal and tangent vectors are:
ng(xo) = log IVF(xo)no(xo)I, (3.8)
eg(xo) = log IVF (xo)eo(xo)I, (3.9)
where the vectors no and eo are calculated based on the ridge refinement results.
These two definitions are related to the classifications attempted by Tang et al. (2011)
but do have some distinct differences. At this stage we are not concerned with the
orientation of growth, which as we will later show is only reasonable provided the
ratio of A2 /Aj is not too large, and so (3.8) is only concerned with magnitude of the
final length of the initial normal. Compared to the metrics from Tang et al. (2011),
88
we have removed the dot product with the advected tangent and normal vectors,
and the time averaging by dropping the division by the time interval length. Despite
these differences, there is some overlap between the two classifications. Due to the
preservation of the tangent space it turns out that
VF'(xo)eo(xo)I = ((et), VFt(eto)),
and it can be readily shown that:
IVFi,(xo)eo(xo)I = V((nt), VF(ntO))2 + ((et), VF(no))2 .
Before applying (3.8) and (3.9) to the ridges identified in the autonomous system
(2.5) with the time window t = [0 2], we present the variation of the FTLE value
along the repelling LCSs in figure 3-11(a). This figure demonstrates that the maxi-
mum repulsion along the left and right structures occurs in the corners of the domain
and near where the central structure connects with the boundary. The FTLE value
along the central LCS is always weaker than the left and right structures. The mini-
mum value of the FTLE along the central structure is at the origin. Understanding
how the FTLE varies along the structures, enables us to link the variation of the nT
and eg values to positions in the domain.
The tangential and normal growth for the refined LCSs are plotted as a function
of the scaled line coordinate, s, in figure 3-11(b) and (c), respectively. The normal
growth is always greater than zero indicating that the entirety of all three ridges repel
nearby material in a normal direction. While ng is always positive, eg transitions
between contraction (negative values) and expansion (positive) for all three ridges.
In the case of the ridges on the left and right, the tangential growth occurs near the
middle, while contraction occurs at the ends. When related to the physical space,
figure 3-11(a), the tangential growth occurs for the ridges where the center ridge
intercepts the two ridges on the border. Finally, ng > eg along the entirety of all
three structures indicating that normal growth dominates tangential stretching.
To demonstrate the relative impacts of normal and tangential stretching along
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Figure 3-11: (a) The variation of the FTLE value along the repelling LCSs of the
autonomous system for the time window t = [0 2]. (b) ng values along the left
(squares), right (circle) and center (triangles) LCSs. (b) eg values along the left
(squares), right (circle) and center (triangles) LCSs.
the LCS on the surrounding material, figure 3-12 presents the results of advecting
some judiciously placed patches of passive tracers. Along the left and right ridges,
where eg is a maximum, near x = (-.8, .5) and (.8, -. 5), green particle patches are
initiated. After advection, these patches expand significantly in both the normal and
tangential directions resulting in area growth. Conversely, red and blue patches are
placed on sections of the LCS where ng is large and positive and eg is negative. These
patches all stretch in the direction corresponding to stretching of the initial normal,
and contract in the other.
Application of the classification schemes to the double-gyre system (2.9) begins
with plotting the FTLE value along the ridge position in figure 3-13(a). This result
shows that the stretching is greatest at the base of the LCS and gradually decreases
along it. The quantities ng and eg are presented in figure 3-13(b) and (c), respectively.
The ng and eg plots show that the entire ridge is dominated by growth of the normal
and that the tangent vector all along the line contracts. Starting at the x-axis, there
is an almost monotonic decline in the normal growth and increase in the tangential
growth as we move along the ridge. We also note that the ng value is smoothly varying
along the LCS, but eg is very noisy throughout. This is explained by the sensitivity
of eg in the presence of small errors in the LCS location as detailed in Appendix E.
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Figure 3-12: (a) Initial and (b) final positions of a set of passive tracer patches. The
green patches are initiated in regions where both eg and ng are positive. Red and
blue patches are released at points where eg is negative and ng is positive.
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Figure 3-13: Variation of (a) the FTLE, (b) ng, and (c) eg along the repelling LCS
for the double-gyre system for the time window t = [0 10].
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3.2.4 Normal Repulsion versus Lagrangian Shear
Having demonstrated the ability to calculate normal and tangential growth, next, we
attempt to classify the type of normal repulsion occurring along a LCS. As described
in section 2.7, the advected normal vector decomposes into
VF'no = pnt + a-et,
where, as previously identified by Tang et al. (2011) but neglecting their time aver-
aging, we identify the following metrics:
p, = log(nt, VFtno) (3.10)
l = log (et, VFtno) . (3.11)
where we have added the subscript 1 to denote the logarithm scaling. Because the
magnitudes of p and - can vary between large and small numbers, the logarithm is
used to simplify analysis. When shear effects dominate, we expect the normal vector
to stretch along the advecting LCS, and stretching should be normal to the LCS when
hyperbolic repulsion dominates.
These calculations very sensitive to numerical error. As we noted earlier in equa-
tion (2.34), the difference between the tangent vectors of strainlines and shearlines
approaches zero as A2 /Aj becomes very large. This phenomena impacts the practi-
cality of the calculation of p, and o- because under these circumstances nt and et are
very sensitive to numerical error. To determine whether it is practical to calculate
values for p and u, we first proceed to calculate the angle between the tangent vectors
j and 77±. It can be shown that this angle is:
Od = acos .7 (3.12)
In practice, determining an exact tangent along an LCS is not feasible, therefore
there will be some error, making differentiating between strainline and shearline like
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behavior very difficult for small values of 0 d. A detailed analysis of the effects of
tangent errors is presented in Appendix E.
We first apply the classification metrics (3.8) and (3.9) to the autonomous system
(2.5) by calculating 9 d along the LCSs for the time window t = [0 2]. This depen-
dence is presented in figure 3-14(a) and demonstrates that the angle between and
,q is generally significant along all three LCSs, indicating a reasonable difference in
the orientations of directions of maximum normal hyperbolic repulsion and maximum
Lagrangian shear. For the LCS passing through the center of the domain, the small-
est angle between the tangents is 7.60 while the LCSs on the left and right boundary
Od becomes as small as 0.74' near the LCS's start and end. Given these reasonably
large values of 0 d, it is reasonable to try and calculate p, and o- along the central LCS
and away from the ends of the left and right LCSs, and these results are presented in
figure 3-14(b) and (c), respectively. The values of p, and o- along the left and right
LCSs are quite similar for the majority of the LCS except near the interception with
the central LCS where the Lagrangian shear value plummets and hyperbolic repulsion
dominates. For the central LCS, both p, are approximately o, equal with hyperbolic
repulsion being larger towards the end of the LCS and Lagrangian shear larger near
the center. To demonstrate this variation, we present the results of advecting particle
patches in figure 3-15. These results reveal that the red particles initiated along the
normally hyperbolic repulsion regions do get repelled away from the ridge, although
not perfectly in the normal direction. In comparison the blue particle patch initiated
in the region with more Lagrangian shear shows a stronger along line deformation.
We note that our ability to observe these qualitatively different deformations in this
example is a consequence of the fact that the shape of the LCSs themselves deforms
very little as they are advected by the flow. If the deformation of the LCS were
substantially greater as a result of advection, we would likely not be able to discern
the different effects of p and o.
We now proceed to apply the same procedure to the more complicated double-gyre
system. The result for 0d along the principal structure presented in figure 3-16(a)
demonstrates the fact that there is negligible difference in the , and 7± vectors
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Figure 3-14: (a) 0 d, (b) p',
s, along the left (squares),
autonomous system (2.5).
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Figure 3-15: (a) Initial and (b) final position of the central repelling LCS (green)
and tracer patches started near segments of dominate hyperbolic repulsion (red) and
Lagragian shear (blue) for system (2.5) over the time window t = [0 2].
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Figure 3-16: (a) 0 d, (b) pl, and (c) o-1 as a function of the scaled line coordinate, s,
along the LCS for the double-gyre system (2.9).
along the LCS. With A1/A2 ~ O(10-9), 9 d is less than .01' for the strongest repelling
segments and reaches a maximum of 0.40. The values of pi and o-1 are presented in
figure 3-16(b) and (c), respectively, and we can see the huge variations resulting from
the amplification of noise for this LCS when 9 d < .050. It appears that for Od > .050,
the level of noise reduces and the values of p, and a-, can be reasonably calculated, and
we find that near the far end of the LCS Lagrangian shear dominates over normally
hyperbolic repulsion.
3.3 Methods application and discussion
Having investigated the FTLE ridge approach on our two analytical examples, we
now apply the ridge refinement and classification tools to three more interesting test
case systems in section 3.3.1. The first system we will discuss is a modification to
the example from Haller (2011), equation (2.1), and the second system we study is
the shear example presented in section 2.7.4; both of these were used to refute the
use of FTLE ridges as LCSs, and we show how the improved FTLE approach we
have developed actually does a fine job of identifying and classifying the key LCS for
each system. For both of these system, we introduce noise into the position of the
LCS and study how this influences the ridge classification. The third analytic system
we analyze is an exponential jet, which contains an LCS dominated by tangential
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stretching; the purpose of studying this example is that it contains LCSs that cannot
be captured by the strainline/shearline approach, further advocating the FTLE based
approach. Finally, because we seek is to apply our method to an ocean dataset in
the following chapter, in section 3.3.2, we conclude by applying the method to the
double-gyre system, but in place of calculating the velocity field from equation (2.9),
all velocity readings will be the result of interpolation from a discretized dataset.
3.3.1 Application to analytic systems
The refinement and classification tools could be applied to equation (2.1), which was
previously used in Haller (2011) to refute the use of FTLE ridges, but due to the
linear contraction in the X2 direction, the backward time FTLE field is uniform and
so does not yield any ridges. As such, we modify the system to be:
,1 = 1 + tanh2 (Xi)
z2 = -tanh(X 2), (3.13)
the corresponding velocity field being presented in figure 3-17. For sufficiently large
time intervals, the ridge of the forward-time FTLE field is the X2 -axis, and the FTLE
field and the refined ridge are presented for a time window of t = [0 4] in figure 3-
18(a). Because repulsion only occurs in the xj-direction, 2 is aligned with the x1 -
axis, making strainlines vertical for this system, whereas the shear lines cut across
the FTLE ridge, as shown in figure 3-18(b). In this case, therefore, the LCS that is
the material line aligned along the FTLE ridge is coincident with a strainline for the
system.
For a complete analysis of this system, it is also necessary to consider the backward-
time calculation. The flow map and CG tensor are calculated from an initial time
to = 4 and integrated back to t = 0. Because the domain is R 2 we have to select
a subdomain. While an instinctive choice may be the same domain used for the
forward-time calculation, D 1, we instead select the mapped position FOD 1 , which
allows us to consider a consistent set of points for both calculations. As the results in
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Figure 3-19: (a) Backward-time FTLE field and LCS for the equations (2.1). (b) The
strainlines (red), positive shearlines (blue), and negative shearlines (green).
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figure 3-19(a) demonstrate, the LCS that is the ridge of the FTLE field for this time
interval is the x-axis and coincides with a strainline (figure 3-19(b)).
In order to visualize the interaction between the repelling and attracting LCS,
we present a composite visualization in figure 3-20. The first piece of information
presented in these plots is the position of both LCS during the time interval. Unlike
previous attempts to plot the evolved LCS position using shifting time intervals, we
advect the LCS position, which in this case is straightforward but in general is only
made possible by our ridge refinement. The strength of the FTLE value is represented
by the color intensity where darker red/blue corresponds to strong repulsion for the
forward/backward-time LCS. For this example, there is no variation in the FTLE
value, but the figure template will be used in later examples.
For both forwards and backwards-time, there is only one ridge in the system:
the X2 and x-axis are the forward-time and backward-time LCS respectively. This
system has non-uniform compression in the X2-direction, resulting in a variation in
eg along the repelling LCS, but there is no variation in ng. The plots of eg and ng
as a function of the forwards and backwards-time LCS coordinate are presented in
figure 3-21. In both cases the value of eg is always less than zero and is greatest at
the ends, which corresponds to stronger contraction in the center of the ridge. As
mentioned there is no variation in ng for both LCS, and the value is always greater
than zero. These two trends indicate that normal growth dominates and is largest at
the center of the LCS.
The primary classification reveals, as expected for this example, that normal
growth dominates both LCS, so the next step is to try and classify sections in terms
of whether Lagrangian shear or normally hyperbolic repulsion dominates. Uniformly
along the forward-time LCS, p = 2 while a = 0 indicating that normal hyperbolic
repulsion dominates (Note: the logarithms have not been taken due to o- = 0 uni-
formly). To an even greater degree, the backward-time LCS is normally attracting
dominant as p = 54.6 and o- = 0. Based on these results, one would expect particles
started near the forward and backward-time LCS to be normally repelled or attracted
in forward time.
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Figure 3-20: Backwards (blue) and forwards (red) time LCS for the system (3.13) at
times (a) t = 0, (b) t = 2, and (c) t = 4. The darker the color, the stronger the
normal growth and the wider the LCS the stronger the tangential growth.
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Figure 3-21: The (a) forwards and (b) backwards-time ng (black) and eg (grey) values
along the respective LCSs for system (2.1) over the time window t = [0 4].
For the hyperbolic normally repelling LCS, we add noise to the initial LCS posi-
tion to identify its potential effect, particularly on the shear versus hyperbolic clas-
sification. Given the base position along the x 2-axis, we add uniform random error,
spanning the interval [-10- 4 10-4] to the x1 coordinate of the LCS position. To put
this error into context, it can be shown that the maximum change in angle for the
tangent vector along an LCS of resolution .01 is 0, = ±1.14* compared to 8 d = 5.470,
recalling that the latter is the angle between j and q± (i.e. the angle between strain-
lines and shearlines). This noisy ridge is classified for the time interval t = [0 4] and
presented in figure 3-22(a). This plot shows that noise in the o- value along the ridge
becomes visible at the center where 9 d is smallest.
The same noisy ridge is classified but now over the time window t = [0 12]. The
increased interval changes the minimum 9 d from 5.47* to 0 d = 0.10', which corre-
sponds to ratios of Ge/0d = 20.8% and Ge/0d = 1140% respectively. Not surprisingly,
when this ridge is advected over the longer time interval, the resulting p and a-, pre-
sented in figure 3-22(b), are not only altered but the dominant effect appears to have
changed from hyperbolic repulsion to Lagrangian shear. To correct this error, the
noise is reduced to to [-10-8 10-8] which corresponds to 0E/d on the order of .1%.
This LCS is advected and the resulting classification is presented in figure 3-22(c),
which demonstrates that the noise has reduced to reasonable scale. Overall this exer-
cise demonstrates that in order to differentiate hyperbolic repulsion from Lagrangian
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Figure 3-22: p and o- for the forwards-time LCS of noise interval [-10-4 10-4] with
integration length of (a) t = 4 and (b) t = 12. (c) p and o- with a noise interval
[-10-8 10-8] and t = 12.
shear one needs to refine the ridge such that the maximum error in the tangent angle is
sufficiently smaller than 0d. However, due to numerical constraints and the tendency
for 0d to be very small, this may not always be a practical reality, in which case we
expect that attempts at classifying a ridge as being Lagrangian shear or hyperbolic
repulsion dominated should probably be avoided.
After an example which featured normal hyperbolic repulsion exclusively, we apply
the classification scheme to the shear example:
J1 = 2 + tanh(x2),
z2 = 0,
as reproduced from equation (2.36). We have already plotted the forwards-time FTLE
field for the time interval t = [0 2] along with the strainlines and shearlines in fig-
ure 2-20, these results revealing that the LCS is the xi-axis, which is a positive
shearline, while the negative shearlines and the strainlines cross the ridge diagonally.
This system has the property that the CG tensor and its byproducts are independent
of xj, which means the ridge has constant values for all the classification metrics. To
complete the picture, we perform backwards-time calculations for the same time in-
terval. The backwards-time FTLE field, presented in figure 3-23(a), appears identical
to the forward time field because the system viewed in reverse simply has shear in
the opposite direction, and thus the x 1-axis is also the ridge of backwards-time FTLE
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Figure 3-23: (a) Backward-time FTLE field and ridge for the equations (2.36) for
the time interval t = [0 2]. (b) The strainlines (red), positive shearlines (blue), and
negative shearlines (green).
calculations. This reversed orientation is evident when comparing the strainlines and
shearlines in figure 3-23(b) to the forward time results in figure 2-20.
Having used the ridge refinement scheme to obtain the LCS position for the for-
wards and backwards-time calculations, we now classify the x1-axis starting with ng
versus eg. As can be shown analytically, ng = log(vx5) and eg = 0, this being constant
along the LCS, as demonstrated in figure 3-24. The position of the LCSs as they ad-
vect through the system is presented in figure 3-25, which reasserts the unusual fact
that the attracting and repelling LCS for this system are one and the same. We note
that for this example the length of the LCS remains constant with advection, and so
this type of structure could act as a significant transport barrier for the duration of
the time window.
We continue the classification of the LCSs by calculating p and o-, finding that
p = 1 and o = 2 in forward time and o = -2 in backward time along the LCSs.
Because the system is autonomous, the backward-time velocity field is simply the
negative of the forward-time field, resulting in the shear changing direction. In both
cases, the FTLE ridge is precisely a shearline.
Investigating the effect of noise on the LCS classification of this system produces
the interesting result that the shear LCS identified is not as susceptible to noise as the
hyperbolic LCS of system (3.13). We again introduce noise to the LCS position, by
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adding randomly distributed perturbations on the interval [-2 _ 10-4 2- 10-4] to the
x 2-coordinates of the LCS. This results in 0, = 2.290 which compared to Od = 22.5'
gives Ge/0d = 10.2%. Despite this large noise, however, the values are p = 1 ± .02
and o = 2 ± .002 as presented in figure 3-26(a). Even when the integration length is
increased to t = 20, and 0e/0 rises to 80.2%, the Lagrangain shear still dominates
local deformation. The principal reason for this is that because the LCS is dominated
by Lagrangian shear, and small errors in the identification of the LCS are advected
along the LCS and not normal to it. Thus, errors in the advected normal and tangent
vectors do not grow.
The final analytic system features a jet growing in strength exponentially:
=i  erf(X2 )ex1,2
2 = e" e x2
2 (3.14)
where erf is the error function and the equations satisfy the incompressibility condi-
tion. The autonomous velocity field is presented in figure 3-27. Along the x 2-axis,
the velocity magnitude grows exponentially, and the rest of the field is drawn towards
the axis. The FTLE field and the strainlines and shearlines for the time window
t = [0 1/3] are presented in figure 3-28(a) and (b), respectively. The x2 -axis is the
ridge of the forward time FTLE field and the interesting aspect of this example is
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Figure 3-27: Autonomous velocity field for the exponential jet system (3.14).
that none of the strainlines or shearlines line up with the ridge. In fact, the strain-
lines always intercept the X2-axis at a right angle indicating the direction of strongest
repulsion is parallel to the axis. As such, it is clear that it is the FTLE ridge that is
the dominant repelling LCS for this system. The backwards-time results, presented
in figure 3-29(a) and (b), show that two symmetric ridges exist on either side of the
x2 -axis and are also not conformant to the shape of strainlines and shearlines.
We classify the LCS of the system by calculating ng and eg along their lengths,
and the results are presented in figures 3-30(a) and (b). For all values of x 2 , eg > 0
and ng < 0 along the repelling LCS. Classification of the backwards-time LCS reveals
precisely the opposite properties where for segments with greater X2 there is larger
normal growth in backwards-time. The advection of the LCSs is presented in figure 3-
31 where the forward time LCS stretches out along the x2 -axis and the two backward-
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Figure 3-29: Backwards-time (a) FTLE field, ridge and (b) strainlines (red), positive
shearlines (blue), and negative shearlines (green) for the exponential jet system for
an time interval t = [1/3 0].
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Figure 3-30: (a) Forward and (b) backward-time ng (black) and eg (grey) values along
the LCSs. The forwards-time line coordinate is the X2 value and the backward-time
LCS's line coordinate, s, takes the smallest x 2 segment as the origin.
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Dataset Resolution E std(c) max(c)
0.005 1.334e-8 8.581e-8 1.632e-5
0.01 1.758e-8 9.108e-8 1.609e-5
0.05 7.767e-6 1.767e-5 6.557e-4
0.1 1.819e-4 3.595e-4 9.970e-3
0.25 1.511e-2 3.042e-2 1.274
Table 3.1: Error in the advected position of points forming the grid x = [0 : .0025 : 2]
and y = [0 : .0025 : 1] when compared to positions from the analytic velocity field.
time LCS rotate towards and stretch along the X2-axis in forward-time.
3.3.2 Application to discretized Double-Gyre system
All systems studied thus far in this chapter have used analytic equations to calculate
the velocity field, which has the nice feature of allowing ode45 to precisely determine
the velocity at all points. With a view to applying these methods to ocean datasets,
for which analytic models are not be available for precise calculation, it is a worthwhile
task to investigate a case where the velocity field is calculated via interpolation from
a grid of velocity measurements at a series of different times. As such, we analyze
a discretized dataset from the double-gyre velocity system. Our studies consider
a dataset resolution of 0.01 in the physical domain (201 points in the horizontal
and 101 in the vertical) and 0.1 in time (100 time steps per period of oscillation),
which provides reasonable but not excessive resolution. The results obtained can be
compared with the "true" results derived from the analytic velocity field.
For an initial study of how discretization influences the underlying flow map calcu-
lations, we investigate the mapping of a uniform grid of initially distributed particles
with a spacing of .0025. For a range of spatial resolutions, we calculate the average,
standard distribution, and maximum error in position, E. The resulting values of each
mapping are presented in table 3.1. Unsurprisingly, finer resolutions of the velocity
field result in more accurate mapping and a resolution of 0.01 seems to have provided
convergence.
While the full domain of study measures the average effect or discretization res-
olution, we are primarily concerned with advection of points on or near the refined
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Figure 3-32: (a) Advected position of the ridge using the analytic velocity field (blue
x's) and datasets with resolution .005 (red +), .01 (green o), .05 (magenta L\), .1
(yellow V), and .25 (black asterisk). (b) FTLE as a function of the inline coordinate
for the ridge.
ridge. Due to the repulsive nature of the ridge for particles released in this region,
errors either in the velocity field or position have the potential to grow significantly
during advection. As a baseline test, the ridge found using the analytic system is
advected using multiple dataset resolutions, and the final position is presented in fig-
ure 3-32(a). There appear to be two different final states for the five different dataset
resolutions. For the ridges advected using dataset resolutions of .005 and .01, the
advected ridge remains very accurate, with the greatest errors in final position on
the order of 10-5. For the three coarsest datasets, however, the ridge advects to very
different positions.
Also of interest is how the FTLE value changes as a function of dataset resolution.
For this study we take the refined ridge position derived from the analytic velocity
field, and calculate the FTLE value along this ridge using the discretized datasets.
The FTLE value as a function of the line coordinate, s, is presented in figure 3-32(b),
and given the different advected positions seen in figure 3-32(a), the differences in
FTLE value along the ridge are expected. Again the two finest resolution results
accurately reproduce the analytic result while the three coarsest datasets produce
similar results that differ significantly from that analytic result.
Based on this study, it appears a resolution of 0.01 is sufficient for reproducing
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Figure 3-33: (a) FTLE field and ridge from a discrete dataset of resolution 0.01 (b)
Distance between analytic and discretized ridges.
accurate results for this system, but this is unique to this system and possibly to
this integration time. For different systems with velocity fields changing on different
characteristic length scales and timescales, resolution effects need to be considered.
If we were given a dataset of a certain resolution in space and time without any
ability to compare with an analytic solution, the best approach would be to halve the
resolution (i.e. subsample the data) and measure how much the FTLE and advection
results change. If the results change significantly, then particle advection calculations
not converged and higher resolution data is necessary.
Next, we locate the FTLE ridges using the discretized dataset. This follows the
same procedure as described in section 3.1. First an approximate position is found
using ridge tracking and the FTLE field calculated from the discrete velocity field.
The identified ridge is then refined and is presented in figure 3-33(a). In order to
measure the accuracy of the ridge location, it is further refined using the analytic
velocity field, and the amount of error as a function of the in line coordinate is
presented in figure 3-33(b). Surprisingly, the amount of error is actually greater for
segments with relatively lower FTLE values, but overall it is sufficiently small.
Figure 3-34 presents the position of the repelling and attracting LCSs for the
double-gyre system (2.9) over the time window t = [0 10]. The color of the segments
along the LCSs represents the FTLE value, with the darkest segments having the
highest FTLE values. At the beginning of the interval, the repelling structure takes
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the same position as in figure 3-33(a), and the attracting structure is condensed to
a point at the top of the domain. After a quarter of the time interval has passed,
the repelling structure has shifted to the right slightly and contracted, while the
attracting structure has not significantly grown yet, as seen in figure 3-33(b). At the
midway point of the interval, presented in figure 3-33(c), both LCS are roughly vertical
and while contraction of the repelling structure continues, growth of the attracting
structure is finally visible. The final two time steps presented in figures 3-33(d) and
(e), respectively, show the complete contraction of the repelling ridge and the full
growth of the attracting ridge. In this case, symmetries of the flow and its periodic
time variance, result in the attracting and repelling structures taking similar shapes.
Finally, the classification metrics are applied to the identified ridge. The calcu-
lation of the growth classifications ng and eg, presented in figures 3-35(a) and (b),
demonstrate that while the dominant normal growth is relatively accurate, the tan-
gential growth, which is strongly contracting, is much more sensitive as justified in
Appendix E. The results presented in figures 3-35(c) and (d) further confirm that
there is significant discrepancy between the analytic based LCS and the discretiza-
tion based LCS when trying to calculate p and u. Overall, the take home message is
that it seems reasonable to expect to be able to calculate values of ng for discretized
datasets, but it is unlikely to be able to calculate any of the other quantities.
3.4 FTLE Ridge Conclusions
While strainlines and shearlines each do a well at representing some high FTLE
regions, there is no guarantee that they will do so since they are only locally and
not globally maximizing. This led us to investigate the possibility of accurately
refining and advecting FTLE ridges and considering these to be the LCSs of the
system. This first required the creation of our normal-maximum ridge approach,
which utilizes strengths from both the watershed and height ridge definitions. The
normal-maximum ridges are approximately located by a modification of the ridge
tracking scheme developed by Lipinski & Mohseni (2010). Because interpolation as
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opposed to recalculations of the flow map is used to calculate the FTLE field when
initially estimating the path of a ridge, refinement of the tracked ridges was found
to be necessary. Our refinement scheme was and successfully applied to both the
autonomous and double-gyre flows. In both applications, we showed that during
advection the refined ridges contract significantly more than unrefined ridges.
The identification of refined ridges enabled us to perform a number of calculations,
which were previously unreliable in another published study by Tang et al. (2011).
We have presented a sequence of classification metrics which enabled determination
of whether LCSs where the local flow field are dominated by growth in the initial
normal or tangential directions. It was found that for non-trivial cases, noise often
made the classification unreliable.
This procedure was then applied to two analytic examples that had previously
been used to refute the use of FTLE ridges as LCSs. In both cases, we demonstrated
that an LCS determined by tracking and refinement of FTLE ridges captures and
correctly identifies all the features determined using the strainline and shearline ap-
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proach. We then presented results for another example for which the LCSs associated
with an expanding jet flow feature could not be characterized by either strainlines or
shearlines but were correctly identified through the use of FTLE ridges.
Finally, we applied the FTLE ridge refinement, advection and classification to a
discretized double-gyre flow dataset and were able to obtain an accurate reproduction
of the analytic results. This demonstrates that our procedure can be applied to
reasonably resolved gridded datasets and accurately identify the dominant LCSs.
In summary, the ridge refinement and classification scheme that we have devel-
oped appears to be a viable alternative to the strainline/shearline approach, enabling
identification and advection of dominant LCSs. Moreover, the approach is capable of
identifying LCSs that are more general than strainlines and shearlines, these being
Lagrangian flow features that comprise a blend of normal hyperbolic repulsion, La-
grangian shear and tangential stretching. With these results in hand, we now proceed
to apply these methods to a realistic ocean dataset in Chapter 4.
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Chapter 4
Application of LCS methods to
Ningaloo Region
The LCS tools developed in Chapter 3 are now applied to the study of an ocean
surface flow. Specifically, data from a Regional Ocean Modeling System (ROMS)
simulation of the Indian Ocean off the coast of Western Australia is analyzed to
develop a greater insight on the utility of the information provided by LCS analysis for
a realistic ocean data set, and the feasibility of LCS classification based on the FTLE
field. Section 4.1 provides an overview of the geographical region, its environmental
and industrial significance, and the predominant flow structures near the coastline.
The particulars of the simulation of the local flow field are discussed in section 4.2, and
a description of the implementation of the LCS analysis is presented in section 4.3. In
addition to the identification of LCS in the surface flows in section 4.4, in section 4.5,
we present for the first time an analysis of the effect of windage on LCSs, as this is
an important consideration when seeking to apply LCS methods to real world ocean
problems concerning surface transport. Finally, in section 4.6 we assess the utility of
the LCS approach for this case study.
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Figure 4-1: (main image) Map of Western Australia and bathymetry of the continental
shelf with a superimposed sketch of the Leeuwin Current (orange) and wind-driven
along-coast currents (red). (inset) The location of the Ningaloo peninsula within
Australia. (Figure reproduced from Xu et al. (2013)).
4.1 The Ningaloo peninsula
As a case study, we have selected the dynamically complex and environmentally
important waters around the Ningaloo peninsula in Western Australia. The coastline
is home to a pristine 300km-long fringing coral reef, the longest of its kind in Australia,
spanning from the northwest Cape to Point Cloates and down to Gnaraloo (21*46'S
to 22*43'S and 113*45'E, see figure 4-1). A fringing coral reef is defined as a reef which
is either connected to the shore or separated by a shallow lagoon. In this case, the
reef encloses a lagoon, which is on average 2.5km wide but only 2-4m deep. Breaks
in the predominately continuous reef allow for transport of fluid into and out of the
lagoon (Cassata & Collins, 2008).
The lagoon and surrounding reef region of the Ningaloo Peninsula are home to a
diverse resident marine community. Based on observations there are a total of 217
marine species including marine turtles, whale sharks, and manta rays. The nutrient
rich water contains a diverse set of algea, and the reef consists of 54 genera of coral.
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As a result of the large marine population, avian sanctuaries have been established
in the domain to protect osprey and pelican populations (Cassata & Collins, 2008),
and because of the diversity of the ecological environment, the reef and surrounding
area were named to the world heritage list by the United Nations.
Besides the ecological importance of the Ningaloo reef (NR), there are substantial
underwater natural resources nearby such as petroleum and liquid natural gas. The
region around Ningaloo makes up the Carnavon Basin, which has been the site of a
significant number of offshore drilling operations. As figure 4-2 presents, there have
been a number of gas and oil fields identified immediately to the north of Ningaloo.
One such field, the Van Gogh field, is just 30km from the NR, and has achieved
production rates as high as twenty-nine thousand barrels of oil and 214 million cubic
feet of natural gas per day.' This production is just a fraction of the total potential
drilling capacity of the region (Lawrence et al, 2010).
In light of the combination of the ecological sensitivity of the region and the
uSource: Apache Corporation: 2012 Annual Report
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proximity to substantial offshore exploration, understanding the local flow field and
associated flow transport is imperative for continued safe industrial development of
in this region. The shelf circulation off NR near the North West Cape of Western
Australia is characterized by complex interactions between the southward flowing
Leeuwin Current (LC), local wind-driven currents, and transient mesoscale features
in the region, as illustrated in figure 4-1. Driven by a strong and persistent poleward
pressure gradient, the along-shelf flowing LC is observed south of the NW Cape and
accelerates southward down the coast (Godfrey & Ridgway, 1985; Smith et al., 1991).
The along-shore currents on the inner-shelf are only weakly influenced by the offshore
poleward flowing LC but are strongly influenced by the local wind forcing (Lowe
et al., 2012). The winds along the Ningaloo Peninsula are seasonally dependent with
variable speed and direction during autumn and winter (April to August). During
the spring and early-summer months (October to January), however, the winds are
relatively strong with speeds averaging 6 m/s from the southwest. These southwest-
erly winds, in turn, produce equatorward, upwelling-favorable flows on the inner shelf
with timescales of order one week (Lowe et al., 2012; Xu et al., 2013).
4.2 Numerical model
The surface velocity field data for this study comes from numerical simulations of
the summer shelf circulation and upwelling dynamics at Ningaloo using version 3.6
of the Regional Ocean Modeling System (ROMS) (Haidvogela et al., 2008; Xu et al.,
2013). A double nested ROMS model was set up with a relatively coarse (2.3km)
resolution model of the broader Western Australia Coastal region (the WAC model),
presented in figure 4-3(a), and a fine-resolution (500 m) model surrounding the inner
Ningaloo Reef itself (the NR model), presented in figure 4-3(b). The coarse WAC
model included more than 1000 km of coastline (extending from south of Shark Bay
to north of Port Hedland), whereas the fine NR model enclosed approximately 400 km
of coast surrounding the Ningaloo Peninsula; it is the velocity field information from
the inner NR model that is the basis of our LCS analysis. Both the WAC and NR
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Figure 4-3: (a) The full ROMS simulated domain (bordered in black) along with
Australia. (b) Fine resolution refined grid around the Ningaloo Reef
models contained 40 vertical sigma levels and utilized the continuous double stretching
function with separate surface and bottom refinement as described in Shchepetkin &
McWilliams (2009), and we use the velocity field from the upper sigma level as the
surface velocity field. The 250m spacial resolution bathymetry came from Geoscience
Australia2
The WAC model was initialized and forced at its open boundaries with daily
two-dimensional surface elevation fields, as well as three-dimensional velocity, tem-
perature, and salinity fields from the Hybrid Coordinate Ocean Model (HYCOM)
reanalysis system. Wind stresses were prescribed on the surface using a quadratic
drag formulation, based on the wind speed and surface drag coefficients from Large
and Pond (Large & Pond, 1981)), with hourly winds derived from the UCAR Climate
Forecast System Reanalysis (Saha et al., 2010). Additional atmospheric properties of
surface heat flux were obtained from the NCEP/NCAR Reanalysis systems in order
2https://wwv.ga.gov.au/products/servlet/controller?event=GEOCAT.DETAILS&catno=67703
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to fill gaps in the UCAR wind dataset 3. Bottom stresses were calculated internally
by assuming a bottom boundary layer with a logarithmic velocity profile equivalent to
a bottom quadratic coefficient Cd ~0.005 at a reference height of 10 m. Sub-grid scale
horizontal mixing (eddy viscosity) was parameterized as a function of the local grid
resolution using a Smagorinsky formulation, and vertical mixing by the turbulence
closure scheme in ROMS.
The simulated shelf circulation off the NR is characterized by the complex inter-
actions between the southward flowing LC, seasonal wind-driven currents, and tran-
sient mesoscale features in the region. During the spring and early-summer months
(October to January), relatively strong southwesterly winds produce equatorward,
upwelling-favorable flows on the inner shelf with timescales of order one week (Lowe
et al., 2012; Xu et al., 2013). All these interactions manifest themselves in a rapidly
evolving velocity field as presented in figure 4-4, which highlight the presence of
eddies, mean currents moving towards and away from the coastline, and winds of
variable speed and direction. Model skill has been thoroughly assessed by comparing
predictions with the measured temperature and velocity fields from a 2 month field
experiment conducted during the austral summer (Xu et al., 2013). The high res-
olution data from the NR model captures the highly time-dependent nature of the
complex flow fields adjacent to Ningaloo Reef, providing a very high quality data
source for LCS analysis.
4.3 LCS analysis
The analysis performed in this chapter follows the procedure developed in chapter
3. The first step is to convert the available numerical data into a suitable format.
Because the domain is not sufficiently large that spherical coordinates are necessary, a
conversion of the data to a Universal Transverse Mercator coordinate system forming
an Eulerian grid was performed. We selected a suitable set of time windows to
study the range of kinematics present in the simulation. These time windows were
3 http://www.esrl.noaa.gov/psd/data/reanalysis/reanalysis.shtml
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Figure 4-4: Two snap shots of the surface velocity (blue arrows) and wind (red
arrows) fields from the simulation for the dates of 14 December and 23 December.
Arrow lengths are scaled to show contributions for a windage factor of 2.25%. These
snapshots reveal (a) several gyres to the east and (b) an along shore current with
onshore wind. This variety of scenarios demonstrates the complexity and variability
of flow throughout the region.
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identified by first scanning the velocity field and observing qualitative changes in
macroscopic flow features and assessing the relevant time scales for these changes.
Then qualitatively different time intervals selected were analyzed with a sequence of
FTLE calculations for systematically increasing duration to determine a sufficiently
long time window that clear FTLE ridges were observable. Thus, the FTLE analysis
was used to find the relevant time windows over which dominant attracting and
repelling structures operate.
The FTLE calculations were run for domains over the area presented in figure 4-
3(b) at a resolution of 500m (i.e. particle seeding for the initial flow map calculation
was initially every 500m) with a cluster size of 10- 3m. Convergence studies showed
that FTLE values had effectively converged to within 0.01% for cluster sizes of im.
FTLE calculations were repeated at different ODE tolerances to confirm convergence
of the advected trajectories had been reached. Because the domain is open, it is
possible to have fluid advect into or out of the domain. Also, because of imperfect
resolution of the velocity field in the vicinity of the shoreline, it is possible to have
fluid advected onto the coastline. Any region which enters or leaves the domain
during advection, either via open boundaries or numerical errors in the vicinity of
the coastline, is neglected in the following analysis. In the regions of valid FTLE
values, ridge tracking is performed as described in section 3.1.2 with an average step
size of 200m. This leads to a set of prospective ridges to analyze, and our studies
generally focus on FTLE ridges near the coastline as these will have the greatest effect
on near-coast transport.
The ridge refinement process that was used follows the method described in section
3.1.3. In these studies, the FTLE field was too coarse to directly analyze the data
from the initial ridge tracking results, and so the initial ridge had to be smoothed
to remove erroneous sharp features. After smoothing, the initial steps for the ridge
refinement process consisted of a set of points normal to the ridge at 10m increments
up to 3km in both normal directions; this large search length normal to the ridge
removes potentially large errors in tracking from the coarse FTLE field. Due to the
wide search domain for ridges and their proximity to each other, it was necessary
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to limit the rate of tangent angle change permitted along a ridge; this prevents the
refinement scheme jumping from one FTLE ridge to another. Several refinement steps
were implemented in which the search length either side of the FLTE ridges decreased
while the resolution increased. In the case of this discretized dataset, we were unable
to resolve the lateral ridge position to finer than 2-5 meters because the variation in
FTLE values became negligible below this resolution.
Based on the results of the aforementioned calculations for both forward and
backwards-time, we present the results of a series of studies on the LCSs that are
the refined FTLE ridges. The first study is to advect the LCSs to observe their
location, growth, contraction and deformation throughout the time window. Next,
the normal and tangential growth, ng and eg, are calculated as a function of the
scaled inline coordinate, s, with the convention that the left most endpoint of the
initial position of the LCS is taken as s = 0 and the other end point corresponds to
s = 1. This study enables determination of whether the high FTLE value of the ridge
can be attributed to stretching of material lines initially normal or tangent to the
ridge, quantifying what is qualitatively observable in the LCS advection. After the
normal versus tangential classification, we attempt to classify the normal growth as
being either hyperbolic (normal) repulsion or Lagrangian (tangential) shear dominant,
which turns out to be prohibitively challenging as we saw in section 3.3 and justify
in Appendix E. We further support these studies with calculations of strainlines and
shearlines in the vicinity of the LCS in order to see if these other material lines provide
additional insight and/or a more practical means to identify dominant material lines
as LCSs.
4.4 LCS Results
We investigate the LCSs for two different time windows in December 2009. In both
cases, we calculate the forward (repelling) and backward (attracting) time FTLE
fields, implement the procedure for refining key ridges that are candidates for the
LCSs, and present the advected position of sets of passive tracers to demonstrate the
guiding influence of these LCSs.
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4.4.1 Time window 1
The first time window for which we present results spans 12 December to 19 December,
2009. During this time interval several eddies exist ~55km off the coast, ranging in
scale from 30km to 60km in diameter and with neighboring eddies often counter
rotating, as shown by the snapshot of the velocity field in figure 4-4(a). The velocity
nearest to the coastline is predominately directed away or along the coast and is
initially weak but grows to as large as 0.4m/s to the north and then decreases over
the last two days of the time domain.
The FTLE analysis for this time window identifies several dominant repelling and
attracting ridges. The forwards-time analysis, presented in figure 4-5(a), reveals one
particularly striking "lightning-bolt" repelling ridge that originates from the elbow
of the Ningaloo peninsula and is oriented towards the north-west. There are several
smaller scale ridges clustered around this one, as well as a group of three repelling
FTLE ridges off the northern tip of the peninsula. On the basis of this first step of
the LCS analysis we can identify these as locally the most strongly stretching regions
of the domain for the time window considered. In regards to attracting structures,
the results in 4-5(b) show a pair of dominant attracting FTLE ridges aligned with
the western and northern sections of the coastline, and a few other ridges further
offshore. These are locally the most strongly attracting regions for the time window
considered. For the dominant ridge in the forward and backwards-time calculations,
superimposed on the FTLE field is the LCS obtained from the ridge tracking and
refinement algorithms presented in chapter 3. The region marked grey enclosing the
coastline in the backwards-time FTLE plot in figure 4-5(b) is a consequence of a strong
coastal upwelling; in backwards-time this leads tracers to be drawn towards, and in
the case of the grey regions, onto, the coastline. This is an artifact of numerical error
causing particles to be advected onto the coast. If the velocity field were perfectly
resolved, there would be no flow across the boundary between the ocean and land.
While attempts have been made to calculate the FTLE of particles which leave the
domain (Tang et al., 2011), or to modify the near boundary flows (Lekien et al., 2004),
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we choose to neglect these domains and the corresponding modification schemes due
to the uncertainty involved.
To demonstrate the role that LCSs played during this seven day time window,
patches of colored passive tracers have been introduced, and their initial and final
positions are presented in figure 4-5(a) and 4-5(b), respectively. The red and blue
tracers initiated on the northern and southern side of the "lightning-bolt" repelling
LCS are stretched and repelled away from each other. Each of these patches is
initially 2.5km in radius and by the end of the time window they are stretched out
into approximately 100km-long filaments. The structure that organizes the final
positions of these particles is the coastally aligned attracting LCS in the vicinity. For
contrast, several patches of yellow passive tracers are initiated in regions of low FTLE
values close to the dominant repelling LCS. While they are advected a significant
distance, the two patches south of the LCS advect to the north and west while the
particles initially to the north advect to the north and east. These patches experience
translation but very little deformation.
As a result of the ridge refinement scheme developed and tested in chapter 3,
it is possible to advect the LCSs over the time interval considered. The position
of the repelling and attracting LCSs at the beginning (0:00, 12 December), middle
(12:00, 15 December), and end (0:00, 19 December) are thus presented in figure 4-
6. To emphasize the segments of the line which have the highest FTLE values, the
color shade has been scaled according to the FTLE value. The initial position of
the repelling LCS is the "lightning-bolt" shape, as presented in figure 4-5(a), but the
shape of the attracting LCS is of interest because having been advected back from its
final state it has collapsed completely onto a small section of the strongest portion of
the repelling LCS. In figure 4-6(b), the repelling LCS has decreased in length and is
essentially the same size as the attracting LCS at this point in time, and the two are
effectively perpendicular. In the final state, presented in figure 4-6(c), the situation
has reversed from the initial window in that the attracting LCS has collapsed to a
localized region on the strongest attracting segment of the backwards-time LCS.
Our next step is to analyze the tangential versus normal growth along the LCSs
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Figure 4-5: Contour plot of the (a) forward and (b) backwards-time FTLE fields for
a seven day time window between 12 and 19 December, 2009. Particles erroneously
advected onto the coastline in forwards and backwards-time are colored grey in (a)
and (b), respectively. In each figure an LCS determined by the ridge refinement
scheme discussed in chapter 3 is highlighted. (a) Initial and (b) final positions of
passive tracers are shown in red, blue, and yellow.
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Figure 4-6: Advection of the forwards-time LCS (red) and backwards-time LCS (blue) at (a) 0:00, 12 December, (b) 12:00, 15
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Figure 4-7: The (a) forwards-time and (b) backwards-time data for (black) ng and
(grey) eg values along the LCSs for the time interval 12-19 December.
in order to better understand their impact on the nearby fluid and to rationalize and
quantify the observations of the LCS advection. From studying the results of the ad-
vected LCSs in figure 4-6 and the motions of particle patches initially placed atop the
repelling LCS in figure 4-5(a), we expect the calculations to identify strong contraction
of the repelling LCS in forwards-time and of the attracting LCS in backwards-time
(corresponding to growth in forwards-time), as well as strong normal repulsion of the
repelling LCS in forwards-time and of the attracting LCS in backwards-time. We
present ng and eg along the forward and backwards-time LCS in figures 4-7(a) and
(b), respectively. In both cases, normal growth dominates all along the ridge consis-
tent with our expectations, and its value is smoothly varying. The data for tangential
growth, on the other hand is much noisier, although it does discernibly remain nega-
tive, save for a few isolated points, consistent with the strongly observed contraction
of the repelling and attracting LCS in forward and backwards-time, respectively. As
discussed in Appendix E and for the idealized case studies in section 3.3, the noisiness
of the signal for low values of eg is a consequence of errors in the refined LCS position
not being sufficiently small relative to Al/A 2 , the values of these two eigenvalues along
the ridge being presented in figure 4-8(a).
Out of curiosity, we now seek to go one step further and try to determine the
values of p, and o- along both of the LCSs. The potential for extracting these values
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seems tempting because there is such smooth variation of nr with the LCS coordinate,
and the relative values of A2 to A1 along the LCSs, presented in figure 4-8, are not
too extreme, implying that the local orientation of strainlines and shearlines are
actually quite distinct. The relative values of A2 and A1 along the LCSs differ by
a factor ranging from 10 4 in regions of low FTLE to 10 7 in regions of high FTLE.
The corresponding values of 0 d, the angle between the 1 and i7+ vector fields that
locally give the orientation of strainlines and shearlines, are indeed non-negligible, as
presented in figure 4-8(b), being about 30 in regions of maximum A2 and increasing to
around 200 on the outer tails of the LCSs where the value of A2 drops off significantly.
As seen in figures 4-8(c) and (d), however, despite these nontrivial values for the angle
between strainlines and shearlines along the FTLE ridge, the calculated values of p,
and a-, along the forward and backwards-time LCS are noisy, and if anything suggest
that Lagrangian shear is persistently larger. Recalling the results from Appendix E
and discussions for idealized systems in section 3.3, Lagrangian shear will erroneously
appear dominant when noise is sufficiently large along a strainline-like LCS. This
results in the variation of the o- value along the LCSs being nearly identical to the
corresponding ng values.
While the p, and a, classification failed to dependably classify the type of normal
growth, we take a closer look at the value of 0 d. Because the angle between the
.j field and the 7+ field is on the order of 100, it is reasonable to assume that
shearlines and strainlines will diverge rapidly and appear visually distinct. Thus for
comparison, strainlines and both types of shearlines were calculated from the forwards
and backwards-time CG tensor field, and the results are presented in figures 4-9(a)
and (b), respectively. In both cases, the dominant FTLE ridge that we have been
studying is nicely picked out by a strainline, while, both types of shearlines clearly cut
through the FTLE ridge structure. Thus we can visually see by virtue of superimposed
strainlines and shearlines that the nature of the LCS that is the FLTE ridge is a
normally repelling material line. This suggests that a more practical measure of
whether an LCS identified using the FTLE ridge refinement scheme is dominated by
hyperbolic normal stretching or Lagrangian shear at each point along the LCS is to
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Figure 4-8: The variation of (a) A, (dashed lines), and A2 (solid lines), and (b) 9d
along the forward (black) and backwards-time LCSs (grey) for the time interval 12-19
December. The (c) forwards-time and (d) backwards-time data for pi (black) and c'
(grey) values along the refined ridges in figures 4-5(a) and (b) respectively.
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calculate the angle between the LCS tangent and the local strainline and shearline
orientations. From the results presented in figure 4-9, we can see that all along the
LCSs this angle is vanishingly small with respect to the strainline angle and clearly
finite with respect to the shearlines.
Since both the repelling and attracting LCS have a single maximum near their
centers and the two collapse on to each other in forwards and backwards time, it is of
interest to investigate the nature of the flow features that were responsible for creating
these ridges. As such, we analyze the local Lagrangian flow (i.e. the velocity field in
the frame of reference of the moving point) around three select points along each of the
forwards and backwards-time LCSs. The points selected are located towards either
end of each LCS and at their point of intersection at the middle of the time window.
Figure 4-10(a) presents the global Eulerian velocity field throughout the domain and
the local Lagrangian velocity field around each selected point (velocity from the frame
of reference of the specified point) at the start of the time window. While all three
points on the attracting LCS and the central point on the repelling LCS are very
close and experience a locally hyperbolic (saddle) flow field, the points at either end
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of the repelling LCS experience simple shear type flows. At the intermediate time
step, shown in figure 4-10(b), all three forwards-time points are experiencing locally
hyperbolic type flow with varying degrees of orientation relative to the repelling LCS,
whereas this is no longer the case for the points towards the ends of the attracting LCS.
Finally, figure 4-10(c) presents the end of the time window, where all three forwards-
time points experience nearly identical locally hyperbolic flows because of their close
proximity and the points at the ends of the attracting LCS are not experiencing
anything like a locally hyperbolic type flow.
The persistent presence of locally hyperbolic flow in the vicinity of the highest
FLTE values of the repelling and attracting LCSs reveal that there is a single, domi-
nant advecting Lagrangian flow feature, a Lagrangian saddle point, that is responsible
for contraction of the repelling LCS and expansion of the attracting LCS in forwards
time, thus creating the evolution of the LCS that we see. Near these high FTLE
regions, there is a large perturbations away from the true FTLE ridge in the shape
of the advected forwards and backwards-time LCS, which is the manifestation of ad-
vecting the LCSs with initially small amounts of noise into a highly straining region of
the flow field, in which case, these perturbations become greatly exaggerated by the
Lagrangian straining flow. This behavior is equivalent to that seen in the ideal flow
in system (3.13). Further smoothing steps could be introduced to overcome this, but
this does not seem to be crucial further step to take given that we are now considering
a scale of about 500m (one grid point) compared to the 100km scale of the LCSs at
their full extent.
For a strainline that is a consequence of the motion a persistent and moving
Lagrangian saddle point, Olascoaga & Haller (2012) introduced the notion of a hy-
perbolic core, which was discussed in sectio 2.8.2. These cores are identified as the
segments of attracting, backwards-time LCSs where the rate of strain in the advected
normal direction is persistently strong and negative. The forwards-time analogue
requires the rate of strain in the direction normal to the advected repelling LCS be
persistently positive. We attempt to reproduce the calculation of the quantity that
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Figure 4-10: At times (a) 0:00, 12 December, (b) 12:00, 15 December, and (c) 0:00,
19 December, we present the global Eulerian velocity field along with the forwards
and backwards-time LCSs. Three points are plotted on each of the structures, and
these points are used to set the Lagrangian field of the six plots to the right.
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is at the heart of identifying a hyperbolic core,
r(t, xo) = (nft(xo), S(Ft (xo), t)nt(xo)), (4.1)
where r(t, xo) is the rate of strain at the Lagrangian point xo at time t (i.e. at
the location at time t of the material point that was at position xO at time to) in
the direction of the advected normal, nt along the LCS. For any point on an LCS
identified as an FTLE ridge, the normal vector, nt, can be calculated in one of two
ways: via the normal of the advected LCS, or from the normal of the advected tangent
VFtoeo(xo).
As seen in figure 4-10, despite our refinement procedure, the normally repelling
nature of the LCSs in forwards and backwards-time makes the latter stages of the
advected position of the LCSs unstable, which results in growing noise in the tangent
and normal angles, precluding an accurate calculation of r(t). This is demonstrated
by the results in figure 4-11(a), which presents the variation in the angle of the
normal vector along the repelling LCs for the beginning, middle, and end of the time
window. The initial variation in the angle of the normal to the repelling LCS, 0,
varies smoothly, but as time progresses, eventually it becomes completely dominated
by noise. The corresponding value of r(t) for the three different chosen points along
the repelling LCS is presented in figure 4-11(b). The initial values of for the point
at the center of this LCS, which we know from our previous studies is a persistent
Lagrangian saddle point, are large and positive, but after the halfway point of the
window, the value drops significantly and is persistently negative. The two points on
either end of the LCS see an increase in the normal rate of strain as they are drawn
towards the dominant flow structure, but eventually these values also erroneously
become negative due to the distortion in the shape of the material line. If we were to
take this result as accurate, then none of the points along the ridge would satisfy the
condition that r(t) > 0 for all time t, but the reality is that the r(t) measure is not
sufficiently robust in this case. The backwards-time study produces similar results
for in the angle of the normal and r(t).
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Figure 4-11: (a) The angle of advected tangents along the forward time LCS at times
(black) 0:00, 12 December, (dark grey) 12:00, 15 December, and (light grey) 0:00,
19 December. (b) The values of r(t) for the blue, black, and cyan points along the
forwards-time LCS in figure 4-10.
Because the calculation of r(t) does not seem to be robust, we propose an alterna-
tive and much simpler viewpoint. Qualitatively, the rate of strain measure, r(xo, t),
is trying to identify the point along an LCS that maximizes the persistent normal
stretching rate. In the case of a strainline, repulsion is persistently normal as a re-
sult of preserved orthogonality of the CG tensor's eigenvectors and the definition of
strainlines. Although we do not prove it rigorously here, it seems reasonable to expect
that for a material line that is a strainline or is close to being a strainline, the inte-
grated value of r(t) should correspond very closely, if not exactly, to the FTLE value.
On this basis, one should simply define a core of an LCS as being a segment that
contains an FTLE local maximums, and the overlapping locations of these maxima
on the repelling and attracting LCSs at any time reasonably reveal the location of a
Lagrangian saddle point that is responsible for creating the LCSs.
We conclude the study of this time window by noting that in this example the
attracting and repelling LCSs are manifestations of a single, moving Lagrangian flow
feature. Essentially they present a record of the regions of the domain that encounter
this flow feature. Thus despite the repelling and attracting LCSs being long material
lines in the initial and final time windows, respectively, they contract strongly in
forwards time and backwards, respectively. As such, it is somewhat subjective as to
what extent one would consider these to be transport barriers since they shrink or
grow to essentially zero length.
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4.4.2 Time window 2
The second time window studied runs from 0:00, 21 December to 12:00, 25 December
2009. This four and a half day interval was selected because in contrast to the previous
time window, during this time period the ocean velocity field has a strong onshore
component, due to a coastal downwelling. While there are occasional variations in
the current orientation and flow rates vary between 0.3 and 0.5 m/s, no significant
eddies exist near the peninsula during this time window, as evidenced by the velocity
field snapshot in figure 4-4(b).
The forwards and backwards-time FTLE fields of this shorter time window are
presented in figure 4-12. While FTLE values are similar to the previous study, the
shorter time window means that there is less deformation of particle patches in the
vicinity of the ridges, and the FTLE ridges are typically not as sharply defined. There
is no sharp dominant repelling structure near the Ningaloo peninsula; there is, how-
ever, a broad high FTLE value region in approximately the same location where the
"lightning-bolt" structure resided in the previous study. The ridge extraction and
refinement scheme is able to identify a few small ridges within this region, of which
we highlight two. In contrast to the broad features of the forwards-time result, the
backwards-time FTLE field in figure 4-12(b) does feature an apparently well-defined
FTLE ridge running parallel to the Ningaloo coastline, getting as close as 11km to the
shoreline. Ridge tracking and refinement actually identifies three FTLE ridges almost
connected to each other, and of these three, we will focus our attention on the central
one because it contains the highest FTLE values. Finally, the modest amounts of
grey regions in both the forward and backwards-time calculations indicate that the
flow towards and away from the coast behaves reasonably, in that little material is er-
roneously advected on-shore; this is because there is not an overwhelmingly dominant
upwelling or downwelling in this region during this time window.
To investigate the role of the identified LCS in organizing flow transport, pas-
sive tracers are placed on the selected forwards-time LCSs and also spanning the
broad high FTLE region in figure 4-12(a), and in a low FTLE region. The red tracer
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Figure 4-12: Contour plot of the (a) forward and (b) backwards-time FTLE fields
for the four and a half day time window between 21-25 December, 2009. Particles
advected onto the coastline in forwards and backwards-time are colored grey in (a)
and (b), respectively. Refined ridges are presented as black lines. (a) Initial and (b)
final positions of passive tracers are shown in red, yellow, and shades of purple.
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patch started on a repelling LCS does experience deformation (figure 4-12(b)), but
the amount of stretching is noticeably less than the previous studies because this
shorter time window limits the stretching. At the end of the time window the red
particle patch is stretched out along the dominant attracting LCS that was identi-
fied. As expected, the yellow particle patch released in the low FTLE region shows
little deformation, but it does translates. Finally, there is an array of five particle
patches placed normal to the broad high FTLE region, with a magenta patch initially
located on the other repelling LCS that we consider. After advection, these particles
spread out significantly and although drawn towards the high FTLE ridges along the
coast they are not attracted onto them. Indeed, the magenta patch goes from a high
forwards-time FTLE region to a relatively modest backwards-time FTLE region indi-
cating a lot of stretching in one direction but correspondingly little attraction. Such
behavior is suggestive of a compressible flow, since for an incompressible flow strong
expansion in one direction must be offset by strong compression in another direction
in order to conserve volume. Upon further calculation, we find that the area of this
patch grows by a factor of approximately seven throughout the time window. The be-
havior of this magenta patch serves to highlight an important point: for compressible
flow on the ocean surface the material regions of strongest stretching and contraction
do not have to be coincident due to the possibility of upwelling and downwelling.
We now advect the refined ridges to extend our general understanding. The
advection, presented in figure 4-13, reveals that the attracting LCS intersects the
weaker of the two repelling LCSs. Unlike the study of time window 1, the attracting
LCS does not contract to a point at the start of the time window, although its length
compresses greatly. As the intersecting LCSs reach the midway point of the time
interval, they are near perpendicular in a configuration. At the end of advection, the
backwards-time LCS has extended to its full length and aligned with the NR, while
the weaker repelling LCS has contracted to the attracting structure, and it is close
to but not quite at the strongest attracting segment of the structure. Overall, this
behavior is highly reminiscent of the results in window 1 and suggests that a localized
Lagrangain saddle flow feature is responsible for this combination of repelling and
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attracting LCSs. As for the stronger repelling LCS, advection causes the structure
to initially contract slightly while aligning with the attracting LCS in figure 4-13(b).
After the advection is complete, however, the stronger ridge grows back to roughly
the same length as it started with.
Consistent with observations of the advected LCS, the normal growth, ng, smoothly
varies along both repelling structures and has a sustained values of greater than 1, as
demonstrated in figure 4-14(a). The tangential growth of the two repelling LCSs, pre-
sented in figure 4-14(b), are qualitatively different. The weaker structure has eg values
persistently less than zero, while for the stronger structure the values of eg smoothly
oscillate between positive and negative. It should be noted that because there are
long segments where ng, eg > 0, there must be local flow expansion (upwelling) to
account for the increase in area. This observation seems reliable due to the smooth-
ness of both eg and ng along this ridge, which is a consequence of the relatively large
ratio between A, and A2 mitigating the impact of noise. The results for the attracting
structure presented in figure 4-14(c) and (d) reveal qualitatively the same features as
the weaker repelling LCS. The strongest normal growth (in backwards-time) is at the
center of the LCS, and ng > 1.5 and eg < -0.5 is persistent along its entire length,
indicating that all segments of the attracting LCS feature growth of the initial normal
and contraction of the initial tangent.
For the same reasons explained in the study of time window 1, namely values
of 0 d in the range of 150 compared to errors in the tangent angles on the order of
a degree, it was not feasible to quantify the hyperbolic normal stretching and the
Lagrangian shear. Again, the large value of 0 d does suggest that there should be
obvious differences in the alignment of calculated strainlines and shearlines for both
the forwards and backwards-time, the results for which are presented in figures 4-15(a)
and (b), respectively. Significantly, the weaker of the two LCSs is closely tracked
by a strainline for its entire length, but we find that the strongest forwards-time
FTLE ridge does not closely align with either the strainlines or shearlines. The entire
backwards-time FTLE ridge feature aligned with the coast is closely followed by a
single strainline, in contrast to our FTLE refinement scheme that identified three
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Figure 4-14: (a) ng and (b) eg values as a function of the scaled line coordinate s for
the stronger (grey) and weaker (black) repelling LCSs. (c) ng and (d) eg values as a
function of the scaled line coordinate s for the attracting LCS.
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Figure 4-15: The (a) forwards and (b) backwards-time FTLE field for the time interval
21-25 December along with a selection of strainlines (red), positive shearlines (green),
and negative shearlines (blue). The refined forwards-time LCSs (black) are presented
for reference. Regions which leave the domain are colored grey.
separate LCSs. Overall, it is interesting that there are noticeable differences in how
the FTLE ridge based approach and the strainline/shearline approach highlight the
main features for this time window.
We further investigate the attracting strainline that so closely follows the high
FTLE region aligned with the coast. The position of the three attracting LCSs, iden-
tified using FTLE ridge extraction and refinement, and the strainline are presented in
figure 4-16(b). Because of the nature of the flow in this region, the differences between
the strainlines and LCSs grows significantly during advection in backwards-time as
seen in figure 4-16(a), with the strainline retaining its general shape while contract-
ing, in contrast to the three LCSs that start turning perpendicular to the strainline.
Advecting a set of particle patches placed on the strainline in figure 4-16(b) and ad-
vected backwards to their positions in figure 4-16(a) reveals that the particles are
normally repelled (attracted) in backward (forward) time from the strainline. Given
the advected strainline shape and the clear normal attraction of nearby particles, this
actually presents a simpler picture of a predominant attracting material line than
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Figure 4-16: Position of the backwards-time LCSs (blue), strainline (red), and tracer
particles (shades of green) at (a) the end of the time window and (b) the start of the
time window.
the disjointed picture from the FTLE ridge approach. Because the attracting strain-
line intercepts a repelling LCS that is also closely aligned with a strainline, these
structures mirror the LCSs in time window 1, indicating that there is a dominant
Lagrangian hyperbolic flow feature responsible for their existence.
An interesting aspect of this study, however, is that although the strainline ap-
proach seems to do a better job for the attracting LCS the stronger repelling LCS does
not closely align with any single strainline or shearline, as seen in figure 4-15(a). Also,
the sustained segments of eg > 0 indicate that this LCS has complex and expansive
local behavior. To dig a little deeper, in figure 4-17, we present the local Lagrangian
velocity fields at two different times for two different locations along the LCS, the
locations chosen being a local maximum of FTLE and a local minimum of ng. The
results presented in figure 4-17(a) reveal a source like flow around both of the points
on the LCS, and the results in figure 4-17(b) reveal two locally hyperbolic flows. A
detailed survey reveals that there is not a persistent hyperbolic point along the LCS
and all the points sporadically feature source like behavior. This local flow analysis
helps us understand why this LCS is simply not something that can be characterized
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at s = 0.22.
by strainline and shearline analysis. Since it retains its length, however, and is the
dominant repelling material line in this part of the domain it is desirable to identify
and track it, in which case it seems that the FTLE ridge based approach does a better
job.
4.5 Windage Study
4.5.1 Implementation
In addition to the ocean surface current, there are several other factors that influence
the motion of material floating on the ocean surface. For example, floating material
has inertia and thus may move relative to time varying ocean surface currents; this
has previously been considered within the framework of LCS by Tallapragada & Ross
(2008) and Sapsis & Haller (2009). An important factor that has not previously been
accounted for in LCS analysis, however, is that surface material responds to drag
forces created by surface winds, which need not be aligned with the ocean surface
current. This effect is significant because any small modification to the motion of an
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object as a function of time can dramatically change its trajectory in a spatiotempo-
rally varying velocity field. This effect is regularly accounted for in calculating the
trajectories of oil spills, for which it is well known that different oil compositions (e.g.
thin film sheens, oil-in-water emulsions, and tarballs) respond differently to forcing
by the surface wind (Galt, 1994). This consideration is also significant for debris, in
which case the larger the exposed cross sectional area of the object above the water
line the more significant the impact of surface wind forcing compared to drag by the
ocean surface current (Breivik et al., 2011). We therefore anticipate that the inclusion
of surface winds can significantly impact the LCS structure.
In calculating LCSs, which are the key repelling and attracting material lines re-
sponsible for organizing transport, we use a windage factor to account for the influence
of surface wind forcing. The hybrid velocity field we consider is:
u(x, t) = Ccuc(x, t) + C"u', (4.2)
where uc is the ocean current velocity, u, is the surface wind velocity, C, is the
current coefficient, and C. is the windage coefficient (Abascal et al., 2009). Two
approaches have been taken when determining the coefficients for this equation. The
first assumes the ocean surface velocity field as a base (C, = 1) and augments it
with a modest component of the near surface wind velocity; comparisons between
observations and models have found that for oil spills reasonable windage values are
in the range C, = 1% - 3%, depending on the type of oil (Abascal et al., 2009;
MacFadyen et al., 2011). Alternatively, Abascal et al. (2009) performed a best fit
approach varying both parameters and found that the coefficients C, = 78.7% and
C. = 24% better represented oil movements, but this was for only one scenario
and has not been widely used. In order to study the impact of incrementally more
influential windage, we utilize the approach of setting C, = 1 and vary C" because it
is not readily apparent how to modify the combination of C, and C, in an optimized
way.
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4.5.2 Results
We now investigate the impact that including surface winds has on the LCS analysis.
Combining the surface velocity field with the wind field via a windage factor influ-
ences the trajectories in an intrinsically nonlinear manner, since even small differences
between the hybrid transport field and the surface velocity field at any point in space
and time can direct a material element to very different regions for spatiotemporally
complex systems; as such, we expect that LCSs can be significantly impacted by the
inclusion of even a modest windage factor.
Sample ocean currents and the scaled wind velocity fields from both of the previ-
ously studied time intervals are presented in figure 4-4. The first time domain features
a weak wind strength, whereas the second time window has a strong wind field that
is driven directly towards the Ningaloo reef. For this time interval, figure 4-12(b)
highlights an attracting structure near the coastline when only the ocean currents are
considered. To more accurately determine the nature of the attracting structure in
the presence of wind, the hybrid ocean-wind methods described in section 4.5.1 will
be applied to this scenario. While using a hybrid ocean-wind velocity field can, in
principle, be used to account for a broad class of floating material (Breivik & Allen,
2008), we restrict ourselves to the scenario of surface oil transport. We set C, = 1,
use the simulated ocean surface velocity as uc, and vary the windage coefficient over a
representative range of values, C = 0, 0.75, 1.5, and 2.25% (MacFadyen et al., 2011).
We present the three refined FTLE ridges for the backwards time calculation over
the time window 12:00, 25 December to 0:00 21 December in figure 4-18. The case
with no wind was discussed in detail in section 4.4.2, and we recall that the central
ridge contains the highest FTLE values, as can be seen in figure 4-18(a). Figure 4-
18(b) presents the results of the smallest windage setting, C" = 0.75%, which shifts
the attracting LCSs towards the coast as well as decreases the FTLE values along
the ridge. The next windage value, C,, = 1.5%, results in the attracting structure
impacting with the coastline, and the FTLE values continue to decrease, as shown
in figure 4-18(c). Finally, the results for the highest windage factor are presented in
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Figure 4-18: Plot of the FTLE values along the LCSs for the backwards calculation
for the 21-25 December time window using windages C, = 0% (a), 0.75% (b), 1.5%
(c), and 2.25% (d).
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figure 4-18(d), which shows that the overall ridge structure has disintegrated substan-
tially, and upon closer investigation, it is found that the strongest ridge has actually
broken into a number of small near coast ridges.
The impact of increasing windage on the values of A2 and A1 are presented in
figure 4-19(a), in which the standout feature is that, as expected from the results
in figure 4-18, A2 decreases significantly with increasing windage. As demonstrated
by the results in figure 4-19(b), for each of the structures the ng value dominates
and closely matches the trend of A2, clearly indicating that these LCSs effectively
remain strainlines. Given this, figure 4-20 presents the final position of the dominant
strainline for the four different windage factors, demonstrating a progression towards
the coast with increasing windage. With each incremental increase in the windage
the strainline position near the coastline takes an equally sized step towards the
coast whereas the strainline sections further to the west remain in roughly the same
position.
To further investigate the impact of accounting for wind, we expand the analysis of
the case with windage C1,, = 1.5%. Figure 4-21 presents the forwards and backwards-
time FTLE field as well as the dominant strainlines for C, = 0 and 1.5%. The
forwards-time FTLE field sees some changes when comparing the scenarios without
and with wind, but there is still no dominant repelling ridge. What is very interesting,
however, is the effect of the wind on the core at the intersection of the forward and
repelling LCSs. When there is no windage the core is significantly further north than
when wind is introduced. Equally significant is that the final position of this core has
come in to close proximity with the coastline.
To demonstrate the potential significance of the impact of wind in this case we
have selected a 10km radius patch of particles to the west of NR, simulating an oil
spill in this region. When wind is not accounted the initially circular patch is not in
the vicinity of the dominant core and thus is advected somewhat but not significantly
deformed throughout the time window. In contrast, the inclusion of wind, shifts the
core location well into the particle patch, which results in significant deformation
of the patch (i.e. more compression in one direction and stretching in the other).
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Figure 4-21: (a) The forwards-time FTLE field with no windage for the time window
21-25 December as well as select attracting and repelling strainlines and an initial
particle patch representing oil. (b) The corresponding backwards time FTLE field,
strainlines, and advected oil patch to (a). (c) The forwards-time FTLE field, select
attracting and repelling strainlines, and the same initial particle patch for the same
time window with C, = 1.5%. (d) The corresponding backwards time FTLE field,
strainlines, and advected oil patch to (c).
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Furthermore, it turns out that advection carries this core close to the coastline through
the combination of ocean currents and wind, and thus the oil reaches the Ningaloo
Reef system and is spread out over a significant distance. This qualitatively very
different outcome for this relatively short time window as a result of the inclusion
of a reasonable windage factor demonstrates the importance of including wind in
LCS calculations when seeking to apply these methods to scenarios involving surface
transport.
4.6 Discussions and Conclusions
Following our earlier studies of idealize systems in chapters 2 and 3, in this chapter
we applied LCS methods to high quality numerical model data for a real ocean flow.
The location for our case study was the Ningaloo peninsula on the coast of Western
Australia. We started by considering LCS calculations for two different time windows.
The LCS analysis of the two time windows reveals that the FTLE ridge and strain-
line approaches to identifying LCSs each have their positive and negative attributes.
In the first time window, both the FTLE and the strainline approach identified es-
sentially the same attracting and repelling material lines, and it was understood that
which ever of these approaches was used, the resulting LCS were a consequence of a
single, dominant, Lagrangian flow feature. From the fact the high FTLE regions at
the center of the repelling and attracting LCSs advect onto each other, undergoing
substantial contraction in the process, we conclude that the LCSs for this time win-
dow are a consequence of a Lagrangian hyperbolic flow feature, which at any time is
located the maximum FTLE value along the structures. In the spirit of the analysis
of Olascoaga & Haller (2012), we refer to this as the core of our LCS.
For the second time window, we focused attention on aspects of the FTLE field:
what appeared to be a strongly attracting FTLE ridge aligned with the Ningaloo
coast and a strongly repelling FTLE ridge at the heart of a broadly stretching re-
gion perpendicular to the Ningaloo coast. In fact, we found there was not a single
ridge but rather three disconnected ridges that spanned the high attracting FTLE
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region. In contrast, a single strainline nicely captured a dominant, normally repelling
material line is this region and was considered to do a cleaner job of characterizing
the nature of transport in the region. Advection of the ridges and strainline further
demonstrated that the strainline presents a simpler description. The strongest re-
pelling FTLE ridge could not be captured by a single strainline or shearline, however,
as this feature showed qualitatively different behavior from strainlines, having persis-
tent and dominant normal growth along its length, while also experiencing instances
of significant tangential growth. As such, both the FTLE and strainline approach
were found to have their merits.
Based on these studies, we propose that a reasonable approach to identifying
LCSs is to calculate the FTLE field to first highlight the dominant repelling and
attracting features, which gives a first order picture of things. Then, to get a clearer
understanding of how these high repulsion regions influence the flow field, one should
first calculate the strainlines and shearlines and check whether they align closely with
the key FTLE ridges. If so, advection of these material lines, will reveal the location
of these structures throughout the time window and may highlight the connection
between attracting and repelling structures. In cases where high FTLE regions are not
simply captured by either strainlines or shearlines, or if the advection of strainlines
or shearlines rapidly leads to highly distorted material lines because they are not
sufficiently closely aligned with FTLE ridges, then one should take the next step and
refine the FTLE ridges. All steps can be further aided by the advection of selected
tracer patches.
We have extended the application of LCS to reasonably account for the impact
of surface winds. This is a new and important contribution as it has already been
demonstrated that winds influence trajectories and is therefore reasonable to assume
can significantly modify the LCS picture as well. Winds were included via a hybrid
velocity field defined by equation 4.2 and we used various windage coefficients in
conjunction with the simulated ocean currents, the different windage factors being
relevant to different types of oil floating at the surface. The first set of studies found
that as the influence of the wind was increased an attracting LCS shifted towards the
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coastline while the rate of attraction along the LCS decreased. The impact of the
windage change was further elucidated by the corresponding forwards-time calcula-
tion. A patch of passive tracers advected without wind stayed away from the coast,
but this patch was drawn along and onto the Ningaloo coast once wind was included.
Indeed, the inclusion of wind was responsible for the relocation of a Lagrangian hyper-
bolic core into the center of the patch at the higher windage value, thereby aligning it
with a much more active region of the flow field. The significant qualitative difference
between the results with and without wind, highlight the importance of accurately
representing the ocean surface advection when considering problems of ocean surface
transport.
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Chapter 5
A braid theoretical approach
In the present chapter, we develop and test an alternative method for the detection of
boundaries to invariant regions of a two-dimensional fluid flow based on sparse particle
trajectory data. For this analysis, we use tools from braid theory. An introduction
and motivation for this approach is presented in section 5.1, where we define coherent
structures as closed material lines which do not grow significantly during advection. In
section 5.2, we introduce the necessary tools from braid theory and topological surface
dynamics. We then demonstrate how to use these tools to detect invariant regions in
section 5.3, using a direct approach of searching over a large set of loops. Section 5.4
discusses the refinement of the method to make it much quicker, by focusing on loops
enclosing pairs of trajectories. Both the direct and the improved method are tested
on the modified Duffing oscillator. We test the refined approach on a two-dimensional
rod-stirring device in section 5.5, and offer some conclusions in section 5.6. Because
this chapter contains some terminology that may not be familiar to many readers, we
have included a glossary in Appendix F.
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5.1 Introduction to braid based coherent struc-
tures
A first step toward estimates the location of Lagrangian coherent structures based
on sparse trajectory data was taken by Thiffeault (2005, 2010), who regarded a set
of two-dimensional float trajectories as a braid in three dimensions, where the third
dimension is time. This is a well-established technique for studying two-dimensional
trajectories (Gambaudo & P6cou, 1999; Boyland et al., 2000, 2003; Vikhansky, 2003;
Thiffeault, 2005; Thiffeault & Finn, 2006; Kin & Sakajo, 2005; Gouillart et al., 2006;
Nechaev, 1996; Thiffeault, 2010; Turner & Berger, 2011). Thiffeault (2010) applied
recently-developed mathematical techniques (Moussafir, 2006) to the rapid compu-
tation of the topological entropy of trajectory datasets. The topological entropy is
related to the degree of entanglement of trajectories: a set of trajectories trapped in
a vortex, for instance, would have zero topological entropy. A measure of chaos, and
hence of mixing, was thus obtained without requiring the full velocity field. Finn &
Thiffeault (2007) showed numerically that as the number of trajectories is increased,
the topological entropy associated with the trajectories approaches the true topolog-
ical entropy of the underlying flow (Fathi et al., 1979; Thurston, 1988; Newhouse &
Pignataro, 1993; Boyland, 1994).
This chapter attempts to take the next step - the detection of boundaries to
invariant regions. These regions contain fluid that possibly mixes well with other
fluid within the region, but not with fluid outside. The regions can move and change
shape aperiodically, and each region has its own topological entropy.
If a set of trajectories is within such an invariant region, then from the braid
perspective they form a 'coherent bundle.' A coherent bundle can be thought of as
rope, which is made up of small strands (the individual trajectories). We will detect
such bundles in the following manner. Consider an imaginary material loop drawn
around a bundle of trajectories. We say that the loop is 'pulled-tight' if it is tightened
to its shortest length that still encloses the trajectories (see figure 5-3). If the bundle
really is inside an invariant region, then the length of the pulled-tight loop does not
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grow rapidly in time. On the other hand, if any trajectory is outside of a region, then
typically the chaotic action of the flow will cause this loop to grow exponentially, even
if it is pulled-tight.
What allows this calculation to be practical is that from the topological perspective
we do not actually need to follow true material loops in the fluid. Rather, there is a
symbolic description of pulled-tight loops that allows a very rapid computation of their
evolution, in particular the growth rate of their length. These are relatively recent
topological tools which are only now being applied to physical problems (Moussafir,
2006; Thiffeault, 2010).
We must emphasize that the detection method presented here is not perfect: like
all finite-time approaches, it is susceptible to the trajectory data being too short, or
too sparse - for instance, it is not possible to reliably detect an invariant region
based on a single trajectory. But when relatively few trajectories are known, our
approach probably yields most - if not all - of the topological information that is
theoretically available, though this has not been shown rigorously.
Throughout this chapter, we use a modified version of the Duffing oscillator to
test and illustrate the features of the method. A typical time-evolution of this model
system is depicted in figure 5-1: figure 5-1(a) shows 30 trajectories as well as two
regions of interest (blue and green) in an initial state. These are shown at a later
time in figure 5-1(b). While the boundaries of the two regions are distorted, the
trajectories that start within a region remain in that region for all time. The blue
region has changed shape, but its pulled-tight perimeter has remained approximately
the same length. This indicates that the boundary of the blue region would be
classified as a potential transport barrier (Lagrangian coherent structure). The green
region shows substantial folding and stretching of its boundary as trajectories from
outside crisscross the region. The boundary of the green region thus tends to grow
exponentially, even if it is pulled-tight around the trajectories. The boundary of the
green region would then not be considered a transport barrier. In this chapter, we
will show how to automate the detection of loops which do not grow rapidly, such as
the one enclosing the blue region.
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Figure 5-1: (a) Initial state and (b) state after evolution by the Duffing system of
section 5.3.3. The blue region is surrounded by a transport barrier, while the green
region is not. Particle positions are shown as red dots.
5.2 Braid theory and topological surface dynamics
In this section, we present a number of definitions and tools from braid theory and
topological dynamics. These will be kept to a minimum, and we give references
containing a more complete treatment. Specifically, we focus on applying the theory to
a set of trajectories evolving in time on a two-dimensional plane. As a visual example,
a sample set of three particle trajectories is shown in figure 5-2(a). The trajectories
are constrained to two dimensions in physical space. The particles are often referred
to as punctures, since they are regarded as topological obstacles analogous to small
holes in the plane. For example, there are three punctures in figure 5-2(a) which are
represented by dots. The initial positions of the punctures are shown as crosses.
5.2.1 Physical braids
The particle trajectories can be lifted from a two-dimensional domain to a three-
dimensional space where the vertical axis is time. These three-dimensional space-time
trajectories are called strands. Due to the monotonic nature of time, a strand can
only move upwards, since it cannot travel back in time. If these three-dimensional
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Figure 5-2: (a) Three sample trajectories in the physical plane. A cross represents
the initial position of the trajectory and a dot the final position. (b) The projection
of the trajectories onto the x-axis as a function of time. (c) The braid in (b) shown
as a standard braid diagram.
strands are projected onto the plane containing the x-axis and time then figure 5-2(a)
becomes Figure 5-2(b). Note that the crossing information was preserved in making
the projection, which records which strand was above another in the y coordinate.
The collection of strands defines a physical braid. Two physical braids are considered
equivalent if they can be continuously deformed into one another without the strands
crossing each other or boundaries. Figure 5-2(c) is the standard braid diagram cor-
responding to figure 5-2(b), in which the strands were displaced into standardized
'elementary crossings,' with only one crossing occurring at a time. On the horizontal
axis we record the left-to-right position of each particle or puncture.
5.2.2 Generators
Figure 5-2 shows that the topological information contained in a set of trajectories
- who passes in front of who, and when - can be reduced to a fairly simple picture
(figure 5-2(c)). From there it is straightforward to pass from this geometric description
to an algebraic one, where crossings are written as a sequence of symbols. For instance,
the braid in figure 5-2(c) is written algebraically as
-1Ul .1(5.1)
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The symbol a-, denotes the clockwise interchange of the first and second particles
(when viewed from above), and the symbol o2 the counterclockwise interchange of
the second and third particles. Note that first, second, etc. refer here to the position
of a particle from left to right along the x-axis at any point in time. The individual
symbols in (5.1) are ordered from left to right in time. In general, oi denotes the
clockwise interchange of the ith and (i + 1)th particles, with i ranging from 1 to n - 1
for n particles. The symbols -i are called generators of the braid group on n strands,
though we also refer to the a-- as generators. This is indeed a group, more precisely
a finitely-generated group with an infinite number of elements. The group-theoretic
description of braids is due to Artin (1947); see the book by Birman (1975) or chapters
in many books on knot theory (Adams, 2004; Murasugi, 1996).
Thus, the topological information in a set of n trajectories can be written as
a sequence of n - 1 generators and their inverses. These generators are obtained
by following the trajectories, projecting along the x-axis, and recording when two
particles exchange positions along the x-axis. We call this exchange a crossing. To
determine the sign of the generator (i.e., whether it is ai or a,7'), we look at the y
coordinate of the two particles at the time of crossing. If the y coordinate of the ith
particle is greater than that of the (i + 1)th particle the generator is 0-i; otherwise it
is a,-'. For a more complete description of the process of extracting generators from
trajectories, see Thiffeault (2005, 2010).
5.2.3 Loops
So far we have shown how a set of particle trajectories can be converted to a physical
braid, and that physical braid can then in turn be converted to an algebraic sequence
of generators while preserving the essential topological information. Now we will
pursue an analogous path for material loops. A sample loop is drawn in figure 5-3(a),
encapsulating four punctures (or trajectories) depicted as disks. We will only deal
with loops that are non-self-intersecting, i.e., which do not intersect themselves. This
is a natural property of material loops in fluids, since by determinism two initially-
distinct fluid particles can never simultaneously occupy the same point in space. We
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Figure 5-3: (a) Physical loop around four punctures. (b) Simplified ('pulled-tight')
representation of the same loop, called a topological loop. The intersection numbers
pi and vi are also shown; the corresponding Dynnikov coordinates are a = [1 - 1]
and b= [0 1].
are concerned here with topological loops with respect to the particle trajectories.
That is, two loops are considered topologically identical if they can be deformed into
each other without passing through any punctures. The process of passing from a
physical material loop to a simplified topological loop is analogous to passing from
figure 5-2(b) to figure 5-2(c) for braids. Figure 5-3(b) shows the simplified topological
loop corresponding to figure 5-3(a), obtained by pulling-tight on the loop without
passing through the punctures.
Now that we have passed from physical material loops to simplified topological
loops, we can go a step further and provide a symbolic description of loops. The
crucial fact is that any non-self-intersecting closed topological loop, winding around
punctures, can be reconstructed merely by counting the number of intersections with
fixed reference lines, such as the seven dashed lines in figure 5-3(b). The variables pi
and vi count the number of intersections with each line, with vi corresponding to lines
between the punctures, and [ti lines above and below the punctures. (We do not need
to know the number of intersections above and below the first and last punctures, as
they can be deduced from the other intersection information.)
To any loop corresponds a unique set of intersection numbers, and from a set
of valid intersection numbers we can reconstruct a loop. However, not all sets of
intersection numbers are valid: if we pick some random non-negative integers for
the [ti and vi, then most likely they will not correspond to a non-self-intersecting
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Figure 5-4: How an initial loop (bottom) around n = 3 punctures is affected by the
generators for the trajectories in figure 5-2. For each loop, the Dynnikov coordinate
vector u and number of intersections with the dashed line L(u) are also given.
closed loop. To refine the description, we define Dynnikov coordinates (Dynnikov,
2002) by taking the difference between adjacent pi and vi:
ai = }(p'12  - I2i-1), bi = 2(vi - Vi+1),
for i = 1, ... , In -2. These coordinates are signed integers; if we define the vector u E
z2n-4
U = (a,,..., an-2, bi, . .,bn-2) (5.2)
then we have a bijection, or a one-to-one correspondence, between Z 2n 4 and the
loops. This fact is far from obvious: we refer the reader to the literature for more
details (Dynnikov, 2002; Moussafir, 2006; Hall & Yurtta§, 2009; Thiffeault, 2010),
and for the exact prescription of how to reconstruct a loop from the coordinates.
Figure 5-5 shows some examples of the loops corresponding to Dynnikov coordinates.
The striking fact about the coordinates is that the loop they represent can be im-
mensely complicated (as tends to happen in chaotic dynamical systems), and yet only
a small number of integers is needed to represent it. These integers can, however, be
very large. Thus the coordinates sidestep one of the biggest computational problems
when dealing with material loops: the memory required to store theirconfiguration.
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5.2.4 The action of generators on loops
We now come to the final piece of our topological description. We have a simple
algebraic coding of a set of particle trajectories (section 5.2.2) and a symbolic repre-
sentation for topological loops (section 5.2.3). In this section, we combine the two by
defining an action of generators on loops. Figure 5-4 illustrates the idea: we start in
the bottom frame with three punctures, surrounded by a topological loop. Assume
now that the punctures are particle trajectories that move as in figure 5-2(a). The
braid representation of their motion is oio2 1 , which means the clockwise interchange
of the particles at positions 1 and 2, followed by the counterclockwise interchange of
the particles at positions 2 and 3. This is represented in figure 5-4, reading from the
bottom up to parallel figure 5-2(c). The loop around the punctures is forced to grow
as depicted.
However, we can sidestep having to draw any pictures by using the action of
generators on loops. This action is a set of algebraic update rules that describes
how the Dynnikov coordinates for a loop are changed by a generator -i or o-1. These
update rules are somewhat bulky and have been presented elsewhere (Dynnikov, 2002;
Moussafir, 2006; Hall & Yurtta§, 2009), so we do not reproduce them here (see also
Thiffeault (2010) which follows the present notation more closely). The update rules
are piecewise-linear in the coordinates (ai, bi).
The consequence of these update rules is that given a set of trajectories we can
very rapidly compute the growth of arbitrary loops enclosing them. This uses only
integer arithmetic. Contrast this to evolving material loops: not only does this require
a detailed knowledge of the velocity field, it also requires refinement of the points
making up the exponentially-growing loop, which quickly leads to memory overflow.
It is this rapid computation of the growth of loops that allows our detection method
to work.
We will associate invariant regions, and thus transport barriers, with loops having
negligible growth. Hence, we need a way to measure the length of a topological loop.
Moussafir (2006) demonstrated that the length of a loop is proportional to the number
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of times the loop intersects an imagined line passing through all the punctures (the
line eventually connects to the boundary of the domain). This line is shown dashed
in figure 5-4; the final number of intersections is 10 (top frame). The number of
intersections L(u) for a loop u is given in (Moussafir, 2006; Hall & Yurtta§, 2009;
Thiffeault, 2010) as
n-3 n-1
L(u) = lail+ an-2+ E lai+1 - ail + Elbil (5.3)
i=1 i=0
where
/ i-i
bo=- max (ail + max(bi, 0) + Zbj),1<i<n-2E j=1
n-2
bn1= -bo - Zbi .
i=i
This formula for 'length' L(u) will be used to determine how fast a loop is growing
with time, and thus whether it is a candidate transport barrier.
Finally, the set of punctures enclosed by a loop that shows negligible growth,
or non-growing loop, will be referred to as an invariant puncture set (IPS). If the
flow inside an invariant region is chaotic, then any proper subset of punctures will
not be an invariant puncture setas a result of the surrounding loop growing. Hence,
the invariant puncture set will automatically be 'maximal' and delimit the invariant
region, that is, the only way for a loop not to grow is for it to contain all the punctures
in the region.
5.2.5 How the topological tools fit together
With the tools and definitions developed in the previous sections, it is now possible
to give an overview of the application of braid theory to the problem of finding two-
dimensional transport barriers. We start with a set of n two-dimensional particle
trajectories on some domain, obtained from numerical simulations or experimental
data. We then extract a sequence of braid group generators corresponding to these
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u= [0000000001] u = [1-10-1 10 0-1 10]
u=[0000000010] u=[1010110-1 1-1]
Figure 5-5: Four simple loops with Dynnikov coordinates between -1 and 1.
trajectories. (This may require some interpolation, but is usually fairly insensitive to
how this is done (Thiffeault, 2010).)
The detection of invariant regions is then reduced to searching for loops that have
negligible growth. There are two ways of doing this. The first method is a methodical
search for non-growing loops by sequentially testing a large number of simple loops,
using their Dynnikov coordinates and the action of generators on these coordinates;
this is presented in section 5.3. This direct approach is, however, prohibitively slow
for more than about eleven trajectories. We improve upon it by a refined searching
technique, the pair-loop method, described in section 5.4. We test both methods
using a model system (section 5.3.3).
5.3 Search for non-growing loops: Direct method
The basis of the direct search method is that if there are loops that have negligible
growth, which correspond to transport barriers, they will emerge by examining the
set of all simple loops. Here we define what we mean by a 'simple' loop, give an
outline of the algorithm to analyze the loops, and apply this to a model system.
5.3.1 Simple loops
We assume that the invariant regions present in our flow are described by relatively
simple loops. All loops can be described by their Dynnikov coordinates, and the
complexity of a loop is typically reflected in the magnitude of the coordinates. In
fact, as a loop becomes more convoluted its coordinate values grow larger. For this
165
reason, and to make the problem computationally tractable, we limit our search to
loops with initial values of the Dynnikov coordinates between -1 and 1. Four such
loops are shown in figure 5-5, demonstrating the range in complexity captured by
this limited set of Dynnikov coordinates. As mentioned in section 5.2.3, a set of n
trajectories has loops represented by 2n - 4 coordinates. This results in 3 2n-4 - 1
possible loops with coordinates between -1 and 1. (The null loop with all coordinates
equal to zero is not considered.) Many of these loops are 'multi-loops' (see figure 5-8c)
which are redundant, but it is not easy to eliminate those a priori from the Dynnikov
coordinates, so we test those as well.
5.3.2 Algorithm outline
To find the non-growing loops, we developed an algorithm in Matlab. The objective
of this algorithm is to take in a set of trajectories and output the non-growing loops
surrounding punctures. The first step is to calculate the generator sequence which
defines the braid of the trajectories. We discuss this in section 5.2.2, and we refer the
reader to Thiffeault (2005, 2010) for more details and Matlab codes.
Next, for each Dynnikov coordinate vector with entries between -1 and 1 inclu-
sively, we apply the entire generator sequence to each loop and compute the intersec-
tion number L(u), which is proportional to the loop's length (sections 5.2.3-5.2.4).
We then identify the loops with small final number of intersections as non-growing
loops. As we shall see below, 'small' typically means tens of intersections, compared
to most loops which grow to have 1010 or more intersections. The punctures enclosed
by a non-growing loop form an invariant puncture set (see Section 5.2.4).
5.3.3 Modified Duffing oscillator
To test the direct method, we use a model velocity field with transport barriers. This
velocity field will be used to calculate trajectories for analysis. While this is not the
target application of the algorithm, it is useful for testing to have a system where we
can determine a priori the location of transport barriers.
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For this test, we use a slightly modified form of the Duffing oscillator. One change
is made in order to create two relatively-complex invariant regions, and the other
change adds solid body rotation to further obscure the dynamics. The basic system
without rotation is defined as
x = y ± cos Wt, (5.4a)
=x (1 - x 2 ) + y cos wt -- y, (5.4b)
where we will use a = .1, y = .14, 6 = .08, and w = 1. To add rotation to the system,
and thus further 'hide' the transport barriers, we make the transformation
( cos Qt sin Qt) (
) - sin Qt cos Qt) (Y)
Note that with 6 $ 0 this velocity field is not incompressible. From a topological
viewpoint, this is irrelevant to the issue of invariant regions, and shows the wide
applicability of the method. More importantly, the transport barriers have a more
complex shape with these parameter values. A more realistic, incompressible flow
will be used in section 5.5.
The key feature of the Duffing system with these parameter values is that there
are two separate regions, plotted in figure 5-6 at t = 0. There is a transport barrier
between the gray and the white regions, that is, all points initially in the gray region
stay in their own region, and vice versa. Thus, a set of trajectories entirely within
one region should have a non-growing loop surrounding them.
5.3.4 Results of the direct method
To test the direct method we used a variety of sets of initial conditions. A single
representative example is presented here. This system consists of seven trajectories
with initial conditions shown in figure 5-6. Based on the initial conditions, four
of the trajectories are contained in the white region (chaotic), and the other three
trajectories are in the gray region (limit cycle). From these trajectories, we compute
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Figure 5-6: The two types of initial conditions for the modified Duffing oscillator
system (5.4) with rotation. Orbits in the white region are attracted to a chaotic
region at the center. Orbits in the gray region approach a limit cycle around the
white region. The dots (numbered from left to right) are the initial conditions for the
trajectories discussed in section 5.3.4.
the corresponding braid group generators (section 5.2.2) and examine the growth of
310 loops via the update rules (section 5.2.4).
We plot the number of intersections with the x-axis as a function of time for
a representative set of loops in figure 5-7(a). (Recall from section 5.2.3 that these
intersections are a proxy for length.) This plot indicates that there are two regimes
of growth: loops growing exponentially (linearly increasing in the semi-log plot) and
loops that show sub-exponential growth (approximately flat in the plot). The loops
growing exponentially do not correspond to loops surrounding an invariant region,
so they can be discarded. It should be noted that all the discarded loops enclose a
proper subset of the four trajectories in the central chaotic region and a subset of the
three limit-cycle trajectories.
A closer view for the loops with non-exponentially-growing intersections is shown
in figure 5-7(b). This plot is on a linear scale and shows that some of the loops grow
approximately linearly while others do not grow at all. The slowly-growing loops that
grow linearly contain all four trajectories in the chaotic region and a proper subset
of trajectories from the region with a limit cycle. The non-growing loops, shown in
figure 5-8, correspond to transport barriers. Changes in the length of the loops do
occur due to motion of the particles, but there is no steady growth of the initial loop.
Thus, the direct method found the expected 'topological transport boundaries' by
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Figure 5-7: (a) Intersections with the x-axis as a function
Dynnikov coordinate values ranging from -1 to 1. (b) Zoom
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Figure 5-8: Simplified loop diagrams of the loops which do not show steady growth.
(a) Loop containing the limit-cycle trajectories (redpunctures - 3, 5, and 7). (b)
Loop containing the inner chaotic trajectories (pink punctures - 1, 2, 4, and 6). (c)
Double-loop consisting of the (a) and (b) loops.
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sifting through an enormous number of loops, and finding the very few that do not
grow. But a great drawback of this method is how poorly it scales as the number
of trajectories is increased: the number of loops examined is 3 2n-4 ~ 9n. For this
algorithm, the bottleneck in the calculation is the time required to apply the gener-
ators to all the loops, which scales with the number of loops. The direct method is
rendered useless when dealing with more than eleven trajectories or so, which leads
us to improve the detection method in section 5.4.
5.4 Search for non-growing loops: Pair-loop method
While the methodical search through simple loops produces the non-growing and
slowly-growing loops, it is not practical for more than a dozen punctures. In real
applications we might have access to hundreds of trajectories, so we need the capacity
to easily analyze many more than a dozen trajectories.
One major drawback of the previous method is that no information is gained
from a loop other than its growth rate, so every loop has to be tested. The refined
algorithm tests a specific set of loops and analyzes their state after the generators
have been applied. Specifically, the loops analyzed are the ones that connect two
punctures, which we call pair-loops. Their final state gives an indication of which
punctures cause the loop to grow and which punctures become entangled by a given
loop (we will define entanglement more precisely in section 5.4.2). This is the basis
for the pair-loop algorithm.
The objective of the pair-loop method is the same as the direct method of sec-
tion 5.3: to take a set of trajectories and find non-growing loops. The steps of the
pair-loop method are as follows:
1. We calculate the generator sequence corresponding to the trajectories. We then
apply this sequence to pair-loops via their Dynnikov coordinates (section 5.4.1).
2. We then analyze the resulting final loops to determine which punctures are
entangled by each loop, yielding a collection of entangled puncture sets (sec-
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tion 5.4.2).
3. With the information on entangled puncture sets, we determine which punctures
are contained in invariant regions (section 5.4.3).
4. We construct the loop surrounding each invariant region (section 5.4.4).
After describing the steps of the improved algorithm in section 5.4.1-5.4.4, we apply
it to the modified Duffing oscillator in section 5.4.5.
5.4.1 Step 1: Application of generators to pair-loops
As mentioned in the description of the algorithm, in the pair-loop method we start
with loops that connect pairs of punctures. While there are an infinite number of ways
for a loop to connect punctures, the main concern here is how simple loops entangle
the other punctures. Given this consideration, punctures are connected as shown in
figure 5-9a. Adjacent punctures are connected as for loop (1, 2) in that figure. For
punctures that are not adjacent, two loops are created where one loop passes above
intermediate punctures (e.g. loop (1, 3) in figure 5-9a), and the other passes below
(loop (4, 2) in the figure). The notation for each initial pair-loop is (p, q), where if
p < q (resp., p > q) a loop connects puncture p to q and passes above (resp., below)
intermediate punctures.
The first step of the method, shown diagrammatically in figure 5-10, takes the
trajectories as input. As in the direct method, the generator sequence is calculated
from the trajectories. Then we determine the pair-loops to be tested. For a system of
n trajectories, there are n - 1 loops connecting adjacent punctures and (n - 2)(n - 1)
loops connecting non-adjacent punctures above and below, for a total of (n - 1)2 loops
to analyze. The generator sequence is then applied to the pair-loops and the resulting
Dynnikov coordinates are the output of this step. A sample set of pair-loops before
and after the application of the generator sequence is shown in figure 5-9.
At this point, a marked improvement has already been made. In the direct
method, the bottleneck was the application of the generators to 32n-4 - 1 loops,
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Figure 5-9: (a) A representative set of the initial pair-loops for a five-puncture system.
(b) The loops that result after applying a sequence of 143 generators, and the corre-
sponding entangled puncture set. Note, that the similar apperance of the resulting
loops from (4,2) and (4,5), is a byproduct of the inability of the figure to resolve the
complexity of the loops not the production of identical loops. The loops (1,3), (4,2),
and (4,5) fail to entangle all punctures after applying the generators. This group of
trajectories form the two invariant puncture sets {1, 3} and {2, 4, 5}.
Step 1
trajectories calculate generator sequence
Sgenerators
create pair-loops apply the
pair-loops -generator sequenceIr to the pair-loops
Figure 5-10: Step 1 takes the trajectories as the input and outputs a set of Dynnikov
coordinates representing the pair-loops after the application of the generator sequence.
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Figure 5-11: Step 2 takes the pair-loops and finds the entangled puncture sets.
causing the run time to scale exponentially as t ~ 0(9n). With the pair-loop ap-
proach, the bottleneck of the algorithm still involves the number of loops analyzed,
but the number of loops tested now scales algebraically as O(n2 ).
5.4.2 Step 2: Determine the entangled puncture sets
After the generator sequence has been applied to the pair-loops, we need to determine
which punctures are entangled by the loops. In this step, presented in figure 5-
11, we go through each set of Dynnikov coordinates, change to intersection number
coordinates, apply the entangled puncture criterion, and determine which punctures
are entangled. We say that a puncture is entangled by a loop if the loop passes
both above and below the puncture, with punctures ordered from left to right as
usual. To determine this, the Dynnikov coordinates of a loop are converted back to
the p, v representation (see Hall & Yurtta§ (2009) for the inversion formula). The
odd-indexed intersection numbers p2i-1 count the number of times the loop passes
above a puncture, and the even-indexed intersection numbers p2i count the number
of times the loop passes below the puncture (see figure 5-3).
With this p, v coordinate representation, it is straightforward to determine if a
puncture is entangled or not: the ith puncture is entangled if both [2i- 1 and pL2i
173
are non-zero for the loop. For each pair-loop, the set of all entangled punctures is
the entangled puncture set (EPS) of that loop. After finding the entangled puncture
set for all loops, we remove duplicates and only consider entangled sets which are a
proper subset of the full set of punctures. (That is, we discard entangled puncture
sets that contain all the punctures.)
For the example presented in figure 5-9, the generators applied to the loops in
figure 5-9a produce the loops in figure 5-9b. Of the four loops shown, one entangles
all punctures, so this entangled puncture set does not provide any information about
the invariant regions and is discarded. The loop (1, 3) entangles only punctures 1
and 3, so its entangled puncture set is {1, 3}. The loops (4, 2) and (4, 5) entangle
only the punctures 2, 4, and 5, so their entangled puncture set is {2, 4, 5}. The
example results in two entangled sets which also happen to be the punctures in the
two invariant regions for this system. There is a non-growing loop around punctures 1
and 3 and one around 2, 4, and 5. Thus, in this case entangled puncture sets are also
invariant puncture sets.
5.4.3 Step 3: Find the invariant puncture sets
While the example presented in sections 5.4.1 and 5.4.2 produces the invariant punc-
ture sets directly from the entangled puncture sets, this is not always the case. For
a pair-loop, the two punctures are either within the same invariant region or not.
If a pair-loop connects points within an invariant region, it can either entangle all
the punctures within the region, a subset of those punctures, or a subset as well as
punctures from another invariant region. In the simple example, loops connecting
punctures within a region always only entangled with all the punctures within the
same region. Alternatively, if a loop connects punctures from different invariant re-
gions, they will entangle punctures from at least those two regions. This step of the
method, presented in figure 5-12, takes in the entangled puncture sets and deciphers
which punctures form an invariant region.
To create the invariant puncture sets, the code runs through the entangled sets
and allocates a region index to each puncture in the system. The entangled sets are
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Figure 5-12: Step 3 takes the entangled puncture sets and distributes them into the
invariant puncture sets.
read in from largest to smallest (in terms of the number of punctures they contain),
so the first and largest set (if there are multiple largest sets the starting set is chosen
arbitrarily) has all its punctures designated as region 1, and then the next entangled
set is analyzed. If the second set intersects the first, then all points in the second set
are labeled with the same region index. Otherwise, the second set is disjoint from
the first region, and it is given a new region index. This process is repeated for each
of the remaining entangled puncture sets, merging the sets if they share points, or
otherwise creating a new region index. It is possible for an entangled set to intersect
multiple regions, in which case the intersected regions as well as the punctures in the
entangled set are all merged into one region.
At the end of this process, we obtain a list of disjoint puncture sets. If this list
has only one member (containing all the punctures), then we have failed to find any
invariant regions, and we restart the process of finding the invariant puncture sets.
But now instead of starting with the largest entangled set, we start with the next
largest entangled set as our first region, completely discounting the previous largest
one. We repeat until we obtain a list of several disjoint invariant puncture sets. If
we fail to obtain such a list even after using all the entangled sets as a starting point,
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then we conclude that there are no non-growing loops present.
This method of comparing entangled sets to discern invariant regions is susceptible
to the unintentional merging of multiple regions into one larger region. To combat
this issue, the entire pair-loop method can be run on each invariant puncture set
produced, to determine if it can be broken down into smaller invariant regions.
For clarity, the following is an example where steps 1 and 2 have produced the
following entangled sets:
{1,2,374, {3,4,5,6}, {1,2}, {3,4}, {5,6}. (5.5)
The search for the invariant puncture sets begins by assigning the punctures in the
first entangled set the region index 1. Next we determine that the second entangled
set, {3, 4, 5, 6}, intersects region 1, so all of the punctures in the second entangled
set are also assigned the region index 1. This means that all punctures are in the
same region, indicating that the search failed and we must start again with the next
largest set. This time we start with the entangled set {3, 4, 5, 6}, assign it the region
index 1, and move on to the entangled set {1, 2}. This set is disjoint from all the
assigned regions, so it is given the region index 2. The code then compares the
two remaining sets, but both of these are subsets of region 1. This time the code
successfully finds multiple disjoint invariant puncture sets, and moves on to the next
step of the algorithm. It may be the case that {3, 4} and {5, 6} are actually disjoint
invariant puncture sets; this is discovered by running the entire pair-loop method
solely on the {3, 4, 5, 6} trajectories.
5.4.4 Step 4: Creation of slow-growing loops
At this point in the procedure, we have successfully identified the punctures that make
up the invariant puncture sets. Because the regions are assumed to be relatively
simple, it is reasonable to presume that the least-complicated loop enclosing the
punctures in the invariant puncture sets will be the non-growing loop. However,
there are an infinite number of ways to connect the punctures, but only one way in
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Figure 5-13: Punctures 1, 2, 4, and 6 are in an invariant region. (a) The link-loops
shown here connect the punctures. The solid line connects 1 to 2, dashed connects 2
to 6, and dot-dashed connects 6 to 4. (b) The connecting link-loops can be merged
to form a single loop around the punctures.
which the loop will not grow. This step determines the loop by creating link-loops,
which will be described next. Because of its complexity, this step is only necessary if
the "obvious" loop surrounding the region turns out to be a growing loop. For this
reason, many readers may wish to skip the rest of this section.
A loop enclosing the invariant puncture set can be viewed as the union of the
pair-loops connecting punctures in a region. These specific pair-loops are referred to
as link-loops. An example is presented in figure 5-13, where three link-loops connect
the punctures in a region, then are merged to form one loop. These link-loops are
the key to finding the non-growing loop surrounding the entire region.
A key characteristic of the non-growing loop is that punctures from outside the
region do not cause the loop to grow, nor do they cause the link-loops to grow.
However, the other punctures in the invariant puncture set, but outside a given link-
loop, will cause that link-loop to grow. This property is the basis for the procedure
to find the correct link-loops and to build the non-growing loop.
This step takes as input the invariant puncture sets and finds the link-loops con-
necting punctures within the region. This search is done by considering the topological
sub-braid resulting from the two selected punctures within the region and all punc-
tures outside of the region. If a link-loop is present between the two punctures, there
will be a loop connecting the two punctures that does not grow. Once link-loops are
found connecting all the punctures in the invariant puncture sets, they are combined
to form the non-growing loop. This step is outlined in figure 5-14.
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Figure 5-14: Step 4 takes the invariant puncture sets and finds the corresponding
ronon-growing loops.
t of trajectories 5 6 7 8 9 10 11 20
direct method 0.33 0.46 0.70 6.0 53 462 3445 N/A
pair-loop method 6.7 9.5 11.6 12.3 13 15 20 128
Table 5.1: Run times (in seconds) for the modified Duffing oscillator using the direct
and pair-loop methods. The run with 20 trajectories had over four times as many
generators than previous cases, which contributes to the run time being longer than
the trend would suggest.
5.4.5 Application to the modified Duffing system
The pair-loop method is much faster at finding non-growing loops, making it practical
to use braid theory to detect transport barriers. The run times for the direct method
(Table 5.1) significantly limit its applicability, but by improving the scaling from
0(9n) to O(n 2) the pair-loop method is a viable alternative. Table 5.1 compares
the run times of both methods when applied to the modified Duffing oscillator of
section 5.3.3, for increasing number of punctures n. Because of the extra overhead
of the pair-loop algorithm, it is slower until about 9 punctures, after which it scales
much better that the direct method.
While the run times for the direct method clearly scale with the predicted t~
O(9n), the pair-loop algorithm does not demonstrate a specific trend in growth time.
This is due to the fact that we are not yet in the regime where the number of loops
analyzed is the limiting factor. For systems where there n > 50, the number of
pair-loops analyzed is the bottleneck.
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5.5 Finding non-growing loops in a rod-stirring de-
vice
We finally apply the method to an actual fluid system. We use the translating-
rotating mixer (TRM) system described by Finn & Cox (2001). Their two-dimensional
stirring mechanism features a circular domain of viscous fluid and a circular stirring
rod, which can translate and rotate about its center. The authors derive an ana-
lytic complex-variable solution for the instantaneous velocity field of the fluid in the
zero-Reynolds-number limit, which allows an accurate calculation of fluid trajectories.
For many parameter values, islands of poor mixing are present for periodic rod
motions. Each island is surrounded by a transport boundary. These islands are
undesirable, since the goal of stirring is to homogenize the entire domain. Since the
rod motion is periodic, the islands can easily be identified using a Poincar6 section
(stroboscopic map). Our objective is to determine if the pair-loop method can also
find these islands, given relatively few trajectories. We note that the pair-loop method
would still apply if the system was not time-periodic, but the Poincar6 section would
be useless.
We specify an epitrochoidal trajectory of the rod as shown in the inset to figure 5-
15. A set of 40 sample initial conditions for the trajectories is also shown in the
figure as small squares: half of the initial conditions are distributed in seven islands,
and the other half throughout the well-mixed chaotic region. The rod's position is
also taken as a trajectory, bringing the total to forty-one strands in the braid. The
trajectories are tracked for five periods of the rod's motion, and produce a sequence
of seven thousand generators. The application of the pair-loop algorithm takes a few
minutes and produces loops roughly drawn in figure 5-15.
The first observation is that not all of the islands have a non-growing loop around
them. The reason for this is that there are two islands which do not contain any
trajectories, and two with only one trajectory. The algorithm relies on multiple
trajectories being inside a transport boundary in order to detect it. If there are
no trajectories, then the method has no information about the region, and a loop
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Figure 5-15: Poincare section (stroboscopic map) for a vat of viscous fluid stirred by
a rod (see inset for the rod's path). A chaotic sea and several islands are visible, as
well as regular orbits near the wall. The squares indicate the initial position of the 40
trajectories, with non-growing ioops detected by the pair-loop method drawn in.
surrounding a single trajectory likewise provides no information (and cannot even be
encoded in Dynnikov coordinates).
The other observation is that some of the loops include nearby trajectories in
the chaotic sea. The largest loop and the one at the bottom of figure 5-15 are both
examples of non-growing loops that extend beyond the boundaries of the island. The
explanation for this is that in the period of time analyzed none of the punctures
in the chaotic sea, the other islands, or the rod passes between the island and its
neighbors, which then end up being included in the region. If longer or more numerous
trajectories were used, then the probability that a puncture passes between the island
and the nearby puncture becomes higher, increasing the likelihood of detection by the
pair-loop method.
5.6 Conclusions
In this chapter we used tools from braid theory to find transport boundaries using
trajectory data in two-dimensional systems. We described how topological loops
180
typically grow as a result of the chaotic motion of the trajectories, and how this
growth rate can be related to a topological entropy. The trajectory data is encoded
as a sequence of braid group generators, and the loops are represented by Dynnikov
coordinates. We then described a method for detecting non-growing loops, which
enclose invariant regions. In this direct method we simply try a very large number of
loops and look for the ones that grow slowly.
The direct method scales very poorly with the number of trajectories, so we de-
scribed a more complex approach, the pair-loop method, where we examine a much
smaller number of loops that connect pairs of punctures. Though algorithmically
more involved, this method achieves the same thing as the direct method, but at a
much-reduced computational cost. The pair-loop method then allowed us to detect
regular islands in a simple rod-stirring device, using a set of 40 trajectories as well as
the trajectory of the rod itself.
We discussed some of the limitations of the method in section 5.5, but let us
reiterate them here. For the detection method to be successful we need enough
trajectories, but also we need them to be long enough in time. The number of
trajectories determines how well we can delimit invariant regions, since we need at
least two trajectories in a region to have a chance at detecting it. The length in
time of the trajectories determines whether loops have grown enough to be in their
asymptotic growth regime, so that we can distinguish them according to growth rate.
In practical applications, LCSs often do not completely surround an invariant re-
gion. Thus, many regions tend to be quasi-invariant, but for long times trajectories
can escape and enter the region. In our method this would lead to an inexact de-
termination of the structures, or perhaps cause us to miss a quasi-invariant region
altogether. A possible solution is to run trajectories for shorter times, which will then
make quasi-invariant regions show up as invariant regions. For example, in figure 5-15
some chaotic trajectories were ascribed to the central region, even though they will
eventually leak out.
Another potential issue is that the puncture (float) trajectories have to be rela-
tively accurate, especially if they happen to pass near each other. It is necessary to
181
have the correct generator sequence in order to find loops that do not grow. If the
position data does not have a high enough resolution, it is possible that a crossing
will be missed, leading to inaccurate regions and false non-growing loops. While it is
straightforward to refine a trajectory from a velocity field, this may not be an option
for trajectory data taken from a float in the ocean.
There are possible applications of this method beyond fluid dynamics. Because the
method depends only on trajectory information, the trajectories need not be obtained
from an incompressible fluid or even a continuous medium. For instance, one can
search for clustering in granular flow data, where the trajectories are now given by
the motion of individual grains, with no fluid between them. In this case the 'invariant
regions' correspond to clusters of granular particles that evolve together. This may
allow a better understanding of transitions in the state of a granular medium (Bonamy
et al., 2002; Puckett et al., 2009; Lechenault & Daniels, 2010). In future work we will
apply the topological detection method to this and other physical problems.
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Chapter 6
Conclusions
In this thesis we sought to advance the LCS theory and numerical tools as well as
develop an alternative trajectory based coherent structure detection mechanism. To
conclude, we review the accomplishments of each of the chapters as well as make
some observations on each approach. Finally, we present a series of suggestions for
potential future works.
6.1 Summary of results
Our studies began with a discussion of flow maps, their gradient and the CG tensor,
and via a number of studies we demonstrated the importance of convergence tests,
particularly for finite-difference cluster sizes, which is something that has been sorely
lacking in the published literature to date. Flow map gradient calculations were
performed using both the advected gradient and finite difference approaches, and our
conclusion is that the widely used finite difference method is capable of producing
sufficiently accurate results for meaningful and reliable analysis. After a discussion of
the variational and geodesic LCS definitions, we concluded that there could still be
merit in using FTLE ridges to mark the most critical material lines because of their
intrinsic property of maximal stretching.
Using FTLE ridges to define LCS, we presented the normal-maximum ridge def-
inition and our adjustments to Lipinski & Mohseni (2010) ridge tracking scheme.
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The adjusted ridge tracking produced an approximation for the position of the ridges
which was then progressively refined. These refined ridges were capable of accurate
advection, which up to this point had not been accomplished. Because FTLE ridges
do not provide information on the type of local deformation, we classified normal
versus tangential growth by calculating ng and eg along LCSs. In cases where normal
growth dominated, classification of hyperbolic repulsion or Lagrangian shear were
attempted. While these classifications produced the expected results for analytic sys-
tems and the value of ng could reliably be determined, the addition of noise often
made distinguishing the type of normal growth unreliable. To test the applicability of
the FTLE ridge approach to an ocean model dataset, the entire procedure was applied
to a discretized dataset of the double-gyre flow. After convergence studies, the flow
map, FTLE field, and refined ridge all reliably reproduced the results calculated from
the analytic velocity field. While the metrics of eg, pt, and a-, were all compromised
by noise the ridge was still clearly and correctly determined as begin dominated by
normal growth.
With the ridge identification and classification established in chapter 3, the meth-
ods were applied to the high-quality simulation data of surface flows off the coast
of Western Australia. The first of the two studied time windows featured dominant
repelling and attracting structures that stemmed from a Lagrangian hyperbolic core
and were closely aligned with strainlines. The second, shorter time window featured
a dominant attracting structure and a broad repelling structure. While strainlines
presented a simpler description of the attracting hyperbolic feature, the strongest
repelling FTLE ridge was not fully captured by a single strainline and benefited from
FTLE LCS analysis. Systematically increasing the influence of wind resulted in shift-
ing the existing attracting structure closer to the Ningaloo reef to the point that
landfall was made for reasonable windage values corresponding to an oil slick. A key
result of this thesis is that this windage analysis revealed that there can be signif-
icant qualitative changes when wind is accounted for and that this consideration is
imperative when considering ocean surface transport of oil and debris, for example.
In an attempt to identify coherent structure defined as closed material lines not
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growing significantly under advection, the tools from braid theory were applied to sys-
tems where only sparse trajectory information is given. The strength of these tools
is that the topological perspective enables the simplification of mixing and enables a
rapid analysis of closed material lines to identify potential structures. A pair of al-
gorithms was developed to perform these calculations. While the more complicated,
heuristic pair-loop algorithm is necessary for larger datasets, successful implemen-
tation for an analytic velocity field was demonstrated. Application of the pair-loop
method to a numerically calculated stirred-rod viscous system accurately identified
a number of coherent structures, but had some discrepancies from the islands in the
Poincare map. The largest structure identified contained a number of points from the
nearby chaotic region as a result of analyzing only a finite number of periods. Ad-
ditionally, there were a number of islands not identified as a result of not containing
more than one trajectory. Overall, the braid-based approach gave a good approxi-
mation for the location of significant coherent structures and with more data could
produced improved results.
6.2 Future works
The initial Ningaloo studies have looked at just a two month window of the flow field
around the Ningaloo peninsula, and there is already a number of exciting avenues of
study. It would be interesting to see what the full year evolution of the FTLE field
would look like. This would perhaps shed light on time periods where the prevailing
currents form attracting barriers along the coast line. Knowing if these time periods
exist, it would give an indication of when the Ningaloo reef is most susceptible to
any spilt oil washing ashore. A more extensive look at flows to the northeast of
Ningaloo, particularly in the areas closer to the active drilling sites, would be valuable
in identifying any key transport features which may draw contaminants from this area
to the reef.
One limitations of our Ningaloo study is that LCS application has generally been
limited to two dimensional systems. A number of attempts have been made at three
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dimensional studies (Blazevski & Haller, 2013), and the development of GPU op-
timized calculation schemes will make three dimensional analysis more of a reality.
Extension of the presented ridge tracking and ridge refinement would be a valuable
tool in attempts to visualize three dimensional transport. Three dimensional studies
of the Ningaloo could give greater insight into transport of oil leaks from wellheads
at the sea floor.
We have presented a very simple model for the advection of oil accounting for
the effects of wind. The advection of oil on the surface is far more complicated.
Over time, the exposed oil can significantly change properties as it breaks down and
does not always remain at the surface. It is reasonable to assume that there is a
time dependent variation in the windage. Accounting for this would present a better
representation of where oil is likely to advect.
While the transport of oil is dominated by advection, there are scenarios where
diffusion dominates. Limited studies have been performed where diffusion is consid-
ered. Based on the experiments of Voth et al. (2002), at least for laminar advection,
the lines of constant concentration align with attracting LCS. In situations where at-
tracting structures in close proximity align with each other it is possible to create very
large concentration gradients. Initial studies we performed on a diffusion-advection
study of the double gyre, presented this result, and we found strong correlations
between the normal to the ridge and the concentration gradient.
Extending the braid approach to actual float data has been a challenge as sys-
tems are generally have open boundaries which prevents sustained mixing. It may
be the case that the braid approach is better suited for discrete systems like granular
flow where there are a large number of points mixing. Braid based methods have
already been applied to measure the mixing rates (Puckett et al., 2012), and the
ability to identify clusters of grains which remain close during mixing has potential
value (Aranson & Tsimring, 2006). Another field of study may be the motion of bac-
teria. Swarming and colony phenomena are already being studied from approximate
velocity fields (Zhang et al., 2010), and the application of braids may provide faster
and more accurate results.
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Appendix A
Autonomous System Derivation
The objective of this appendix is to expand on some of the derived terms used in dur-
ing the analysis of the autonomous system (2.5). In review, the base equations (2.2)
which gives solutions of X(t) = (X 1 (t), X 2 (t)) as a function of the initial condition
A(t) = (A1 , A 2 ). The initial coordinate system is then transformed by:
X1 = X 1 cos(r) - X 2 sin(r),
X2 = X 2 cos(r) + X 1 sin(r). (A.1)
In order to calculate the eigenvalues and eigenvectors of the CG tensor, we need to
obtain the flow map gradient terms of the transformed coordinates. Because we have
only obtained the final position of the trajectories in terms of the initial coordinates,
a sequence of chain rule calculations must be performed. Taking the derivative of
equation (A.1) in terms of the Lagrangian coordinate a gives:
Ox1 _
&ax a [X1 cos(r) - X 2 sin(r)],[ X1 _ Or] [OX 2  Or]X 2 9 cos(r) - a Xa I sin(r), (A.2)
aa Oa-i jLai aa
Ox2 _
12a ~[X 2 cos(r) + X sin(r)],
[OX 2  Or] [OX 1  Or]
= 2 + X-- cos(r) + - X2 sin(r). (A.3)
-oai ± ai co _) [0ai
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Equations (A.2) and (A.3) indicate that we need to start deriving the terms &Xi/a 3
and ar/a. Prom solving equation (A.1) with the given initial conditions, it can be
shown that
dxi _
aAj [ 2 [1 - (1 - A 1 - 2) e-2t]- 3 /20 0e [1 - (1 - A 2 - 2) 2t] - 3 /2
which can be utilized in the chain rule expansion to show that:
OX i  OAk IX
Ocaj 0a3 OAk
If we reconfigure the coordinate transform it can be shown that
A 1 = a, cos(ro) - a2 sin(ro),
A 2 = a 2 cos(ro) + a1 sin(ro),
where ro = v/a1 2 ± a2 2 . This leads to
cos(r) - E sin(ro)so
sin(r) ± a' cos(ro)
I ala\ I _ a2 2
- 1 ) sin(r) - r cos(ro)
1 ) cs ) - ro( ajo cos'r - a2 2 sin(ro)
which when substituted along with equation (A.4) give us the necessary terms to
calculate equation (A.5).
Calculating the remaining derivatives of equations (A.2) and (A.3) is simply
Or _OXj Or
- =a OXj
OX1 Xi
Oa r
(A.7)
where
Or Xi
OXj r
With the necessary derivatives to calculate the terms of the flow map gradient, we
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(A.5)
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A F
0a
- )
- a
(A.6)
can now calculate the terms of the CG tensor:
Cle(xo) _ [
C 12 C2C22 _
±x i 2 x2Eal + a
aai Oa2 Oai &a2
Oxi 9xi + 8X2 OX21
49a, 4a2 Oal 4a2
ax2 19X2  .
49a2 -ra9a2
Finally, with the generic terms of the CG tensor, the largest eigenvalue and eigenvector
can be shown to be
C11 + C22 + /(C11 - C22) 2 + 4C12 2 A
2
and (2= [ -C 12N(C11-A 2) 2+C1 2 2
C1I-AL-
N(Cll-A2)2 +C12 2 I (A.10)
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(A.8)
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Appendix B
Preservation of orthogonality after
mapping
We take time to prove this here using properties from linear algebra, and begin with
taking the singular value decomposition of the flow map gradient:
VFtt,(xo) = UEV*, (B.1)
where U and V are orthonormal matrices such that each column is orthogonal to
each other and E is a diagonal matrix. This decomposition can be substituted into
the equation for the Cauchy Green deformation tensor:
Ctt(xo) = VFI(xo)*VF(xo),
= V>EU*UYEV*,
= VEEV*,
=VE2V
= VAV*. (B.2)
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Because the matrices are U and V are orthonormal they satisfy U-1 = U* and
V-' = V*, and so equation (B.2) becomes:
C' (xo) = VAV- 1 ,
which is the eigendecomposition of the CG tensor. This indicates that the column
vectors of V are the eigenvectors of the Cauchy Green and the diagonal elements of
A are the eigenvalues.
Now that it has been established that the matrix V is the orthonormal matrix
comprising the eigenvectors of the CG tensor, we seek to demonstrate that the final
orientation of these vectors after advection via the flow map remains orthonormal.
The final orientation of an eigenvector j is:
VFtt (XO)Ci = UEV* i
= UE [(V* i),6jl = U [( V*i)j Ji, = o-d
[ U U ]2 E ~ J , =Oai]
= o-iU. (B.3)
By equation (B.3), 1 maps to o-ui and 2 maps to o-2U2 , and because u, and u 2
make up vectors of the orthonormal matrix U, the vectors oiui and o-2 u2must be
orthogonal. This proves that the orthogonality of the eigenvectors is preserved after
the mapping.
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Appendix C
Derivation of p and o
We now set out to derive the advected normal, nt(xo), in terms of the CG tenso as
well as the initial tangent and normal vectors of the material line, eo(xo) and no(xo),
respectively. As we determined from figure 2-14:
VF(xo)no(xo) = pnt + -et. (C.1)
For conciseness, we henceforth drop the location portion of notation in the following
derivation unless otherwise specified. This means terms calculated at the start point
to such as VF, Ct', no, eo, p, and o- are all calculated at xo and terms such as
VF", nt, and et are calculated at the mapped position Fxo.
As was discussed in section 2.7.1, the tangent vector remains in the tangent space
during advection. This allows us to calculate the tangent of the advected material
line by simply calculating the unite vector along the direction VFe o:
VFiteo
et = (C.2)
IVFeoI'
which then gives
VF eo
n = E2 o (C.3)I VFtteo I
Next, we look to derive nt in a form that is useful for the derivation. To do this,
we take into account the orthogonality between the normal and tangential vectors
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(i.e. (no, eo) = (nt, et) = 0) and the identities VFtVFo = (VF1t)* (VFo)* = I:
0 = (eo, no),
= (eo, (VF)* (VFto)* no),
= (VFteo, (VFtLO)* no),
= (et, (VF*tO)* no),
which leads to:
-
(VFtto)* no
I (VFtO) noI'
where a normalization has been performed to ensure nt is a unit vector.
Next we look to calculate the repulsion rate:
p = (nt, VFno). (C.4)
Substituting equation (C.3) into (C.4), we obtain the expression:
(VFo)* nop I (VF t t) nol ( VFjOno , 7
(VFO) no 
1
( (no, V FttOVFno),
(VFtto) *no (
1
1-no, noV n)
(VFtto) *noI
(V Fo) *no 7
= (VFjto)* no, (VFtto)* no)] -1/2
[(no, VFtO (VFtt o)* no)] -1/2 (C.5)
To simplify equation (C.5), we show that:
VFO (VFtto)* =(C , (C.6)
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by utilizing the identity:
(Ctto) -,Ctt = 1,
VF" (VFt) * C t = VFt' (VFo)* (VFt,)* VFtt,
= VFttoIVFtt,
= VFto VFtI,
=1I.
The substitution in equation (C.6) allows the representation of the hyperbolic repul-
sion rate, p, in terms of the CG tensor:
p= [eo, (C t) -1e 
.
Now we perform a similar calculation to determine -, the Lagrangian shear, in
terms of eo and Ctt. To get this component of the decomposition, we take the dot
product of the advected normal with the tangent vector, et:
a- = (et, VFttno). (C.7)
Using equation (C.2) for the tangent vector et we get:
- = (et, VFtn o ) ,
SKVFttoeo)
I (eI ,VFeo ,VF no)
IVF 0 eoI1
= | i (eo, (Vto)V1no),1
= IVFi.eoI (eo, Ctno),
1
I (Qeo, C t0 eo). (C.8)|VFttOeo I
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The denominator of equation (C.8) can be reorganized as follows:
IVFeol = [(VFieo, VFjeo)]/2,
= [e* (V1F)* VFteo] 1/2
= [e*Ct0eo] 1/,
= [(eo, Cfteo)] 1/2. (C.9)
We can then substitute equation (C.9) into equation (C.8) to produce the Lagrangian
shear in terms of the CG tensor:
(Oeo, Cteo) (C.10)
(eo, Ctoeo)
The full decomposition of the advected normal, based entirely on the CG tensor, is:
VF1no = n + _et . (C.11)
Keo, (Co) f eo) (eo,Ci0eo)
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Appendix D
Derivation of strainline and
shearline tangent fields
D.1 Strainlines
Let the tangent vector be a generic combination of the orthogonal eigenvectors:
eo = a 1 + 02
where
02 +a2 = 1,
and therefore from equation (2.23)
no = neo = a6 - X.
Using the singular value decomposition the identity
[CL.] j 1 C = I
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(D.1)
(D.2)
(D.3)
can be used to show
[Ct]~- = VE~1V
= E s
We now solve for the right hand side of the inner product in equation (2.28):
[ct 1no=[
0
0= I 1 2 ]
0 *
A2']~
A2-1 a
-1 0
cA2- 1
(D.4)
I
I,
=- 1 + 2. (D.5)
Next, we perform the inner product of equation (2.28) using the results of equa-
tions (D.3) and (D.5):
Kfeo, (Cto)
which leads to
- neo) = K02 -0 1,
ae2  132
p a2 [ 2- -1/2
.A2 Al.
Using the property that a 2 = I _ 12 and 12 = 1 - a 2 results in
P=[a(,1 1)p = a 2 (
1 2 A,
41
-1/2
= [12( 1 + ]
., A A2 2.
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- i 
(D.6)
(D.7)
-1/2
(D.8)
a
+ -6 7
A2
A1-1 0 *
0 A2_12
To find the components (a,#) which maximize p, we take the derivatives of equa-
tion (D.8):
dp a (A2 - 1 - A-1)
da [a (A2 -1 - A,-') + A-']
dp _ _ (A-' - _1) .(D.10)
do [# (A,-' - A2 1) + A2 1](.
By setting equations (D.9) and (D.10) to zero leads to the local extremum of p occur-
ring at (a, #) = (1, 0) and (0, 1). Substituting these components into equation (D.7)
leads to
1 1
p(a = 1,0 = 0) = , p(a = 0,# = 1) = . (D.11)
Since A, < A2 , p is maximized when eo = 1 which is the definition for strainlines.
We also note that p is minimized when e0 = (2 which is the definition of stretchlines
from Farazmand & Haller (2013).
D.2 Shearlines
We start the derivation by substituting equations (D.1) and (D.3) into equation (2.29):
o- (no,_ C eo) (D.12a)
V(eo, C"0eo)'
Sa(A 2 - A,) (D.12b)
a2 , + 02Ab
Because it will be needed for the optimization, we take the partial derivatives with
respect to a and #
09o-_# (A 
_ A) (D.13a)
& = (a 2Ai + 2A2)3/2 '
a =. a 3A(A2 - A,) (D.13b)
=# (a 2A, + 0 2A2 )3/ 2  b
In order to find the tangent vector that locally maximizes a everywhere, we use the
method called Lagrangian multipliers. Recalling equation (D.1), the objective is to
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maximize c-(xo, eo) given the condition a 2 + 12 = 1. Given the base equation
A(x, y, A) = f (x, y) + A(g(x, y) - c),
the values that maximize f(x, y) while satisfying the constraint g(x, y) = c solve
VXY,AA(x, y, A) = 0.
In our case,
A(a, 1, A) = o-(a, P) + A (ae2 +2 - 1),
and
9A ao
- +2Aa = 0,
&A _ o-
-- =1  + 2AP = 0.
By setting both equations equal to -A:
1 io-_
2oa &o
(D.14)
(D.15a)
(D.15b)
1 0-
20 a#'
and
aa
substituting in equation (D.13a) and (D.13b) leads to:
a
( 2 (A2-)
(a2,\j+82 A2)3/
1/4
(D.16)
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A2
Equation (D.16) is substituted into the condition a 2 + 32 = 1 to get:
a 2 + a 2 , 1/2 = a =
2 1
p2 -21/ + #2 = p = =
A,
A
(D.17a)
(D.17b)
The tangent vector field is then:
FA
where we take the convention that 2 = Q41. The two vector fields resulting from the
derivation, 77+(xo) and 7_ (xO), correspond to the local orientation which maximize
and minimize Lagrangian shear respectively.
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77± A72
=A fA2
202
Appendix E
Analysis of error in eg, ng, p, and o-
We will asses the sensitivity of the classification metrics applied to a strainline. For
the strainline, we have eo = 1 and no = 2, which leads to ng = A2, eg = 0, p = A2,
and - = 0. The strainline is the perturbed leading to
no= I - I2 + O(E4) 2 + (e + 0(E 3
eo= -(C + O(E3 )). 2 + 1 - ±2 + O(E4) 1. (E.1)
where jcl < 1. We start the analysis by calculating the mapped tangent and normal
vectors:
VFeo = VFt [-2 + 1 - E2)
= -CA 2 u 2 ± - E2 Alui, (E.2)
VFit'no = VFi I - 12) 2 ±
= - ) A2u2 + EAu (E.3)
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where ui and u 2 are the advected eigenvectors. Calculating the values of n, and e,
simply requires finding the magnitude of these vectors:
n, = E2A 2 2 ± ( - .2 2 , (E.4)
e. = 1E2A1 2 + (1 - 2 A2 2. (E.5)
To simplify the equations we will use the substitution 6 = A1/A2 < 1. When neglect-
ing higher order terms, equations (E.4) and (E.5) reduce to
n =A2 162 + 62J2
A2, (E.6)
e=AjFi - ,2
e9 = 711 - e
A, 2 (E.7)
This analysis demonstrates that as long as the material line is tangent to a per-
turbed 1 field satisfying c < 1, the ng value will remain unchanged to leading order.
However, the eg is not necessarily unchanged. Only when c < 6 does the value re-
main unchanged, and in the numerical cases where this does not hold, the error can
significantly influence the e. values.
We carry on the analysis to identify the influence on the values of p and a-:
p = (nt, VFtno), (E.8)
-= (et, VFtno), (E.9)
where
et = ,to and nt = et.
IV Ft I 1 0
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Substituting in equation E.2 yields:
1g 1- 2 ) Iet = - I- 2 +u2 + 1- - J uI ,
eg 2)
- -2  + (1 - E2) 6u 7 , (E.lO)
i[( - 12k2eu
=g - I2E2 Au 2 + 2U ] (E.11)
It is interesting to note that when E > the error is so significant that the tangent
becomes aligned with u2, while the tangent of an advected strainline aligns with u1 .
Equations (E.10) and (E.11) can be substituted into equations (E.8) and (E.9) to get
p I K (1 - IE2) Alu 2 + EA2 u, - I'2 A2u2 + EAlul,
1~ [(1 E2 )2 AA 2±+2 A 2 Al],7
(E.12)
- EA 2u2 + - !2 ) I - 16)2 Au 2 + cAui),
1 2 [(11)-(A2 2)]
cA 2 (J - 18)(E.13)
1 + 2/62
As a check, when there is no error E = 0, the equations properly reproduce p = A2 and
o- = 0 for strainlines. We note that as error increases p decreases, which makes sense
since A2 is the maximum value that p can take. The change in o- is not as transparent
for varying e; however, analyzing the relative value of p to o yields interesting insight:
p _ 6 6P - = ~-1) (E.14)Ta ear _ ros e
This demonstrates that the Lagrangian shear grows relative to the hyperbolic repul-
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sion as E increases. This supports the qualitative result that Lagragian shear appears
to dominate once the error in the LCS position becomes significant because for strong
repulsion it is possible (if not likely) that E > leading to - > p.
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Appendix F
Glossary of Terms Used In
Chapter 5
braid, algebraic an encoding of a physical braid in terms of braid group generators.
The generators are ordered temporally from left to right.
braid, physical a set of two-dimensional trajectories plotted in three dimensions,
where the third dimension is time.
braid group the infinite group composed of all possible products of generators.
braiding factor sometimes used as a synonym for L [see Eq. (5.3)], though origi-
nally it was defined in terms of the largest eigenvalue of the Burau representa-
tion Thiffeault (2005), whose growth rate is only a lower bound for the growth
of L Fried (1986); Kolev (1989).
Dynnikov coordinates a set of signed integers, obtained from intersection num-
bers, uniquely describing a topological loop. For n punctures, 2n - 4 integers
are needed.
entangled a puncture is entangled by a given loop if the loop passes both above and
below the puncture, with the canonical ordering of punctures from left to right.
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entangled puncture set the set of punctures that are each entangled by a given
loop. These are used in the pair-loop method to detect invariant puncture sets.
entangled set short for entangled puncture set.
generators after projecting a physical braid, each crossing is assigned a braid group
generator, denoted oa or a-i- 1 , depending on whether the crossing is over-under
or under-over. For n punctures, n -1 generators are needed, together with their
inverses.
intersection number the minimal number of times a topological loop intersects a
given line.
invariant puncture set the set of punctures that are enclosed by a non-growing
loop.
invariant region an ergodic component, in the language of dynamical systems. Also
called a dynamically-distinct region. Trajectories that initially start within such
a region stay within the region, though the region itself may move and deform
with time. An invariant region may be regular or chaotic.
Lagrangian coherent structure a structure that can separate dynamically-distinct
invariant regions. (See invariant region.)
link-loops pair-loops connecting punctures within a given region.
loop a closed curve in the domain that encloses at least two punctures and does not
intersect itself. For our purposes, all loops are material loops, which means they
move with the underlying flow.
non-growing loop a topological loop that surrounds an invariant puncture setand
has negligible growth when acted on by a sequence of generators.
pair-loop a loop or topological loop that encloses exactly two punctures.
particle an point in the domain, whose time-evolution gives a particle trajectory. In
our setting, they are the same as punctures.
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particle trajectory see trajectory.
puncture a point in the domain that is a topological obstruction to loops. See
trajectory.
region see invariant region.
slowly-growing loop a topological loop that grows sub-exponentially when acted
on by a sequence of generators.
strand a single trajectory in a physical braid.
topological entropy (of a braid) for a set of trajectories, the topological entropy
can be thought of as the growth rate of a 'rubber band' caught on the trajec-
tories. It is a measure of entanglement, as the length of the rubber band will
grow faster if the trajectories frequently crisscross each other. As the number
of trajectories increases, the topological entropy of the braid converges to the
topological entropy of the flow. (See braid, physical.)
topological entropy (of a flow) this is the usual topological entropy from dynam-
ical systems theory. It measures the rate of loss of information about the precise
identity of a trajectory.
topological loop same as a loop, but topological loops are equivalent if they can be
deformed into each other continuously, without passing through the punctures.
We usually drop the word topological when the context makes it clear. (In
topology, these are known as equivalence classes of homotopic loops.)
trajectory a continuous path in the domain, parametrized by time. At a given time,
a trajectory is a puncture in the domain. (See puncture.)
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