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Abstract
Given a formal model of the behavior of a system, an objective and some notion of control
the goal of controller synthesis [RW87, Won89] is to construct a (finite-state) controller
that ensures that the system always satisfies the objective. Often, the controller can base its
decisions only on limited observations of the system. This notion of limited observability
induces a partial-information game between the controller and the uncontrollable part of the
system. A successful controller then realizes an observation-based strategy that enforces the
objective.
In this thesis we consider the controller synthesis problem in the linear-time setting where
the behavior of the system is given as a nondeterministic, labeled transitions system A,
where the controller can only partially observe and control the behavior of A. The goal
of the thesis is to develop a compositional approach for constructing controllers, suitable
to treat conjunctive cascades of linear-time objectives Φ1,Φ2, . . . ,Φk in an online manner.
We iteratively construct a controller C1 for system A enforcing Φ1, then a controller C2 en-
forcing Φ2 for the parallel composition of the first controller with the system, i.e., C1 ./ A,
and so on. It is crucial for this approach that each controller Ci enforces Φi in a most gen-
eral manner, being as permissive as possible. Otherwise, behavior that is needed to enforce
subsequent objectives could be prematurely removed.
Standard notions of strategies and controllers only allow the most general treatment for the
limited class of safety objectives. We introduce a novel concept of most general strate-
gies and controllers suited for the compositional treatment of objectives beyond safety. We
demonstrate the existence of most general controllers for all enforceable, observation-based
ω-regular objectives and provide algorithms for the construction of such most general con-
trollers, with specialized variants for the subclass of safety and co-safety objectives.
We furthermore adapt and apply our general framework for the compositional synthe-
sis of most general controllers to the setting of exogenous coordination in the context of
the channel-based coordination language Reo [Arb04] and the constraint automata frame-
work [BSAR06] and report on our implementation in the verification toolset Vereofy.
The construction of most general controllers in Vereofy for ω-regular objectives relies on our
tool ltl2dstar for generating deterministic ω-automata from Linear Temporal Logic (LTL)
formulas. We introduce a generic improvement for exploiting insensitiveness to stuttering
during the determinization construction and evaluate its effectiveness in practice. We fur-
ther investigate the performance of recently proposed variants of Safra’s determinization
construction in practice.
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Chapter 1
Introduction
Formal verification techniques such as model checking (e.g. [CE81, QS82, CGP99, BK08])
allow the automatic verification of a given system model A against a specification Φ, usu-
ally given in the form of some temporal logic formula [Pnu77, Pnu79, CE81]. As long
as the system exhibits behavior that does not satisfy the specification, the system designer
typically modifies the system in an iterative fashion until the specification is met or re-
fines the specification. A complementary approach is the synthesis problem, which asks,
starting just from the specification, to automatically construct a system that fulfills the spec-
ification. The synthesis approach thus has the potential to simplify the design process, as
the generated system is guaranteed to meet the specification by construction. The orig-
inal formulation of the synthesis problem goes back to a realizability problem posed by
Church [Chu63] and was solved by Büchi and Landweber [BL69] and by Rabin [Rab72].
The modern formulation of the synthesis problem for linear time specifications is due to
Pnueli and Rosner [PR89]. Starting with a specification Φ formulated in Linear Tempo-
ral Logic (LTL), the goal is to construct a finite-state transducer AΦ that models a re-
active system and meets the specification for all possible behaviors of the environment.
This universal quantification over the actions of the environment can be seen as induc-
ing a game of infinite duration played by the transducer against the environment, where
the transducer implements a strategy that enforces the specification. The synthesis prob-
lem from temporal logic specifications has been extensively treated in the literature, e.g.
[ALW89, Var95, FJR10, KV97, JB06, JGWB07, MS10, Mor10].
A closely related problem is the synthesis of a controller for a system [RW87, Won89].
Given a model of the potential behavior of the system (sometimes called a plant) as well as
an objective and some notion of control the goal is to construct a finite-state controller that
ensures that the system always satisfies the objective. Assumptions about the environment
can be integrated into the system model as uncontrollable parts. Often, the controller can
base its decisions only on a limited amount of information about the current state and his-
tory of the system. This notion of limited observability induces a partial-information game
between the controller and the uncontrollable part of the system. A successful controller
then realizes an observation-based strategy that enforces the objective. The controller syn-
thesis approach is useful for example in the case that the system already exists and can
not be modified or replaced but only (partially) controlled. A system designer might find
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it easier as well to provide a straightforward model of the generic behavior of the system
and then just specify the particular objectives that should be enforced. In contrast, the
temporal logic synthesis approach requires a full specification of both the generic behavior
and the objectives in the temporal logic, constructing the system from scratch. The con-
troller synthesis problem has been studied in a wide variety of contexts, for example for
discrete event systems [Won89], hybrid systems [ABD+00] and timed systems [AMP95],
in the linear-time [RW87] and in the branching-time setting [KMTV00] and for distributed
settings [PR90, MW03].
In this thesis we consider the controller synthesis problem in the linear-time setting for the
case where the behavior of the system as well as the assumptions about the environment are
given as a nondeterministic, labeled transitions system (LTS)A. The controller C can again
be seen as a labeled transition system that is put in parallel withA and decides on the “legal”
actions that A is allowed to perform to ensure that the objective is satisfied. We consider a
notion of partial control, which corresponds to restrictions on the actions of A that can be
influenced by the controller. A notion of partial observability [Rei84, RCDH07, KvdP09a]
forces the controller to make its decisions solely on the basis of the observable history. This
setting is quite general and arises naturally for example in the context of component-based
systems with exogenous coordination. In this approach the coordination, e.g., synchroniza-
tion or buffering of communication of the various parts of a system, is not hard-coded but
imposed externally in the form of coordination glue-code. This separates the concern of
computation, carried out by the components, and the concern of coordination, the task of
orchestrating the various components to achieve a common objective. The components pro-
vide a well-defined interface for communication but remain unaware of the context of their
usage. The orchestration is then performed for example by coordination glue-code specified
in a channel-based coordination language such as Reo [Arb04]. It transfers several strong
points of component-based design to the area of coordination, such as the reuse of compo-
nents and coordination patterns, providing information hiding, independence from imple-
mentation and allowing for the distributed deployment of the components and coordination
mechanism. In the context of exogenous coordination the controller synthesis problem cor-
responds to the construction of a controller that performs the required orchestration of the
components to achieve the objective.
Our focus is to develop a compositional approach for constructing controllers. Compo-
sitionality means that our approach is suitable to treat cascades of linear-time objectives
Φ1,Φ2, . . . ,Φk in an online manner. First, we construct a controller C1 for systemA enforc-
ing Φ1 such that the parallel composition of C1 andA satisfies the objective, C1 ./ A |= Φ1.
We then construct a controller C2 for the system C1 ./ A enforcing objective Φ2, and so on,
such that in the end the conjunction of Φ1, . . . ,Φk is enforced,
Ck ./ . . . ./ C2 ./ C1 ./ A |= Φ1 ∧ Φ2 ∧ . . . ∧ Φk
or the construction fails in the case that the conjunction cannot actually be enforced for
system A. Such a compositional approach allows a system designer to iteratively refine
the objectives and can be beneficial in the treatment of complex conjunctive specifications
that can be difficult to handle in a single step. For the compositionality it is crucial that
each controller Ci enforces Φi in a most general manner, being as permissive as possible.
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q0 q1
!
!
Figure 1.1: Illustrating example for the problem of permissive strategies for reachability
objectives
This avoids the problematic case of prematurely removing system behavior that may be
necessary to enforce subsequent objectives.
For the class of safety objectives, i.e., objectives that specify that “nothing bad ever hap-
pens”, a controller can straightforwardly behave in a most general manner and thus allow
compositionality. It suffices for the controller to allow all the possible “legal” actions, i.e.,
those where the controller can ensure that the bad outcome can be avoided. To ensure
permissiveness the controller does not restrict itself by choosing only a single action but
provides a choice of multiple actions. This corresponds in the induced game to the concept
of a multi-strategy, sometimes called nondeterministic strategy as well. Such a strategy
provides a set of allowed moves instead of a single move, with the opponent selecting the
actual move that will be performed. Kuijper and van de Pol [KvdP09a, KvdP09b] consider
the synthesis of such most general controllers in a partial observation setting for safety
objectives. In the context of games, Bernet et al. [BJW02] introduce a related notion of
permissive strategies in a complete-information setting, which subsume all (nondeterminis-
tic) positional winning strategies in the game, and show that such permissive strategies only
exist for safety objectives.
Beyond safety objectives, this simple permissive approach fails, which we illustrate with
the well-known example depicted in Figure 1.1. We assume here that both actions α and
β in the system are controllable and observable, i.e., that the controller has full control and
information. The goal is then to synthesize a most general controller for the reachability
objective “eventually state q1”. Clearly, this objective can be enforced by first scheduling
action α a finite amount of times and then scheduling only action β. Thus, both actions α
and β are “legal” in state q0 for the objective. However, being permissive and offering both
α and β in state q0 does not guarantee that eventually state q1 is reached, as the opponent
can then always select action α with the resulting execution staying forever in state q0.
Neider et al. [NRZ12] recently extended the notion of permissive strategies by Bernet et
al. [BJW02] to Muller games, where such strategies subsume all winning strategies that
permit visiting a losing loop in the game at most twice. In the reachability example above
this corresponds to all strategies that allow the action α to occur in state q0 at most twice.
It is easy to see that this notion of permissiveness is not most general and fails in a com-
positional setting, as for example the objective “three times α, then β” is not subsumed.
Similarly, approaches for the compositional treatment of the (quite often rather large) con-
junctive specifications in the context of temporal logic synthesis [KPV06, FJR10] rely on an
iterative approach, increasing a bound k for the maximal number of steps that the liveness
aspects of the specification can be postponed. This iteration is repeated until the full spec-
ification can be realized, requiring knowledge about all the objectives of the conjunction
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Φ1 ∧ . . . ∧Φk beforehand and is tailored only to those objectives. In contrast, we are inter-
ested in a truly compositional approach where we can synthesize most general controllers
that subsume all possible subsequent objectives.
Contribution. In this thesis, we propose a compositional framework for the synthesis of
most general controllers for linear time objectives beyond safety, relying on a novel no-
tion of strategies as generators of decision functions. Each decision function represents one
particular way in which an objective can be enforced in an observation-based manner, cor-
responding to the notion of an observation-based multi-strategy in the standard setting. A
strategy is then a most general strategy if it generates all the decision functions that enforce
a given objective, with controllers being finite memory realizations of strategies. To allow
for a distinction between choices for a decision function that are “legal” in principle and
those choices that are allowed or disallowed in the long run, strategies and controllers in our
framework are equipped with fairness conditions on the choices. The decision functions are
then generated by choosing from all the sets of “legal” choices in a fair way.
Reconsider the example in Figure 1.1. In state q0 allowing the choice {α}, the choice {β}
and allowing the choice {α, β} are all “legal” for the objective “eventually state q1”. How-
ever, a decision function that enforces the objective has to eventually offer the choice {β}
to ensure that the transition to q1 is actually taken. The fairness condition of the strategy
or controller is thus used to require that the generated decision functions eventually have to
schedule {β}.
Note that in our case the fairness conditions only locally restrict the choices of the controller,
i.e., they do not impose constraints on the environment as in [CHJ08] and can not be used
to require a fair resolution of the nondeterminism in the system as in [Var95]. Furthermore,
the fairness conditions are always realizable for a controller, as at any moment where a fair
choice is required it can simply select such a fair choice.
As a second contribution we show the compositionality of most general strategies and con-
trollers for arbitrary linear-time objectives that can be enforced by most general controllers
and investigate structural properties of the choices of decision functions. One of the chal-
lenges in any compositional approach is the treatment of termination, as requiring synchro-
nization between parts in the system and controllers can lead to blocking even in the case
where individually every part could continue. In our framework we propose the explicit
use of suspend actions that facilitate an explicit synchronization between the controllers to
determine whether or not a controller may be the cause of termination.
As a third contribution we adapt well-known techniques for the algorithmic treatment of
observation-based games [Rei84, RCDH07, Puc10] by means of a powerset construction to
our setting. In the literature it is often assumed in the observation-based setting that the en-
abledness of the actions in the system can be inferred just from the observation available to
the controller or that all actions are always enabled, simplifying the algorithmic treatment.
We drop this assumption as it is rather restrictive in the context of exogenous controllers.
Consider for example the transition system in Figure 1.2. We assume here that the controller
can decide which actions are allowed but has no influence on the resolution of the nonde-
terminism for action α in state q0. Furthermore, the controller can only base its decision on
the sequence of actions observed in the history. After action α has occurred the controller
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Figure 1.2: Illustrating example for the increased power of multi-strategies in the partial
observation setting
has no knowledge whether the system is actually in state q1 or q2. Here, the enabledness
of β1 and β2 can not be deduced from the observation. However, in our setting a decision
function can safely offer the choice {β1, β2} to ensure that state q3 is reached.
As a fourth contribution we then provide algorithms for the construction of most general
controllers by extraction from the solution of the games for several classes of linear-time
objectives. We provide specialized constructions for most general controllers for invariance
and reachability objectives as well as for safety and co-safety objectives specified via reg-
ular languages over the observations of the system. We furthermore provide a construction
for most general controllers for the full spectrum of ω-regular, observation-based objec-
tives given as a deterministic ω-automaton. This allows the construction of most general
controllers for observation-based LTL objectives.
These constructions are complete in the sense that whenever an objective can be enforced
for the system we can construct a most general controller for the objective. We investigate
the complexity of the related decision problems for the considered classes of objectives,
i.e., whether a given objective can be most generally enforced, and show the EXPTIME-
hardness, which is to be expected due to the partial observability setting.
As a fifth contribution we then adapt our general framework to the exogenous, component-
based framework of Reo [Arb04] and constraint automata [BSAR06] and detail our im-
plementation of most general controller synthesis in this context. The implementation
is part of the modeling and verification tool Vereofy [BBKK08, BBKK09, BBK+10,
KKSB11, BKK11b]. Our implementation complements the research and implementa-
tion on Alternating-time Stream Logic (ASL) model checking in Vereofy by Klüppel-
holz [KB10, Klü12]. ASL allows reasoning about the existence of strategies for coalitions
of components to achieve a common branching-time objective. The implementation of the
ASL model checker Vereofy can be used to generate controllers for such strategies in a
complete-information and non-compositional context.
As a sixth contribution we address aspects of the generation of deterministic ω-automata
from LTL formulas, which are used in Vereofy for the construction of most general con-
trollers for ω-regular objectives specified in the form of LTL formulas. ω-automata, fi-
nite automata on infinite words, serve as a powerful mechanism for the algorithmic treat-
ment [VW86, Var96] of linear-time properties. Often, nondeterministic variants with
simple acceptance conditions such as Büchi acceptance suffice, but there are several ar-
eas where deterministic variants are used, such as the quantitative analysis of Markov
decision processes [dA97, BK98, Var99] or in the context of games and synthesis,
e.g. [PR89, GTW02] and this thesis. While determinization of nondeterministic Büchi au-
tomata can lead to an exponential blow-up in the number of states, previous research and
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experiments [Kle05, KB06] using our implementation of Safra’s determinization construc-
tion [Saf88, Saf89] in the tool ltl2dstar suggested that for formulas of limited size often
used in practice for verification automata of manageable size can be constructed.
We expand this research and propose in this thesis a generic modification of the determiniza-
tion construction that exploits insensitiveness to stuttering in the language of the automaton.
We furthermore consider alternatives to Safra’s standard determinization construction pro-
posed in recent years by Piterman [Pit07] and Schewe [Sch09]. We have implemented
both the stuttered determinization construction and the variants of Safra’s construction and
report on our experiments, demonstrating that our proposed heuristic as well as the alterna-
tive constructions provide significant and mutually reinforcing reductions in the size of the
generated automata in practice.
Outline. Chapter 2 formalizes our setting and the basic concepts of decision functions, their
admissibility and partial observability and control. Chapter 3 then introduces the concept
of strategies and controllers as generators of decision functions and establishes our notion
of most general strategies and controllers. Chapter 4 details our compositional framework
for the construction of most general controllers. In Chapter 5 we then adapt the algorithmic
treatment of observation-based games to our setting, with Chapter 6 detailing the construc-
tion of most general controllers for invariance, reachability, safety and co-safety objectives.
In Chapter 7 we then provide an algorithm for the synthesis of most general controllers for
the full class of observation-based, ω-regular objectives. In Chapter 8 we adapt our general
framework for the compositional synthesis of most general controllers to the Reo and con-
straint automata setting and report on our implementation in Vereofy. In Chapter 9 we detail
our improvements in the determinization of ω-automata and report on our experiments with
variants of Safra’s construction.
The results on the compositional framework for the construction of most general controllers
have been partially published in [BKK11a]. The stuttering construction for the determiniza-
tion of ω-automata has been published in [KB07]. Our publications on the modeling and
verification approach [BBKK08, BBKK09, BBK+10, KKSB11] implemented in Vereofy
are indirect precursors of this thesis, allowing the practical application of the composi-
tional controller synthesis techniques developed in this thesis in a rich setting. The ar-
ticle [BKK14] details a construction to transform constraint automata into Reo networks
built from basic channels, which can be adapted for most general controllers.
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Chapter 2
Preliminaries
Notations. Let Σ be an alphabet. Then Σ∗ denotes the set of finite words over Σ and
Σω denotes the set of infinite words over Σ. The set of finite and infinite words over Σ is
then denoted by Σ∞ = Σ∗ ∪ Σω. The length of a word w ∈ Σ∞ is denoted by |w|, with
|w| = ∞ for w ∈ Σω. For two words v ∈ Σ∗ and w ∈ (Σ∗ ∪ Σω), we denote by v ·w the
concatenation of v and w, or simply vw if the context is clear. For a letter a ∈ Σ, the word
ai consists of the i-times repetition of the letter a, with a0 being the empty word ε and with
aω being the infinite word consisting entirely of the letter a. For a finite word w ∈ Σ∗ with
length |w| > 1, last(w) denotes the last letter of w.
For a partial function f , we denote by f(x) = ⊥ that f is undefined for argument x. For a
set S we denote the powerset of S, i.e., the set of all subsets of S, by 2S .
2.1 Linear Temporal Logic (LTL)
In this thesis we use formulas of Linear Temporal Logic (LTL) [Pnu77, Pnu79] in several
different contexts. We provide here a general definition and remark upon special consider-
ations or restrictions at the point of use.
The set of LTL formulas over an alphabet Σ is defined by the grammar
ϕ ::= true | A | ¬ϕ | ϕ ∨ ϕ | ©ϕ | ϕ U ϕ,
withA ⊆ Σ. In addition to the standard propositional operators there are two basic temporal
operators, where© is called “next step” and U is called “until”.
Often, LTL is used to formalize infinite behavior, with the semantics of an LTL formula
provided for infinite words in Σω only. As we consider infinite behavior as well as finite be-
havior that is maximal, i.e., that can not be extended further, we use the standard semantics
of LTL over finite and infinite words Σ∞ instead of variants that are used to reason about
truncated words as discussed for example in [EFH+03, BLS10, BLS11].
Let w = a0a1 . . . ∈ Σ∞ be a finite or infinite word over Σ and let ϕ be an LTL formula over
7
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Σ. We denote by w|i = aiai+1ai+2 . . . the suffix of w starting at ai. We further denote by
w[0] the first letter of w. Satisfaction of ϕ by w, denoted by w |= ϕ, is defined as follows:
w |= true
w |= A iff |w| > 1 and w[0] ∈ A
w |= ¬ϕ iff w 6|= ϕ
w |= ϕ1 ∨ ϕ2 iff w |= ϕ1 or w |= ϕ2
w |=©ϕ iff |w| > 1 and w|1 |= ϕ
w |= ϕ1 Uϕ2 iff ∃k with 0 6 k 6 |w| : w|k |= ϕ2 and ∀ 0 6 i < k : w|i |= ϕ1
From the basic operators defined above, we derive the usual propositional operators, e.g.,
conjunction (∧) and implication (−→), as well as the usual temporal operators “eventually”
(♦ϕ ≡ true Uϕ) and “always” (ϕ ≡ ¬♦¬ϕ).
Note that the “next step” operator used is “strong” in the sense that it requires the exis-
tence of the next step. A “weak” variant of the “next step ϕ” operator, which only requires
ϕ to hold in the case that a next step actually exists, can be obtained from the “strong”
variant by the formula ¬©¬ϕ. The existence of a next step can be specified using the for-
mula©true, and consequently the absence of a next step can be specified by the formula
¬©true.
Often, the alphabet Σ has a special structure defined over a set of atomic propositions AP,
with each symbol of Σ representing the subset of the atomic propositions that hold at a
given point in time, i.e., Σ = 2AP. In this case, for reasons of conciseness, the LTL formula
is defined over the set AP and alphabet Σ = 2AP and the atoms A ⊆ Σ in the syntax of
LTL are replaced by atoms p ∈ AP. A word w = a0a1 . . . ∈ Σ∞ then satisfies p if p is an
element of a0, i.e., w |= p iff |w| > 0 and p ∈ a0.
The language of an LTL formula ϕ is L(ϕ) = {w ∈ Σ∞ : w |= ϕ}.
2.2 Automata over finite and infinite words
We use finite automata over an alphabet Σ to recognize languages of finite and infinite words
over Σ. Automata that recognize infinite words are called ω-automata.
A finite automaton over an alphabet Σ is a tupleZ = (Z,Σ, δ, Z0,Acc) with a finite setZ of
states, a set of initial states Z0 ∈ Z and transition function δ : Z × Σ→ 2Z . An automaton
Z is deterministic (and total) iff the set of initial states Z0 = {z0} is a singleton set and
the transition function associates exactly one successor state (|δ(z, a)| = 1) per symbol.
Hence, it can be considered in this case to be a function δ : Z × Σ → Z. For deterministic
automata, we naturally extend δ to a function δ : Z∗ → Z by applying δ successively on
each letter.
A run of an automaton Z over a word w = a0a1 . . . ∈ Σ∞ is a sequence of states π =
z0z1z2 . . .with |π| = |w|+1, z0 ∈ Z0 and zi+1 ∈ δ(zi, αi) for all i ∈ N. For a deterministic
automaton there is a unique run for every word.
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The acceptance condition Acc is used to determine which of the runs of an automaton Z is
accepting and varies between the different automata types considered in the sequel.
Deterministic finite automaton. [RS59]
To recognize regular languages of finite words, we use standard deterministic finite au-
tomata (DFA), i.e., where Acc = F with F ⊆ Q. A finite run π = z0z1 . . . zn of a DFA Z
over a finite word w is accepting iff zn ∈ F . The language L(Z) ⊆ Σ∗ then consists of all
finite words that have an accepting run in Z .
To recognize languages of infinite words, a variety of acceptance conditions have been pro-
posed. We consider here Büchi, Rabin, Streett and parity acceptance.
Büchi acceptance.
For Büchi automata [Büc62], the acceptance condition consists of a subset of the states,
Acc = F with F ⊆ Q as for DFA. An infinite run π ∈ Zω in a Büchi automaton is
accepting iff infinitely often a state from F is visited, i.e., π |= ♦F .
Rabin acceptance.
For Rabin automata [Rab69], the acceptance condition consists of a finite set of pairs of
states, Acc = {(U1, L1), . . . , (Uk, Lk)} where Ui, Li ⊆ Q for all 1 6 i 6 k. A run π in a
Rabin automaton is accepting iff there exists a pair (Ui, Li) such that Ui is visited infinitely
often along π and Li is visited only finitely often, i.e.,
π |=
∨
16i6k
♦Ui ∧ ♦¬Li.
Streett acceptance.
Streett acceptance [Str82] is the dual of Rabin acceptance and can be seen as a conjunction
of strong fairness conditions. The acceptance condition consists again of a finite set of pairs
of states1, Acc = {(R1, G1), . . . , (Rk, Gk)} where Ri, Gi ⊆ Q for all 1 6 i 6 k. A
run π in a Streett automaton is accepting iff for all pairs (Ri, Gi) the fact that Ri is visited
infinitely often along π implies that Gi is visited infinitely often as well, i.e.,
π |=
∧
16i6k
♦Ri −→ ♦Gi.
As Rabin and Streett acceptance are duals, a run in a Rabin automaton Z is accepting if it
is not accepting in the Streett automaton obtained from Z by identifying Ui with Ri and Li
with Gi and vice versa.
Parity acceptance.
For a parity automaton [Mos84], the acceptance condition is given as a priority function
c : Q → {0, 1, . . . , k}, assigning each state a priority or color in the form of an integer in
the range 0 to k. A run in a parity automaton π = z0z1z2 . . . is accepting if the minimal
1In the literature, there is a certain variety in the names given to the sets Ri and Gi for Streett acceptance
as well as Ui and Li for Rabin acceptance. Here, we use the abbreviations R and G with the intuitive notion of
Requests and Grants, respectively.
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priority that occurs infinitely often along the run is even2. Formally, let c(π) = c0c1c2 . . . ∈
{0, 1, . . . , k}ω be the sequence of colors for π, with ci = c(zi). π is then accepting iff
min
{
i ∈ {0, . . . , k} : c(π) |= ♦i
}
is even.
The parity acceptance condition can be regarded as a special form of Rabin and Streett
acceptance. A parity acceptance condition as above, with k + 1 colors, can be transformed
into a Rabin condition with dk+12 e Rabin pairs and into a Streett condition with dk2e Streett
pairs (e.g., [Löd99]).
Language. The language L(Z) of a (non-)deterministic ω-automaton is then the set of
words w ∈ Σω for which there exists an accepting run in Z . Two automata Z1, Z2 are
called equivalent if they recognize the same language, L(Z1) = L(Z2).
In this thesis, we use nondeterministic Büchi automata (NBA), and deterministic Rabin,
Streett and Parity automata, abbreviated DRA, DSA and DPA, respectively. It is well known
that NBA, DRA, DSA and DPA are equally expressive, they recognize the ω-regular lan-
guages (e.g. [Tho97]).
2.3 Transition systems, observation and control
Definition 2.1 (Transition system).
A (labeled) transition system is a tuple A = (Q,Act ,−→, Q0), where
• Q is a finite set of states,
• Q0 ⊆ Q is the set of initial states,
• Act is a finite set of actions and
• −→⊆ Q × Act × Q is the transition relation. We write q α−→ q′ as short-hand for
(q, α, q′) ∈−→.
The size of a transition system A is the sum of the cardinalities of Q, Act and −→. An
action α is enabled in state q ∈ Q iff there exists at least one transition q α−→ q′ with action
α for some successor state q′ ∈ Q. Act(q) denotes the set of enabled actions in state q ∈ Q.
An execution in A is a finite or infinite sequence built by consecutive transitions of A,
π = q0
α1−→ q1 α2−→ q2 α3−→ . . .
If an execution π is finite then last(π) denotes the last state of π. The length |π| of an exe-
cution π is the total number of transitions taken in π, with |π| =∞ for an infinite execution
π. An execution π is called initial if its first state is an initial state, q0 ∈ Q0.
Transition systems provide a formalization of the step-wise evolution of the state of a sys-
tem. In the context of this thesis, transition systems are used to formalize the potential
behavior of the controllable part of a system as well as its environment.
2In the literature, there are again a variety of definitions of the priority function, taking either the maximum
or the minimum, accepting on an even or an odd priority or starting with 0 or 1. It is easy to see that all these
definitions can be transformed into the others.
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Figure 2.1: Transition systems of a beverage production machine (A1, above) and a cus-
tomer (A2, below)
Example 2.2. As an example, consider the transition systems in Figure 2.1. The first tran-
sition system, A1, represents a beverage production machine capable of producing coffee
and tea. The states of A1 represent the four different configurations of the machine, with
either no cup of beverage ready (state p1), a cup of coffee ready (state p2), a cup of tea ready
(state p3) or a cup of both tea and coffee ready (state p4). The transitions between the states
represent the production of a fresh cup of beverage (actions makeCoffee and makeTea),
the removal of a cup by a customer (actions takeCoffee and takeTea), the self-cleaning
of the machine (action clean) and a suspension of the machine (action suspend).
The other transition system in Figure 2.1, A2, represents the potential behavior of a cus-
tomer. After doing some work (action work), he may decide to either want a coffee
or a tea (actions wantCoffee and wantTea). Then, he announces his choice (actions
requestCoffee and requestTea) and then grabs a cup of beverage (actions takeCoffee
and takeTea). If the cup contains a beverage that does not corresponds to his request, he
will complain and go back to work. Otherwise, he is satisfied and goes back to work without
complaining.
Combining both A1 and A2 with the usual interleaving parallel construction for transition
systems, synchronizing on the shared actions takeCoffee and takeTea, we obtain the
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system A1 ‖ A2. The states of A1 ‖ A2 are pairs of the state of A1 and the state of A2 and
the set of actions Act ofA1 ‖ A2 corresponds to the union of the actions ofA1 andA2, i.e.,
Act = {work, wantCoffee, wantTea, requestCoffee, requestTea,
makeCoffee, makeTea, takeCoffee, takeTea, clean, suspend}.
The system A1 ‖ A2 then represents the potential behavior of the controllable part (the
beverage machine) as well as its environment (the customer).
To formalize the mechanism of control for the controllable part of the system and the inter-
action with its environment, we provide a classification of the actions in the system accord-
ing to their controllability and their visibility.
Let Actvis ⊆ Act be the set of visible actions and let Actctr ⊆ Actvis be the set of control-
lable actions. Here, we assume that all controllable actions are visible.
The subset Act# ⊆ Actctr of the controllable actions contains the actions that signal the
suspension of the controllable part of the system. The effect of the suspend action will be
the deactivation of all the controllable actions until an uncontrollable, visible action occurs,
“waking up” the controllable part of the system.
Observables, observations. The occurrence of visible actions can be observed and pro-
vides knowledge about the state and history of the system that can be used in the decision
making for controlling the system. It is useful to allow for a finer distinction than an action
either being perfectly visible or not visible at all, i.e., to allow for the case that it may not
be possible to distinguish between two visible actions. This is formalized by a mechanism
that allows visible action to only be observed via their observables. Let Obs be a finite set
of observables and let obs : Actvis → Obs be a function assigning an observable to each
visible action α ∈ Actvis.
We assume that there are sets Obs# ⊆ Obsctr ⊆ Obs with obs(α) ∈ Obsctr iff α ∈ Actctr
and obs(α) ∈ Obs# iff α ∈ Act#, i.e., that it is possible to ascertain whether a given action
α happens to be controllable or not and whether it is a suspend action or not by only taking
into account the associated observables obs(α).
We naturally extend the observation function obs from individual, visible actions to finite
or infinite sequences of visible and invisible actions by concatenating the observables, i.e.,
obs : Act∞ → Obs∞ with obs(α1α2α3 . . .) = obs(α1)obs(α2)obs(α3) . . . ,
where obs(α) is the empty word ε for invisible actions α. We refer to the elements of
Obs∞ as observations. The observation obs(π) of a finite or infinite execution π in A
is the observation obs(α1α2α3 . . .) of its action sequence. An observation σ ∈ Obs∞ is
called A-schedulable, briefly schedulable, if there exists an initial execution π in A with
obs(π) = σ.
We likewise extend the observation function to sets of actions, i.e., obs : 2Act → 2Obs with
obs(A) = {obs(α) : α ∈ A ∩Actvis}.
Example 2.3. Reconsider the system A1 ‖ A2 from Example 2.2 and Figure 2.1. We con-
sider the beverage production machine to be the controllable part of the system, with the
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customer providing the environment for the machine and formalize the visibility and con-
trollability of the actions in the system. The controllable actions correspond to the actions
of A1, the controllable part of the system, i.e.,
Actctr = {makeCoffee, makeTea, takeCoffee, takeTea, clean, suspend}.
For this example, we consider the requests of the customer to be visible, for example be-
cause he pushes corresponding buttons that can be observed. The complaint is considered
observable as well. Thus, the visible actions are the controllable actions combined with the
actions representing the customer’s request and complaint, i.e.,
Actvis = Actctr ∪ {requestCoffee, requestTea, complain}.
There is a single suspend action, i.e., Act# = {suspend}.
We consider here a scenario where all visible actions can be distinguished, i.e., where
Obs = Actvis and obs(α) = α for all α ∈ Actvis. An alternative scenario arises for
example if the two visible request actions requestCoffee and requestTea become in-
distinguishable, by mapping both actions to a single observable request. Then, a decision
function can detect the occurrence of a customer’s request, but gains no knowledge of the
specific choice of the customer, perhaps because there is only a single request button.
Decision functions serve as a formalization of control. They describe observation-based
scheduling policies for the controllable part of the system by offering sets of interactions.
Definition 2.4 (Decision function). A decision function is a function d : Obs∗ → 2Obs ,
which provides a choice of permitted observables O ⊆ Obs for a given observation
σ ∈ Obs∗.
Via its choice, a decision function determines a subset of actions that are allowed to fire
given a particular observable history. For a choiceO ∈ 2Obs , an action α is called compliant
and thus permitted to fire if α is either visible with its observable obs(α) ∈ O or if α is
invisible. For a state q ∈ Q and choice O ∈ 2Obs , the actions that are both compliant and
actually enabled in state q is denoted by
Act(q,O) =
{
α ∈ Act(q) : obs(α) ∈ O or α /∈ Actvis
}
.
A d-execution, i.e., an execution that is consistent with decision function d, then arises by
only choosing transitions with actions that are compliant with the choice of d given the
observable history of the execution prefix up to that point.
Definition 2.5 (d-execution of a decision function). Let d be a decision function. An
execution
π = q0
α1−→A q1 α2−→A q2 α3−→A . . .
in A is a d-execution if, for all i < |π|,
αi+1 ∈ Act(qi, d(obs(α1 . . . αi))).
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An observation σ = β1β2 . . . ∈ Obs∞ is said to be d-schedulable if βi ∈ d(β1 . . . βi−1)
for all 0 6 i 6 |σ|. The set of initial d-executions thus coincides with the set of initial
executions of A that have d-schedulable observations.
Note that a decision function is only able to partly influence the system. In particular, a
decision function can not avoid that invisible actions fire. Likewise, if there are multiple
enabled actions with the same observable in a state then the decision function only has the
choice of allowing the observable and thus enabling all these actions or of disallowing the
observable and thus disabling all these actions. Furthermore, the choice of the action that
actually fires from the compliant actions and the concrete transition with a particular suc-
cessor state for that action, i.e., resolution of the nondeterminism, happens outside the scope
of the decision function.
A decision function in its pure form may exhibit a range of undesirable behaviors, which
we address by requiring that well-behaved decision functions adhere to the notion of ad-
missibility, dealing with three cases. In the first case, a decision function could counter-
intuitively influence whether non-controllable actions are enabled by refusing to offer ob-
servables for visible but non-controllable actions. For example, in the system considered
in Example 2.3, a decision function could refuse to permit the observables of the visible
actions requestCoffee or requestTea, violating the assumption that these actions are
visible but not controllable. In the second case, a decision function could disrespect a sus-
pend signal by subsequently offering controllable actions even though the controllable part
of the system (and thus all controllable actions) should be suspended. In the example, such
a decision function would, e.g., allow the production of further beverage even though the
machine is supposed to be suspended. The third case provides a mechanism that requires
decision functions to only be the cause of termination of an execution explicitly via the
suspend signal. This will later allow a coordinated, compositional decision making of mul-
tiple decision functions whether termination is allowed by enabling or disabling the suspend
signal. In the example, if the system state is 〈p4, q3〉, i.e., there is both coffee and tea avail-
able and the customer is poised to take a beverage, the decision function could provide a
restrictive choice that does not contain either takeCoffee or takeTea, which would cause
termination even though there was no suspend signal.
Non-blocking choice. To ensure that a decision function can not refuse enabled non-
controllable actions Actvis \Actctr, the choice offered by the decision function must contain
observables for these actions. As a result, these actions are compliant actions and remain
enabled. This condition can be understood as “input enabledness” for the visible, but un-
controllable actions. For a state q and a choice O ⊆ Obs , this requirement translates to the
condition that
obs(Act(q)) ∩ (Obs \Obsctr) = obs(Act(q,O)) ∩ (Obs \Obsctr),
i.e., that the set of observables of the non-controllable, visible and enabled actions in q
is preserved by the choice O. It will prove useful to partially relax this requirement by
allowing the grouping of non-controllable actions that can be considered equivalent for the
purposes of “input enabledness” and requiring that a decision function offers at least one
observable for each group. For this purpose, we use a partition UObs = {U1, . . . , Uk} of
Obs \ Obsctr that groups the observables of the visible, but uncontrollable actions. For a
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state q ∈ Q, a choice O ∈ 2Obs is then considered to be non-blocking iff for each U ∈ UObs
obs
(
Act(q)
)
∩ U 6= ∅ =⇒ obs
(
Act(q,O)
)
∩ U 6= ∅,
i.e., if there are one or more enabled observables in q belonging to U then the choice O has
to preserve at least one of them. In contrast, we say a choice O is blocking for state q ∈ Q
iff the choice is not non-blocking for q.
Initially, the visible, but uncontrollable actions are simply grouped by their observables,
i.e., UObs =
{
{obs(α)} : α ∈ Actvis \ Actctr
}
. For this partition, a non-blocking choice O
ensures that α ∈ Act(q) ∩ (Actvis \ Actctr) implies α ∈ Act(q,O). Later, when building
the product of a transition system with controllers, we will iteratively adapt UObs to ensure
on the one hand that the visible but uncontrollable actions are not blocked but on the other
hand that the choices are not restricted unnecessarily.
Passive choice. To denote choices that are consistent with a decision function respecting
that the controllable part of the system has been suspended, we say a choice O ∈ 2Obs is
passive if O ∩Obsctr = ∅, i.e., O contains only observables of uncontrollable actions.
Progressive choice. A well-behaved decision function should honor a maximal progress
assumption, i.e., as long as there are enabled actions in A, the decision function should
ensure via its choice that there remains at least one enabled compliant action unless the
controllable part of the system has been suspended. For a state q, a choice O ∈ 2Obs is
considered progressive if Act(q) 6= ∅ implies Act(q,O) 6= ∅.
Definition 2.6 (Admissibility). A decision function d is admissible iff it satisfies all of the
following three conditions:
(A1) For all finite, initial d-executions π = q0
α1−→A . . . αn−→A qn, the choice d
(
obs(π)
)
of the decision function is non-blocking for state qn.
(A2) d(σ) is passive for all σ ∈ Obs∗Obs#, i.e., where the last observable in the observa-
tion signals the suspension of the controllable part of the system.
(A3) For all finite, initial d-executions π = q0
α1−→A . . . αn−→A qn with an observation
obs(π) /∈ Obs∗Obs#, i.e., where the controllable part of the system is not suspended,
the choice d
(
obs(π)
)
is progressive for state qn.
We will later adapt the notion of admissibility (and the notions that rely on admissibility) to
take fairness conditions of A into account.
The admissibility of a decision function with regard to conditions (A1) and (A3) depends
on the transition system A, while condition (A2) is a purely syntactical requirement. We
say a decision function d respects suspend if it satisfies condition (A2), i.e., its choices for
observations ending with an observable in Obs# are passive.
Remark 2.7. It is always possible to specify an admissible decision function for a given
system. Consider the decision function d, with
d(σ) =
{
Obs if last(σ) 6∈ Obs# or σ = ε
Obs \Obsctr if last(σ) ∈ Obs#
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for all σ ∈ Obs∗. It satisfies conditions (A1) and (A3) by always scheduling all observables
for the observations that do not end in a suspend signal and satisfies (A2) by not scheduling
the controllable observables for those observations that do end in a suspend signal.
Path. Refining the notion of an execution, a path captures “complete” behavior, relying on
the maximal progress assumption both for the controllable part of the system as well as for
the environment, with special treatment for the suspend mode.
Definition 2.8 (Path in A). An execution π in A is called a path if one of the following
three conditions holds:
• π is infinite, or
• π is finite and ends in a terminal state, i.e., Act(last(π)) = ∅, or
• π is finite, the last observable is a suspend signal, obs(π) ∈ Obs∗Obs#, and there are
no enabled uncontrollable actions in the last state of π, Act(last(π)) \Actctr = ∅.
The third condition captures the case where termination occurs because the controllable part
of the system and thus all controllable actions are suspended.
Later, in Section 4, we will augment the transition systems with a suitable fairness condition
and will update the definition of paths to take this fairness into account.
Definition 2.9 (d-path). A d-execution π is called a d-path if π is either an infinite d-
execution or a finite d-execution ending in a state where no compliant actions are enabled,
i.e., Act(last(π), d(obs(π))) = ∅.
A d-path is thus a d-execution that only terminates if there are no more compliant actions.
Note that clearly d-executions are executions in A. Furthermore, by satisfying conditions
(A2) and (A3) of Definition 2.6, admissible decision functions d ensure that all d-paths are
paths in A.
Enforcing objectives. In this thesis, we consider linear time objectives Φ, which can be
formalized in its most general form as a subset of the potential finite and infinite executions
of the system, i.e., Φ ⊆ Q× (Act ×Q)∞. For a path π of A, we say π satisfies Φ, denoted
by π |= Φ, if π ∈ Φ. Likewise, a transition system satisfies objective Φ,A |= Φ, if all paths
of A satisfy Φ.
Definition 2.10 (Enforcing objective). A decision function d enforces an objective Φ if d
is admissible and if all d-paths satisfy Φ.
The requirement of admissibility ensures that only well-behaved decision functions can
successfully enforce an objective.
Example 2.11. To illustrate enforcement of objectives, we return to the system of the bev-
erage machine and the customer. Let us consider as the objective that the customer should
never complain, i.e.,
Φ = {π ∈ Q× (Act ×Q)∞ : π does not contain a complain action}.
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The following decision function is an example that enforces objective Φ, with σ ∈ Obs∗.
d(σ) =



{requestCoffee, requestTea, produceCoffee} if last(σ) = requestCoffee
{requestCoffee, requestTea, produceTea} if last(σ) = requestTea
{requestCoffee, requestTea, takeTea} if last(σ) = produceTea
{requestCoffee, requestTea, takeCoffee} if last(σ) = produceCoffee
{requestCoffee, requestTea} else
By always permitting the visible but not controllable observables requestCoffee and
requestTea, the decision function ensures that condition (A1) of admissibility is always
satisfied. It then ensures that the objective is satisfied by responding to the customer’s re-
quest by producing the appropriate beverage and allowing the customer to take it. An alter-
native would be to always produce both beverages, but to only allow the customer to take the
correct beverage, refusing to schedule the takeCoffee action if the last customer’s request
was requestTea and vice versa. Another decision function that enforces the objective Φ
is the following “lazy” decision function d which always tries to suspend the machine,
d(σ) =
{
{requestCoffee, requestTea, suspend} if last(σ) 6= suspend
{requestCoffee, requestTea} if last(σ) = suspend
By refusing to produce any coffee, d avoids triggering the complaint of the customer but
nonetheless leaves him unsatisfied. A similar situation arises for a decision function that
continuously cleans the machine instead of producing coffee or tee. We could therefore
refine the objective by requiring that, in addition, every request for a beverage is eventually
followed by the customer taking a beverage.
We can see that there are a myriad of other decision functions, perhaps ensuring other objec-
tives in addition, e.g., that the machine should always be cleaned before producing a fresh
beverage, should be cleaned every other coffee, etc. On the other hand, certain objectives
have no decision function that can enforce them. For example the objective that eventually
the customer takes a beverage can not be enforced, as it is possible that he will continuously
work and never want a beverage, which can not be influenced by any decision function.
Likewise, the objective that the customer may never request a tea can not be enforced, as
the corresponding observable is not controllable.
The ability to enforce an objective crucially depends on the knowledge about the state of
the system given an observable history. For example, if we change the visibility of the
request actions by making requestCoffee and requestTea indistinguishable, there is
no decision function that can serve a beverage while ensuring that the customer will never
complain.
Equivalence modulo unschedulable choices. Two decision functions d1 and d2 may differ
in some of their choices, but these differences may nevertheless be irrelevant in their effect
on A, as the corresponding observations can never be scheduled.
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Definition 2.12 (Equivalent modulo unschedulable choices).
Two decision functions d1, d2 : Obs∗ → 2Obs are equivalent modulo unschedulable choices
if, for each observation σ ∈ Obs∗ that is both d1-schedulable and d2-schedulable and each
observable β ∈ Obs , the following condition holds:
If σβ is A-schedulable then β ∈ d1(σ) iff β ∈ d2(σ).
As a consequence, if d1 and d2 are equivalent modulo unschedulable choices, the sets of
d1-executions and d2-executions inA coincide, as well as the sets of their paths. The notion
of equivalence modulo unschedulable choices allows for a more concise representation of a
set of decision functions that only differ syntactically in an irrelevant manner by identifying
them. By stripping the unschedulable observables from the choices of a decision function
d, we obtain a decision function d′ that is equivalent modulo unschedulable choices and
schedules only schedulable observables:
Definition 2.13. A decision function d : Obs∗ → 2Obs schedules only schedulable observ-
ables (in A) if, for each observation σ ∈ Obs∗ that is d-schedulable, β ∈ d(σ) implies that
the observation σβ is A-schedulable.
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Strategies and Controllers
To support synthesis in a compositional manner it is crucial that all the different ways how
an objective can be enforced are not ruled out prematurely. We reconsider the example
Figure 1.1 in the introduction, now in the context of the beverage machine example and
using the formalism of decision functions. Consider the small fragment in Figure 3.1 of
the beverage machine from our running example and the objective that eventually coffee is
produced, i.e., the reachability objective “eventually state p2”.
p1 p2
clean
produceCoffee
Figure 3.1: A small fragment of the transition system of the beverage machine
We assume here that all actions are controllable and visible and identify observables and
actions. A straightforward decision function enforcing the objective would be d with
d(ε) = {produceCoffee} and d(produceCoffee) = ∅.
This decision function is very restrictive and rules out other ways to enforce the objective,
for example ones that require that some cleaning happens before making a coffee, such as
the decision functions dk with
dk(clean
i) = {clean} for 0 6 i 6 k and dk(cleank+1) = {produceCoffee}
which enforce the objective as well, scheduling k cleanings before producing the coffee. A
variant that uses dk(cleani) = {clean, produceCoffee} for 0 6 i 6 k, i.e., that sched-
ules up to k cleanings before producing the coffee, likewise enforces the objective. There-
fore, all three choices {produceCoffee}, {clean} as well as {clean, produceCoffee}
are legal choices for the observable histories cleani, i ∈ N, for some decision func-
tion that enforces the objective. On the other hand, a decision function that tries to be
as permissive as possible by combining all the legal choices, i.e., that offers the choice
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{clean, produceCoffee} for all observable histories cleani, i ∈ N, does not enforce the
objective, as it is possible given that choice that always clean is chosen. This demonstrates
that the notion of a decision function is too limited to allow decision functions that are
truly as permissive as possible, even for relatively simple objectives such as the reachability
objective used in the example.
To overcome this limitation, we introduce a notion of strategies as generators of decision
functions. The notion of a most general strategy for some objective then corresponds to the
inclusion of all decision functions enforcing the objective in the strategy. A strategy consists
of two main parts, a decision function template, which specifies all the legal choices for a
given observable history as well as a fairness condition that restricts the generation of a
decision function from the legal choices. In the example above, the fairness condition can
be used to ensure that from the legal choices eventually the choice {produceCoffe} has to
be picked. We demonstrate later that a third ingredient, the concept of annotating choices
and observations, is required in our notion of strategy to obtain most general strategies for
some objectives.
3.1 Strategies
Annotated observables, observations. Given a finite, non-empty set of annotations Ann,
we allow the observables in Obs to be annotated with elements from Ann, yielding the
set of annotated observables Obs = Obs × Ann. For an observable β ∈ Obs and an
annotation a ∈ Ann we write 〈β, a〉 or βa to denote the annotated observable, depend-
ing on convenience. An annotation function represents a policy to decorate observables
with annotations in a history-dependent manner. Formally, an annotation function is a
function ann : Obs∗ × Obs → Ann. It induces an inductively defined transformation
ann∗ : Obs∗ → Obs∗ of observations into their annotated versions: ann∗(ε) = ε and
ann∗(σβ) = ann∗(σ)〈β, ann(σ, β)〉 for all σ ∈ Obs∗ and β ∈ Obs .
We use annotated versions of the concepts related to decision functions, such as annotated
decision functions d′ : Obs∗ → 2Obs, mapping annotated observations to annotated choices
O ∈ 2Obs, etc. To strip the annotations, we write 〈β, a〉|Obs = β for annotated observ-
ables, σ′|Obs = β1β2 . . . for annotated observations σ′ = 〈β1, a1〉〈β2, a2〉 . . . ∈ Obs∞ and
O|Obs = {β : 〈β, a〉 ∈ O} for annotated choices O ∈ 2Obs.
Definition 3.1 (Strategy). A strategy is a tuple S = (D,Fair,Ann) where
• D : Obs∗ → 22Obs is a decision function template, providing a set of annotated legal
choices for given annotated observations, such that the following conditions (i) and
(ii) hold for all annotated observations σ′ ∈ Obs∗:
(i) D(σ′) 6= ∅,
(ii) O|Obs is passive for all O ∈ D(σ′) if σ′|Obs ∈ Obs∗Obs#.
• Fair =
{
F1, . . . ,F`
}
is a fairness condition consisting of finitely many subsets Fj of
Obs∗ × 2Obs such that O ∈ D(σ′) for all (σ′,O) ∈ F1 ∪ . . . ∪ F`.
• Ann is a finite set of annotations.
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For F ∈ Fair and σ′ ∈ Obs∗, we write F(σ′) for the set
{
O ∈ 2Obs : (σ′,O) ∈ F
}
.
Condition (i) in the definition of a strategy ensures that the decision function template al-
ways offers at least one choice, while condition (ii) ensures that only passive choices are
offered for observations ending with a suspend signal, i.e., that conform to condition (A2)
of admissibility.
A strategy serves as a generator for decision functions, called instances of a strategy. We
begin with the set of annotated instances, i.e., decision functions over Obs that are gen-
erated from the decision function template of the strategy in a fair way. Plain instances,
decision functions over Obs , are then obtained from the annotated instances by stripping
the annotations.
Definition 3.2 (Annotated instance). A decision function d′ : Obs∗ → 2Obs is called
an annotated instance of S if d′ can be generated by the template D in a fair way, i.e., if
conditions (I1) and (I2) hold:
(I1) d′(σ′) ∈ D(σ′) for all d′-schedulable annotated observations σ′ ∈ Obs∗
(I2) d′ respects Fair, i.e., for each infinite d′-schedulable annotated observation
σ′ = β′1β
′
2β
′
3 . . . ∈ Obsω and for each F ∈ Fair, either (I2.1) or (I2.2) holds:
(I2.1) There are only finitely many positions i > 1 where F(β′1 . . . β′i) 6= ∅.
(I2.2) There are infinitely many i > 1 with d′(β′1 . . . β′i) ∈ F(β′1 . . . β′i).
Each F ∈ Fair thus imposes a strong fairness condition on selecting a choice from the
decision function template, requiring that during the generation of d′ for an observation, if
it is infinitely often possible to pick a fair choice, F(σ′) 6= ∅, then such a fair choice is
infinitely often picked, d′(σ′) ∈ F(σ′). The definition of the fairness condition in Defini-
tion 3.1, requiring that, for all σ′ ∈ Obs∗, either F(σ′) = ∅ or F(σ′) ⊆ D(σ′) ensures that
the fair choices are actually legal choices of the decision function template. In aggregate,
the fairness condition Fair imposes the conjunction of the individual fairness conditions
F ∈ Fair and thus represents a conjunction of strong fairness conditions for the generation
of the annotated instances.
Definition 3.3 (Plain instance). A decision function d : Obs∗ → 2Obs is called a plain
instance of a strategy S if there exists an annotated instance d′ : Obs∗ → 2Obs of S and
an annotation function ann : Obs∗ × Obs → Ann such that d is generated by d′ via the
annotation function ann, i.e., for all d-schedulable observations σ ∈ Obs∗ the choice of d
is obtained from the corresponding annotated choice of d′ by stripping the annotations,
d
(
σ
)
= d′
(
ann∗(σ)
)
|Obs .
Plain instances are thus obtained from the annotated instances of a strategy by stripping
away the annotations, as the annotations are only needed during the generation from the
decision function template.
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Figure 3.2: Example transition system for the objective “eventually q1”
Often, to provide a more concise definition of a strategy, it is useful to not only consider
the plain instances directly generated by the strategy but all the decision functions that are
equivalent modulo unschedulable choices to the plain instances (see Definition 2.12).
Definition 3.4 (A-instance). A decision function d : Obs∗ → 2Obs is said to be an A-
instance, or briefly instance, of a strategy S, if it is equivalent modulo unschedulable
choices to a plain instance of S.
Executions, paths, admissibility, enforcement for strategies. The notions of an execu-
tion and path of a strategy as well as the admissibility and enforcement of an objective by
a strategy are obtained by considering the generated instances of a strategy. An execution
in A is called an S-execution if it is a d-execution for some instance d of S. S-paths are
defined accordingly. S is called admissible if all instances of S are admissible. A strategy
S enforces Φ if all instances d of S enforce Φ. An objective Φ is called enforceable if there
is a decision function/strategy that enforces Φ.
Remark 3.5 (Plain strategy). Some strategies do not actually have a need for annotations
and use a singleton set of annotations Ann. In this case, the annotations are irrelevant as
there is exactly one way to annotate the observables. We call strategies with a single an-
notation a plain strategy S = (D,Fair) and omit the set Ann, identifying Obs and Obs.
For plain strategies, the notions of annotated instance and plain instance coincide, the de-
cision function templates have the form D : Obs∗ → 22Obs and the fairness condition Fair
consisting of finitely many subsets of Obs∗ × 2Obs .
Example 3.6. To provide an example for strategies, consider the transition system A in
Figure 3.2. We assume both actions α and β to be visible and controllable (non-suspend)
actions and consider the objective ♦q1 (“eventually q1”). We identify the visible actions and
their observables. A strategy that enforces ♦q1 is the plain strategy S1 = (D,Fair) with the
decision function template given by D(σ) =
{
{β}
}
for all observations σ ∈ Obs∗ and an
empty fairness condition Fair = ∅. The instances d of S1 are then the decision functions
d with d(β∗) = {β}. Observations σ that are not of the form β∗ are not S1-schedulable
and thus irrelevant, the instances can offer any subset of Obs for those observations, i.e.,
d(σ) ⊆ {α, β} for σ /∈ β∗.
Consider as another example the following strategy S2 = (D,Fair,Ann) with the set of
annotations Ann = {1, 2}. The decision function template is given by
D(σ) =
{{
{α1}, {α2}
}
if σ = ε or last(σ) = α1{
{β2}
}
if last(σ) = α2 or last(σ) = β2
The annotated instances of S2 are then those annotated decision function that either sched-
ule {α1} or {α2} for the empty observation and for all annotated observations consisting
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only of observables α1, and otherwise schedule {β2}. The instances of S2 then arise by
stripping the annotations, i.e., the instances are those decision functions that schedule {α}
for the empty observation, then schedule {α} finitely or infinitely often and in case that {α}
is only scheduled finitely often from some point on schedule only {β}. While there are
instances of S2 that enforce ♦q1, there is as well the instance that always schedules {α}.
We now consider another strategy enforcing ♦q1, the plain strategy S3 = (D,Fair). The
decision function template is given by D(σ) =
{
{α}, {β}, {α, β}
}
for all observations
σ ∈ Obs∗ and Fair = {F} with the fairness condition F = {(αn, {β}) : n > 0}. Note
that ∅ /∈ D(σ) as this would violate admissibility. Due to Fair, all instances of S have to
eventually offer {β}, leading to q1. The instances of S3 are the decision functions d such
that d(σ) ∈
{
{α}, {β}, {α, β}
}
for all d-schedulable observations σ and d(αk) = {β} for
some k ∈ N. Again, for the irrelevant non-schedulable observations, the instances may
choose any subset of Obs . Clearly, all instances of S1 are instances of S3. In fact, all the
decision functions that enforce ♦q1 are instances of S3, making it a most general strategy
enforcing ♦q1:
Definition 3.7 (Most general strategy). A strategy S is called a most general strategy
enforcing objective Φ iff S enforces Φ and each decision function d that enforces Φ is an
instance of S.
Lemma 3.8 (MGS-lemma). Let S be a strategy enforcing Φ. S is a most general strategy
enforcing Φ iff for each strategy S′ that also enforces Φ, all instances of S′ are instances
of S as well.
Proof. “=⇒”: Suppose that S is most general. Let S′ = (D′,Fair′,Ann′) be another
strategy that enforces Φ and let d be an instance of S′. Then, d enforces Φ. But then d is an
instance of S.
“⇐=”: Let d be a decision function that enforces Φ, Ann = {a} a singleton anno-
tation set and let D′ be the decision function template that generates exactly d, i.e.,
D′(β′1 . . . β
′
i) = {Oi} with Oi = {〈β, a〉 : β ∈ d(β1 . . . βi)} and β′i = 〈βi, a〉 for all
d-schedulable observations β1 . . . βi ∈ Obs∞. Then, S′ = (D′,∅,Ann) is a strategy that
enforces Φ. As all instances of S′ are instances of S, d is an instance of S, which shows
that S is most general.
A most general strategy enforcing Φ generates all decisions functions that enforce Φ, in
particular all decision functions that enforce Φ ∧Ψ for an arbitrary objective Ψ.
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3.2 Controllers
Controllers are finite-state machines that realize finite-memory strategies:
Definition 3.9 (Controller). A controller is a tuple C = (M,m0,∆, µ, fair,Ann) consist-
ing of
• a finite set M of modes and an initial mode m0 ∈M,
• a decision function template ∆ : M→ 22Obs and
• a partial next-mode function µ : M×Obs→M,
• a fairness condition fair =
{
F1, . . . ,F`
}
consisting of finitely many subsets Fj of
M× 2Obs,
• and a finite set of annotations Ann.
We extend µ to the partial function µ∗ : M×Obs∗ →M by
µ∗(m, ε) = m and µ∗(m, β′1β
′
2 . . . β
′
n) = µ
∗(µ(m, β′1), β′2 . . . β′n
)
.
For all modes m ∈M, we require that all of the following conditions (i)-(iv) hold:
(i) ∆(m) 6= ∅,
(ii) µ(m, β′) 6= ⊥ if β′ ∈ O for some O ∈ ∆(m),
(iii) O|Obs is passive for all O ∈ ∆(µ(m, β′)) for all β′|Obs ∈ Obs#
with β′ ∈ O for some O ∈ ∆(m),
(iv) O ∈ ∆(m) for all (m,O) ∈ F1 ∪ . . . ∪ F`.
The induced strategy SC.
A controller induces a strategy by “feeding” the observations to the next-mode function µ∗.
Formally, the strategy realized by controller C = (M,m0,∆, µ, fair,Ann) with fairness
condition fair = {F1, . . . ,F`} is the strategy SC = (D,Fair,Ann) where
D(σ′) = ∆(µ∗(m0, σ
′)) and Fair =
{
F′1, . . . ,F
′
`
}
with F′j =
{
(σ′,O) ⊆ Obs∗ × 2Obs : µ∗(m0, σ′) = m and (m,O) ∈ Fj
}
for 1 6 j 6 `.
The definition of D(σ′) supposes µ∗(m0, σ′) ∈ M. If µ∗(m0, σ′) = ⊥ then σ′ is not D-
schedulable and the value of D(σ′) is irrelevant and can be set to some appropriate value
satisfying the syntactic requirements.
We say a controller is admissible, enforces some objective or is a most general controller
for some objective if its induced strategy has these properties. Similarly, a decision function
is an instance of a controller if it is an instance of the induced controller strategy. It is
important to note that a most general controller for some objective Φ is truly most general,
i.e., it subsumes all decision functions and strategies that enforce Φ and not only those that
can be generated by other controllers.
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Figure 3.3: Induced transition system of a most general controller for Figure 3.2.
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Figure 3.4: Example for a most general controller with suspend and uncontrollable actions
The induced transition system AC.
A controller C induces a transition systemAC = (M,Obs×Ann,−→C, {m0}) in a natural
way, with −→C derived from the decision function template and next-mode function as
follows:
m
β′−→C m′ iff β′ ∈ O for some O ∈ ∆(m) and m′ = µ(m, β′).
Note that in the induced transition system an (annotated) action β′ is enabled in a given
mode m if it is an element of at least one of the controller choices O permitted by the
decision function template for this mode. In the sequel, we identify controller C with its
induced transition system AC in the appropriate contexts.
Remark 3.10 (Plain controller). As noted in Remark 3.5, in some cases annotations are
irrelevant, as the set of annotations is a singleton set. A controller is called plain iff Ann is
a singleton, in which case Obs is identified with Obs . The decision function template for
plain controllers is then a function of the form ∆ : M → 22Obs , the next-mode function
has the form µ : M × Obs → M and the fairness condition fair consists of finitely many
subsets of M× 2Obs .
Example 3.11. Consider the most general strategy S2 enforcing ♦q1 from Example 3.6.
This strategy can be realized by a controller with modes m0 and m1 and the induced transi-
tion system shown in Figure 3.3 with fair = {F} and F = {(m0, {β})}.
As another example, consider the transition system in Figure 3.4a) and the safety objective
“whenever γ, immediately afterwards α”, where actions α, β are controllable, γ is visible
but uncontrollable and suspend action #. We again identify the actions and their observ-
ables. A most general strategy S = (D,Fair) for this objective has D given by
D(ε) = D(σα) = D(σβ) =
{
O : {γ} ⊆ O ⊆ {#, α, β, γ}
}
,
D(σγ) = {{α, γ}} and D(σ#) = {{γ}} for σ ∈ Obs∗
and Fair = ∅. The uncontrollable action γ is always offered. When γ occurs, the strategy
disallows β and #, forcing α to occur. After #, observation of γ wakes the suspended
controllable part of the system. S is realized by the controller with induced automaton
shown in Figure 3.4b) and fair = ∅.
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Figure 3.5: Example for a most general controller for ♦q1
Example 3.12. To illustrate the use of annotations, consider the transition system A in
Figure 3.5a) with controllable (non-suspend) actions α, β and the objective Φ = ♦q1
(eventually always q1), i.e., Φ = (Q×Act)∗×({q1}×Act)ω. A controller realizing a most
general strategy enforcing Φ uses annotations Ann = {1, 2}. In a first phase, ∆(m0) ={
{α1}, {β1}, {β2}, {α1, β1}
}
, in a second phase ∆(m1) =
{
β2}. The induced transition
system is shown in Figure 3.5b). The fairness condition fair = {F} with F = {(m0, {β2})}
ensures that eventually {β2} is scheduled and the switch from the first to the second phase
occurs. From that point on, only β is allowed and only q1 is visited.
The concept of annotations is crucial to capture most general strategies. In fact, as we
will show below, for the system and objective presented in Example 3.12, there is no most
general plain strategy or – equivalently – with Ann being a singleton set (see Remark 3.5).
Let Q = {q0, q1} be the set of states of A and let Actvis = Actctr = {α, β} be visible
and controllable non-suspend actions, i.e., Act# = ∅. Let Obs = Actctr and we identify
the actions with their observations. We consider the objective Φ = ♦q1, i.e., Φ = (Q ×
Act)∗ × ({q1} × Act)ω. Thus, an infinite path π |= Φ if, from some point on, the only
state that is visited is q1, which corresponds to the fact that from some point on the only
action/observable that occurs is β.
Lemma 3.13. There is no most general strategy S = (D,Fair,Ann) for A from Exam-
ple 3.12 that does not utilize annotations, i.e., where Ann is a singleton set, and that enforces
Φ = ♦q1.
Proof. By contradiction, assume that there is a most general strategy without annotations
S = (D,Fair) that enforces Φ. This is the case if all decision functions that enforce Φ
are instances of S and if all instances of S enforce Φ. We will obtain a contradiction by
showing that there exists an instance of S that does not enforce Φ. As all σ ∈ Obs∗ are A-
schedulable, the notion of A-instance and plain instance coincide, i.e., a decision function
d : Obs∗ → 2Obs is an A-instance of S iff d is a plain instance of S.
We first consider the structure of D and will then exploit the results to construct a decision
function d that is an instance of S, i.e., is generated by D in a fair way, but that does not
enforce Φ. As there are no suspend actions and both states are non-terminal, ∅ /∈ D(σ) for
all σ ∈ Obs∗, as otherwise S would not be admissible.
Claim 1. For every observation σ ∈ Obs∗, {α} ∈ D(σ).
Proof of Claim 1.
Assume by contradiction that there exists an observation σ = o1o2 . . . on ∈ Obs∗ such that
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{α} /∈ D(σ). But then there exists a decision function d : Obs∗ → 2Obs with
d(σ) = {α} if |σ| 6 n and d(σ) = {β} if |σ| > n.
The decision function d is admissible and enforces Φ and is therefore an instance of S,
as S is assumed to be most general. Thus d satisfies conditions (I1) and (I2). As σ is
d-schedulable, condition (I1) requires that d(σ) ∈ D(σ), but d(σ) = {α}, leading to a
contradiction with the assumption that {α} /∈ D(σ). Thus, {α} ∈ D(σ) for all σ ∈ Obs∗.
Claim 2. There exists an instance d of S that does not enforce Φ.
Proof of Claim 2.
We will construct an instance d of S such that there is an infinite d-schedulable observation
σ = o1o2o3 . . . ∈ Obsω that has infinitely many i > 1 with d(o1o2 . . . oi) = {α}. This im-
plies that there is a d-path π where infinitely often action α occurs. π /∈ Φ and consequently
d does not enforce Φ.
During the construction of d, we have to take care to ensure that conditions (I1) and (I2) are
satisfied. The latter implies that for all F ∈ Fair conditions (I2.1) and (I2.2) are satisfied.
As we have to ensure that all the fairness conditions F ∈ Fair are satisfied during the con-
struction of d, we use a well-known data structure to keep track which fairness assumptions
have been recently satisfied and which should be satisfied with a higher priority to ensure
that none of the F is neglected.
Let Fair = {F1, . . . ,F`}. To ensure that d(σ) = {α} infinitely often, we deal with Fair′ =
Fair ∪ {Fα}, where Fα =
{
(σ, {α}) : σ ∈ Obs∗
}
and construct an instance of S that is
fair not only in regard to Fair but Fair′ as well.
Let I be the set of permutations of {Fα,F1, . . . ,F`}. We inductively define d(σ) and Iσ ∈
I for σ ∈ Obs∗ as follows. If an observation σ ∈ Obs∗ is not d-schedulable the values of
d(σ) and Iσ are not relevant and can be arbitrarily chosen. For the empty observation ε, we
set
d(ε) = {α} and Iε = (F1, . . . ,F`,Fα).
Now assume that σ is d-schedulable and d(σ) and Iσ are already defined. For all the d-
schedulable observations σ′ = σo with o ∈ d(σ), we define d(σ′) and Iσ′ as follows. Let
F be the left-most element of Iσ such that F(σ′) 6= ∅. It is guaranteed that there is such
an F, as Fα(σ′) = {α} for all observations. We choose an arbitrary O ∈ F(σ′) and set
d(σ′) = O. Iσ′ is obtained from Iσ by moving F to the last position.
To check that d is indeed an instance of S, we have to check conditions (I1) and (I2) in
Definition 3.2. Condition (I1) requires that for all d-schedulable observations σ ∈ Obs∗,
d(σ) ∈ D(σ). If d(σ) = {α} then d(σ) ∈ D(σ) by Claim 1. If d(σ) 6= {α} then d(σ) ∈
F(σ) for some F ∈ Fair and thus d(σ) ∈ D(σ) by the definition of Fair in Definition 3.1.
To check that condition (I2) holds, we have to check for each F ∈ Fair and for each d-
schedulable observation σ = o1o2o3 . . . that either (I2.1) or (I2.2) holds. If there are
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only finitely many positions i > 1 such that F(o1 . . . oi) 6= ∅, condition (I2.1) holds.
We consider the remaining case where there are infinitely many positions i > 1 with
F(o1 . . . oi) 6= ∅, i.e., there is an infinite number of observations σ1, σ2, σ3, . . . with
|σj+1| < |σj | and F(σj) 6= ∅ for all j > 1. We show that, for all j > 1, if d(σj) /∈ F(σj)
then d(σk) ∈ F(σk) for some k with j < k 6 j + ` and thus there are infinitely many
positions i > 1 with d(o1 . . . oi) ∈ F(o1 . . . oi) and condition (I2.2) is satisfied.
If d(σj) /∈ F(σj) there was some other F′ ∈ Fair∪{Fairα} with F′(σj) 6= ∅ to the left of F
in Iσj . In all the successor Iσjo for o ∈ d(σj), F′ has moved to the end and F is thus located
one position to the left of its position in Iσj and we consider j+1. If d(σj+1) ∈ F(σj+1) we
are done. Otherwise, by the same argument, F has moved further to the left and we consider
j + 2, etc. As no F′ is inserted before F, this can only happen at most ` times before F is
the left-most element, and thus d(σk) ∈ F for some k with j < k 6 j + `.
We have shown that d satisfies condition (I2) and is thus an instance of S. By the same
argument, Fα is handled fairly and therefore {α} is scheduled infinitely often and hence q0
is visited infinitely often along all d-paths π. This yields π 6|= ♦q1. But then d does not
enforce Φ, contradicting the assumption that S is a most general strategy enforcing Φ.
We have seen that there is no most general strategy without annotations for objective Φ =
♦q1 for A. But as shown in Example 3.12, there exists a most general strategy for Φ that
uses two annotations to distinguish between a first phase where everything is allowed and a
second phase, where only β may occur, with the switch between the phases ensured by an
appropriate fairness condition on the annotations.
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Compositional Synthesis
To allow the compositional treatment of cascades of objectives Φ1,Φ2, . . . ,Φk for a sys-
tem A in an online manner, we first construct a controller C1 for system A realizing a
most general strategy enforcing Φ1, i.e., such that the composition of C1 and A satisfies
Φ1, C1 ./ A |= Φ1. We then construct a controller C2 realizing a most general strategy
enforcing objective Φ2 for the system C1 ./ A, a controller enforcing Φ3 for the system
C2 ./ (C1 ./ A), and so on, such that
Ck ./ . . . ./ C2 ./ C1 ./ A |= Φ1 ∧ Φ2 ∧ . . . ∧ Φk
if Φ is enforceable in A. For this approach, it is crucial that the strategies realized by the
controllers Ci are most general, as they must not prematurely rule out any of the decision
functions that enforce Φi which may be necessary to enforce the conjunction Φi ∧ Φi+1 or
with other subsequent objectives.
The controlled system, i.e., the composition C ./ A of the systemA and the controller C, is
obtained by a product construction where the two transition systems are synchronized via
the observables. As noted previously, a controller C = (M,m0,∆, µ, fair,Ann) induces
a transition system AC = (M,Obs × Ann,−→C,m0) which we identify with C, with an
action alphabet consisting of the annotated observables. Let A = (Q,Act ,−→A, Q0) be
the transition system that should be controlled.
The composed system is defined as C ./ A = (M × Q,Act ′,−→./, {m0} × Q0), with
action alphabet Act ′ obtained from Act by annotating the visible actions, i.e., Act ′ =
Act ′vis ∪ (Act \Actvis) and Act ′vis = Actvis × Ann. The controllable and suspend actions
of the composed system are the corresponding annotated actions, i.e., Act ′ctr = Actctr×Ann
and Act ′# = Act# × Ann. The transition relation −→./ is given by
q
α−→A q′ ∧ α ∈ Actvis ∧ m
〈β,a〉−−−→C m′ ∧ obs(α) = β
〈m, q〉 〈α,a〉−−−→./ 〈m′, q′〉
q
α−→A q′ ∧ α /∈ Actvis
〈m, q〉 α−→ 〈m, q′〉
The rule on the left synchronizes a visible action ofAwith the corresponding observable al-
lowed by the controller C. Note that even though all visible actions require synchronization
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with the controller, an admissible controller can not inhibit the visible but uncontrollable
actions, as it is required to be non-blocking (condition (A1) in Def. 2.6). The rule on the
right ensures that invisible actions occur independently of the controller. The observables
of C ./ A then consist of the annotated observables Obs = Obs × Ann of A and the ob-
servation function obs ′ : Act ′vis → Obs for C ./ A is given by obs ′(〈α, a〉) = 〈obs(α), a〉.
The partition UObs =
{
{〈obs(α), a〉 : a ∈ Ann} : α ∈ Actvis \ Actctr
}
is lifted from UObs
by grouping the annotated observables of the uncontrollable actions. Thus, if there are more
than one annotated variants of a single observable that can be used to satisfy condition (A1)
in Def. 2.6, it suffices to offer only one of them. Intuitively, this allows a decision function
for C ./ A to have control over the choice of annotations even for observables that are not
themselves controllable.
Objectives. For an execution πC in C ./ A, let πC|A be the corresponding execution in
A that is obtained by stripping the controller modes in all states and the annotations in the
actions. A path πC in C ./ A is said to satisfy objective Φ ⊆ Q × (Act × Q)∞, denoted
πC |= Φ, if πC|A ∈ Φ. Equivalently, an objective Φ ⊆ Q × (Act × Q)∞ for A can be
straightforwardly lifted to an objective Φ′ for C ./ A, i.e.,
Φ′ =
{
πC ∈ (M×Q)×
(
Act ′ × (M×Q)
)∞
: πC|A ∈ Φ
}
.
Fairness. To be able to capture the fairness imposed by the controller on the controlled sys-
tem at the level of the transition system, we augment our concept of transition systems with a
suitable fairness condition, syntactically similar to the fairness condition used for strategies:
A fairness condition Fair[A] for a transition systemA is a finite set Fair[A] = {F1, . . . ,F`}
of subsets F ⊆ Obs∗ × 2Obs . As before, F(σ) denotes the set {O : (σ,O) ∈ F}. We re-
quire the admissibility of Fair[A], i.e., for all observations σ ∈ Obs∗ and F ∈ Fair[A] we
require that the fair choices as given by F satisfy the three conditions of admissibility in
Definition 2.6:
(1) For all finite, initial executions π in A, the choices O ∈ F(σ) are non-blocking for
state q = last(π).
(2) For all β ∈ Obs# and O ∈ F(σβ), O is passive.
(3) For all finite, initial executions π in A, if obs(π) /∈ Obs∗Obs# then all choices
O ∈ F(σ) are progressive for state q = last(π).
The requirement of admissibility ensures that the fairness condition is realizable by admis-
sible decision functions for the system. An observation σ = β1β2 . . . ∈ Obs∞ is called
Fair[A]-schedulable if σ is finite or σ is infinite and, for each F ∈ Fair[A], either the
number of positions i > 1 with F(β1β2 . . . βi) 6= ∅ is finite or there are infinitely many
positions i such that βi+1 ∈ O for some O ∈ F(β1β2 . . . βi).
We adapt the concepts of paths and admissibility to take fairness into account: An execution
π is a path in (A,Fair[A]), i.e., the transition systemA equipped with the fairness condition
Fair[A], if it is a path in A and if obs(π) is Fair[A]-schedulable. A decision function d is
admissible for (A,Fair[A]) if it is admissible forA and if all d-schedulable observations are
Fair[A]-schedulable, i.e., all d-paths inA are fair according to Fair[A]. The notion of a de-
cision function or strategy enforcing an objective Ψ for (A,Fair[A]) requires admissibility
and thus also takes fairness into account.
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Figure 4.1: Transition system A, controller C for objective ♦q1 and product transition sys-
tem C ./ A.
Let A be a transition system with fairness condition Fair[A] (with observables Obs), let
C be a controller realizing an admissible strategy for (A,Fair[A]) and let Fair (with ob-
servables Obs) be the fairness condition of the strategy SC realized by the controller. The
fairness condition Fair[C ./ A] = Fair ∪ Fair[A] for the controlled system is then the
conjunction of the fairness conditions, with Fair[A] appropriately lifted from Obs to Obs.
Note that, as C is admissible and thus ensures that only paths that satisfy Fair[A] exist in
the product system, the fairness Fair of the controller subsumes Fair[A] and it suffices to
consider Fair[C ./ A] = Fair only.
Example 4.1. Consider the transition system A in Figure 4.1, with controllable actions α
and β and suspend action #. We identify actions and their observables. Controller C in
Figure 4.1 with ∆(m0) =
{
{α}, {β}, {α, β}
}
, ∅ 6= ∆(m1) ⊆ Obs and ∆(m#) = {∅}
realizes a most general strategy for the reachability objective Φ = ♦q1. The composition
C ./ A depicted in Figure 4.1 with the fairness condition derived from C then serves as
the transition system for a second objective Ψ, to be enforced in conjunction with Φ. For
an objective like Ψ = ¬q1 (“never q1”), where Ψ is enforceable for A on its own, but
Ψ ∧ Φ is not enforceable, Ψ is not enforceable for C ./ A: A decision function enforcing
¬q1 for C ./ Awould have to either force termination before β is scheduled, which would
violate admissibility as the suspend action is not available in state 〈m0, q0〉, or schedule {α}
continuously, which likewise violates admissibility as the fairness condition Fair[C ./ A]
would be violated. Objectives that can be enforced in conjunction with Φ can be enforced in
C ./ A. E.g., to enforce the objective that all executions have to be finite, a decision function
could first schedule {β} and then force admissible termination by scheduling {#}.
The following lemma relates the paths in the product C ./ A and the SC-paths. Note that in
the special case where C is a plain controller, i.e., the set of annotations is a singleton, there
is a one-to-one correspondence between these paths.
Lemma 4.2 (Soundness of C ./ A). Let C be a controller such that its induced strategy
SC is admissible. Then, for every initial SC-path π in A, there exists an initial path πC in
C ./ A such that πC|A = π, and vice versa.
Proof. “=⇒”: Let π be an initial SC-path in A, with
π = q0
α1−→ q1 α2−→ q2 α3−→ . . .
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As π is a SC-path, there exists an instance d of SC such that π is a d-path. In particular,
αi ∈ ActA(qi−1, d(obs(α1, . . . , αi−1))). Let σ = obs(π) = β1β2 . . . be the observation of
π.
We assume w.l.o.g. that d is a plain instance of S. Otherwise we switch to the plain instance
that is equivalent modulo unschedulable choices. As d is a plain instance of SC, there exists
an annotated instance d′ and an annotation function ann such that for all finite d-schedulable
observations σ ∈ Obs∗
d
(
σ
)
= d′
(
ann∗(σ)
)
|Obs .
For observation σ, we obtain the annotated observation σ′ = β′1β
′
2 . . . = ann
∗(σ).
We obtain an execution πC in C ./ A,
πC = 〈m0, q0〉
α′1−→ 〈m1, q1〉
α′2−→ 〈m2, q2〉 . . . ,
by annotating the actions according to ann and adding the appropriate controller modes as
follows. In the case that αi /∈ Actvis, let α′i = αi. Otherwise, αi ∈ Actvis, let α′i = 〈αi, a〉
where a = ann(obs(α1 . . . αi−1), obs(αi)). The modes mi are obtained by setting mi =
µ∗(m0, obs(α1 . . . αi−1)). In particular, mi = mi+1 if αi is not visible.
Consider the projection of πC to C where invisible moves are removed,
m0
β′1−→ mi1
β′2−→ mi2
β′3−→ . . .
with β′i = 〈βi, ann(β1 . . . βi−1, βi)〉. As βi ∈ d(β1 . . . βi−1), we know that β′i ∈
d′(β′1 . . . β
′
i−1). Thus, the projection of πC to C is indeed an execution in C. As C only
moves synchronously with the occurrence of a visible action in A, we conclude that πC is
an execution in C ./ A.
We first consider whether πC is a path in C ./ A without considering the fairness condition
of C ./ A. If π is infinite, then so is πC and both are paths. If π is finite with last(π) = qn,
then ActA(qn, d(obs(π))) = ∅. We show that then likewise ActC./A(〈mn, qn〉) = ∅, i.e.,
πC is a path in C ./ A as well. As d is admissible, ActA(qn, d(obs(π))) = ∅ implies
either (1) ActA(qn) = ∅ or (2) last(obs(π)) ∈ Obs# and ActA(qn) \ Actctr = ∅. In
case (1), ActC./A(〈mn, qn〉) = ∅, as C only moves synchronously with A. In case (2), for
all O ∈ ∆(mn), obs(O) is passive and ActC./A(〈mn, qn〉) = ∅ as well, as there are no
visible and non-controllable actions enabled in qn in A with which C could synchronize.
Therefore, πC is a path in C ./ A.
It remains to show that πC is a path in C ./ A when taking the fairness condition
Fair[C ./ A] into account. As C is admissible, it is sufficient to only consider the fair-
ness condition Fair induced by the controller fairness fair. We only have to consider the
case where obs(πC) = β′1β
′
2 . . . is infinite, as finite paths and infinite paths with finite ob-
servations are trivially fair. πC is a path if obs(πC) ∈ Obsω is Fair-schedulable. As d′ is
an instance of SC, d′ satisfies condition (I2) for all d′-schedulable annotated observations.
As obs(πC) is d′-schedulable it follows that obs(πC) is Fair-schedulable. By construction,
πC|A = π.
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“⇐=”: Let πC be an initial path in C ./ A,
πC = 〈m0, q0〉
α′1−→ 〈m1, q1〉
α′2−→ 〈m2, q2〉 . . .
and let π be the corresponding execution in A obtained by dropping the controller modes
and the annotations,
π = q0
α1−→ q1 α2−→ q2 α3−→ . . . ,
with αi = α′i for α
′
i /∈ Actvis × Ann and αi = α for α′i = 〈α, a〉 ∈ Actvis × Ann. We
show that there exists an instance d of SC such that π is an d-path. Let σ′ = β′1β
′
2 . . .
be the (annotated) observation of πC and let σ = β1β2 . . . be the observation of π, with
β′i = 〈βi, ai〉.
By the construction of AC, for m ∈ M and β′ ∈ Obs, β′ ∈ ActC(m) iff β′ ∈ O for some
O ∈ ∆(m). Let
m0
β′1−→ mi1
β′2−→ mi2
β′3−→ . . .
be the projection of πC to C, with the invisible moves removed. There is thus at least one
sequence O1O2 . . . such that β′i ∈ Oi and Oi ∈ ∆(mi−1).
We construct an annotated instance d′ of SC such that σ′ is d′-schedulable with the fol-
lowing constraints. The initial choice d′(ε) = O, with O ∈ D(ε) is chosen such that
β′1 ∈ O. Given an annotated observation σ′ such that d′(σ′) is already defined, we
choose O = d′(σ′β′) where β′ ∈ d′(σ′) as follows. If σ′β′ is a prefix of obs(πC), say
σ′β′ = β′1 . . . β
′
n and β
′
1 . . . β
′
n+1 is a prefix of obs(πC), we choose an O ∈ D(σ′β′) such
that β′n+1 ∈ O. Otherwise, we simply choose an O ∈ D(σ′β′). Thus, d′ satisfies condition
(I1). To ensure that condition (I2) is satisfied, we choose the O in such a way that all F
are satisfied, using the same construction as in the proof of Lemma 3.13. As πC is a path
in C ./ A, obs(πC) can be Fair[C ./ A]-scheduled, i.e., we can choose the d′(β′1 . . . β′i)
in a fair way. By construction, d′ satisfies conditions (I1) and (I2) and is thus an annotated
instance of SC.
As d′ is an annotated instance of SC there exists a plain instance d such that obs(π) is d-
schedulable. Therefore π is a d-execution and thus an SC-execution. As SC is admissible,
d is admissible.
It remains to show that π is a d-path and thus an SC-path. There are the following three
cases. In case (1), πC is infinite, π is infinite as well and thus a path. In case (2), πC is finite,
last(πC) = 〈mn, qn〉 and ActC./A(〈mn, qn〉) = ∅. If obs(π) /∈ Obs∗Obs#, this directly
implies that ActA(qn) = ∅ and π is a path, as otherwise d would violate admissibility. If
obs(π) ∈ Obs∗Obs#, all O ∈ D(obs(πC)) are passive and ActA(qn) \ Actctr = ∅. As
d(obs(π)) is likewise passive, ActA(qn, d(obs(π))) = ∅ and π is a d-path. In case (3), πC is
finite, last(πC) = 〈mn, qn〉 and ActC./A(〈mn, qn〉) \Actctr = ∅ and obs(π) ∈ Obs∗Obs#.
As above, then all O ∈ D(obs(πC)) are passive, d(obs(π)) is passive and π is a d-path. We
have shown that π is a d-path and thus also an SC-path. By construction, πC|A = π.
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4.1 Compositional treatment of conjunctive objectives
Decision functions for C ./ A as strategies for A. Let d′ : Obs∗ → 2Obs be a decision
function for C ./ A, where C uses the annotation set Ann. The decision function d′ can
be regarded as a strategy for A, i.e., Sd′ = (D,∅,Ann) with D(σ′) = {d′(σ′)} for all
σ′ ∈ Obs∗. There is exactly one annotated instance of Sd′ , namely d′ itself and the plain
instances of Sd′ are those decision functions d that are generated by d′ (cf. Definition 3.3).
We now show that our notion of most general controllers indeed preserves all the decision
functions that enforce a given objective, allowing the compositional treatment of conjunc-
tive objectives:
Theorem 4.3 (Compositionality). Let Φ and Ψ be arbitrary objectives and let C be a con-
troller such that its induced strategy SΦ = SC is most general enforcing Φ for (A,Fair[A]).
Then, for every decision function d enforcing Φ ∧ Ψ for (A,Fair[A]), there is a decision
function d′ for C ./ A that enforces Ψ for (C ./ A,Fair[C ./ A]) such that d is an instance
of d′, when d′ is viewed as a strategy.
As a direct consequence of Theorem 4.3, if Φ∧Ψ is enforceable in (A,Fair[A]), then Ψ is
enforceable in (C ./ A,Fair[C ./ A]).
Proof. Let d be a decision function enforcing Φ∧Ψ for the systemAwith fairness condition
Fair[A]. In particular, d enforces Φ for A. As C is a most general controller enforcing Φ
forA, d is an instance of SΦ. W.l.o.g. we assume that d is a plain instance of SΦ. As d is a
plain instance of SΦ there is an annotated instance d′ : Obs∗ → 2Obs that generates d (cf.
Definition 3.3).
We consider d′ as a decision function for C ./ A and show that d′ enforces Ψ for C ./ A,
i.e., show that d′ is admissible for C ./ A and that all initial d′-paths satisfy Ψ. Let Obs be
the observables and obs the observation function of A and let Obs be the observables and
obs the observation function of C ./ A.
We first show that d′ satisfies conditions (A1)-(A3) of Definition 2.6. Assume by contra-
diction that d′ violates (A1). Then there is an initial d′-execution πC in C ./ A such that
d′(obs(πC)) is blocking for state 〈q,m〉 = last(πC). This is the case if there is an enabled
annotated action 〈α, a〉 ∈ ActC./A(〈q,m〉) such that obs(〈α, a〉) ∈ U for some U ∈ UObs
but that d′(obs(πC)) is blocking for 〈q,m〉 and set U. By construction of C ./ A, then
α ∈ ActA(q) and obs(α) ∈ U , where U ∈ UObs is the set in the partition UObs of A corre-
sponding to U, i.e., U = U|Obs . Clearly, π = πC|A is an initial d-execution in A, ending in
state q and α ∈ Act(q) and obs(α) ∈ U . But as d is admissible, d(obs(π)) is non-blocking
for q and thus d(obs(π)) ∩ U 6= ∅. This can only be the case if d′(obs(πC)) ∩ U 6= ∅,
leading to a contradiction. d′ thus satisfies condition (A1).
d′ satisfies (A2) as well, as otherwise there would be a plain instance of SΦ generated by d′
that violates (A2) and is not admissible, but all instances of SΦ have to be admissible for C
to be a most general controller.
Assume by contradiction that d′ violates condition (A3). Then there is an initial d′-execution
πC in C ./ A such that d′(obs(πC)) is not progressive for 〈q,m〉 = last(πC) and such
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that obs(πC) does not end with a suspend observable from Obs#. This is the case if
ActC./A
(
〈q,m〉, d′(obs(πC))
)
= ∅ but ActC./A(〈q,m〉) 6= ∅. As C only moves syn-
chronously with A then ActA(q) 6= ∅. Clearly, π = πC|A is an initial d-execution in
A, ending in state q and ActA(q, d(obs(π))) = ∅. But then d violates condition (A3) as
well, leading to a contradiction with the assumption that d is admissible.
Thus d′ satisfies conditions (A1), (A2) and (A3) of admissibility. To show that
d′ is admissible it thus remains to show that all d′-schedulable observations are
Fair[A ./ C]-schedulable. As d′ is an annotated instance of C, it satisfies condition (I2)
for the fairness condition Fair induced by the controller C. Thus, for all initial d′-paths
πC in C ./ A, the observation obs(πC) is Fair-schedulable. As Fair subsumes Fair[A],
obs(πC) is Fair[C ./ A] schedulable. Hence, d′ is admissible for C ./ A.
It remains to show that all initial d′-paths in C ./ A satisfy Ψ. Let πC be an initial d′-path
in C ./ A and let π = πC|A be the corresponding d-path inA. As π |= Φ∧Ψ, πC |= Φ∧Ψ
and thus in particular πC |= Ψ. Therefore d′ enforces Ψ for C ./ A.
Applying decision functions, strategies and controllers for C ./ A to the system A.
Theorem 4.3 states that all decision functions that enforce Φ are preserved in the product
transition system CΦ ./ A, where CΦ is a most general controller enforcing Φ. It is easy
to see that the reverse is not necessarily the case, i.e., we can not in general take a decision
function d′ for CΦ ./ A and apply it to A and expect Φ to nevertheless be enforced. For
example consider a transition system with a single state with two self-loops for the observ-
ables β1 and β2 and a most general controller CΦ for the objective Φ = “never β1”. In
CΦ ./ A the observable β1 is never schedulable, as that would violate Φ. However a deci-
sion function d for CΦ ./ A is free to nevertheless include β1 in all its choices as they are
not schedulable and thus irrelevant. Applying d to A however then permits the occurrence
of β1. Thus d does not enforce Φ for A.
We will now show however that decision functions for CΦ ./ A that schedule only schedu-
lable observables in CΦ ./ A can be applied to A and continue to enforce Φ.
Lemma 4.4. Let Φ and Ψ be arbitrary objectives and let C be a most general controller
enforcing Φ for (A,Fair[A]). Let d be a decision function for (C ./ A,Fair[A ./ C])
that schedules only schedulable observables and enforces Ψ. Then Sd, the strategy for
(A,Fair[A]) induced by d, enforces Φ ∧Ψ for (A,Fair[A]).
Proof. We have to show that Sd is admissible and that all initial Sd-paths in A satisfy
Φ ∧ Ψ, i.e., that all instances of Sd are admissible and enforce Φ ∧ Ψ for A. Let d′ be
an instance of Sd. W.l.o.g. we assume that d′ is a plain instance. We show that for every
initial d′-path π in A there is a corresponding initial d-path πC in C ./ A with πC|A = π.
Let π be an initial d′-path in A, i.e., obs(π) is d′-schedulable. As d is the unique anno-
tated instance of Sd, d′ is generated by d, therefore there exists an annotated observation
σ ∈ Obs∞ that is d-schedulable and with σ|Obs = obs(π). As d only schedules observ-
ables that are schedulable in C ./ A, there is an initial execution πC in C ./ A corre-
sponding to π, i.e., with obs(πC) = σ and πC|A = π. If π is a finite d′-path ending in
state q = last(π), i.e., ActA(q, d′(obs(π))) = ∅, then πC is likewise a finite d-path, as
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ActC./A(last(πC), d(obs(πC))) = ∅ by construction of C ./ A and the fact that d(obs(πC))
is an annotated version of d′(obs(π)). If π is infinite, πC is likewise infinite and the ob-
servation obs(πC) is Fair[C ./ A]-schedulable, as d is an admissible decision function for
C ./ A. Then obs(π) = obs(πC)|Obs is Fair[A]-schedulable and thus π is a d′-path. As πC
is a d-path, it satisfies Ψ ∧ Φ, consequently π satisfies Ψ ∧ Φ as well. We have thus shown
that all initial d′-paths satisfy Ψ ∧ Φ.
It remains to show that Sd is admissible, i.e, that all instances d′ of Sd are admissible. As
shown above, all d′-executions respect Fair[A], so we only have to show that d′ satisfies
the three conditions (A1)-(A3) of Definition 2.6. It is clear that d′ satisfies (A2), as d sat-
isfies (A2) for C ./ A and thus does not schedule any annotated controllable observables
for observations ending with suspend. Let us assume by contradiction that d′ does not sat-
isfy condition (A1). This is the case if there exists an initial d′-execution π in A ending in
qn = last(π) such that there exists a set U ∈ UObs and a visible, non-controllable action
α ∈ Act(qn) with obs(α) ∈ U such that d′(obs(π)) is blocking for qn and the set U . As C
is admissible and thus satisfies (A1), there is at least one annotated version of α, say 〈α, a〉,
enabled in state last(πC) of C ./ A, where πC is a d-path corresponding to π as above.
Let U be the set in UObs corresponding to U . As d is admissible and obs(〈α, a〉) ∈ U,
d(obs(πC)) ∩ U 6= ∅ and thus d′(obs(π)) ∩ U 6= ∅, leading to a contradiction. d′ thus sat-
isfies condition (A1). Assume now by contradiction that d′ does not satisfy condition (A3).
This is the case if there exists an initial d′-execution π inA ending in qn = last(π) and with
last(obs(π)) ∈ Obs# such that ActA(qn) 6= ∅ but ActA(qn, d′(obs(π))) = ∅. As C is ad-
missible, there is at least one annotated action 〈α, a〉with α ∈ ActA(qn) enabled in the state
last(πC) of C ./ A, where πC is again an initial d-path corresponding to π. As d is admissi-
ble then ActC./A(last(πC), d(obs(πC))) 6= ∅ and consequently ActA(qn, d′(obs(π))) 6= ∅,
leading to a contradiction. Thus d′ satisfies (A3) and is admissible. This shows that d′
enforces Φ ∧Ψ in A.
We now show that as a consequence of Lemma 4.4, for every decision function d′ for CΦ ./
A that enforces an objective Ψ there exists some decision function d in A that enforces
Φ∧Ψ. This shows the reverse direction of the soundness of our constructions, as all decision
functions in CΦ ./ A correspond to some decision function inA, i.e., our construction does
not introduce the ability to spuriously enforce objectives in CΦ ./ A that are not enforceable
in the original transition system A.
Lemma 4.5. Let Φ and Ψ be arbitrary objectives and let C be a most general controller
enforcing Φ for (A,Fair[A]). Let d′ be a decision function for (C ./ A,Fair[A ./ C]) that
enforces Ψ. Then there exists a decision function d for (A,Fair[A]) that enforces Φ ∧ Ψ
such that for every d′-path πC in C ./ A there exists a d-path π in A with πC|A = π and
vice versa.
Proof. Let d′ be a decision function for (C ./ A,Fair[A ./ C]) that enforces Ψ. We switch
to the decision function d′′ that only schedules schedulable observables in C ./ A. As
d′ and d′′ are equivalent modulo unschedulable choices, their executions and paths agree.
By Lemma 4.4, there then exists a decision function d for (A,Fair[A]) that enforces Φ ∧
Ψ. The existence of a mapping between the paths in C ./ A and A then follows from
Lemma 4.2.
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Strategies for C ./ A as strategies for A. We now show that as a consequence of
Lemma 4.4, we can easily transform most general strategies for enforcing some objective
Ψ for CΦ ./ A that schedule only schedulable observables to most general strategies for A
enforcing Ψ ∧ Φ.
Let C be a controller for A using annotations Ann1. We can regard a strategy S =
(D,Fair,Ann2) for C ./ A as a strategy S′ = (D,Fair,Ann1×Ann2) forA by combining
the annotations Ann1 and Ann2 and identifying each element of (Obs×Ann1)×Ann2, i.e.,
the annotated observables of S, with the corresponding element of Obs × (Ann1 ×Ann2),
i.e., the annotated observables of S′, in the obvious way.
Theorem 4.6. Let Φ and Ψ be arbitrary objectives and let C be a most general controller
enforcing Φ for A. Let SΨ be a most general strategy for C ./ A that schedules only
schedulable observables and enforces Ψ. Then SΨ, when regarded as a strategy for A is a
most general strategy enforcing Φ ∧Ψ for A.
Proof. To show that SΨ when regarded as a strategy S′Ψ for A is most general enforcing
Φ ∧ Ψ, we have to show that all A-instances of S′Ψ enforce Φ ∧ Ψ and that all decision
functions that enforce Φ ∧Ψ for A are instances of S′Ψ.
Let d be an A-instance of S′Ψ. W.l.o.g. we assume that d is a plain instance of S′Ψ. Thus,
there exists an annotated instance d′′ of S′Ψ and an annotation function ann : Obs
∗×Obs →
Ann1×Ann2 such that d is generated from d′′ via ann. Let ann2 : Obs∗×Obs → Ann2 be
the projection of ann on the second element. As d′′ is an annotated instance of S′Ψ it is an
annotated instance of SΨ as well. Let d′ be the decision function for (C ./ A,Fair[A ./ C])
that is generated by d′′ via the annotation function ann2. Clearly, d′ is an instance of SΨ
and thus enforces Ψ for C ./ A. When regarding d′ as a strategy for A as in Lemma 4.4,
all instances of Sd′ enforce Ψ ∧ Φ for (A,Fair[A]). But as d is an instance of Sd′ (via the
annotation function ann1, the projection of ann on the first element), d enforces Ψ ∧ Φ for
(A,Fair[A]). We have thus shown that S′Ψ enforces Ψ ∧ Φ for (A,Fair[A]).
It remains to show that S′Ψ is most general, i.e., that every decision function d for A that
enforces Φ∧Ψ for (A,Fair[A]) is an instance of S′Ψ. W.l.o.g. we assume that d schedules
only schedulable observables and is thus a plain instance of CΦ. By Theorem 4.3, there
then exists a decision function d′ for CΦ ./ A that enforces Ψ for (CΦ ./ A) and that
generates d via some annotation function ann1 : Obs∗×Obs → Ann1. As d′ enforces Ψ, it
is an instance of SΨ. W.l.o.g., we assume that d′ is a plain instance, i.e., does not schedule
unschedulable observables. Thus, there exists an annotated instance d′′ of SΨ that generates
d′ via some annotation function ann2 : Obs∗ × Obs → Ann2, with Obs = Obs × Ann1
as usual. We combine ann1 and ann2 to an annotation function ann : Obs∗ × Obs →
Ann1 × Ann2 with
ann(σ, β) = 〈ann1(σ, β), ann2
(
ann∗1(σ), ann1(σ, β)
)
〉.
As d′′ is an annotated instance of SΨ, it is an annotated instance of S′Ψ as well. Further-
more, d is a plain instance of S′Ψ, as d is generated from d
′′ via the annotation function ann.
Thus d is an instance of S′Ψ and S
′
Ψ most generally enforces Ψ ∧ Φ.
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The transformation and arguments of Theorem 4.6 apply to the strategies induced by con-
trollers as well, so we obtain the following corollary.
Corollary 4.7. Let Φ and Ψ be arbitrary objectives and let C be a most general controller en-
forcing Φ for (A,Fair[A]). Let CΨ be a most general controller for (C ./ A,Fair[A ./ C])
that schedules only schedulable observables and enforces Ψ. Then CΨ, when regarded as a
controller for A is a most general controller enforcing Φ ∧Ψ for (A,Fair[A]).
As detailed later in Chapter 8, Corollary 4.7 allows us in practice to optionally replace the
previously generated most general controller(s) by the newly generated most general con-
troller in the iterative construction. For a conjunction of objectives Φ1 ∧ . . . ∧ Φk, we may
thus construct a most general controller for Φi+1 and system Ci ./ A instead of having to
consider the full product system Ci ./ . . . ./ C1 ./ A.
4.2 Structural properties of decision functions
We now consider the effect of expanding or shrinking the choices of a decision function on
its ability to enforce a given objective Φ. These results will later serve as the justification
for certain reductions of the different choices that have to be considered in the algorith-
mic, game-based treatment for the synthesis of controllers. It is clear that in general adding
additional observables to the choices of a decision function d that enforces Φ expands the
set of d-paths, potentially adding d-paths that do not satisfy Φ. Adding observables to the
choices could as well turn finite d-paths into longer, even infinite paths as the condition for
termination no longer applies. Likewise, removing observables from the choices of a deci-
sion function can turn a decision function into no longer being admissible and turn infinite
d-paths into finite d-paths.
We will first consider the case of removing observables from the choices of a decision func-
tion while taking care not to violate the admissibility conditions (A1)-(A3) of Definition 2.6
and show that this modification does not change the ability to enforce a given objective.
Lemma 4.8 (Admissible subsets of choices still enforces objective). Let d be a decision
function that enforces an arbitrary linear-time objective Φ for (A,Fair[A]). Let d′ be a
decision function such that d′(σ) ⊆ d(σ) for all d′-schedulable observations σ ∈ Obs∗. If
d′ is admissible for A, i.e., ignoring Fair[A], then d′ enforces Φ for (A,Fair[A]).
Proof. For d′ to enforce Φ for (A,Fair[A]), we have to show that every initial d′-path π
satisfies Φ and that d′ respects Fair[A], i.e., that obs(π) is Fair[A]-schedulable if obs(π)
is infinite. We accomplish this by showing that every initial d′-path is an initial d-path and
thus satisfies Φ and is fair according to Fair[A]. Let π be an initial d′-path. Then obs(π)
is d′-schedulable and d-schedulable as well due to d′(σ) ⊆ d(σ) for all d′-schedulable
observations (and all their prefixes). If π is infinite it follows that π is an infinite d-
path. In the remaining case where π is finite, say ending in qn = last(π), we have
Act(qn, d
′(obs(π))) = ∅. For π to be a initial d-path as well, we have to show that like-
wise Act(qn, d(obs(π))) = ∅. d is admissible and thus d(obs(π)) is non-blocking for qn,
which can only be the case if Act(qn) ∩ (Act \ Actctr) = ∅, i.e., Act(qn) ⊆ Actctr. If
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last(obs(π)) ∈ Obs# then d(obs(π)) is passive and Act(qn, d(obs(π))) ∩Actctr = ∅ and
thus Act(qn, d(obs(π)) = ∅ as well and π is an initial d-path. In the other case, where
last(obs(π)) /∈ Obs#, by the admissibility of d′, d′(obs(π)) is progressive for qn. This im-
plies that Act(qn) = ∅, as Act(qn) 6= ∅ would require Act(qn, d′(obs)) to be non-empty
as well. Thus Act(qn, d(obs)) = ∅ as well and π is shown to be an initial d-path. As every
initial d′-path is an initial d-path, d′ enforces Φ for (A,Fair[A]).
On the other hand, adding additional observables to the choices of a decision function d
that is admissible but does not enforce an objective Φ never leads to a decision function that
enforces Φ.
Lemma 4.9 (Supersets of choices for non-enforcing decision functions are non-en-
forcing). Let d be a decision function that does not enforce a linear-time objective Φ for
(A,Fair[A]) but is admissible. For all decision functions d′ with d(σ) ⊆ d′(σ) for all d-
schedulable observations σ ∈ Obs∗, it is the case that d′ does not enforce Φ for (A,Fair[A])
either.
Proof. Let d′ be such a decision function, i.e., d(σ) ⊆ d′(σ) for all d-schedulable observa-
tions σ ∈ Obs∗. We only have to consider the case that d′ is admissible, as this is required
for d′ to enforce Φ. As d is admissible but does not enforce Φ, there exists an initial d-path
π = q0
α1−→ q1 α2−→ . . . that does not satisfy Φ. We show that π is likewise an initial d′-path
and that therefore d′ does not satisfy Φ either. If π is infinite, obs(π) is d-schedulable and
thus clearly also d′-schedulable and π is an initial d′-path. If π is finite, say ending in state
qn, then Act(qn, d(obs(π))) = ∅. We have to show that likewise Act(qn, d′(obs(π))) = ∅.
As d is admissible, d(obs(π)) is non-blocking for d(obs(π)) and state qn. This implies
that Act(qn) ∩ (Act \ Actctr) = ∅ and Act(qn, d′(obs(π))) ∩ (Act \ Actctr) = ∅. If
last(obs(π)) ∈ Obs#, then Act(qn, d′(obs(π))) ∩ Actctr = Act(qn, d′(obs(π))) = ∅, as
d′ is admissible and thus respects suspension. In the other case, if last(obs(π)) /∈ Obs#
then the choice d(obs(π)) is progressive for qn, which implies that Act(qn) ∩ Actctr = ∅
and thus in particular Act(qn, d′(π)) = ∅ as well. Therefore, π is an initial d′-path as well
and d′ does not enforce Φ.
We now consider a construction that allows us to combine the choices of two decision func-
tions that enforce an objective Φ such that the combined decision function enforces Φ as
well. Let d1 and d2 be decision functions. The union of d1 and d2 is then the decision
function d with
d(σ) =



d1(σ) ∪ d2(σ) if σ is d1-schedulable and d2-schedulable,
d1(σ) if σ is d1-schedulable but not d2-schedulable,
d2(σ) if σ is d2-schedulable but not d1-schedulable.
For observations σ that are neither d1- nor d2-schedulable, the value of d(σ) is irrelevant
and is set to an arbitrary value that respects suspend, e.g. d(σ) = ∅ (cf. condition (A2) of
Definition 2.6).
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Lemma 4.10 (Union of choices of enforcing decision functions enforces objective).
Let d1 and d2 be decision functions that enforce an arbitrary linear-time objective Φ for
(A,Fair[A]) and let d be the union of d1 and d2. Then d enforces Φ for (A,Fair[A]).
Proof. For d to enforce Φ for (A,Fair[A]), we have to show that d is admissible and
that all initial d-paths satisfy Φ. We first show that d satisfies the conditions of Defini-
tion 2.6. Let π be an initial d-execution with last(π) = qn with observation obs(π),
i.e., obs(π) is d-schedulable. Then, by construction of d, obs(π) is schedulable for d1
or d2 or both and π is an initial d1- or d2-execution as well. If obs(π) is schedulable
for only one of d1 and d2, satisfaction of (A1), (A2) and (A3) follows directly from the
admissibility of d1 and d2, respectively. In the remaining case where obs(π) is both d1-
and d2-schedulable we have d(obs(π)) = d1(obs(π)) ∪ d2(obs(π)). As the union of two
non-blocking choices is non-blocking and the union of two progressive choices is progres-
sive, d satisfies conditions (A1) and (A3). If last(obs) ∈ Obs# then d1(obs(π)) and
d2(obs(π)) are passive, i.e., d1(obs(π)) ∩ Obsctr = d2(obs(π)) ∩ Obsctr = ∅. Then(
d1(obs(π)) ∪ d2(obs(π))
)
∩Obsctr = ∅ as well and d satisfies (A2). We have shown the
admissibility of d for A (ignoring Fair[A]).
It remains to show that all initial d-paths satisfy Φ and that all initial d-paths with infi-
nite observations are Fair[A]-schedulable. This is the case if each initial d-path is an
initial d1-path or an initial d2-path (or both). Let π be an initial d-path, i.e., obs(π) is
d-schedulable. Clearly, obs(π) is d1-schedulable, d2-schedulable or both. If it is only
schedulable for one of d1 or d2, say w.l.o.g. d1, then π is an initial d1-path as d behaves
like d1 from some point on. We consider the remaining case where obs(π) is schedula-
ble for both d1 and d2. If π is infinite then π is both an initial d1-path and d2-path. If π
is finite, ending in last(π) = qn, then Act(qn, d(obs(π))) = ∅. This is only the case if
Act(qn, d1(obs(π))) = Act(qn, d2(obs(π))) = ∅, i.e., π is likewise both an initial path of
d1 and d2. As each initial d-path is an initial d1- or d2-path and d1 and d2 enforce Φ, d is
admissible and enforces Φ as well.
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Game-based synthesis of most
general controllers
In the previous chapters, we have introduced a general framework for the compositional
synthesis of most general controllers using an extended notion of strategies and controllers
as generators of decision functions and have presented examples of most general strategies
and controllers for particular objectives. In the current and the following chapters, we con-
sider a variety of classes of objectives and investigate the two relevant decision problems:
1. For a given system (A,Fair[A]), is the objective Φ enforceable, i.e., is there an ad-
missible decision function that enforces the objective Φ?
2. If the objective Φ is enforceable for (A,Fair[A]), is there a most general strategy
enforcing Φ?
We show that for the classes of objectives we consider and under certain assumptions on
the fairness condition Fair[A], the existence of a most general strategy for an objective
follows from the enforceability of the objective, i.e., the existence of a decision function
enforcing the objective. Furthermore, we provide algorithms to determine the enforceability
of an objective and for the subsequent construction of most general controllers, i.e., finite-
memory realizations of such most general strategies for enforceable objectives.
Game-based approach. In this chapter, we provide a game-based characterization of the
controller synthesis problem for our setting. The starting point is a transition system
A = (Q,Act ,−→A, Q0) with fairness condition Fair[A]
and with the additional information about visibility, controllability, observables and ob-
servation function as detailed in Chapter 2. Our notion of a decision function induces an
observation-based two-player game for constructing a decision function d for A and a cor-
responding d-path in A, where the first player selects – based on the observable history –
the choice for the decision function, while the second player, representing the uncontrol-
lable environment, selects one of the corresponding transitions to extend the path. We adapt
known algorithms for observation-based games [Rei84, RCDH07, Puc10] which rely on a
powerset construction to turn the observation-based game into a complete-information game
to our setting, in particular taking care to properly treat the special cases of termination and
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divergence of paths, suspension and the possibility to select sets of observables instead of
single observables as choices. We then adapt algorithms for invariance and reachability
objectives (Chapter 6) and for ω-regular objectives (Chapter 7) to not only extract decision
functions but controllers realizing most general strategies, taking into account the fairness
conditions of the system as well as the need to ensure admissibility.
One important characterization of objectives in the context of observation-based games
is the question of whether a given objective is observation-based, i.e., whether it can be
determined that the objective is satisfied based on the observation of a path. Formally,
we say an objective Φ ∈ Q × (Act × Q)∞ is observation-based if for any two paths
π1, π2 ∈ Q × (Act × Q)∞ that share the same observation σ = obs(π1) = obs(π2)
the following conditions hold:
• If the observation σ is infinite then π1 ∈ Φ⇔ π2 ∈ Φ.
• If observation σ is finite and both π1 and π2 are infinite, i.e., from some point on only
invisible actions occur, then π1 ∈ Φ⇔ π2 ∈ Φ.
• If observation σ is finite and both π1 and π2 are finite paths then π1 ∈ Φ⇔ π2 ∈ Φ.
Satisfaction of observation-based objectives can be checked as easily in the constructed
complete-information game relying on the powerset construction as they can be checked
in the underlying observation-based game, while objectives that are not observation-based
in general require further gadgets in the construction of the complete-information game to
determine satisfaction of the objective, e.g. as described in [CD10]1 or [Puc10].
Objectives. We consider a range of objectives, starting with basic invariance and reachabil-
ity objectives in Chapter 6, which are then extended with PDL-like modalities [FL79] that
allow objectives using regular languages over the observables Obs . Then, in Chapter 7 we
consider the broad class of observation-based, ω-regular objectives.
Invariance objectives have the form Φ = I , where I ⊆ Q is a set of states, requiring that
all states visited in a finite or infinite execution belong to I , i.e.,
Φ = I × (Act × I)∞
Reachability objectives have the form Φ = ♦F , where F ⊆ Q is a set of states that has to
be eventually visited in a finite or infinite execution, i.e.,
Φ = { π = q0 α1−→ q1 α2−→ . . . ∈ Q× (Act ×Q)∞ : qi ∈ F for some 0 6 i 6 |π| }.
Note that invariance objectives are in general not necessarily observation-based, as there
may be two executions in A that share the same observation but end in states where only
one of them is a member of I . Similarly, for reachability objectives, one execution may
visit F while another execution with the same observation may not visit F .
Safety objectives have the form Φ = [[L]]I , where L ⊆ Obs∗ is a regular language over the
observables and I ⊆ Q is a set of states as for invariance objectives. A path satisfies [[L]]I
iff all prefixes of the path that have an observation in L end in states contained in I , i.e.,
1Chatterjee and Doyen use the term visible objective to denote objectives that correspond to our notion of
observation-based objectives in the context considered in [CD10].
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Φ = { π = q0 α1−→ q1 α2−→ . . . ∈ Q× (Act ×Q)∞ :
for all 0 6 i 6 |π|, obs(α1 . . . αi) ∈ L implies qi ∈ I }.
Co-safety objectives have the form Φ = 〈〈L〉〉F , where L ⊆ Obs∗ is again a regular lan-
guage over the observables and F ⊆ Q is a set of states as for reachability objectives. A
path satisfies 〈〈L〉〉F iff there exists a prefix of the path whose observation is recognized by
L and that ends in a state of F , i.e.,
Φ = { π = q0 α1−→ q1 α2−→ . . . ∈ Q× (Act ×Q)∞ :
there exists an 0 6 i 6 |π| such that obs(α1 . . . αi) ∈ L and qi ∈ F }.
Note that I corresponds to [[Obs∗]]I and that ♦F corresponds to 〈〈Obs∗〉〉F . In practice,
the regular language L will be usually specified as a regular expression over the observables
Obs , which is then transformed into a deterministic finite automaton (DFA) for algorithmic
treatment.
ω-regular objectives are objectives that can be recognized by a nondeterministic automaton
over infinite words (ω-automaton) with the Büchi acceptance condition (NBA). In the game-
based approach, the nondeterminism poses an obstacle, so we consider objectives given as
deterministic ω-automata with Streett (DSA) or parity acceptance conditions (DPA), which
are as expressive as nondeterministic Büchi automata. To simplify the presentation, we
consider observation-based, ω-regular objectives in the form of deterministic ω-automata
over the alphabet consisting of the observables Obs . Our approach can nevertheless be ex-
tended to non-observation-based ω-regular objectives by converting such an objective into
an observation-based objective as detailed in [CD10, Puc10].
In practice, ω-regular objectives are usually not specified directly in the form of an automa-
ton, but instead result from a transformation of a formula in a suitable logic such as Linear
Temporal Logic (LTL) into a deterministic automaton.
Fairness. For a non-empty fairness condition Fair[A], a decision function d for A only
enforces an objective if all d-paths are fair according to Fair[A], i.e., the decision function
has not only to ensure that all generated paths satisfy the objective but that they are fair
as well. To determine whether there is a decision function that enforces an objective for
(A,Fair[A]) and to construct most general controllers enforcing the objective, the fairness
condition thus has to be taken into account.
Recall that Fair[A] = {F1, . . . ,F`} is a conjunction of fairness conditions F ∈ Fair[A]
with F ⊆ Obs∗ × 2Obs , i.e., a set of pairs (σ,O) that specify the fair choices O for a
given observation σ. To simplify relating vertices in the complete-information game to the
corresponding fair choices, we consider only the case that Fair[A] is history-independent:
Definition 5.1 (History-independent fairness).
A fairness condition Fair[A] is called history-independent if for all F ∈ Fair[A] and for all
states q ∈ Q the following condition holds: If q can be reached via two initial executions
π1 and π2 in A, i.e., q = last(π1) = last(π2), then the fair choices for the observations of
both executions agree, F(obs(π1)) = F(obs(π2)).
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Requiring history-independent fairness is a minor restriction, as we are mainly interested
in fairness conditions that arise due to multiple applications of most general controllers
to a system. The fairness condition induced by controllers is based on the modes of the
controllers and thus always history-independent. Likewise, the fairness condition result-
ing from the product of a controller with a system having a history-independent fairness
condition is again history-independent, as the product synchronizes via the observables.
As the vertices in the complete-information game consist mainly of the set of states that are
reachable in A for some observation, the following corollary of Definition 5.1 will prove
useful in relating the game vertices and the relevant fair choices:
Corollary 5.2. Let Post∗A(σ) ⊆ Q denote the set of all states q ∈ Q such that there exists
an initial execution π in A ending in q with obs(π) = σ. If Fair[A] is history-independent
then F(σ) = F(σ′) for all F ∈ Fair[A] and σ′ ∈ Obs∗ with Post∗A(σ) = Post∗A(σ′).
For F ∈ Fair[A] and ∅ 6= P ⊆ Q with P = Post∗A(σ) for some observation σ we thus
write F(P ) to denote F(σ), which is unambiguously defined due to Corollary 5.2.
History-independent fairness conditions permit a concise encoding of each F linear in the
size of the system, as it suffices to store for each state q of the system with enabled ob-
servable actions whether a given fairness condition F imposes a fairness condition on the
outgoing observables of the state and whether or not such an observable β is an element of
some choice O ∈ F({q}) and thus furthers the satisfaction of F.
The algorithms for invariance objectives (I) for a non-empty fairness condition Fair[A]
that will be presented in Section 6.4 is applicable for the subset of fairness conditions that
is finitary:
Definition 5.3 (Finitary fairness). A fairness condition Fair[A] is called finitary if the
following two conditions (F1) and (F2) hold:
(F1) For every Fair[A]-schedulable infinite observation σ = β1β2 . . . there exists an index
k such that F(β1 . . . βi) = ∅ for all F ∈ Fair[A] and i > k.
(F2) For every finite observation σ = β1 . . . βn and F ∈ Fair[A] with F(β1 . . . βn) 6= ∅,
there exists for every i < n some F′ ∈ Fair[A] such that F′(β1 . . . βi) 6= ∅.
Condition (F1) ensures that along all infinite Fair[A]-schedulable observations from some
point on no further fairness conditions exist that have to be satisfied. Condition (F2) ensures
that for every prefix up to that point there has been continuously some fairness condition
that imposes a fair choice. Both conditions together then ensure that all Fair[A]-schedulable
infinite observations have a regular structure, with a first part where there is continuously
some fairness condition imposed until eventually the second part is reached in which no
more fairness conditions are imposed. As finitary fairness conditions therefore have a sim-
pler structure than arbitrary fairness conditions in general, we provide an optimized algo-
rithm for this special case for invariance and safety objectives, see Chapter 6. To handle
invariance and safety objectives with a non-finitary fairness condition Fair[A], the algo-
rithm for ω-regular objectives provided in Chapter 7 can be straightforwardly adapted.
Table 5.1 lists the properties of the fairness condition Fair[C ./ A] that results from the
product with a most general controller C for an objective of the given type and the properties
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Fair[A] Fair[A] Fair[A]
empty finitary general
Fair[C ./ A] for invariance, safety empty finitary -
Fair[C ./ A] for reachability, co-safety finitary finitary general
Fair[C ./ A] for ω-regular objective general general general
Table 5.1: Properties of the fairness condition of the product automaton Fair[A ./ C] given
input fairness condition Fair[A] for a most general controller C enforcing an objective and
constructed by the algorithms considered in Chapters 6 and 7. We assume here that all
Fair[A] are history-independent as well.
of the fairness condition Fair[A] with the algorithms presented in Chapters 6 and 7. Note
that these properties describe the general case, e.g., the most general controller for an ω-
regular objective induces in general a fairness condition that is not finitary but in special
cases Fair[C ./ A] may nevertheless be finitary or even empty.
As can be seen in Table 5.1, the fairness condition Fair[A ./ C] for a most general controller
C for invariance/safety and reachability/co-safety objectives for a system A with either an
empty or finitary fairness condition Fair[A] is ensured to be again a finitary fairness con-
dition. This allows the iterative application of the algorithms presented in Chapter 6 for
conjunctions of invariance, safety, reachability and co-safety objectives.
5.1 Observation-based and complete-information game
Starting from the transition system A = (Q,Act ,−→A, Q0), we construct an observation-
based two-player game for the construction of a decision function and a corresponding path
in A. The goal of the first player (player 1) is to construct an admissible decision function
that enforces some objective, while the second player (player 2, the uncontrollable environ-
ment) tries to demonstrate that the constructed decision function is either not admissible or
does not enforce the objective along the generated path. In case that A is equipped with a
non-empty fairness condition Fair[A], player 1 has to furthermore ensure that only paths
can be generated that are fair according to Fair[A], i.e., have Fair[A]-schedulable observa-
tions.
The states of A serve as game configurations. The initial game configuration of a play is
chosen by player 2 from Q0. Each round of a play consists of two steps. In the first step,
player 1 chooses some non-blocking, progressive choice O ∈ 2Obs . If the last observ-
able was in Obs#, he has to choose a passive O. In the second step, player 2 selects an
O-compliant action α ∈ Act(q,O) and a transition q α−→A q′ in A, where q is the cur-
rent game configuration. State q′ becomes the game configuration for the next round. If
Act(s,O) = ∅ then the play terminates.
The game is viewed to be a partial-information game from the view of player 1, i.e., he
has to perform the selection of some O in the first step only on the basis of the observation
generated by the actions that have been chosen in the previous rounds. On the other hand,
player 2 can take the full play, including the selected choices by player 1 into account.
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Each play generates an initial execution inA, with objective Φ being viewed as the winning
criterion for player 1. He wins a play with generated execution π if π is a path in A and
π |= Φ.
Our notion of an admissible decision function, selecting a choice O ∈ 2Obs for a given
observation, thus corresponds to an observation-based strategy for player 1 in this partial-
information game in the standard parlance often used in the literature, e.g., [RCDH07]. We
say an admissible decision function d is winning for player 1 if all plays that arise by playing
according to d is winning.
In the sequel we detail how we can adapt methods in the literature for the algorithmic
treatment of partial-information games to our setting. The main ingredient is the powerset
construction as proposed by Reif in [Rei84] for turning a partial information game into a
game where both players have complete information about the history and the current vertex
in the game graph. The construction maintains in each vertex of the complete-information
game the subset of configurations of the partial-information game that can be reached for
a given observation, with the uncertainty about the concrete configuration arising from the
resolution of the nondeterminism by player 2 as well as the occurrence of invisible actions.
Reif [Rei84] considers two-player games with partial information for both players and ob-
servable reachability objectives, hiding invisible moves by the opponent. It is assumed that
a given move for a player is either enabled or not enabled in all configurations that can
not be distinguished by the player, i.e., that the knowledge of the player about the possi-
ble current configurations determines the moves available to him. In [RCDH07], Raskin,
Chatterjee, Doyen and Henzinger show that Reif’s construction can likewise be applied for
ω-regular, observation-based objectives. They restrict their setting to the case that all possi-
ble moves for player 1 are always enabled in all configurations, leading to infinite plays. In
[Puc10], Puchala investigates the algorithmic treatment of partial-information games for ω-
regular objectives that are not necessarily observation-based in a setting that hides invisible
moves. [Puc10] assumes that all configurations have enabled moves (resulting in infinite
plays) and assumes like [Rei84] that the enabledness of moves in configurations that can
not be distinguished by a player is the same.
All these approaches consider the restricted case of observation-based strategies that select
a single move, which corresponds in our case to decision functions that select singleton
choices. We thus extend the existing approaches to our setting. In particular, we do not
make the restriction that the enabledness of actions/observables is observation-based and
that termination can not occur. Similarly, we have to treat decision functions that select
choices with multiple observables instead of only singleton choices and take the admissi-
bility conditions and the suspend actions into account.
We will now detail the construction of a complete-information game in our setting that pre-
serves winning decision functions for all observation-based objectives and allow the sub-
sequent construction of most general controllers. In Chapter 6 we will then detail small
modifications that allow the treatment of reachability and invariance objectives that are not
observation-based.
Suspend actions. To ensure that the intended effect of the suspend actions is properly re-
flected in the game, i.e., that upon a suspend action the controllable actions are disabled
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until a visible, non-controllable action occurs, we modify A into an automaton A# to take
the effect of the suspend actions into account and use A# as the game arena instead. For
this purpose we introduce pairwise distinct and fresh copies q# for the states q ∈ Q. These
will serve as game configurations where the controllable component has been suspended.
In the sequel, we write Q# for {q# : q ∈ Q}. Let A# = (Q ∪ Q#,Act ,−→#, Q0) be
the automaton that results from A by switching to the copies in Q# when a suspend action
occurs and adding appropriate transitions for the states in Q#. The transition relation−→#
is given by:
q
α−→A p, α /∈ Act#
q
α−→# p
q
α−→A p, α ∈ Act#
q
α−→# p#
q
α−→A p, α ∈ Actvis, α /∈ Actctr
q#
α−→# p
q
α−→A p, α /∈ Actvis
q#
α−→# p#
Thus, for each state q# ∈ Q#, the set of actions that is enabled in q# is
ActA#(q
#) = ActA(q) \Actctr
and ActA#(q
#, O) = ActA(q,O) for all passive O ⊆ Obs . If q /∈ Q# then ActA#(q) =
ActA(q) and ActA#(q,O) = ActA(q,O) for all O ⊆ Obs . Let s|A denote the unique state
q in A with s ∈ {q, q#} and S|A denote {s|A : s ∈ S} for S ⊆ Q ∪Q#.
Abstracting from invisible moves. We define a transition relation ∗=⇒ that abstracts from
invisible moves as follows. If s, t are states in Q ∪Q# then s ∗=⇒ t iff t is reachable from
s via invisible moves. The closure of S ⊆ Q ∪ Q#, denoted [S]∗, consists of all states
t ∈ Q∪Q# where s ∗=⇒ t for some s ∈ S. For β ∈ Obs , we define s ∗β∗=⇒ s′ iff there exist
t, t′ ∈ Q ∪ Q# and α ∈ Act(t) such that obs(α) = β and s ∗=⇒ t α−→A# t′
∗
=⇒ s′. For
s ∈ Q ∪ Q#, the notation s ⇑ is used to indicate that there is an infinite execution starting
in state s where all actions are invisible. In this case, s is called divergent.
Complete-information game. We now adapt the well-known powerset construction
[Rei84] to turn the above partial-information game into a turn-based two-player game
where both players have complete information on the history. The arena of the complete-
information game is given by the directed graph G = (V, ↪→) where the set
V = Vctr ∪ Venv ∪ Vterm
of vertices is disjointly partitioned into vertices where the first player moves, i.e., Vctr, and
vertices where the second player, the environment, moves, i.e., Venv, and special, terminal
vertices from
Vterm =
{
stop(s), div(s), fail(s) : s ∈ Q ∪Q#
}
.
These terminal vertices represent the possibility of finite behavior, divergence and failure to
ensure admissibility. The vertices in
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Vctr =
{
S ∈ 2Q∪Q# : S is closed w.r.t. invisible moves
}
\ {∅}
represent the “knowledge” on the possible game configurations in the partial-information
game according to the previous rounds. The set of vertices where the environment moves is
Venv =
{
〈S,O〉 : S ∈ Vctr, O ⊆ Obs
}
where 〈S,O〉 is reached after the first step when the first player has chosen O in vertex
S ∈ Vctr. In vertex 〈S,O〉, the environment can pick some observable β ∈ O in which
case the next vertex is the set S′ consisting of all game configurations s′ of the partial-
information game that are accessible from some configuration s ∈ S when performing an
action sequence consisting of a possibly empty prefix of invisible actions, followed by some
action with observable β and possibly again some invisible actions. If some configuration
s ∈ S has no enabled, O-compliant action, the environment has the additional option to
move to the terminal vertex stop(s). If the admissibility condition for a configuration s is
violated, the environment may move to the terminal vertex fail(s) and if s ∈ S is divergent
then the environment may move to the terminal vertex div(s). The game starts in the vertex
[Q0]∗ ∈ Vctr . Formally, the edge relation
↪→⊆ (Vctr × Venv) ∪ (Venv ×Obs × Vctr) ∪ (Venv × Vterm)
is given by the rules shown in Figure 5.1. Here, S ranges over all vertices in Vctr. Rule
(1) and (2) correspond to the selection of the choice by the first player, taking into account
whether a suspend signal has occurred. Rule (3) corresponds to the opponent choosing an
observable, moving to the successor vertex corresponding to the reachable configurations
for this observable. The requirement that S′ is non-empty ensures that a β-edge only exists
from a vertex if there is at least one configuration s ∈ S with s ∗β∗=⇒ s′ to some configura-
tion s′. Rule (4) and (5) are concerned with the possibility of termination and divergence.
Rule (6) corresponds to the failure to ensure admissibility by violating condition (A1) of
Definition 2.6 requiring non-blocking choices, while rule (7) corresponds to a failure to
ensure admissibility by violating condition (A3) requiring progressive choices. Recall that
admissibility condition (A2) is a purely syntactical condition and thus directly incorporated
in rule (2).
Note that for each 〈S,O〉 ∈ Venv and β ∈ O there is at most one transition 〈S,O〉
β
↪→ S′ and
that the β-successor of 〈S,O〉 just depends on S, but not on O, i.e., 〈S,O〉 β↪→ S′ implies
〈S,O′〉 β↪→ S′ for all O′. In the sequel, the notation 〈S,O〉 ↪→ S′ will be used to indicate
that 〈S,O〉 β↪→ S′ for some β ∈ Obs .
The following lemma states that exactly the vertices in Vterm are terminal, i.e., have no
outgoing edge.
Lemma 5.4. Let v ∈ V . Then, v has an outgoing edge iff v /∈ Vterm.
Proof. As was shown in Remark 2.7, there always exists an admissible choice O ⊆ Obs ,
so each vertex S ∈ Vctr has at least one outgoing edge S ↪→ 〈S,O〉. We now consider
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(1)
S ∩Q# = ∅ and O ⊆ Obs
S ↪→ 〈S,O〉
(2)
S ∩Q# 6= ∅ and O ⊆ Obs is passive
S ↪→ 〈S,O〉
(3)
β ∈ O ∧ S′ =
{
s′ ∈ Q ∪Q# : ∃s ∈ S s.t. s ∗β∗=⇒ s′
}
6= ∅
〈S,O〉 β↪→ S′
(4)
s ∈ S s.t. ActA#(s,O) = ∅
〈S,O〉 ↪→ stop(s) (5)
s ∈ S s.t. s ⇑
〈S,O〉 ↪→ div(s)
(6)
s ∈ S s.t. choice O is blocking for s in A#
〈S,O〉 ↪→ fail(s)
(7)
s ∈ S s.t. ActA#(s) 6= ∅ and ActA#(s,O) = ∅
〈S,O〉 ↪→ fail(s)
Figure 5.1: Edge relation in the complete-information game
the vertices 〈S,O〉 ∈ Venv. If there exists an s ∈ S with s ∗β∗=⇒ s′ for some β ∈ O, then
there exists an edge 〈S,O〉 β↪→ S′ to some S′ ∈ Vctr. Otherwise, no state s ∈ S has any
enabled visible actions. If there is a state s ∈ S that has no enabled invisible actions as
well, ActA#(s,O) = ∅ and there exists an edge 〈S,O〉 ↪→ stop(s). Otherwise, all states
s ∈ S have at least one enabled invisible action. As S is closed under invisible moves and
non-empty, this can only be the case if all s ∈ S are divergent and thus there exist edges
〈S,O〉 ↪→ div(s).
Remark 5.5. To simplify the presentation, the edge relation (Figure 5.1) allows the first
player to select a choice O ⊆ Obs , even though it might violate one or more of the ad-
missibility conditions, i.e., where 〈S,O〉 has an edge to a fail(s) vertex. In practice, when
building the reachable fragment of the game graph for the subsequent algorithmic analysis,
these choices are ultimately not legal for the first player, as he has to maintain admissibil-
ity. These vertices can thus be directly pruned from the game graph when generating the
successor vertices for the vertices in Vctr. As shown in Remark 2.7, there always exists an
admissible choice, therefore each S ∈ Vctr has at least one outgoing edge even when the
non-admissible choices are pruned.
5.2 Relating plays in the game and executions in the system
A (partial) play of G = (V, ↪→) denotes any finite or infinite sequence
η = v0 ↪→ v1 ↪→ v2 ↪→ . . .
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with vi ∈ V and respecting the edge relation ↪→, starting in the initial vertex v0 = [Q0]∗.
Note that v2i ∈ (Vctr ∪ Vterm) and v2i+1 ∈ Venv for i > 0. A play is maximal if it is either
finite and ending in a vertex without outgoing edges or is infinite. As only the Vterm-vertices
are terminal, the infinite maximal plays have the form
η = S0 ↪→ 〈S0, O1〉
β1
↪→ S1 ↪→ 〈S1, O2〉
β2
↪→ . . .,
while the finite maximal plays have the form
η = S0 ↪→ 〈S0, O1〉
β1
↪→ . . . βn↪→ Sn ↪→ 〈Sn, On+1〉 ↪→ v,
with v ∈ Vterm. We denote by last(η) the last vertex in a play. The observation of a play
obs(η) denotes the sequence of observations βi of the moves 〈Si−1, Oi〉
βi
↪→ Si. A play for
an observation σ ∈ Obs∞ is a play η such that obs(η) = σ. Given a decision function d, a
d-play for an observation σ = β1β2 . . . is a partial play η as above withOi+1 = d(β1 . . . βi).
The fundamental properties of the powerset construction can be rephrased for our purposes
as follows:
Lemma 5.6. Let d be a decision function that respects suspend (cf. Def. 2.6). Then, for
every finite observation σ = β1 . . . βn that is both d-schedulable and A-schedulable, there
exists a unique partial d-play
η = S0 ↪→ 〈S0, d(ε)〉
β1
↪→ . . . βn−1↪→ 〈Sn−1, d(β1 . . . βn−1)〉
βn
↪→ Sn
for σ with Sn ∈ Vctr. Furthermore, for all states s of A#, s ∈ Sn iff there exists an initial
d-execution π in A ending in state s|A with obs(π) = σ and s ∈ Q# if βn ∈ Obs# and
s ∈ Q if βn /∈ Obs#. Hence, Sn ⊆ Q# if βn ∈ Obs# and Sn ∩Q# = ∅ if βn /∈ Obs#.
Proof. The proof is by induction on the length of the observation.
First, we consider the empty observation σ = ε. The play η = S0, with S0 = [Q0]∗,
is the unique d-play for observation ε. By the definition of A#, [Q0]∗ ∩ Q# = ∅. Let
s ∈ S0 = [Q0]∗ and q = s|A = s. Then, there exists a state q0 ∈ Q0 such that q0 ∗=⇒ q,
inducing an initial A-execution π = q0 α1−→ . . . αm−−→ qm ending in q = qm. As all actions
αi are invisible, αi+1 ∈ ActA(qi, d(ε)) for all i < m and π is a d-execution for observation
ε ending in state q = s|A. Vice versa, for every initial d-execution π = q0 α1−→ . . . αm−−→ qm
with the empty observation obs(π) = ε, all αi are invisible (i.e., αi /∈ Actvis), and therefore
q0
∗
=⇒ qm and qm ∈ [Q0]∗.
In the step of induction, we regard an observation of length n+1, say σ = σ′βn+1 where
σ′ = β1 . . . βn. Let η′ = S0 ↪→ 〈S0, d(ε)〉
β1
↪→ S1 ↪→ . . .
βn
↪→ Sn be a d-play for σ′ =
β1 . . . βn ending in vertex Sn. If σ′ ends with an observable βn ∈ Obs# of a suspend action,
then Sn ⊆ Q# by the induction hypothesis and in particular Sn ∩Q# 6= ∅. As d respects
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suspend, i.e., d(σ′) is passive, rule (2) then yields the unique edge Sn ↪→ 〈S, d(σ′)〉. In the
other case, if σ′ does not end with βn ∈ Obs# then Sn ∩ Q# = ∅ and rule (1) yields
the unique edge Sn ↪→ 〈Sn, d(σ′)〉. By applying rule (3), we obtain the unique edge and
successor
〈Sn, d(σ′)〉
βn+1
↪→ Sn+1
as follows. As σ is d-schedulable, βn+1 ∈ d(σ′). It remains to show that Sn+1 is nonempty.
There exists, as σ is both d-schedulable and A-schedulable, an initial d-execution
π = q0
α1−→ . . . αm−−→ qm
αm+1−−−→ qm+1
in A such that obs(αm+1) = βn+1 and obs(α1 . . . αm) = σ′. Let
π# = s0
α1−→ . . . αm−−→ sm
αm+1−−−→ sm+1
be the corresponding execution in A#, with qi = si|A for all i 6 m + 1. As
obs(α1 . . . αm) = σ
′ it follows that sm ∈ Sn. But then sm
∗βn+1∗
=⇒ sm+1. Hence, Sn+1
is non-empty. We can therefore extend η′ to the unique play η for σ with
η = S0 ↪→ 〈S0, d(ε)〉
β1
↪→ S1 ↪→ . . .
βn
↪→ Sn ↪→ 〈Sn, d(σ′)〉
βn+1
↪→ Sn+1.
Pick some state sn+1 ∈ Sn+1. Then, there exists sn ∈ Sn such that sn
∗βn+1∗
=⇒ sn+1 in A#,
inducing an execution
π′ = qn
αm+1−−−→ . . . αm+k−−−→ qn+1
from state qn = sn|A to state qn+1 = s|A in A with observation obs(π′) = βn+1. As sn ∈
Sn, there exists an initial d-execution π for σ′ in A, ending in state qn. The concatenation
of π and π′ yields an initial d-execution for σ that ends in qn+1 = sn+1|A.
Suppose now that π = q0
α1−→ . . . αm−−→ qm
αm+1−−−→ qm+1
αm+2−−−→ . . . αm+k−−−→ qm+k is a
finite, initial d-execution for σ, with obs(α1 . . . αm) = σ′, obs(αm+1) = βn+1 and αm+i /∈
Actvis for 1 < i 6 k. Let π# be the corresponding d-execution in A#, with
π# = s0
α1−→ . . . αm−−→ sm
αm+1−−−→ sm+1
αm+2−−−→ . . . αm+k−−−→ sm+k
and si|A = qi for all 0 6 i 6 m + k. As obs(α1 . . . αm) = σ′, sm ∈ Sn. Furthermore
sm
∗βn+1∗
=⇒ sm+i for all 1 6 i 6 k and therefore in particular sm+k ∈ Sn+1. Additionally, if
βn+1 ∈ Obs# then sm+i ∈ Q#, if βn+1 /∈ Obs# then sm+i ∈ Q for all 1 6 i 6 k.
The unique vertex given d and σ. Given a decision function d that respects suspend and
a finite observation σ that is d-schedulable and A-schedulable, we denote by Sd,σ the last
vertex Sn in the unique d-play for σ as in Lemma 5.6.
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d-plays ending in Venv. By Lemma 5.6, for a decision function d that respects suspend
and for each finite observation σ = β1 . . . βn that is both d-schedulable and A-schedulable,
there exists a unique d-play
η = S0 ↪→ 〈S0, d(ε)〉
β1
↪→ . . . βn↪→ Sn ↪→ 〈Sn, d(σ)〉
for σ as well that ends in a vertex 〈Sn, d(σ)〉 ∈ Venv.
Infinite d-plays. Using the arguments from [RCDH07], we can show a correspondence
between the existence of infinite d-executions and d-plays:
Lemma 5.7. Let d be a decision function that respects suspend. Then, for every infinite
observation σ = β1β2 . . . that is d-schedulable there exists a unique maximal infinite d-play
η = S0 ↪→ 〈S0, d(ε)〉
β1
↪→ S1 ↪→ 〈S1, d(β1)〉
β2
↪→ S2 ↪→ 〈S2, d(β2)〉
β3
↪→ . . .
of alternating Vctr- and Venv-vertices for σ iff σ is A#-schedulable, i.e., there exists an infi-
nite d-execution π in A# with obs(π) = σ.
Proof.
“⇐=” Given an infinite d-path π with infinite observation obs(π), we obtain η by the re-
peated application of Lemma 5.6.
“=⇒” Let d-play be a maximal, infinite play
η = S0 ↪→ 〈S0, d(ε)〉
β1
↪→ S1 ↪→ 〈S1, d(β1)〉
β2
↪→ S2 ↪→ 〈S2, d(β2)〉
β3
↪→ . . .
with observation obs(η) = β1β2 . . ..
We have to show the existence of an infinite d-execution in A# with obs(π) = obs(η). By
the construction of G, all Si are non-empty for i > 0. We construct a directed acyclic graph
G where the nodes have the form 〈s, i〉 with i > 0 and s ∈ Si. In addition, we have a
special root node r. The sons of the root are the nodes 〈s, 0〉, where s ∈ S0. The sons of an
inner node 〈s, i〉 are the nodes 〈t, i+ 1〉 where
t ∈ Si+1 and s ∗βi∗=⇒ t.
G is finitely branching and infinite, as all Si are nonempty and for all t ∈ Si+1 there
exists an s ∈ Si such that s ∗βi∗=⇒ t. By König’s Lemma, G has an infinite path
〈s0, 0〉 〈s1, 1〉 〈s2, 2〉 . . ., corresponding to an infinite sequence
s0
∗β1∗
=⇒ s1 ∗β2∗=⇒ s2 ∗β3∗=⇒ . . .
and to at least one initial, infinite d-schedulable execution π in A#.
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The reachability of vertices of the form stop(s) and div(s) corresponds to the possibility of
finite behavior and divergence (Lemma 5.8) and the fail(s) vertices can be used to exactly
characterize the admissible decision functions (Lemma 5.9).
Lemma 5.8 (d-plays, stop(s) and div(s)). Let d be a decision function that respects
suspend, σ be a finite observation that is both d-schedulable and A-schedulable and let
η = S0 ↪→ . . . ↪→ Sn ↪→ 〈Sn, d(σ)〉 be the unique finite d-play for σ ending in a vertex in
Venv. Then, for all states s of A#:
(a) 〈Sn, d(σ)〉 ↪→ stop(s) with s ∈ Sn iff there exists an initial, finite d-path
π = q0
α1−→ . . . αm−−→ qm with obs(π) = σ and qm = s|A.
(b) 〈Sn, d(σ)〉 ↪→ div(s) for some s ∈ Sn iff there exists an initial, infinite d-path
π = q0
α1−→ . . . αm−−→ qm
αm+1−−−→ qm+1 . . . with obs(π) = σ, such that qm = s|A and
αi /∈ Actvis for all i > m.
Proof.
ad (a). First, we show that if 〈Sn, d(σ)〉 ↪→ stop(s) then there exists an initial d-path
ending in state q = s|A. By Lemma 5.6 and the fact that s ∈ Sn, there exists an initial
d-execution π = q0
α1−→ . . . αn−−→ qn in A with qn = s|A and obs(π) = σ. The edge relation
yields that ActA#(s, d(σ)) = ∅. In case s ∈ Q,
ActA#(s, d(σ)) = ActA(q, d(σ)) = ∅.
In case s ∈ Q#, σ ends with an observation in Obs# and d(σ) is passive. Therefore,
ActA#(s, d(σ)) = ActA#(s) ∩Actctr = ActA(q) ∩Actctr = ActA(q, d(σ)) = ∅.
Hence, π is an initial d-path, as in both cases ActA(q, d(σ)) = ∅. Vice versa, if π is an
initial d-path π in A with obs(π) = σ ending in q = s|A for some state s of A#, then
s ∈ Sn by Lemma 5.6. As π is a d-path, ActA(q, d(σ)) = ∅. Then
∅ = ActA(q, d(σ)) ⊇ ActA#(s, d(σ)).
Hence, there is the edge 〈Sn, d(σ)〉 ↪→ stop(s).
ad (b). If 〈Sn, d(σ)〉 ↪→ div(s) then s is divergent in A#, and subsequently q = s|A in A
is divergent as well. By Lemma 5.6 and the fact that s ∈ Sn, we obtain an initial d-execution
π′ = q0
α1−→ . . . αm−−→ qm
in A ending in qm = s|A. Because qm is divergent, there exists an infinite execution
π′′ = qm
αm+1−−−→ qm+1
αm+2−−−→ . . . in A
consisting of invisible actions. The concatenation of π′ and π′′ is an infinite execution
53
5.2. Relating plays in the game and executions in the system Chapter 5. Game-based synthesis
π = q0
α1−→ . . . αm−−→ qm
αm+1−−−→ qm+1
αm+2−−−→ . . .
with αi /∈ Actvis for all i > m. As obs(π) = σ, π is an initial d-execution and as π is
infinite, π is an initial d-path in A. To prove the other direction, let
π = q0
α1−→ . . . αm−−→ qm
αm+1−−−→ qm+1 . . .
be an initial, infinite d-path with obs(π) = σ, such that qm = s|A for some state s of A#
and, for all i > m, αi /∈ Actvis. By Lemma 5.6, s ∈ Sn. As qm is divergent in A, s is also
divergent in A#. This proves the existence of the edge 〈Sn, d(σ)〉 ↪→ div(s).
We now relate the admissibility of d (when not considering Fair[A]) with the reachability
of fail(s)-vertices.
Lemma 5.9 (Admissibility and d-plays). A decision function d that respects suspend is
not admissible with respect to conditions (A1), (A2) and (A3) of Definition 2.6 iff there
exists an observation σ that is both d-schedulable andA-schedulable such that there is some
s ∈ Q ∪Q# and a d-play
η = S0 ↪→ . . . ↪→ Sn ↪→ 〈Sn, d(σ)〉 ↪→ fail(s)
for σ. Hence, d is admissible iff there is no d-play that reaches a vertex fail(s) ∈ Vterm.
Proof.
“⇐=”: By Lemma 5.6 and the fact that s ∈ Sn, there exists an initial d-execution
π = q0
α1−→ . . . αm−−→ qm in A with qm = s|A.
As 〈Sn, d(σ)〉 ↪→ fail(s), the condition of rule (6) or the condition of rule (7) in Figure 5.1
applies. Let us first consider the case that the edge to the fail(s) vertex is due to rule (6).
Note that the transformation from A to A# does not change the enabledness of the uncon-
trollable actions Actvis \Actctr, i.e.,
ActA#(s,O) ∩ (Actvis \Actctr) = ActA(qm, O) ∩ (Actvis \Actctr).
As d(σ) is blocking for s in A# it is thus likewise blocking for qm in A. The choice d(σ)
thus violates condition (A1) of admissibility for the execution π.
In the other case, if the edge to the fail(s) vertex arises by rule (7), then the condition
ActA#(s) 6= ∅ and ActA#(s, d(σ)) = ∅ is satisfied. If last(σ) ∈ Obs# then, by the
construction of A#, ActA#(s) ⊆ Actvis \Actctr and d(σ) is blocking, i.e., the condition of
rule (6) applies as well. On the other hand, if last(σ) 6∈ Obs# then
s /∈ Q#, ActA#(s) = ActA(qn) and ActA#(s, d(σ)) = ActA(qn, d(σ)).
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As ActA(qn, d(σ)) = ∅ and ActA(qn) 6= ∅ the choice d(σ) is not progressive for execution
π and state qn, therefore d violates condition (A3) of admissibility.
“=⇒”: As d is not admissible but respects suspend, i.e., satisfies condition (A2), there exists
a finite, initial d-execution
π = q0
α1−→ . . . αm−−→ qm with σ = obs(π)
such that d(σ) violates condition (A1) or (A3) for state qm. Let
η = S0 ↪→ 〈S0, d(ε)〉 . . .
βn
↪→ Sn ↪→ 〈Sn, d(σ)〉
be the unique d-play for observation σ ending in Venv and let s ∈ Sn be the state in A#
such that s|A = qm. We first consider the case that condition (A1) is violated, i.e., d(σ) is
blocking for state qm. As noted above, the transformation of A to A# does not change the
enabledness of the visible but uncontrollable actions and thus d(σ) is blocking for state s as
well, yielding the edge 〈Sn, d(σ)〉 ↪→ fail(s).
On the other hand, if condition (A3) is violated, last(σ) 6∈ Obs# and the choice d(σ) is
not progressive for qm. This is the case if ActA
(
qm, d(σ)
)
= ∅ while ActA(qm) 6= ∅. As
last(σ) /∈ Obs# and thus s ∈ Q we have:
ActA#(s) = ActA(qm) 6= ∅ and ActA#(s, d(σ)) = ActA(qn, d(σ)) = ∅.
Therefore, the condition of rule (7) is satisfied, yielding the edge 〈Sn, d(σ)〉 ↪→ fail(s).
In both cases we obtain the d-play
S0 ↪→ 〈S0, d(ε)〉 . . .
βn
↪→ Sn ↪→ 〈Sn, d(σ)〉 ↪→ fail(s)
for observation σ ending in fail(s).
The uniqueness of the d-plays for a decision function (Lemma 5.6, Lemma 5.7) allow us to
consider decision functions as deterministic game strategies for the complete-information
game, i.e., where player 1 has complete information about the history of vertices in the
play, in our case about the moves of player 2 (the selection of the observable β and thus the
Vctr-vertex for infinite plays).
Let Φ be an observation-based objective. We can reformulate Φ as three sets of observations
Accinf, Accstop and Accdiv, with
Accinf = {σ ∈ Obsω : there exists a path π ∈ Φ with σ = obs(π)},
Accstop = {σ ∈ Obs∗ : there exists a finite path π ∈ Φ with σ = obs(π)},
Accdiv = {σ ∈ Obs∗ : there exists an infinite path π ∈ Φ with σ = obs(π)}.
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We then say a decision function d that respects suspend and Fair[A], i.e., such that all d-
schedulable observations are Fair[A]-schedulable wins an initial, maximal d-play η in G
with observation σ = obs(η) for objective Φ iff (1) σ is infinite and σ ∈ Accinf or (2) σ is
finite, the last vertex of η is a stop(s)-vertex and σ ∈ Accstop or (3) σ is finite, the last vertex
of η is a div(s)-vertex and σ ∈ Accdiv. We say d is winning in the complete-information
game G if all initial, maximal d-plays are winning.
We can now combine the previous lemmas to show the equivalent result to [Rei84,
RCDH07] in our setting, that the transformation from the partial-information game to the
complete-information game preserves winning.
Lemma 5.10. Let d be a decision function that respects suspend and let Φ be an observation-
based objective. Then d is an admissible decision function and winning in the partial-
information game for Φ iff d is winning for Φ in the complete-information game G.
Proof.
“=⇒”: Let d be an admissible decision function that is winning in the partial-information
game. As d is admissible, all d-schedulable observations are Fair[A]-schedulable.
We have to show that all initial, maximal plays η in the complete-information game G are
winning. Assume by contradiction that η is not winning. We first consider the case that η is
finite. It can not be the case that last(η) is a fail(s)-vertex, as then Lemma 5.9 shows that d
is not admissible. In case that last(η) is a div(s)-vertex the fact that η is not winning implies
that obs(η) /∈ Accdiv. Lemma 5.8 then shows the existence of an infinite d-execution π with
obs(π) = obs(η), contradicting the fact that d is winning in the partial-information game.
An analogous argument applies in case that last(η) is a stop(s)-vertex. In the remaining
case, where η is infinite and not winning in G, i.e., obs(η) /∈ Accinf, Lemma 5.7 yields the
existence of an infinite d-execution π with obs(π) = obs(η) which is not winning in the
partial-information game, leading to a contradiction.
“=⇒”: Let d be a decision function that respects suspend and that is winning in the
complete-information game G. As d is winning for G, d respects Fair[A] and no d-play
can reach a fail(s)-vertex. Lemma 5.9 then yields the admissibility of d. It remains to
show that all plays in the partial-information game, i.e., the d-paths, are winning. Assume
by contradiction that there exists a d-path π that is not winning in the partial-information
game, i.e., with π 6|= Φ. If π is finite, Lemma 5.8 yields the existence of a maximal d-play
in G ending in a stop(s)-vertex. As d is winning in G and thus all d-plays are winning,
obs(π) ∈ Accstop. But then π is likewise winning in the partial-information game. The
analogous argument applies in the case that π is infinite with a finite observation, i.e., diver-
gence. In the remaining case, π is infinite and obs(π) is likewise infinite. Then, Lemma 5.7
yields an infinite d-play η in G with obs(η) = obs(π). As d is winning in G and thus all
d-plays are winning, obs(η) ∈ Accinf, and therefore π is winning in the partial-information
game, leading to a contradiction.
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Most general controllers for safety
and co-safety objectives
We will now detail the construction of most general controllers for safety and co-safety ob-
jectives. First, we consider reachability (Section 6.1) and invariance objectives (Section 6.2)
for the basic case where the fairness condition Fair[A] of the system is empty. Then, we
adapt our technique for reachability objectives to handle a non-empty fairness condition
Fair[A] in Section 6.3. In Section 6.4, we then adapt our techniques for invariance objec-
tives to handle a finitary fairness condition Fair[A]. Finally, in Section 6.5 we show how to
construct most general controllers for safety and co-safety objectives by a product construc-
tion with a deterministic finite automaton and reduction to the construction of most general
controllers for invariance and reachability objectives, respectively.
6.1 Reachability objectives
As before, let A = (Q,Act ,−→A, Q0) be the transition system, together with the usual
information about visibility and controllability as detailed in Section 2.3. We consider here
the case that the fairness condition Fair[A] is empty. Suppose that the objective Φ = ♦F
is a reachability objective, with F ⊆ Q. Our goal is to determine whether Φ is enforceable,
and if it is enforceable to construct a most general controller C that ensures that along all
C-paths eventually a state from F is visited.
In the sequel, we distinguish between states that have been reached via an execution where
F has already been visited, as then only admissibility and not reachability of F has to be
ensured. In addition to the transformation detailed in the previous chapter, resulting in
A# = (Q ∪ Q#,Act ,−→#, Q0), we introduce pairwise distinct and fresh copies qF and
q#F for the states q and q
# of A#, i.e., Q#F = {q, q#, qF , q
#
F : q ∈ Q}. This leads to the
modified automaton A#F = (Q
#
F ,Act ,−→F , Q0) with the transition relation obtained by
the following rules, where s, s′ ∈ Q ∪Q# and FA# = {q, q# : q ∈ F} is the set of states s
in Q ∪Q# where s|A ∈ F :
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s /∈ FA# and s
α−→# s′
s
α−→F s′
s ∈ FA# and s
α−→# s′
s
α−→F s′F
s
α−→# s′
sF
α−→F s′F
Let Q# = {q#, q#F : q ∈ Q} be the set of states marked with # and let QF = {qF , q
#
F :
q ∈ Q} be the set of states marked with F . Intuitively, the states in QF have been reached
via an execution that has visited F . Once a state is in QF , all successors are also in QF .
As before, the set Q# contains all states where the previous observable corresponds to a
suspend action. We adapt the notation s|A to strip the markers from a state in A#F , i.e.,
s|A = q iff s ∈ {q, q#, qF , q#F }.
We use A#F instead of A# as the game arena and obtain the complete-information game
G = (V, ↪→) as described in Section 5.1 with the following modification. To distinguish
between divergent executions, i.e., executions consisting solely of invisible actions, that
eventually visit FA# and those that do not eventually visit FA# , we use a finer grained no-
tion of divergence by splitting the div(s) vertices into vertices div♦F (s) and div¬♦F (s) by
replacing rule (5) in the edge relation of G (Figure 5.1) by the two rules (5a) and (5b) in
Figure 6.1.
(5a)
s ∈ S s.t. there is a divergent execution starting in s that eventually visits FA#
〈S,O〉 ↪→ div♦F (s)
(5b)
s ∈ S s.t. there is a divergent execution starting in s that never visits FA#
〈S,O〉 ↪→ div¬♦F (s)
Figure 6.1: Rules replacing the edge relation rule (5) in Figure 5.1 for reachability objectives
Note that 〈S,O〉 ↪→ div(s) according to the original rule (5) implies 〈S,O〉 ↪→ div♦F (s)
or 〈S,O〉 ↪→ div¬♦F (s) or both. Similarly, 〈S,O〉 ↪→ div♦F (s) or 〈S,O〉 ↪→ div¬♦F (s)
according to rule (5a) and (5b) imply 〈S,O〉 ↪→ div(s) using the original rule (5).
We first observe that for reachability objectives Lemma 5.6 can be strengthened as follows:
Lemma 6.1. Let d be a decision function and let σ = β1 . . . βn be a finite, d-schedulable
observation. Then, for all states s ∈ Sd,σ, s ∈ (FA# ∪ QF ) iff there exists an initial d-
execution π = q0
α1−→ . . . αm−−→ qm in A with obs(π) = σ, s|A = qm and qi ∈ F for some
i 6 m.
Proof. By construction of A#F .
The set F of goal vertices for player 1 in G consists of the vertices S ∈ Vctr where each
state s ∈ S is currently in the target set FA# or has been reached visiting FA# , i.e. s ∈
QF . For these states, the vertices stop(s), div♦F (s) and div¬♦F (s) are included as well,
as F has already been visited. Furthermore, the vertices div♦F (s) for states s that have not
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been reached visiting F are included likewise, as these represent divergent behavior that
nonetheless eventually visits F .
F =
{
S ∈ Vctr : S ⊆ FA# ∪QF
}
∪
{
stop(s),div♦F (s),div¬♦F (s) ∈ Vterm : s ∈ FA# ∪QF
}
∪
{
div♦F (s) ∈ Vterm : s /∈ FA# ∪QF
}
.
We now apply the standard fixed-point characterization of the set of winning regions in
reachability games and define
W(0) = F , W(j) = W(j−1) ∪W(j)ctr ∪W(j)env for j=1, 2, 3, . . ., where
W(j)ctr =
{
S ∈ Vctr \W(j−1) : S ↪→ 〈S,O〉 with 〈S,O〉 ∈ W(j−1) for some O ⊆ Obs
}
W(j)env =
{
〈S,O〉 ∈ Venv \W(j−1) : 〈S,O〉 ↪→ v implies v ∈ W(j−1) ∪W(j)ctr
}
In the definition ofW(j)env, the symbol v ranges over all vertices in V . Since Q and Obs are
finite, so is V . Hence, there exists k ∈ N with
W(0) ⊂ W(1) ⊂ . . . ⊂ W(k) =W(k+1) = . . ..
Let Win(♦F ) denote the limit, i.e., Win(♦F ) = W(k). Clearly, fail(s) /∈ Win(♦F ) and
〈S,O〉 /∈Win(♦F ) if 〈S,O〉 ↪→ fail(s) for some s.
In what follows, we suppose that [Q0]∗ ∈Win(♦F ), i.e., that ♦F is enforceable. Our goal
is to extract from Win(♦F ) a plain controller C = (M,m0,∆, µ, fair) that realizes a most
general strategy enforcing ♦F .
The set of modes is given by M = Win(♦F ) ∩ Vctr, with initial mode m0 = [Q0]∗. The
decision function template is designed to ensure that only those choices are offered that
guarantee that the corresponding play stays in Win(♦F ). Formally, ∆ : M → 22Obs is
defined as
∆(S) =
{
O ∈ 2Obs : S ↪→ 〈S,O〉 ∧ 〈S,O〉 ∈Win(♦F )
}
.
The partial next-mode function µ : M × Obs → M assigns to the pair (S, β) where
S ∈ M, O ∈ ∆(S) and β ∈ O the vertex S′ ∈ Vctr such that 〈S,O〉
β
↪→ S′ (rule (3) in
Figure 5.1). Note that if β is an element of multiple O ∈ ∆(S), the β-successor of all
〈S,O〉 for O ∈ ∆(S) is always identical. In the case that there is no β-successor for any
of the 〈S,O〉 vertices with β ∈ O, then no action with observable β is enabled in any of
the states in S. As a consequence, β is not A-schedulable from any of these states and thus
irrelevant. To satisfy the syntactic requirements of a controller (Definition 3.9), the succes-
sor mode can be set to any mode that simply satisfies these requirements. Alternatively, the
decision function template ∆(S) can be restricted to only provide choices O that have no
unschedulable observables.
Note that once a mode S ∈ F has been reached, all modes S′ that are reachable from S are
also in F ⊆Win(♦F ).
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The fairness condition of the controller is used to ensure that there is eventually progress
fromW(j) toW(j−1), and is given by fair = {F1, . . . ,Fk} with
Fj =
{
(S,O) : S ∈ W(j)ctr and O ∈ ∆(S) and 〈S,O〉 ∈ W(j−1)
}
Recall thatW(j)ctr is a subset of Vctr \W(j−1). For each mode S, S ∈Win(♦F ) implies that
S is contained in exactly oneW(j)ctr and thus appears in Fj or S ∈ W(0) = F and thus does
not appear in the fairness condition fair.
It is easy to see that C meets the four syntactic conditions (i)-(iv) of Definition 3.9: The
non-emptiness of ∆(S) for all modes S ∈ M is ensured by the existence of at least one
choice O with 〈S,O〉 ∈ Win(♦F ) for each S ∈ Win(♦F ). Condition (ii), that the next-
mode function µ is defined for all scheduled observables, is ensured by providing some
arbitrary catching state for those β that are not schedulable in A. Condition (iii), that only
passive choices are scheduled after a suspend signal is ensured by rule (2) of the edge re-
lation in Figure 5.1. Condition (iv), that fair choices are elements of ∆, is ensured by the
construction of the fairness condition.
Relating µ and plays staying in Win(♦F ). The following lemma relates the next-mode
function µ of the controller for reachability objectives in Section 6.1 and the plays that stay
inside Win(♦F ):
Lemma 6.2. Let σ = β1 . . . βn be a finite, A-schedulable observation and let Sn ∈ Vctr.
Then, µ∗(m0, σ) = Sn iff there exists a play
η = S0 ↪→ 〈S0, O1〉
β1
↪→ . . . ↪→ 〈Sn−1, On〉
βn
↪→ Sn
such that, for all i 6 n, Si ∈Win(♦F ) and 〈Si−1, Oi〉 ∈Win(♦F ).
Proof. By induction on the length of the observation. For the empty observation σ = ε, we
regard the play η = S0 where S0 = [Q0]∗ ∈ Win(♦F ). Then, µ∗(m0, ε) = m0 = [Q0]∗
is defined. Vice versa, if µ∗(m0, ε) = m0 is defined, then [Q0]∗ ∈ Win(♦F ). Hence,
η = [Q0]∗ is a play in G.
In the step of induction, we pick an observation of length n+1, say σ = σ′βn+1 where
σ′ = β1 . . . βn. Let
η = S0 ↪→ 〈S0, O1〉
β1
↪→ . . . ↪→ 〈Sn−1, On〉
βn
↪→ Sn ↪→ 〈Sn, On+1〉
βn+1
↪→ Sn+1
be a play with all vertices in Win(♦F ). Then, by the induction hypthothesis, µ∗(m0, σ′) =
Sn and On+1 ∈ ∆(Sn), as 〈Sn, On+1〉 ∈ Win(♦F ). As βn+1 ∈ On+1, µ(Sn, βn+1) =
Sn+1 and
µ∗(m0, σ) = µ(µ
∗(m0, σ
′), βn+1) = Sn+1.
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To prove the other direction, we suppose that Sn+1 = µ∗(m0, σ). Then, by the induction
hypothesis, there exists a play
η′ = S0 ↪→ 〈S0, O1〉
β1
↪→ . . . βn↪→ Sn
for σ′, with all vertices in Win(♦F ) and µ∗(m0, σ′) = Sn. As µ(Sn, βn+1) is defined and
σ is A-schedulable, there exists On+1 ∈ ∆(Sn) where βn ∈ On such that
Sn ↪→ 〈Sn, On+1〉
βn+1
↪→ Sn+1, Sn+1 ∈Win(♦F ) and 〈Sn, On+1〉 ∈Win(♦F ).
This yields the play S0 ↪→ . . .
βn
↪→ Sn ↪→ 〈Sn, On+1〉
βn+1
↪→ Sn+1 for σ with all vertices in
Win(♦F ).
Theorem 6.3 (Soundness of the constructed controller for ♦F ).
(a) If [Q0]∗ ∈ Win(♦F ) then the plain strategy SC = (D,Fair) induced by the con-
troller C enforces ♦F .
(b) If there exists an admissible decision function d that enforces ♦F then
[Q0]∗ ∈Win(♦F ) and d is an instance of SC.
Hence, if ♦F is enforceable then SC is a most general strategy enforcing ♦F .
Proof. In the sequel, letW = Win(♦F ).
ad (a). To show that SC enforces ♦F , we have to show that SC is admissible and that
π |= ♦F for all initial SC-paths π. We will first show admissibility.
Suppose by contradiction that SC is not admissible. Hence, there exists an instance d of SC
that is not admissible. By Lemma 5.9, there is then a d-play
η = S0 ↪→ . . . ↪→ Sn ↪→ 〈Sn, d(σ)〉 ↪→ fail(s)
for some d-schedulable observation σ and s ∈ Sn. By the construction of the controller,
d(σ) ∈ D(σ) = ∆(Sn), which implies that 〈Sn, d(σ)〉 ∈ W . But the existence of the
edge 〈Sn, d(σ)〉 ↪→ fail(s) implies that 〈Sn, d(σ)〉 /∈ W , as fail(s) /∈ W , leading to a
contradiction. Therefore, the d-plays for all instances d of SC can not reach vertices of the
form fail(s) and are therefore admissible, and thus SC is admissible.
It remains to show that π |= ♦F for all initial SC-paths π. Let π be an initial SC-path in A
and let πC be the corresponding initial path in C ./ A (cf. Lemma 4.2):
π = q0
α1−→ q1 α2−→ . . .
πC = 〈S0, q0〉 α1−→ 〈S1, q1〉 α2−→ . . .
As π is an SC-path, it is a d-path for some instance of SC. Therefore, there exists as well
the corresponding execution π# in A#,
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π# = s0
α1−→ s1 α2−→ . . ., with si|A = qi for all i 6 |π|.
The one-to-one correspondence of SC-paths inA and the paths in C ./ A allows us to argue
with the product C ./ A. We show that for each initial path πC in C ./ A we have:
πC |= W ∧ ♦F
where we treat W as an atomic proposition that holds for all states 〈S, q〉 in C ./ A with
S ∈ W . Similarly, F is used as an atomic proposition that characterizes the states 〈S, q〉
with q ∈ F . We prove that πC |= W and that πC |= ♦F separately. To show that πC |=
W , we show the following stronger statement:
Claim 1. For all i 6 |π|: Si ∈ W and si ∈ Si.
Proof of Claim 1. It is clear that S0 = m0 = [Q0]∗ ∈ W and that s0 = q0 ∈ Q0 ⊆ [Q0]∗ =
S0. We show that Si+1 ∈ W and si+1 ∈ Si+1 if Si ∈ W and si ∈ Si.
• If αi ∈ Actvis, let β = obs(αi). Then β ∈ O for some O ∈ ∆(Si) and Si+1 =
µ(S, β) and there exist the edges Si ↪→ 〈Si, O〉
β
↪→ Si+1 in the game, with 〈Si, O〉 ∈
W and Si+1 ∈ W . As si αi−→# si+1, si
∗β∗
=⇒ si+1 and therefore si+1 ∈ Si+1.
• If αi /∈ Actvis then Si+1 = Si ∈ W and, as si ∗=⇒ si+1 and Si is closed under
invisible actions, si+1 ∈ Si+1.
This completes the proof of Claim 1 and shows that πC |= W .
It remains to show that πC satisfies ♦F . Suppose by contradiction that πC 6|= ♦F . There are
three cases to consider: πC can be either finite or infinite, and if it is infinite the associated
observation can be either finite (eventually there are only invisible actions) or infinite as
well. We first consider the case that πC is finite, i.e.,
πC = 〈S0, q0〉 α1−→ 〈S1, q1〉 α2−→ . . . αn−−→ 〈Sn, qn〉.
As πC is a path in C ./ A, 〈Sn, qn〉 is terminal, i.e., ActC./A(〈Sn, qn〉) = ∅, and therefore
there exists an O ∈ ∆(Sn) such that
ActA(qn, O) = ActA#F
(sn, O) = ∅ and
ActA#F
(s,O) ⊆ ActA(s|A, O) for all states s of A#F .
Rule (4) in Figure 5.1 then yields the edge 〈Sn, O〉 ↪→ stop(sn). But, by the definition of
∆, the vertex 〈Sn, O〉 ∈ W and therefore stop(sn) has to be inW as well, which implies
that sn ∈ FA# ∪ QF . This can only be the case if there is some i 6 n such that qi ∈ F ,
contradicting the claim that πC 6|= ♦F .
We then consider the case where πC is infinite, but the observation obs(πC) is finite, i.e.,
there are eventually only invisible actions. Let αn be the first invisible action in πC that is
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followed only by invisible actions, i.e., αi /∈ Actvis for all i > n. As 〈Sn, qn〉 in C ./ A is di-
vergent, so is qn inA and sn inA#F . As Sn ∈ W , there exists anO such that Sn ↪→ 〈Sn, O〉,
with 〈Sn, O〉 ∈ W . By our assumption, πC does not visit FA# , therefore there exists a di-
vergent execution starting in sn that never visits FA# . Rule (5b) then yields the existence of
an edge 〈Sn, O〉 ↪→ div¬♦F (sn). But as 〈Sn, O〉 ∈ W , div¬♦F (sn) has to be inW as well,
which is only the case if sn ∈ FA#∪QF and therefore there is some i 6 n such that qi ∈ F .
As in the previous case, this yields a contradiction to the assumption that πC 6|= ♦F .
It remains to consider the case that both πC and obs(πC) are infinite. As πC is a path in
C ./ A, obs(πC) has to be Fair-schedulable, where Fair = {F′1, . . . ,F′k} is the fairness
condition induced by the controller fairness fair. We use this fairness condition to derive a
contradiction as follows.
By construction, the observation obs(α1 . . . αi) occurs in the fairness condition F′j , i.e.,
F′j(obs(α1 . . . αi)) 6= ∅, iff Si ∈ W
(j)
ctr . Since πC 6|= ♦F , qi /∈ F and si /∈ FA# for all
i 6 |π| and, as si ∈ Si, the sets Si \ (FA# ∪ QF ) are nonempty and Si /∈ W(0) = F . As
Si ∈ W \W(0) each Si ∈ W(j)ctr for some j > 1. Therefore, for every i > 0 there exists a
j > 1 such that F′j(obs(α1 . . . αi)) 6= ∅.
Let 1 6 j 6 k be the smallest index such that there are infinitely many i > 0 with
F′j(obs(α1 . . . αi)) 6= ∅ and αi+1 ∈ Actvis. As obs(πC) is Fair-schedulable and there
are infinitely many positions with F′j(obs(α1 . . . αi)) 6= ∅, there are infinitely many posi-
tions where obs(αi+1) ∈ O for someO ∈ F′j(obs(α1 . . . αi)). Note that for these positions,
Si ∈ W(j)ctr and there is the transition
〈Si, qi〉
αi+1−−−→C./A 〈Si+1, qi+1〉,
with αi+1 being O-compliant for some O ∈ F′j(obs(α1 . . . αi)). By the definition of the
fairness condition Fj , O ∈ Fj(Si) implies 〈Si, O〉 ∈ W(j−1) and therefore Si+1 ∈ W(j−1)ctr .
If j = 1, this yields a contradiction as all Si /∈ W(0). If j > 1, this yields a contradiction
as well, as then there are infinitely many Si ∈ W(j−1)ctr and thus as well infinitely many
observations σ with F′j−1(σ) 6= ∅, contradicting the minimality of index j.
ad (b). Let d be an admissible decision function d that enforces ♦F . We have to show that
[Q0]∗ ∈ W and that SC is a most general strategy enforcing ♦F , i.e., that d is an instance
of SC. We will first show that for all maximal d-plays, eventually a vertex in F will be
reached. This will be used to show that all vertices in d-plays are inW . These facts are then
used to show that d is an instance of SC.
Claim 2. Let η = v0 ↪→ v1 ↪→ v2 ↪→ . . . be a maximal d-play for some d-schedulable and
A-schedulable observation. Then
(2.1) There exists an i ∈ N such that vi ∈ F , i.e., η |= ♦F .
(2.2) If vi ∈ F then vj ∈ W for all j > i, and vj ∈ W ∩ Vctr implies vj ∈ F .
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Proof of Claim 2.1. First, we consider the case that the maximal d-play η is finite, i.e.,
η = S0 ↪→ . . . ↪→ Sn ↪→ 〈Sn, d(σ)〉 ↪→ v
where v ∈ {fail(s),div♦F (s),div¬♦F (s), stop(s)} for some s ∈ Sn. As d is admissible,
v 6= fail(s) by Lemma 5.9. We will show that v ∈ F . Let us suppose that v /∈ F . Then,
s /∈ (FA# ∪QF ). Lemma 6.1 asserts the existence of an initial d-execution
π = q0
α1−→ . . . αm−−→ qm in A with qm = s|A and qi /∈ FA for all i 6 m.
If v = stop(s) then π is a d-path by Lemma 5.8. As π 6|= ♦F this contradicts that d enforces
♦F . Otherwise, v = div¬♦F (s). By Lemma 5.8 and rule (5b), there exists an infinite d-path
π′ = q0
α1−→ . . . αm−−→ qm
αm+1−−−→ qm+1
αm+2−−−→ . . . ,
with αi /∈ Actvis for all i > m and qi /∈ F for all i > 0. As no state of π′ visits F , π′ 6|= ♦F
which contradicts that d enforces ♦F . Therefore we can conclude that v ∈ F if η is a finite,
maximal play.
If η is infinite, we show that there likewise exists a vertex Sn ∈ Vctr with Sn ∈ F . Assume
by contradiction that there exists an infinite, maximal d-play
η = S0 ↪→ 〈S0, d(ε)〉
β1
↪→ S1 ↪→ 〈S1, d(β1)〉
β2
↪→ S2 ↪→ . . .
for the d-schedulable and A-schedulable observation σ = β1β2 . . . such that all vertices
Si ∈ Vctr \ F . Let S′i = Si \ (FA# ∪QF ) for all i ∈ N. All S′i are non-empty, as
Si ⊆ (FA# ∪QF ) would imply that Si ∈ F ⊆ W .
Let G be the graph where the nodes have the form 〈s, i〉 where i > 0 and s ∈ S′i. In
addition, we have a special root node r. The sons of the root are the nodes 〈s, 0〉, where
s ∈ S′0. The sons of an inner node 〈s, i〉 are the nodes 〈t, i+ 1〉 where
t ∈ S′i+1 and s
∗βi∗
=⇒ t.
G is finitely branching and infinite, as all S′i are nonempty and for all t ∈ S′i+1 there
exists an s ∈ S′i such that s
∗βi∗
=⇒ t. By König’s Lemma, G has an infinite path
〈s0, 0〉 〈s1, 1〉 〈s2, 2〉 . . ., corresponding to an infinite sequence
s0
∗β1∗
=⇒ s1 ∗β2∗=⇒ s2 ∗β3∗=⇒ . . .
and to at least one initial, infinite d-schedulable execution π inA#F where none of the states
visit FA# . Consequently, the corresponding execution π
′ in A does not visit F and, being
infinite, is a d-path with π′ 6|= ♦F , which contradicts the assumption that d enforces ♦F .
This concludes the proof of claim 2.1.
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Proof of Claim 2.2. We will now show that once a vertex in a maximal d-play is in F , all
subsequent vertices are inW . Let η be a prefix of a maximal d-game for some observation
σ ∈ Obs∞,
η = S0 ↪→ 〈S0, d(ε)〉
β1
↪→ . . . βi↪→ Si ↪→ 〈Si, d(β1 . . . βi)〉
such that Si ∈ F . We show that v ∈ F ⊆ W for all v ∈ Vctr ∪ Vterm where
〈Si, d(β1 . . . βi)〉 ↪→ v. If v ∈ {stop(s),div♦F (s),div¬♦F (s) : s ∈ Sn} then v ∈ F ,
as Sn ∈ F implies s ∈ (FA# ∪ QF ) for all s ∈ Sn. Otherwise, v = Si+1 ∈ Vctr, as
d is admissible and thus v 6= fail(s). Since Si ∈ F , the construction of A#F implies that
Si+1 ⊆ QF , and thus again Si+1 ∈ F . As all vertices v with 〈Si, d(σ)〉 ↪→ v are in
F =W(0), we have 〈Si, d(σ)〉 ∈ W(1)env ⊆ W .
Claim 3. All vertices v reachable by d-plays are inW .
Proof of Claim 3. Assume by contradiction that there is a partial d-play
η = v0 ↪→ v1 ↪→ . . . ↪→ vm
such that vm /∈ W . We show that we can extend η to an infinite, maximal d-play
η′ = v0 ↪→ v1 ↪→ . . . ↪→ vm ↪→ vm+1 ↪→ . . .
such that vj /∈ W for all j > m. This contradicts Claim 2, which asserts the existence of a
natural number k ∈ N such that vj ∈ W for all j > k.
We show that there is always an edge to further extend such a partial d-play. As a conse-
quence of Claim 2, the vertices in Vterm reachable by d-plays are inW , thus v /∈ Vterm. If
v ∈ Vctr \ W , then v′ ∈ Venv \ W for all v ↪→ v′. If v ∈ Venv \ W , then by the definition
of theW(j)env, there exists at least one v′ ∈ (Vctr ∪ Vterm) \W with v ↪→ v′. As above, v′ can
not be in Vterm \W and there exists an edge v ↪→ v′ with v′ ∈ Vctr. Therefore, all vertices v
reachable by d-plays are inW . In particular, as [Q0]∗ is reachable by the d-play η = [Q0]∗
for the empty observation σ = ε, [Q0]∗ ∈ W .
Claim 4. d is an instance of SC.
Proof of Claim 4. W.l.o.g. we assume that d schedules only schedulable observables, i.e.,
that all d-schedulable observables are A-schedulable, and show that d is a plain instance
of SC. Otherwise, we switch to the decision function d′ obtained from d by stripping the
unschedulable observables. As d′ is equivalent modulo unschedulable choices to d (cf. Def-
inition 2.12), we can then show that d is an instance of SC by showing that d′ is a plain
instance of SC.
To show that d is a plain instance of SC, we have to show that conditions (I1) and (I2)
of Definition 3.2 hold. Condition (I1) requires that d(σ) ∈ ∆(µ∗(m0, σ)) for all finite d-
schedulable observations σ. Let σ = β1 . . . βn be such an observation. As d schedules only
schedulable observables, σ is A-schedulable. Let
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η = S0 ↪→ 〈S0, d(ε)〉
β1
↪→ . . . βn↪→ Sn ↪→ 〈Sn, d(σ)〉
be the unique partial d-play for σ ending in Venv (cf. Lemma 5.6). By Claim 2, all vertices in
η are inW and thus Sn = µ∗(m0, σ) by Lemma 6.2. As 〈Sn, d(σ)〉 ∈ W , by the definition
of the controller, d(σ) ∈ ∆(Sn) = ∆(µ∗(m0, σ)).
It remains to show that condition (I2) holds, which requires that d is Fair-fair. We therefore
have to check, for all infinite d-schedulable observation σ = β1β2 . . . ∈ Obsω, that the
fairness condition imposed by C is satisfied. Let
η = S0 ↪→ 〈S0, d(ε)〉
β1
↪→ S1 ↪→ 〈S1, d(β1)〉
β2
↪→ . . .
be the d-play for σ. Claim 2 yields that there exists a j such that Si ∈ F for all i > j. As
Si = µ
∗(m0, β1 . . . βi), µ∗(m0, β1 . . . βi) ∈ F for all i > j. Note that then F(β1 . . . βi) =
∅ for all i > j and all F ∈ Fair and thus condition (I2.1) in Definition 3.2 holds. Hence,
d is in fact a plain instance of SC and therefore SC is a most general strategy enforcing
♦F .
6.2 Invariance objectives
We now show how to construct a most general controller for invariance objectives of the
form Φ = I , with I ⊆ Q for systems with an empty fairness condition Fair[A]. Let
IA# = {q, q# : q ∈ I}. The safe vertices for the complete-information game G = (V, ↪→)
for the game arena A# are then defined as
I =
{
S ∈ Vctr : S ⊆ IA#
}
∪
{
stop(s),div(s) : s ∈ IA#
}
.
We apply the standard fixed-point characterization of the set of winning regions ensuring an
invariance and define
W(0) def= I and W(i+1) def=W(i) \ (Y (i+1)ctr ∪ Y (i+1)env )
Y
(i+1)
ctr
def
=
{
S ∈ Vctr ∩W (i) : S ↪→ 〈S,O〉 implies 〈S,O〉 /∈W (i) for all O ∈ Obs
}
Y
(i+1)
env
def
=
{
〈S,O〉 ∈ Venv ∩W (i) : 〈S,O〉 ↪→ v for some v ∈ V \W (i)}.
The set Y (i+1)ctr contains the vertices where the first player is not able to choose an O while
staying in the winning region W (i), and Y (i+1)env contains the vertices where the environment
has a move that leads out of the winning region W (i). As V is finite, there exists k ∈ N
withW(0) ⊃ W(1) ⊃ . . . ⊃ W(k) = W(k+1) = . . .. Let Win(I) denote the limit, i.e.,
Win(I) =
⋂
i>0
W(i) =W(k).
If [Q0]∗ ∈ Win(I) then we extract from Win(I) a most general plain controller
C = (M,m0,∆, µ, fair) enforcing I the same way as for reachability objectives, except
that the fairness condition of the controller is empty, fair = ∅.
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Theorem 6.4 (Soundness of the constructed controller for I).
(a) If [Q0]∗ ∈ Win(I) then the strategy SC induced by the controller C enforces ob-
jective I .
(b) If there exists an admissible decision function d that enforces I then
[Q0]∗ ∈Win(I) and d is an instance of SC.
Hence, if I is enforceable, SC is a most general strategy enforcing I .
Proof. In the sequel, letW = Win(I).
ad (a). The admissibility of SC can be proven exactly as in the proof of Theorem 6.3.
Let π be an initial SC-path in A and let πC be the corresponding initial path in C ./ A
(cf. Lemma 4.2):
π = q0
α1−→ q1 α2−→ . . .
πC = 〈S0, q0〉 α1−→ 〈S1, q1〉 α2−→ . . .
As π is an SC-path, it is a d-path for some instance of SC. Let π# be the corresponding
execution in A#. Then,
π# = s0
α1−→ s1 α2−→ . . . , where si|A = qi for all i 6 |π|.
The one-to-one correspondence of SC-paths inA and the paths in C ./ A allows us to argue
with the product C ./ A. As the fairness condition of the controller is empty, all executions
in C ./ A are fair. We show that for all initial paths πC in C ./ A we have:
πC |= W ∧I
where we treat W as an atomic proposition that holds for all states 〈S, q〉 in C ./ A with
S ∈ W and I as an atomic proposition that characterizes the states 〈S, q〉 where q ∈ I . We
prove the following stronger claim:
Claim 1. For all i 6 |π|: Si ∈ W , si ∈ Si and qi ∈ I .
Proof of Claim 1. AsW ⊆ I, si ∈ Si ⊆ I implies si ∈ IA# and consequently qi ∈ I . So
it remains to show that Si ∈ W and si ∈ Si for all i 6 |π|. Clearly, S0 = [Q0]∗ ∈ W and
s0 = q0 ∈ Q0 ⊆ S0. We show that Si+1 ∈ W and si+1 ∈ Si+1 if Si ∈ W and si ∈ Si.
• If αi ∈ Actvis, let β = obs(αi). Then β ∈ O for some O ∈ ∆(Si) and Si+1 =
µ(S, β) and there exist the edges
Si ↪→ 〈Si, O〉
β
↪→ Si+1
in the game G, with 〈Si, O〉 ∈ W and Si+1 ∈ W . As si αi−→# si+1, we have si
∗β∗
=⇒
si+1 and therefore si+1 ∈ Si+1.
• If αi /∈ Actvis then Si+1 = Si ∈ W and, as si ∗=⇒ si+1 and Si is closed under
invisible actions, si+1 ∈ Si+1.
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ad (b). Let d be an admissible decision function d that enforces I . We have to show that
[Q0]∗ ∈ W and that SC is a most general strategy enforcing I , i.e., that d is an instance
of SC. We will show that all the vertices in d-plays are inW . This fact will then be used to
show that d is an instance of SC.
Claim 2. All vertices v reachable by d-plays are inW .
Proof of Claim 2. By contradiction, assume there is a partial d-play
η = v0 ↪→ v1 ↪→ . . . ↪→ v
for some observation σ such that v /∈ W . We first consider the case that v ∈ Vterm \ W .
As d is admissible, v 6= fail(s). If v = stop(s) or v = div(s), then s /∈ IA# . But then
Lemma 5.8 yields initial d-paths visiting state q = s|A, where q /∈ I , contradicting that all
d-paths satisfy I . Likewise, if v ∈ Vctr \ W , then v /∈ I, asW ⊆ IA# . Then, there exists
s ∈ v with s /∈ IA# . By Lemma 5.6, there exists an initial d-execution π ending in state
q = S|A, with q /∈ I . It is clear that we can extend π to a d-path π′ and that then π′ 6|= I ,
leading to a contradiction with the fact that d enforces I .
If v ∈ Venv \ W , there exists a v′ ∈ (Vctr ∪ Vterm) \ W with v ↪→ v′, as the vertices in Venv
are non-terminal. But then the arguments for vertices from Vctr \ W and Vterm \ W again
lead to contradictions.
Claim 3. d is an instance of SC.
Proof of Claim 3. As in the proof for reachability objectives, w.l.o.g. we assume that d
schedules only schedulable observables and show that d is a plain instance of SC.
To show that d is a plain instance of SC, we have to show that conditions (I1) and (I2) of
Definition 3.2 hold. Condition (I2) holds trivially, as the fairness condition is empty.
Condition (I1) requires that d(σ) ∈ ∆(µ∗(m0, σ)) for all finite d-schedulable observations.
Let σ = β1 . . . βn be such an observation and let
η = S0 ↪→ 〈S0, d(ε)〉
β1
↪→ . . . βn↪→ Sn ↪→ 〈Sn, d(σ)〉
be the unique partial d-play for σ that ends in Venv. By Claim 2, all vertices in η are in
W and thus Sn = µ∗(m0, σ) by Lemma 6.2. As 〈Sn, d(σ)〉 ∈ W , by the definition of the
controller, d(σ) ∈ ∆(Sn) = ∆(µ∗(m0, σ)).
6.3 Reachability with fairness
We will now adapt our algorithm for the construction of a most general controller for reach-
ability objectives Φ = ♦F for a system with an empty fairness condition Fair[A] as pre-
sented in Section 6.1 to the case where Fair[A] is non-empty. Recall that we require that
Fair[A] is history-independent (Definition 5.1).
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Let Φ = ♦F with F ⊆ Q be a reachability objective and let Fair[A] = {F1, . . . ,F`} be
the fairness condition of A. Let G = (V, ↪→) be the complete-information game for A#F
as in Section 6.1. Applying the algorithm for reachability objectives without fairness yields
the winning region Win(♦F ). Assuming that [Q0]∗ is in Win(♦F ), we construct the plain
controller C = (M,m0,∆, µ, fair ∪ fair′) as in Section 6.1, with fair as in Section 6.1 and
fair′ = {F′1, . . . ,F′`} obtained from Fair[A] as follows.
The controller first uses the fairness condition fair for the modes not in F to eventually
reach the goal vertices F and thus enforce Φ. Afterwards, the modes of the controller stay
in F . For these modes, the decision function template allows all admissible choices and the
controller ensures the fairness condition Fair[A] by replicating the fairness requirements
for these modes in F . For each Fj ∈ Fair[A] the corresponding F′j ∈ fair′ is given by
F′j =
{
(m, O) : m ∈M ∩ F and O ∈ ∆(m)
and for each β ∈ O there exists O′ ∈ Fj(m|A) with β ∈ O′
}
.
Due to the powerset construction in the game, m|A = Post∗A(σ) for some σ ∈ Obs∗ and
thus Fj(m|A) is uniquely defined (cf. Corollary 5.2). We rely here on the fact that Fair[A]
respects admissibility (cf. Chapter 4) and can thus be easily ensured by a controller that
schedules all admissible choices (modulo unschedulable observables). It is thus not nec-
essary to separately verify that Fair[A] can indeed be ensured by a decision function or
controller that is restricted to admissible choices.
Theorem 6.5 (Soundness of controller for ♦F (with fairness)).
(a) If [Q0]∗ ∈ Win(♦F ) then the plain strategy SC = (D,Fair) induced by the con-
troller C constructed above enforces ♦F .
(b) If there exists an admissible decision function d that enforces ♦F then
[Q0]∗ ∈Win(♦F ) and d is an instance of SC.
Hence, if ♦F is enforceable then SC is a most general strategy enforcing ♦F .
Proof.
ad (a). By Theorem 6.3, the strategy SC enforces ♦F for A when ignoring the fairness
condition Fair[A].
It remains to show that SC is admissible for (A,Fair[A]), i.e., that for all instances d of
SC all d- and A-schedulable observations are Fair[A]-schedulable. Let σ = β1β2 . . . be
such an observation. As finite observations are trivially Fair[A]-schedulable, let σ be in-
finite. Let i0 be the smallest index such that µ∗(m0, β1 . . . βi0) ∈ F . The existence of i0
follows from Theorem 6.3. For 1 6 j 6 `, let FjA ∈ Fair[A] be the fairness condition
of Fair[A], let F′j ∈ fair be the corresponding (mode-based) fairness condition in fair′ of
the controller and let F′′j ∈ Fair be the corresponding induced (observation-based) fairness
condition of the strategy. Assume by contradiction that σ is not FjA schedulable. Then
there exists some position i1 > i0 such that there are infinitely many positions i > i1 with
FjA(β1 . . . βi) 6= ∅ and such that for all i > i1 we have βi+1 /∈ O for all O ∈ F
j
A(β1 . . . βi).
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As Fair[A] is admissible and ∆(β1 . . . βi) contains all admissible choices for all i > i0,
FjA(β1 . . . βi) ⊆ F′′j (β1 . . . βi) for all i > i0. As βi+1 /∈ O for all O ∈ F
j
A(β1 . . . βi) and
all i > i1, βi+1 /∈ O for all O ∈ F′′j (β1 . . . βi) and for all i > i1. As βi+1 ∈ d(β1 . . . βi)
for all i, d(β1 . . . βi) /∈ F′′j (β1 . . . βi) for all i > i1. As a consequence, we have infinitely
many i > i0 with F′′j (β1 . . . βi) 6= ∅ and, for all i > i1, d(β1 . . . βi) /∈ F′′j (β1 . . . βi). This
violates condition (I2.2), thus d can not be an instance of SC, leading to a contradiction. We
have thus shown that the observations of all SC-schedulable paths are Fair[A]-schedulable
and that SC enforces ♦F for (A,Fair[A]).
ad (b). Suppose there exists a decision function d that enforces ♦F for (A,Fair[A]). By
Theorem 6.3 then [Q0]∗ ∈ Win(♦F ), as d enforces ♦F for A. It remains to show that
every decision function d that enforces Φ for (A,Fair[A]) is an instance of SC, i.e., that d
satisfies conditions (I1) and (I2) of Definition 3.2. As d enforces ♦F , d satisfies condition
(I1) by Theorem 6.3.
Condition (I2) requires that d is Fair-fair, i.e., that d satisfies conditions (I2.1) or (I2.2)
for every d-schedulable, infinite observation σ = β1β2 . . . and every F ∈ Fair. Us usual,
w.l.o.g., we assume that d only schedules schedulable observables.
We first consider the case that F ∈ Fair is a fairness condition induced by the controller
fairness fair, i.e., for the modes not in F . Let mi = µ∗(m0, β1 . . . βi). We know from
the proof of Theorem 6.3 that there exists an index i0 such that mi ∈ F for all i > i0.
Therefore, condition (I2.1) is satisfied for F, as F(β1 . . . βi) = ∅ for all i > i0.
In the other case, F is induced by the controller fairness fair′, i.e., for the modes in F mim-
icking Fair[A]. Let FA be the corresponding fairness condition in Fair[A]. We assume
by contradiction that d violates condition (I2), i.e., there exist infinite d-schedulable obser-
vations for which d satisfies neither (I2.1) nor (I2.2). This is the case for an observation
σ = β1β2 . . . if there exists some position i1 > i0 (with i0 as above) such that there are
infinitely many i > i1 with F(β1 . . . βi) 6= ∅ and such that d(β1 . . . βi) 6∈ F(β1 . . . βi)
for all i > i1. For the latter to be the case, there has to be some β′i+1 ∈ d(β1 . . . βi)
such that β′i+1 6∈ O for any O ∈ FA(β1 . . . βi). Using König’s Lemma we can con-
struct an infinite d-schedulable observation σ′ = β′1β
′
2 . . . such that there are infinitely
many i > i1 with F(β′1 . . . β′i) 6= ∅ and such that for all i > i1 it is always the case that
d(β′1, . . . , β
′
i) /∈ F(β′1 . . . β′i) and β′i+1 /∈ O for all O ∈ FA(β′1 . . . β′i). As F(β′1 . . . β′i) 6= ∅
implies F(β′1 . . . β
′
i), we obtain that there are infinitely many i > i1 with FA(β′1 . . . β′i) 6= ∅
and that, for all i > i1, β′i+1 /∈ FA(β′1 . . . β′i). Thus σ′ is not FA-schedulable. As d only
schedules schedulable observables, there exists an initial d-path with observation σ′ that is
not FA-schedulable and thus as well not Fair[A]-schedulable, leading to a contraction with
the fact that d is admissible.
6.4 Invariance objectives with finitary fairness
Let Φ = I be an invariance objective and let Fair[A] be the finitary fairness condition of
A. We consider the complete-information game G for invariance objectives without fairness
as in Section 6.2 and proceed as follows.
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1. Calculate Win(I) as in Section 6.2, ignoring the fairness condition Fair[A].
2. Compute the set T of vertices S ∈ Vctr ∩Win(I) such that F(S|A) = ∅ for all
F ∈ Fair[A], i.e., that do not have a corresponding fairness condition. As the fairness
condition is finitary, all Vctr-vertices in Win(I) reachable from a vertex in T are
again contained in T .
3. Extend the set T to the set X by adding the winning Vterm-vertices,
X = T ∪
(
Win(I) ∩ Vterm
)
.
4. Calculate Win(I U X ) (where U denotes the LTL until operator) by modifying the
fix-point calculation for reachability in Section 6.1 as follows.
We setW(0) = X and define, for j = 1, 2, 3, . . .,
W(j)ctr =
{
S ∈ Vctr \W(j−1) : s|A ∈ I for all s ∈ S and
S ↪→ 〈S,O〉 with 〈S,O〉 ∈ W(j−1) for some O ⊆ Obs
}
.
The definition ofW(j)env remains unchanged.
Note that by construction T ⊆ X ⊆Win(I U X ) ⊆Win(I).
If [Q0]∗ ∈ Win(I U X ) then we construct a plain controller (M,m0,∆, µ, fair) as for
a reachability objective. The set of modes is given by M = Win(I U X ) ∩ Vctr, with
initial mode m0 = [Q0]∗. The decision function template ∆ then ensures as usual that only
choices leading to winning vertices are permitted,
∆(S) =
{
O ∈ 2Obs : S ↪→ 〈S,O〉 ∧ 〈S,O〉 ∈Win(I U X )
}
,
with the usual next-mode function µ as defined in Section 6.3.
The fairness condition fair = {F1, . . . ,Fk} is obtained from the winning regions of the
modified reachability game considered in step 4 for I U X as for the controller for a reach-
ability objective (cf. Section 6.1).
Theorem 6.6 (Soundness of the controller C for I with finitary fairness).
(a) If [Q0]∗ ∈Win(I U X ) then the strategy SC induced by the controller C constructed
above enforces I .
(b) If there exists a decision function d that enforces I , then [Q0]∗ ∈ W and d is an
instance of SC.
Hence, SC is a most general strategy enforcing I .
Proof.
ad (a). Let πC = 〈m0, q0〉 α1−→ 〈m1, q1〉 α2−→ 〈m2, q2〉 α3−→ . . . be a C ./ A-path, with all
modes mi ∈ Win(I U X ). As noted above, Win(I U X ) ⊆ Win(I) and thus all mi
are in I (cf. Section 6.4) and thus πC |= I . Admissibility (without considering fairness)
is ensured as usual, as no fail vertex is reachable.
It remains to show that SC is admissible when taking Fair[A] into account. This is the case
if the observations of all d-paths in A are Fair[A]-schedulable for all instances d of SC.
Assume by contradiction that SC is not admissible for Fair[A]. Then there exists a (plain)
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instance d and an infinite d-path π in A such that σ = β1β2 . . . = obs(π) is infinite and not
Fair[A]-schedulable. As Fair[A] is a finitary fairness condition there is thus for all i > 1
some F ∈ Fair[A] with F(β1 . . . βi) 6= ∅. But then there is likewise for every mode mi
with i > 1 some F ∈ Fair[A] such that F(mi|A) 6= ∅. However, by the construction of the
controller it is guaranteed that for an infinite path πC with an infinite observation eventually
some mode m is reached with m ∈ T (and all subsequent modes are likewise elements of
T ). As m ∈ T and therefore F(m|A) for all F ∈ Fair[A] we arrive at a contradiction.
We conclude that all SC-paths have Fair[A]-schedulable observations and that SC enforces
objective I for (A,Fair[A]).
ad (b). Let d be an admissible decision function that enforces I for A with fairness
condition Fair[A]. We show that all reachable vertices by d-plays are in Win(I U X ) (and
hence also [Q0]∗ in Win(I U X )). Using the arguments in the proof of Theorem 6.4, it is
clear that all reachable vertices are in Win(I).
Claim 1. Let η = v0 ↪→ v1 ↪→ . . . be a maximal d-play. Then there exists k ∈ N such that
vi ∈ X for all i > k and vi ∈ Vctr ∪ Vterm.
Proof of Claim 1.
If η = v0 ↪→ . . . ↪→ vn is finite, then vn ∈ {div(s), stop(s) : s ∈ IA#}, vn ∈ X and
k = n. If η is infinite then obs(η) = β1β2 . . . is Fair[A]-schedulable, as all d-schedulable
observations are Fair[A]-schedulable. As Fair[A] is finitary, there then exists a k such that
F(β1 . . . βi) = ∅ for all i > k and F ∈ Fair[A]. Then likewise F(vi|A) = ∅ for all i > k
and vi ∈ Vctr, therefore vi ∈ T ⊆ X for all i > k.
Using the arguments of the proof of Claim 3 in the proof of Theorem 6.3 and Claim 1, it is
easy to show that all reachable vertices are in Win(I U X ). Similarly, the same arguments
as in the proof of Claim 4 of Theorem 6.3 can be used to show that d is then an instance of
SC.
6.5 Co-safety and safety objectives
We now generalize the construction of most general controllers for reachability and invari-
ance objective to co-safety and safety objectives.
Recall that co-safety objectives have the form Φ = 〈〈L〉〉F , where L ⊆ Obs∗ is a regular
language over the observables and F ⊆ Q is a set of states as for reachability objectives. A
path satisfies 〈〈L〉〉F iff there exists a prefix of the path whose observation is recognized by
L and that ends in a state of F , i.e.,
Φ = { π = q0 α1−→ q1 α2−→ . . . ∈ Q× (Act ×Q)∞ :
there exists an 0 6 i 6 |π| such that obs(α1 . . . αi) ∈ L and qi ∈ F }.
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We will now use the algorithm for reachability objectives in Section 6.1 to generate a most
general controller enforcing 〈〈L〉〉F . Suppose L is given by a total deterministic finite au-
tomaton (DFA) ZL = (Z,Obs, δ, z0, ZF ) over the alphabet Σ = Obs , where Z is the finite
set of states, z0 is the initial state, ZF ⊆ Z is the set of final states and δ : Z ×Obs → Z is
the transition function. Given a transition system A = (Q,Act ,−→, Q0) with observables
Obs , letA ./ ZL = (Q ./ Z,Act ,−→./, Q0×{z0}), where the transition relation−→./ is
obtained by synchronizing the transitions in ZL with the corresponding observable actions
in A,
q
α−→ q′ ∧ α ∈ Actvis ∧ δ(z, β) = z′ ∧ obs(α) = β
〈q, z〉 α−→./ 〈q′, z′〉
q
α−→ q′ ∧ α /∈ Actvis
〈q, z〉 α−→ 〈q′, z〉
If A has a fairness condition Fair[A], we consider Fair[A ./ ZL] = Fair[A] as the fairness
condition of A ./ ZL. For the transition system A ./ ZL, we then consider the objective
♦F ′ with
F ′ =
{
〈q, z〉 : z is final state in ZL and q ∈ F
}
Note that decision functions in the original scenarioA are decision functions in the scenario
A′ = A ./ ZL as well and vice versa, as the observables are the same.
Lemma 6.7. For any admissible decision function d, d enforces 〈〈L〉〉F forA iff d enforces
♦F ′ for A ./ ZL.
Proof. As ZL is deterministic, total and synchronizes via the observables, there is a one-
on-one relationship between the executions in A and A ./ ZL. Let
π = q0
α1−→ q1 α2−→ . . .
be a (finite or infinite) d-execution in A and let πL = 〈q0, z0〉 α1−→ 〈q1, z1〉 α2−→ . . . the cor-
responding d-execution in A ./ ZL. The same holds for paths, as the parallel composition
with ZL does not change the enabledness of actions and the fairness remains the same.
We show that π |= 〈〈L〉〉F iff πL |= ♦F ′.
“=⇒”: Suppose π |= 〈〈L〉〉F . Then, there exist m ∈ N such that q0 α1−→ . . . αm−−→ qm with
σ = obs(α1 . . . αm) ∈ L and qm ∈ F . zm is the unique state in ZL that is reached
for observation σ. As σ ∈ L, state zm is final in ZL. Therefore, 〈qm, zm〉 ∈ F ′ and
πL |= ♦F ′.
“⇐=”: Suppose now πL |= ♦F ′. Then, there exists an m ∈ N such that 〈zm, qm〉 ∈ F ′.
By definition of F ′, zm is a final state in ZL and qm ∈ F . Let σ = obs(α1 . . . αm)
be the corresponding observation. As zm is final and was reached via σ, the word σ
is accepted by ZL. Hence, σ ∈ L and π |= 〈〈L〉〉F .
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Hence, S is a most general strategy enforcing 〈〈L〉〉F for A iff S is a most general strategy
enforcing ♦F ′ for A ./ ZL.
A similar approach works as well for safety objectives. Recall that safety objectives have
the form Φ = [[L]]I , where L ⊆ Obs∗ is a regular language over the observables and I ⊆ Q
is a set of states as for invariance objectives. A path satisfies [[L]]I iff all prefixes of the
path that have an observation in L end in states contained in I , i.e.,
Φ = { π = q0 α1−→ q1 α2−→ . . . ∈ Q× (Act ×Q)∞ :
for all 0 6 i 6 |π|, obs(α1 . . . αi) ∈ L implies qi ∈ I }.
Constructing a most general controller for [[L]]I is then reduced to constructing a most
general controller for the invariance objective I ′ for the transition system A ./ ZL con-
structed as for co-safety objectives with
I ′ =
{
〈q, z〉 : z is non-final state in ZL or q ∈ I
}
to construct a most general controller for [[L]]I .
Lemma 6.8. For any admissible decision function d, d enforces [[L]]I for A iff d enforces
I ′ for A ./ ZL.
Proof. Analogous to the proof of Lemma 6.7.
6.6 Complexity
We will now consider the complexity of solving the games constructed for invariance, reach-
ability, safety and co-safety objectives, as well as the worst-case size of the constructed most
general controllers. We show the EXPTIME-completeness of deciding whether there exists
a most general controller for objectives of the type and in the setting considered in this
chapter. For the size of the complete-information game, we only consider the reachable
fragment from the initial vertex.
Invariance without fairness. For an invariance objective I and a system A without fair-
ness conditions, the number of Vctr-vertices |Vctr| 6 2 · 2|Q| is bound by the number of
subsets of states Q of A multiplied by 2 to account for the necessary tracking of suspen-
sion. Recall that for all reachable S ∈ Vctr, either all states in S are suspended or none
of them are and thus each subset of Q can appear at most twice, once suspended and once
not suspended. The maximal number of Venv-vertices |Venv| 6 |Vctr| · 2|Obs| is obtained
when we have to consider all possible choices O ⊆ Obs for each of the Vctr-vertices. The
set of terminal vertices Vterm has a worst-case size linear in the number of states Q#, i.e.,
|Vterm| 6 3 · 2 · |Q|, with the factor 3 accounting for the three different vertex types di-
vergence, failure to ensure admissibility and termination. The terminal successor vertices
for a given vertex 〈S,O〉 ∈ Venv can be easily determined, as the successor vertices of the
form fail(s) and stop(s) can be determined by inspection of A# for each s, while the set
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of divergent states can be easily pre-computed for A# in linear time using standard graph
algorithms. Overall, we construct and solve a game withO(2(|Q|+|Obs|)) reachable vertices.
Calculating the winning region Win(I) efficiently can be done by computing the attractor
for player 2 for the set Q \ I in linear time in the size of the game (see e.g. [GTW02]). We
conclude that determining whether there exists a most general controller for an objective
I is in EXPTIME.
To obtain a lower bound for this decision problem, we rely on [BD08], where Berwanger
and Doyen showed the EXPTIME-hardness of determining the winner in a safety games
of imperfect information. The game formalism they utilize can be easily reduced to our
transition system formalism with partial control and visibility as follows. In [BD08], a game
structure with imperfect information over an action alphabet Σ and a set of observations Γ
is a tuple G = (L, l0,∆, γ), where L is a set of locations, l0 the initial location and ∆ ⊆
L × Σ × L is the transition relation, which is total, i.e., for all locations l ∈ L and actions
a ∈ Σ, there is at least one l′ with (l, a, l′) ∈ ∆. Contrary to our formalism, observations
are defined on the states, i.e., γ : Γ → 2L \ ∅ is an observability function that partitions
the set of locations L according to their observations γ−1(l), i.e., o = γ−1(l) is the unique
observation o ∈ Γ for location l with γ(l) = o. In each step, the first player, taking only
the observable history of locations into account, chooses an action a ∈ Σ and the second
player resolves the remaining nondeterminism of the successor location. As all actions are
enabled in all locations, such a game structure does not need a concept of admissibility
or termination, all plays in the game are infinite. The safety winning condition is a set
T ⊆ Γ and a play is considered winning if no location l with γ−1(l) /∈ T is visited. As the
observations in our formalism are based on the actions, we have to provide this information
via observable actions. We thus transform such a game structure G into a transition system
A = (Q,Q0,→,Act) as follows. The set of actions Act = Σ ∪ Γ is the disjoint union of
the actions Σ and the observations Γ. We consider all actions to be visible, Actvis = Act
and identify the actions with their observables, Obs = Act and obs(α) = α. The “real”
actions Σ are considered controllable, Actctr = Σ, while Γ is not controllable. The state
space Q = L × {1, 2} consists of two locations for each state, with Q0 = {〈l0, 1〉}. The
transition relation of A is then obtained by
(l, a, l′) ∈ ∆
〈l, 1〉 a−→ 〈l′, 2〉
and
l ∈ L and o ∈ Γ with o = γ−1(l)
〈l, 2〉 o−→ 〈l, 1〉
.
To ensure admissibility, an admissible decision function for A has to offer at least one a ∈
Σ for observations of odd length and all possible o ∈ Γ for observations of even length.
This mimics the choices in the game structure, as the first player has to choose from Σ,
while the second player resolves the nondeterminism by choosing the successor state and
corresponding observation from Γ. We then transform the safety condition T for the game
structure to an invariance objective I where I consists of those states with locations that
have observations in T , i.e., I = {〈l, i〉 ∈ Q : γ−1(l) ∈ T} and determine whether there
exists a decision function d that enforces I for A. As in our setting decision functions
may schedule choices with multiple observables we then switch to a decision function d′
that only schedules singleton choices for observations of even length, i.e., when the play is
in a configuration consisting of states of the form 〈l, 1〉. The existence of d′ follows from
Lemma 4.8 as each a ∈ Σ is enabled in all states of the form 〈l, 1〉 and thus all singleton
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choices {a} are admissible. It is easy to see that we can then extract an observation-based
winning strategy in the original game structure G for the first player from d′ by picking
a ∈ d′(σ) for the observation σ ∈ Obs∗ corresponding to the history h ∈ Γ∗ in the game
structure. Vice versa, an observation-based winning strategy in the game structure G can be
regarded as a decision function enforcing I for A. We can thus reduce a game structure
G of imperfect information with a safety objective as in [BD08] to an equivalent transition
system A with partial information and visibility and invariance objective I , with the size
of A being linear in the size of G. We thus obtain the EXPTIME-hardness of the decision
problem asking whether an invariance objective is enforceable for a transition system with
partial control and visibility. It follows then that the problem of determining the existence of
a most general controller enforcing the invariance objective is likewise EXPTIME-hard. As
the problem is both EXPTIME-hard and solvable in EXPTIME, we obtain the EXPTIME-
completeness of the problem.
Reachability. For a reachability objective ♦F and a system A with no fairness or with a
history-independent fairness condition Fair[A] allowing the application of the algorithm in
Section 6.3, the number of Vctr-vertices |Vctr| 6 2 · 22·|Q| is bound by the number of subsets
of states (Q ∪ QF ), again multiplied by 2 to account for the necessary tracking of suspen-
sion. Recall that the states QF are copies of the states Q of A, marked to remember that
a given state has been reached via an execution that has satisfied the reachability objective.
The number of Venv-vertices is again bound by |Vctr| ·2|Obs|, while the terminal vertices now
come in 4 instead of 3 variants to differentiate between divergence while eventually satis-
fying the objective and divergence without eventually satisfying the objective. The set of
divergent states of both kinds can be again easily determined in linear time using standard
graph algorithms. As the fairness condition is history-independent, we assume here and in
the sequel that it is given in an appropriate compact form that allows to check in polynomial
time whether a choice O ⊆ Obs is fair for an F ∈ Fair[A] for a given state q of A. The
game for reachability objectives has thus O(2(2·|Q|+|Obs|)) reachable vertices and can be
constructed in exponential time. Calculating the winning regionsWi can be done in linear
time in the size of the game by an attractor calculation. Determining whether a reachability
objective can be enforced is thus in EXPTIME.
In [Rei84], Reif showed the EXPTIME-hardness of determining the winner in a partial in-
formation reachability game. In [RCDH07], a variant of Reif’s proof using the formalism
of [BD08] is given, which as shown above can be reduced in polynomial time to our formal-
ism of transition systems with partial control and observation. This yields the EXPTIME-
completeness of determining the existence of a most general controller for reachability ob-
jectives:
Invariance with finitary fairness. For invariance objectives I and transition systems
with a finitary fairness condition Fair[A], the game graph is as for invariance objectives and
transition systems without fairness conditions. On the game graph with complete informa-
tion, one invariance game and one slightly modified reachability game (until) are solved.
Determining the existence of a most general controller forI for systems with finitary fair-
ness conditions is thus again in EXPTIME. The EXPTIME-hardness for the problem with
empty fairness then yields the EXPTIME-completeness of the problem.
76
Chapter 6. Safety and co-safety objectives 6.6. Complexity
Safety and co-safety objectives. For safety objectives [[L]]I and co-safety objectives
〈〈L〉〉F , where the regular language over Obs is given in the form of a deterministic fi-
nite automaton ZL with m states, the number of vertices in the complete-information game
graph is bound mym · |V|, where |V| is the number of vertices in the game graph forI and
♦F , respectively, providing an EXPTIME upper bound. The EXPTIME-hardness follows
from the EXPTIME-hardness for I and ♦F by reduction to [[L]]I and 〈〈L〉〉I with the
single state DFA recognizing L = Obs∗.
Theorem 6.9. Let (A,Fair[A]) be a transition system with partial control and visibility
with a history-independent fairness condition Fair[A]. The decision problem of determining
whether there exists a most general controller that enforces an objective Φ is EXPTIME-
complete for reachability objectives (Φ = ♦F ) and co-safety objectives (Φ = 〈〈L〉〉F )
where L is given as a deterministic finite automaton. For a history-independent fairness
condition Fair[A] that is finitary, the decision problem of determining whether there exists
a most general controller that enforces an objective Φ is EXPTIME-complete for invari-
ance objectives (Φ = F ) and co-safety objectives (Φ = [[L]]I) where L is given as a
deterministic finite automaton.
Size of the constructed most general controller. The number of modes for the constructed
most general controller for reachability, invariance, safety and co-safety objectives enforce-
able is bound by the number of Vctr-vertices in the corresponding complete-information
game. The number of fairness conditions constructed for reachability and co-safety objec-
tives is determined by the number of winning regions, which is linear in the number of
Vctr-vertices. As the generated fairness is history-independent, it again admits a concise
encoding linear in the number of states and transitions of the controller. The situation is
similar for the most general controller for invariance and safety objectives where the system
has a finitary fairness. Constructing a most general controller enforcing an objective Φ for
the types of objectives and scenarios considered in this Chapter is thus in EXPTIME.
Conjunctions of safety and co-safety objectives. Let Φ = Φ1 ∧ . . .∧Φn be a conjunction
of reachability, invariance, safety or co-safety objectives for a transition systemA with par-
tial control and observability and with an empty or finitary fairness condition. In the case
that Φ is enforceable for A, we iteratively construct a sequence C1, . . . ,Cn of most general
controllers Ci which enforce Φi for Ci−1 ./ . . . ./ C1 ./ A. As the fairness conditions
of the constructed controllers are guaranteed to be finitary, this can be achieved using the
algorithms detailed in this chapter.
Let r be the number of reachability and co-safety objectives in Φ, let s be the number of
invariance and safety objectives in Φ. If Φi is a safety or co-safety objective, let zi be the
number of states of the DFA for the regular language L in the objective and let zi = 1
otherwise. Then z =
∏n
i=1 zi is the product of the sizes of the various DFA in Φ.
The number of modes Mn of the last controller Cn is then bound by
|Mn| 6 2 · z · 22
r·|Q|,
where Q is the set of states of A. The first two factors correspond to information that is
observation-based, i.e., for every reachable vertex S ∈ Vctr the corresponding information
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is the same for every s ∈ S. The first factor, 2, corresponds to the marker for tracking
suspension. The second factor, z, arises from the product constructions for the DFA in
safety and co-safety objectives. As they represent a regular language over the observables
Obs and the product synchronizes over the observables, the state of a given DFA is the same
for all s ∈ S, where S ∈ Vctr is a reachable vertex from the initial vertex. The idempotence
of the powerset construction together with the fact that the controllers are deterministic and
synchronize over the observables ensures that the potential exponential blowup 2|Q| in the
number of states of A due to the partial information setting is only incurred once, ignoring
for the moment the impact of the markers for reachability/co-safety objectives.
The handling of reachability and co-safety objectives then introduces 2r copies of the orig-
inal set of states Q for correctly tracking the satisfaction of the individual objectives. If a
particular reachability or co-safety objective is observation-based, then the corresponding
factor 2 is not incurred in the exponent but as a normal factor, as then it suffices to maintain
marked and unmarked variants of the subsets instead of subsets of marked and unmarked
states. Therefore, if all the r reachability/co-safety objectives are observation-based then
the number of modes of the last controller Cn is bound by
|Mn| 6 2 · z · 2r · 2|Q|.
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Chapter 7
Most general controllers for
ω-regular objectives
We will now consider how to construct most general strategies for a more general class of
objectives, the ω-regular objectives (e.g. [GTW02]). The ω-regular objectives cover a wide
range of linear time objectives, in particular the objectives that can be specified using LTL
formulas. They are well-suited for an algorithmic approach, as their languages can be rep-
resented by nondeterministic Büchi automata and in the deterministic case by deterministic
ω-automata with the Rabin, Streett, parity and other acceptance conditions.
For simplicity of presentation we will concentrate on the case of observation-based objec-
tives, i.e., the case where it is possible to distinguish whether the objective has been violated
or not for a given path by only considering the path’s observation. It is however straightfor-
wardly possible to extend our approach to objectives that are not observation-based using a
product construction as in [CD10, Puc10].
To algorithmically treat ω-regular objectives, we use deterministic ω-automata with the al-
phabet Obs as language acceptors for observations. In our context, we not only have to deal
with infinite paths with infinite observations, where acceptance is determined as usual, but
also with divergence and the possibility that the path is finite. In both of these cases the
path’s observation is finite and thus acceptance by the standard ω-automaton is not defined.
We therefore augment the ω-automaton by a mechanism for specifying whether divergence
or termination of the system is allowed after a given observation.
We ultimately have to encode in the complete-information game the combined requirements
imposed by the objective and the fairness condition Fair[A] and use the Streett acceptance
condition for the simplicity of performing conjunction. We will later consider the necessary
modifications needed for other acceptance conditions.
As before, let A = (Q,Act ,−→A, Q0) be the transition system, together with the usual
information about visibility and controllability as detailed in Section 2.3.
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7.1 Observation-based ω-regular objectives
To allow the treatment of termination and divergence in our setting, we augment a standard
deterministic Streett automaton over the alphabet Σ = Obs as defined in Section 2.2 with
a mechanism to indicate whether termination or divergence should be allowed for a given
state of the automaton.
Definition 7.1 (Observation-based, deterministic Streett automata). A deterministic,
observation-based Streett-automaton is a tuple P = (P,Obs, δ, p0,Acc,Accstop,Accdiv),
with
• a finite set of states P and initial state p0 ∈ P ,
• an alphabet consisting of the observables Obs ,
• the total, deterministic transition function δ : P ×Obs → P ,
• Acc = {(R1, G1), . . . , (Rk, Gk)}, a finite set of acceptance pairs of states (Ri, Gi),
with Ri, Gi ⊆ P , forming the Streett acceptance condition for the infinite observa-
tions,
• acceptance conditions Accstop ⊆ P and Accdiv ⊆ P for the finite, maximal observa-
tions due to termination and divergence, respectively.
Recall that as the transition function ofP is total and deterministic, every observation relates
to a unique run in P: For every finite or infinite observation σ = o1o2o3 . . . ∈ Obs∞ there
is a unique run ξ = p0p1p2p3 . . . ∈ P∞ in P , with |ξ| = |σ| and pi+1 = δ(pi, oi) for all
i 6 |σ|. As usual, we extend the transition function δ for observations, δ : P ×Obs∗ → P ,
with δ(p, ε) = p and δ(p, o1o2o3 . . .) = δ(δ(p, o1), o2o3 . . .).
Recall further that an infinite observation σ ∈ Obsω is accepted by P , σ ∈ L(P), if the
corresponding infinite run ξ in P satisfies the Streett condition, i.e.,
L(P) =
{
σ ∈ Obsω : ξ |=
∧
16i6k
♦Ri −→ ♦Gi where ξ is the run for σ in P
}
.
Hence, for all pairs (Ri, Gi), if Ri is visited infinitely often on the run ξ, then Gi is visited
infinitely often as well.
We now relate acceptance by P to paths in the system A, considering the three different
cases of infinite observations, divergence and termination.
Definition 7.2 (Acceptance of paths in A). Let π be a path in A, let obs(π) ∈ Obs∞ be
its observation and let ξ ∈ P∞ be the corresponding run in P . Then, π is accepted by P iff
1. obs(π) is infinite and obs(π) is accepted by P , i.e., obs(π) ∈ L(P) or
2. obs(π) is finite, pn = last(ξ) is the last state in the corresponding run in P and
(a) π is infinite, i.e., the path diverges, and pn ∈ Accdiv or
(b) π is finite, i.e., the system terminates, and pn ∈ Accstop.
In essence, the two sets Accstop and Accdiv declare the states of P – and thus the set of
observations – where it is acceptable for paths to terminate or diverge. We denote by LA(P)
the set of finite or infinite paths in A that are accepted by P . We say a decision function d
enforces objective P iff it is admissible and all d-paths are contained in LA(P).
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S ↪→ 〈S,O〉 ∧ S ∈ Vctr ∧ 〈S,O〉 ∈ Venv ∧ p ∈ P
(S, p) ↪→P (〈S,O〉, p)
〈S,O〉 β↪→ S′ ∧ 〈S,O〉 ∈ Venv ∧ S ∈ Vctr ∧ p′ = δ(p, β)
(〈S,O〉, p) β↪→P (S′, p′)
〈S,O〉 ↪→ v ∧ 〈S,O〉 ∈ Venv ∧ v ∈ Vterm ∧ p ∈ P
(v, p) ↪→P (v, p)
Figure 7.1: Rules for the edge relation ↪→P of the product game, where ↪→ is the edge
relation as in Figure 5.1.
7.2 The complete-information ω-regular game
Given a transition system (A,Fair[A]) with the additional information about visibility and
controllability as before, let G = (V, ↪→) be the complete-information game obtained
from A# as in Section 5.1 and let P = (P,Obs, δ, p0,Acc,Accstop,Accdiv) be the de-
terministic, observation-based Streett automaton for the objective, with acceptance pairs
Acc = {(R1, G1), . . . , (Rk, Gk)}, i.e., a Streett condition with k acceptance pairs.
We perform a product construction between the game G and P to obtain the complete-
information game GP = (VP , ↪→P) where P serves as a monitor to determine acceptance
of the plays in the game. The set of vertices in the product game is VP = VPctr∪VPenv∪VPterm,
with VPctr = Vctr × P , VPenv = Venv × P and VPterm = Vterm × P , i.e., each vertex in the
complete-information game consists of a vertex of the underlying game G and a state of
P . The edge relation ↪→P in the complete-information game is given by the three rules in
Figure 7.1, where ↪→ is the edge relation as in Figure 5.1.
The first two rules ensure that the state of P embedded in the vertices of VP tracks the ob-
servables occurring in the plays. The third rule introduces self-loops on each of the terminal
vertices of the underlying game. This ensures that all maximal plays in GP are infinite and
simplifies the handling of these terminal states later on.
The initial vertex for plays in GP is the vertex ([Q0]∗, p0) ∈ VPctr, where [Q0]∗ is the initial
vertex of G and p0 is the initial state of P . As P is total and deterministic, the product
construction preserves the structure of the underlying game G and there exists a one-to-
one relation between maximal plays in G and GP by adding or stripping the state of P and
extending or contracting the plays reaching vertices in Vterm.
We can now treat GP as a standard two-player turn-based game, with the vertices VPctr be-
longing to player 1, while the vertices of player 2 consist of VPenv. The VPterm can either be
treated as belonging to player 1 or to player 2, as they only have a single self-looping edge
and thus provide only a single option to the player.
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We now consider how to encode the constraints on decision functions that enforce the ob-
jective into a winning condition for the game GP , i.e., a Streett condition over the vertices of
the game. The winning condition encodes three constraints for player 1. The first condition,
ΩP , ensures that the infinite observations of winning plays in the game are accepted by the
automaton P . The second condition, Ωterm, ensures that plays that reach a vertex in VPterm
are correctly classified as winning or losing depending on Accdiv and Accstop as well as the
failure to ensure admissibility. The third Streett condition, Ωfair, ensures that winning plays
have to satisfy the fairness condition Fair[A] of the system A.
The first part of the Streett winning condition ΩP =
{
(RP1 , G
P
1 ), . . . , (R
P
k , G
P
k )
}
for the
game GP is obtained by lifting the acceptance condition Acc =
{
(R1, G1), . . . , (Rk, Gk)
}
of P from states of P to the corresponding vertices in VPctr of GP , i.e., for 1 6 i 6 k,
RPi = {(S, p) ∈ VPctr : p ∈ Ri},
GPi = {(S, p) ∈ VPctr : p ∈ Gi}.
The second part of the Streett winning condition for the game, Ωterm = (Rterm, Gterm) is
obtained from Accstop and Accdiv in P , the accepting states in case of termination and di-
vergence, with
Rterm =
{
(stop(s), p) ∈ VPterm : p /∈ Accstop
}
∪
{
(div(s), p) ∈ VPterm : p /∈ Accdiv
}
∪
{
(fail(s), p) ∈ VPterm
}
and
Gterm = ∅
Hence Rterm contains exactly the vertices from VPterm that represent either non-accepting
termination, non-accepting divergence or failure to ensure admissibility.
Let Fair[A] = {F1, . . . ,F`} be the fairness condition of the system A. As in the pre-
vious chapter, we require that Fair[A] is history-independent (cf. Definition 5.1). Re-
call that this allows us to relate the vertices S in the game to the corresponding fair
choices as specified by Fair[A]. The third part of the Streett winning condition for GP ,
Ωfair =
{
(Rfair1 , G
fair
1 ), . . . , (R
fair
` , G
fair
` )
}
is then obtained by lifting the fairness condition
to the corresponding vertices, i.e., for 1 6 i 6 `,
Rfairi =
{
(S, p) ∈ VPctr : Fi(S|A) 6= ∅
}
,
Gfairi =
{
(〈S,O〉, p) ∈ VPenv : β ∈ O implies β ∈ O′ for some O′ ∈ Fi(S|A)
}
.
A vertex v ∈ VPctr of GP is thus contained in Rfairi if the observations that can be used to
reach v require a fair choice according to Fi of Fair[A]. Similarly, a vertex v ∈ VPenv of GP
is contained in Gfairi if the choice O is a fair choice according to Fi of Fair[A].
The Streett winning condition for GP is then given by ΩGP = ΩP ∪ Ωterm ∪ Ωfair, the
conjunction of ΩP , Ωterm and Ωfair.
The construction of GP ensures that there are no vertices without outgoing edges, thus all
maximal plays in GP are infinite. An infinite play η = v0 ↪→ v1 ↪→ v2 ↪→ . . . in GP is
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winning iff, for all pairs (RG , GG) ∈ ΩGP ,
η |= ♦RG → ♦GG ,
i.e., if there are infinitely many vertices in the play that visit RG then there have to be
infinitely many vertices that visit GG .
Infinite plays that have an infinite observation, i.e. that visit vertices in VPctr and VPenv in alter-
nation, are only winning if σ is accepted by P , i.e., σ ∈ L(P), which is ensured by ΩP and
if the observation is Fair[A]-schedulable, which is ensured by Ωfair. The infinite plays that
have finite observations, i.e., that reach a vertex v ∈ VPterm and stay there forever due to the
self-loop edge, are winning iff v /∈ Rterm, as otherwise Rterm is visited infinitely often, but
Gterm, being empty, is never visited. This is the case for all fail(s) vertices of the underlying
game, as these always represent failure to ensure admissibility. This is likewise the case
for those vertices where the corresponding state in P disallows divergence or termination,
respectively.
Lemma 7.3. Let η = v0 ↪→ v1 ↪→ . . . ↪→ vt ↪→ vt ↪→ . . . be an infinite play in GP
reaching a vertex vt = (v, p) ∈ VPterm. Then, η is winning iff the three following conditions
are satisfied:
(1) v 6= fail(s) for some state s,
(2) v = div(s) for some state s implies p ∈ Accdiv
(3) v = stop(s) for some state s implies p ∈ Accstop
Remark 7.4. The Streett pair (Rterm, Gterm) is the only pair in ΩGP that contains vertices
from VPterm and likewise does not contain vertices not in VPterm. Plays that visits a vertex
in VPterm then stays infinitely in that vertex. The pair (Rterm, Gterm) is thus the only pair
that determines whether these plays are accepted or not and furthermore does not affect
the acceptance of plays that never visit VPterm. It is therefore possible to avoid adding an
extra pair (Rterm, Gterm) by combining it with one or more of the other Streett pairs, without
changing the set of accepted plays in the game.
7.3 Constructing most general controllers for Streett objectives
We will now show how to construct a most general controller for the objective given by P
from the solution of the ω-regular game GP , i.e., the set of winning vertices for player 1
and a deterministic finite memory winning strategy in the game GP from all the winning
vertices. It is well known that two-player, perfect information turn-based ω-regular games
are determined [GTW02], i.e., that each vertex in the game is winning for exactly one of
the players, that there are deterministic finite-memory winning strategies for player 1 from
each of his winning vertices and that both the winning vertices and winning strategies can
be computed.
A deterministic winning strategy in the complete-information Streett game correspond to
an admissible decision function (cf. Lemma 5.10). Given the set of winning vertices and a
family of winning strategies inGP , i.e., one decision function from each winning vertex, we
can construct a most general strategy as follows. The strategy operates in two phases. In the
83
7.3. Constructing most general controllers for Streett objectives Chapter 7. Most general controllers for ω-regular objectives
first phase, the strategy allows all legal choices that allow staying in the region of winning
vertices. The fairness condition of the strategy is used to detect violations of the Streett
winning condition in the long run and forces the strategy into its second phase. There,
it plays according to the decision function (deterministic winning strategy in GP ) for the
game vertex where the switch to the second phase occurred.
As we are interested in constructing controllers, we rely on a family of finite-memory win-
ning strategies for each vertex. In practice, such finite-memory winning strategies share
a common set of modes that correspond to the vertices of the game plus some additional
memory. If that is not the case, i.e., each finite-memory winning strategy has its own, sep-
arate set of modes, it is easy to construct a “global” winning strategy by taking the disjoint
union of the different modes. We can thus consider the winning strategies from the different
vertices as a simplified controller, without annotations or fairness condition and having a de-
cision function template that offers exactly a single choice. In addition, we need a function
mapping the winning vertices to the corresponding mode.
Definition 7.5. LetWGP be the set of vertices in GP that are winning for player 1. A finite-
memory game strategy w = (Mw,∆w, µw, initw) for player 1 consists of
• Mw, a finite set of modes,
• initw : WGP ∩ VPctr → Mw, a function determining the initial mode for a given
winning vertex,
• ∆w : Mw → 2Obs , a function providing the choice of the successor vertex, and
• µw : Mw ×Obs →Mw, a function updating the mode for the observable chosen by
player 2.
Let η = v0 ↪→ v′0 ↪→ v1 ↪→ v′1 ↪→ . . . be a play in GP , starting from a vertex v0 ∈ W(GP)∩
VPctr and visiting only vertices from VPctr ∪ VPenv. Let σ = β1β2β3 . . . be the observation of
η and let m0,m1,m2, . . . be the corresponding sequence of modes, with m0 = initw(v0)
and mi+1 = µw(mi, βi). We say the play η is played according to w iff all VPenv vertices
v′i = 〈Si, Oi〉 in η satisfy Oi = ∆w(mi). A play that eventually visits only VPterm-vertices
is played according to w iff its maximal prefix consisting entirely of VPctr ∪ VPenv-vertices is
played according to w.
A finite-memory game strategy w is winning if all maximal plays played according to w
and starting in a vertex inWGP are winning in GP . In particular, all vertices visited in plays
played according to w are members ofWGP .
We now construct a most general controller for objective P from a solution of the complete-
information game GP , i.e., a set of verticesWGP ⊆ VP where player 1 can ensure winning
in GP and a winning finite-memory game strategy w = (Mw,∆w, µw, initw) in case that
the initial vertex ([Q0]∗, p0) ∈ WGP is winning for player 1.
The controller consists of two phases. In the first phase, it ensures that the winning region
WGP will not be left. The fairness condition ensures that non-winning plays eventually
switch to the second phase, where the controller then plays according to w. In case that
the initial vertex of the game is winning, i.e., ([Q0]∗, p0) ∈ WGP , we construct a controller
C = (M,m0,∆, µ, fair,Ann) with
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• a set Ann = {1, 2} for the two phases,
• the set of modes M = M1 ∪̇Mw, which is the disjoint union of the modes of the first
phase M1 =WGP ∩ VPctr and of the second phase Mw,
• the initial mode m0 = ([Q0]∗, p0) ∈M1 being the initial vertex of the game,
• the decision function template ∆ : M→ 22Obs with
∆(m) =
{{
〈O, 1〉, 〈O, 2〉 : O ∈ ∆1(m)
}
for m ∈M1{
〈O, 2〉 : O = ∆w(m)
}
for m ∈Mw,
where 〈O, a〉 denotes the set {〈β, a〉 : β ∈ O} and ∆1 : M1 → 22Obs is the deci-
sion function template that provides all the choices that ensure staying in the winning
region, i.e.,
∆1( (S, p) ) =
{
O : (S, p) ↪→P (〈S,O〉, p) and (〈S,O〉, p) ∈ WGP
}
,
• the next-mode function µ : M×Obs→M, with
µ(m, 〈β, a〉) =



µ1(m, β) for m ∈M1 and a = 1
initw
(
µ1(m, β)
)
∈MG for m ∈M1 and a = 2
µw(m, β) for m ∈MG and a = 2
and where µ1 is the function that returns the unique β-successor of the vertex m in
GP as in the previous chapter.
• the fairness condition fair = (F1, . . . ,Fk) for the Streett winning condition
ΩGP = {(RG1 , GG1 ), . . . , (RGk , GGk )} of GP such that, for 1 6 i 6 k:
Fi = {(m, 〈O, 2〉) : m ∈M1 ∩RGi and 〈O, 2〉 ∈ ∆(m)}
∪ {(m, 〈O, 1〉, (m, 〈O, 2〉) : m = (S, p) ∈M1, O ∈ ∆1(m) and
(〈S,O〉, p) ∈ GGi or m ∈ GGi }.
The controller starts in the first phase, in the mode corresponding to the initial game vertex.
In the first phase, it offers choices according to ∆1, which ensures staying in the winning
region and is offered in two variants: one annotated with 1, the other annotated with 2.
The controller stays in the first phase until an annotated observable with annotation 2 is
observed. In this case, the controller switches to phase two, the initial mode in the game
strategy w for the corresponding vertex. In this second phase, the annotations become irrel-
evant and are fixed arbitrarily at annotation 2. Now the controller behaves according to ∆w
and µw, i.e., the game strategy w.
The fairness condition of the controller ensures that the controller may only stay in the first
phase as long as the corresponding play satisfies the Streett winning condition in the game:
If there is a Streett pair (RGi , G
G
i ) where the mode (game vertex) infinitely often only occurs
in RGi but not in G
G
i , the fairness condition requires that eventually a choice annotated with
annotation 2 is chosen, switching to the second phase. On the other hand, if for every Streett
pair (RGi , G
G
i ) where R
G
i is visited infinitely often in the first phase G
G
i is visited infinitely
often as well, it is fine to always schedule choices with annotation 1, and the controller can
stay in the first phase.
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Theorem 7.6 (Soundness of the constructed controller for P).
(a) If ([Q0]∗, p0) ∈ WGP then the strategy SC induced by the controller C constructed
above enforces P .
(b) If there exists an admissible decision function d that enforces P then
([Q0]∗, p0) ∈ WGP and d is an instance of SC.
Hence, if the objective specified by P is enforceable then SC is a most general strategy
enforcing P .
Proof.
ad (a). To show that SC enforces P , we have to show that SC is admissible and that
π ∈ LA(P) for all initial SC-paths π, i.e., that all instances d of SC are admissible and that
for all instances d all d-paths are contained in LA(P).
We will first relate SC-paths with the executions in the controller and the corresponding
plays in GP .
Let π be an initial SC-path and let πC be one of the corresponding initial C ./ A-paths (see
Lemma 4.2) with πC|A = π. Let
π′ = m0
β1,a1−−−→ m1 β2,a2−−−→ m2 β3,a3−−−→ . . . ∈M× (Obs×M)∞
be the corresponding execution in C, i.e., with invisible actions removed, the states projected
on the modes and with the annotated observables labeling the transitions.
Let d be a corresponding decision function and let O′1O
′
2O
′
3 . . . ∈ (2Obs)∞ be the corre-
sponding sequence of annotated controller choices of an annotated instance corresponding
to d, with O′i ∈ ∆(mi) and 〈βi, ai〉 ∈ O′i for 1 6 i 6 |π′| and satisfying the fairness
condition of the controller. This corresponds to a maximal, initial play in GP
η = v0 ↪→P v′0
β1
↪→P v1 ↪→P v′1
β2
↪→P v2 ↪→P v′2
β3
↪→P . . . ,
where v′i = (〈S,O〉, p) ∈ VPenv for vi = (S, p) and where O = O′i|Obs ∈ ∆(mi). By con-
struction of the controller, all the vertices in the play belong to WGP . Furthermore, η is
winning for ΩGP . In case that at some point the controller switches to the second phase, the
suffix of η after the phase switch is winning because it is played according tow. But then the
whole play is winning, because a play in a Streett game is winning if any suffix is winning.
In the other case, where no switch to the second phase occurs, the play η is winning because
it satisfies the fairness condition fair. Assume by contradiction that η is not winning. Then
there exists a Streett acceptance pair (RG , GG) ∈ ΩGP such that η |= ♦RG ∧ ¬♦GG .
Let F be the corresponding element of the controller’s fairness condition fair. As there is
no switch of phase, for all i > 1, the choices O′i are annotated with 1. As η |= ♦RG , there
are infinitely many modes mi ∈ M1 ∩ RG , i.e., where F(β1, . . . , βi) 6= ∅. On the other
hand, as η |= ♦¬GG , from some index j ∈ N on it is the case that O′i 6∈ F(β1, . . . , βi)
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for all i > j. But this violates condition (I2) in Definition 3.2 due to the fact that d is an
instance of C. We conclude that η is winning.
We now show that SC is admissible. Suppose by contradiction that SC is not admissible
by violating one of the conditions (A1), (A2) or (A3) of admissibility. By Lemma 5.9, this
corresponds to the fact that η reaches a vertex of the form fail(s) for some state s. But any
maximal play that reaches a vertex of the form fail(s) is not winning for winning condition
ΩGP as fail(s) 6∈ WGP , which contradicts the fact that all vertices of η belong to WGP .
It remains to show that SC respects Fair[A]. Suppose by contradiction that SC does not
respect Fair[A]. Then, there exists a Fi ∈ Fair[A] and an initial SC-path π such that obs(π)
is not Fi-schedulable. But then the corresponding play η does not satisfy the Streett winning
condition (Rfairi , G
fair
i ), which contradicts the fact that η is winning.
Similarly, we show that π ∈ LA(P) for all initial SC-paths π, by showing that π ∈ LA(P)
for all initial d-paths and for all instances d of SC.
We first consider the case that the path π and the observation σ = β1β2 . . . βn are finite.
Then, the corresponding play η eventually always visits a vertex (stop(s), p) with s|A =
last(π). As the play is winning, p ∈ Accstop and therefore π ∈ LA(P). Likewise, if
π is infinite then π is divergent and the corresponding play eventually stays in a vertex
(div(s), p) with p ∈ Accdiv, i.e., π diverges from the state s|A and π ∈ LA(P).
It remains to show that π ∈ LA(P) in the case that both π and σ are infinite, which is the
case if observation σ is accepted by P . We show that σ is accepted by P if the play η is
winning. Note that the run ξ = p0p1p2, . . . for σ in P corresponds to the states pi in the
play η. Let (RGj , G
G
j ) be one of the Streett pairs in the winning condition ΩP of the game
GP and let (Rj , Gj) be the corresponding Streett pair in the acceptance condition Acc of P .
By construction of ΩGP , for all i > 0,
vi = (Si, pi) ∈ RGj ⇐⇒ pi ∈ Rj and vi = (Si, pi) ∈ GGj ⇐⇒ pi ∈ Gj .
Therefore, if RGj is visited infinitely often in the play η then Rj is visited infinitely often in
the run ξ. Also, if GGj is visited infinitely often in the play η then Gj is visited infinitely
often in the run ξ. As this is the case for all Streett pairs in the acceptance condition of P ,
the run ξ in P for observation σ is accepted by P iff the play η is winning. As we know that
η is winning, π ∈ LA(P). We conclude that SC enforces P for (A,Fair[A]).
ad (b). We show that if there exists an admissible decision function d that enforces P then
the initial vertex of GP is winning, ([Q0]∗, p0) ∈ WGP , and d is an instance of SC.
Claim 1. Let d be an admissible decision function that enforces P . Then,
([Q0]∗, p0) ∈ WGP .
Proof of Claim 1.
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As usual, w.l.o.g, we assume that d only schedules schedulable observables. We show that
([Q0]∗, p0) ∈ WGP by showing the stronger claim that all vertices v ∈ VP that are reach-
able by an initial, maximal play in GP played according to decision function d, i.e., where
the player 1 choices are determined by d, are winning, v ∈ WGP . As the initial vertex
([Q0]∗, p0) is trivially reachable, it is then surely contained inWGP .
Assume by contradiction that there is an infinite, initial play η in GP where the successor
chosen by player 1 is determined by d depending on the history of the play with at least one
of the vertices in η not contained inWGP .
Then, the play η either consists entirely of alternating VPctr and VPenv vertices or it reaches
some vertex from VPterm. In the first case, the play η has the form
η = v0 ↪→P v′0
β1
↪→P v1 ↪→P v′1
β2
↪→P v2 ↪→P v′2
β3
↪→P . . . ,
starting in v0 = ([Q0]∗, p0), with vi = (Si, pi) ∈ VPctr and v′i = (〈Si, d(β1 . . . βi)〉, pi) ∈
VPenv for some Si and pi and i > 0.
In the second case, the play η has the form
η = v0 ↪→P v′0
β1
↪→P v1 ↪→P v′1 . . . ↪→P vk ↪→P v′k ↪→P vt ↪→P vt ↪→P . . . ,
starting in v0 = ([Q0]∗, p0), with vi = (Si, pi) ∈ VPctr and v′i = (〈Si, d(β1 . . . βi)〉, pi) ∈
VPenv for some Si and pi and 0 6 i 6 k and with vt ∈ VPterm.
By the assumption, not all vertices in η are inWGP . We first consider the case that the play
reaches a vertex from VPterm and that vt is the first and only vertex in η that is not contained
inWGP .
By the construction of the game winning condition ΩGP , vt /∈ WGP implies that vt ∈ Rterm,
as otherwise the infinite play consisting solely of vt vertices would be winning for player 1.
It can not be the case that vt is of the form (fail(s), p), as then d would be non-admissible
(Lemma 5.9). If vt is of the form (div(s), p), then Lemma 5.8 provides the existence of an
initial d-path π with observation obs(π) = β1 . . . βk. As vt is not winning, p /∈ Accdiv.
But then π /∈ LA(P), as p = δ(p0, β1 . . . βk) /∈ Accdiv. Therefore, d does not enforce P ,
yielding a contradiction.
Likewise, if vt is of the form (stop(s), p), then Lemma 5.8 provides the existence of an
initial, finite d-path π with observation obs(π) = β1 . . . βk. As vt is not winning, p /∈
Accstop. But then π /∈ LA(P), as p = δ(p0, β1 . . . βk) /∈ Accstop. Therefore, d does not
enforce P , yielding a contradiction.
We now consider the case that the first vertex in η that is not contained inWGP is in VPctr ∪
VPenv. Let j > 0 be the first index such that vj /∈ WGP or v′j /∈ WGP and let
ηj = v0 ↪→P v′0
β1
↪→P v1 ↪→P v′1
β2
↪→P v2 . . . ↪→P v′j−1
βj
↪→P vj ↪→ v′j
be the play prefix of η until vertex v′j .
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Let dj be the decision function obtained by dj(σ) = d(β1 . . . βjσ), i.e., where the observa-
tion of ηj leading to v′j is prepended to the given observation.
We will now consider all plays η′ starting from vertex v′j and being played according to dj .
We claim that all these plays η′ are winning in GP . Assume by contradiction that this is
not the case, i.e., there is a play η′ that is not winning in GP . If η′ does reach a vertex
vt ∈ VPterm, then the concatenation of ηj and η′ has an infinite suffix consisting of vt. As η′
is not winning, vt /∈ WGP , and by the argument above, the play ηj · η′ demonstrates that d
is not admissible or does not enforce P .
It remains to consider the case that all vertices in play η′ are in VPctr ∪VPenv. As play η′ is not
winning, the concatenation of ηj and η′ is not winning either (a Streett play is not winning
if any suffix is not winning).
By Lemma 5.7 there exists an initial, infinite d-execution π with observation obs(π) =
obs(ηj · η′), i.e., with the same observation as the concatenation of the two plays. As ηj · η′
is not winning, there is a Streett pair of either ΩP or Ωfair that is not satisfied in the play. If
this pair belongs to Ωfair, obs(π) is not Fair[A]-schedulable and thus d is not admissible. If
the non-satisfying pair belongs to ΩP it follows that obs(π) 6∈ LA(P) and that therefore d
does not actually enforce objective P .
We thus conclude that all plays η′ starting from vertex v′j and being played according to dj
are indeed winning. But then, v′j has to be in WGP , as player 1 has a deterministic game
strategy (namely dj) to ensure that all plays starting from v′j are winning. If v
′
j was the first
vertex in η not inWGP , then we are done, as we have reached a contradiction. If vj /∈ WGP
was the first vertex in η not in WGP , then the fact that v′j ∈ WGP implies that vj ∈ WGP
as well, as player 1 can simply always choose vertex v′j from vj to ensure winning. This is
then again a contradiction.
We conclude that all vertices reachable by plays played according to d are indeed inWGP ,
especially ([Q0]∗, p0).
Claim 2. Let d be an admissible decision function that enforces P . Then d is an instance
of SC.
Proof of Claim 2. As usual, w.l.o.g., we assume that d schedules only schedulable ob-
servables. We show that d is a (plain) instance of SC. We show this by constructing an
annotated instance d′ by providing an annotation function ann : Obs∗ × Obs → Ann for
all d-schedulable observations σ.
We use the constant annotation function ann(σ, β) = 1 for all σ ∈ Obs∗ and all β ∈ Obs
that always assigns the annotation marking the first phase, i.e., the controller never switches
to the second phase.
Let d′ be the function obtained by annotating d. We show that d′ is an annotated instance of
SC and therefore d is an instance of SC.
We have to show that (I1) and (I2) in Definition 3.2 are satisfied. We first show (I1), i.e., that
d′(σ′) ∈ D(σ′) = ∆(µ∗(m0, σ′)) for all d′-schedulable annotated observations σ′ ∈ Obs∗.
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Let σ′ = β′1 . . . β
′
n and let σ = σ
′|Obs = β1 . . . βn. Consider the corresponding play
η = (S0, p0) ↪→P (〈S0, d(ε)〉, p1)
β1
↪→P (S1, p1) ↪→P . . .
βn
↪→P (〈Sn, d(β1 . . . βn)〉, pn)
ending in VPenv. As the annotation is always 1, mi = (Si, pi) = µ∗(m0, β1 . . . βi) ∈M1 are
the corresponding modes of controller C for i 6 n. By the proof of Claim 1, all vertices
in η are inWGP , i.e., for all i 6 n, (〈Si, d(β1 . . . βi)〉, pi) ∈ WGP and thus d(β1 . . . βi) ∈
∆1(mi) with mi = (Si, pi). Then, d′(β1 . . . βi) ∈ ∆(mi) for all i 6 n. Thus condition (I1)
is satisfied.
For condition (I2) to hold, d′ has to respect Fair, the fairness induced by the controller
fairness fair. Let us assume by contradiction that d′ does not respect Fair, i.e., there exists
an infinite, d′-schedulable observation σ′ = β′1β
′
2β
′
3 . . . and an F ∈ Fair such that condition
(I2.1) and (I2.2) are not satisfied. Let (RG , GG) be the Streett pair of ΩGP corresponding to
F. There are infinitely many positions i > 1 such that F(β′1 . . . β′i) 6= ∅ but only finitely
many positions j > 1 such that d′(β′1 . . . β′j) ∈ F(β′1 . . . β′j).
Let η be the corresponding play in GP , with βi = β′i|Obs , and
η = v0 ↪→P v′0
β1
↪→P v1 ↪→P v′1
β2
↪→P v2 ↪→P v′2
β3
↪→P . . . ,
Let ξ = p0p1p2 . . . be the corresponding run in P , with pi = δ(p0, β1 . . . βi).
As all observables are annotated with 1, ∆(µ∗(m0, β′1 . . . β
′
i)) = ∆1(µ
∗
1(m0, β1 . . . βi)) and
thus
d(β′1 . . . β
′
i) ∈ {O1 : O ∈ ∆1(µ∗1(m0, β1 . . . βi))}.
Therefore, there are only finitely many positions j > 1 such that
d(β′1 . . . β
′
j) ∈ F(β′1 . . . β′j) ∩ {O1 : O ∈ ∆1(µ∗1(m0, β1 . . . βj))}
and thus there are only finitely many positions j > 1 such that vj ∈ GG or v′j ∈ GG . On
the other hand, there are infinitely many positions i > 1 such that F(β′1 . . . β′i) 6= ∅. This
implies that there are infinitely many positions i > 1 such that vi ∈ (GG ∪ RG). As there
are only finitely many positions j > 1 where vi ∈ GG , there have to be infinitely many
positions i > 1 where vi ∈ RG .
In case that the offending Streett pair (RG , GG) ∈ ΩP , let (R,G) ∈ Acc be the corre-
sponding Streett pair of P . Then, ξ |= ♦R but ξ 6|= ♦G and ξ is not accepted by P .
As a consequence any initial, infinite path π with obs(π) = σ is not in LA(P). As σ is
d-schedulable, there exists an initial, infinite d-path π with obs(π) = σ (by Lemma 5.7 that
is not in LA(P). Therefore, d does not enforce P , leading to a contradiction.
In the other case, where (RG , GG) ∈ Ωfair, the observation σ is not Fair[A]-schedulable and
d is not admissible as it does not respect Fair[A], leading to a contradiction as well.
Hence, d′ satisfies condition (I1) and (I2) and is thus an annotated instance of SC and d is
an instance of SC.
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7.4 Complexity
Given a systemA and an observation-based, deterministic Streett automatonP , we consider
the size of the resulting game GP . The number of VPctr-vertices |VPctr| 6 2 ·2|Q| · |P | is bound
by the number of subsets of states Q of A multiplied by the number of states P in P and
multiplied by 2 to account for the tracking of suspension. As for reachability and invariance
objectives, the number of VPenv-vertices |VPenv| 6 |VPctr| · 2|Obs| is bound by the number of
all possible choices O ⊆ Obs for each of the VPctr-vertices. The set of terminal vertices
VPterm has a worst-case size linear in the number of tuples from Q# × P , i.e., |VPterm| 6
3 · 2 · |Q| · |P |, with the factor 3 accounting for the three different vertex types divergence,
failure to ensure admissibility and termination. Overall, we construct and solve a game
with O(2(|Q|+|Obs|) · |P |) reachable vertices. The number of Streett pairs of GP is the sum
of the number of Streett pairs of the automaton GP and the number of elements F of the
fairness condition Fair[A] of the system A. As noted above, the Streett pair for handling
VPterm-vertices can be combined with one of the other Streett pairs.
A result by Emerson and Jutla in [EJ88, EJ99] about Rabin tree automata translates to
the coNP-completeness of determining whether a given vertex in a 2-player complete-
information Streett game is winning for the first player, providing an algorithm which runs
in time (nk)O(k), where n is the number of vertices in the game and k the number of Streett
pairs. Applying this algorithm to our gameGP yields an EXPTIME upper bound for the de-
cision problem of determining whether there exists a most general controller for objective P
given a transition system (A,Fair[A]) with history-independent fairness. The EXPTIME-
hardness of the problem follows from the EXPTIME-hardness for reachability as detailed
in Section 6.6.
Theorem 7.7. Let (A,Fair[A]) be a transition system with partial control and visibility
with a history-independent fairness condition Fair[A]. The decision problem of determin-
ing whether there exists a most general controller that enforces an observation-based objec-
tive given as a deterministic Streett automaton P is EXPTIME-complete.
In addition to simply determining the set of winning vertices for the first player in the
game, to construct the controller we require additionally the construction of a correspond-
ing winning strategy w in the game. It is known that such winning strategies may require an
exponential amount of memory in the number of Streett pairs as a strategy to win a Streett
game may require memory of size k! [DJW97].
One algorithmic approach for solving Streett games [BLV96] consists of converting the
Streett game to a game with a parity acceptance condition by introducing a deterministic
monitor with k2 · k! states which maintains an “index appearance record” that tracks the
order and satisfaction of the various Streett pairs that appear in a play. While it is known
that deciding the winner in a parity game is in NP ∩ co-NP [EJS93] and even in UP ∩ co-
UP (unambiguous NP) [Jur98], up to now no polynomial time algorithm is known to exist.
There is a wide variety of algorithms proposed in the literature optimized for different situa-
tions, e.g., [McN93, Zie98, Jur00, Sch07, JPZ08], for a survey see [Jur11]. For the common
case where the number of priorities in the game is significantly smaller than the number of
game vertices, i.e., the largest priority is smaller than
√
n, the algorithm with the best cur-
rently known upper bound on the running time is due to Schewe [Sch07], with a running
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time of O(n
d
3
+O(1)). After the winning vertices in the parity game and a positional strategy
have been determined, a finite-memory winning strategy for the original Streett game can
be constructed with the memory consisting of the index appearance records.
Another algorithmic approach due to Piterman and Pnueli [PP06] directly solves the Streett
game and allows the construction of a winning strategy for the game, improving the upper
bound on the running time of the originally proposed algorithms [EJ88, PR89]. Given a
Streett game with n vertices, m edges and k Streett pairs, their algorithm can determine the
winning vertices and a winning strategy in timeO(m ·nk+1 · k · k!) and spaceO(n · k · k!),
with the constructed winning strategy requiring a memory of k!.
Having solved the Streett game, the constructed finite-memory winning strategy for the
game thus has a worst-case memory requirement of k!. The controller representing w, i.e.,
the controller for the second phase, has to additionally track the current vertex of the game
and thus has at most |VPctr| · k! modes, while the number of modes in the first phase is bound
by |VPctr|. The number of modes in the constructed controller C is thus bound byO(|VPctr|·k!),
allowing the construction of a most general controller in EXPTIME.
7.5 ω-regular objectives with other acceptance conditions
Our general approach to observation-based, ω-regular objectives can be applied as well for
other, more restricted acceptance conditions, as long as they can be syntactically expressed
as a Streett condition and as long as they are capable of encoding the acceptance condi-
tion for the VPterm-vertices. This is for example the case for Büchi acceptance or the parity
acceptance condition.
For a transition system A that has no fairness condition Fair[A] and an automaton P with
such a restricted acceptance condition, the resulting game then can be likewise regarded
as a game with the restricted acceptance condition, potentially benefitting from a lower
complexity of solving the game and constructing a winning game strategy. For example,
it is known that winning strategies for parity games can be constructed without requiring
additional memory, as they admit positional winning strategies. On the other hand, while
both deterministic parity and Streett automata are capable of representing all ω-regular lan-
guages, for particular languages the parity automaton may require exponentially more states
than a Streett automaton for the same language. For a more detailed discussion, we refer to
Chapter 9.
If the transition system A has a fairness condition Fair[A], the situation gets more compli-
cated, as each fairness condition F ∈ Fair[A] corresponds to an additional Streett pair in
our approach. For parity acceptance, the requirements imposed by each F can be checked
by a simple deterministic monitor with 3 states and 3 priorities. These monitors can be put
in parallel to the game, inducing a generalized parity condition, i.e., a conjunction of multi-
ple parity conditions, one from P and one for each F ∈ Fair[A]. Chatterjee, Henzinger and
Piterman propose in [CHP07] a variant of Zielonka’s algorithm for Streett games [Zie98]
that takes the additional structure of generalized parity conditions into account. This im-
proves the upper bound on the running time in contrast to simply regarding the generalized
parity game as a Streett game. Another approach would be using the product construction
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Figure 7.2: a) Example transition system, b) deterministic finite automaton ZL and c) de-
terministic Streett automaton P recognizing “eventually β2”
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Figure 7.3: Transition system induced by the controller for Φ1 = 〈〈L〉〉Q.
for conjunctions of deterministic parity automata due to Carton [Car93, Car96] to combine
the generalized parity condition into a single parity condition at the cost of an increased size
of the automaton.
7.6 Comparison with the specialized constructions
The general approach of the most general controllers constructed for observation-based,
ω-regular objectives presented in Section 7.5 differs significantly from the approach uti-
lized for the most general controllers for reachability and co-safety objectives presented in
Chapter 6. We illustrate this using a small example.
Consider the transition system A in Figure 7.2a) with Act = Actctr = {α, β1, β2}, iden-
tifying the actions with their observables, and the objective “eventually β2”. This corre-
sponds to the co-safety objective Φ1 = 〈〈L〉〉Q, where Q is the full set of states of A and
L = Obs∗β2 is the regular language requiring that eventually β2 occurs. Figure 7.2b) shows
the deterministic finite automaton ZL recognizing L, while Figure 7.2c) shows the deter-
ministic Streett automaton P recognizing the objective. For P , Accstop = Accdiv = {p1},
i.e., after β2 has occurred, termination and divergence are permitted.
The most general controller C1 for Φ1 = 〈〈L〉〉Q constructed using the algorithm in Chap-
ter 6 has the transition structure shown in Figure 7.3, with decision function template
∆(m0) =
{
{α}, {β1}, {α, β1}
}
,
∆(m1) =
{
{α}, {β2}, {α, β2}
}
and
∆(m2) =
{
O ⊆ Obs : O 6= ∅
}
.
The fairness condition of the controller fair = {F1,F2} is given by F2 =
{
(m0, {β1})
}
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Figure 7.4: Transition system induced by the controller for Φ2 = P .
and F1 =
{
(m1, {β2})
}
. Thus, in all modes the controller allows all admissible choices,
with the fairness condition gently “pushing” in the direction that ensures that the objective
will be enforced.
In contrast, a most general controller C2 for Φ2 = P using the construction in Section 7.3
has two distinct phases. Figure 7.4 depicts the transition structure of such a generated con-
troller, with the modes m0,m1,m2 belonging to the first phase and the modes mw0 ,m
w
1 ,m
w
2
representing the second phase where the controller choices are determined by one of the
winning strategies in the game, in this example selecting choice {β1} in mw0 , {β2} in mw1
and {α} in mw2 .
The decision function template ∆ for the first phase corresponds to the decision function
template of the controller for Φ1, but offering all choices in a variant annotated with 1, i.e.,
for staying in the first phase and a variant annotated with 2, i.e., for switching to the second
phase:
∆(m0) =
{
{〈α, 1〉}, {〈β1, 1〉}, {〈α, 1〉, 〈β1, 1〉}, {〈α, 2〉}, {〈β1, 2〉}, {〈α, 2〉, 〈β1, 2〉}
}
,
∆(m1) =
{
{〈α, 1〉}, {〈β2, 1〉}, {〈α, 1〉, 〈β2, 1〉}, {〈α, 2〉}, {〈β2, 2〉}, {〈α, 2〉, 〈β2, 2〉}
}
,
∆(m2) =
{
〈O, 1〉, 〈O, 2〉 : ∅ 6= O ⊆ Obs
}
.
In the second phase, the decision function template offers only those choices that are se-
lected by the winning strategy in the game w, i.e.,
∆(mw0 ) =
{
{〈β1, 2〉}
}
, ∆(mw1 ) =
{
{〈β2, 2〉}
}
, ∆(m2) =
{
{〈α, 2〉}
}
.
The fairness condition of this controller fair = {F} then consists of a single condition
F =
{
(m0, 〈O, 2〉) : 〈O, 2〉 ∈ ∆(m0)
}
∪
{
(m1, 〈O, 2〉) : 〈O, 2〉 ∈ ∆(m1)
}
,
ensuring that a switch to the second phase occurs if the controller would otherwise stay
forever in m0 or m1.
Thus, the first phase of the controller for Φ2 and the controller for Φ1 allow similar choices,
those that are admissible and that ensure that the objective remains enforceable. In contrast,
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once the switch to the second phase happens in the controller for Φ2, the choices offered are
severely restricted, depending on the concrete winning game strategy w. Despite this, the
controller for Φ2 is likewise a most general controller, as it preserves all decision functions
that enforce the objective during the first phase. For example, a decision function enforc-
ing the objective “eventually always β2” in the product C2 ./ A would need to inhibit the
phase change to the second phase of C2 and then has to ensure that the fairness condition of
C2 ./ A is satisfied. Similarly, a decision function for the objective “first, 5 times α” in the
system C2 ./ A has to inhibit the switching to the second phase for the first 5 steps by only
scheduling the choice {〈α, 1〉} but can allow switching to the second phase afterwards.
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Chapter 8
Synthesis in the Reo and constraint
automata framework
A component-based approach to the design and modeling of complex systems facilitates
several beneficial design practices, such as separation of concerns, hierarchical modeling
via a step-wise refinement or the reuse of parts of existing systems. One of the core chal-
lenges in composing a system from different, potentially heterogenous parts is the question
of how the various parts can be successfully orchestrated to achieve the desired function-
ality. This is particularly important if there is not a singular sequential control flow, i.e.,
with components running in parallel, in different processes, on different processors or cores
or distributed on multiple servers. In contrast to the more traditional approach where the
synchronization of the different parts of a system is “hard-coded” in the individual compo-
nents, e.g., via the use of global, shared variables, specific locks or hard-coded channels,
the exogenous approach advocates and facilitates a separation of concerns by regarding co-
ordination as a first class concern. Components are seen as entities providing computation
or services via a well-defined interface, while the coordination of the various components
is specified in a coordination language, such as the channel-based coordination language
Reo [Arb04]. In Reo a network of synchronous and asynchronous channels connects the
interface ports of the components and allows the specification of a wide variety of synchro-
nization and coordination patterns. Reuse and adaptability of the components is enhanced,
as each individual component remains oblivious of the shape of the network in which they
are embedded, allowing their use in a variety of scenarios simply by changing the coordi-
nation network.
Constraint automata (CA) [BSAR06] provide a well-suited, compositional formalism for
the behavioral specification of the component interfaces, the constituent parts of the Reo co-
ordination network and their composition. They provide the underlying formalism for tools
such as the modeling and verification tool Vereofy1 [BBKK08, BBKK09, BKK11b] devel-
oped at our group at Technische Universität Dresden. Vereofy provides two input languages,
CARML (Constraint Automata Reactive Module Language) and RSL (Reo Scripting Lan-
guage) [BBKK09]. CARML allows the specification of the interface and behavior of com-
1http://www.vereofy.de/
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Figure 8.1: General scenario for component based controller synthesis
ponents and of channels by specifying their behavior via constraint automata in a manner
that is both user-friendly and suitable for an efficient symbolic internal encoding by Vereofy.
RSL allows scripted construction of Reo networks out of channels and components, provid-
ing operators for instantiating components and channels, composing them and for basic
forms of reconfigurations of the network topology. The different model checking engines
of Vereofy then allow the verification of a given individual component, coordination network
or of the composed system against specifications in a variant of LTL [BBKK08, BKK11b]
that allows the specification of properties over the states as well as the actions along a path
in a constraint automaton. Vereofy likewise supports the verification against specifications
in the branching-time logic BTSL (Branching-Time Stream Logic) [KB09, Klü12] and the
alternating-time logic ASL (Alternating-time Stream Logic) [KB10, Klü12]. Additionally,
a bisimulation checker [BB08] can be used to show behavioral equivalences. We have used
Vereofy for the modeling and verification of several case studies, e.g. [BBK+10, KKSB11].
The verification tools in Vereofy allow a user to verify automatically that the provided model
of the system works as specified. If problems are identified, the tools provide feedback
that hopefully enables the user to fix or refine the model. As this design process requires
considerable input and ingenuity on the part of the user, tool support for the orthogonal
but related question of controller synthesis is desirable. Consider the scenario presented
in Figure 8.1, posing the question whether there is a controller that coordinates a set of
components as well as optionally an already existing partial coordination network to ensure
that a given objective is satisfied. In the sequel, we will detail how our results of the previous
chapters can be applied to the Reo and constraint automata framework in the scenario above
and report on our prototypical implementation in the tool Vereofy.
The general approach is as follows. Given a scenario consisting of a set of components and
optionally a partial coordination network, we obtain a constraint automaton by the parallel
composition of the various parts as usual. Assumptions about the environment can likewise
be provided via constraint automata or in the form of the Reo network. Additionally, we
are given an objective Φ that should be enforced, as well as information about the control-
lability and observability of the various parts of the system. As constraint automata are a
special instance of transition systems, we can apply the techniques of the previous chap-
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ters and obtain a controller, again in the form of a constraint automaton, if the objective
can be enforced. The parallel composition of the controller and the original system then
ensures that the specification is satisfied, with the controller exogenously orchestrating the
rest of the system. As there are transformations from a constraint automaton to an equiv-
alent network of Reo channels, the controller can even be realized as a Reo coordinating
network [ABdB+05, BKK14].
The ability to exogenously control the system relies heavily on the support for partial in-
formation and partial control, as the controller can and should rely only on the observable
information in its decisions and not on unobservable internal state of the components. Like-
wise, it should only influence the behavior of the system by controlling the I/O-activity and
data flow at certain, controllable ports, which rules out direct manipulation of the internal
state or behavior of the components, i.e., by favorably resolving internal nondeterminism.
In the sequel we will briefly recapitulate the main concepts of the Reo and constraint au-
tomata framework and detail how our framework for the compositional construction of most
general controllers can be applied.
8.1 Constraint automata
A constraint automaton is a labelled transition system whose actions describe the I/O-
activity at a finite set N of data-flow locations. Each element A ∈ N stands for some
location where I/O-activity can occur, such as an interface port of a component, a channel-
end of a Reo channel or a Reo node in a connector network. When a data-flow location is
active, a data item can be observed. We assume here for simplicity that we deal with a sin-
gle, global data domain Data that contains all the possible data items that can occur at any
of the data-flow locations. The transitions of a constraint automaton are labeled by a pair
(N, g), where N ⊆ N corresponds to the set of data-flow locations that are active during
the transition and g is a data constraint that restricts the possible data items at the active
data-flow locations in N . Formally, data constraints are propositional formulas built from
the atoms “d(A) = x”, where data item x ∈ Data occurs at data-flow location A ∈ N , and
“d(A) = d(B)”, where the data items at data-flow locations A and B, with A,B ∈ N , are
the same.
Definition 8.1 (Data constraints). Data constraints are given by the following grammar:
g ::= true | d(A) = x | d(A) = d(B) | g1 ∨ g2 | ¬g
where A,B ∈ N and x ∈ Data . Other propositional operators such as conjunction (∧) or
implication (→) can be derived as usual. For a subset N ⊆ N , we denote the set of data
constraints using only atoms of the form “d(A) = x” and “d(A) = d(B)” with A,B ∈ N
by DC (N). d(A) 6= x stands for ¬(d(A) = x).
Definition 8.2 (Constraint automata). [BSAR06]
A constraint automaton is a tuple A = (Q,N ,−→, Q0) where
• Q is a finite set of states,
• N is a finite set of data-flow locations,
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• −→, the transition relation, is a subset of Q× 2N ×DC (N )×Q,
• Q0 ⊆ Q is the non-empty set of initial states.
We write q
N,g−−→ p instead of (q,N, g, p) ∈−→. For every transition q N,g−−→ p, we require
that g ∈ DC (N), i.e., that the data constraint only refers to data at the active data-flow
locations A ∈ N .
As there can be multiple data items that satisfy the guard of a transition, each transition
in a constraint automaton stands for a set of concurrent I/O-operations. A concurrent I/O-
operation (CIO) is an assignment of concrete data values to the active data-flow locations.
Definition 8.3 (Concurrent I/O-operations (CIO)). A concurrent I/O-operation is a par-
tial function assigning data values to the data-flow locations, i.e., a function c : N →
Data ∪ {⊥}, where the symbol ⊥ means “undefined” and signifies that the given data-
flow location is not active. We write active(c) for the set of data-flow locations A ∈ N
with c(A) ∈ Data . The empty concurrent I/O-operation, denoted ε, is the concurrent I/O-
operation where active(ε) = ∅. CION , or briefly CIO , denotes the set of all concurrent
I/O-operations. The set of concurrent I/O-operations consistent with a set of data-flow lo-
cations N and data constraint g ∈ DC (N) is then defined as:
CIO(N, g)
def
= {c ∈ CIO : active(c) = N ∧ c |= g},
where c |= g stands for the obvious satisfaction relation which results from interpreting the
data constraint g over the data assignments given by c.
A constraint automata with a set of data-flow locationsN thus induces a transition systems
as in Definition 2.1 with action set Act = CION . For each transition q
N,g−−→ q′ in the con-
straint automaton with a satisfiable guard there are corresponding transitions q c−→ q′ for all
c ∈ CIO(N, g) in the transition system. Constraint automata can thus be seen as transition
systems with a particular encoding of the actions that facilitates composition and other op-
erations in the context of Reo and that are particularly suited for a symbolic representation.
In the sequel, we thus identify a constraint automaton and its induced transition system.
Product of constraint automata. The product of constraint automata is the fundamental
operation for the parallel composition. Both automata involved in the product synchronize
their actions if they have shared data-flow locations:
Definition 8.4 (Constraint automata product).
Let A1 = (Q1,N1,−→1, Q10) and A2 = (Q2,N2,−→2, Q20) be two constraint automata.
The product of A1 and A2 is then the constraint automaton
A1 ./ A2 = (Q1 ×Q2, N1 ∪N2, −→, Q10 ×Q20)
where the transition relation −→ of the product constraint automaton is defined by the fol-
lowing rules:
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(1)
q
N1,g1−−−→1 q′ ∧ p N2,g2−−−→2 p′ ∧ N1 ∩N2 = N2 ∩N1
〈q, p〉 N1∪N2,g1∧g2−−−−−−−−→ 〈q′, p′〉
(2)
q
N1,g1−−−→1 q′ ∧ N1 ∩N2 = ∅
〈q, p〉 N1,g1−−−→ 〈q′, p〉
(3)
p
N2,g2−−−→2 p′ ∧ N2 ∩N1 = ∅
〈q, p〉 N2,g2−−−→ 〈q, p′〉
Both constraint automata A1 and A2 synchronize over the shared data-flow locations in
N1 ∩ N2. Rule (1) ensures that transitions with active data-flow locations shared between
the automata can only fire simultaneously and only if there is a corresponding transition
in the other automaton. The rules (2) and (3) are symmetric and allow transitions to fire
in either of the automaton if they do not involve active data-flow locations shared with the
other automaton because these transitions are independent of the other automaton.
Observation and control. In the context of exogenous control, it is most natural to specify
observability and control in terms of the data-flow locations that the controller can control
or observe. The observability and controllability of individual actions, i.e., concurrent I/O-
operations, is then straightforwardly derived. The suspend signal as well as the annotations
can likewise be realized as special data-flow locations.
For a set of data-flow locations N the controllability and observability is specified by sub-
sets Nctr ⊆ Nvis ⊆ N that classify a data-flow location as being controllable and visible,
respectively. Likewise, there is a subset of data-flow locations N# ⊆ Nctr that serve as
suspend signals. Furthermore, there is the set NAnn ⊆ Nvis of data-flow locations for anno-
tations introduced by controllers, with NAnn ∩ Nctr = ∅. Their use will be detailed later in
this chapter.
Recall that the set of actions Act of the transition system induced by the constraint automa-
ton corresponds to the set of concurrent I/O-operations over the data-flow locationsN , i.e.,
Act = CIO(N ). The set of visible actions
Actvis = {c ∈ CIO(N ) : active(c) ∩Nvis 6= ∅}
then corresponds to those CIOs where at least one visible data-flow location is active. The
set of controllable actions
Actctr = {c ∈ CIO(N ) : active(c) ∩Nctr 6= ∅}
corresponds to those CIOs where at least one controllable data-flow location is active. Like-
wise, the suspend actions are those CIOs where a data-flow location from N# is active, i.e.,
Act# = {c ∈ CIO(N ) : active(c) ∩N# 6= ∅}.
The set of observables Obs is then the projection of the visible actions to the activity at the
visible data-flow locations, i.e., Obs = CIO(Nvis) \ {ε}, with obs(c) = c′ ∈ CIO(Nvis)
with c′(A) = c(A) for A ∈ Nvis and c′(A) = ⊥ for A /∈ Nvis. The empty CIO ε is not
included in the observables as no visible data-flow locations are active, i.e., ε /∈ Actvis.
Initially, for a constraint automaton representing a system where no controller has been
applied, the set of annotations is empty, NAnn = ∅ and the partition of the observables of
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the visible but uncontrollable actions UObs =
{
{β} : β ∈ Obs \ Obsctr
}
is obtained as
usual.
Constraint automaton for the controller. Let A = (Q,N ,−→, Q0) be the constraint
automaton for the system that is to be controlled and let C = (M,m0,∆, µ, fair,Ann)
be a controller as in Definition 3.9. The controller induces a constraint automaton
AC = (M,Nvis ∪ {NAnn},−→C, {m0}), where the states of AC are the modes of the con-
troller and the single initial state is the initial mode of the controller. As the controller
synchronizes via the observables, i.e., CIOs over the visible data-flow locations, the set
of data-flow locations of AC consists of the set Nvis plus one additional, fresh data-flow
location NAnn for the annotation. An annotated observable 〈β, a〉 then corresponds to the
CIO β′ ∈ CIO(Nvis ∪ {NAnn}) with β′(A) = β(A) for A ∈ Nvis and β′(NAnn) = a, i.e.,
where the annotation data-flow location is active and the data at the location corresponds to
the particular annotation. We suppose here that the set Ann is contained in the global data
domain Data . If we deal with a plain controller, i.e., that does not use annotations, the ad-
ditional data-flow location for annotating the observables is not relevant and can be simply
omitted. As before, we identify the controller C and its induced constraint automaton AC.
The transition relation of the constraint automaton AC = (M,Nvis ∪ {NAnn},−→C, {m0})
induced by the controller with decision function template ∆ and next-mode function µ is
obtained as before, but now encoding the annotated observables via the corresponding set
of active data-flow locations and data constraint as follows:
m ∈M and 〈β, a〉 ∈ O for some annotated choice O ∈ ∆(m) and m = µ
(
m, 〈β, a〉
)
m
N〈β,a〉, g〈β,a〉−−−−−−−−→C m′
with the set of active data-flow locations N〈β,a〉 = active(β) ∪ {NAnn} and the data con-
straint
g〈β,a〉 = d(NAnn) = a ∧
∧
A∈active(β)
d(A) = β(A).
Product constraint automaton C ./ A. It is now easy to see that the product C ./ A as de-
fined for transition systems in Chapter 4 corresponds to the product for constraint automata
in Definition 8.4 when C and A are regarded as constraint automata. The two constraint
automata share the visible data-flow locations Nvis and therefore both automata synchro-
nize in the product over the observables (via rule (1) in Definition 8.4) for all observable
actions, as for these at least one data-flow location from Nvis is active. As every transi-
tion of C requires at least one visible data-flow location to be active, rule (2) never applies,
i.e., the constraint automaton C never moves alone. By the same argument, rule (1) with
(N1 ∪ N2) ∩ (N1 ∩ N2) = ∅, i.e., where no shared data-flow location is active, never
applies, as this would require a transition in C where the only active data-flow location is
NAnn. Rule (3) then allowsA to fire a transition with a non-visible action independent of C.
The set of data-flow locations of C ./ A consists ofN∪{NAnn}, the setsNctr andN# remain
unchanged from A, while the set of visible data-flow locations N ′vis = Nvis ∪ {NAnn} and
the set of annotation locations N ′Ann = NAnn ∪ {NAnn} are updated to include the fresh
annotation data-flow location. In particular, the observables Obs = CIO(N ′vis) \ {ε} of
C ./ A now all contain the active annotation data-flow location NAnn, with d(NAnn) ∈ Ann
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providing the annotation of the observable. The partition of the visible but uncontrollable
observables is obtained by identifying all observables that only differ in the their annotation,
i.e., only in the data at the annotation data-flow locations:
UObs =
{
{β′ ∈ Obs : β′(A) = β(A) for all A ∈ Nvis \ NAnn} : β ∈ Obs \Obsctr
}
.
The notion for a fairness condition of a constraint automaton then directly corresponds to
that of a fairness condition in a transition system of Chapter 4.
Most general controllers for constraint automata. The encoding detailed above allows
us to construct most general controllers for the various types of objectives in the constraint
automata setting, i.e., where the system is given in the form of a constraint automaton, the
controllers are likewise constraint automata and with the controlled system obtained by the
product of the two constraint automata.
8.2 The coordination language Reo
Reo [Arb04] is a channel-based, exogenous coordination language, allowing the specifica-
tion of the coordination glue between components by a network of channels, component
connectors and Reo nodes. We provide here a brief overview of the main concepts. Reo
channels are the primitive building blocks for the network. Each channel has two dis-
tinct channel ends. A channel end can be either a source end, through which data enters
a channel or a sink end, through which data leaves a channel. The operational semantics
of Reo networks can be provided in a compositional way using constraint automata for the
channels and an appropriate composition operator on constraint automata for the Reo join
operation, which joins channel ends together to form Reo nodes in the network. Compo-
nents are connected to the Reo network by connecting channel ends to the interface ports
of the components, taking care that only sink channel ends are connected to the input ports
of a component and source channel ends to the output ports. To encode the direction of
data-flow at the constraint automata level during composition, we use subsetsNin ⊆ N and
Nout ⊆ N of the data-flow locations in a constraint automaton. Data-flow locations that are
neither elements of Nin nor Nout correspond to data-flow locations that have already been
composed and thus are data-flow locations internal to the network.
Reo provides a library of basic channels, which can be extended by user-defined channels
by specifying their behavior as a constraint automaton and providing the necessary classifi-
cation of the channel ends into source and sink ends.
Figure 8.2 shows some of the most common channels and their constraint automata repre-
sentation, as well as two simple components.
The synchronous channel – Figure 8.2a) – synchronizes its source end and its sink end,
transferring the data item from the source end A to the sink end B. The synchronous drain
channel – Figure 8.2b) – has two source ends and synchronizes both of them, consuming
both data items. Note that we use here a synchronous drain channel that requires both
data items to be equal. A variant of the synchronous drain channel that does just requires
synchronous activity at A and B arises by replacing the data constraint in the constraint
103
8.2. The coordination language Reo Chapter 8. Synthesis in the Reo and constraint automata framework
{A, B}, d(A) = d(B)
a) Synchronous channel
b) Synchronous drain (with data equality)
c) FIFO1 channel
!1 0
{A}, d(A) = 0{A}, d(A) = 1
{B}, d(B) = 0{B}, d(B) = 1
A
A
A
B
B
B
N = {A, B}, Nin = {A}, Nout = {B}
N = {A, B}, Nin = {A, B}, Nout = !
N = {A, B}, Nin = {A}, Nout = {B}
{A, B}, d(A) = d(B)
d) Reader component
Reader A {A}, true
N = {A}, Nin = {A}, Nout = !
A {A}, true
e) Writer component
Writer
N = {A}, Nin = !, Nout = {A}
Figure 8.2: Basic Reo channels and a Reader and Writer component with their correspond-
ing constraint automaton. For the FIFO1 channel, the constraint automaton is shown for
Data = {0, 1}.
automaton by true. Figure 8.2c) shows a FIFO1 channel, which can store a single value
x ∈ Data received at the source end in its buffer, which is then available for transfer via
the sink end. The constraint automaton for the FIFO1 channel is depicted here for the data
domain Data = {0, 1}. The state called “∅” represents the configuration where the buffer
is empty, while the states “0” and “1” represent the configurations where the buffer contains
the corresponding data value. Figure 8.2d) and e) show basic components, a nondeter-
ministic reader and a nondeterministic writer, that can be used in the construction of Reo
networks. The reader accepts any data item offered at its input port A and the writer offers
any data item at its output port.
A Reo network then arises by joining channel ends at Reo nodes. Reo nodes mediate the
data flow of all the channel ends coinciding at a node. Vereofy supports two variants of
nodes, the standard Reo node (depicted as ) and the route node (depicted as ).
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A
B
C
D
E
F
G
H
I
A
B
C1
C2
C3
C4
D1 D2
E1 E2
F1 F2
F3
G1 G2
G3
H
I
a) b)
Figure 8.3: A Reo network of basic synchronous and FIFO1 channels, before (a) and after
(b) the channel ends are joined in Reo nodes.
As an example, consider the Reo network depicted in Figure 8.3. The left hand side shows
the channels with their channel ends before being connected to the nodes, while the right
hand side shows the network after the channel ends have been joined at the nodes.
We classify nodes by the types of channel ends that coincide at the node. A node where all
the channel ends are source ends is called a source node. If all the channel ends are sink
ends it is called a sink node. A node where both types of channel ends coincide is called
a mixed node. A mixed Reo node with standard semantics – such as nodes D,E,F,G in
Figure 8.3b) – is active (with data item x ∈ Data) if the following conditions hold:
(S1) Exactly one of the sink ends coinciding at the node is active, with data item x ∈ Data .
(S2) All of the source ends coinciding at the node are active with the same data item x ∈
Data .
As a consequence of condition (S1), a standard Reo node acts as a nondeterministic merger,
choosing exactly one of the channel ends capable of providing data at a given moment. The
second condition (S2) then ensures the replication of the data as the received data item is
copied to all the connected source ends simultaneously. Thus, a data item is suitable for
selection only if it can be passed on to all the connected source ends.
A mixed node with route semantics – such as node C in Figure 8.3b) – is active (with data
item x ∈ Data) if the following conditions hold:
(R1) Exactly one of the sink ends coinciding at the node is active with data item x ∈
Data .
(R2) Exactly one of the source ends coinciding at the node are active, with the same data
item x ∈ Data .
Condition (R1) is the same as (S1) for the standard Reo nodes, while condition (R2) re-
places the replicator semantics of the standard Reo node with a routing semantic, where the
received data item is routed to exactly one of the connected source ends.
Source nodes – such as nodes A and B in Figure 8.3b) – and sink nodes – such as nodes
H and I in Figure 8.3b) – can be regarded as open for reading and writing respectively,
and serve as the exported interface ports when regarding a Reo network as a component
connector, i.e., when a Reo network is used as a subcomponent in some other Reo network.
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A source node with the standard semantics is active if condition (S2) is satisfied, while a
sink node with the standard semantics is active if condition (S1) is satisfied. For source and
sink nodes with routing semantics, the same applies in regard to conditions (R2) and (R1)
respectively.
The behavior of each node can likewise be described by a constraint automaton. The be-
havior of the Reo network then arises by the composition of the constraint automata that
represent the behavior of the channels and constraint automata that represent the behavior
of the Reo nodes. For example, the Reo network depicted in Figure 8.3b) exhibits the fol-
lowing behavior. Data may enter the network at either node A or node B. The route node C
ensures that only one of these ports is simultaneously active, as it chooses one of the channel
ends C1 and C2. The data is routed to one of the channel ends C3 and C4 and thus to either
node D or E, i.e., one of the two FIFO1 channels if it is able to accept a new data item.
Node F can only be active if the upper FIFO1 channel is full, i.e., a data item may be read
via channel end F1, and if the data item can be copied to both the F2 and F3 channel ends,
i.e., the source end of the synchronous channel to node H and the upper source end of the
synchronous drain channel. As a consequence, the (data-aware) synchronous drain channel
between nodes F and G ensures that data may only be read from both FIFOs simultane-
ously and the data has to agree. The data-agnostic synchronous drain variant can be used
instead, enforcing only the synchronization but not data equality between nodes F and G.
When connected to some components via the open nodes A,B,H, I, the Reo network then
coordinates the communication between the attached components in the described manner.
8.3 The modeling languages CARML and RSL
The purpose of the input languages CARML and RSL of Vereofy is then to provide a con-
venient manner to model constraint automata and Reo networks. We provide here a brief
overview of the main concepts, for a more detailed description we refer to [BBKK09, BKK].
A CARML module defines a component or channel by specifying an interface, i.e., a set
of input and output data-flow locations, a set of local variables for the module with finite
domains and a description of the transitions. It induces a constraint automaton with the data-
flow locations in the interface. Each state of the constraint automaton then corresponds to a
valuation of the local variables. Consider the module definition in Figure 8.4 of a customer
from our initial example (cf. Figure 2.1).
First, a custom data type action_t is defined (line 1) to the singleton data domain {0},
representing an arbitrary signifying that the corresponding action is performed. Then, the
interface in the form of data-flow locations which can pass data items from action_t repre-
senting the different actions that the customer can take is defined (lines 4–11). Lines 13–20
then define a local variable state that can take values from the specified, enumerated set
and is initially set to the value WORKING. Lines 22–31 then describe the transitions in the
form of transition definitions. Each transition definition begins with a state guard, a propo-
sitional formula over constraints on the current values of the local variables. The second
part consists of an I/O-constraint, a concise description of the allowed activity at the data-
flow locations and which will be formally introduced below. The third part of a transition
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definition then consists of a list of assignments to the local variables. Variables that are not
explicitly assigned a new value remain unchanged. Each transition definition in a CARML
module then induces transitions in the constraint automaton from the states matching the
state guard with a concurrent I/O-operation matching the I/O-constraint and with a target
state that arises from the originating state by applying the corresponding state assignments.
The Customer CARML module thus induces a constraint automaton matching the transition
system for the customer in Figure 2.1. Lines 34–52 in Figure 8.4 then provide analogously
a CARML definition of the beverage machine, inducing a constraint automaton matching
the transition system for the customer in Figure 2.1.
As noted above, we use I/O-constraints, propositional formulas over the activity of data-
flow locations and the data items at the active locations to formalize sets of I/O-activity:
Definition 8.5 (I/O-constraints). The abstract syntax of I/O-constraints over the set N of
data-flow locations is given by the grammar
ioc ::= true
∣∣ A
∣∣ d(A) = x
∣∣ d(A) = d(B)
∣∣ ¬ioc
∣∣ ioc1 ∨ ioc2
where A,B ∈ N and x ∈ Data . Each I/O-constraint ioc stands for a set of concurrent
I/O-operations ‖ioc‖ ⊆ CION , defined as follows:
‖true‖ def= CION
‖A‖ def=
{
c ∈ CION : A ∈ active(c)
}
‖d(A) = x‖ def=
{
c ∈ CION : A ∈ active(c) ∧ c(A) = x
}
‖d(A) = d(B)‖ def=
{
c ∈ CION : A,B ∈ active(c) ∧ c(A) = c(B)
}
‖¬ioc‖ def= CION \ ‖ioc‖
‖ioc1 ∨ ioc2‖ def= ‖ioc1‖ ∪ ‖ioc2‖
As for the data constraints, we derive the standard propositional operators and syntactic
shorthand notations for data constraints. The notation {A1, . . . ,An} with A1, . . . ,An ∈ N ,
is used as a shorthand that specified that exactly the listed data-flow locations are active,
i.e., for
∧
A∈N A ∧
∧
B∈N\N ¬B with N = {A1, . . . ,An}.
Atomic propositions and transition labels. State guards can be seen as atomic proposi-
tions on the states of the induced constraint automaton. A CARML module can explicitly
specify a list of atomic propositions by providing a corresponding state guard, allowing their
use in formulas and objectives to concisely refer to these states. Likewise, a user of Vereofy
can directly use state guards in formulas or objectives, as Vereofy generates the appropriate
atomic propositions on-the-fly.
For transitions, CARML and Vereofy supports a similar concept of transition labels. After
defining a list of transition labels L = l1, . . . , ln in the interface part of a CARML mod-
ule, transition definitions can be marked with one or more of the transition labels using the
label(li) keyword. All transitions in the constraint automaton induced by this transition
definition are then marked with exactly the specified transition labels.
At the constraint automaton level this can be encoded by introducing a fresh data-flow
location Nli per transition label li. If there is a label(li) keyword in a transition defi-
nition then the induced transition requires Nli to be active. In the absence of the marker
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1 TYPE action_t = int(0,0);
2
3 MODULE Customer {
4 out: action_t work;
5 out: action_t wantCoffee;
6 out: action_t wantTea;
7 out: action_t requestCoffee;
8 out: action_t requestTea;
9 out: action_t takeCoffee;
10 out: action_t takeTea;
11 out: action_t complain;
12
13 var: enum {
14 WORKING,
15 WANT_COFFEE,
16 WANT_TEA,
17 REQUESTED_COFFEE,
18 REQUESTED_TEA,
19 WRONG_BEVERAGE
20 } state := WORKING;
21
22 state==WORKING -[ {work} ]-> state := WORKING;
23 state==WORKING -[ {wantCoffee} ]-> state := WANT_COFFEE;
24 state==WORKING -[ {wantTea} ]-> state := WANT_TEA;
25 state==WANT_COFFEE -[ {requestCoffee} ]-> state := REQUESTED_COFFEE;
26 state==WANT_TEA -[ {requestTea} ]-> state := REQUESTED_TEA;
27 state==REQUESTED_COFFEE -[ {takeCoffee} ]-> state := WORKING;
28 state==REQUESTED_COFFEE -[ {takeTea} ]-> state := WRONG_BEVERAGE;
29 state==REQUESTED_TEA -[ {takeTea} ]-> state := WORKING;
30 state==REQUESTED_TEA -[ {takeCoffee} ]-> state := WRONG_BEVERAGE;
31 state==WRONG_BEVERAGE -[ {complain} ]-> state := WORKING;
32 }
33
34 MODULE BeverageMachine {
35 in: action_t makeCoffee;
36 in: action_t makeTea;
37 in: action_t takeCoffee;
38 in: action_t takeTea;
39 in: action_t clean;
40 in: action_t suspend;
41
42 var: int(0,1) coffee := 0;
43 var: int(0,1) tea := 0;
44
45 // suspend action is always enabled (state guard is true)
46 -[ {suspend} ]->;
47
48 // clean machine if there are no beverages
49 coffee==0 & tea==0 -[ {clean} ]->;
50 coffee==0 -[ {makeCoffee} ]-> coffee:=1;
51 tea==0 -[ {makeTea} ]-> tea:=1;
52 coffee==1 -[ {takeCoffee} ]-> coffee:=0;
53 tea==1 -[ {takeTea} ]-> tea:=0;
54 }
Figure 8.4: CARML modules for the customer and beverage machine, corresponding to the
transition systems in Figure 2.1.
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for li, the data-flow location Nli is not active in the induced transition. For the compo-
sition of constraint automata these special data-flow locations are assumed to be unique
to each constraint automaton and thus can not serve for synchronization in the product.
Transition labels can then be used in I/O-constraints in formulas or objectives via the atom
has label(li) to select all concurrent I/O-operations that are marked with the corre-
sponding transition label.
Fairness conditions. To support the specification of fairness conditions for CARML mod-
ules, we have extended CARML and Vereofy to specify fairness conditions on sets of con-
current I/O-operations of a module. Vereofy supports the three usual fairness condition
types, strong fairness (♦R −→ ♦G), weak fairness (♦R −→ ♦G) and uncondi-
tional fairness (♦G), where R and G are sets of concurrent I/O-operations specified by
I/O-constraints. An infinite sequence of concurrent I/O-operations is then said to be fair if
it satisfies the conjunction of the fairness conditions of the CARML module.
In the CARML syntax, fairness conditions are specified using the fairness keyword,
fairness(strong): R =⇒ G;
fairness(weak): R =⇒ G;
fairness(unconditional): G;
whereR andG are I/O-constraints. Vereofy takes these fairness conditions into account dur-
ing the verification and considers only the set of fair paths in the constraint automaton, i.e.,
those where the sequence of concurrent I/O-operations along the path satisfies the fairness
conditions2.
RSL. A circuit definition in the Reo Scripting Language (RSL) is a recipe for the construc-
tion of a Reo network from components, channels and Reo nodes. It provides the following
basic Reo operations:
1. Instantiation of components, channels and Reo nodes.
2. Joining of channel ends, component ports and Reo nodes.
3. Splitting Reo nodes into two nodes, one source node where all the sink channel ends
of the original node are joined and a sink node where all the source channel ends of
the original node are joined.
To allow the parametrized construction of channels, i.e., building a FIFO buffer of size k by
connecting k FIFO1 channels, RSL supports control flow features such as script variables,
loops and conditionals. When an RSL circuit is instantiated, the corresponding script is
executed, finally resulting in a Reo network that can then be used as the basis for subsequent
operations such as verification or controller synthesis.
Figure 8.5 lists an RSL script that provides the scenario for the beverage machine exam-
ple and the resulting Reo network. The script consists simply of the instantiation of the
two components for the beverage machine and for the customer. They are assigned names
that allow references to their atomic propositions and local variables from formulas and
2Currently, handling of systems with fairness conditions is only implemented for the LTL model checker.
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1 CIRCUIT Scenario {
2 machine=new BeverageMachine(makeCoffee,makeTea,
3 takeCoffee,takeTea,
4 clean,suspend);
5 customer=new Customer(;work,wantCoffee,wantTea,requestCoffee,
6 requestTea,takeCoffee,takeTea,complain);
7 }
makeCo!ee
makeTea
takeCo!ee
takeTea
BeverageMachine :
machine
work
wantCo!ee
wantTea
requestCo!ee
requestTea
Customer :
customer
complain
suspend
clean
Figure 8.5: RSL script for the scenario in the beverage machine example and the resulting
Reo network.
objectives. During instantiation, the interface ports are assigned corresponding names, i.e.,
data-flow locations at the level of the Reo network. The data-flow locations that occur
during both instantiations, takeTea and takeCoffee, are automatically joined and thus cor-
responds to mixed Reo nodes with standard semantics in the Reo network. The sink and
source nodes, i.e., the other nodes in the network are “open”. Vereofy assumes by default
that activity at such open nodes is enabled as long as the other connected channel ends al-
low the activity as well. It is for example never the case in this scenario that the customer is
blocked from activating the complain data-flow location because of a lack of possibility to
transmit the data item out of the complain node.
8.4 Synthesis of most general controllers in Vereofy
Figure 8.6 depicts the general structure of the compositional approach for the construction
of most general controllers as implemented in Vereofy. The starting point is an RSL script,
constructing a Reo circuit of the system out of components, Reo nodes and basic chan-
nels. All the different parts making up the Reo network are then translated into constraint
automata. The systemA that serves as the transition system for the controller synthesis sce-
nario then arises out of the composition via the constraint automata product operator. This
part of the procedure uses the standard Vereofy methods for building a symbolic, BDD-based
representation of the system constraint automaton A.
Given an objective as well as the necessary information about the controllability and ob-
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RSL circuit
for system
Objective ! Nvis, Nctr, . . .
Constraint Automaton A
(symbolic representation)
Complete-information game G
(explict, state sets symbolic)
if ! is enforceable, generate:
CARML module
for most-general C!
RSL circuit
for connecting C! and A
Figure 8.6: Structure of the compositional approach to the construction of most general
controllers in Vereofy
servability of the system, i.e., lists of the controllable and visible data-flow locations as well
as the identity of the suspend data-flow location (if it exists), our implementation in Vereofy
then begins with the controller construction phase. As a first step, the necessary transforma-
tions to obtain A# (and A#F in the case of reachability/co-safety objectives) are performed
on the symbolic representation of the system, as well as the product with the DFA in the
case of safety and co-safety objectives.
Subsequently, an explicit game graph of the complete-information game is created. The
information about the set of states S stored in the Vctr and Venv are maintained in their
symbolic BDD-representation. The game graph is then analyzed to determine whether the
objective can be enforced. If this is the case, a most general controller is generated in the
form of a CARML module, as well as an RSL script that generates a Reo circuit injecting
the generated controller into the original circuit, which can then serve as the input for a
next iteration with another objective or as the input for the formal verification algorithms of
Vereofy.
Remark 8.6. In case that the user wants to start with a single component instead of an RSL
circuit, Vereofy provides a “wrapping” mechanism to allow the embedding of the compo-
nent in a simple circuit that just instantiates the component and provides access to its ports
via simple synchronous channels.
8.4.1 Objectives
Figure 8.7 provides an overview of the construction of the types of games for the supported
objectives. The set of states I and F are provided by the user in the form of atomic propo-
sitions (state guards) over the states of A. The regular languages in the safety and co-safety
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[[!]]I
!F
!I
DFA for !
!!!""F DFA for !
LTL ! NBA for ! DSA for !
ltl2ba ltl2dstar
Invariance game G
Invariance + reachability
game G for
finitary fairness Fair[A]
Streett game G
with Streett pairs
from DSA and Fair[A]
Reachability game G
Parity game
solved with pgsolver
Figure 8.7: Overview of the game constructions for the various objectives supported by
Vereofy
objectives are given in the form of observable stream expressions, i.e., regular expressions
over I/O-constraints over the data-flow locations Nvis.
Definition 8.7 (Observable stream expression). The abstract syntax of stream expressions
over Nvis is given by the following grammar:
α ::= ioc
∣∣∣ α∗
∣∣∣ α1;α2
∣∣∣ α1 ∪ α2
where ioc ranges over all I/O-constraints overNvis. The language L(α) ⊆ Obs∗ of a stream
expression is then defined by structural induction. For this, L(ioc) is the set consisting of
the observations of length 1 given by ioc, i.e., L(ioc) = ‖ioc‖. Union (∪), Kleene star (*)
and concatenation (;) have their standard meaning as in ordinary regular expressions.
The stream expression α is transformed into a deterministic finite automaton (DFA) using
the standard Vereofy regular expression library as used for example for the BTSL and ASL
model checking. The DFA is then put in parallel with A# and A#F , respectively.
Observation-based LTL objectives. In addition to the reachability, invariance, safety
and co-safety objectives, the controller construction of Vereofy supports observation-based
LTL objectives. These are LTL formulas (see Definition 2.1) over the alphabet Obs of
observables. To concisely specify the observables, I/O-constraints are used as the atoms
of the LTL formula with the obvious semantics. For example, for a system with visible
data-flow locations Nvis = {A,B} and data domain Data = {0, 1}, the LTL objective
ϕ = ♦A −→ ♦(B ∧ d(B) = 1) is satisfied by all infinite observations where A being
infinitely often active implies that B is infinitely often active with data item 1. All finite
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observations satisfy ϕ as well. In the sequel we will use ϕ to denote observation-based LTL
formulas and Φ and Ψ to denote safety and co-safety objectives.
Our implementation in Vereofy first constructs a deterministic Streett automaton (DSA) Zϕ
(cf. Section 2.2) for ϕ using our tool ltl2dstar (cf. Chapter 9) which in turn uses the tool
ltl2ba by Gastin and Oddoux [GO01] to generate a nondeterministic Büchi automaton for
the (negated) formula. This NBA is then determinized to a Streett automaton. The default
construction used for the determinization and the one used in the experiments later in this
Chapter is Piterman’s construction [Pit07] (cf. the discussion in Sections 9.2 and 9.3). To
correctly handle finite observations, the LTL formula passed to ltl2dstar and ltl2ba is syn-
tactically modified with a special atomic proposition, marking termination. The resulting
DSA is then analyzed to determine the sets of automata states Accdiv and Accstop as in Defi-
nition 7.1 where divergence and termination may occur. Vereofy currently treats divergence
the same as termination for LTL objectives.
The DSA Zϕ is then integrated into the game construction as detailed in Chapter 7, with
the Streett pairs of the complete-information game arising from the Streett pairs of the ac-
ceptance condition of Zϕ and the fairness condition Fair[A] of the system. To solve the
Streett game and extract a winning game strategy to use for the second phase of the most
general controller, we first turn the Streett game into a parity game using the construction
proposed in [BLV96] by Buhrke, Lescow and Vöge (cf. Section 7.4). The resulting parity
game is then solved by the tool pgsolver [FL09], which provides efficient implementations
of a wide variety of algorithmic approaches to the solution of parity games. As recom-
mended in [FL09], we use the recursive solver as the default and in the experiments of this
thesis.
8.4.2 Most general CARML controllers
As described in Section 8.1, in the constraint automata context a most general controller
for an objective can also be seen as a constraint automaton and thus as well as a CARML
module that can then be used for subsequent composition in Vereofy. We now consider the
straight-forward encoding of a controller C as a CARML module MC as implemented in
Vereofy. The interface of MC consists of a port for each observable data-flow location as
well as an additional port for the annotations. If the controller is plain we omit the anno-
tation data-flow location. The direction of data-flow for the ports matches the direction of
data-flow in the data-flow locations in the system, with outgoing ports used for data-flow
locations in the system representing mixed nodes and for the annotation data-flow location.
To encode the modes of C, up to two variables are utilized in MC. The values of the first
variable mode encodes the game-related part of the controller modes by a finite range of
integers, while the second variable phase with values in {0, 1} encodes the current phase
of the controller for ω-regular objectives. The transitions of the controller are then straight-
forwardly encoded as CARML transition definitions by using the appropriate state guard,
I/O-constraint and state assignment.
We encode the fairness condition fair = {F1, . . . ,F`} of the controller as a fairness con-
dition in the CARML module. Recall that F(m) ⊆ 22Obs for an F ∈ fair and mode m of
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1 MODULE Controller0 {
2 in: int(0,0) clean;
3 in: int(0,0) makeCoffee;
4 in: int(0,0) makeTea;
5 in: int(0,0) suspend;
6 out: int(0,0) takeCoffee;
7 out: int(0,0) takeTea;
8
9 var: int(0,7) mode := 0;
10
11 mode==0 -[ {suspend} ]-> mode:=1;
12 mode==0 -[ {clean} ]-> mode:=0;
13 mode==0 -[ {makeTea} ]-> mode:=2;
14 mode==2 -[ {takeTea} ]-> mode:=3;
15 mode==2 -[ {suspend} ]-> mode:=4;
16 mode==3 -[ {suspend} ]-> mode:=5;
17 mode==3 -[ {clean} ]-> mode:=3;
18 mode==3 -[ {makeTea} ]-> mode:=6;
19 mode==4 -[ {takeTea} ]-> mode:=3;
20 mode==6 -[ {takeTea} ]-> mode:=3;
21 mode==6 -[ {suspend} ]-> mode:=7;
22 mode==7 -[ {takeTea} ]-> mode:=3;
23 }
Figure 8.8: Most general controller for Φ = [[true∗; makeCoffee]] false
the controller specifies the fair choices for m, with F(m) = ∅ signifying that mode m does
not impose any fairness condition. We utilize two transition labels ui, fi for each Fi ∈ fair,
with the label ui marking an unfair transition in regard to FI and the label fi marking a
fair transition in regard to Fi. For a mode m, if Fi(m) = ∅ then m is not relevant for the
fairness specified by Fi and thus all outgoing transition of m are neither marked with fi
nor ui. In the other case, where Fi(m) 6= ∅, an outgoing transition m β−→C m′ of m is
marked with the transition label fi if the (annotated) observable β is an element of some
fair choice O ∈ Fi(m) and marked with the transition label ui otherwise, i.e., if β is not an
element of any fair choice O ∈ Fi(m). The transition labels ui, fi are then used to specify
a strong fairness condition for the CARML module for each Fi ∈ fair, with the condi-
tion ♦has label(ui) −→ ♦has label(fi). The infinite sequence of concurrent
I/O-operations of a path in the constraint automaton induced by the controller module then
satisfies the fairness condition ♦has label(ui) −→ ♦has label(fi) exactly if
the sequence of CIOs – regarded as an observation over Obs – is Fi-schedulable.
As an example, we consider the most general controller in the beverage machine ex-
ample with the system given by the RSL script and corresponding Reo circuit as de-
picted in Figure 8.5 and the objective Φ = [[true∗; makeCoffee]] false, i.e., that the
machine should never make coffee. The controllable data-flow locations are given by
Obsctr = {makeCoffee,makeTea, clean, suspend}, the visible data-flow locations by
Obs = Obsctr ∪ {takeCoffee, takeTea} and with the suspend data-flow location suspend.
Figure 8.8 shows the automatically generated CARML module for the most general con-
troller for the objective Φ, with 8 modes. In mode 0, the controller permits the actions
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suspend, clean and makeTea, with suspend leading to the terminal mode 1. After the oc-
currence of makeTea, the uncontrollable observable takeTea is permitted, as well as sus-
pending the machine. Here however, the suspended machine wakes up again after takeTea
has occurred (mode 2). After takeTea, the controller moves to mode 3, where the same
pattern is repeated for the modes 4 to 7. This repetition is due to the fact that after the first
takeTea action the costumer can possibly be in his WRONG_BEVERAGE state as well and thus
the set of states in the game represented by mode 0 do not exactly match those of mode 3.
Vereofy optionally generates the CARML module with a compressed, binary encoding of
the transition definitions that speeds up the subsequent parsing in the next iteration.
Remark 8.8 (From constraint automata to Reo). Here we assume that the controller is
generated as CARML module. However, using the constructions presented in [ABdB+05,
BKK11b, BKK14] for the transformation of a constraint automaton into an equivalent Reo
network consisting of basic channels, the controller could likewise be completely realized
as a network of basic channels. The only further adaption to the presented constructions
that has to be made concerns the encoding of the fairness condition of the controller. This
could be for example realized by the introduction of Reo nodes with a fair routing semantic.
8.4.3 Connecting most general controllers in Reo and RSL
Having constructed a CARML module Controller i in the i-th iteration for the most gen-
eral controller, Vereofy then generates an RSL script ProdController i for the product of
the controller with the original system, which then can be used as the system for the next
objective in the next iteration. The generated RSL script performs the following operations:
1. First, it injects the RSL code of the original system. Thus, when ProdController i is
instantiated, first the Reo network of the original system is rebuilt. If the original sys-
tem contains fairness conditions, e.g., from previous most general controllers, some
meta-information is included that these fairness conditions should be ignored for rea-
sons of efficiency, as the fairness conditions of the newly created controller subsume
these old fairness conditions.
2. The generated most general controller Controller i is instantiated.
3. A sequence of split and join operations as well as node and channel instantiations is
performed to properly connect the controller to the Reo nodes of the original system
while maintaining the sink, source and mixed type of the nodes as detailed below.
4. If the controller has an annotation data-flow location, it is connected to a correspond-
ing Reo node in the network, which is attached to a reader component that always just
reads the annotations provided by the controller. This allows subsequent controllers
to attach to this annotation location and ensures that no additional sink or source
nodes are created.
5. As a last step, several meta-informations are attached to the network, storing the set
of observable and controllable data-flow locations, the identity of the suspend data-
flow location and information about the finitariness of the fairness of the controller,
which allows subsequent controller synthesis iterations to reuse this information and
warn the user about inconsistencies.
115
8.4. Synthesis of most general controllers in Vereofy Chapter 8. Synthesis in the Reo and constraint automata framework
N N
N (of C)
Figure 8.9: Connecting a visible source node N with standard semantics to the correspond-
ing controller port.
N (of C)
N NN
! N
Figure 8.10: Connecting a visible mixed node N with standard semantics to the correspond-
ing controller port. The same sequence of operations is applied for sink nodes with standard
semantics and all nodes with standard semantics.
We now detail how the controller component C is attached to the visible Reo nodes of the
existing network by the RSL script without changing the nature of the nodes, i.e., maintain-
ing their classification as source, sink or mixed nodes.
For source nodes with standard semantics, the controller is simply attached by a syn-
chronous channel leading to the corresponding controller port. Due to the replication se-
mantics of the Reo node, activity at the node is from then on constrained by the cooperation
of the controller.
For sink and mixed nodes with the standard semantics and for all types of nodes with routing
semantics, the connection is realized by first splitting the node N into a sink node N′ and
a source node N, connecting the sink node N′ to the corresponding controller port via a
synchronous drain channel and then connecting N′ to N using a synchronous channel, as
depicted in Figure 8.10. The node N′ is subsequently made anonymous to avoid pollution
of the name space.
Replacing previous controllers. As the implementation in Vereofy generates most general
controllers that only schedule schedulable observables, it is safe (cf. Section 4.3) in each
iteration to replace the previous controller rather than keeping and letting it execute in par-
allel. While this does not change the constructed games in subsequent iterations, it allows
for a more compact internal representation of the system and is thus more efficient in prac-
tice. When this optimization is enabled, the RSL script for the product of the system with
the newly constructed controller will inject the RSL circuit of the original system instead of
the RSL circuit for the system under consideration.
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8.4.4 Constructing most general controllers in practice
It is quite unsurprising and was confirmed by our initial experiments that a naive implemen-
tation of the game-based controller construction would not scale beyond extremely limited
toy examples mostly due to the exponential number of choices that are considered for each
Vctr-vertex in the game. This is further aggravated by the fact that the number of observ-
ables (observable concurrent I/O-operations) in the system grows exponentially with the
number of visible data-flow locations Nvis if the activity at these data-flow locations is in-
dependent, with the full nondeterminism leading to all combinations of activity appearing
simultaneously and non-simultaneously. Likewise, complex data items at the visible data-
flow locations tend to quickly increase the number of different observables. In the sequel,
we will detail several techniques that allow a more advanced treatment of the choices with
the effect that the number of Venv-vertices to be considered in the complete-information
game is significantly reduced in practice.
When constructing the complete-information game, the successors 〈S,O〉 ∈ Venv of each
vertex S ∈ Vctr represent the various choices O ⊆ Obs available to a decision function.
In the definition of the complete-information game in Chapter 5, all possible choices are
included, even though some can be immediately ruled out for representing inadmissible be-
havior. For these vertices, there exists at least one edge 〈S,O〉 ↪→ fail(s) to some fail-vertex.
As all fail-vertices are not winning for all the considered objectives, the 〈S,O〉-vertices with
an inadmissible choice O are losing as well. In practice, we thus do not generate vertices
representing inadmissible choices in the game. Recall that there nonetheless remains at
least one admissible choice, e.g., the full choice O = Obs in case that the system has not
been suspended or the choice consisting of all uncontrollable observables in the case that
the system has been suspended.
Furthermore, we omit the creation of choice vertices 〈S,O〉 where O schedules some ob-
servable that is not schedulable from any of the states in S. Clearly, a vertex 〈S,O〉 where
O contains non-schedulable observables has exactly the same edges and successors in the
game as the vertex 〈S,O′〉 where O′ is the choice obtained from O by removing all non-
schedulable observables.
We refer to these choices as Cadm(S) ⊆ 2Obs , the set of choices O ⊆ Obs that are both
admissible for a given set of states S and schedule only schedulable observables. This cor-
responds to the choices O in the complete-information game where the vertex 〈S,O〉 has
no edge to a fail-vertex and that has for every β ∈ O an edge 〈S,O〉 β↪→ S′ to some vertex
S′ ∈ Vctr.
In an additional attempt to reduce the number of choice vertices Venv that have to be gener-
ated and considered in the complete-information games, we apply two further reductions. In
the first reduction, we exploit the structural properties of decision functions we have shown
in Section 4.2. The second reduction relies on the specific structure in regard to the use of
annotations of the most general controllers we generate for ω-regular objectives as detailed
in Chapter 7. The decision function templates for all the controllers that employ annota-
tions provide choices that are fully annotated by a single annotation. When considering the
potential choices in the game of a subsequent iteration, i.e., for a system C ./ A, we will
later show that it is then sufficient to consider only choices that are likewise annotated with
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a single annotation.
First, our goal is to construct a subset Cred(S) ⊆ Cadm(S) of the admissible choices for a
given vertex S ∈ Vctr, such that a reduced game with only Venv-vertices of the form 〈S,O〉
withO ∈ Cred(S) is still sufficient for the construction of most general controllers. For this,
we exploit the following structural properties of the choices of decision functions:
1. Lemma 4.10 ensures that if two choices O1 and O2 can be used in a particular situa-
tion to enforce a given objective that then the union O1 ∪O2 can likewise be used to
enforce the objective. In particular, O1 ∪O2 will be admissible.
2. By Lemma 4.8, if a choiceO can be used in a particular situation to enforce an objec-
tive then any subset of O that is still admissible can be used instead of O to enforce
the objective.
3. On the other hand, if an admissible choice O cannot be used in a particular situation
to enforce an objective then any superset of O can likewise not be used to enforce the
objective (Lemma 4.9).
It is thus sufficient to only consider the “smallest” admissible choices, i.e., those that cannot
be decomposed into two or more choices that are still admissible. We say a subsetC ⊆ 2Obs
of choices is fully decomposed if none of the choices O ∈ C can be obtained by the union
O1 ∪ . . .∪On of a finite set of other choices Oi ∈ C \ {O}. We say a subset C1 ⊆ 2Obs of
choices covers another subsetC2 ⊆ 2Obs of choices if for everyO ∈ C2 eitherO ∈ C1 orO
can be obtained by the union of a finite number of choices from C1, i.e., O = O1∪ . . .∪On
with Oi ∈ C1 for all 1 6 i 6 n.
We then denote by Cred(S) ⊆ 2Obs the smallest subset of choices that is both reduced and
covers Cadm(S), the set of admissible choices scheduling only schedulable observables. We
will later show that Cred(S) is uniquely defined.
Computing Cred(S). Algorithm 1 details a procedure for obtaining Cred(S) given the set
of admissible choices Cadm(S) for a Vctr-vertex S as input.
Algorithm 1
Computes the set of choices Cred(S) from the set of admissible choices Cadm(S) for some
set of states S
1: procedure COMPUTE CRED(S) FROM CADM(S)
2: Chosen ← Covered ← ∅
3: C = Cadm(S)
4: while C 6= ∅ do
5: select O ∈ C such that |O| 6 |O′| for all O′ ∈ C
6: Chosen ← Chosen ∪ {O}
7: Covered ← Covered ∪ {O} ∪
{
O ∪O′ : O′ ∈ Covered
}
8: C ← C \ Covered
9: end while
10: Cred(S)← Chosen
11: end procedure
The algorithm proceeds by choosing choices to include, stored in the set of choices Chosen
in a bottom-up manner. The set of choices C contains all admissible choices that have not
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yet been covered, with the set of choices Covered containing all choices that have already
been covered. The selection of the next choice O to be added to Chosen in line 5 picks one
of the remaining choices with the least number of elements, i.e., that could not be further
decomposed. Clearly, once a choice O with |O| = i is selected in line 5, all the other
choices O′ ∈ C with |O′| = i will in the end likewise be chosen, as they can not be added
to the set Covered in line 7 as the union of the previously covered choice and a newly
covered choice of the same cardinality. This shows that Cred(S) is uniquely determined.
Clearly, having to construct an explicit representation of the set Cadm(S) would defeat the
purpose of the reduction, as then again an exponential number of choices has to be consid-
ered. In our implementation in Vereofy we obtain a symbolic representation of Cadm(S) as
a BDD-encoded switching function, with the elements of the set Sched(S) = obs(Act(S))
serving as boolean variables, i.e., the union of the schedulable observables for all states in S.
The other sets of choices in the algorithm are similarly encoded, with a single choice O ⊆
Sched(S) corresponding to an assignment of the BDD-variables β1, . . . , βn ∈ Sched(S).
The implementation in Vereofy then relies on standard BDD-operations to perform the nec-
essary steps in the algorithm, with the selection of a choice O of minimal cardinality from
C corresponding to a custom BDD-operator that constructs a satisfying assignment with a
minimal number of positive variables.
As a special case, the situation where all states in S have exactly the same outgoing observ-
ables, e.g., where S is a singleton set, is detected at the symbolic level before the calcula-
tions ofCred(S) andCadm(S), as in this case the set of choices inCred(S) can be determined
straightforwardly.
The reduced game Gred. We now consider the effect of using a reduced version of the
complete-information game in the algorithms to synthesize a most general controller for
a given objective. Let Φ be an invariance, reachability, safety, co-safety or omega-regular
objective of the form considered in Chapter 6 and Chapter 7 and let G be the correspond-
ing complete-information game, restricted to the Venv-vertices of the form 〈S,O〉 with
O ∈ Cadm(S), i.e., only considering choices that are admissible and schedule only schedu-
lable observables. We obtain a reduced game Gred by removing all Venv-vertices of the form
〈S,O〉 with O /∈ Cred(S). Intuitively, this reduced game only considers decision functions
with fully decomposed, admissible choices. This reduction preserves the reachability of
Vctr-vertices in the game, as the edges S ↪→ 〈S,O〉
β
↪→ S′ in G for some choice O and ob-
servable β ∈ O imply the existence of some O′ ∈ Cred(S) with β ∈ O′ and thus the edges
S ↪→ 〈S,O〉 β↪→ S′ in Gred. Otherwise, Cred(S) would not cover Cadm(S). Likewise, the
reduction preserves the reachability of Vterm-vertices. As each 〈S,O〉-vertice corresponds
to an admissible choice O, no fail-vertex can be reached, neither in G nor in Gred. Diver-
gence is independent of the choices, thus the reachability of div-vertices is unaffected by
the reduction. The reachability of stop-vertices in G and Gred is unaffected as well, as an
edge 〈S,O〉 ↪→ stop(s) for some admissible choice O implies the existence of the edge
〈S,O′〉 ↪→ stop(s) for all other admissible choices O′. This is due to the fact that termina-
tion at a state s for an admissible choice can only occur if s is terminal or if termination is
caused by suspension and under both circumstances the particular choice is irrelevant.
We first observe that the initial vertex of the reduced game is winning exactly if the initial
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vertex of the non-reduced game is winning. As we know, the initial vertex of the non-
reduced game is winning if there exists a decision function d that enforces the given ob-
jective Φ. But then there exists a decision function d′ whose choices are fully decomposed
(Lemma 4.8) that likewise enforces Φ. The plays corresponding to d′ visit only those Venv-
vertices with fully decomposed choices, i.e., those in the reduced game and the initial vertex
of the reduced game is thus winning iff the initial vertex in the non-reduced game is win-
ning. By the same argument, we obtain that each Vctr-vertex v is in the winning region of G
if v is in the winning region of Gred and vice versa.
We now show that we can reconstruct the relevant information for a vertex 〈S,O〉 ∈ Venv
with O /∈ Cred(S), i.e., a vertex that only appears in the non-reduced game G, from the
winning regions for the reduced game Gred. For this, we consider the different forms of
objectives.
Invariance objectives Φ = I , with empty fairness Fair[A]. Let Wred be the winning
region of the reduced game Gred, letW be the winning region of the non-reduced game G
and let 〈S,O〉 ∈ Venv be a vertex in G with O /∈ Cred(S), i.e., a vertex that is not in Gred.
We show that
〈S,O〉 ∈ W ⇐⇒ ∃O1, . . . , On such that O = O1 ∪ . . . ∪On
and 〈S,Oi〉 ∈ Wred for all 1 6 i 6 n.
The choice O is an element of Cadm(S) as 〈S,O〉 is a vertex in G. As Cred(S) covers
Cadm(S), there exists a set O1, . . . , On of choices in Cred(S) such that O = O1 ∪ . . .∪On.
Furthermore, the set of successor vertices of 〈S,O〉 corresponds to the union of the suc-
cessor vertices of 〈S,O1〉, . . . , 〈S,On〉. As 〈S,O〉 is a Venv-vertex, it is contained inW iff
all its successor vertices are likewise in W , which is exactly the case if all the successor
vertices of the vertices 〈S,Oi〉 for 1 6 i 6 n are elements ofW and thus the 〈S,Oi〉 are el-
ements ofW as well. The membership inW for the vertices in G that are not in the reduced
game Gred can hence be determined fromWred.
Reachability objectives Φ = ♦F . As the game G is identical for the cases where A has no
fairness condition and the case where A has a non-empty fairness condition, we can ignore
Fair[A] when examining the differences between G and Gred. By the same argument as for
invariance objectives, the membership of vertices 〈S,O〉 for reachability objectives with
O /∈ Cred(S) in the set of winning vertices W can be recovered from the set of winning
vertices in the reduced gameWred.
For reachability objectives, the detailed information about the membership of the vertices
in a particular winning region is necessary for the construction of the controller. We show
that membership in the winning regions for those vertices that are both in G and Gred is
identical and for those vertices that are only in G can be recovered from the winning regions
of Gred. Let 〈S,O1〉 ∈ W(i) and 〈S,O2〉 ∈ W be Venv-vertices that are winning in G such
that O2 ⊇ O1. As 〈S,O2〉 is winning, it is contained in some winning region W(j). As
the choice O2 offers more observables than the choice O1, the set of successor vertices
of 〈S,O2〉 is a superset of the successor vertices of 〈S,O1〉. The choice O2 thus offers
additional possibilities to the opponent which could be used to prolong the distance to the
reachability goal and as a consequence 〈S,O2〉 ∈ W(j) for some j > i. The first player
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can thus never reduce the worst-case distance from vertex S to the reachability goal by
selecting the successor 〈S,O2〉 over 〈S,O1〉 if both of them are winning. As a consequence
removing the 〈S,O〉-vertices with O /∈ Cred(S) in the reduced game Gred does not change
the membership of the vertices in Gred in the winning regions, i.e., for a vertex v that is both
a vertex of G and Gred membership in the winning regions is identical, i.e., v ∈ W(j) ⇐⇒
W(j)red .
To recover the membership in the winning regions of G for the omitted vertices 〈S,O〉 ∈
W with O /∈ Cred(S), we derive the worst-case distance to the reachability goal from the
winning regionsWred. Again, as Cred(S) covers Cadm(S) and O ∈ Cadm(S), the successor
set of the vertex 〈S,O〉 in G is the union of the successors of any decompositionO1, . . . , On
with Oi ∈ Cred(S). As 〈S,O〉 is winning, all successors have to be winning as well and
are thus contained each in a particular winning region. Let j be the smallest index such that
each successor v of 〈S,O〉 in G is a member of some winning regionW(i) with i 6 j. Then,
〈S,O〉 is an element ofW(j+1), as the opponent can select the particular successor vertex,
ensuring the “worst-case situation” of selecting a successor in W(j). We can thus recover
the membership in the winning regions for the vertices that are omitted in the reduced game.
Invariance objectives with non-empty fairness Fair[A]. As the algorithm for invariance
objectives with (finitary) fairness relies on slightly modified variants of the algorithms for
invariance and reachability objectives without fairness, the observations above apply to the
case with fairness conditions as well.
ω-regular objectives. As before, using Lemma 4.8 it can be shown that membership in the
set of winning vertices remains identical for the vertices that occur both in the non-reduced
game G and the reduced game Gred. In particular, there exists a winning game strategy
and corresponding controller that only schedules choices available in Gred. Note that this is
likewise a winning game strategy in G. By the same argument as for invariance objectives,
the membership of vertices 〈S,O〉 for ω-regular objectives with O /∈ Cred(S) in the set of
winning verticesW can be recovered from the set of winning vertices in the reduced game
Wred.
The induced transition system AC. We have shown that it suffices to solve the reduced
game Gred to determine the enforceability for the objective and that we can easily recover the
information about the winning regions for the omitted vertices. This allows us to construct
identical most general controllers from Gred and G.
In practice, we construct the most general controller as a CARML module, i.e., correspond-
ing to the induced transition system AC. The transition structure of the CARML module
for the most general controller is derived from the choices offered by the controller deci-
sion function template, but abstracts away certain information about the particular choices.
A transition with a particular observable β is enabled for a mode m in AC iff there is any
choice in the decision function template for m that offers β. The successor mode, i.e., the
successor state in AC, likewise does not depend on the particular choice but only on the
scheduled observable. As the choices of the reduced game cover the omitted choices, the
transition structure induced by the controller constructed from the reduced game Gred is
identical to the transition structure induced by the controller generated from G for all con-
sidered objectives. Vereofy thus constructs the CARML module directly from the reduced
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game Gred without having to reconstruct the omitted choices.
Similarly, the encoding of the fairness condition of the controller in the CARML module ab-
stracts away the particular choices. This allows the generation of the appropriate transition
labels directly from Gred.
Remark 8.9 (Size of Cred(S) in contrast to Cadm(S)). It is easy to see that the set of
choices Cadm(S) can contain a number of choices that is exponential in the number of ob-
servables. For example, consider the situation where all observables Obs are controllable
and schedulable from all the states S. In this case, all non-empty subsets of Obs are ad-
missible. The goal of switching from the game G to the reduced game Gred and thus from
the choices in Cadm(S) to Cred(S) for a particular vertex S is then to reduce the number
of choices that have to be considered. In many common cases, this reduction can have a
significant impact, for example in the situation described above. As all observables are con-
trollable and schedulable for state set S, the reduced set of choices for S consists only of
the singleton sets, i.e.,
Cred(S) =
{
{β} : β ∈ Obs
}
.
In the reduced game there is thus only a linear number of choices to consider for the vertex
S rather than an exponential number as in the non-reduced game.
On the other hand, there are situations where the Cred(S) nevertheless contains a number
of choices that is exponential in the number of observables. Consider the set of observables
Obs = Obs = {β1, β′1, . . . , βn, β′n}. We identify the actions with their observables and as-
sume that all observables are controllable. Intuitively, there are two copies of n observables.
Now consider the set of states S = {s1, . . . , sn} such that each state si with 1 6 i 6 n has
two outgoing transitions,
si
βi−→ s′i and si
β′i−→ s′′i .
The set of reduced choices then contains all choices that schedule exactly one of each βi or
β′i, i.e.,
Cred(S) =
{
O ⊆ Obs : for all 1 6 i 6 n either βi ∈ O or β′i ∈ O
}
.
The number of decomposed choices |Cred(S)| = 2n is thus exponential in the number of
observables, |Obs| = 2n. Therefore, even switching to the reduced game Gred may require
considering an exponential number of choices per Vctr-vertex.
In the literature [Rei84, RCDH07, Puc10], there is often the restriction that the enabledness
of actions can be inferred from the observations and is thus similar for all states in S. In this
restricted case Cred(S) contains only a linear number of choices in the number of enabled
observables for S.
Annotations and choices. The use of annotations in controllers increases the size of the
set of observables and therefore as well the number of possible choices to consider. For the
controllers generated by the algorithms for observation-based ω-regular objectives proposed
in Chapter 7 an annotation set of size 2 is employed, doubling the set of observables and
squaring the number of possible choices in the product transition system C ./ A. The use
of annotations by the constructed controller is however highly structured, as the choices of-
fered by the decision function template are admissible choices, each annotated consistently
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Figure 8.11: The general setting of the robot game, with two robots. The robots can move
up, down, left and right. Moving against the border of the playing field results in the robot
“bouncing” against the wall, with the robot ending up in its current field.
with a single annotation, i.e., for all choices O ∈ ∆(m) and modes m, 〈β1, a1〉 ∈ O and
〈β2, a2〉 ∈ O implies a1 = a2. In this restricted scenario we can strengthen Theorem 4.3,
ensuring that the compositional approach to the generation of most general controllers is
sound, as follows.
Lemma 8.10. Let Φ and Ψ be arbitrary linear time objectives and let C be a controller
with annotations Ann such that C most generally enforces Φ for (A,Fair[A]). If the deci-
sion function template of C only schedules choices that are consistently annotated, then, for
every decision function d enforcing Φ ∧ Ψ for (A,Fair[A]), there exists a decision func-
tion d′ for (C ./ A,Fair[C ./ A]) that enforces Ψ such that d is an instance of d′, when
d′ is viewed as a strategy for A with annotations Ann and such that all choices of d′ are
consistently annotated.
Proof. The decision function d′ constructed in the proof of Theorem 4.3 is an annotated
instance of SC. As the decision function template of SC only schedules choices that are
consistently annotated, all choices of d′ are likewise consistently annotated.
As a consequence of Lemma 8.10, it suffices in this case to only consider Venv-vertices in
the complete-information game that are consistently annotated.
8.5 Most general controllers for a robot game
In this section we consider a larger example to demonstrate the applicability of our approach
and evaluate aspects of the performance of the implementation. We consider the scenario
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Figure 8.12: The general scenario of the robots example. The two robots are represented by
two components, with additional Reo nodes introduced to signify rendezvous commands
for the robots and a Reo node for signaling the outcome of a rendezvous attempt.
depicted in Figure 8.11, with two robots placed on a playing field, parametrized with cols
columns and rows rows. The robots can move horizontally and vertically. The playing
field is surrounded by walls. If a robot tries to move against a wall, it remains in its old
position. This setting provides a variety of useful objectives for controller synthesis, such
as an objective requiring that the robots do not crash into each other, i.e., occupy the same
field, or that the robots successfully perform a rendezvous operation. We will later consider
different variants of this scenario where the controller has varying degrees of control over
the robots as well as varying degrees of visibility of the robots’ actions.
Figure 8.12 then depicts a Reo network that will serve as the basic scenario. The two robots
are represented by two components that offer an interface port for each of the commands
they can perform. These consist of the movement commands and two additional ports for
setting the position and getting the position of the robot. These two ports pass data items
from the data domain Pos = {0, . . . , cols − 1} × {0, . . . , rows − 1}, i.e., a coordinate of
a cell in the playing field. The data items at the other ports of the robot component are
irrelevant. In addition, three additional nodes are introduced. The first two represent com-
mands issued to one of the robots to perform a rendezvous operation, while the third node
is used to signal the outcome of the rendezvous operation, with data items from the data
domain {SUCCESS, FAILURE}. We consider a rendezvous attempt to be a success if the two
robots are adjacent, i.e., horizontally, vertically or diagonally next to each other. The three
nodes Rendezvous1, Rendezvous2 and RendezvousOutcome are connected to reader and
writer components simply to ensure that Rendezvous1 and Rendezvous2 are source nodes
and RendezvousOutcome is a sink node.
Figure 8.13 then depicts a fragment of the constraint automaton that describes the general
behavior of each robot component. The states of the robot component correspond to the
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x = 0, y = 0x = !, y = !
{SetPos},
d(SetPos) = !0, 0"
{Up}
{Down} {Left}
{Rig
ht}
{GetPos},
d(GetPos) = !0, 0"
x = 1, y = 0
x = 0, y = 1
{SetPos},
d(SetPos) = !0, 1"
{SetPos},
d(SetPos) = !1, 0"
. . . . . .
{Down}
Figure 8.13: A fragment of the constraint automaton for a robot. The robot can start moving
once the position is set via the SetPos port. The data-flow locations (ports) of the constraint
automaton are the four movement commands Up,Down, Left,Right (with an irrelevant data
domain), as well as two data-flow locations SetPos and GetPos for setting and reading the
position, with a data domain Pos = {0, . . . , cols − 1} × {0, . . . , rows − 1}. The full
automaton has rows · cols + 1 states.
current position of the robot on the playing field. Initially, this position is undefined and
the robot will not take any action until its position has been set using the SetPos command.
Once the position has been set, the SetPos command is never enabled again. The receipt of a
movement command leads to a successor state reflecting the new position, with movements
that bounce against a wall represented by self loops.
Synthesis of the rules of the game. What this scenario lacks at the moment are the basic
rules for the game, i.e., how the robots are allowed to take turns and how the rendezvous
commands and rendezvous outcome are related. Usually, in the Reo context, the user would
now start to design a Reo network to ensure that the design objectives are met, for example
adding asynchronous drain channels to ensure that both robots are not active at the same
time or a sequencer pattern to ensure that both robots take turns one after the other. Here,
we will however compositionally construct most general controllers that enforce the desired
rules of the game. For this purpose, in an initial phase, we consider all the data-flow loca-
tions to be controllable. Later, once the basic rules of the game have been synthesized, we
will switch to more restricted notions of control and observability. We now consider several
objectives that will in conjunction enforce the rules of the game.
• In the Reo circuit serving as our starting point (Figure 8.12), the data-flow locations
of the two robots as well as the data-flow locations for initiating a rendezvous and
signaling the outcome are disconnected, and all combinations of activity and data
items consistent with the constraint automata of the robots occur as observables. As a
first step we thus require that at any point in an observation only one robot can receive
a command and that the rendezvous outcome can only occur when none of the robots
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receives a command. This is formalized by the safety objective Φ1, with
Φ1 = [[true
∗;
( (
active.r1 ∧ active.r2
)
∪(
RendezvousOutcome ∧ (active.r1 ∨ active.r2)
) )
]] false
where active.ri = Upi ∨ Downi ∨ Lefti ∨ Righti ∨ Rendezvousi. The stream ex-
pression in Φ1 recognizes the bad prefixes of the undesirable observations, i.e.,
those where eventually both robots receive a command simultaneously or the
RendezvousOutcome data-flow location is active at the same time as a command
for one of the robots. A controller enforcing Φ1 has then to ensure that none of these
observations occur, as the set I where the recognized prefixes would be fine is empty
(false).
• The next objective, Φ2, ensures that whenever Rendezvous1 or Rendezvous2 are ac-
tive then RendezvousOutcome is active in the next observable step. Likewise, Φ2
ensures that whenever the RendezvousOutcome is active then a rendezvous has been
requested in the previous observables, i.e., Rendezvous1 or Rendezvous2 are active.
The corner case where RendezvousOutcome is active in the very first observable will
be implicitly ruled out by a later objective.
Φ2 = [[true
∗;
(
(Rendezvous1 ∨ Rendezvous2);¬RendezvousOutcome
)
∪(
(¬Rendezvous1 ∧ ¬Rendezvous2); RendezvousOutcome
)
]] false
• Objective Φ3 then ensures that GetPos1 and GetPos2 are always active together and
that they are only active when a rendezvous is requested, i.e., when Rendezvous1 or
Rendezvous2 are active as well:
Φ3 = [[true
∗;
(
(Rendezvous1 ∨ Rendezvous2) ∧ ¬(GetPos1 ∧ GetPos2)
)
∪(
(GetPos1 ∨ GetPos2) ∧ ¬(Rendezvous1 ∧ Rendezvous2)
)
]] false
• Objectives Φ4 and Φ5 then ensure that the outcome of a rendezvous attempt is cor-
rectly signaled with the data at RendezvousOutcome, i.e., that a rendezvous attempt
between two robots that are adjacent leads to a successful outcome (Φ4) and to an
unsuccessful outcome otherwise (Φ5):
Φ4 = [[true
∗;(
((Rendezvous1 ∨ Rendezvous2) ∧ GetPos1 ∧ GetPos2) ∧
areAdjacent(d(GetPos1), d(GetPos2))
)
;(
RendezvousOutcome ∧ ¬d(RendezvousOutcome) = SUCCESS
)
]] false
Φ5 = [[true
∗;(
((Rendezvous1 ∨ Rendezvous2) ∧ GetPos1 ∧ GetPos2) ∧
¬areAdjacent(d(GetPos1), d(GetPos2))
)
;(
RendezvousOutcome ∧ ¬d(RendezvousOutcome) = FAILURE
)
]] false
The function areAdjacent : Pos ×Pos → B takes two positions and returns true if
they are adjacent, i.e., the column indices and the row indices of both positions differ
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by at most 1, respectively. Thus, ‖areAdjacent(d(GetPos1), d(GetPos2))‖ corre-
sponds to those CION where the positions represented by the data items at GetPos1
and GetPos2 are adjacent.
• The next two objectives Φ6 and Φ7 ensure that it is not the case that two sequential
commands are for the same robot.
Φ6 =[[true
∗; active.r1; active.r1]] false
Φ7 =[[true
∗; active.r2; active.r2]] false
• The last objective Φ8 then ensures that the position of the robot r1 is set in the very
first step to a nondeterministically chosen value and that d(SetPos1) specifies a posi-
tion in the bottom row (y=0). In the next step, the position of robot r2 is set, with a
nondeterministically chosen position in the top row (y = rows − 1). In the third step
we require that a command to the first robot occurs, i.e., that robot r1 gets the first
turn.
Φ8 = [[
(
¬({SetPos1} ∧ d(SetPos1).y = 0)
)
∪(
true;¬({SetPos2} ∧ d(SetPos1).y = rows − 1)
)
∪(
true; true;¬active.r1
)
]] false
We use Vereofy to iteratively construct most general controllers CΦ1 , . . . , CΦ8 for the ob-
jectives, with all data-flow locations being controllable. The newly constructed controller
replaces the previous controller, i.e, CΦ1 is constructed for the bare system A, with the sub-
sequent controllers CΦi+1 then constructed for the system CΦi ./ A. Let GΦi be the game
constructed for objective Φi. Table 8.1 then provides statistics for varying field sizes for
the number of schedulable observables and vertices in G1 and G8, i.e., the game for the first
and for the last objective, as well as the number of modes in the constructed most general
controller. The last column provides the overall running time for the compositional con-
struction of the eight controllers. Before the first objective is enforced, both robots as well
as the rendezvous data-flow locations are completely independent of each other, leading to
a large number of different observables that are schedulable in the system. As the possible
behavior of the system is more and more restricted with each additional controller for the
objectives, the number of schedulable observables in the final game is significantly reduced
compared to the starting point, reflecting the gradual reduction in the nondeterminism in
the system. This is likewise reflected in a reduction of the game vertices, as less and less
potential choices have to be considered. The number of controller modes however increases
from the first to the last controller, as more and more complex rules have to be enforced.
As expected, increasing the size of the playing field increases the number of observables,
as more complex data items can occur at the SetPos and GetPos positions. The number of
game vertices and controller modes likewise increases with an increase in the playing field
size as the state space of the robots gets more and more complex.
We furthermore considered a variant where the robots exhibit slightly different behavior in
regard to the treatment of the walls of the playing field. In the previous variant, all move-
ment commands are always enabled (once a robot has been assigned its initial position). A
127
8.5. Most general controllers for a robot game Chapter 8. Synthesis in the Reo and constraint automata framework
Observables Game Vertices Modes Constructing
Field GΦ1 GΦ8 GΦ1 GΦ8 CΦ1 CΦ8 CΦ1 , . . . ,CΦ8
2× 2 2,027 146 20,184 2,254 25 87 5.0 s
3× 3 6,347 541 98,304 10,783 100 418 33.9 s
4× 4 16,427 1,514 306,456 33,304 289 1,301 134.0 s
5× 5 36,299 3,485 743,424 80,329 676 3,156 525.9 s
6× 6 71,147 6,994 1,536,216 165,346 1,369 6,523 1,574.7 s
Table 8.1: Statistics for the compositional construction of controllers CΦ1 , . . . ,CΦ8 .
movement attempt against a wall then just results in the robot remaining at its current posi-
tion. In the new variant, the movement commands that are not actually possible are disabled
by removing the corresponding self loops in the constraint automaton for the robot (cf. Fig-
ure 8.13). We call the robots in this variant “careful”, as they will not allow bouncing into
the walls. This small change will later lead to some differences in the possible strategies
available to a controller that can not see the initial positions of the robots, as now ensuring
admissibility becomes more complex. Table 8.2 then shows statistics for the construction of
most general controllers for objective Φ1, . . . ,Φ8. As can be seen, the only major difference
to the statistics for the standard variant lies in the number of game vertices that are consid-
ered, which is smaller due to the reduced number of choices that have to be considered. The
running time is similar3.
Observables Game Vertices Modes Constructing
Field GΦ1 GΦ8 GΦ1 GΦ8 CΦ1 CΦ8 CΦ1 , . . . ,CΦ8
2× 2 2,027 146 10,584 1,562 25 87 4.6 s
3× 3 6,347 541 64,896 8,552 100 418 27.9 s
4× 4 16,427 1,514 225,816 28,114 289 1,301 120.9 s
5× 5 36,299 3,485 584,064 70,292 676 3,156 497.5 s
6× 6 71,147 6,994 1,258,584 148,106 1,369 6,523 1,570.8 s
Table 8.2: Statistics for the compositional construction of controllers CΦ1 , . . . ,CΦ8 (variant
with “careful” robots).
Objectives for the robots. Now that we have constructed a system A′ = CΦ8 ./ A that re-
alizes the “rules of the game” as specified by the conjunction of the objectives Φ1, . . .Φ8, we
will in the sequel ignore that A′ has arisen from the application of most general controllers
and just consider A′ as the new system, with potentially different notions of visibility and
controllability.
We start with the setting where A′ is used as the scenario with the commands belonging to
the first robot being controllable (Nctr = {Up1,Down1, Left1,Right1,Rendezvous1}) and
where the remaining data-flow locations are observable, i.e., the controller can observe the
initial setting of the positions of both robots as well as all commands.
We then consider the objective Φ = ♦crashed , where crashed is an atomic proposition for
3 All experiments in this thesis were carried out using a dual-socket Intel Xeon L5630 (Quad-Core) machine
at 2.13 GHz with 192 GB total amount of RAM.
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all states where both robots are on the same position of the playing field. Using Vereofy, we
can determine that the objective Φ can not be enforced even though the exact position of the
second uncontrollable robot is known, as the second robot can ensure that if it is adjacent
to the other robot that then it is positioned diagonally and can thus prevent a crash. On the
other hand, the objective Φ = ¬crashed can be enforced, as the controller for the first
robot can use a similar strategy. In contrast, the objective that the first robot can successfully
avoid a rendezvous, i.e., objective
Φ = [[true∗; RendezvousOutcome ∧ d(RendezvousOutcome) = SUCCESS]] false
can not be enforced, as the other robot can approach the first one closely enough for the
rendezvous to succeed.
To assess the performance of a case with a large amount of uncertainty about the current
position of the robots and a large number of possible choices for a most general controller,
we consider the scenario of systemA′ where the commands to both robots are controllable,
i.e.,
Nctr = {Up1,Down1, Left1,Right1,Rendezvous1,Up2,Down2, Left2,Right2,Rendezvous2})
and the data-flow location rendezvousOutcome is the only additional observable data-flow
location. In particular the data items at SetPos1 and SetPos2 and thus the information about
the initial positions of the robots is not observable. We consider first the compositional
synthesis of most general controllers for the conjunction of a safety objective Φ1 enforcing
that the robots do not crash and a co-safety objective Φ2 enforcing a success rendezvous
eventually:
Ψ1 = ¬crashed
Ψ2 = 〈〈true∗; RendezvousOutcome ∧ d(RendezvousOutcome) = SUCCESS〉〉 true
We consider the two possible orders of composition, i.e., in the first case we synthesize a
most general controller for Ψ1 and system A′ first and then a most general controller for
Ψ2 for Ψ1 ./ A′. Algorithmically, this corresponds to the solution of an invariance and
then a reachability game without additional fairness conditions. In the second case we first
construct a most general controller for Ψ2 and then for Ψ1. During the construction for the
second objective Ψ1 therefore the (finitary) fairness condition of the first controller has to
be taken into account.
GΨ1 CΨ1 CΨ1 CΨ1 GΨ2 CΨ2 CΨ2 CΨ2
Field vertices modes fair. time vertices modes fair. time
2× 2 798 86 0 0.4 s 853 205 2 0.5 s
3× 3 13,752 2,082 0 6.0 s 14,884 3,616 6 16.4 s
4× 4 182,306 34,598 0 118.8 s 186,006 45,211 9 596.9 s
Table 8.3: Number of vertices in the game and controller modes/fairness conditions and the
construction time for the case where a most general controller for Ψ1 is generated first.
Table 8.3 shows statistics for the first case, i.e., where a most general controller for Ψ1 is
constructed first, while Table 8.4 shows statistics for the case where a most general con-
troller for Ψ2 is constructed first.
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GΨ2 CΨ2 CΨ2 CΨ2 GΨ1 CΨ1 CΨ1 CΨ1
Field vertices modes fair. time vertices modes fair. time
2× 2 2,022 433 2 0.5 s 2,022 205 2 1.3 s
3× 3 24,516 5,490 6 8.1 s 24,516 3,616 6 39.0 s
4× 4 243,382 56,201 9 151.7 s 243,382 45,211 9 1,164.0 s
Table 8.4: Number of vertices in the game and controller modes/fairness conditions and the
construction time for the case where a most general controller for Ψ2 is generated first.
When the most general controller for the safety objectives is constructed first, fairness con-
ditions are only imposed by the second most general controllers. When the order is reversed,
the most general controller for the co-safety objective Ψ2 simply adds the necessary fairness
to ensure that eventually a successful rendezvous takes place. The subsequent game for Ψ1
has the same number of vertices as the initial game for Ψ2. However, due to the additional
necessary handling of the (finitary) fairness conditions the time used for the construction of
the controller is increased compared to the other ordering. The number of modes of the sec-
ond controller, most generally enforcing the conjunction Ψ1 ∧Ψ2 is then the same for both
orders of construction. This conforms with the intuitive heuristic that applying invariance
and safety objectives first has the potential to prune the behavior of the system.
GΨ1 CΨ1 CΨ1 CΨ1 GΨ2 CΨ2 CΨ2 CΨ2
Field vertices modes fair. time vertices modes fair. time
2× 2 728 83 0 0.3 s 530 177 2 0.4 s
3× 3 12,991 1,559 0 4.1 s 11,105 2,675 7 7.8 s
4× 4 86,772 12,836 0 45.1 s 91,772 19,911 12 148.4 s
Table 8.5: Number of vertices in the game and controller modes/fairness conditions and
the construction time for the case where a most general controller for Ψ1 is generated first
(variant with the “careful” robots).
Table 8.5 shows statistics for the same scenario and objectives, but with the “careful” variant
of the robots. Recall that in this variant the robots only enable those movement commands
that can actually be carried out without bouncing into a wall. In the partial-information set-
ting where the controllers have to infer information about the current locations of the robots
by observing their movements this variant provides more information the controllers. Now,
observing some movement corresponds to an actual change of location, where in the other
variant it could also represent a bouncing against a wall with no change of location. How-
ever, to ensure admissibility, the controllers have to always offer at least one action that
is actually enabled. Comparing Table 8.5 with the corresponding Table 8.3 for the variant
with “non-careful” robots, the additional information that can be used by the controller is
reflected in a reduced number of game vertices. This variant imposes more complex de-
mands on the admissibility of choices. The resulting running times however suggest that
the techniques detailed in Section 8.4.4 perform well in practice.
Observation-based LTL objectives. We consider now again the same scenario in the vari-
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ant with “non-careful” robots, this time with observation-based LTL objectives. We com-
positionally synthesize most general controllers for the conjunction of the following three
objectives:
Ψ1 = ¬crashed
ϕ2 = ♦
(
RendezvousOutcome ∧ d(RendezvousOutcome) = SUCCESS
)
ϕ3 = ♦
(
RendezvousOutcome ∧ d(RendezvousOutcome) = SUCCESS
)
Objective Ψ1 specifies as before that no crash occurs. ϕ1 then corresponds to the objective
Ψ2 from before, specifying that eventually a rendezvous succeeds. ϕ3 then specifies that
infinitely often a rendezvous succeeds. The deterministic Streett automaton for ϕ2 as gen-
erated by ltl2dstar has 4 states and one Streett pair, while the DSA for ϕ3 has 5 states and
two Streett pairs. Table 8.6 then contains statistics for the controller generation for the three
objectives.
It can be seen that in the case of the game for ϕ2, the transformation from the Streett game
to the parity game does not increase the size of the game due to the simple structure of the
Streett acceptance in this case. For the games for ϕ3, there is a slight increase in the number
of vertices in the parity game, as now not only the Streett acceptance of the DSA for ϕ3 but
as well the fairness of the controller Cϕ2 has to be considered. Furthermore, it can be seen
that actually solving the parity game by the tool pgsolver is comparatively easy in contrast
to the time spent generating the game in the first place. We are quite confident that this part
of the controller generation in Vereofy can still be optimized further.
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2× 2 3× 3 4× 4
Ψ1 for A′
GΨ1 vertices 798 13,752 182,306
CΨ1 modes 86 2,082 34,598
CΨ1 time 0.4 s 4.9 s 118.8 s
ϕ2 for CΨ1 ./ A′
Gϕ2 (Streett) vertices 586 12,736 175,769
Gϕ2 (Streett) pairs 2 2 2
Gϕ2 (parity) vertices 586 12,736 175,769
Gϕ2 (parity) priorities 5 5 5
Gϕ2 (parity) pgsolver time 0.0 s 0.2 s 2.9 s
Cϕ2 modes 307 6,399 86,439
Cϕ2 fairness conditions 2 2 2
Cϕ2 overall time 0.5 s 10.6 s 465.0 s
ϕ3 for CΨ2 ./ A′
Gϕ3 (Streett) vertices 2,117 39,453 456,640
Gϕ3 (Streett) pairs 4 4 4
Gϕ3 (parity) vertices 2,575 43,137 482,185
Gϕ3 (parity) priorities 9 9 9
Gϕ3 (parity) pgsolver time 0.1 s 0.6 s 14.0 s
Cϕ3 modes 553 9,113 103,413
Cϕ3 fairness conditions 4 4 4
Cϕ3 overall time 1.3 s 57.3 s 1,996.6 s
Table 8.6: Statistics for the compositional synthesis of most general controllers for Ψ1, ϕ2
and ϕ3 in that order. For ϕ1 and ϕ2, first a Streett game is constructed with the given number
of vertices and Streett pairs, which is then transformed into a parity game with the given
number of vertices and priorities. This parity game is then solved using pgsolver. Finally,
the number of resulting controller modes and fairness conditions in the controller is listed,
as well as the overall time spent constructing and solving the games and extracting the most
general controller.
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Deterministic ω-automata for LTL
formulas
Automata on infinite words, ω-automata [Tho97, GTW02], play a vital role in the formal-
ization and algorithmic evaluation of non-terminating behavior. In contrast to the automata
on finite words, there exist a wide variety of acceptance conditions, such as Büchi, Rabin,
Streett and parity acceptance, as detailed in Section 2.2. They are, for example, used in the
automata theoretic approach [VW86, Var96] to formal verification to differentiate between
desirable and undesirable behavior of a system, with the algorithmic treatment relying on
graph algorithms such as product constructions and emptiness checks. In this context, the
specification takes the form of an ω-regular property and is usually given as a formula in
some logic, such as Linear Temporal Logic (LTL) [Pnu77]. The formula is then translated
into an appropriate ω-automaton. For some types of systems, e.g. standard labeled transition
systems, verification tasks such as model checking can be carried out using nondetermin-
istic ω-automata, usually nondeterministic Büchi automata (NBA), as Büchi acceptance is
a rather simple acceptance condition while still being capable of recognizing all ω-regular
languages when used in the nondeterministic setting. In the worst case, the NBA for an LTL
formula may require an exponential number of states in the length of the formula. Practical
experience, however, shows that for commonly used formulas and using efficient translation
algorithms and minimization heuristics the size of the NBA tend to be manageable and are
usually dwarfed by the size of the system to be verified, allowing the successful application
in practice.
In other contexts, the nondeterminism of NBA poses a challenge for the algorithmic treat-
ment and it is therefore desirable or even necessary to use deterministic ω-automata. This is
for example the case in probabilistic settings such as the quantitative analysis of Markov de-
cision processes [dA97, BK98, Var99], the analysis of games with ω-regular winning objec-
tives (e.g. [GTW02, RCDH07]) and the context of temporal logic synthesis [PR89]. In this
thesis we use deterministic ω-automata for the synthesis of most general controllers for ω-
regular objectives and observation-based LTL objectives. In contrast to NBA, deterministic
automata with the Büchi acceptance condition are not capable of recognizing all ω-regular
languages and more complex acceptance conditions like Rabin, Streett or parity acceptance
are needed. Unfortunately, the determinization of nondeterministic ω-automata may re-
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sult in yet another exponential worst case blowup in the size of the NBA [Mic88, Löd99].
Kupferman and Rosenberg showed in [KR11] that there exists a corresponding lower bound
of 22
Ω(n)
for the required number of states of a deterministic Büchi or deterministic Rabin
automaton for an LTL formula of length n.
Nevertheless, the hope is to construct deterministic automata of usable size for a sizable
fraction of the formulas relevant in practice. Towards this goal, we implemented the
standard algorithm for determinization of nondeterministic Büchi automata to determin-
istic Rabin automata (DRA) by Safra [Saf88, Saf89] in our tool ltl2dstar1 and empiri-
cally showed that using a variety of additional heuristics and minimization methods de-
terministic automata of a reasonable size can be constructed for a wide range of formu-
las [Kle05, KB05, KB06]. ltl2dstar takes as an input an LTL formula ϕ, first generates
a nondeterministic Büchi automaton recognizing the language of ϕ and then proceeds to
determinize the automaton to a deterministic Rabin automaton. Due to the duality between
Rabin and Streett acceptance conditions, the same approach can be used to generate a deter-
ministic Streett automaton for ϕ, by simply starting the procedure with the negated formula
¬ϕ and then considering the resulting DRA as a DSA.
Since its introduction, ltl2dstar has been successfully used in several contexts. The tool
LiQuor [CB06], an explicit state model checker for the qualitative and quantitative analysis
of Markov Decision Processes developed at our group at TU Dresden relies on ltl2dstar for
the translation of LTL formulas to deterministic automata. Likewise, PRISM2 [KNP11],
the widely used symbolic model checker for probabilistic and real-time systems, employs
an integrated Java implementation of ltl2dstar to obtain deterministic ω-automata. Another
use case is the DBA Minimizer3 [Ehl10], a tool for constructing a minimal deterministic
Büchi automaton for a given LTL formula. The formula is translated to a deterministic
Rabin automaton using ltl2dstar, which is then checked using the algorithm of [KPB94]
to determine whether its language can be recognized by a deterministic Büchi automaton
(DBA). If this is the case, the acceptance condition of the automaton is simplified to Büchi
acceptance, which is possible without changing the number of states [KPB94]. This DBA is
then used as the initial input in an iterative algorithm for finding a minimal equivalent DBA.
In each iteration, for a DBA with n states, a SAT instance is created that is satisfiable if there
is an equivalent DBA with n − 1 states. By checking the satisfiability of these instances,
successively smaller equivalent DBA can be obtained, terminating with a minimal DBA
when the SAT instance becomes unsatisfiable. In the tool conPAS24 [TYB+10], ltl2dstar
is used as a step in the automatic synthesis of feedback control strategies for a piecewise
affine system from specifications given as LTL formulas.
The tool GOAL [TCT+07, TCT+08, TCT+09] provides among other automata manipula-
tions an implementation of Safra’s determinization construction as well as Piterman’s vari-
ant [Pit07] independent of ltl2dstar, mostly geared toward the graphical manipulation and
exploration of small automata.
In this chapter, we detail our subsequent research in the context of the efficient generation
1http://www.ltl2dstar.de/
2http://www.prismmodelchecker.org/
3http://react.cs.uni-sb.de/tools/dbaminimizer/
4http://hyness.bu.edu/software/conPAS2.html
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of deterministic ω-automata for LTL formulas in practice after the initial release of ltl2dstar
and the initial research [Kle05, KB05, KB06]. In Section 9.1, we develop a generic mod-
ification of the determinization construction that exploits the knowledge that the language
of an automaton is closed under stuttering. This method does not depend on any particular
feature of the determinization algorithm that is used and can be applied on-the-fly during
the construction of the deterministic automaton. In Section 9.2, we briefly discuss variants
of Safra’s determinization construction that have been introduced by Piterman [Pit07] and
Schewe [Sch09] that allow a direct construction of deterministic parity automata as well.
We have implemented in ltl2dstar our heuristic for exploiting insensitiveness to stuttering
during the determinization as well as the variants of Safra’s construction discussed in Sec-
tion 9.2 and report in Section 9.3 on our experimental evaluation.
The content of Section 9.1 has been partially published in [KB07].
9.1 Stuttering during the determinization
One desirable characteristic for ω-regular properties is insensitiveness to stutter, i.e., that
the property can not distinguish between words that differ only by stuttering, the finite
repetition of the same letter. Stutter insensitive specifications provide an abstraction from
the implementation choices [Lam83] and are a prerequisite for the application of powerful
optimizations like partial order reduction in model checking [HP94, Val92, BDG06].
We propose to use knowledge about the stutter insensitiveness of a formula and the cor-
responding automaton during the determinization construction by modifying the transition
function to skip a finite number of states that are redundant under stuttering, with the goal
of generating smaller automata in practice. To preserve the recognized language, we have
to ensure that the relevant acceptance information of the skipped states is preserved. The
acceptance types we consider are themselves insensitive to stuttering as they only consider
whether states are visited infinitely often or not, which allows the merging of the accep-
tance information of multiple states. Our construction can be applied on-the-fly, i.e., with-
out building the whole original deterministic automaton first. This has the benefit that the
intermediate, skipped states do not have to be fully expanded. We can apply this construc-
tion as well for automata that are only partially stutter insensitive, by determining the set
of symbols for which stuttering is allowed. Our technique is independent of the underlying
determinization construction and can also be used, e.g., in the construction of the union
automaton for two deterministic Rabin automata.
In this section, we will detail our construction for deterministic automata with Rabin accep-
tance. Due to the duality of Rabin and Streett acceptance, our technique applies directly to
deterministic Streett automata as well. We will then briefly discuss the necessary adaptions
for parity and Büchi acceptance, which consist of a straightforward adaption of the appro-
priate operator for merging the acceptance information of multiple states. As parity and
Büchi acceptance can be regarded as subtypes of Rabin acceptance, our construction can be
also applied directly.
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9.1.1 Stuttering
In the literature (e.g. [Lam83, Ete99, PW97, PWW98]), stuttering is usually considered in
the context where all the different letters from the alphabet Σ are allowed to be stuttered.
For our purposes, we refine this notion and more generally consider the effect on the lan-
guage of allowing stuttering for only a subset S ⊆ Σ of the letters (partial stuttering). The
usual definitions of stuttering are then obtained by using S = Σ.
Notations. In this section we use the following additional notations. A language L over
Σ is a subset of Σω, L ⊆ Σω. The complement language, denoted by L, is defined as the
words from Σω that are not in L, L = Σω \ L.
Redundancy, stuttering. Let w = a0a1 . . . be an infinite word from Σω. A letter ai is
called redundant iff ai = ai+1 and there exists a j > i such that ai 6= aj . The latter condi-
tion ensures that only the finite repetition of a letter is considered redundant. For example,
the word consisting only of infinitely many a would not have any redundant letters. Like-
wise, the first letter a in the word w = aab · aω would be the only redundant letter in w,
while the trailing a would not be redundant.
We would like to be able to map all words that differ only by finite repetition of symbols
from a subset S ⊆ Σ to a single canonical form. Let ]S : Σω → Σω be an operator that
removes all the redundant occurrences of all symbols s ∈ S from an infinite word w. Then
two words v, w ∈ Σω are called S-stutter equivalent iff ]S(v) = ]S(w). We denote by
[w]∼=S = {v ∈ Σω : ]S(v) = ]S(w)} the equivalence class of S-stutter equivalent words of
w.
For example, the equivalence class under {a, b}-stuttering for the word w = aabc · aω
would be all words of the form ai · bj · c · aω, with i > 1 and j > 1.
A language L over Σ is called closed under S-stuttering for S ⊆ Σ iff for every w ∈ L, all
the S-stutter equivalent words are in L as well, [w]∼=S ⊆ L.
An LTL formula ϕ is called S-stutter invariant iff the language L(ϕ) is closed under S-
stuttering. An automaton Z is called S-stutter insensitive iff the language L(Z) is closed
under S-stuttering.
The following Lemma states some basic facts about closure under S-stuttering:
Lemma 9.1.
a) If L is closed under S-stuttering, the complement language L is closed under S-
stuttering as well.
b) If L is closed under S-stuttering then L is also closed under S′-stuttering for any
subset S′ ⊆ S.
c) If L is closed under S1- and S2-stuttering then L is closed under S1 ∪ S2-stuttering.
Proof.
ad a) For all w ∈ L, [w]∼=S does not intersect L, as L is closed under S-stuttering. There-
fore, [w]∼=S ⊆ Σω \ L = L, and consequently L is closed under S-stuttering.
136
Chapter 9. Deterministic ω-automata for LTL formulas 9.1. Stuttering during the determinization
ad b) For all w ∈ L, [w]∼=S′ ⊆ [w]∼=S , therefore [w]∼=S′ ⊆ L and consequently L is closed
under S′-stuttering.
ad c) For all w ∈ L: Because ]S1∪S2(w) = ]S2(]S1(w)) it follows that [w]∼=S1∪S2 =[
[w]∼=S1
]
∼=S2
, with [W ]∼=S =
⋃
w∈W [w]∼=S for W ⊆ Σω. As L is closed under
S1-stuttering, [w]∼=S1 ⊆ L. Because L is closed under S2-stuttering, it follows that
for any subset L′ ⊆ L also [L′]∼=S2 ⊆ L and consequently
[
[w]∼=S1
]
∼=S2
⊆ L.
Therefore, L is closed under S1 ∪ S2-stuttering.
9.1.2 Checking for closure under stuttering
Unfortunately, checking whether the language of a given LTL formula or NBA is closed
under Σ-stuttering is PSPACE-complete [PWW98] in the size of the formula and of the
NBA respectively, assuming a fixed (non-trivial) alphabet Σ. However, for any formula ϕ
from the subset of formulas LTL\© that do not contain the “next step” operator©, it can
be shown that ϕ is Σ-stutter invariant [Lam83, PW97] and can thus be easily identified by
a simple syntactic check for the abscence of the©-operator.
For the other formulas that do contain the©-operator, we would like to determine the max-
imal set S ⊆ Σ = 2AP for which such a formula ϕwith atomic propositions AP is S-stutter
invariant.
This can be accomplished by successively checking for {s}-stutter invariance for all the
symbols s ∈ Σ and then setting S = {s ∈ Σ : ϕ is {s}-stutter invariant} in accordance
with Lemma 9.1 c).
Lemma 9.2. Assuming a fixed alphabet Σ = 2AP with a non-empty set of atomic proposi-
tions AP, the problem of deciding whether L(ϕ) for a formula ϕ over AP is closed under
{s}-stuttering for s ∈ Σ is PSPACE-complete in the size of the formula.
Proof. The proof from [PWW98] showing membership in PSPACE and PSPACE-hardness
for the case of Σ-stutter closure (Theorem 19 and 20) can be easily applied to {s}-stutter
closure. We recall the argument for PSPACE-hardness: As the problem of deciding whether
an LTL formula ϕ is satisfiable is PSPACE-complete [SC85], we construct the following
formula ϕ′ in polynomial time:
ϕ′ = ψs ∧©¬ψs ∧©©ϕ
with ψs =
∧
p∈s p ∧
∧
p∈AP\s ¬p, which recognizes all words with first letter s. If ϕ is sat-
isfiable, L(ϕ′) is not closed under {s}-stuttering: All words recognized by L(ϕ′) have the
form w = s · v with v ∈ Σω, but the {s}-stuttered words w′ = s · s · v are not recognized by
L(ϕ′). On the other hand, if ϕ is not satisfiable, then L(ϕ′) is empty and thus closed under
{s}-stuttering. We have reduced LTL satisfiability to the complement of deciding closure
under {s}-stuttering, and as PSPACE is closed under complementation have established
PSPACE-hardness.
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Our implementation checks {s}-stutter invariance by calculating the stutter-closure under
stuttering of the symbol s, denoted by cl∼= s(Z), for the nondeterministic Büchi automaton
Z obtained from ϕ, similar to what is proposed in [HK96]. The stutter-closure automaton
recognizes all words w recognized by the original automaton Z as well as all their {s}-
stutter-equivalent words:
L(cl∼={s}(Z)) =
⋃
w∈L(Z)
[w]∼={s}
Then, Z is {s}-stuttering insensitive iff L(cl∼= s(Z)) = L(Z). By construction, L(Z) ⊆
L(cl∼={s}(Z)), reducing the language equality check to checking whether L(cl∼={s}(Z)) \
L(Z) = ∅. This can be checked using a standard emptiness check on the product automa-
ton cl∼={s}(Z)×Z , where Z denotes the NBA recognizing the complement language of Z .
Rather than obtaining Z by complementing Z , we simply generate the NBA for the negated
formula ¬ϕ.
Clearly, this approach for checking stutter invariance is computationally hard, but our ex-
periments in Section 9.3 suggest that – at least for our benchmark formulas – determining
S can be performed in a reasonable amount of time. Alternative approaches were suggested
in [PWW98] and [Ete00]. It would be interesting to evaluate their performance in practice.
9.1.3 Stuttered deterministic Rabin automata
Given an S-stutter insensitive DRAZ with k Rabin pairs, Acc = {(U1, L1), . . . , (Uk, Lk)},
our goal is to construct an equivalent DRA ZS , which we call the stuttered DRA and which
accepts the same language as automaton Z . In the stuttered DRA ZS state sequences in
Z that result from stuttering a letter known to be stutter insensitive are collapsed to poten-
tially reduce the size of the automaton. We demonstrate the approach here for deterministic
Rabin automata. Due to the duality with the Streett acceptance, the same approach can be
applied as is to deterministic Streett automata. We will later briefly discuss the application
to deterministic Parity automata.
Acceptance signatures. To allow a simple operation for collapsing the acceptance condi-
tion of multiple states, we use additionally to the standard formulation of Rabin acceptance
an alternative, equivalent encoding: For every state of a Rabin automaton with k Rabin
pairs, we can encode its acceptance signature as a k-tuple −→r = (−→r [1], . . . ,−→r [k]) ∈ Ck,
where C = {white, green, red}. Intuitively, white marks a state as neutral for a given
Rabin pair, green as “good” on the long run and red as “bad” on the long run.
Let acc : Q → Ck calculate the acceptance signature for a given state q, i.e., acc(q) =
−→r = (−→r [1], . . . ,−→r [k]), with −→r [i] = red iff q ∈ Li, −→r [i] = green iff q ∈ Ui ∧ q 6∈ Li
and −→r [i] = white otherwise. We naturally extend this function to a subset of the states,
acc : 2Q → 2Acck , acc(Q′) = {acc(q) : q ∈ Q′} to get the set of acceptance signatures for
the states. We then specify a total order white < green < red on the three different values
of C and define the operator max : 2C
k → Ck that combines a set of acceptance signatures
to a single signature,
max{−→r1 , . . . ,−→rn} = −−→rmax with −−→rmax[i] = max{−→rj [i] : 1 6 j 6 n}, 1 6 i 6 k,
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i.e., separately calculating the maximum for each of the k elements for a set of acceptance
signatures, according to the order on C.
Rabin acceptance via acceptance signatures. With this we derive an equivalent formu-
lation of Rabin acceptance as follows: Let inf(π) be the set of states of a deterministic
Rabin automaton Z that occur infinitely often for a run π. Then Rinf = acc(inf(π))
is the set of acceptance signatures of the states that occur infinitely often in a run π and
−−→rinf = max(Rinf ) represents the element-wise maximum of these acceptance signatures.
Then π is accepting iff there exists at least one index 1 6 i 6 k such that −−→rinf [i] = green .
ConstructingZS . Given a DRAA = (T,Σ, δ, t0,Ω) with Acc = {(U1, L1), . . . , (Uk, Lk)}
which is S-stutter insensitive, we now provide a construction for an equivalent stuttered
DRA ZS = (Q,Σ, δ∼=S , q0,AccS), accepting the same language as automaton Z .
A state (t,−→r ) from the set of states Q = T × Ck of ZS consists of a state t from Z
augmented with an acceptance signature −→r .
The acceptance condition AccS = {(LS1 , US1 ), . . . , (LSk , USk )} of ZS is chosen to corre-
spond to the stored acceptance signatures −→r of the states: For every state (t,−→r ) ∈ Q and
every 1 6 i 6 k, the state (t,−→r ) ∈ LSi iff −→r [i] = green and (t,−→r ) ∈ USi iff −→r [i] = red .
The initial state q0 = (t0,−→r0) of ZS with −→r0 = acc(t0) is a copy of the initial state from Z
together with its acceptance signature.
To determine δ∼=S(q, a) for a state q = (t,
−→r ) we consider the sequence of states ti =
δ(t, ai) for i > 1, i.e., the infinite run on the word aω in A starting at t. As all ti ∈ T and T
is finite, there will eventually be a cycle of states that are visited infinitely often. Thus we
can partition the sequence into a prefix segment and a cycle segment as follows:
t
a−→ t1 a−→ . . . a−→ tprefix︸ ︷︷ ︸
prefix
a−→ tcycle a−→ . . . a−→ tcycle+i a−→ . . . a−→ tcycle+c = tcycle︸ ︷︷ ︸
cycle
Note that the prefix may be empty, i.e. tcycle = t1. We now choose one of the cycle states
from {tcycle , . . . , tcycle+c} in such a way that, whenever we have to chose from the same
cycle, always the same state is chosen. This can be accomplished for example by defining
an order on T and always choosing the smallest state with regard to this order.
Let tcycle+i be that chosen state and let stuttert,a = cycle + c+ i. It is now easy to see that
δ(t, astuttert,a) = tstuttert,a = tcycle+c+i = tcycle+i, i.e., we go from t to the chosen state
with a number of stuttert,a consecutive a-transitions visiting every state on the prefix and
cycle and then continuing to the chosen state:
t
a−→
all states in prefix︷ ︸︸ ︷
t1
a−→ . . . a−→ tprefix
all states on cycle︷ ︸︸ ︷
a−→ tcycle a−→ . . . a−→ tcycle+c
go to chosen state again︷ ︸︸ ︷
a−→ . . . a−→ tcycle+c+i︸ ︷︷ ︸
stuttert,a transitions
We now define the a successor of a state of automaton ZS as δ∼=S((t,−→r ), a) = (t′,−→r ′)
with t′ = tstuttert,a and
−→r ′ = max(acc({t1, . . . , tcycle+c})). If the symbol a /∈ S, i.e., the
automaton Z is not stutter insensitive for symbol a, then we set stuttert,a = 1, i.e., we go
to the state (t1, acc(t1)) just as in the original, unstuttered automaton Z .
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With this construction, we skip ahead stuttert,a − 1 states and modify the acceptance sig-
nature of the resulting state to reflect the combined effect of the acceptance signatures of
the skipped states.
Structure of ZS . For a given state q in ZS and an a ∈ S, this construction leads to the
following structure, with qcycle having an a-self loop:
(t,−→r )︸ ︷︷ ︸
q=(t,−→r )
a−→ (t′,max(acc{t1, . . . , tcycle+c})︸ ︷︷ ︸
qprefix =(t′,
−→rp)
a−→ (t′,max(acc{tcycle , . . . , tcycle+c})︸ ︷︷ ︸
qcycle=(t′,
−→rc )
When −→rp = −→rc , both qprefix and qcycle collapse to a single state. In the special case
that max{−→r ,−→rp ,−→rc} = max{−→r ,−→rc} and a ∈ S, we can stutter skip qprefix and set
δ∼=S(q, a) = qcycle , i.e., behave as if reading two a instead of one, which is safe as ZS
is S-stutter insensitive, too.
We show that the qprefix states can not be avoided in general:
Lemma 9.3. There are ω-regular languages L ⊆ Σω, closed under Σ-stuttering, that can
not be recognized by a DRA without qprefix states, that is, a DRA where every state has an
a-self loop if there is an incoming transition labeled with a ∈ Σ.
Proof. We consider as a counter-example the language L(ϕ) of the LTL formula ϕ =
♦a ∧ ♦¬a, with the set of atomic propositions AP = {a} and Σ = 2AP. L(ϕ) is
clearly Σ-stutter insensitive as it does not contain the©operator. Assume there is a DRA
Z recognizing L(ϕ) with no qprefix states, i.e., with every state q having a self loop for
symbol a ∈ Σ if there is an incoming edge to q with symbol a. As L(ϕ) is non-empty,
there exists a state q, reachable from the initial state q0 of Z via a prefix w · a, with w ∈ Σ∗
and some symbol a ∈ Σ such that the acceptance signature of q has at least one green
element. But by assumption then q has an a-self loop and consequently the word w · aω
where a eventually always occurs would be accepted, contradicting the fact that it is not in
L(ϕ).
Theorem 9.4. Z and ZS accept the same language, L(Z) = L(ZS).
Proof. We first show how we can relate runs in ZS with runs in Z . Given an infinite word
w = a0a1 . . . and the corresponding run πZS (w) in automaton ZS , we can construct a word
v and corresponding run πZ(v) in the original automaton Z . Let πZS (w) = q0, q1, . . .,
with qi = (tqi ,
−→rqi), be the run in ZS for w. We know for each transition (tqi ,−→rqi)
ai−→
(tqi+1 ,
−−→rqi+1) the number st i = stuttertqi ,ai used in the construction of δ∼=S to determine
the number of states to skip for this transition. By constructing v = ast00 · ast11 · . . . , i.e.,
stuttering the symbols ai the appropriate number of times st i, we get the corresponding run
in Z , πZ(v). By construction, v and w are S-stutter-equivalent, v ∈ [w]∼=S , because we
only stutter symbols in S as our construction guarantees that st i = 1 for all ai 6∈ S.
The two runs πZ(v) and πZS (w) then run in parallel, for every transition with ai in πZS (w)
there are st i transitions with ai in πZ(w):
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πZS (w) :
ai−1 qi = (tqi ,−→rqi)
ai−−−−−−−−−−−−→ qi+1 = (tqi+1 ,−−→rqi+1)
ai+1 
πZ(v) :
ai−1 tqi
ai−−→ tqi,1
ai−−→ . . . ai−−→ tqi,sti
ai+1 
By construction, tqi+1 = tqi,sti and
−−→rqi+1 = max(acc({tqi,1, . . . , tqi,sti})).
Claim 1. πZS (w) and πZ(v) are either both accepting or both rejecting.
We show max(acc(inf(πZ(v)))) = max(acc(inf(πZS (w)))), which is an even stronger
claim. To determine the sets inf(πZ(v)) and inf(πZS (w)) of infinitely visited states, we de-
termine the index j forw such that, from that point on, all transitions that occur in πZS (w)|j
appear infinitely often. As the set of possible transitions Q× Σ is finite and the run is infi-
nite, such a j is guaranteed to exist. Let j′ = Σi<ji=0st i be the corresponding index for v such
that πZ(v)|j′ is synchronized with πB(w)|j . In general, inf(π) = inf(π|j) for any j as we
consider only the infinitely repeating behavior, which allows us to start as “late” in the run
as we want.
It is easy to see that the set of infinitely visited states in a run are exactly the states that oc-
cur as the destination states of the infinitely occurring transitions. Because the two runs are
synchronized, for every transition visited infinitely often in πZS (w)|j with destination state
qi+1 = (tqi+1 ,
−−→rqi+1), the corresponding transitions with destination states tqi,1, . . . , tqi,sti in
πZ(v)|j′ are visited infinitely often, too. As every infinitely occurring transition in πZ(v)|j′
can be related to at least one infinitely occurring transition in πZS (w)|j , this approach covers
all the transitions and thus also all infinitely visited states in πZ(v)|j′ .
Because max(acc(qi+1)) = max(−−→rqi+1) = max(acc({tqi,1, . . . , tqi,sti})) for all the transi-
tions in πZS (w)|j , it follows that
max(acc(inf(πZ(v)|j′))) = max(acc(inf(πZS (w)|j))).
This proves the claim.
We now use the above to show language equivalence of Z and ZS :
L(T ) ⊆ L(ZS): Let v ∈ L(Z) and let πZS (w) be the run for w in the modified automaton
ZS . As shown above, we can construct a word v by only stuttering a ∈ S. The run πZ(v)
in Z is accepting iff πZS (w) is accepting. Because v is S-stutter equivalent to w and Z is
S-stutter insensitive, it follows that v ∈ L(Z) and that πZ(v) is accepting, hence πZS (w)
is accepting, too, and w ∈ L(ZS).
L(Z) ⊇ L(ZS): Let w ∈ L(ZS) and let πZS (w) be the accepting run for w in ZS . As
shown above, we can construct v and the corresponding accepting run πZ(v) in the original
automaton Z . It follows that v ∈ L(Z). Because v and w are S-stutter equivalent and Z is
S-stutter insensitive, it follows that w ∈ L(Z).
Stuttering parity automata. As the acceptance condition of deterministic parity automata
(DPA) can be regarded as a Rabin condition, the described construction can be applied as is
to a DPA. However, the simple structure of the parity condition allows a direct treatment by
replacing the Rabin acceptance signatures directly by the priorities/colors assigned by the
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priority function c. The merging of multiple priorities to obtain the cumulative effect, i.e.,
the max operator of the construction, is then performed by taking the minimum of the prior-
ities. The Büchi acceptance condition can be directly handled by a similar straightforward
modification.
Number of states. Our construction merges states along path fragments in the determinis-
tic automaton Z . In the case of deterministic Rabin automata, this can lead to ZS having
more reachable states than Z if the states, transitions and acceptance signatures in Z are
arranged in a compact, interleaved way that is destroyed by merging the stuttered transi-
tions. For example, a cycle of three states with acceptance signatures (green, red , red),
(red , green, red), (red , red , green) will be merged to a state with acceptance signature
(red , red , red), which might not exist otherwise in the automaton and the original states
are not removed because they are part of other cycles. If the DRA Z has n reachable states
and ignoring the special case of skipping qprefix which can only lead to fewer states, the
number n′ of reachable states in automaton ZS is bound by the number of reachable tran-
sitions in Z , n′ 6 n · |Σ|, as δ∼=S(q, a) for q = (t,−→r ) is uniquely determined by t and a.
Additionally, ifA has k acceptance pairs, n′ is bound by the number of possible acceptance
signatures n′ 6 n · |Ck| = n · 3k.
In contrast, for a deterministic parity automaton Z the stuttered automaton ZS will have at
most the same number of states as Z when a state with the minimum priority on the cycle
is chosen as the canonical cycle state, with a similar treatment for the prefix states. Due
to the structure of the parity acceptance condition, some state with a priority matching the
cumulative priority has to exist and thus every state in ZS has a corresponding state in the
original automaton Z .
Therefore, in the case of constructing DRA, our technique should be considered as an addi-
tional heuristic in the toolbox to generate smaller automata. In practice, only for two of the
formulas evaluated in Section 9.3 where the stuttered automata ZS larger by a few states
than the corresponding standard automaton Z .
9.2 Variants of Safra’s determinization construction
In the last few years, three promising variants of Safra’s determinization construc-
tion [Saf88, Saf89] for NBA have been proposed by Piterman [Pit07] and Schewe [Sch09].
We provide here a brief overview of the main ideas of Safra’s determinization construc-
tion and the variants proposed by Piterman and Schewe. We consider here deterministic
automata where the acceptance condition is defined on the states of the automata.
To determinize a nondeterministic finite automata (NFA) over finite words a simple subset
construction suffices [RS59] to track the set of states that are reachable in the NFA for a
given input word. The deterministic automaton then accepts if any of the these states are
accepting in the NFA, as this corresponds to the existence of an accepting run. This rel-
atively simple construction unfortunately does not work when the goal is to determinize
nondeterministic Büchi automata, where accepting runs have to not only reach the set of
accepting states F but have to revisit F infinitely often (♦F ).
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Safra’s approach to determinizing NBA relies on the use of multiple, nested subsets to track
not only all the reachable states for a given word but as well sets of states that track the
existence of at least one run to the contained state from some visit of F . These subsets
are organized in an ordered tree structure, thus each state in the deterministic automaton
does now consist not only of a single subset but of a tree of subsets. Each node of the
tree maintains in addition to the subset of states of the NBA as well some other accounting
information. The subset of the root node corresponds to the “global” subset construction.
Every time some states in the subset of a node reach F , a new subset is spawned in a child
node, tracking the reachable states from the states that have visited F . The order in the tree
is maintained according to the “age” of the nodes, i.e., the left-most sibling is the node that
has been introduced into the tree before all other siblings, etc.
Several transformations are employed to ensure the conciseness of the trees. These trans-
formations ensure that for an NBA with n states the trees used for tracking require at most n
tree nodes. To ensure that a single state is not tracked by more than one tree node at a given
level of the tree, only the left-most node of multiple nodes that share a state is tasked with
its tracking. Likewise, it is ensured that the union of the states tracked by child nodes is a
proper subset of the states tracked by the parent node. In fact, the occurrence of the situation
where the subset of the parent coincides with the union of the subsets of the children marks
a “good” event for the parent node, as this signifies the existence of a run fragment starting
from some states in F and again reaching F for all states in the parent node. In contrast,
the situation where a subset becomes empty marks a “bad” event for a node, as all the runs
tracked by this node are finite and thus surely not accepting.
The acceptance condition is then used to track the occurrence of the “good” and the “bad”
events for a node, with acceptance corresponding to the infinite occurrence of “good” events
with the added requirement that from some point on no more “bad” events happen. This
corresponds to a single Rabin pair per node, with the condition ♦“good” ∧ ♦¬“bad”.
Clearly, there has to be a persistent relation between a given pair in the Rabin acceptance
condition and the corresponding node in the tree. For this purpose, Safra’s construction
maintains an identifier in each of the tree nodes that is persistent from the moment a node is
created until its possible removal due to the subset it tracks becoming empty. Additionally,
a flag is maintained for each node that signals the occurrence of a “good” event for the node
for a single step.
Safra’s construction allows the determinization of an NBA with n states to a deterministic
Rabin automaton with 2O(n logn) states and n acceptance pairs [Saf88, Saf89].
Schewe’s construction. Schewe’s construction [Sch09] uses history trees, a variant of
Safra’s tree structure that are stripped of the node identifiers used by Safra to maintain the
relationship between nodes and acceptance pairs. Instead of explicitly maintaining an iden-
tifier for each node in a tree, the identifier of a history tree node is implicitly given by its
position in the tree, i.e., the path taken from the root node to reach a given node. For ex-
ample, if a node v in the tree is reached from the root node by taking the third child of the
root and then the second child of that node, the position of the node and thus its identifier
would then be the sequence 3, 2 ∈ {1, . . . , n}∗, where n is again the number of states in
the NBA. The concise structure of the trees ensures that each node can have at most n − 1
children and the maximal height of the tree is likewise bound by n. Schewe shows that
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the number of different node positions in a history tree is bound by 2n−1. As each node
position corresponds to one acceptance pair, his approach thus trades a simpler structure of
the trees making up the state space of the deterministic automaton for the potential need of
an exponential number of acceptance pairs in the Rabin acceptance condition.
It is clear that the position of a node is not necessarily persistent over a run, as older siblings
may disappear. It is however guaranteed that for infinite words with accepting runs in the
NBA at least one of the tree nodes will eventually remain always stable, i.e., never changes
its position in the tree anymore. A marker per node is kept to signal that the node has not
been stable during the last transition, corresponding to a “bad” event in Safra’s construction.
As in Safra’s construction an additional marker is kept to signal the “good” event that a run
fragment between two visits of F has been detected for all the states in a subset. Overall,
Schewe’s approach allows the construction of an equivalent deterministic Rabin automa-
ton with o
(
(2.66n)n) states and 2n − 1 acceptance pairs from a nondeterministic Büchi
automaton with n states [Sch09].
Piterman’s construction. Piterman’s construction [Pit07] has as its aim to generate a de-
terministic parity automaton instead of a deterministic Rabin automaton. This is achieved
by integrating an index appearance record [Saf92] into the trees, maintaining a permutation
of the node identifiers in an order that reflects the recentness of the “good” and “bad” events
for the nodes, together with two pointers into the permutation. The compact Safra trees used
by Piterman drop the explicit ordering relation of the sibling nodes in Safra trees according
to their age. Instead, it is ensured that a younger node has a smaller identifier than an older
node. As nodes may disappear from the tree, the identifiers of the nodes are compacted
after each transition by decreasing their identifier while maintaining the age relation. As the
identifier of a node tracking runs that are infinitely often accepting can only be decreased a
finite number of times, the node identifier of such a node will be eventually persistent. This
ensures that the occurrence of infinitely many “good” events for such a node is appropriately
reflected in the acceptance condition.
For an NBA with n states, Piterman’s algorithm constructs an equivalent deterministic par-
ity automaton with at most 2n(n!)2 states and 2n priorities [Pit07, LW09].
Schewe’s construction to generate DPA. In [Sch09], Schewe details the necessary modifi-
cations to construct a deterministic parity automaton using his approach using history trees.
As the direct use of index appearance tracking as employed by Piterman would result in
an exponential blowup due to the potentially exponential number of different node iden-
tifiers, Schewe thus maintains later introduction records, a compact representation of the
introduction order of the tree nodes.
For an NBA with n states, Schewe’s variant for the parity acceptance condition constructs
an equivalent deterministic parity automaton with O(n!2) states and 2n priorities [Sch09].
Implementation and heuristics. As we are interested in obtaining small deterministic ω-
automata in practice, we have implemented Piterman’s construction as well as both variants
of Schewe’s construction in ltl2dstar and will report in the next section about empirical re-
sults. We were especially interested to see whether the potential for an exponential number
of acceptance pairs of Schewe’s DRA construction will manifest in practice.
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Several of our proposed heuristics of [KB06] apply to the construction of deterministic
automata for the variants of Safra’s construction as well. Clearly, general methods such as
bisimulation minimization and the separate construction of (potentially much smaller) DRA
for the subformulas ϕ1 and ϕ2 of a disjunctive formula ϕ1 ∨ ϕ2 and the subsequent con-
struction of the product DRA apply to the variants of Safra’s construction as well. Likewise,
the determinization constructions can be stuttered as detailed in Section 9.1.3 as well.
When generating parity automata, a further optimization of the acceptance condition is pos-
sible and implemented: Carton and Maceiras show in [CM99] how the parity acceptance
condition can be compressed in a polynomial amount of time in the size of the automaton
to an equivalent parity condition with a minimal number of priorities, without changing the
states and transition structure of the automaton.
9.3 Evaluation using ltl2dstar
We now report on our experimental evaluation5 using out implementation in ltl2dstar of
the three newly implemented variants of Safra’s determinization construction discussed in
Section 9.2 and the stuttered construction presented in Section 9.1.
As benchmark formulas we use as in [KB06, KB07] three sets of formulas, a set of 1.000
random formulas generated by the tool lbtt [TH02], 55 pattern formulas [DAC99] repre-
senting common patterns used in LTL specifications and 39 formulas used in the litera-
ture [EH00, SB00] to evaluate algorithms for the construction of nondeterministic Büchi
automata from LTL formulas.
Of the 39 formulas from the literature 25 do not use the©-operator, of the 1,000 randomly
generated formulas 415 do not use the ©-operator and of the 55 pattern formulas 30 do
not use the ©-operator. Our previous experiments [KB06] showed that for a significant
fraction of the considered formulas deterministic Rabin automata with a small number of
states could be constructed, but that several of the pattern formulas resulted in DRA with
hundreds and thousands of states.
Table 9.1 provides a summary of our experiments. For the generation of the NBA from the
LTL formula we used ltl2ba (version 1.1). As a first experiment (Table 9.1 (a)), we consid-
ered the four implemented approaches in their bare form, without the further optimizations
implemented in ltl2dstar: Safra’s algorithm, Schewe’s algorithm for constructing DRA,
Schewe’s algorithm for constructing DPA using compact history trees and Piterman’s algo-
rithm for constructing DPA. For these experiments we regard the DPA constructed by the
latter two constructions as DRA. As can be seen, the simpler structure of the trees used by
the alternatives to Safra’s construction is reflected in a reduced number of states in practice,
as well as a related improvement of the running time.
Recall that Schewe’s DRA construction can require an exponential number of Rabin accep-
tance pairs in the number of states of the NBA. While there is some increase in the number
5 All experiments in this thesis were carried out using a dual-socket Intel Xeon L5630 (Quad-Core) machine
at 2.13 GHz with 192 GB total amount of RAM.
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of acceptance pairs compared to Safra’s construction and the two constructions for DPA,
for the considered formulas this worst-case behavior is not in evidence.
As a second experiment, we enabled our on-the-fly heuristics, as well as the bisimulation
minimization as proposed in [KB06]. The union construction, which constructs separate
DRA for the subformulas of a disjunctive formula ϕ1 ∨ ϕ2 and then performs a product
construction, remained disabled to allow a proper comparison between all the experiments.
The results in Table 9.1 (b) show that these additional optimization heuristics prove to be as
useful for the three new variants as for Safra’s construction, leading to a significant reduc-
tion in the number of states of DRA.
As a third experiment (Table 9.1 (c)), we furthermore enabled the stuttering construction.
For the formulas with the© -operator, ltl2dstar calculates the set of stutter-insensitive sym-
bols of the alphabet and performs the stuttered determinization for these elements only. The
running time thus includes this calculation step as well. For the formulas in the literature
with the©-operator, 47.4% of the symbols overall were stutter-insensitive, for the pattern
formulas with the©-operator 93.6% of the symbols were stutter-insensitive and for the ran-
dom formulas 48.4% of the symbols were stutter-insensitive.6 As can be seen, the stuttered
construction leads to further significant reductions in the number of states of the generated
DRA compared to the unstuttered construction for all four variants of the determinization
construction.
Overall, it can be seen that all of the three variants outperform Safra’s construction in prac-
tice for the considered formulas when regarding the number of states, with Schewe’s DRA
construction resulting in some increase in the number of Rabin acceptance pairs. They are
thus welcome additions to the arsenal for constructing small deterministic ω-automata in
practice. Furthermore, we have shown that both the optimizations proposed in [KB06] as
well as the stuttered construction offer significant improvements.
The direct constructions of DPA perform well for the considered formulas, with the added
benefit of a structurally simpler acceptance condition for the subsequent use case. However,
it is known [SV89] that the complementation of deterministic Streett automata can result in
an unavoidable exponential blow-up in the size of the automaton and there is thus due to
the duality between Rabin and Streett conditions as well a potential exponential size dif-
ference between the smallest DRA and the smallest DSA recognizing some language. As
parity automata can be regarded as both Rabin and Streett automata with the same states and
transition structure and furthermore allow efficient complementation by simply increasing
all priorities by 1, this implies that the smallest deterministic parity automaton for some
language may need to be exponentially larger than the smallest DRA or DSA for the same
language. It thus seems prudent to keep the option of generating DRA and DSA instead of
only focusing on parity automata.
6These numbers, as well as the overall numbers for the stuttered construction in Table 9.1 (c) differ from
those reported in [KB07] due to a bug in the implementation used for [KB07] of the stutter-insensitiveness
check. However, this bug did not have an effect on the correctness of the automata for the considered formulas.
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Chapter 10
Conclusion
The goal of this thesis was the development of a truly compositional approach to the syn-
thesis of controllers for linear-time objectives and partially controllable and observable sys-
tems. To allow this compositional approach, we introduced the notions of most general
controllers and strategies. In contrast to previous approaches, our framework allows for the
existence of such most general controllers for objectives beyond simple safety objectives.
This is achieved by the novel concept of regarding the controllers as generators of decision
functions that can employ local fairness constraints on their choices.
We showed the soundness of our compositional approach and provide constructions
for the synthesis of most general controllers for several types of objectives, culminat-
ing in the class of observation-based ω-regular objectives. Using the techniques pre-
sented in [CD10, Puc10], our construction can be easily adapted to remove the restric-
tion to observation-based objectives. We provide specialized constructions for most gen-
eral controllers for reachability and invariance objectives without the restriction of being
observation-based and show how these constructions can be applied to the case of PDL-like
operators that allow a straightforward specification of safety and co-safety objectives using
regular languages over the observations. The support for this kind of objectives later proves
very useful in the specification of controller objectives.
The constructions for reachability, invariance, safety and co-safety objectives synthesize
most general controllers with a natural structure and are closed under composition. This
enables the compositional construction for conjunctions of these kinds of objectives without
having to rely on the construction for the full ω-regular objectives.
We have adapted our general framework to the setting of exogenous control and coordina-
tion for constraint automata and the Reo coordination language and provide a prototypical
implementation of our proposed constructions for the compositional synthesis of most gen-
eral controllers in the modeling and verification tool Vereofy. The implementation relies on
an explicit construction of the complete-information game but exploits Vereofy’s internal
symbolic representation of the system in several places. In particular we developed tech-
niques that allow to restrict the number of choices that have to be considered in practice to
ensure the admissibility of the controller. We used the implementation to perform an ex-
perimental evaluation of the feasibility of our approach and demonstrated the usefulness of
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the notion of most general controllers and our compositional approach to iteratively refine
a specification, restricting the behavior of the system step by step.
Finally, we considered the construction of deterministic ω-automata which play a crucial
role in our setting and the general context of games, synthesis and the verification of proba-
bilistic systems. We proposed a generic modification for determinization constructions that
allows the exploitation of stutter insensitiveness of the property and showed that this leads
to significant improvements in the size of the automata in practice. Furthermore, we consid-
ered three new variants of Safra’s classic determinization construction and showed that they
likewise have the potential to significantly reduce the size of the deterministic ω-automata
generated in practice by our tool ltl2dstar. This is for example beneficial in the analysis
of LTL properties for Markov chains and Markov decision processes in the model checker
PRISM [KNP11] and for our implementation of the synthesis of most general controllers
for observation-based LTL objectives in Vereofy.
Outlook and future work. One interesting avenue of future research is the consideration
of quantitative notions of permissiveness as investigated by Bouyer et al. in [BDMR09]
and [BMOU11] in the context of multi-strategies and reachability and parity games. They
assign penalties for the blocking of transitions, with a permissive strategy attempting to
incur the least amount of penalties. As this notion does not require a strategy to be always
as permissive as possible, it can not be used directly for our compositional approach. As
discussed in Section 7.6, most general controllers for ω-regular objectives constructed using
the algorithm presented in Chapter 7 exhibit two very different behaviors. In the first phase,
the most general controller is very permissive and remains this way as long as the objective
is satisfies. On the other hand, when the objective is not satisfied in the long run a switch to
the second phase occurs, where the controller behaves restrictive, admitting only one way of
enforcing the objective. In particular, once the controller is in the restrictive phase it remains
there forever. This behavior is fine for compositionality, but it would be conceptually nice to
construct controllers for ω-regular objectives that are more permissive even in the restrictive
phase. For this purpose, a quantitative notion of permissiveness such as in [BMOU11] could
provide a measure for comparisons between most general controllers in this regard.
To solve the Streett game that arises during the construction of a most general controller for
ω-regular objectives, our implementation in Vereofy uses the approach proposed in [BLV96]
to obtain a parity game that can then be used by the optimized parity game solver pgsolver.
While our experiments suggest that this approach seems feasible, it would be interesting to
have specialized tools for directly solving Streett games as well as an implementation of
the algorithm for solving generalized parity games suggested in [CHP07]. The latter would
allow an algorithmic approach relying solely on the parity acceptance condition, both for
the ω-regular objective and for the fairness conditions for the system.
For parity games with imperfect information, the anti-chain based approach [RCDH07,
BCW+10, BCW+09] provides a compact symbolic encoding of the complete-information
game and permits symbolic algorithms for solving imperfect information games and con-
structing strategies, potentially avoiding the explicit blow-up due to an explicit powerset
construction. We would like to investigate how this approach might be applicable in our
setting for extracting most general controllers, in particular with the symbolic system rep-
resentation as implemented in Vereofy.
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In the context of temporal logic synthesis, there recently has been increased interest in the
synthesis for fragments of LTL such as Generalized Reactivity (1) [BJP+12] or trigger prop-
erties [KV10] that admit simpler algorithms for synthesis than in the general case. It would
be interesting to consider the specialized construction of most general controllers for such
restricted fragments.
To reduce the size of the constructed most general controllers in practice, a variety of mini-
mization techniques could be adapted to our setting, for example an application of bisimula-
tion quotienting [Mil80] for most general controllers. Similarly, a more compact, symbolic
encoding of the transitions using the syntactic features of CARML could reduce the number
of transition definitions in the controller module. We are interested in further improvements
in the algorithms used for the game construction, in particular concerning the efficient use
of the symbolic encoding of the system. The current version of the symbolic LTL model
checker in Vereofy relies on a syntactic handling of the fairness conditions in the system at
the formula level. We plan to improve the LTL model checker by implementing the handling
of fairness conditions directly into the symbolic algorithm, which would allow a more effi-
cient verification of the controllers for reachability and co-safety objectives that introduce
more than a few fairness conditions. We also aim to extend the feedback to the system de-
signer in the form of visualizations of the constructed controllers and by providing detailed
information about the reasons a particular objective can not be enforced.
There are several interesting directions for future research regarding our determinization
tool ltl2dstar, for example the problem of efficiently determining in practice the exact subset
of symbols for which an NBA or LTL formula is stutter insensitive. It would be especially
interesting to find heuristics for syntactically determining or approximating this subset. It
would also be interesting to consider more generalized notions of stuttering like the concept
of n-stuttering of [KS05], which relate the nesting depth of©-operators in a formula to the
amount of stuttering that can still be distinguished by the formula.
Kretı́nský et al. recently introduced another promising approach [KE12] for the direct gen-
eration of deterministic ω-automata for formulas in the restricted LTL fragment containing
only ♦ and  as temporal operators. This restriction allows for a compact encoding in the
state space of the deterministic automaton with the obligations imposed by the temporal op-
erators pushed into the acceptance condition. Their experiments [GKE12] suggest that this
approach matches or outperforms ltl2dstar for formulas of this kind. Another alternative
is due to Morgenstern et al. [MSL08, MS08, MS10, Mor10], proposing (semi-)symbolic
determinization constructions for fragments of LTL, with experimental results suggesting
that this approach, in a symbolic setting, may allow the handling of larger formulas where
the explicit approach is a limitation of ltl2dstar.
Recently, Schewe and Varghese [SV12] proposed a variant of Schewe’s determinization
construction [Sch09] that allows the direct treatment of generalized nondeterministic Büchi
automata (GNBA), i.e., those where acceptance is defined as a conjunction of Büchi accep-
tance conditions. Such GNBA often arise as an intermediate step during the translation of
LTL formulas to Büchi automata and are degeneralized by considering each of the Büchi
acceptance conditions in a fixed order one after the other. The direct handling of GNBA in
the determinization construction may thus provide more flexibility and lead to a reduction
in the state space.
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[GTW02] Erich Grädel, Wolfgang Thomas, and Thomas Wilke, editors. Automata,
Logics, and Infinite Games: A Guide to Current Research, volume 2500 of
Lecture Notes in Computer Science. Springer-Verlag, 2002.
[HK96] Gerard J. Holzmann and Orna Kupferman. Not checking for closure under
stuttering. In Proc. 2nd Workshop on the SPIN Verification System, pages 163–
169. American Mathematical Society, 1996.
[HP94] Gerard J. Holzmann and Doron Peled. An improvement in formal verification.
In Proc. 7th Conference on Formal Description Techniques (FORTE’94),
pages 197–211. Chapman & Hall, 1994.
[JB06] Barbara Jobstmann and Roderick Bloem. Optimizations for LTL synthesis. In
6th Conference on Formal Methods in Computer-Aided Design (FMCAD’06),
pages 117–124. IEEE Computer Society Press, 2006.
[JGWB07] Barbara Jobstmann, Stefan J. Galler, Martin Weiglhofer, and Roderick Bloem.
Anzu: A tool for property synthesis. In Proc. 19th Conference on Computer
Aided Verification (CAV’07), volume 4590 of Lecture Notes in Computer
Science, pages 258–262. Springer-Verlag, 2007.
[JPZ08] Marcin Jurdzinski, Mike Paterson, and Uri Zwick. A deterministic
subexponential algorithm for solving parity games. SIAM Journal on
Computing, 38(4):1519–1532, 2008.
[Jur98] Marcin Jurdzinski. Deciding the winner in parity games is in UP ∩ co-UP.
Information Processing Letters, 68(3):119–124, 1998.
[Jur00] Marcin Jurdzinski. Small progress measures for solving parity games. In Proc.
17th Symposium on Theoretical Aspects of Computer Science (STACS’00),
volume 1770 of Lecture Notes in Computer Science, pages 290–301. Springer-
Verlag, 2000.
[Jur11] Marcin Jurdzinski. Algorithms for solving parity games. In Krzysztof R. Apt
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