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The successful implementation of an enterprise system requires training and end users in
the new systems and procedures. There has been no research reporting a relationship
between Domain Expertise (DE) and the successful implementation of an enterprise
system. This study sought to begin filling this knowledge gap by exploring the relationship
between DE, technical proficiency, training outcomes, and perceived training effectiveness
for a new enterprise system, specifically a Case Management System (CMS) in a small and
medium enterprise (SME). The research examines different subjects of technical expertise
including skills, abilities, and knowledge to increase professional acceptance in the high
domain of expertise field. In order to understand the complex nature of expertise and the
significant impact, an exploratory approach is undertaken. Purposive sampling was utilized
to select the 88 respondents to participate in the research, in which the role of domain
expertise and technical expertise is explored. Based upon analysis, research showed the
relevance of domain expertise and technical expertise in the deployment of successful case
management systems. The results contributed to literature by showing that how training
influences soft skills such as tacit knowledge on organizational culture and potential
clients, deliver best solutions to the project management. Meanwhile, the outcomes
provided significant traits on perceived training effectiveness, which drive increase in
knowledge, practical implication, and quality of project delivered, presentation skills,
communication and problem-solving abilities. The study also contributed to the literature
in terms of defining how technical and domain expertise not only effect the outcomes of
case management systems but also develop greater coordination for dealing the intricacies,
project difficulties, and task-related complexities.
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Chapter 1
Introduction

Background
Information and data frameworks were once basically utilized by expansive
organizations in broader measures because of the financial outlay and technical expertise
required to identify and execute these substantial and complex structures. However, a
recent trend of small and medium enterprises (SMEs) aiming to implement larger
information systems for the purpose of becoming more competitive, efficient and
resourceful (Adam, Kotzé, & Van der Merwe, 2011; Rainer & Cegielski, 2012;
Supramaniam, Abdullah, & Ponnan, 2014). It is noted that enterprises require systems
that seem to be expensive and trace various divisions of an organization’s internal and
external operations (Ullah, Al-Mudimigh, Al-Ghamdi, & Saleem, 2013; B. Wong &
Tein, 2003).
Enterprise systems have become central to the success of organizations, allowing
access to complete data and business functions across all business levels to support the
administration and management of a successful enterprise (Shelly & Rosenblatt, 2011;
Stair & Reynolds, 2012). Different enterprise systems implicate different business
functions that directly based upon the nature of the industries. An example of an
enterprise system is Enterprise Resource Planning (ERP) that integrates and standardizes
the data and processes of an organization into a particular and single system. The
designation of ERP integration can be used for systems that consolidate at least two
enterprise modules (Dezdar & Ainin, 2011; Maditinos, Chatzoudes, & Tsairidis, 2011;
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Thapliyal & Vashishta, 2012). ERP modules entitle variety of frameworks including Case
Management System (CMS), accounts receivable, accounts payable, invoicing and
payroll and other business functions depending on the company’s needs. CMS’s are an
essential part of many industries including medical, legal, law enforcement, computer
programming, and investigations (Chi, Glaser, & Farr, 2014; Knox, Gagala, Kilyk Jr, &
Hartmann, 2015; Lyoko, Phiri, & Phiri, 2016; Rodriguez-Perez, 2016). While many
CMS's come as a total programming bundle, yet many should be adjusted to meet the
particular needs of the business notwithstanding specific characteristics (Lyoko et al.,
2016).
Sellers and designers of enterprise systems frameworks perform broad research to
recognize industry best practices and procedures (Shaul & Tauber, 2013). Best practices
are characterized as the most proficient and successful approaches to finish particular
business exercises. Prerequisites for best practice are assembled from driving
organizations within the respective industries and joined with data from insights
perception, foundations and advisors. The engineers of enterprise systems frameworks at
that point utilize this extensive variety of data to create a structure that helps these
prescribed procedures. By utilizing an undertaking framework that has been produced in
light of the utilization of best practices, organizations could receive rewards that
incorporate a reduction in handling time and the work expected to finish tasks (Shaul &
Tauber, 2013; Stair & Reynolds, 2012).
The best practices defined by the software vendor do not always align with the
often well-defined linear business processes of an organization (Shaul & Tauber, 2013;
Wagner, Galliers, & Scott, 2004). Differences between configuration and business
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processes also can mean misalignment between configuration and the tacit knowledge of
the domain experts for whom the systems are designed (Mamoghli, Goepp, & BottaGenoulaz, 2015; Shaul & Tauber, 2013; Soh, Kien, and Tay-Yap, 2000; Wagner et al.,
2004). These misalignments can be further complicated by cultural and jurisdictional
boundaries. For example, systems designed for Western best practices might not match
with the best practices of Asian companies (Soh et al., 2000). Vendor best practices
might not take into account the different rules, regulations, and laws between countries,
states, providences, and even local municipalities (Shaul & Tauber, 2013; Soh et al.,
2000).
Successful deployment and use of an enterprise system could be paramount to an
organization’s survival (Belfo, 2016; Haddara & Elragal, 2013; Thapliyal & Vashishta,
2012; B. Wong & Tein, 2003). Enterprise system implementations fail more than 40% of
the time, and varying factors contribute to this result (Thapliyal & Vashishta, 2012; Xu,
Rondeau, & Mahenthiran, 2011). Only 10% of all enterprise system implementations
finish on time and budget (Thapliyal & Vashishta, 2012; Ullah et al., 2013). Failure of
proper adoption of a large-scale system like an enterprise system has caused
organizations to file for bankruptcy (Haddara & Elragal, 2013; B. Wong & Tein, 2003).
As such, training on these new systems is essential (Koivulahti-Ojala & Kakola, 2012;
Medina, Jiménez, Mora, & Ábrego, 2014; Ullah et al., 2013; B. Wong & Tein, 2003).
SMEs, in particular, have trouble developing and implementing enterprise systems due to
limited budgets and development resources (Haddara, 2012; Haddara & Elragal, 2013).
SMEs make up most of the world's business organizations (Haddara & Elragal,
2013). Their prosperity is regularly fixing to how creative and propelled they can
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progress toward becoming inside a market that ceaselessly develops through knowledge
acquisition (Jack, Anderson, & Connolly, 2014; Soomro and Aziz, 2015; Stan, 2014).
Implementing efficient enterprise systems in an SME can be troublesome. Some
enterprises face budget, time, and resource limitations that did not allow them to grow
their skills (Dotsika & Patrick, 2013). Existing systems for education and instruction are
frequently not adequate for independent company needs (Tzikopoulos, Manouselis,
Kastrantas, & Costopoulou, 2012). Highly technical roles often require constantly
updating knowledge and training. However, many businesses and especially SMEs
consider training a cost burden rather than something to invest in (Medina et al., 2014).
Many professional fields may also be considered high domain expertise fields
(HDEF) for example law, computer programming, medical, investigative fields and
sports (Ackerman, 2014; Chi et al., 2014; Epstein, 2013; Ericsson, 2014a, 2014b;
Ericsson, Krampe, & Tesch-Römer, 1993; Rodriguez-Perez, 2016). Domain expertise
(DE) is mastery over a particular field, and domain experts often have a wide base of
knowledge which allows them to look at problems in a way that allows for better
analyzation and reasoning (Chi et al., 2014; Ericsson, 2014a, 2014b). Experts in their
field find decision-making less effortful as decisions become more intuitive because of
knowledge and prior training (Chi et al., 2014; Ericsson, 2014b). DE in a field is
developed over a period and within HEDFs there will be both novices and experts. Even
after years of service, some might not attain DE status. Many people might not have the
motivation, desire or innate skill or enough deliberate practice become a domain expert
(Epstein, 2013; Ericsson, 2014b; Ericsson et al., 1993).

5
DE is developed over time within different knowledge intensives, or HDEF
ranging from chess (Hänggi et al., 2014), software development (Chi et al., 2014;
Riveiro, 2016; Wecker & Fischer, 2014), medicine (Chi et al., 2014; Ericsson, 2014b;
Kirkman, 2013) to investigations (Rodriguez-Perez, 2016). Achieving DE requires the
individual to apply themselves to deliberate practice and mastery of their chosen field
(Chinnappan, Ekanayake, & Brown, 2012; Ericsson, 2014a, 2014b; Ericsson, Prietula, &
Cokely, 2007; Shanteau & Weiss, 2014). DE is separate from innate talent, in that it is
specifically developed with practice intended to increase skill. DEs can accurately and
efficiently assess problems in their field quickly (Chi et al., 2014; Chinnappan et al.,
2012), develop and carry out solutions to these problems (Chi et al., 2014; Ericsson,
2014a), and take less time and effort to make decisions, maximizing efficiency (Chi et al.,
2014; Ericsson, 2014a; Kaufman, Baer, Cole & Sexton, 2008)).
For SMEs in HDEF, building the knowledge and capacity of employees to use a
new enterprise system is critical for the success and attainment of organizational goal
(Ullah et al., 2013). These new systems consolidate and replace old processes and
procedures and need to accommodate users’ capabilities. Without these necessary skills
and abilities to make sense of the new software, it would be difficult to implement (Rose,
Deros, & Rahman, 2013). Training and implementation styles would also determine the
functionality and outcomes of the system, and the level of knowledge held by the end
users might dictate their reaction to the training (Akinlofa, Holt, & Elyan, 2013).
Different levels of experience could influence how easily individuals might integrate or
interpret something like training (Ribeiro, 2013). Having technical expertise and
capability was also shown to contribute to training successes and outcomes for
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implementation of a new system (Ifinedo, 2011; Maditinos et al., 2011; Medina et al.,
2014; Pazmino, Lyons, Slattery, & Hunt, 2016; Ribeiro, 2013).
Although research existed exploring the relationships between technical expertise
and training outcomes, very little research existed exploring how DE influenced training
outcomes. Additionally, high DE individuals might react differently to training than
novice individuals. For SMEs, training outcomes related to enterprise system might be
critical to the enterprise’s long-term success. Therefore, knowledge relating to how DE,
technical expertise, the perception of training, and training outcomes were related might
be critical to improving implementation of enterprise systems for SMEs.
Problem Statement
No research was found that examined DE in relation to the training outcomes for
users that underwent training for enterprise systems. Therefore, it was not known how
DE affected training outcomes related to an enterprise system implementation.
Dissertation Goal
The purpose of this study was to determine if DE had an impact on training
outcomes on a new CMS for an SME in an HDEF. Another goal was to explore the
findings from previous research that technical expertise had an impact on training
outcomes. Training was also measured via perceived effectiveness of training by an
instrument and was compared to both DE and technical expertise. The perceived
effectiveness training instrument accounted for any mediating effect that the training
perception had on the outcomes.
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Research Questions (RQ) and Hypotheses (H)
RQ1. Does technical expertise play a role in the training outcome on a CMS for
an SME in an expertise intensive field?
In order to depict the significant role of technical expertise in training outcomes,
the study intended to focus on developing the following research hypothesis, thus
illustrating the correlation between training outcomes, technical expertise, training
effectiveness, and training outcomes.
H1. There will be no correlation between training outcome scores and employee
technical expertise.
H2. There will be no correlation between perceived training effectiveness and
technical expertise of the user.
H3. There will be no correlation between perceived training effectiveness and
training outcome scores.
RQ2. Does DE play a role in training outcomes on a CMS for an SME in an
expertise intensive field?
In similar context to the first research question, the following hypothesis is
formulated to analyze the association between user perception on effectiveness, domain
expertise, and training outcomes.
H4. There will be no correlation between user perception on the effectiveness of
training and DE
H5. There will be no correlation between training outcome scores and DE.
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Figure 1. Research Model of the Current Study
The constructs of the research model in Figure 1 above are built on the following:
Technical expertise was measured using a standardized online computer assessment test.
DE was measured using a rating rubric which is quantified every time an assignment was
completed by the manager of the investigator. The Rubric scale was based on a 1-5 rating
of the investigators work for each assignment. The company provided the training and the
outcomes scores on the training from the employees entering the information into the
new CMS system to the researcher. Training was also measured via a perceived training
effectiveness survey instrument and compared to both DE and technical expertise. The
perceived training effectiveness instrument accounted for any mediating effect that the
training had on the outcomes.
Relevance and Significance
There was a lack of research connecting DE to training or preparing a new
enterprise system implementation. There might be a benefit to understanding the best
ways for businesses to train their staff, both regarding the training methodology and to
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determine if there was a difference in the time needed to train employees with greater or
lesser DE.
Most businesses rely heavily on information systems to support their daily
activities and improve their business processes. Organizations invest in new technologies
to improve their performance, enhance security and in many cases to save money. There
are older technologies that are no longer in use, for example when hardware becomes
obsolete. The mass market consumers or small business software is usually not a perfect
fit at the enterprise level. There is a uniqueness to the investigative industry that does not
allow commonly used, out of the box software to satisfy business needs. A CMS would
need to be drastically modified or proprietarily created to satisfy the company’s industryspecific business needs (Jiang, Sarkar, & Jacob, 2012).
SMEs initiatives were not necessarily planned for or budgeted, but were often
started based on necessity or the owner’s or leader’s instinct (Supramaniam et al., 2014).
Implementing a new technology solution and providing training on the new system could
have a significant impact on an organization. The new technology would require
significant changes to many current day-to-day work processes. Training on the new
CMS for a workforce, which had different levels of technical expertise and was
geographically dispersed, was a challenge. Face-to-face meetings/training sessions for an
SME with a nationally dispersed workforce was usually not an option because of the
monetary implications.
Barriers and Issues
Corporate training presented several challenges. Not every company had the
opportunity for training face-to-face (Esteves, 2014; Manrique, 2015; Sitnikov, Kruk,
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Zhuravleva, & Chupakhina, 2010). In the case of the company that was the subject of this
study, the geographic distance between the workers presented an issue as the employees
who needed to be trained were spread all over the United States, many in rural areas.
Internet access was essential for this process, but the investigators could not use
unsecured connections they were near during surveillance. Secure Internet connectivity
was not a guarantee in all geographical areas. This was especially true for employees
working in remote and rural locations. Because of the roaming nature of their jobs, these
employees seldom knew in advance if they would have connectivity, as they were rarely
in the same spot on a daily basis.
Lack of time for training and setting an appointment for training was a barrier
(Owusu-Acheampong, 2015; Panagiotakopoulos, 2011). The specialized nature of these
employee positions and job responsibilities made it difficult to gather several employees
at one time, as they rarely knew what might transpire on any given day. The employee’s
geographical location and a specific time at that location on a specific day could change
instantaneously based on behaviors and activities being investigated.
It would be simpler if creating, coordinating, and delivering real-time training was
not necessary. The costs associated with the development and delivery of real-time,
instructor-led online training was significant. There were significant costs associated with
gathering the investigative employees, and there was an actual loss of revenue. Requiring
real-time instructor-led online meetings could affect work schedules and revenue streams.
Lack of employee desire for training was another barrier (Panagiotakopoulos,
2011; Rose et al., 2013). Lack of employee desire to participate in product updates and
training sessions was a challenge in getting training scheduled and completed. Production
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halts were common for smaller operations during required training sessions. These halts
could cause lost revenue for the company and depend on pay structure, for the employee
as well (Snider, da Silveria, & Balakrishnan, 2009; Stan, 2014).
The implementation of the CMS and the proposed training for this case study
involved a large time commitment for personnel, required information technology
strategic planning, and had monetary implications for the company in time, labor, and
potential lost revenue. SMEs have more limited resources than their large business
counterparts. The limitations in capital and personnel needed to implement strategic
upgrades could cause a hardship across the entire organization (Teoh, 2010). The
organization’s limited financial and personnel resources imposed limitations in the type
and amount of training that could be provided, creating a challenge for implementation of
new technology and adoption of new processes and procedures. Many times new
technologies failed to achieve the intended impact on performance, in part because users
were not fully accepting or adapting to the innovative technology (Hung, Ho, Jou, &
Kung, 2012; G. Lee & Xia, 2011).
Development of the CMS software was challenging. The investigative business is
highly specialized, and there was no commercially available case management software
that had all of the required business functionality. The selected commercial software
needed to be significantly customized to support the needs of the organization. Upgrading
customized packages was a significant activity, in this case taking over three years to
complete (Khoo, Chua, & Robey, 2011). Both the developer and the system users had to
be in complete agreement on what components were to be built. Sometimes, there were
misunderstandings and different interpretations of requirements, leading to increased
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development time and costs (Dezdar & Ainin, 2011; Thapliyal & Vashishta, 2012;
Westphal et al., 2012; Xu et al., 2011). Software upgrades of this magnitude often cost as
much as 20% to 30% of the original cost of the software, and at times did not work as
planned. This could cause serious hardships regarding company funding and time delays
needed to be corrected (Dezdar & Ainin, 2011; Khoo et al., 2011; Xu et al., 2011).
Assumptions
A key assumption of this study was that subjects answered questions on survey
instruments truthfully and to their best ability. As some of the survey instruments
assessed the skill of the individual at certain tasks, it was assumed that the individual was
providing their best response. There was the possibility that individuals rushed or did not
pay attention to assessment tasks, and hence the assessment tools underestimated the
technical abilities of the individual. Secondly, it was assumed that the relationships
explored among investigative domain experts as part of this study were generally
reflective of domain experts in other fields.
Finally, it was assumed that all subjects paid equal attention to the training
material for the CMS course. It was likely that many subjects did not give their full
attention to the training material, hence their perceptions of the effectiveness of the
material and the measurement of their training outcomes might be skewed. As there was
no way to measure how much effort an individual was putting into learning the training
material, it was simply assumed that every individual committed the same amount of
effort.
Limitations
There were several limitations to this study.
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A severe limitation of this study was the methodological design. Correlational
methods were a non-experimental design, which did not have a clear control level or
manipulation of the experimental variables; as such, there was limited ability to identify
causal relationships between variables. Experimental control of some variables was not
possible, for example, the perception of the individual towards the training material, but
other experimental variables, such as participation in a training program, could be
manipulated. Findings of this study could have limited use in making changes to training
programs within SMEs but provided starting insights for future, experimental design.
Another limiting aspect of the study was the fact that all subjects were sourced
from the same company within the same DE field and that training material was only
related to one module of an ERP. This affected the external validity of the study, as there
was limited ability to generalize the findings of this study to other fields, companies, and
training courses.
The majority of the participants in the study were remote users and, for training,
they needed to have good connectivity. They also had to have a secured Internet
connection. These necessities limited where the investigator could do the training.
Delimitations
The scope of this study was restricted to all employees, aged above 18 years of
age, of an organization currently implementing the CMS module of an ERP system. All
subjects were in the investigative field.
Subjects outside of this company or subjects working at this company who have
DE in other fields were not included. Other modules of the ERP implementation were
also not included.

14
Definition of terms
CMS:

Case Management System. This is the system that addresses the
workflow of a case. It handles intake of work, logs progress of
assigned work, finishes with the final report of the outcome of the
case.

DE:

Domain Expertise is having mastery over a particular field.

ERP:

An Information technology system that integrates different business
functions the data associated with those functions and processes of
an organization into one system.

HDEF:

A business profession where domain expertise is needed to excel at
the profession

SME:

Small and Medium Enterprises is used to describe the size of
businesses between 50 and 250 employees.

List of Acronyms
CRM

Customer Relationship Manager

CMS

Case Management System

CSV

Comma Separated Value

DE

Domain Expertise

ERP

Enterprise Resource Planning

HDEF

High Domain Expertise Fields

SCM

Supply Chain Management

SME

Small and Medium Enterprise
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Summary
For SMEs, keeping up with the latest information technology could be critical for
long-term success of the company. Often, new systems and technologies required training
for the end users to use the new technology efficiently. Knowing the relationships
between DE, technical expertise, the perception of training, and training outcomes during
the implementation of CMS could help to improve the training courses offered by SMEs
in DE fields. This study helped to fill this knowledge gap.
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Chapter 2
Review of the Literature

Introduction
The problem to examine is that little research existed to establish the associations
between DE and the influence on training outcomes for enterprise systems
implementation (Esteves, 2014; Owusu-Acheampong, 2015). The purpose of the study
was to determine if DE influenced any training outcomes for a CMS within an SME
within an HDEF. DE had expert knowledge within a defined field, and these experts have
developed extensive knowledge over an extended period of time regarding how to best
define, analyze, and solve a problem. These skills required factors, such as innate talent,
desire, and deliberate practice (Chi et al., 2014; Ericsson, 2014a, 2014b; Hänggi, Brütsch,
Siegel, & Jäncke, 2014). There was also the consideration of how other internal and
external factors influenced how domain experts made decisions within different domains.
Also whether or not these factors have any bearing on training, collaboration, and
enterprise system implementation (Ackerman, 2014; Epstein, 2013; Ericsson, 2014a;
Müller, Garcia-Retamero, Galesic, & Maldonado, 2013; Ruginski et al., 2016).
Understanding how these factors played out was an important consideration for
knowledge and system implementation within the context of an SME (Csath, 2012;
Floyde, Lawson, Shalloe, Eastgate, & D’Cruz, 2013). These considerations existed as
more businesses considered enterprise systems to expand their businesses capabilities
(Floyde et al., 2013). Enterprise systems were built with the intention to encompass
aspects of DE and best practices, as these enterprise systems were built based on the
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software that met the needs of the industry in question. However, these systems must be
carefully planned and leave little room for error when implementing them (Mammen,
2016; Thapliyal & Vashishta, 2012). They appeared to be the most influential in
improving efficiency for those SMEs; however, the implementation presented problems
for companies of this size (Shaul & Tauber, 2013). Not much research existed that
examined the relationships between enterprise system training, implementation, and DE;
however, research did exist showing user technical expertise had a positive influence on
enterprise system implementations (Ifinedo, 2011; Maditinos et al., 2011; Medina et al.,
2014). The author examined training of investigators for an SME with varying levels of
skills from novice to DE to determine if their knowledge level had a significant influence
on training outcomes for a type of enterprise system called a case management system
(CMS).
Domain Expertise
The idea of achieving domain expertise (DE) developed over time within several
knowledge intensives, or high domain expertise fields (HDEF) ranging from chess (Chi
et al., 2014; Ericsson et al., 2007; Hänggi et al., 2014), software development (Chi et al.,
2014; Riveiro, 2016; Wecker & Fischer, 2014), medicine (Chi et al., 2014; Kirkman,
2013) to investigation (Rodriguez-Perez, 2016). Achieving DE required the individual to
apply themselves to deliberate practice and mastery of their chosen field (Chinnappan et
al., 2012; Ericsson, 2014a, 2014b; Ericsson et al., 1993; Ericsson et al., 2007; Shanteau &
Weiss, 2014). An important distinction about the development of DE versus just talent
and a little experience was that the measured repetition that occurred with the
development of DE was focused solely on enhancing the performance of the eventual
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expert (Ackerman, 2014; Ericsson, 2014a; Ericsson et al., 1993; Ericsson et al., 2007).
Those that managed to attain an expert level of knowledge typically demonstrated the
ability to accurately and efficiently assess problems within their area of expertise (Chi et
al., 2014; Chinnappan et al., 2012). Genuine domain experts not only practice
deliberately but also think deliberately (Ericsson et al., 2007). Assessing problems
quickly also provided for an ease in developing and carrying out the best possible
solutions to those problems (Chi et al., 2014). Once an individual became a master of
their subject, decisions took less time and effort, and this showed the potential to
maximize efficiency (Chi et al., 2014; Ericsson, 2014a; Kaufman et al., 2008). However,
these skills must continue to be developed through regular training and exercise in order
to maintain expertise within a domain, as having sharp investigative knowledge and
problem-solving capabilities continued to be a requirement in every HDEF (Ackerman,
2014; Chi et al., 2014; Ericsson, 2014a; Ericsson et al., 2007; Knox et al., 2015; Lyoko et
al., 2016).
In the business environments of HDEF, attaining expertise requires overcoming
certain obstacles. Mistakes can result in physical or monetary implications. Deadlines can
delay learning as workers are more inclined to use methods they have already learned
than to seek out new more efficient methods to complete the needed tasks. Motivation,
desire, and innate ability can also be obstacles. (Ericsson et al., 1993). All HDEF have
both experts and novices working in the fields. Someone working in the field for an
extended period of time does make the decisions using less effort and a more automatic
response (Ericsson, 2014a; Ericsson et al., 1993). But not all workers in HDEF achieve
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domain expert status because of these obstacles (Ackerman, 2014; Ericsson et al., 1993;
Ericsson et al., 2007).
The literature regarding the development of DE was discussed by several authors
within numerous domains (Chi et al., 2014; Epstein, 2013; Ericsson, 2014a). They
examined areas such as the development of an innate talent, versus solely having an
interest in the subject (Ackerman, 2014; Ericsson et al., 1993), and the influence of that
expertise on decision-making (Chi et al., 2014; Ericsson et al., 2007; Ruginski et al.,
2016). Chi et al. (2014) examined the multiple developments of technical expertise within
different fields of study. The authors noted that the growth of technology, advancements
in computer capabilities, and individual cognitive functioning over the last twenty years
introduced new concepts to understand regarding the development of expertise (Chi et al.,
2014). The ability to correctly assess and understand the depth of value in expert
knowledge and the course of its development over time has become an invaluable subject
to study, in particular within the realms of psychology, business, and science. Expanding
the study of DE has also focused on the importance of how an individual develops their
learning capabilities, acquires their depth of knowledge, and communicates that
knowledge with others (Chi et al., 2014).
An area of interest was the idea of natural abilities versus development of
knowledge in a certain area or subject (Ackerman, 2014). Teoh (2010) discussed the
often contradictory dialogue regarding the different nature-oriented and nurturing
elements that influenced the development process. Ackerman (2014) also argued that
nature and practice elements be required for successful development. The person’s
differences influenced the development of a talent or skill and understanding these
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differences provided a stronger ability to predict the outcome of the person’s performance
in their chosen area. The analysis included a critique of the statistical and psychometric
factors necessary for predicting the performance level of an individual. Ackerman’s
(2014) conclusions demonstrated that certain factors favored prediction, but talent
identification showed limitations, and existing circumstances influenced the overall
outcomes for those with innate talent. The analysis indicated that some researchers were
incorrect in assuming that extreme circumstances influenced prediction and that
identification of talent required further examination because the individual may not
practice to develop it.
Decision-Making and Domain Expertise
The examination of how individuals developed their expert knowledge also led to
the examination of the influence that knowledge had upon decision-making capabilities
(Müller et al., 2013; Ruginski et al., 2016). Decision-making was often determined by the
domain expert’s level of comfort and ability in their particular area, but other
environmental factors were thought to influence that process in addition to their
knowledge capabilities. However, not much research exists within this area (Müller et al.,
2013). Mueller et al. (2013) sought to expand knowledge on the influence of a person’s
beliefs about causality on their decision-making process within diverse domains. The
study consisted of two separate experiments to map the effect of causal belief systems
within these domains. The collected empirical evidence would include an assessment of
the decisions made and any subsequent conclusions. The experiments involved
participants who made over 100 decisions regarding different tasks. Participants had to
make their decisions within a financial or medical context. Each participant had the
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option of researching information about the task before coming to a final decision. The
researchers analyzed the data using two specific cues related to the outcome and a
subsequent validity measure (Müller et al., 2013). Interestingly, within the medical
context, participants made casual decisions regardless of the evidence provided to them,
which indicated a decision was made upon an inherent belief they hold. Within the
financial context, participants adjusted their decision-making according to the provided
clues about the available choices. Müller et al (2013) results indicated that a person’s
beliefs about causality might influence their decisions to depend on the specific domain
and their inherent beliefs about the strength of their knowledge in that area even if they
had the potential to be incorrect in their decision-making.
Beliefs about levels of personal knowledge and capability could be linked to the
idea of intuition and how much that might be developed by expert knowledge and
practice; however, information in this area remained limited (Dane, Rockmann, & Pratt,
2012). Dane et al. (2012) highlighted the development of how DE and intuition might
drive the success of a person’s decision-making capabilities. To address the lack of
literature, they decided to conduct a study comparing intuitive decision-making versus
analytical decision-making. They conducted a comparison of intuition based versus
analytical process consideration on a specific domain task. The circumstances involved a
situation when the person must consider their instinctual reaction while at the same time
making the best possible decision about the task. The study involved two separate lab
studies that assessed any emerging connections between the strength of the participant’s
DE and the effectiveness of intuitive versus analytical decision-making. The chosen
domains was the sport of basketball and having the ability to determine the authenticity
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of a designer bag. Results showed that within both tests the effectiveness of an intuitive
based decision was only enhanced if the participant held a prior level of DE on the
subject (Dane et al., 2012). These results implied that intuition could be helpful in some
domains regardless of the level of expertise, but that knowledge enhanced intuition. This
indicated the importance of developing expertise and how that influenced decisionmaking processes.
As levels of knowledge increased this influenced how individuals made their
decisions and even searched for information. Wildemuth (2004) found that medical
students conducting searches within a microbiology database adapted their techniques
based upon their knowledge levels. Examining the students three different times over
nine months, as they searched for information to find solutions to their questions showed
changes in their search patterns (Wildemuth, 2004). The students adapted their terms of
use after each session, and the results of the analysis showed that a common tactic
involved specifying a subject, then expanding that subject, and then continually reducing
the search until they achieved their goal (Wildemuth, 2004). Wood et al. (2016) also
explored how expertise and domain knowledge influenced an individual’s skills in
Internet information searches. The authors considered four separate conditions for the
searcher. They studied the influence of expert internet searchers with higher levels of DE,
expert researchers with lower levels of DE, beginner searchers with higher DE, and
beginner searchers with very little DE (Wood et al., 2016). The condition with the best
and most valuable Internet searches were those with higher levels of expertise and higher
levels of knowledge in the domain in question. Those with the better levels of search
experience tended to gain access to internet sources that showed more credibility and
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accuracy in their content than those with less knowledge. Analysis of the individual
search protocols, especially the verbal ones, demonstrated that a great deal of thought and
cognitive processes influence the searcher’s decision-making procedures, and this
changed as they developed their skills. The indication was that efficiency developed, as
they built confidence in their abilities and expanded their knowledge about the search
functions (Wood et al., 2016).
Levels of knowledge and inherent beliefs also influenced outcomes in other
domains. In the context of disaster watch for hurricanes, the National Hurricane Center
determined forecasts by using a visual tracking system that followed the predicted
outcome of a storm (Ruginski et al., 2016). Those responsible for interpreting the
visualizations presented by the tracking system have been known to either dismiss or
misinterpret something if that individual was not considered an expert on the subject.
Ruginski et al. (2016) tested the decision-making of individuals using different displayed
scenarios. The scenarios included one using the most recent forecast, a storm with no
present uncertainties, and then others where multiple tracks were possible for the
hurricane. The outcomes showed that people made different decisions based upon what
visual techniques they understood, but there was uncertainty about outcomes when
decisions were made where the user did not possess DE and knowledge (Ruginski et al.,
2016). While DE and knowledge were important in these scenarios, the study of the
different influences of beliefs and confidence levels showed that there might need to be a
consideration for each facet of person’s circumstances when considering their decisionmaking process.
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Development of DE, understanding intuition, decision-making capabilities, and
practice required the right level of knowledge building and sharing (Chinnappan et al.,
2012; Shanteau & Weiss, 2014). Knowledge development required collaboration and
combining these areas to best acquire and use skills in a constructive manner, and the
skills development should have guidance from a reliable source (Chinnappan et al.,
2012). That was how expertise was developed within complex domain systems (Shanteau
& Weiss, 2014). Chinnappan et al. (2012) found that in some domains combining
knowledge and understanding was difficult and required balance. In the context of
geometry and proof advancement, students sometimes had difficulty in constructing
proofs while trying to understand the problem and gain new knowledge. A study of over
100 students from Sri Lanka regarding teaching and developing mathematic proofs in the
field of geometry revealed the balance needed in using and learning knowledge in a
complex domain. The researchers considered three factors in the participants’ building of
a proof, which included present knowledge, their ability to develop solutions, and their
overall critical thinking ability. Results of the regression confirmed the hypothesis that all
three of these factors were required in creating a new proof. DE was a necessity, but it
was more than just the expert knowledge that was required to achieve a successful
outcome for this exercise. The students needed to rely on their skills and collective
knowledge building, as that influenced the final outcome (Shanteau & Weiss, 2014).
There is a combination of different factors regarding DE improvement, skills
development, communication, thought processes, and intuition influenced the
development of strategy and collaboration (Soulier, Tamine, & Bahsoun, 2014;
Wildemuth, 2004). Soulier et al. (2014) explored DE supported the expansion of
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collaboration and the development of knowledge and problem-solving capabilities. The
researchers used different methods for how to promote collaboration within a domain
where experts existed at different levels of knowledge. Soulier et al. (2014) examined
how to create a collaborative model that ranked those using the model based upon their
level of expertise. This model involved a learning system for allocating documents to
users, as there was a need to develop a tool that considered multiple users’ capabilities
and adapted information accordingly for users to collaborate more easily. This model
calculated a relevant score based on the user’s level of DE and then provided an outcome
that connected each user with another one based on the person who would act as the best
collaborator for the project (Soulier et al., 2014). This situation was interesting because it
accounted for the importance of experience and knowledge, but it also demonstrated the
necessity of considering how different levels of knowledge influenced outcomes.
Understanding how internal and external process influenced DE is important, as
an expert and domain specific workforce showed the potential for improving outcomes
for companies (Jack et al., 2014; Kirkman, 2013). The ability to have individuals learn
and develop new knowledge and skills influenced growth during economic troubles (Jack
et al., 2014). In the context of Northern Ireland, certain sectors needed innovation and
technology skills development. Findings from an assessment of thirty businesses from the
food sector showed that employees lacked the necessary higher levels of education to
meet current business needs. In this case, there were different levels of technical expertise
needed and these were not always present, the technical skills were needed especially in
the management roles. Jack et al. (2014) findings also showed that collaborations should
be built between businesses and higher education institutions to facilitate the gap in
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knowledge to teach the required expertise. Having the necessary capabilities and
experience in an industry was critical to success and delivery of any developed systems
(Jack et al., 2014).
Possessing domain specific knowledge and collaboration abilities were critical
factors in implementing certain tools and technology (Kaufman et al., 2008; Lyoko et al.,
2016; Rainer & Cegielski, 2012; Stair & Reynolds, 2012). Kaufman et al. (2008)
explored the importance of expertise and outcomes regarding the evaluation of a rating
assessment tool called the Consensual Assessment Technique. This particular tool was
created to provide an evaluation of an individual’s creative skills. However, this tool
typically required subject experts to use the tool in order to implement it in an assessment
(Kaufman et al., 2008). In order to test the requirement of expert users, researchers
attempted to use raters without the same level of domain expertise, although little
research existed regarding the outcomes of using unskilled raters in the assessment
(Kaufman et al., 2008). Creativity ratings with ten experts for over 200 poems occurred
in contrast to 106 non-domain expert ratings of the same poems. The comparison
revealed several glaring differences, which showed that replacing assessment experts
with raters without the same level of experience might be problematic for the validity of
any evaluation. The raters without the experience and knowledge of evaluation showed
inconsistency with their opinions, which negatively affected inter-rater reliability. The
non-expert raters’ outcomes also did not match the expert raters’ results (Kaufman et al.,
2008). Kaufman et al. (2008) results indicated the necessity of using domain experts to
efficiently carry out the use of the tool for creativity assessment. Knowledge levels and
experience mattered in each of these cases, or the outcomes would not meet expectations.
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System Development and Technical Expertise
Having the expertise and specialized technical aptitudes to implement computer
systems and technology were at the center of making, executing, and enhancing any
undertaking enterprise system (Herbst, Urbach, & vom Brocke; Ifinedo, 2011; Ifinedo &
Sundberg, 2012). Possessing an external set of skill made a difference while analyzing
the improvement of enterprise systems in various settings (Ifinedo, 2011). Having the
necessary DE and technical skills were especially important in building information
systems and software development (Ghobadi, 2015; Ghosh, Yoon, & Fustos, 2013;
Rainer & Cegielski, 2012; Stair & Reynolds, 2012). Enterprise systems are built upon a
foundation of principles and learning objectives required for understanding the necessity
of information systems. Identified principles included knowledge management,
collaboration, communication, information for leadership, and the practice of decisionmaking in an organization. Technology and data systems allowed organizations to make
improvements in business and policy practices (Stair & Reynolds, 2012). Understanding
the influence of information systems and how to make that information work to reach
personal and organizational goals was a necessity, which was where the requirements for
DE and knowledge construction entered into the discussion.
Modules for new system development for an enterprise system are researched
thoroughly for the most effective and efficient ways to complete the specific business
process. Consultants, expert research institutions, and leading companies have been used
to gather extensive information to produce these best practices. These best practices,
incorporated in the systems, should allow the users of the modules to see reduced time in
processing workload and labor costs compared to the systems and procedures used prior
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to the modules built (Ghosh et al., 2013; Pazmino et al., 2016; ReVelle, 2016; Stair &
Reynolds, 2012).
It is important to involve experienced and expert participants, especially when
designing new software like an enterprise system. The level of expertise of the participant
is a key factor in the shaping of the new software design (Pazmino et al., 2016). When
planning for enterprise systems, the literature showed that when a company’s employees
possessed the right information technology capabilities that these promoted the success of
the implementation (Ifinedo, 2011; Pazmino et al., 2016). The combination of internal
and external technical knowledge was also required for the system to be implemented
correctly (Ifinedo, 2014).
SMEs do not always possess the proper technical skill neither for the decisions on
purchase nor the implementations of new or existing enterprise systems. In many
instances, they are inclined to hire outside consultants to assist both the matching of a
system and for the training and implementation of the new enterprise software
(Bradshaw, Pulakanam, & Cragg, 2015; Ifinedo, 2011).
The development of DE, knowledge construction and information sharing within
software development has grown (Ghobadi, 2015). However, there were numerous
perspectives about the factors driving knowledge sharing specifically within the context
of building organizational change and the influence of DE. Ghobadi (2015) provided a
systematic review of the existing literature regarding the development of knowledge
sharing within software development. The goal of their paper was to create a framework
to help classify perspectives about the factors driving knowledge sharing specifically
within the context of organizational change. Several critical factors emerged for growing
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knowledge and information on the subjects of collaboration and knowledge development.
Necessary components for implementing and continuing the development of DE
including stakeholder involvement, planning, and understanding of skill levels (Ghobadi,
2015). These factors were critical to successful development of enterprise systems and
software development, as knowledge was the backbone of businesses development
(Mehta, Hall, & Byrd, 2014).
Implementation of an enterprise system depended upon the knowledge and skills
of its users, and this required the development of technical expertise (Bradshaw et al.,
2015; Cronan & Douglas, 2013; Ifinedo, 2011; Lyoko et al., 2016). The development of
DE and the different internal and external factors influencing how experts interacted with
non-experts and affected the decision-making process required further exploration, in
particular within the context of software development for SMEs.
Enterprise Systems Implementations
There are several types of enterprise systems available for uptake by businesses
ranging from those targeted towards enterprise resource planning (ERP), or to more
specific targeted systems including supply chain management (SCM), customer relations
management (CRM), and case management systems (CMS) (Rainer & Cegielski, 2012;
Shelly & Rosenblatt, 2011; Stair & Reynolds, 2012). Choosing the correct enterprise
system depended on the company’s needs and goals, and those needed careful planning
and consideration as enterprise systems represented considerable costs for an enterprise
(Ullah et al., 2013). The enterprise systems called CRM, which focused on managing
human resources and sales operations (Rainer & Cegielski, 2012; Shelly & Rosenblatt,
2011; Stair & Reynolds, 2012). An SCM system focused on the central part of a company

30
that dealt with logistical and resources management (Rainer & Cegielski, 2012; Shelly &
Rosenblatt, 2011). CMS is structured to handle the workflow of a case from inception to
conclusion. The case can be in many HDEF’s including legal, medical, law enforcement
and investigation (Chi et al., 2014; Knox et al., 2015; Lyoko et al., 2016; MotahariNezhad & Swenson; Rodriguez-Perez, 2016). An ERP system combines enterprise
systems, which consolidated and integrated several modules unifying different
departmental functions into the same multi faceted system. (Dezdar & Ainin, 2011;
Shelly & Rosenblatt, 2011; Stair & Reynolds, 2012; Thapliyal & Vashishta, 2012). All of
the mentioned enterprise systems created a central control and information database that
provided for streamlining all operations and tracking for any problems that might arise in
daily operations (Rainer & Cegielski, 2012; Shelly & Rosenblatt, 2011).
Enterprise systems act as an important means for helping businesses remain
competitive and efficient (Adam et al., 2011; Haddara & Elragal, 2013; Rainer &
Cegielski, 2012; Shaul & Tauber, 2013; Sykes, Venkatesh, & Johnson, 2014; B. Wong &
Tein, 2003). In order to achieve a successful implementation of a system, critical success
factors needed to be considered, as the literature showed that many implementations were
unsuccessful (Thapliyal & Vashishta, 2012). A very small percentage of new systems
were carried out successfully and within the original plan (Thapliyal & Vashishta, 2012;
Ullah et al., 2013). If the system transition failed, that could cause irreparable damage to
the organization (Haddara & Elragal, 2013).
The high rate of failure has been reported as 90% or greater rate due to late
completion and cost overruns on enterprise system projects (Ahmad & Cuenca, 2013;
Dezdar & Ainin, 2011; Maditinos et al., 2011; Thapliyal & Vashishta, 2012; Xu et al.,
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2011). Forty percent or more fail to even make it to a working productions environment,
resulting in a complete loss to the organization (Thapliyal & Vashishta, 2012; Xu et al.,
2011). Many large organizations, such as Hershey’s Foods, Whirlpool Corporation, Dell,
Reebok, Southern Methodist University and the U.S. Mint, have lost millions of dollars
in failed enterprise system implementation attempts (B. Wong & Tein, 2003).
Many factors contribute to success and failure. The first is upper management’s
commitment to the change (Ahmad & Cuenca, 2013; Dezdar & Ainin, 2011; Maditinos et
al., 2011; Thapliyal & Vashishta, 2012). If upper management is not dedicated to the
success of the project, it will most likely fail. Fractured management support can create a
political climate that can doom the project (Thapliyal & Vashishta, 2012).
Cost and time overruns are another common reason for failure (Dezdar & Ainin,
2011; Maditinos et al., 2011; Thapliyal & Vashishta, 2012). Even if the system ends up in
production, high costs and delays in implementation can label the project as a failure
(Dezdar & Ainin, 2011). A factor that contributes to time and money overruns, which can
eventually lead to project failure, is that the enterprise system was not a good fit for the
organization’s needs, and the cost to modify the system to address these needs becomes
extensive, and in some cases prohibitive (Hung et al., 2012).
There were several factors to consider in order to ensure that as systems were
chosen and became operational that they would be able to perform (Shaul & Tauber,
2013). Shaul and Tauber (2013) conducted a review of the literature from the past ten
years on what factors contributed to the successful implementation and operation of
enterprise programs. They examined the integration of ERP’s with the other system
types, such as supply chain management. Their search revealed over 300 studies
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regarding the different aspects of implementing a system, what influenced the
implementation of the program across its lifetime, and what occurred at different points
in that cycle. These sources revealed numerous factors influencing the success of
implementation. Developing research and planning for these systems was important for
them to serve the needs of different organizations and improve effectiveness (Shaul &
Tauber, 2013). Developers needed to understand how the systems would provide the
companies with the necessary means to improve their processes. The critical success
factors were the presence of good knowledge management, information sharing,
planning, and understanding the best methods for implementing a system within a
particular business (Shaul & Tauber, 2013). These critical success factors emerged from
these different studies, and system designers and implementers had the opportunity to
incorporate this information into planning in order to ensure that the companies achieved
a successful transition to the new system (Shaul & Tauber, 2013; Stair & Reynolds,
2012).
Making the choice of the right system depended greatly on the company’s needs,
costs, and required careful consideration, as many systems could be adapted depending
upon the company’s requirements (Lyoko et al., 2016; Poba-Nzaou & Raymond, 2013;
Supramaniam et al., 2014; Zeng & Skibniewski, 2013). Supramaniam et al. (2014)
examined the underlying costs of enterprise systems within the context of SMEs in
Malaysia. This was important for businesses of this size because SMEs needed to
reinvent themselves to stay competitive in a growing market. The reinvention involved
improving productivity. These examinations consisted of studying three separate factors,
including business, stakeholders, and the implementation process. Associations between
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each of these classifications were examined to identify which factors showed significance
in affecting the others (Supramaniam et al., 2014). Supramaniam et al.’s (2014)
exploratory survey was conducted with over 100 Malaysian companies, and the highest
costs associated with enterprise systems involved external consulting, skills development
for existing employees, and updating processes for the new system. The human capital
cost and implementation process were the biggest drivers in influencing the success or
failure of the enterprise system (Supramaniam et al., 2014). Costs associated with
training on successful enterprise system projects can account for up to 30% of the entire
project’s costs (Esteves, 2014). SMEs resources are more limited than their larger
counterparts’, impacting both financial and human resources (Ahmad & Cuenca, 2013)
SMEs had trouble developing enterprise systems due to limited budgets and
development resources (Haddara, 2012; Haddara & Elragal, 2013). Haddara & Elragal
(2013) found that the adoption of enterprise system required the consideration of the
major costs and resources required to implement the system. These are important
considerations for SMEs, as they make up the majority of the world's businesses.
However, unlike many large firms, SMEs have difficulty implementing enterprise
systems due to the cost and the lack of available resources. In order to create a situation
where they would be able to handle the burden of implementation, they had to be careful
with planning each step of the process. The literature on the subject of SMEs
implementing enterprise systems stated that most efforts failed due to poor planning and
cost identification. Studying Egyptian SMEs showed that consideration of cost factors,
stakeholder opinions, and consideration of contextual factors improved the likelihood of
success (Haddara & Elragal, 2013).
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Another consideration was that implementing a system required making changes
internally, which had the potential to hurt operations in companies of these sizes. One of
the most important considerations was planning for training and modeling for
implementation. The empirical literature regarding budgeting and planning for the
transition showed that most of the systems implementation failed because the planning
and training for implementation were imprecise. Several enterprises also did not
appropriately model costs and conduct the necessary research to project for the
management, training, and resource needs (Haddara, 2012). Haddara (2012) provided
identification of the specific factors necessary to implement successful enterprise system.
Haddara (2012) used previous literature and an expert planner to validate relevant costs
for projects implemented in Egypt. Identified cost factors included selecting the right
software for incorporation, identifying resources, planning for training of staff,
considering the right method for implementation that would not disrupt daily operations,
and developing technical expertise.
Thapliyal and Vashishta, (2012) states the development of an enterprise system
within the context of an SME in India provided further examination of the different
methods for integrating information and processes from all areas of the businesses into
one information system. In order to achieve this goal, the majority of enterprise system
projects organized all of the company’s information into one database that has several
subsystems. Having an efficient system was vital for SMEs in India, as they faced a
growing global market and competition, which required them to expand and embrace
technological advancement. An enterprise system was considered to be the most dynamic
and common method for improving company efficiency and productivity. Critical
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success factors to improve implementation involved resource planning, stakeholder
involvement, and a solid operation plan (Thapliyal & Vashishta, 2012).
Assessments and planning are needed to be taken seriously, as there were benefits
to proper system planning connected to preparation and management of resources (Zeng
& Skibniewski, 2013). Zeng & Skibniewski (2013) conducted a risk assessment of an
enterprise system by examining known potential risks against different components of the
chosen system. They found that poor planning, projected budget, and implementation
were areas of concern, and their model provided a source for examining these potential
problems during the implementation process (Zeng & Skibniewski, 2013). The approach
could help identify risk factors early that were at the root of failed enterprise system
implementation. Testing and implementation of the right software was a key factor in
ensuring the success of an enterprise system project, although it was sometimes difficult
to ascertain and plan for the right software and testing depending upon the enterprise
(Jiang et al., 2012; Ling Keong, Ramayah, Kurnia, & May Chiun, 2012; Rettig, 2013).
Testing of software was important to ensure that it met the needs of the enterprises
implementing it. This was particularly important for any software developed for a
specific enterprise. Consideration for continued testing after the distribution of a product
was also important, as there was the potential for it to help keep costs lower and improve
the integrity of the software over the lifetime of its use (Jiang et al., 2012). Jiang et al.
(2012) studied testing of software after its release and found that having post-release
testing improved uncertainties, upkeep of the system, and overall outcomes for its use.
Understanding when and why an enterprise system was chosen was another factor
in examining the planning and the proposal of an enterprise system and determining if
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implementation would be successful (Ling Keong et al., 2012; Lyoko et al., 2016). Ling
Keong et al. (2012) found that implementation required consideration of the industry, the
purpose of adopting the system, stakeholders’ opinions, communication levels, the ability
to train end users on the software, and trust in the functioning of the software (Ling
Keong et al., 2012). These were all aspects of the critical success factors necessary for
developing and implementing an enterprise system. Certain industries would also benefit
from the uptake of an enterprise system, but consideration was required to understand if
or how it would be feasible. Lyoko et al. (2016) examined this issue of uptake of an
enterprise system with the police service in Zambia. Their examination included a review
of formal education levels, information technology, and technology use in the police
service. These factors were considered as processes for businesses in this context,
especially those around security, which did not use automated technology, and was why
the implementation of an enterprise system would be important. Lack of an automated
system contributed to the loss of valuable information, documents, and the human error
inherent in reporting. Assessment of the situation showed that less than half of the
participants in the service had college degrees, only about 30 percent finished high
school, and less than a quarter had post-graduate degrees. Less than a quarter had training
in computer technology, and almost 40 percent did not use a work email to conduct
business. These results showed that assessment of when and why an enterprise chose to
implement a system was critical because these risks factors needed to be addressed before
implementation began. They needed to provide training and increase technical knowledge
in these services (Lyoko et al., 2016).
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As implementation of enterprise systems has grown within SMEs in the last
decade. The presence of certain characteristics within companies of these sizes also
influenced the planning and implementation process (May, Dhillon, & Caldeira, 2013;
Zach, Munkvold, & Olsen, 2014). Enterprise system implementation could be difficult
depending upon organizational culture and poor planning (May et al., 2013; Zach et al.,
2014). Zach et al. (2014) examined the factors in smaller companies that influenced the
uptake of an enterprise system. They examined four case studies of SMEs, including the
implementation of a system at different phases of the process. The context of the
enterprise, their level of knowledge about the system, business process, and the state of
the market had some of the most significant influence in the process (Zach et al., 2014).
These factors pointed to limited information resources creating problems for SMEs in
developing and carrying out enterprise systems. Development and planning were difficult
sometimes for smaller organizations, because of this lack of knowledge and expertise
about the enterprise system (May et al., 2013). May et al. (2013) found that while
different companies worked on building their knowledge base about enterprise systems
that has not been enough to ensure successful implementation of an enterprise system.
They conducted interviews with three European businesses to determine the best
approaches to the problem. Their examination of these issues led to an attempt at defining
how firms could best plan their implementation process (May et al., 2013). The focus was
on improving knowledge and conceptual guidance on enterprise planning and providing
companies with the means to improve their decision-making capabilities.
There was reported resistance to making changes to an organization’s system and
processes, and some of this depended on the characteristics in place in the company
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culture (Hon, Bloom, & Crant, 2014; Parker, 2013). Hon et al. (2014) studied Chinese
firms facing issues with the change taking place within the company. They reviewed
three factors influencing the process, which included company context, management
styles, and stakeholder characteristics. To overcome resistance to change in an
organization, management needed to focus on contextual issues, including cultural
context and understanding employee attitudes (Hon et al., 2014). Introducing information
and considerations for these factors influenced the successful implementation of the
desired change. From the perspective of the employees, there was importance in
management developing an understanding of their actual thoughts of the changes taking
place within the organization (Parker, 2013). Parker (2013) investigated this issue within
a research facility finding a gap in understanding of the written policies and actual
interactions. The lack of understanding of the policies showed that there was a gap in
knowledge and understanding about the changes taking place in the organization. Their
case study showed that consolidation of the organization’s information could help
mitigate any misunderstandings, but that required recognition and improvement of
employees’ knowledge (Parker, 2013). Sharing knowledge within an organization might
act as one of the most important factors in improving knowledge and practices for
implementing an enterprise system (Hung et al., 2012). Hung et al. (2012) examined
knowledge sharing and the influence on the organizational climate by interviewing over
170 participants about knowledge sharing and the process chosen to transfer the
knowledge. Their results showed that the most important factors to consider to promote
the sharing of knowledge and the implementation process included developing positive
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relationships and improving understanding of the importance of the using the new system
(Hung et al., 2012).
Implementing a successful enterprise system will benefit an organization, and a
failure has the potential to destroy a company, so developing relationships and building
trust was a necessity to achieving changes (Tarhini, Ammar, & Tarhini, 2015). Much of
this research focused on the perspective of the management and the critical success
factors necessary to implement a project, but the stakeholders’ views were limited
(Tarhini et al., 2015). Tarhini et al. (2015) examined the view of stakeholders in the
implementation process and found similar understanding about the critical success factors
required to facilitate a successful implementation. These included training opportunities,
knowledge sharing, support, communication, and a clear planning process for the system.
The most important points were about managing change and providing stakeholders, who
were often the end users, with the necessary information to support the change (Tarhini et
al., 2015).
Successful implementation on enterprise systems took into consideration all of the
critical success factors and understanding of the presented risk factors. These were
similar no matter what the context of the company. Ahmad & Cuenca (2013) reviewed
more than 50 papers about the factors required to have successful enterprise system
implementation. They noted that the process for the implementing and planning processs
was typically difficult, confusing, and not cost effective for smaller businesses. The
planning process included a review of the enterprise’s assets, policies and procedures,
and the most beneficial software matching the enterprise’s needs. Once the correct
software was selected, the company had to consider the correct training for staff, the
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configuration of the system, and the development and customizing of the software.
Implementation of these different considerations also needed to be done in a manner that
would not cause any disruption to the business. The only way to accomplish the changes
required, without disruption to daily operations, involved ensuring that infrastructure,
planning, and procedures were developed specifically for the changes to be made. These
factors were required to make the necessary changes without hurting outcomes for an
SME (Ahmad & Cuenca, 2013).
The development of these methods mattered a great deal and determined if the
company would survive the transition. In the context of India, businesses attempted to
develop their methods for enterprise system implementation in different ways (Garg &
Garg, 2013). Retail businesses in India faced difficulties in deciding which method to
adopt to improve their planning and implementation, and they could not afford to fail in
their choice. The steps to implementation of enterprise system were considered difficult
and intricate. Garg and Garg (2013) showed that about two-thirds of enterprise system
implementation projects failed, which matched the usual findings on implementation with
SMEs. Garg and Garg (2013) attempted to uncover and assess what made these ventures
fail. The researchers used a combined survey and interview method to collect data
involving project planners, managers, consultants, and members of each planning team.
The findings showed several of the expected failure factors including poor resources, a
lack of stakeholder involvement, dislike of change, turnover rates, bad management, and
an implementation plan that did not fit the business’ needs (Garg & Garg, 2013).
Development of knowledge regarding process planning and customization of
enterprise systems could make the difference in the implementation process. The
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importance of information and customer orientation were the key factors no matter what
type of system was in development (Khoo et al., 2011; Poba-Nzaou & Raymond, 2013;
Wang & Feng, 2012). These planning processes were developed more effectively when
firms implemented a customized and central orientation system and explored customer
needs (Khodakarami & Chan, 2014).
Critical success factors contributed to a successful outcomes for companies choosing to
implement an enterprise program, and this included commitment from stakeholders,
knowledge sharing, and selection of the appropriate technology, planning, and cost
considerations (Medina et al., 2014; Tzikopoulos et al., 2012). An important
consideration was that SMEs faced several challenges to implementation and very few
were able to succeed (Dotsika & Patrick, 2013; Garg & Garg, 2013). However, with the
right planning and processes put in place, including the right technical expertise and the
appropriate training plans, there would be excellent potential for success (Ahmad &
Cuenca, 2013). Training, management involvement and backing, and knowledge
development were perhaps the most important considerations for the implementation,
because if the end users of the system did not have a good understanding and a show for
support of the software and expectations then the implementation process would most
likely fail (Ahmad & Cuenca, 2013; Dezdar & Ainin, 2011; Thapliyal & Vashishta,
2012).
Training in Systems Implementation
In order for the implementation process of an enterprise to find success,
knowledge and training on the new system were required (Ghosh et al., 2013; Medina et
al., 2014; Ullah et al., 2013). Building the knowledge and capability of employees and
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users of the system were important elements, as they were responsible for carrying out
the new system (Ullah et al., 2013). This was a critical part of the planning and
implementation process, as the planning showed that sharing knowledge with
stakeholders was a factor in the successful building of the system (Mehta et al., 2014).
These new systems consolidated and replaced old processes and procedures and needed
to accommodate users’ capabilities. Without these necessary skills and abilities to make
sense of the new software it would be difficult to implement (Rose et al., 2013). Those
with technical knowledge and capabilities would likely have the most capability to learn
the system quickly and implement the technology (Ifinedo, 2011; Medina et al., 2014;
Rodger, Pankaj, & Nahouraii, 2011). Training and implementation styles would also
determine the functionality and outcomes of the system, and the level of knowledge held
by the end users might dictate their reaction to the training (Akinlofa et al., 2013).
Different training designs provided different outcomes and results for the trainees
(Akinlofa et al., 2013; K. Wagner, Klein, Klopp, Puhl, & Stark, 2013). Akinlofa et al.
(2012) reviewed prior research regarding programs designed to provide instruction.
These designs included static and dynamic styles for instruction, and both styles showed
different outcomes. Dynamic style of videos tended to be better at instructing individuals
to develop new skills in procedural development, and these benefits of a dynamic design
in contrast to a static approach to a standard classroom environment were considered to
be due to the previous knowledge and aptitude of the student (Akinlofa et al., 2013). To
uncover if these benefits would continue in those people with domain specific knowledge
as they learned new tasks, they divided 24 domain-specific experts into three groups who
performed a procedural task after learning with different styles of training. Akinlofa et al.
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(2013) controlled for cognitive capabilities and specific knowledge. Results of the test
showed that regardless of the student’s prior knowledge and cognitive abilities, the
dynamic method was still the best method for teaching new tasks (Akinlofa et al., 2013).
Introducing a dynamic learning environment and collaboration seemed to provide good
outcomes for the training of new skills (K. Wagner et al., 2013). K. Wagner et al. (2013)
studied the efficiency of an integrated learning model designed to help improve
knowledge building. The environment involved teaching instruction and problem
designed practices. They assessed the effectiveness of the models using knowledge
application techniques and self-reports from the advanced students tested. Results
showed that students working in the integrated environment showed higher scores,
indicating that the learning in that type of environment improved knowledge acquisition
(K. Wagner et al., 2013). These styles of teaching built upon the assumption that
knowledge construction happened best within an environment that facilitated knowledge
sharing and collaboration, as those with more advanced knowledge could both learn and
share what they know with others in order to solve a problem (K. Wagner et al., 2013).
There was importance in post-training learning and how well individuals implemented
their new skills. Having a practical component to the training helped to improve usage of
the system (Chou, Chang, Lin, & Chou, 2014). Having expertise and capability
contributed to training successes and outcomes for implementation of a new system
(Pazmino et al., 2016; Ribeiro, 2013).
Considerations for expertise and further development of knowledge were
measured as organizations grew their capacity for change and growth. Collaboration and
knowledge sharing were a requirement to achieve that growth, as most enterprise systems
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were developed with the idea of participatory practices in mind (Pazmino et al., 2016).
Pazmino et al. (2016) examined participatory design in the context of end users acting as
domain experts on the system. They studied how participants of different experience
levels interacted and supported the outcome of using a system, and they found that it was
necessary to consider the participants’ level of knowledge and how that could be
incorporated into the design and implementation (Pazmino et al., 2016). Different levels
of experience influenced how easily individuals might integrate or interpret something
like training (Ribeiro, 2013). Ribeiro (2013) developed a framework to predict how
novice learners reacted following a training program conducted at a Brazilian industrial
plant. This was compared to the experience of a domain expert who both created and
experienced the training. The experiences of the experts and the novices were different
regarding the training, but their reactions provided both an expansion of knowledge and
the capability to improve training programs for incoming trainees (Ribeiro, 2013).
Leadership development and improved knowledge only occurred through
implementation training, and that could lead to less resistance from reluctant participants
(Lundy & Morin, 2013; Rabipour & Davidson, 2015; Rivard & Lapointe, 2012). Those
with proper training managed effective outcomes for training and implementation of
projects (Lundy & Morin, 2013). Lundy and Morin (2013) examined positive outcome
from the perspective of the Canadian Public Service, and the different characteristics
presented when people were resistant to change. Those who learned effective leadership
practices and competencies necessary to facilitate change had the best outcomes. Much of
positive outcomes was also dependent upon the right training and knowledge developed
by the leadership (Lundy & Morin, 2013). Training was important for developing
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cognitive learning skills and expertise, which also facilitated collaboration and
comfortability with decision-making (Rabipour & Davidson, 2015). Training people to
improve cognitive capabilities was important, and growing in acceptance as
computerized training grew in popularity. Rabipour and Davidson (2015) examined this
training and the perception of those receiving the training in order to determine how they
felt about any improvements received from the training. Overall, most participants rated
the training as positive, but the older participants with more knowledge were the most
positive about the training. This was thought to be connected to those individuals being
more comfortable with their knowledge and abilities with technology, so they felt that
they received the greatest benefit from the training (Rabipour & Davidson, 2015).
Enterprise systems were implemented successfully when businesses chose the
correct system and software for their company, but implementation was only effective
when employees learned the program and felt they had the ability to implement the
system (Aram & Neumann, 2015; G. J. Lee, 2012; Rose et al., 2013). Implementation of
a new system within an SME depended upon the practices of the enterprise (Rose et al.,
2013). Barriers to implementation typically occurred when employees or users did not
feel comfortable or knowledgeable about the changes (Rose et al., 2013). Training was a
requirement for ensuring that an enterprise was able to keep up their performance
capabilities, especially when introducing new elements of change (Ghosh et al., 2013;
Ifinedo, 2014; G. J. Lee, 2012). The problem for SMEs was that they were less likely to
implement those changes in the same manner as a larger firm (G. J. Lee, 2012). Creating
a system where employees were involved and invested in the training could make the
difference between resistance and success of introducing the training. Aram and
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Neumann (2015) provided an in-depth discussion of a way to improve and cultivate a
business information system. These systems were described as consisting of technology
components, informational components, and cooperative social structures. The systems
were continually developed based upon the people existing within the structure in
question. There was a necessity in learning the different backgrounds, knowledge, and
goals of these individuals in order to understand the creation of subsystems. All of these
factors contributed to improving how comfortable users felt about the system and their
subsequent use of it (G. J. Lee, 2012).
Training is essential in order to implement enterprise systems (Esteves, 2014).
Esteves (2012) sampled over 158 participants from four different shareholder groups who
were part of the process to implement an enterprise system. The mixed methods study
allowed the authors to develop a guide for how to best provide training. This best
practices guides offered a list of the most efficient ways to understand the training
process and to support new implementation projects. The findings showed that
implementation plans must take into account the size of the business and the location
when considering their best practices. This was important because the culture and identity
of the location influenced the construction of knowledge and training (Esteves, 2014).
Understanding the development of enterprise systems and integrating employees
into the training plans also improved performance and training self-assessment and selfregulated learning development (Jacobs & Jaseem Bu-Rahmah, 2012; Kostons, Van Gog,
& Paas, 2012; Miftahutdinova, 2015; Münzer & Zadeh, 2016). Team size, software
development platform and style, and effective development teams were also required for
the creation of operative software (Rodger et al., 2011). Jacobs and Bu-Rahmah (2012)
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discussed training conducted on the job that was specifically developed for newly hired
engineers with the National Petroleum Company in Kuwait. This was a case study design
that described the creation, carrying out, and assessment of the training method taking
place within the company. They assessed the trainers and new staff following taking the
training. Results from the evaluation demonstrated that the training process reduced the
necessary time the new engineers needed to adapt to the company. The training style also
improved the levels of confidence in the engineers, which in turn improved company
outcomes Jacobs and Buh-Rahmah (2012) case study provided a model on which
companies could build training development practices. Human resources would be able to
create advanced schemes to help employees develop advanced technical expertise in their
field. It is important to note that businesses might require different types of training, so
the training needed to be developed correctly in order to ensure employees enhanced the
right cognitive skills and absorbed the information (Jacobs & Jaseem Bu-Rahmah, 2012).
Changes in the workplace were the main component in developing training and
knowledge development (Sanders, Faesi, & Goodman, 2014; Smith, Oczkowski, Noble,
& Macklin, 2003). Components also included implementing and incorporating the right
software program. Developing and using technology facilitated growth and learning, and
technical expertise and training were required to promote that growth capability (Sanders
et al., 2014). Sanders et al. (2014) tested how to develop the most advanced software
capable of teaching interactively. They used advanced graduate students to carry out the
development and found that incorporating their knowledge and treating the experience, as
learning process provided a new approach to developing training. Implementing new
practices influenced the training of employees (Smith et al., 2003). Smith et al. (2003)
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examined the influence of changes in the training programs and organizational changes.
Workplace changes could be a facilitator in the growth of better training projects and
improve outcomes, and this was especially true when integrating the training along with
knowledge building and strategizing about the business. Training activities needed to be
collaborative and diverse in order to boost outcomes (Smith et al., 2003).
Different training options for employees also affected retention with an SME
(Beynon, Jones, Pickernell, & Packham, 2014; Hashim & Wok, 2013). The researchers
used a survey which allowed SME owners to provide a self-report regarding satisfaction
levels with other training options or if they did not use a training (Beynon et al., 2014).
They noted a limitation of the study was that different owners could use different training
options. This led to less data for analysis, but the authors took that into consideration and
conducted a nascent regression analysis finding data regarding the owners’ satisfaction
with the different alternative pieces of training, and the different training options
appeared to influence different points of retention. These points included the loyalty of
the employee and losing the employee to the competition. The study provided a way in
which to review the findings even with the varied training choices and the missing data
(Beynon et al., 2014).
Hashim and Wok (2013) provided an effective measure of training methods and
the level to which these improve cognitive functioning and skills building. They studied
how the training improved knowledge and skill levels in job performances at large
enterprises and SMEs in the context of Malaysia. The research design included surveys
that gathered data regarding the efficiency of training methods and their use with
companies that registered with the Human Resource Development Fund. The results of
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the study showed that structured training was effective in building the knowledge and
skills base of employees, which in turn improved business outcomes. In this context, the
SMEs had more success than the larger companies after completing the training.
However, historically SMEs had difficulty in conducting training due to company
constraints, so the comparative data remained limited. The outcomes of these studies
indicated the necessity of further research into why training could be effective in these
contexts (Hashim & Wok, 2013).
Knowledge and training were key to successful implementation of a new system
(Medina et al., 2014). However, building that knowledge capability was dependent upon
the type of training provided to the users and the effectiveness of that training (Akinlofa
et al., 2013; K. Wagner et al., 2013). Dynamic and inclusive training that took into
account the trainees’ current level of expertise and knowledge levels showed some of the
most effective outcomes (Akinlofa et al., 2013; K. Wagner et al., 2013). When trainees
accepted the training as useful this provided for a better facilitation of outcomes for
successful implementation of an enterprise system (Pazmino et al., 2016; Ribeiro, 2013).
Training that acknowledged the individual’s expertise and taught them to interact with
others at different levels of expertise only had the potential to improve outcomes and
collaboration (Esteves, 2014). Enterprise programs saw successful implementation when
the organization demonstrated the capability of choosing the right software, conduct
training, and develop the knowledge capability run the system (Aram & Neumann, 2015;
Lee, 2012; Rose et al., 2013).
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Summary
Limited research explained the relationships between DE and how that knowledge
influenced training outcomes for enterprise systems (Esteves, 2014). The purpose of the
study tried to determine if DE had any influence on those training outcomes for SMEs
providing training in HDEF. Achieving DE occurred after spending a significant amount
of time deliberately practicing and acquiring knowledge in a specific field (Ericsson,
2014a, 2014b; Ericsson et al., 1993; Hänggi et al., 2014; Kirkman, 2013; Riveiro, 2016;
Wecker & Fischer, 2014). Developing and applying DE was influenced by several
internal and external factors, and these were important to understand to determine how
experts applied their knowledge, made decisions, and shared knowledge with others
(Müller et al., 2013; Ruginski et al., 2016). Having DE was also critical to building
software (Ghobadi, 2015; Pazmino et al., 2016; Rainer & Cegielski, 2012; Stair &
Reynolds, 2012). Knowledge was the core to developing the best software and promoting
business development, but to facilitate successful outcomes, knowledge sharing among
experts was required (Mehta et al., 2014).
SMEs were the core of many economies, and their success was established while
building their knowledge bases and becoming as efficient as possible in their operations
(Jack et al., 2014; Soomro & Aziz, 2015; Stan, 2014). Companies understood the need to
build their knowledge capabilities and to implement enterprise systems to remain
competitive (Mehta et al., 2014; Shaul & Tauber, 2013). Many companies did not have
the required resources and infrastructure to plan properly, implement proper training, or
have upper management support, and their plans to implement a new enterprise system
were unsuccessful (Ahmad & Cuenca, 2013; Dezdar & Ainin, 2011; Dotsika & Patrick,
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2013; Thapliyal & Vashishta, 2012; B. Wong & Tein, 2003). Several critical success
factors were identified that supported successful outcomes for businesses, which included
knowledge development, identification of domain experts, information sharing, and the
inclusion of stakeholders in the planning process (Haddara & Elragal, 2013; Medina et
al., 2014; Shaul & Tauber, 2013; Tzikopoulos et al., 2012). Having the technical
expertise, both internal and external, was a factor in outcomes of implementing an
enterprise system (Ifinedo, 2011; Lyoko et al., 2016). However, with the right planning
and processes put in place, including the right technical expertise and the appropriate
training plans, there would be excellent potential for success (Ahmad & Cuenca, 2013;
Haddara & Elragal, 2013; Shaul & Tauber, 2013).
Several types of enterprise systems were available for adaptation for firms, but
choosing one depended on needs, cost, and planning requirements (Lyoko et al., 2016;
Poba-Nzaou & Raymond, 2013; Supramaniam et al., 2014; Zeng & Skibniewski, 2013).
Sharing and knowledge within these organizations were the main factors in successfully
implementing the right enterprise system (Medina et al., 2014). The implementation also
depended heavily on conducting the right training for stakeholders and end users of the
system, especially taking into consideration current levels of knowledge and the
capability to interact with others of different levels of knowledge (Akinlofa et al., 2013;
K. Wagner et al., 2013). Some of the most effective training was that which took into
account users’ current levels of expertise and incorporated those levels of experience into
the training (Akinlofa et al., 2013; Wagner et al., 2013). Training showed success when
the participants felt the training was valuable and taught them how to implement a new
system (Pazmino et al., 2016; Ribeiro, 2013). This study would help to identify the
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influence that domain-specific knowledge had on the success of training to implement
enterprise systems. The next chapter provides an outline of the research methods used in
the study.
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Chapter 3
Methodology

Introduction
Domain experts had a wide knowledge base, which allowed them to look at
problems in-depth and deal with the structure of a problem that allowed them better
analysis and reasoning (Chi et al., 2014; Ericsson, 2014a, 2014b). High domain expertise
fields (HDEF), such as music, chess, computer programming, law, medical, private
investigation, law enforcement, and sports are fields within which domain expertise (DE)
could be achieved. Within these fields, both experts and novices exist, and it might take
years of practicing the profession to gain DE. Fields that rely on investigations, as in
private investigation and law enforcement investigations in particular, are professions
that use many different skill sets, in a wide variety of conditions to perform the job
functions at the domain expert level (Chi et al., 2014; Ericsson et al., 1993; Knox et al.,
2015; Lyoko et al., 2016; Rodriguez-Perez, 2016).
This study sought to explore the relationship between DE and training outcomes
for use of enterprise systems within members of the investigative field, a profession field
with a high DE requirement. The study also explored the potential mediating effects of
technical expertise and perception of the effectiveness of the training. This study was a
non-experimental, quantitative analysis and used correlation to explore the research
questions.
This chapter presents an overview of the research design, methodology including
subject sampling procedures and data collection, instruments used in this analysis, and
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operationalization of the variables. This was followed with the data analysis plan and
discussion of threats to validity, followed by any ethical concerns. Finally, a summary
concludes the chapter.
Overview Research Methodology
This study used a correlational nonexperimental, quantitative design to obtain the
potential answers to the research questions. A quantitative design was chosen as the most
appropriate design as this study sought to explore the relationships among the variables
of the study numerically (Cooper, Schindler, & Sun, 2003; Creswell, 2013; Hopkins,
2008; Terrell, 2016). A qualitative approach was not appropriate for this study, as
qualitative research was more explorative in nature and useful when a researcher needed
to explore the constructs and concepts underlying a phenomenon (Cooper et al., 2003;
Creswell, 2013; Hopkins, 2008).
All variables in this analysis were measured continuously; therefore, this study
used a correlational design to explore the relationship between research variables for each
research question and hypothesis (Creswell, 2013). A correlational study explores
whether or not two variables are related and is a type of nonexperimental research, which
is research that does not involve the manipulation of variables by the researcher. Nonexperimental research is important in fields where the research cannot manipulate
variables, either because it is not ethical appropriate or it is impossible to do so (V. C.
Wong & Steiner, 2015). In this study, the variables of interest, such as technical
expertise, the perception of training effectiveness, and DE, could not be manipulated by
the research and came as they were with the subject from their own actions (Terrell,
2016). A correlational design also could not determine causality between variables
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(Creswell, 2013); therefore, the researcher could not determine if there were causal
relationships between variables.
Research Questions and Hypotheses
The study addressed the following research questions and associated hypotheses:
RQ1. Does technical expertise play a role in the training outcome on a CMS for
an SME in an expertise intensive field?
H1. There will be no correlation between training outcome scores and employee
technical expertise.
H2. There will be no correlation between perceived training effectiveness and
technical expertise of the user.
H3. There will be no correlation between perceived training effectiveness and
training outcome scores.
RQ2. Does DE play a role in training outcomes on a CMS for an SME in an
expertise intensive field?
H4. There will be no correlation between user perception on the effectiveness of
training and DE
H5. There will be no correlation between training outcome scores and DE.
Instrumentation
This study used several instruments throughout; these are listed and discussed
below. The participation letter (Appendix B) for consent was placed on the instrument
one prior to the participants being able to proceed to the technical assessment.
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Instrument one: Technical Expertise
Technical expertise was assessed using one pre-employment test offered by
Criteria Corp Pre-Employment Testing Internet Knowledge Test (CLIK).
The CLIK test was a 10-minute test consisting of two 3-minute task-orientated
simulations followed by 10 multiple-choice questions. Proficiency was measured with a
score between 0 and 20, where 0-13 was considered not proficient, 14-17 was considered
proficient, and 18-20 was considered highly proficient (Computer Literacy and Internet
Knowledge Test, 2016). The CLIK measure of computer literacy was shown to predict
job readiness and job performance. In a sample of employees in clerical and
administrative positions, CLIK score was a strong correlation (0.50) with job
performance as measured by supervisory ratings. It had high internal consistency as
measured by Cronbach’s alpha (0.79) based on a sample of 1048 test takers (Computer
Literacy and Internet Knowledge Test, 2016).
Instrument Two: Perceived Effectiveness of Training
There did not exist a universally applicable perception of training effectiveness
survey, as surveys should be tailored to each type of training. Most training assessment
models depend on Kirkpatrick's Training Evaluation Model, which comprises of four
levels; reaction/response, learning, conduct, and results. Reaction alludes to the response
of students during the training procedure, learning alludes to the degree at to which the
student picks up information and aptitudes, conduct/behavior alludes to the ability to play
out the educated expertise while at work, lastly comes about are the results of the
preparation, for example, monetary or proficiency results (Kirkpatrick, 1996). Perception
of training effectiveness was measured in this study using a modified version of the nine-
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item “Questionnaire on Effectiveness of Training on Each Course” (Kunche, Puli,
Guniganti, & Puli, 2011) for use in a software company in DE related training courses,
including coding, operating systems, and data structures. Each question was measured on
a 5-point Likert scale, where 5 was an ‘excellent rating’ and 1 was a ‘very poor’ rating.
Total training effectiveness was measured on a continuous scale that was the sum of all
responses with a minimum of 7 and a maximum of 35, where scores closer to 35 indicate
higher perceived training effectiveness. This survey was put into contanctcontact.com,
which is a survey website, and the link was distributed to all subjects by the company.
The results on each question were downloaded from contantcontact.com into a CSV file
and matched to the other previously collected data for analysis. The validity of the
instrument was assessed using Cronbach’s alpha and Confirmatory Factor Analysis
(CFA).
Sample
The population of this study included employees aged above 18 years and hold
experience in technical investigative roles at SMEs located within the United States. The
sample size was 88 individuals and purposive sampling was specifically used to generate
the final sample. The 88 participants were all full-time investigators employed by the
company. All were required to participate in the study, as it was part of the job duties to
learn the new CMS system.
Data Collection
The first stage of this study included obtaining IRB approval for the study and
obtaining permission to use the survey instruments, needing approval, proposed in this
analysis.
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The company made available the last 5 years of investigative ratings. These were
given to each investigator after they completed each assigned case of an investigation.
The ratings were on a 1 to 5 rating rubric and the higher the number in the rubric the
better the investigation performance. These ratings were used to determine DE
The company made available to each subject a link via email to the technical
assessment in an online form. The technical expertise assessment, which was taken on the
internet, had a splash screen before they began the assessment for informed consent, as
approved by IRB. After IRB consent, training for the CMS module occurred. In the CMS
module, each subject had three practice investigative cases that needed to be completed.
After the CMS testing portion was completed, a perceived training effectiveness survey
link was delivered to each subject via email to all the subjects connecting them to an
online survey.
The participants first acquired maximum 10-minute technical expertise survey
online. Subjects had training in the functionality of the CMS and then completed the
items in the CMS system as part of the training. The subjects had 2 days to complete the
CMS work. After training was completed, the email link to the perceived training
effectiveness survey was distributed.
Data was then gathered together from the technical expertise survey, data in
grading the work done in the CMS by the subjects, and also the results of the perceived
training effectiveness survey. All the information gathered was combined in a Comma
Separated Value (CSV) file removing the names and replacing them with numbers for
anonymity. All the data was then analyzed.
Operationalization of each variable included in this analysis is presented below.
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Criterion Variable: Training Outcome. The proprietary data on training outcome
was delivered by the company to the researcher upon completion of the training. The
company delivered a rating that had a value between 20 and 100, with high values
indicating better performance.
Predictor Variable 1: Domain Expertise (DE). DE was measured as a continuous
variable from the rating of the subject’s investigations completed on every case the
investigator had finalized as part of their work at the company going back five years. This
variable was a score between 1 and 5, with higher values representing better
performance.
Predictor Variable 2: Technical Expertise. Technical Expertise was measured as a
continuous variable using the CLIK proficiency tests. Proficiency was measured with a
score between zero and 20, where 0-13 was considered not proficient, 14-17 was
considered proficient, and 18-20 was considered highly proficient
Predictor Variable 3: Perceived training effectiveness. The perceived training
effectiveness was measured using the nine-item survey, as developed by Kunche et al.
(2011). Training effectiveness was measured as a continuous variable with a score
between 6 and 30, with higher values indicating the higher perceived effectiveness of
training.
Data Analysis
Data analysis took place using SPSS after data had been cleaned and organized in
a CSV file.
First descriptive statistics, such as means, were generated and presented. As all
variables included in this analysis were continuous, descriptive statistics included mean,
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median, standard deviation, maximum, and minimum values. Next, relationships between
all the variables were explored graphically using scatter plots. The linearity of
relationships between variables was assessed by examining the scatter plots, and
appropriate transformations were used if the relationships did not appear linear (Terrell,
2012). The validity of the perceived effectiveness of training survey instrument was
assessed using Cronbach’s alpha and CFA. Following this, an assessment of the research
questions and hypotheses took place, these were:
RQ1. Does technical expertise play a role in the training outcome on a CMS for
an SME in an expertise intensive field?
H1. There will be no correlation between training outcome scores and employee
technical expertise.
H2. There will be no correlation between perceived training effectiveness and
technical expertise of the user.
H3. There will be no correlation between perceived training effectiveness and
training outcome scores.
Research question one will be assessed using multiple Pearson correlations using
the appropriate variables as specified in each hypothesis.
RQ2. Does DE play a role in training outcomes on a CMS for an SME in an
expertise intensive field?
H4. There will be no correlation between user perception on the effectiveness of
training and DE
H5. There will be no correlation between training outcome scores and DE.
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The second research question was also answered using multiple Pearson
correlations using the appropriate variables as specified in each hypothesis.
Threats to Validity
Validity has two elements: internal and external validity. Is it noted that internal
validity is the ability of an experiment to identify causal relationships correctly. The
correlational non-experimental methodology did not manipulate independent variables so
internal validity could not be guaranteed. There was also no way to guarantee that the
variables presented, because of lack of manipulation, was the difference or lack of
difference hypothesized, as it might be because of some untested reason (Schenker &
Rumrill Jr, 2004; Terrell, 2016).
A threat to the reliability of the instrument refers to each instrument used in the
analysis producing reliable and valid measures of the variable it is designed to measure.
There was limited ability to do this in this analysis, as every training program is different,
and validating instruments to measure every type of training program would be laborintensive. Most of the instruments in this study, however, assessed true or false
information and as such had a high face validity. Prior to conducting the analysis the
researcher also assessed validity on the perception of training effectiveness instrument
using Cronbach’s alpha and CFA
Data assumptions could also be a threat. Pearson correlations have several
assumptions that were relevant to this analysis. First, there must be a linear relationship
between variables; this was assessed using scatterplots. The second was that variables
were measured continuously, and this assumption was met during the design of this
analysis to ensure that all the variables were measured continuously.
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Statistical validity was a concern if the sample size was not large enough as
sample sizes that were too small could not detect small effects. The sample size for this
analysis was 88 subjects and could not be increased due to the sample coming from a
single company. G*Power 3.1.9.2 was used to estimate the power of the effect size for
Pearson correlation, and it was determined that using a two tailed test was anticipated
effect size (q) of 0.50 and an alpha level of 0.05, the study would have a statistical power
of 0.89, which was sufficient for this study.
External validity refers the extent of which the study findings can be generalized
to a larger population in different settings. This study was only conducted with one
company for a CMS module training program that was designed for this company.
Findings might have limited applicability to other companies or training programs.
There was also the potential for the experimenter effect. There was a participation
letter for informed consent that was viewed before the training began, so the participants
were aware of the study and might perform differently. Also, since this was a high profile
training, all participants were aware that the executives of the company would have high
interest, which also might make them perform differently.
Summary
This study sought to use a quantitative, correlational nonexperimental design to
explore the relationships between DE, technical expertise, and perception of training
effectiveness with training outcomes. This was done using a sample of 88 investigative
employees in one company who were participating Training for a CMS module as part of
a new ERP system introduced to the company. Subjects completed all measurement
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instruments online, and Pearson correlation was used to quantify the nature and
significance of the relationships between variables.

64

Chapter 4
Results and Analysis

Introduction
The purpose of this study was to determine if DE had an impact on training
outcomes on a new CMS for an SME in an HDEF. Another goal was to explore the
findings from previous research that technical expertise had an impact on training
outcomes. To address the issue and motivation behind the examination, the
accompanying exploration questions were planned:
RQ1. Does technical expertise play a role in the training outcome on a CMS for
an SME in an expertise intensive field?
In order to investigate the potential answer for the discussed question, the
research has focused on developing the following three research hypothesis.
H1. There will be no correlation between training outcome scores and employee
technical expertise.
H2. There will be no correlation between perceived training effectiveness and
technical expertise of the user.
H3. There will be no correlation between perceived training effectiveness and
training outcome scores.
RQ2. Does DE play a role in training outcomes on a CMS for an SME in an
expertise intensive field?
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In addition to the first research question, the study emphasizes on obtaining the
answers for the second research question, by formulating two hypothesis on correlation
attributes.
H4. There will be no correlation between user perception on the effectiveness of
training and DE
H5. There will be no correlation between training outcome scores and DE.
What now takes after are the expressive measurements of the ceaseless factors
and trial of ordinariness. Pearson product-moment correlations were led to address the
exploration questions exhibited for this investigation. Different presumptions
incorporated entitles linearity and outlier detection. On account of an
infringement/violation of the assumptions for Pearson product-moment correlations, the
study has used nonparametric tests, for example, the Spearman's rank- order test on
variables. Moreover, a reliability analysis was led to quantify/measure the inside
consistency of the scale being determined by the investigation through utilizing the
Cronbach's alpha test.
Participants
This section represents the descriptive statistics of the study variables which
embraces measures of central tendency (mean) and standard deviation (SD) for
continuous variables as well as frequencies for categorical data. Table 1 (below) lists the
descriptive statistics for the all the variable that are being selected for the investigation. In
accordance with the following table, a study has focused on three predictors
(independent) variables and one criterion variable. In consideration of the analysis, here
the three predictor variable recognized are domain expertise, technical expertise, and
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perceived training effectiveness, nevertheless, the criterion variable indicated in the
following table is training outcomes. The analysis of the mean and standard deviation of
these variables portrayed the similar responses and differentiation between the studied
populations given by the 88 participants.
Basically, the smaller statistical deviation illustrates that value measured in the
statistical set of data is closer to the mean value and majority of the participants have
provided the comparable and similar responses for a given perspective. In accordance
with the findings, domain expertise has smaller SD 1.13 with 3.00 mean value exhibits
that majority of the respondents perceived domain expertise as most influential predictor
contributing towards the training outcomes. On the other hand, the standard deviation
measured for other two predictors’ technical expertise and perceived effectiveness is 3.25
and 5.27 respectively. Thus, the greater SD value reflects a larger amount of variation
and differences in the group on factors being studied on influencing the training
outcomes.
Table 1
Descriptive Statistics of Variables
Variable

n

Min

Max

Mean

Standard
Deviation

Training

88

24.00

100.00

81.74

20.46

88

.84

4.81

3.00

1.13

Outcome
Domain
Expertise

67
81

26.00

45.00

41.22

5.27

88

6.00

20.00

16.18

3.25

88

.00

5.00

4.16

1.39

88

.00

5.00

4.15

1.45

81

2.00

5.00

4.51

.76

81

3.00

5.00

4.79

.49

81

2.00

5.00

4.51

.78

Presentation

81

3.00

5.00

4.53

.67

Communication

81

3.00

5.00

4.59

.63

Answering

81

3.00

5.00

4.63

.66

81

3.00

5.00

4.64

.64

Age

88

22.00

66.00

40.49

10.57

Years with

88

.11

27.75

8.02

7.41

Perceived
Effective
Technical
Expertise
Content Of
Course
Time For
Course
Quality Of
Material
Instructor
Knowledge
Practical
Examples

Questions
Trainer/
Interaction

Company
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Percent training outcome ranged from 24.00 to 100.00 (M = 81.74, SD = 20.46).
Domain expertise ranged from 0.84 to 4.81 (M = 3.00, SD =1.13). Perceived training
effectiveness sum score ranged from 26.00 to 45.00 (M = 41.22, SD = 5.27). Technical
expertise ranged from 6.00 to 20.00 (M = 16.18, SD = 3.25). Years with company ranged
from 0.11 to 27.25 (M = 8.02, SD = 7.41). Age ranged from 22.00 to 66.00 (M = 40.49,
SD = 10.57).
Ranking for content of course ranged from 0.00 to 5.00 (M = 4.16, SD = 1.39).
Time allotted for the course ranged from 0.00 to 5.00 (M = 4.15, SD = 1.45). Quality of
material provided ranged from 2.00 to 5.00 (M = 4.51, SD = 0.76). Instructor knowledge
of the course ranged from 3.00 to 5.00 (M = 4.79, SD = 0.49). Illustration by practical
examples ranged from 2.00 to 5.00 (M = 4.51, SD = 0.78). Presentation methods ranged
from 3.00 to 5.00 (M = 4.53, SD = 0.67). Communication skills ranged from 3.00 to 5.00
(M = 4.59, SD = 0.63). Questions handling ranged from 3.00 to 5.00 (M = 4.63, SD =
0.66). Trainer/Trainee Interaction ranged from 3.00 to 5.00 (M = 4.59, SD = 0.63).
Of the 88 participants on Technical Expertise, 42 (47.7%) were rated as “Highly
Proficient”, 33 (37.5%) were rated as “Proficient” and 13 (14.8%) were rated as “Not
Proficient”. Of the 88 participants education backgrounds were, 54 (61.4%) had a
bachelor’s degree, 14 (15.9%) had a high school diploma, 7 (8.0%) had an Associates, 3
(3.4%) had a Masters and 7 (8.0%) had some college. Of the 88 participants ethnicity was
53 (60.2%) were White, 18 (20.5%) were Black or African American and 17 (19.3%)
were Hispanic or Latino.
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Reliability Testing
The examination has also applied the Cronbach’s alpha testing to conclude how
much the items on a scale were measuring the same underlying dimension. Nine 5-point
Likert questions were used to define the degree to which an individual perceived training
effectiveness. The scale had a high level of internal consistency because the Cronbach
alpha measured is 0.95, approximately 95 percent.
Confirmatory Factor Analysis
Confirmatory Factor Analysis (CFA) was conducted using IBM SPSS AMOS V
22.0 in order to test the validity of the Perceived Training Effectiveness instrument as
depicted in the model shown below.
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Figure 2. CFA Model
The goodness of fit indicators is shown in the table below. Both CFI and NFI
were larger than 9 indicating a good fit for the model. RMSEA was also within
acceptable bounds indicating a good fit.
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Table 2
Goodness of Fit Indicators for Perceived Training Model (n = 88)
_____________________________________________________________________
Model

χ2

df

CFI

RMSEA

NFI

_____________________________________________________________________
One factor

94.99**

27

.92

.17

.90

_____________________________________________________________________
**p < .001
Communalities are depicted in the table below. The proportion of each variable's
variance that is accounted for by the analysis is moderate.
Table 3
Communality Estimates
Estimate
Trainer Student Interaction

.953

Question Handling

.946

Communication Skills

.920

Presentation Methods

.902

Illustration by Practical Examples

.899

Instructor Knowledge of the course

.779

Quality of Material Provided

.929

Time Allotted For Course

.880

Content of the Course

.942

72
Unstandardized estimates and standard errors can be found in Table 4 below.
Table 4
Unstandardized Estimates and Standard Errors
Estimate

S.E.

Content of the Course

4.159

.148

Time Allotted For Course

4.148

.155

Quality of Material

4.171

.146

Instructor Knowledge

4.619

.082

Practical Examples

4.181

.144

Presentation Methods

4.248

.125

Communication Skills

4.320

.119

Question Handling

4.330

.130

Trainer Student Interaction

4.348

.126

Normality
One requirement to perform Pearson product-moment correlations is to measure
the strength of a linear relation and/or association between two variables. In addition to
this, basically, the study has utilized the Pearson product-moment correlations to draw a
line of best fit through r value and data obtained from two variables. In order to test this,
the skewness and kurtosis statistics were calculated, as well as visual inspection Q-Q
plots for each paired. In relation to the subsequent measurements, skewness statistics with
a value greater than 2 specifies strong non-normality, however, correspondingly if
kurtosis statistics measured above 7, non-normality is also indicated among the variables
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(West, Finch, & Curran, 1995). The skewness and kurtosis statistics fall within
acceptable ranges for all variables. Table 5 below contains the skewness and kurtosis
statistics. Moreover, the figures (3 to 17) reveal the statistical Q-Q plot or quantilequantile plot to assess if a set of data plausibly derived from some theoretical distribution
such as exponential or normal. Note that at n=88, the data for the variables created from a
standard normal distribution, and the following plotting illustrated that majority of the
points fall on straight line of domain expertise, technical expertise, and age. Thus,
showing the extraction of data comes from a uniform distribution. However, the plotting
for remaining variable did not fall on a straight line, but still form at closer towards the
line, and less spread out or scattered. This outlook also showed that mainstream data or
information acquired for all these variables comes from normal distribution.
Table 5
Skewness and Kurtosis Statistics

Variables

Skewness

Kurtosis

Training Outcome %

-1.46

1.19

Domain Expertise

-.07

-1.15

Perceived Effectiveness

-1.19

.25

Technical Expertise

-1.12

.85

Content of the Course

-2.14

3.96

Time Allotted For Course

-1.88

2.82

Quality of Material

-1.51

1.70

Instructor Knowledge

-2.36

4.93
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Practical Examples

-1.66

2.39

Presentation Methods

-1.13

.058

Communication Skills

-1.29

.58

Question Handling

-1.56

1.11

Instr./Trainee Interaction

-1.59

1.29

Age

.19

-.64

Years with Company

.99

-.64

Figure 3. Normal Q-Q Plot of Training Outcome
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Figure 4. Normal Q-Q Plot of Domain Expertise

Figure 5. Normal Q-Q Plot of Technical Expertise

Figure 6. Normal Q-Q Plot of Perceived Training Effectiveness

Figure 7. Normal Q-Q Plot of Years with the Company
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Figure 8. Normal Q-Q Plot of Age

Figure 9. Normal Q-Q Plot of Content of the Course

Figure 10. Normal Q-Q Plot of Time Allotted for the Course
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Figure 11. Normal Q-Q Plot of Quality of the Materials Provided.

Figure 12. Normal Q-Q Plot of Instructors Knowledge of the Course

Figure 13. Normal Q-Q Plot of Illustration by Practical Examples
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Figure 14. Normal Q-Q Plot of Presentation Methods

Figure 15. Normal Q-Q Plot of Communication Skills

Figure 16. Normal Q-Q Plot of Questions Handling
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Figure 17. Normal Q-Q Plot of Interaction of the Trainer with the Trainees
Outlier Detection
In data mining, outlier detection also known as anomaly detection is the
identification of observation, items or events, which supposed not to follow/confirm an
expected pattern. Considering this research, any value greater than +/ - 4.00 will be
deemed an outlier. Table 6 below lists the minimum and maximum values of the
standardized variables. Based on the following figures, no factor perceived to acquire
value greater than positive or negative 4. Thus, all the observations fall within the cluster
of a similar pattern.
Table 6
Maximum and Minimum Values for Standardized Variables
Variable

Max

Min

Training Outcome %

-2.82

.89

Domain Expertise

-1.91

1.61

Perceived Effectiveness of

-2.89

.72

-3.13

1.17

Training
Technical Expertise
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Content of the Course

-3.00

.61

Time Allotted For Course

-2.86

.59

Quality of Material

-3.29

.65

-3.63

.43

Practical Examples

-3.22

.64

Presentation Methods

-2.28

.70

Communication Skills

-2.54

.65

Questions Handling

-2.47

.56

Instr./Trainee Interaction

-2.57

.56

Age

-1.74

2.41

Years With Company

-1.07

2.66

Provided
Instructor Knowledge of
the course

Outcome of Results
A Pearson product-moment correlation and Spearman’s rank order correlation
coefficient were conducted in order to investigate the research questions and hypotheses.
The reason for conducting Pearson's product-moment correlation was the determination
of the fact whether there exists a linear relationship between the variables or not. Pearson
product-moment correlations were conducted to address the research questions presented
for this study. In the case of a violation of the assumptions for Pearson product-moment
correlations, non-parametric tests, such as the Spearman's rank-order test, were
conducted. Pearson's product-moment correlation is based on an assumed linear
relationship and therefore the Spearman’s rank order correlation coefficient was also
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calculated. The Pearson product-moment correlation and Spearman’s rank order
correlation coefficient were conducted in order to investigate the first research questions
and hypothesis.
RQ1. Does technical expertise play a role in the training outcome on a CMS for
an SME in an expertise intensive field?
In order to test that the technical expertise play any role in the training outcome in
an expertise intensive field, the following hypothesis is considered;
H1. There is no correlation between training outcome scores and employee
technical expertise.
The scatter plot (Figure 18) below depicts a poor linear relationship between
training outcome scores and employee technical expertise. Pearson's product-moment
correlation is based on an assumed linear relationship and therefore the Spearman’s rank
order correlation coefficient was also calculated.

Figure 18. The relationship between training outcomes and technical expertise.
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There was a non-significant Spearman’s rank correlation (p = .072, rs = 0.193)
between training outcome scores and employee technical expertise. The Pearson’s
correlation was nonsignificant (r[88] = .118, p = 0.275). Both of these correlation
outcomes were found to be negative revealing that no statistically significant relationship
exists between two variables.
Pearson product-moment correlation and Spearman’s rank correlation were
conducted in order to investigate the second hypothesis:
H2. There will be no correlation between perceived training effectiveness and
technical expertise of the user.
The scatter plot (Figure 19) below depicts a poor linear relationship between
perceived training effectiveness and technical expertise of the user. There was a nonsignificant Spearman’s rank correlation (p = .878), rs = 0.017 as well as a non-significant
Pearson’s correlation r(88) = .006, p = 0.954. The insignificant outcomes for both have
shown that there is no statistically significant relationship between the two variables.

Figure 19. The relationship between perceived training effectiveness and technical
expertise.
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Pearson product-moment correlations and Spearman’s rank correlation were
conducted in order to investigate the third hypothesis.
H3. There will be no correlation between perceived training effectiveness and
training outcome scores.
The scatter plot below (Figure 20) depicts this linear relationship. There was a
medium positive correlation between the perceived effectiveness of training and training
outcome scores, r(81) = .310, p = .005, with training outcome explaining 9.61% of the
variation in perceived effectiveness of training. There was a significant Spearman’s rank
correlation (p = .024), rs = 0.251. The insignificant correlation outcomes for both
correlation tests revealed that relationship between these two variables is not significant
statistically.

Figure 20. The relationship between perceived training effectiveness and training
outcome.
Pearson product-moment correlations and Spearman’s rank correlation were
conducted in order to investigate the second research questions and fourth hypothesis.
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RQ2. Does DE play a role in training outcomes on a CMS for an SME in an
expertise intensive field?
H4. There will be no correlation between user perception on the effectiveness of
training and DE
The scatter plot below (Figure 21) depicts this relationship. There was no
significant correlation between user perception on the perceived effectiveness of training
and DE, r (81) = .010 p = .927. There was a non-significant Spearman’s rank correlation
(p = .741), rs = -.037

Figure 21. The relationship between the effectiveness of training and domain expertise.
Pearson product-moment correlations and Spearman’s rank correlation were
conducted in order to investigate the fifth hypothesis.
H5. There will be no correlation between training outcome scores and DE.
The scatter plot below (Figure 22) depicts this relationship. There was no
significant correlation between user outcome and DE, r (81) = .192 p = .073. There was
a non-significant Spearman’s rank correlation (p = .293), rs = 0.113
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Figure 22. The relationship between training outcomes and domain expertise.
Summary
Pearson product-moment correlations were performed in order to address the
following research questions and hypotheses:
RQ1. Does technical expertise play a role in the training outcome on a CMS for
an SME in an expertise intensive field?
H1. There will be no correlation between training outcome scores and employee
technical expertise.
H2. There will be no correlation between perceived training effectiveness and
technical expertise of the user.
H3. There will be no correlation between perceived training effectiveness and
training outcome scores.
RQ2. Does DE play a role in training outcomes on a CMS for an SME in an
expertise intensive field?
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H4. There will be no correlation between user perception on the effectiveness of
training and DE
H5. There will be no correlation between training outcome scores and DE.
Preliminary analyses showed the relationship to be approximately linear with the
variables normally distributed, as assessed by skewness and kurtosis statistics and there
were no outliers. There was a medium positive correlation between the perceived
effectiveness of training and training outcome scores, r(81) = .310. There was a small
positive correlation between quality of material and training outcome, r(81) =
.262, p =.018, with the quality of material explaining 6.86% of the variation in training
outcome. There was a medium positive correlation between instructor knowledge of the
course and training outcome, r(81) = .415, p =.018, with instructor knowledge of the
course explaining 17.22% of the variation in training outcome. There was a small
positive correlation between presentation methods and training outcome, r(81) =
.269, p =.015, with presentation methods explaining 7.24% of the variation in training
outcome. There was a medium positive correlation between communication skills and
training outcome, r(81) = .312, p =.005, with communication skills explaining 9.73% of
the variation in training outcome.
There was a small positive correlation between question handling and training
outcome, r(81) = .267, p =.016, with question handling explaining 7.13% of the variation
in training outcome. There was a small positive correlation between instructor/trainee
interaction and training outcome, r(81) = .269, p =.015, with instructor/trainee
interaction explaining 7.24% of the variation in training outcome. No other correlations
were significant.
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Chapter 5
Conclusions, Implications, Recommendations, and Summary
Introduction
Through research, it was unknown how domain expertise (DE) affected training
outcomes in relation to an enterprise system implementation. This study was focused to
determine if domain expertise (DE) had any influence on training outcomes for a Case
Management System (CMS) implementation within a small medium enterprise (SME) in
the investigative field, considered a High Domain Expertise Field (HDEF). Another goal
was to explore findings from previous research that technical expertise has an impact on
those training outcomes.
This chapter is related to the presentation of research outcomes described in
Chapter 4. Throughout this chapter, the purpose of research and problem statement are
presented. This makes an interpretation on how the findings supported the research
questions considering the empirical evidence and conceptual framework exposed in the
literature review. The positive influence of the perceived effectiveness of training by
employees on the outcomes is discussed. Interpretations take also into account the
characteristics of the participant employees learned through the research.
The chapter presents the summary of outcomes presented in Chapter 4. Next,
these are discussed through interpretations and implications for the research and practice.
The recommendations and limitations of this research study for future research are also
presented in this chapter. The chapter finalizes with a summary and conclusion section.
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Summary of the Research Finding Approach
The findings of this research have revealed that building knowledge and capacity
of SME employees in HDEF in use of a new enterprise system is crucial for successful
implementation. The study also highlighted that due to the fact that available training
systems have often been insufficient for SME needs, training has often been a cost
burden within these industries. Thus, research knowledge relating how DE, technical
expertise, the perception of training effectiveness, and training outcomes relate may be
critical for improving implementation of enterprise systems for SME’s.
This research has tested the role of the technical expertise in the training outcome
on a CMS for an SME in an expertise intensive field with the help of research
hypotheses. In addition, the outcomes of this research have demonstrated that whether
DE plays a role in training outcomes on a CMS for an SME in an expertise intensive field
or not. The outcomes of this research questions presented in chapter 4 are obtained from
the Pearson and Spearman correlations. The outcomes obtained from these tests have
highlighted whether DE and technical expertise training play any role in the training
outcomes on a CMS for an SME in an expertise intensive field or not. Below sections of
this chapter present the role of these factors.
Summary of the Participants
In total, 88 employees participated in the study with ages between 22 and 66. The
mean age was 40.49 years old. Most participants had bachelor degrees and were White.
Below, Figures 22 and 23, show distribution of employee education levels and ethnicity
among participants.
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Education
8.00%
Bachelor degree
High School
Diploma
Associates

3.40% 8.00%

15.90%

61.40%

Masters
Some College

Figure 22. Education level distribution.

Ethnicity

White

19%
20.5%

60%

African American
Hispanic/Latino

Figure 23. Ethnicity distribution.
Technical expertise was remarkably high among participants of the study. They
were mostly rated highly proficient (47.7%) or proficient (37.5%). The mean of technical
expertise was 16.18 based on a 0-20 rating scale of the survey responses. The mean of
domain expertise was 3.0 based on a 1-5 rating scale of job performance data. Training
outcomes were rated 81.74% on average (100 expected maximum value). Perceived
training effectiveness ranked 41.22% on average. On average, instructor knowledge of
the course ranked higher among the components of perceived training effectiveness
followed by question handling and communication skill.
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Outcomes of Research Questions
According to the Pearson’s and Spearman’s correlations, a relationship between
the training outcomes scores and technical expertise of employee could exist. However, it
was a poor linear association and lacking statistical significance. Likewise, a poor linear
and non-significant relationship between perceived training effectiveness and employee’s
technical expertise was found. About the third hypothesis, results were different. With
Pearson, a medium positive association between perceived training effectiveness and
training outcomes were found. The latter explains 9.61% of the variation of perceived
training effectiveness. The Spearman correlation was also significant.
The relationship between each of the nine components of perceived training
effectiveness and training outcome scores were assessed in connection to the third
hypothesis. Among the nine correlations measured, only the associations between
instructor knowledge of the course and training outcome scores and between
communication skills versus training outcomes showed medium positive level. Small
positive correlations were individually found between quality of material provided,
presentation methods, question handling, the interaction of the trainer with the trainees,
and training outcomes.
On the other hand, for the second research question, the Pearson and Spearman
correlations found no significant relationship between employee perception of training
effectiveness and DE. Likewise, no significant relationship was found between training
outcome scores from employees and DE.
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Interpretations of Findings
The findings summarized above have increased knowledge on the research
questions, addressing if the domain and technical expertise play a role in the employee
training outcomes for CMS implementation in an SME within the investigative field. By
developing specific methods applied to respond to research questions within a specific
industry, this study extended knowledge to the enterprise and its respective field.
Reference is made to the problem of this dissertation study, which pointed the scarcely
existent research to establish associations between DE and the influence on training
outcomes for small enterprise system implementation.
The literature review in Chapter 2 defined DE as the expert knowledge acquired
by an individual through thoughtful practice and mastery within a specific field
(Chinnappan et al., 2012; Ericsson, 2014a, 2014b; Ericsson et al., 1993; Ericsson et al.,
2007; Shanteau & Weiss, 2014). It was also associated with deliberate practice (Ericsson,
2014a; Ericsson et al., 2007) and enhanced performance and decision-making capabilities
(Chi et al., 2014; Ericsson, 2014a; Kaufman et al., 2008).
Development of innate talent, technical expertise, and intuition were also
discussed to explain DE. This understanding focused on high-level skills continually
achieved by a person for whom regular training and practice are necessary. Taken as
research variable, the operationalization of DE was directly associated with job
performance in the field of investigation per the industry requirements.
Furthermore, technical expertise was discussed in terms of technical skills when
citing research findings from Jack et al. (2014) in relation to capabilities and experience
in a specific industry, It was also remarked that DE and technical skills were important in
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building information systems and software development (Ghobadi, 2015; Ghosh et al.,
2013; Rainer & Cegielski, 2012; Stair & Reynolds, 2012). Thus, the operationalization of
technical expertise as research variable was proficiency in computer literacy.
The fact that no significant correlations were found between DE and employee’s
perception of training effectiveness. In addition, there was no significant relation between
DE and employee’s training outcome scores; technical expertise and training outcomes,
and technical expertise and employee’s perception of training effectiveness. All these
outcomes have suggested the importance to look at the probable mediating effects of
training on the outcomes. The findings on the third hypothesis described above, seem to
partially support a positive response to the first research question even though the
significant positive correlation between perceived training effectiveness and training
outcomes was just moderate. The direction of this correlation indicated that the higher is
the perception of training effectiveness, the higher would the outcomes be. This implied
that the effectiveness of training on CMS strengthened specific related technical skills.
Reference is also made to the significant medium positive correlation found
between perceived instructor knowledge of the course and training outcomes. This
finding was the most important if considered the ones shown when compared the other
individual variables pertaining to perceived training effectiveness with the training
outcomes. As the dimension of technical expertise, instructor knowledge was valued as
the most in the employee’s perception. In addition to this, the outcomes of this research
explained that instructor behaviors or interactions in relation to training were important
when, especially, considering the second medium positive correlation found between
communication skills and training outcomes.
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The findings related to the hypothesis 3 presents that one alternative hypothesis
established that there is a significant positive correlation between training outcome scores
and perceived training effectiveness. By bringing positive evidence, a partial support to
the first research question is implied. Yet, this should not be understood as a
generalization, but for the specific training exercise studied through this dissertation.
In addition to this, hypotheses 1 and 2 linked to research question 1 still counts,
despite the non-significant weak variable relationships found as earlier noted. First, in
statistical terms, the fact that the Pearson’s and Spearman’s correlations were different to
0. This indicated that some relationship could exist between the training outcome scores
and technical expertise of employees. In the same way, some relationship could exist
between the training outcomes scores and perceived training effectiveness. Such findings
cannot be taken as a rejection of the null hypotheses implied or be called false.
Second, the type of relationships found between the mentioned variables was
specific to the researched employees selected as sample participants and to the training in
which they engaged within a context. In this regard, more variable observations would be
needed even within the same enterprise. For instance, the literature review in Chapter 2,
cited existent research showing that user technical expertise has had a positive influence
on enterprise system implementations (Ifinedo, 2011; Maditinos et al., 2011; Medina et
al., 2014). The ways used for measurement of technical expertise through different
studies, including this dissertation, may explain why the relationship between technical
expertise and outcomes and perceived effectiveness of training did not show the same
direction of previous research.
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Third, the technical expertise measured in this dissertation study focused on
computer and internet knowledge. As acknowledged in the literature review,
implementation of an enterprise system depended upon knowledge and skills of its users,
requiring the development of technical expertise (Bradshaw et al., 2015; Cronan &
Douglas, 2013; Ifinedo, 2011; Lyoko et al., 2016). Consequently, this study attempted to
examine training of investigators for an SME, who showed varying levels of skills from
novice to DE, so determining if their knowledge level had the significant influence on
training outcomes. As the development of technical expertise was considered in this
study, capturing solid evidence related to the research question 1 in the investigator field
would require more than one exercise.
The statistical point discussed above regarding two hypotheses concerned with
research question 1 is valid to the findings related to the hypotheses identified for
research question 2. The variable relationships found between DE and the perception of
the effectiveness of training, as well as between DE and training outcome scores were
even weaker and non-significant. Yet, Pearson’s and Spearman’s correlations were
different to 0.
Reference was also made to the fact that the rating rubric applied by the company
on job performance which was used as a DE measuring tool, showed a medium
performance level if considering the 3.0 mean. It was implied that the company did not
consider many of these employees at the top level of job performance in the last five
years, which for this study, would have been a better indicator of achieved DE. In this
respect, caution was also needed if considered any contextual factors not assessed by this
study.
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These results did not lead to disregard the second research question concerned
with the role of DE. As noted in the literature review Ribeiro, (2013) pointed the different
reactions behaved by experts and novices in the context of training, and without minding
them, both provided an expansion of knowledge and capability to improve training
programs for incoming trainees. In relation to the industry under research, it was also
pointed that having the sharp investigative knowledge and problem-solving capabilities
continued to be a requirement in every HDEF.
Implications of the Findings
Besides the discussion on DE and technical expertise, through the conducted
literature review, a more practical focus on enterprise system deployment and
implementation were developed. Among factors remarked, training was acknowledged as
the essential piece for enterprise system implementation. A post-training learning and
practical approaches were suggested to facilitate the usage of system (Chou et al., 2014).
The researcher considered the Akinlofa, Holt, and Elyan (2003) thinking that
training and implementation styles have potential to determine the functionality and
outcomes of the system. This included thoughts relating that both the level of knowledge
and experience by the end users might command their reaction to the training, including
the integration and interpretation of what was trained. Both, the notions of technical
expertise and capability were stressed based on the existing evidence of positive
contribution to training successes and outcomes for implementation of a new system
(Ifinedo, 2011; Maditinos et al., 2011; Medina et al., 2014; Pazmino et al., 2016; Ribeiro,
2013).

96
As discussed in the previous section, training effectiveness and training outcomes
resulted associated in this research study, which supported initial thinking on the
mediating effects of training. One implication of this finding is empirical because by
supporting the importance of training based on the perceptions of participants, it showed
consistency with earlier research evidence reviewed in this study. A second implication
relates to the conceptual framework used in this dissertation because it was reflected the
need to make explicit how training is approached.
The reference to training was also practical if considering that some perspective
on the subject underlined any model regularly developed when this goal existed. In a
review conducted by Valli & Marshall (2004), they found thirty-five definitions of
training which fit into three major categories: knowledge, skills, and performance.
Approaching a clear definition of these constructs is also implied.
In addition to this, references to training highlighted in the literature review
showed different perspectives used by scholars and practitioners to conceptualize domain
and technical expertise. Recognizing them is important in practical terms, even though,
this dissertation did not intend to solve long term existent divergences in scholar’s
literature. As noted above, an operationalization of the constructs was developed for this
study, explaining the measurement tools used. In this regard, further advancement of
scholar discussion and evidence concerning how expertise is understood to assure
appropriate measurement may lead to rethink and improve what has been done.
Overall, the research findings might be used by the investigative enterprise to plan
how the new CMS implementation could be improved through an ongoing process. Both,
the targeted investigative and the software development businesses might learn and apply
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the working components and procedures used for the training on the new system
technology to consistently use them. In addition to this, further exploration of the
research questions within the investigative field might also be built upon the findings of
this dissertation study.
Limitations of the Study
The dissertation analyzed limitations related to the chosen design and
methodology. The execution of the study was non-experimental, correlational, using
quantitative data collection and analysis methods to investigate the research questions.
The quantitative design was considered the most appropriate to the study to capture the
variable relationships.
Knowing that correlational designs only determined relationships quantitatively,
the study attempted to explore: previous unknown variable relationships, specifically, if
domain expertise influences training outcomes in an HDEF and previous research
concerned with the relationship between technical expertise and training outcomes. In
coherence with the research design, causal variable relationships were not determined.
Where the study found significant variable correlations, they were just moderate. Then,
the explanatory level of the relationships found was the same.
A second limitation previously observed to the study concerned with the use of
research findings. There were no attempts to influence changes in the current training
programs within SME. This may be considered in the context of an experimental research
design different to this dissertation. As noted above, the dissertation findings provide
insights that may be discussed and exploited by the affected private investigate
enterprise, in a first instance.
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A third anticipated limitation of the study concerned with external validity. One
aspect pointed was that the selected participant sample only came from the same
investigative enterprise. The limited generalization of results to other companies was
implied. Considering that the study sought to start an exploration of variable relationships
through assessing identified correlational hypotheses, the generalization of findings was
not intended. In this case, the research findings are only valid to the context and the
selected participant sample. Attempting to generalize to the investigative field or other
industry would require different decisions related to the research design in future
research.
Another anticipated limitation aspect of external validity referred to the training
materials which were restricted to one module of the Enterprise Resource Planning
(ERP), which is the CMS module as explained by the purpose of the study. Expanding
learning related to variable associations in other components of the ERP may probably be
planned in the context of continuing research with the enterprise, in relation to the
implementation of new technology system.
In addition to this, a purposive sample technique was part of the research design.
It was understood that findings could be generalized neither to the entire HDEF
population nor to the universe within the investigative field. Even though the number of
total employees of the affected enterprise was not made explicit by the research design of
the dissertation, the typical range size of employees within SMEs in the United States
was explained.
The statistical validity of the sample size was a concern observed in the research
design. It was early addressed by testing the power of the effect size for the Pearson
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correlations by using G*Power 3.1.9.2. Results were acceptable. The final participants of
the study were 88 employees, however, data collection and processing of the training
effectiveness survey just reached 81.
Because participants knew of the implementation of the study, a potential effect
from behavior change was anticipated. However, it was assumed that participant
employees would provide their best response to the instruments. It was also assumed that
they would put their best effort through the training process. No data was systematized in
this respect.
Recommendations
Recommendations are provided with a focus on further research considering the
interpretation and implications of findings, and limitations of the study, as well as, the
literature reviewed in Chapter 2. Based on the dissertation findings, more in depth
research is recommended to learn more the research questions in the investigative SME
field. More specifically, the following actions may be taken:
1. Post training learning methods may be planned and implemented besides a
following up by taking into account the type of relationship found between the
training outcome scores and perception of training effectiveness. The instruments
used to measure training outcomes and perceived training effectiveness should be
reviewed to decide their usefulness at this stage of the process. The measuring
tools of training outcomes and perceived training effectiveness need to consider
specific program goals to be established. Then, the training components would be
assessed in light of the training program goals. An improvement of the measuring

100
tools might be implied in the framework of a specific training model that fit the
enterprise and employees’ needs.
2. Counting with the interest of the private investigative enterprise implementing the
new CMS within ERP, the training modules could be extended to other
components of the system as needed by the business and employees. Training
participants may vary depending on the job duties and respectively required skills
in relation to the usage of the system. However, the benefits to train employees so
that they have the overall picture of functionality can also be assessed for decision
making. Reference to Pazmino et al. (2016) concerning participatory design in the
literature review could be retaken.
3. Sharing discussions toward increasing understanding regarding the distinction
between DE and technical expertise in relation to the job duties would be
recommended in the framework of continuous training and related research.
4. For further research, a research design combining quantitative and qualitative
methods is recommended. Although employees of the targeted investigative
enterprise are geographically dispersed, the use of both types of methods is not
only possible but also necessary to learn more on training outcomes and the
perceptions of training effectiveness over time.
5. With a long-term view on research within this type of business, a representative
sample with the participation of other companies in the investigative or other
HDEF business implementing innovative technology system may be designed.
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Summary and Conclusions
This dissertation explained that DE is achieved by a person in a specific field. The
study explored the relationship between DE and training outcomes for use of a new CMS
by employees in a private investigative enterprise. It also explored the potential
mediating effects of the perceived effectiveness of the training on the respective
outcomes. A non-experimental, quantitative, correlational study was conducted by testing
five hypotheses. The job performance level of employees was used to measure DE. The
type of technical expertise measure was proficiency in computer literacy and internet
knowledge.
The research findings partially supported the research question addressing the role
played by technical expertise in the outcomes of a CMS training. However, this Chapter
provided cautious considerations related to the role played by DE in the training
outcomes. Empirical and conceptual implications for research and practice were
discussed along with the review of the limitations of the study. The five
recommendations presented in this chapter focused on the actions that can be taken for
future research and practice within the investigative enterprise or others similar in the
same this field.
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Appendix C
Perception of Effectiveness of Training Survey
Instructions:
This is the last section of the training. Please fill out the questionnaire. It will take
approximately 1-3 minutes. Your answers will be kept confidential. Just click on the link
and one answer for each question. Then click “Finish” at the bottom. Comments are also
welcome if you have suggestions or comments but are not required. Thank you.
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