Abstract. We consider the quasi-periodic Jacobi operator H x,ω in l 2 (Z)
Introduction
We consider the quasi-periodic Jacobi operator H x,ω in l 2 (Z) log |b(x + nω)|.
This work was done during 2010-2011 year when author was a visiting doctoral student at the Department of Mathematics University of Toronto. The author wishes to thank M.Goldstein for his supervision of the project.
In this paper we always assume that |E| ≤ E 0 , where E 0 depends on a, b. For that matter we suppress E from the notations of some of the constants involved.
(2) log M [1,N] (x, E, ω) ≥ 0, sinceM [1,N] a, b) .
(5) Combining (4) with (1.2), we concludes that 1 N log M [1,N] (x, E, ω) is integrable, and 1 Due to the subadditive property, the limits
(1.9)
J(E, ω) = lim
exist. Moreover, L(E, ω) ≥ 0. Fix some α > 1. Throughout this paper we assume that ω ∈ (0, 1) satisfies the Diophantine condition (1.10) nω ≥ C ω n(log n) α for all n.
It is well known that for a fixed α > 1 almost every ω satisfies (1.10).
The main theorem in this paper is
where the constant β here depends on a(x), b(x), ω, i.e. β = β(a, b, ω), but does not depend on E 0 .
Large Deviation Theorem
It is convenient to replace a(x),b(x) by p(e(x)) and q(re(x)) (with e(x) = e 2πix ),where p(z), q(z) are analytic function in the annulus A ρ = {z ∈ C : 1 − ρ < |z| < 1 + ρ} which assume only real values for |z| = 1. With this convention in place, we will use the notation B(z), T [1,N] (z) e.t.c..
Lemma 2.1.
( C(p, q), and C(p, q) is the same as in (1) of Remark 1.1.
Similarly, we have log T [1,N] (z) ≤ 2 log C(p, q) + log T [1,N] (ze(ω)) − log |q(ze((N − 1)ω))q(ze(Nω))|.
where
Corollary 2.3.
(1)
Proof.
(1) is obvious; 
where h is harmonic on Ω 1 and µ is unique with this property. Moreover, µ and h satisfy the bounds
For the proof See Lemma 2.2 in [GS1] .
Theorem 2.5. Let u be a subharmonic function defined in the annulus
A for general n and s n ≤ C log n if n = q j for any j.
For the proof see Theorem 3.8 in [GS] .
Remark 2.6.
(1) The constants c, C here do not depend on δ. (2) Actually, the condition |u(z)| ≤ 1 can be replaced by u(z) = log |z − ζ|dµ(ζ) + h(z),with µ + h ≤ C, see the proof of Theorem 3.8 in [GS] In what follows we will use the following version Theorem 2.7. Let u be a subharmonic function defined in the annulus A ρ . Suppose furthermore that u(z)
Proof. One has A 2 ≥ | det A| for any 2 × 2 matrix. So
log |q(ze(nω))q(ze((n + 1)ω))|, see (1.6). Recall that log |q(e(x))| is integrable. So, 1 2 log |q(e(x))q(e(x + ω))| is integrable. So,
Lemma 2.10. One has
Proof. The statement follows from Lemma 2.8, 2.9, and (2.3), (2.4).
Remark 2.11. By (2.7), we have
Then by Lemma 2.9, and (2.3), (2.4), one has 1 2 log |q(re(x))q(re(
By Theorem 2.7 and Lemma 2.10, we have Lemma 2.12.
Remark 2.13.
(1) By Remark 2.11 and Theorem 2.7, also for any 1 − ρ 2 < r < 1 + ρ 2 , δ and K mes ({x :
(2) It is well-known that
Hence,
What's more, there existsǨ =Ǩ(p, q, δ), s.t. for any K ≥Ǩ,
Lemma 2.14.
where c q is as in Remark 2.13.
Proof. Set
and
Note also that
2 , and
Note that
Thus,by Remark 2.13
Set K = C 4 δN. By Lemma 2.12,
We need to estimate mes Y ±,r . Due to part (2) of Corollary 2.3, one has
, then
to make 1 4C 4 + D r = C 5,r >D > 0. Note that C 5,r is also continue for r. Thus
for any K. Thus Lemma 2.14 applies for δ = C
for N ≥Ň, whereŇ depends on c p,q and C
Remark 2.16.
(1) Recall that
see (1.5). By Remark 2.13, Theorem 2.15 , for any N ≥Ň
(2) Once again let us note that the constants c,c here do not depend on δ. In particular, one can choose here δ depending on N.
Lemma 2.17. Let 1 > ρ > 0 and suppose u is subharmonic on A ρ such that
Remark 2.18. It is easy to see that this lemma also holds for u N (z) with
where C 6 = C 6 (p, q, ω) andŇ is as in Theorem 2.15.
, where C ′ ρ = max(1, C ρ ) and e = exp(1). By Remark 2.18 one has
It follows from (2.12) that for |y| ≤
Due to Theorem 2.15 one obtains mes B y ≤ exp(−čδ 2 N). The function u N (e(x + iy)) is subharmonic, for e(x + iy) ∈ A ρ . let x 0 be arbitrary and y 0 = 0. Then e(x 0 ) ∈ A ρ 4 . Due to subharmonicity one has for any
Due to Cauchy-Schwartz inequality
.
Lemma 2.20. For any 0 ≤ x ≤ 1 and any N ≥Ň holds
Recall that
Then due to (2.13) one has
Remark 2.21. Note that Lemma 2.20 implies, in particular that NL N + C 6 (N log N) 1 2 − NF N (x) ≥ 0 for any x for large N.
Lemma 2.22. For any 0 ≤ x ≤ 1 and any k ≥Ň holds
Remark 2.23. Due to Lemma 2.1
for any x ∈ T, any N and any E. Similarly,
for any x ∈ T, any N, any k and any E.
3. using the avalanche principle Proposition 3.1. Let A 1 , . . . , A n be a sequence of 2 × 2-matrices whose determinants satisfy
Suppose that
with some absolute constant C.
Proof. See [GS] .
Remark 3.2. For the rest of the paper, we do not use e(x + iy) with y 0. For that reason we write x instead of e(x) in all expressions. What's more, without special statement, N ≥Ň and N ≥Ǩ from now on(δ inǨ will be defined in Lemma 3.8).
Lemma 3.3. Letc be as in (2.10). Let L N (E)
> 100δ > 0, where δ < 1 is a constant not depending on N, and
Proof. By (2.10), we have for 0 ≤ j ≤ m − 1
Thus when x ∈ G 1 ,
The avalanche principle applies for µ = exp( 1 2 NL N (E)). Integrating over G 1 one obtains
where N ′ = m × N. We want to replace here the integration over G 1 by integration over T. Recall that due to (4) in Remark 1.1
for any n and any E. Hence, by Cauchy-Schwartz inequality
for any K, any E and any B ⊆ T. Hence
for any K and any E. Thus (3.9)
Combining (3.7) with (3.9), one has
where C ′′ (p, q) is the same as (4) in Remark 1.1. If exp(˜c 10 δ 2 N) ≤ m, then
Now,we can prove 
Proof. We first prove the second part. By lemma 3.3 for
In particular
, one obtains using (3.13)
and Lemma 3.3 applies for N
That implies, in particular
Then Lemma 3.3 applies for N
What's more,
That finishes we second part. We prove now the first part. Note that just as in (3.15) one obtains
. Integrating (3.18) over T\B and using (3.8), one obtains
Combining (3.17) with (3.20), one obtains
As in Case (1), one has
Combining (3.22) with (3.23), one obtains
Combining (3.16) with (3.21) or (3.24), as in (3.15), one obtains
see (1) in Lemma 2.1. By (1.4), one has
Due to (1) in Remark 2.13 for any δ and any K mes ({x :
for E or E 0 . As y exp(−ξy) ≤ ξ −1 for any y, ξ > 0. Thus
for E or E 0 . Combining (3.30) with (3.31), one has
, whereĉ is as in Lemma 3.3,c andc ′ are as in Lemma 3.4. Using Lemma 3.5 applied to N 0 and 2N 0 . One has for |E − E 0 | < ρ (3.32) and
are as in Lemma 3.5. These imply
Combining (3.32), (3.33) with (3.34), one obtains 
where constant c ′′ depends only on p, q, ω, but does not depend on E 0 or E or κ. The number N 1 depends on p, q, ω,E 0 and κ.
where (log C(p, q) − D) is as in Remark 2.23, C 6 is as in Lemma 2.19,Ñ 0 is as in Lemma 3.6. Thus (3.39) for any K ≥N 0 and any E ∈ (E 0 − ρ 
Take here N ≥N 
see (3.38), (3.39), (3.40) and Lemma 3.6. If
We know that mes ({x :
Sine y exp(−ξy) ≤ ξ −1 for any ξ, y > 0, one has mes {x :
N is large enough depending on L(E 0 ) and κ (see Lemma 3.6 and (3.38) ). Combining (3.41) with (3.42) one has
where constant c ′′ depends only on p, q, ω. 
where constant c depends only on p, q, ω, but does not depend on E or E 0 .
Proof. Due to Remark 2.13 for K >Ǩ holds E) if N ≥Ñ 0 , whereÑ 0 is as in Lemma 3.6. Note that if
Let K = 
L(E)N).
Recall that N 1 >Ñ 0 with K = N 800 (see (3.38)). Let N ≥ N 1 . Then 
where c 6 = c 6 (p, q, ω).
If x ∈ G, the avalanche principle applies with µ = exp(
Dividing by N ′ and integrating over G, one obtains
Due to (3.8)
Combining (3.46) with (3.45), one has
where c 6 = c 6 (p, q, ω). 
where c = c(p, q, ω).
Proof. By Lemma 3.9 for N ′ = mN, with m ∈ N, exp(
Here again we change c 7 by c for convenient notations.
4. proof of the main theorem Due to (3.8), one has
Let N ≥ N 4 := max(N 1 , N 2 , N 3 ), where N 1 is as in Lemma 3.7. Due to Lemma 3.10 
