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Abstract
In this paper, we consider the analogous of the obtacle problem in
H1
0
(Ω), on the space W 1,p
0
(Ω). We prove an existence and uniqueness
of the result. In a second time, we define the optimal control problem
associated. The results, here enclosed, generalize the one obtained by
D.R. Adams, S. Lenhard in [1], [2] in the case p = 2.
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1 Introduction
Let Ω be a bounded domain in RN , N ≥ 2, whose boundary is C1 piecewise.
For p > 1 and for ψ given in W 1,p0 (Ω), define
K(ψ) = {v ∈W 1,p0 (Ω), v ≥ ψ a.e. in Ω}.
It is clear that K(ψ) is a convex and weakly closed set in Lp(Ω). Let p′ be
the conjugate of p, and f ∈ Lp
′
(Ω). We consider the following variational
inequality called the obstacle problem:u ∈ K(ψ),∫
Ω
σ(u) · ∇(v − u) dx ≥
∫
Ω
f(v − u) dx, ∀v ∈ K(ψ),
(1.1)
where σ(u) = |∇u|p−2∇u. We shall say that ψ is the obstacle and f is the
source term.
We begin to prove existence and uniqueness of a solution u to (1.1),
using variational formulation of the obstacle problem on the set K(ψ). We
shall then denote u by: u = Tf (ψ). Secondly, we characterize Tf (ψ) as the
lowest f−superharmonic function greater than ψ.
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2 Existence and uniqueness of the solution
Proposition 1. A function u is a solution to the problem (1.1) if and only
if u satisfies the following:
u ∈ K(ψ),
−∆pu ≥ f, a.e. in Ω,∫
Ω
σ(u) · ∇(ψ − u) dx =
∫
Ω
f(ψ − u) dx.
(2.1)
Proof of Proposition 1. Suppose that u satisfies (1.1). Then taking v =
u + ϕ ∈ K(ψ) for ϕ ∈ D(Ω), ϕ ≥ 0, one gets that −∆pu ≥ f in Ω.
Moreover, For v = ψ and v = 2u− ψ, one gets that∫
Ω
σ(u) · ∇(ψ − u) dx =
∫
Ω
f(ψ − u) dx,
hence u satisfies (2.1).
Conversely, let u ∈ K(ψ) such that −∆pu ≥ f , let v be in K(ψ) and
ϕn ∈ D(Ω), ϕn ≥ 0 such that ϕn → v − ψ in W
1,p
0 (Ω). Then one gets∫
Ω
σ(u) · ∇(v − ψ) = lim
n→∞
∫
Ω
σ(u) · ∇ϕn
= lim
n→∞
∫
Ω
−∆pu ϕn
≥ lim
n→∞
∫
Ω
fϕn =
∫
Ω
f(v − ψ), ∀ v ∈ K(ψ).
Using the last equality of (2.1), one gets that∫
Ω
σ(u) · ∇(v − u) ≥
∫
Ω
f(v − u), ∀ v ∈ K(ψ),
hence u satisfies (1.1).
Let us prove now the existence and uniqueness of a solution to the ob-
stacle problem (1.1).
Proposition 2. There exists a solution to (1.1), which can be obtained as
the minimizer of the following minimization problem
inf
v∈K(ψ)
I(v), (2.2)
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where I is the following energy functional
I(v) =
1
p
∫
Ω
|∇v|p −
∫
Ω
fv.
Proof of Proposition 2. Using classical arguments in the calculus of varia-
tions, sinceK(ψ) is a weakly closed convex set inW 1,p0 (Ω), and the functional
I is convex and coercive on W 1,p0 (Ω), then one obtains that there exists a
solution u to (2.2).
Proposition 3. The inequation (1.1) possesses a unique solution.
Proof of Proposition 3. Suppose that u1, u2 ∈ W
1,p
0 (Ω) are two solutions of
the variational inequality (1.1)
ui ∈ K(ψ) :
∫
Ω
σ(ui) · ∇(v − ui) dx ≥
∫
Ω
f(v− ui) dx, ∀ v ∈ K(ψ), i = 1, 2
Taking v = u1 for i = 2 and v = u2 for i = 1 and adding, we have∫
Ω
[σ(u1)− σ(u2)] · ∇(u1 − u2) ≤ 0.
Recall that we have∫
Ω
[σ(u1)− σ(u2)] · ∇(u1 − u2) ≥ 0,
which implies that ∫
Ω
[σ(u1)− σ(u2)] · ∇(u1 − u2) = 0,
and then, u1 = u2 a.e in Ω.
Thus, we get the existence and uniqueness of a solution to (1.1).
Definition 1. We shall say that u is f−superhamonic in Ω, if u ∈W 1,p0 (Ω)
is a weak solution to −∆pu ≥ f , in the sense of distributions.
Proposition 4. A function u is a solution of (1.1), if and only if u is the
lowest f−superharmonic function, greater than ψ.
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Proof of Proposition 4. Let u be a solution of (1.1) and v be an f−super
harmonic function, greater than ψ. Let ξ = max(u, v), ξ ∈ K(ψ). Recalling
that v− = sup(0,−v), one has then (ξ − u) = −(v − u)−. From (1.1), one
gets ∫
Ω
σ(u) · ∇(ξ − u) ≥
∫
Ω
f(ξ − u).
On the other hand, since ξ − u ≤ 0 and −∆pv ≥ f , we have∫
Ω
σ(v) · ∇(ξ − u) ≤
∫
Ω
f(ξ − u).
We obtain, subtracting the above two inequalities:∫
Ω
[σ(v) − σ(u)] · ∇(ξ − u) ≤ 0,
which implies that
−
∫
Ω
[σ(v) − σ(u)] · ∇(v − u)− ≤ 0,
and then (v − u)− = 0, or equivalently u ≤ v in Ω.
Recall that we define by Tf (ψ) the lowest f−superharmonic function,
greater than ψ.
Lemma 1. The mapping ψ 7→ Tf (ψ) is increasing.
Proof of Lemma 1. Let u1 = Tf (ψ1) and u2 = Tf (ψ2), which are respec-
tively solutions to the following variational inequalities{
−∆pui ≥ f
ui ≥ ψi, i = 1, 2
and let ψ1 ≤ ψ2. It is clear that u2 ≥ ψ1. Hence u2 is f−superharmonic
and using Proposition 4, one obtains u1 ≤ u2.
Proposition 5. The mapping ψ 7→ Tf (ψ) is weak lower semicontinuous, in
the sense that:
• If ψk ⇀ ψ weakly in W
1,p
0 (Ω), then Tf (ψ) ≤ lim inf
k→∞
Tf (ψk).
•
∫
Ω
|∇(Tf (ψ))|
p ≤ lim inf
k→∞
∫
Ω
|∇(Tf (ψk))|
p.
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Proof of Proposition 5. Let (ψk) be a sequence in W
1,p
0 (Ω) which converges
weakly inW 1,p0 (Ω) to ψ, and let ϕk = min(ψk, ψ). Since Tf is increasing, one
gets that Tf (ϕk) ≤ Tf (ψk). We now prove that Tf (ϕk) converges strongly
in W 1,p0 (Ω) towards Tf (ψ). This will imply that
Tf (ψ) = lim
k→∞
Tf (ϕk) ≤ lim inf
k→∞
Tf (ψk).
We denote uk as Tf (ϕk). It is clear that uk is bounded in W
1,p
0 (Ω) since
ϕk ≤ ψ. Hence for a subsequence, still denoted uk, there exists some u in
W
1,p
0 (Ω) such that
∇uk ⇀ ∇u weakly in L
p(Ω), uk → u strongly in L
p(Ω). (2.3)
On the other hand, using the fact that ϕk converges weakly to ψ in W
1,p
0 (Ω)
(see Lemma 2 below), one gets the following assertion:
uk ≥ ϕk =⇒ u ≥ ψ.
Let us prove now that u is a solution of the minimizing problem (2.2). For
that aim, for v ∈ K(ψ), since v ≥ ψ ≥ ϕk, we have
1
p
∫
Ω
|∇u|p −
∫
Ω
fu ≤ lim inf
k→∞
1
p
∫
Ω
|∇uk|
p −
∫
Ω
fuk
≤ lim inf
k→∞
inf
w≥ϕk
{
1
p
∫
Ω
|∇w|p −
∫
Ω
fw
}
≤
1
p
∫
Ω
|∇v|p −
∫
Ω
fv.
Then u realizes the infimum in (2.2). At the same time, since u ∈ K(ψ),
one has the following convergence
1
p
∫
Ω
|∇uk|
p −
∫
Ω
fuk −→
1
p
∫
Ω
|∇u|p −
∫
Ω
fu, when k →∞,
which implies that uk converges strongly to u in W
1,p
0 (Ω). We can conclude
that Tf (ϕk) converges strongly to Tf (ψ).
Lemma 2. Suppose that ψk converges weakly to some ψ in W
1,p
0 (Ω). Then,
ϕk = min(ψk, ψ) converges weakly to ψ in W
1,p
0 (Ω).
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Proof of Lemma 2. We have
ψk −→ ψ in L
p(Ω).
Then
ϕk =
ψk + ψ − |ψk − ψ|
2
−→ ψ in Lp(Ω).
Let us prove now that |∇ϕk| is bounded in L
p(Ω). For that aim, we write∫
Ω
|∇ϕk|
p =
∫
Ω
∣∣∣∣∇(ψk + ψ − |ψk − ψ|2
)∣∣∣∣p
≤ Cp
(∫
Ω
|∇ψk|
p +
∫
Ω
|∇ψ|p
)
.
Therefore the sequence ϕk is bounded in W
1,p
0 (Ω), so it converges weakly,
up to a subsequence, to ψ in W 1,p0 (Ω).
Proposition 6. The mapping Tf is an involution, i.e. T
2
f = Tf .
Proof of Proposition 6. Up to replacing ψ by u in the variational inequalities
(1.1), and using proposition 4, one gets that u = Tf (u). Then, we conclude
that T 2f (ψ) = Tf (ψ).
3 A method of penalization
LetM+(Ω) be the set of all nonnegative Radon measures on Ω andW−1,p
′
(Ω)
be the dual space ofW 1,p(Ω) on Ω where p′ is the conjugate of p (1 < p <∞).
Suppose that u solves (1.1). Using the fact that a nonnegative distribution
on Ω is a nonnegative measure on Ω (cf. [7]), one gets the existence of
µ ≥ 0, µ ∈ M+(Ω), such that∫
Ω
σ(u) · ∇Φ dx−
∫
Ω
fΦ dx = 〈µ,Φ〉, ∀ Φ ∈ D(Ω), (3.1)
that we shall also write −∆pu = f + µ, µ ≥ 0 in Ω.
Let us introduce
β(x) =
{
0, x > 0,
x, x ≤ 0.
(3.2)
Clearly, β is C1 piecewise, β(x) ≤ 0 and is nondecreasing. Let us consider,
for some δ > 0, the following semilinear elliptic equation:{
−∆pu+
1
δ
β(u− ψ) = f, in Ω
u|∂Ω = 0.
(3.3)
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We have the following existence result:
Theorem 1. For any given ψ ∈ W 1,p0 (Ω) and δ > 0, (3.3) possesses a
unique solution uδ. Moreover,
(1) uδ −→ u strongly in W 1,p0 (Ω), as δ −→ 0, with u := Tf (ψ).
(2) There exists a unique µ ∈W−1,p
′
(Ω) ∩M+(Ω) such that:
(i) −1
δ
β(uδ − ψ)⇀ µ in W−1,p
′
(Ω) ∩M+(Ω).
(ii) 〈µ, Tf (ψ)− ψ〉 = 0.
Proof of Theorem 1. (1) Let B be defined as B(r) =
∫ r
0
β(s)ds, ∀ r ∈ R.
We introduce the following variational problem
inf
v∈W 1,p
0
(Ω)
{
1
p
∫
Ω
|∇v|p +
1
δ
∫
Ω
B(v − ψ)−
∫
Ω
fv
}
. (3.4)
The functional in (3.4) is coercive, strictly convex and continuous. As a
consequence it possesses a unique solution uδ ∈ W 1,p0 (Ω). Since B(0) = 0,
one has
1
p
∫
Ω
|∇uδ|p +
1
δ
∫
Ω
B(uδ − ψ)−
∫
Ω
fuδ ≤
1
p
∫
Ω
|∇ψ|p −
∫
Ω
fψ,
since B ≥ 0, then uδ is bounded in W 1,p0 (Ω). Extracting from u
δ a subse-
quence, there exists u in W 1,p0 (Ω), such that
∇uδ ⇀ ∇u weakly in Lp(Ω), uδ → u strongly in Lp(Ω).
Using 1
δ
∫
Ω
B(uδ − ψ) ≤ C and the continuity of B one has
0 ≤
∫
Ω
B(u− ψ) ≤ lim inf
δ→0
∫
Ω
B(uδ − ψ) = 0,
hence u ∈ K(ψ).
We want to prove now that u solves (1.1). Let v ∈ K(ψ), since B(r) ≥
7
0, ∀ r ∈ R one gets:
1
p
∫
Ω
|∇u|p −
∫
Ω
fu ≤ lim inf
δ→0
(
1
p
∫
Ω
|∇uδ|p −
∫
Ω
fuδ
)
≤ lim inf
δ→0
(
1
p
∫
Ω
|∇uδ|p +
1
δ
∫
Ω
B(uδ − ψ)−
∫
Ω
fuδ
)
≤ lim inf
δ→0
inf
u≥ψ
{
1
p
∫
Ω
|∇u|p +
1
δ
∫
Ω
B(u− ψ) −
∫
Ω
fu
}
≤
1
p
∫
Ω
|∇v|p −
∫
Ω
fv.
Then, one concludes that ∇uδ −→ ∇u strongly in Lp(Ω) and since u ∈
K(ψ), then u solves (1.1).
(2) (i) let uδ be the solution of (3.3), since ∇uδ is uniformly bounded in
Lp(Ω) by some constant C, we get that −∆pu
δ−f is bounded inW−1,p
′
(Ω),
so it converges weakly, up to a subsequence, inW−1,p
′
(Ω). Hence, −1
δ
β(uδ−
ψ) converges too, up to a subsequence, in W−1,p
′
(Ω), and we have
−
1
δ
β(uδ − ψ)⇀ µ weakly in W−1,p
′
(Ω),
where µ is a positive distribution, hence a positive measure. Then, by (1),
we see that u and µ are linked by the relation (3.1).
We now prove (ii): let u be the solution of (1.1). Taking ϕ = (ψ − u) ∈
W
1,p
0 (Ω) in the above inequalities, one gets
−
1
δ
∫
Ω
β(uδ − ψ) (u− ψ) dx ≤ ‖∇uδ‖p−1p ‖∇(ψ − u)‖p + ‖f‖p′‖ψ − u‖p.
Since u ∈ K(ψ), passing to the limit we obtain:
〈µ,ψ − u〉 =
∫
Ω
|∇u|p−2∇u · ∇(ψ − u)−
∫
Ω
f(ψ − u) = 0, by (2.1)
Then (ii) follows.
4 Optimal Control for a Non-Positive Source Term
4.1 Optimal control for a non positive source term
Proposition 7. Let f, ψ and Tf (ψ) be as in (1.1). One has
1
p
∫
Ω
|∇Tf (ψ)|
p ≤
1
p
∫
Ω
|∇ψ|p dx+
∫
Ω
f [Tf (ψ) − ψ] dx.
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Proof of Proposition 7. From (1.1) taking v = ψ and using Ho¨lder’s inequal-
ity, we have∫
Ω
|∇Tf (ψ)|
p ≤
p− 1
p
‖∇Tf (ψ)‖
p
p +
1
p
‖∇ψ‖pp +
∫
Ω
f [Tf (ψ)− ψ] dx.
Note that since Tf (ψ) ≥ ψ, it follows that if f ≤ 0, then∫
Ω
|∇Tf (ψ)|
p dx ≤
∫
Ω
|∇ψ|p dx. (4.1)
Let us now introduce the following problem, said “optimal control problem”:
inf
eψ∈W 1,p
0
(Ω)
Jf (ψ˜), (4.2)
where
Jf (ψ˜) =
1
p
∫
Ω
{
|Tf (ψ˜)− z|
p + |∇ψ˜|p
}
dx, (4.3)
for some given z ∈ Lp(Ω). z is said to be the initial profile, ψ is the control
variable and Tf (ψ) is the state variable. The pair (ψ
∗, Tf (ψ
∗)) where ψ∗ is
a solution for (4.2) is called an optimal pair and ψ∗ an optimal control.
In this section, we establish the existence and uniqueness of the optimal
pair in the case where f ≤ 0.
Theorem 2. If f ∈ Lp
′
(Ω), f ≤ 0 on Ω, then there exists a unique opti-
mal control ψ∗ ∈ W 1,p0 (Ω) for (4.2). Moreover, the corresponding state u
∗
coincides with ψ∗, i.e. Tf (ψ
∗) = ψ∗.
Proof of Theorem 2. In a first time we prove that there exists a pair of so-
lutions of the form (u∗, u∗), hence (u∗ = Tf (u
∗)). Let (ψk)k be a minimizing
sequence for (4.3), then Tf (ψk) is bounded in W
1,p(Ω), therefore Tf (ψk)
converges for a subsequence towards some u∗ ∈ W 1,p0 (Ω). Moreover, using
the lower semicontinuity of Tf as in proposition 5, one gets
Tf (u
∗) ≤ lim inf
k→∞
Tf (Tf (ψk)) ≤ lim
k→∞
Tf (ψk) = u
∗,
and by the definition of Tf , Tf (u
∗) ≥ u∗. Hence u∗ = Tf (u
∗).
9
We prove that (u∗, u∗) is an optimal pair. Using proposition 5, by the
lower semicontinuity in W 1,p0 (Ω) of Tf :
Jf (u
∗) =
1
p
∫
Ω
{|u∗ − z|p + |∇u∗|p} dx
≤ lim inf
k→∞
1
p
∫
Ω
{|Tf (ψk)− z)|
p + |∇ψk|
p} dx
= inf
ψ∈W 1,p
0
(Ω)
Jf (ψ).
Secondly, we prove that every optimal pair is of the form (u∗, u∗). Observe
that if (ψ∗, Tf (ψ
∗)) is a solution then (Tf (ψ
∗), Tf (ψ
∗)) is a solution. Indeed∫
Ω
{|Tf (ψ
∗)− z)|p + |∇Tf (ψ
∗)|p} dx ≤
∫
Ω
{|Tf (ψ
∗)− z)|p + |∇ψ∗|p} dx.
So ∫
Ω
|∇Tf (ψ
∗)|p dx =
∫
Ω
|∇ψ∗|p dx, (4.4)
by inequality (4.1), using the Ho¨lder’s inequality, one obtains then
0 ≤
∫
Ω
f(ψ∗ − Tf (ψ
∗)) dx
≤
∫
Ω
σ(Tf (ψ
∗)) · ∇(ψ∗ − Tf (ψ
∗)) dx
≤
∫
Ω
|∇Tf (ψ
∗)|p−2∇Tf (ψ
∗) · ∇ψ∗ −
∫
Ω
|∇Tf (ψ
∗)|p
≤
(∫
Ω
|∇Tf (ψ
∗)|p
) p−1
p
(∫
Ω
|∇Tf (ψ
∗)|p
) 1
p
−
∫
Ω
|∇Tf (ψ
∗)|p = 0,
which implies∫
Ω
|∇Tf (ψ
∗)|p−2∇Tf (ψ
∗) · ∇ψ∗ −
∫
Ω
|∇Tf (ψ
∗)|p = 0.
Let us recall that by convexity, one has the following inequality
1
p
∫
Ω
|∇ψ∗|p +
p− 1
p
∫
Ω
|∇Tf (ψ
∗)|p −
∫
Ω
|∇Tf (ψ
∗)|p−2∇Tf (ψ
∗) · ∇ψ∗ ≥ 0.
Then the equality holds and by the strict convexity, one gets ∇(ψ∗) =
∇(Tf (ψ
∗)) a.e., hence ψ∗ = Tf (ψ
∗). Finally, we deduce from the two pre-
vious steps that the pair is unique. Suppose that (u1, u1) and (u2, u2) are
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two solutions, and consider (u1+u22 , Tf (
u1+u2
2 )). We prove that it is also a
solution. Indeed:∫
Ω
∣∣∣∣u1 + u22 − z
∣∣∣∣p + ∣∣∣∣∇Tf (u1 + u22 )
∣∣∣∣p dx
≤
∫
Ω
∣∣∣∣u1 + u22 − z
∣∣∣∣p + ∣∣∣∣∇(u1 + u22
)∣∣∣∣p dx
≤
1
2
(Jf (u1) + Jf (u2)) = inf
ψ∈W 1,p
0
(Ω)
Jf (ψ),
which implies that u1 = u2. Thus, the uniqueness of the optimal pair for
f ≤ 0 holds.
4.2 Optimal control for a nonnegative source term
We are interested here to the case f ≥ 0 on Ω. In what follows we will
denote by Gf the unique function in W 1,p0 (Ω) which verifies{
−∆p(Gf) = f, in Ω a.e.
Gf = 0, on ∂Ω,
where f ∈ Lp
′
(Ω) and Gf ∈W 1,p0 (Ω).
Theorem 3. Suppose that f ∈ Lp
′
(Ω) is a nonnegative function. Suppose
that z ∈ Lp(Ω), satisfying z ≤ Gf a.e on Ω. Then the minimizing problem
(4.2) has a unique optimal pair (0, Gf).
Lemma 3. Let Tf (ψ) be a solution to (1.1) and Gf defined as above. Then
Tf (ψ) is greater than Gf .
Proof of Lemma 3. We have that−∆p(Gf) = f , and Tf (ψ) realizes −∆p(Tf (ψ)) ≥
f . Then, by the Comparison Theorem for −∆p we get that Gf ≤ Tf (ψ).
Proof of Theorem 3. In a first time we prove that (0, Gf) is an optimal pair.
Indeed, for all ψ ∈W 1,p0 (Ω)
Jf (ψ) =
1
p
∫
Ω
{|Gf − z + Tf (ψ)−Gf |
p + |∇ψ|p}
≥
1
p
∫
Ω
{
|Gf − z|p + p|Gf − z|p−2(Gf − z)(Tf (ψ)−Gf)
}
≥
1
p
∫
Ω
{|Gf − z|p}
= Jf (0).
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The equality with (ψ∗, Tf (ψ
∗)) implies that we have equality in each step,
so we get ‖∇ψ∗‖p = 0, then ψ
∗ = 0 a.e. in Ω. Thus, (0, Gf) is the unique
optimal control pair.
References
[1] Adams, D. R., Lenhart, S., and Yong, J., Optimal control of the
obstacle for an elliptic variational inequality, Appl. Math. Optim. 38
(1998), 121-140.
[2] Adams, D. R., Lenhart, S., An obstacle control problem with a
source term, Appl. Math. Optim. 47 (2003), 79-95.
[3] Attouch, H., Picard, C., Ine´quations variationnelles avec obstacles
et espaces fonctionnels en the´orie du potentiel. (French) [Variational
inequalities with obstacles and function spaces in potential theory], Ap-
plicable Anal. 12 (1981), no. 4, 287–306.
[4] Attouch, H., Variational convergence for functions and operators Ap-
plicable Mathematics Series. Pitman.
[5] Barbu, V., Optimal control of variational inequality, Pitman, London
1984.
[6] Bre´zis, H. The´se
[7] Demengel, F. Mesures et distributions, the´orie et illustration par les
exemples : Mesures de radon, distributions, convolutions, transforma-
tions de Fourier, distributions pe´riodiques Editions Ellipses, (2000).
[8] Friedman, A., Optimal control for variational inequality, SIAM J.
Control Optim., 24 (1986), 439-451.
[9] Gilbarg, D., and Trudinger, N. S.,, Elliptic Partial Differential
Equations of Second Order, 2nd edn., Springer-Verlag, Berlin, 1983.
[10] J.L. Lions, Quelques me´thodes de re´solution des proble´mes aux limites
non line´aires E`tudes Mathe´matiques, Paris 1969
[11] Kinderlehrer, D., Stampacchia, G., Introduction to Variational
Inequalities and Their Applications, Academic Press, New York, 1980.
12
[12] Murat, F., Cioranescu, D. Un terme e´trange venu d’ailleurs, Non-
Linear Partial Differential Equations and Their Applications, Colle´ge
de France Seminar, Vols II and III (ed. H. Brezis and J.L. Lions),
Research Notes in Mathematics, Vols 60 and 70, Pitman, Boston, MA,
pp. 98-138 and 154-178, 1982.
[13] Rodrigues, J., Obstacle Problems in Mathematical Physics, North
Holland, Amsterdam, 1987.
13
