Online adaptation is a key requirement for image processing applications when used in dynamic environments. In contrast to batch learning, where retraining is required each time a new observation occurs, sequential learning algorithms offer the ability to iteratively adapt the existing classifier. In this paper, we present a neural network architecture and a fast online learning algorithm that allow to use the class of resource allocation networks for such adaptive image processing applications. The network is based on receptive fields that are processed by RBF sub-nets. The learning algorithm builds such networks online by adding new units to the sub-nets each time novel input data is observed. For this, we define a global and a local novelty criterion. Experimental results show that the proposed network outperforms existing RAN algorithms when used for face detection and recognition and is competitive with existing classifiers.
Introduction
Adaptability plays an important role for classifiers in image processing applications when used in dynamic environments. In such environments, systems for object detection and tracking face the problem of changing environmental conditions, such as illumination changes, pose variations, partial occlusions, or new instances of the object to be classified. Many of today's classifier algorithms are tailored to particular situations. The strategy pursued to make such mechanisms applicable for the use in dynamic environments is to exploit their ability to generalize. This means that the system is trained with several, often thousands of samples. A disadvantage of this approach is that the training set has to be selected appropriately. Such systems may fail when not all object instances are known at design time, or the classifier has to be adapted while tracking an object. Consequently, such systems cannot be used to build adaptive, self-organizing systems, as in [11] , [7] . Put shortly, adaptability is essential when the classifier has to be modified after design time.
Neural networks represent highly adaptive mechanisms and are often applied in nonlinear dynamic systems. However, much computation time is required for the learning process, especially for image processing [9] . The main problem of most neural network architectures, such as the widely used feed-forward network, is that the network topology has to be determined before the training phase, even though the topology strongly affects the overall learning performance. In recent years, more and more research is done in concurrently learning topology and connection weights using heuristics, such as evolutionary algorithms [13] or particle swarms [2] . Nonetheless, such strategies are only applicable for offline optimization. The design of fast online learning algorithms for practical learning schemes in image processing remains an active research topic.
Adaptive neural network based classifiers are presented in [4] and [1] . Adaptation is performed using a pre-captured set of samples called retraining set and reinforcement data, respectively. The former adjusts network parameters by using error minimization. Whereas, the latter one performs network adjustment by modifying, adding, or deleting nodes based on the clustered reinforcement data. In contrast, sequential learning algorithms allow the adjustment of classifiers each time novel input data is received. As already shown in [1] , radial basis function (RBF) neural networks offer a framework for dynamic and adaptive network architectures. They have attracted much interest, especially for function approximation, but also image processing.
A significant contribution to sequential learning in RBF networks was made by Platt who introduced the resource allocation network (RAN) in [8] . In a sequential learning process, hidden units are added to an RBF network whenever new data is received. The idea is to add new hidden units to the network based on the "novelty" of the received input. The aim is to adjust the number of hidden units to the complexity of the function that is to be approximated. The network starts with no hidden units and grows by allocating new units based on the novelty of the sequentially received observations. If an observation has no significant novelty, the connection weights of the network are adjusted. Platt used a least mean square (LMS) algorithm for the parameter adjustment, though [6] shows improvements by using an extended Kalman filter (EKF), instead.
The drawback of RAN and EKFRAN is that a hidden unit cannot be removed once created what is a problem if there are outliers in the training sequence or previously learned knowledge is not important anymore in later time steps. A significant improvement of the RAN algorithm was the introduction of an additional pruning strategy [16] that removes hidden units whenever they do not contribute to the network output anymore, called MRAN. Many modifications where made based on this work, e.g., [5] , [14] , [12] .
In this paper, we present a novel enhancement to the resource allocation network. We are especially interested in adopting this algorithm for object detection and object recognition. For this we partition the feature space into rectangular visual areas, so-called receptive fields, that are processed by sub-nets. The output of the sub-nets are accumulated to compute the overall network output. We also propose an algorithm for sequential learning in this network where hidden units are added to each sub-net based on a global and a local novelty criterion. A pruning strategy is also presented. In experimental evaluations we show that our enhancement makes the class of RAN-based sequential learning algorithms applicable for image processing tasks, such as object detection and recognition.
The further outline of this paper is as follows. In Section 2, we give an overview of RBF networks and the classic RAN algorithms. Our enhancement to RBF networks and the RAN algorithm is presented in Section 3. Experimental results comparing our technique with existing RAN-based algorithms for face detection and recognition are presented in Section 4. Section 5 concludes this paper.
Sequential Learning Using the RAN Algorithm
RBF networks are two-layer feedforward networks as shown in Fig. 1 . The first layer consists of n neurons, called hidden units, that only respond to a local region of the feature space. The region of each hidden unit i is defined by a center c i in the feature space and the width σ i of an associated kernel function. The activity of a hidden unit depends on the distance between the input vector x and its center c i and decreases when the distance between both vectors increases. Though there exist different distance functions and activity functions, the Euclidean distance is commonly used as distance measure and the Gaussian function is applied to calculate the activity. In this case, the activity of the ith hidden unit is defined as 
The overall network response is calculated in the output layer as a weighted sum of the activities of all hidden units and given by
where α i , i > 0, specifies the connection weight of hidden unit i with the output neuron. α 0 is used as a bias input.
In sequential learning, samples are randomly drawn from a training set and then processed and learned by the network. We define this training sequence as (x t , o t ) t=1,2,... where x t represents the feature vector that is used as network input, and o t represents the desired output. The RAN algorithm sequentially processes the training sequence and allocates new hidden units whenever novel data is presented. Else the connection weights are adjusted, e.g., using LMS or EKF. The decision of whether to allocate a new hidden unit at time step t depends on the novelty of the current input-output pair (x t , o t ). This novelty criterion is defined by the following conditions:
where c nr is the center nearest to x t , and error and dist are thresholds to be selected appropriately. Equ. (3) says that the error between the network output and desired output must be significant. Equ. (4) assures a minimal distance between the hidden units. So, error specifies the approximation accuracy, whereas dist specifies the resolution in the feature space.
The parameters of a new hidden unit are as follows:
where κ determines the amount the responses of two hidden units may overlap in the feature space.
In RAN algorithms with an additional pruning strategy, hidden units are removed when a pruning criterion holds. [16] proposes a criterion based on the amount a hidden unit contributes to the total network output. If this contribution rate stays below a threshold for several time steps, the hidden unit is removed from the net.
A RAN Architecture for Image Processing Applications
Since we want to use the RAN algorithm for object detection and recognition, local features are extremely important for the overall performance of our system. A disadvantage of the RAN algorithm and its modifications is that not only the relevant information but the complete input vector is added to the network whenever the novelty criterion holds. Moreover, the commonly used activation function as shown in (1) is radially symmetric in the feature space. This has the drawback that the kernel function is calculated over the whole feature space, although the local features are located in sub-spaces.
In this paper, we propose a modification that adds additional rectangular receptive fields to the RBF network, comparable to [9] where such receptive fields are added to a feedforward network. Each receptive field represents a subspace of the feature space, i.e., the input image, and has an associated RBF net. The RBF net processes the sub-vector of the input vector that corresponds to this receptive field. Accordingly, the hidden units of each sub-net calculate kernel functions located in the respective sub-space.
The activities of the RBF nets are weighted and accumulated by an output neuron. The final activity is calculated using the Fermi function. Fig. 2 shows the proposed network architecture. Each hidden unit j is connected to the output neuron of the corresponding RBF net i by the connection weight α i,j . Whereas each RBF net i is connected to the output neuron via weight ω i .
The output of this network is calculated according to 
Sequential Learning Algorithm for Receptive Field RAN
The idea of this approach is to add only local features in a sequential learning algorithm. Again, (x t , o t ) t=1,2,... defines a sequence of input-output training samples. In the image processing context, x t represents an input image stored in a one-dimensional array. The desired output o t is 1 if x t shows the object that the network has to classify, and else 0.
At each time step t, the learning algorithm has to decide whether to allocate new hidden units in the sub-nets or not. For this purpose, we adapt the novelty criterion for the receptive field RAN. Condition (3) serves as global novelty criterion that specifies whether the current input data x t is novel based on the error produced by the overall network. If the global criterion holds, the local novelty criterion is tested for each sub-net i to decide whether to allocate a new hidden unit in this sub-net. The decision is based on the distance between the local input vector x t i of receptive field i, and the nearest center c i,nr of the hidden units in sub-net i.
If no hidden unit was allocated, the connection weights ω i and α i,j are adjusted. Since the receptive field RAN is a three-layer network, we propose the backpropagation algorithm that allows to adjust the weights between hidden units. The sequential learning algorithm is summarized in Algorithm 1.
As presented in [16] and other growing and pruning (GAP) RANs [5] , [14] , [12] , we also present a pruning strategy that allows to remove hidden units that do not contribute to the network output. For each sub-net i the outputs of its hidden units are normalized by the maximum activity defined by
The normalized values are calculated according to
Algorithm 1 Sequential learning algorithm for receptive field RAN. 1) process the input data (x t , o t )
2) apply the growing criterion: test the global novelty criterion:
if |e t | > error then test the local novelty criterion of each sub-net i:
if no hidden unit was allocated then adjust weights using Back Propagation end if
Each hidden unit j in sub-net i is removed if it does not contribute to the output of the sub-net for M subsequent time steps. We define a hidden unit not contributing to the output if
where δ is a predefined threshold. The pruning algorithm is presented in Algorithm 2.
Experimental Results
In this section we present the results of some experiments to compare the proposed receptive field RAN with state-of-the-art RAN algorithms when used for image processing applications. For our experiments, we have chosen object detection and recognition. We concentrate on faces as objects to be classified since face detection and recognition still are active research areas and play important roles in many machine vision applications, such as surveillance, robotics, human-machine-interfaces, and biometrics.
For the experiments, we have chosen the ORL database [10] that contains 400 images of faces of 40 different persons, all taken under varying lighting conditions, with tilt and rotation of up to 20
• , and different facial expressions.
Algorithm 2 Pruning strategy for receptive field RAN. for each sub-net i do find maximal output of hidden units y
remove hidden unit j from sub-net i end if end for end for
As state-of-the-art RANs we use the standard RAN as proposed by Platt [8] . We furthermore use a network we call RAN+P (RAN with pruning) that adds an additional pruning strategy to the standard RAN, similar to MRAN [16] .
Face Detection
The purpose of the first experiment is to compare the RAN algorithms when applied for face detection. The result is mainly influenced by the ability of the net to generalize over the training data. We have chosen 80 samples of 8 different persons from the ORL database as positive training samples. The same amount of negative training samples was chosen from the CBCL database [3] . To evaluate the nets, we have used the images of the remaining persons in the ORL database as positive test samples and again the same amount of negative test samples from the CBCL database.
For each image from the ORL database, a square was manually placed to fit the person's face. The image was then cropped to this square and subsampled to a size of 19 × 19 pixels. For the RFRAN 2 net, 4 × 4 partially overlapping receptive fields were chosen, each with a size of 5×5 pixels. RFRAN 1 uses an additional receptive field that contains the whole input image. The network parameters we used for the experiments are shown in Table 1 . The learning rate was used in the backpropagation algorithm in RFRAN 1 and RFRAN 2, and in the case of RAN and RAN+P for the LMS algorithm. The default distance was used as width for hidden units when allocated in empty networks or sub-nets, respectively.
A training step consisted of alternately using a positive and a negative training sample for the learning algorithm. After each training step, the complete test set was evaluated. We performed several experiments with varying training sets. Fig. 3 shows the mean accuracy, i.e., the rate of correctly classified samples, over the training steps of the experiments, and Fig. 4 shows the number of hidden units of each net. Since the networks have hidden units with centers of different lengths, we also calculated the mean network sizes, plotted in Fig. 5 . As network size we calculated the number of floating point numbers required by each net for the centers and widths of the hidden units as well as the connection weights. Since memory requirements and execution times of the networks are directly proportional to this number, we get a good comparison of the overall network performances. As can be seen, the proposed RFRAN algorithm outperforms the existing algorithms in both, accuracy and size. Furthermore, the algorithm converges fast to a accuracy of about 90%.
RAN stays at an accuracy around 50%. This is due to the fact, that the network classifies most of the test samples as face or non-face, respectively, and we are using an equal ratio of positive and negative samples. Consequently, for the RAN and RAN+P algorithm the novelty criterion holds in nearly every training step. The algorithms have difficulties to adjust their parameters to the new hidden units and do not converge. Thus, the standard RANs do not perform better than a random guess.
Face Recognition
The purpose of the second experiment is to analyze the performance of the proposed mechanism for face recognition. Again, we used the ORL database. This time, we subsampled the images of the database to a resolution of 24×24 pixels. RFRAN 2 consisted of 4 × 4 receptive fields, each with a size of 6 × 6 pixels, and RFRAN 1 had an additional receptive field containing the whole input image. We used parameters as shown in Table 1 .
Several experiments were performed with arbitrarily chosen training sets. In each experiment, an own network was trained for every person. We first used three training samples of each person to train the networks. The performance was evaluated using the remaining samples. We then used two additional training samples of each person to modify the networks, resulting in five training samples and five test samples for each person. Then three further samples were used, i.e., overall eight training and two test samples per person. After each training step, the networks were tested using the remaining test samples in the ORL database. The mean results of the experiments are shown in Table 2 .
Since no pruning occurred in the RAN+P, it has the same results as RAN and is not listed in the table. As can be seen, the standard RAN has a high accuracy since it produces few false detections and there are more negative than positive samples, but the true positive rate is low. Whereas the receptive field RAN is competitive with respect to the accuracy but even superior with respect to the true positive rate. Moreover, the algorithm is competitive to existing approaches (see [15] for an overview).
Conclusion
In this paper, we have presented a neural network architecture and a learning algorithm to use the RAN algorithm for image processing applications. The network architecture is based on receptive fields each of which processed by an RBF net. The results of these sub-nets are used to compute the overall output. We have also presented a sequential learning algorithm that allows to build such networks by online training. Each time novel input data is observed, new hidden units are added to the sub-nets depending on a global and local novelty criteria. Besides this growing behavior, we have also presented a pruning strategy to remove hidden units not contributing to the output. In experimental results, we have compared our mechanism to existing RAN algorithms in the context of face detection and recognition. In both applications, the proposed algorithm not only outperforms the existing RANs but is also competitive to existing approaches. In future work, we want to analyze if such networks can be realized in embedded systems exploiting the possibility of parallel processing of the hidden units. Of special interest is to find strategies to build such networks when only restricted resources are available.
