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Abstract
We propose that the Baxter Q-operator for the spin-1/2 XXZ quantum spin chain is
given by the j →∞ limit of the transfer matrix with spin-j (i.e., (2j+1)-dimensional)
auxiliary space. Applying this observation to the open chain with general (nondiagonal)
integrable boundary terms, we obtain from the fusion hierarchy the T -Q relation for
generic values (i.e. not roots of unity) of the bulk anisotropy parameter. We use this
relation to determine the Bethe Ansatz solution of the eigenvalues of the fundamental
transfer matrix. This approach is complementary to the one used recently to solve the
same model for the roots of unity case.
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1 Introduction
The Baxter Q-operator is a fundamental object in the theory of exactly solvable models [1].
Nevertheless, it has been an enigma. Indeed, while the transfer matrix has a systematic
construction in terms of solutions of the Yang-Baxter equation, the Q-operator’s original
construction – its brilliance notwithstanding – was ad hoc. In particular, the Q-operator
seemed to be absent from the quantum inverse scattering method (QISM). It was later
understood [2, 3] that the Q-operator could be realized by a transfer matrix whose associated
auxiliary space is infinite dimensional. However, its relation to the QISM remained unclear.
Motivated in part by [2, 3], we propose here that the Q-operator Q¯(u) for a spin-1/2
XXZ quantum spin chain is given by the j → ∞ limit of the transfer matrix t(j)(u) with
spin-j (i.e., (2j + 1)-dimensional) auxiliary space,
Q¯(u) = lim
j−→∞
t(j)(u− 2jη) , (1.1)
where η is the anisotropy parameter. This relation makes it clear that the Q-operator does in
fact fit naturally within the QISM. Moreover, this relation together with the fusion hierarchy
for the closed-chain transfer matrix [4, 5, 6, 7]
t(
1
2
)(u) t(j)(u− 2jη) = sinhN(u+ η) sinhN(u− η) t(j−
1
2
)(u− 2(j −
1
2
)η − η)
+ t(j+
1
2
)(u− 2(j +
1
2
)η + η), j =
1
2
, 1,
3
2
, . . . (1.2)
immediately leads to the Baxter T −Q relation
t(
1
2
)(u) Q¯(u) = sinhN(u+ η) sinhN(u− η) Q¯(u− η) + Q¯(u+ η) , (1.3)
from which it is possible to derive the well-known expression for the eigenvalues of the
fundamental transfer matrix t(
1
2
)(u) and the associated Bethe Ansatz equations. However,
we emphasize that the above argument is formal: we assume without proof that the limit in
(1.1) exists, and we do not evaluate the right-hand-side explicitly.
It is interesting to apply this observation to the open spin-1/2 XXZ quantum spin chain
with general integrable boundary terms [8, 9]. Indeed, this model remains unsolved, although
the special case of diagonal boundary terms was solved long ago [10, 11, 12]. Significant
progress has been made recently for the case of nondiagonal boundary terms where the
boundary parameters obey some constraints. One approach [13] (see also [14]) is based on
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the generalized algebraic Bethe Ansatz [15, 16]. 1 A second approach, which was developed
in [17], exploits functional relations obeyed by the transfer matrix at roots of unity to obtain
the eigenvalues of the transfer matrix. These functional relations are a consequence of the
truncation of the fusion hierarchy of the transfer matrix at roots of unity [19, 20].
In this paper, we develop a third approach, which is complementary to the second one
[17]. Indeed, as in [17], we make use of the fusion hierarchy for the open XXZ chain [21,
22]. However, here we consider instead generic values (i.e. not roots of unity) of the bulk
anisotropy parameter, for which the fusion hierarchy does not truncate. We instead use
the relation (1.1) to obtain the T -Q relation. We then use the latter relation, together with
some additional properties of the transfer matrix, to determine the eigenvalues of the transfer
matrix and the associated Bethe Ansatz equations. The expressions for the eigenvalues are
generalizations of those found in [17], and this new derivation explains their validity for
generic anisotropy values [18]. 2
The paper is organized as follows. In Section 2, we introduce our notation and some basic
ingredients. In Section 3, we derive the T -Q relation from (1.1) and the fusion hierarchy of
the open XXZ chain. Through that relation, we determine the eigenvalues of the transfer
matrix and the associated Bethe Ansatz equations in Section 4. Finally, we summarize our
conclusions and mention some interesting open problems in Section 5.
2 Transfer matrix
Throughout, let us fix a generic complex number η, and let σx, σy, σz be the usual Pauli
matrices. The well-known six-vertex model R-matrix R(u) ∈ End(C2 ⊗ C2) is given by
R(u) =


sinh(u+ η)
sinh(u) sinh(η)
sinh(η) sinh(u)
sinh(u+ η)

 . (2.1)
Here u is the spectral parameter and η is the so-called bulk anisotropy parameter. The
R-matrix satisfies the quantum Yang-Baxter equation and the properties,
Unitarity relation : R1,2(u)R2,1(−u) = −ξ(u) id, ξ(u) = sinh(u+ η) sinh(u− η), (2.2)
1It is not yet clear whether this approach can give all the eigenvalues of the transfer matrix. Indeed, in
order to obtain all the levels, two sets of Bethe Ansatz equations are required [18], and therefore, presumably
two pseudovacua. However, it is not yet clear how to construct the second pseudovacuum.
2Additional solutions have recently been found at roots of unity which are not valid for generic anisotropy
values [23].
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Crossing relation : R1,2(u) = V1R
t2
1,2(−u− η)V1, V = −iσ
y, (2.3)
Periodicity property : R1,2(u+ iπ) = −σ
z
1 R1,2(u)σ
z
1 . (2.4)
Here R2,1(u) = P12R1,2(u)P12 with P12 being the usual permutation operator and ti denotes
transposition in the i-th space. Here and below we adopt the standard notations: for any
matrix A ∈ End(C2), Aj is an embedding operator in the tensor space C
2 ⊗C2 ⊗ · · ·, which
acts as A on the j-th space and as identity on the other factor spaces; Ri,j(u) is an embedding
operator of R-matrix in the tensor space, which acts as identity on the factor spaces except
for the i-th and j-th ones.
The transfer matrix t(u) of the open XXZ chain with general integrable boundary terms
is given by [12]
t(u) = tr0
(
K+0 (u)T0(u)K
−
0 (u)Tˆ0(u)
)
, (2.5)
where T0(u) and Tˆ0(u) are the monodromy matrices
T0(u) = R0,N (u) . . .R0,1(u), Tˆ0(u) = R1,0(u) . . .RN,0(u), (2.6)
and tr0 denotes trace over the “auxiliary space” 0. We consider the most general solutions
K∓(u) [8, 9] to the reflection equation and its dual [12, 24]. The matrix elements are given
respectively by
K−11(u) = 2 (sinh(α−) cosh(β−) cosh(u) + cosh(α−) sinh(β−) sinh(u)) ,
K−22(u) = 2 (sinh(α−) cosh(β−) cosh(u)− cosh(α−) sinh(β−) sinh(u)) ,
K−12(u) = e
θ− sinh(2u), K−21(u) = e
−θ− sinh(2u), (2.7)
and K+(u) = K−(−u− η)|(α−,β−,θ−)→(−α+,−β+,θ+). Here α∓, β∓, θ∓ are the boundary pa-
rameters which are associated with boundary interaction terms. The K-matrices have the
periodicity property: K∓(u + iπ) = −σz K∓(u) σz. Sklyanin has shown that the transfer
matrices with different spectral parameters commute with each other: [t(u) , t(v)] = 0. This
ensures the integrability of the open XXZ chain. Furthermore, one can show that the transfer
matrix also has
iπ-periodicity : t(u+ iπ) = t(u), (2.8)
Crossing symmetry : t(−u − η) = t(u), (2.9)
Initial condition : t(0) = −23sinh2N(η) cosh(η) sinh(α−) cosh(β−) sinh(α+) cosh(β+)id, (2.10)
Asymptotic behavior : t(u)∼−
cosh(θ− − θ+)e
±[(2N+4)u+(N+2)η]
22N+1
id+. . . , foru→±∞. (2.11)
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3 T -Q relation
We shall use the fusion procedure, which was first developed for R-matrices [4, 5] and then
later generalized for K-matrices [21, 22], to obtain the Baxter T -Q relation. The fused
spin-(j, 1
2
) R-matrix (j = 1
2
, 1, 3
2
, . . .) is given by [5, 6]
R〈1...2j〉,2j+1(u) = P
(+)
1...2jR1,2j+1(u)R2,2j+1(u+ η) · · ·R2j,2j+1(u+ (2j − 1)η)P
(+)
1...2j , (3.1)
where P
(+)
1...2j is the completely symmetric projector. Following [21, 22], the fused spin-j
K-matrix K−〈1...2j〉(u) is given by
K−〈1...2j〉(u) = P
(+)
1...2j
{
K−2j(u)R2j,2j−1(2u+ η)K
−
2j−1(u+ η)
×R2j,2j−2(2u+ 2η)R2j−1,2j−2(2u+ 3η)K
−
2j−2(u+ 2η)
× · · · R2,1(2u+ (4j − 3)η)K
−
1 (u+ (2j − 1)η)
}
P
(+)
1...2j . (3.2)
The fused spin-j K-matrix K+〈1...2j〉(u) is given by
K+〈1...2j〉(u) = F (u|2j) K
−
〈1...2j〉(−u − 2jη)
∣∣∣
(α−,β−,θ−)→(−α+,−β+,θ+)
, (3.3)
where the scalar functions F (u|q) are given by F (u|q) = 1/(
∏q−1
l=1
∏l
k=1 ξ(2u+ lη + kη)), for
q = 1, 2, . . .. The fused transfer matrix t(j)(u) constructed with a spin-j auxiliary space is
given by
t(j)(u) = tr1...2j
(
K+〈1...2j〉(u)T〈1...2j〉(u)K
−
〈1...2j〉(u)Tˆ〈1...2j〉(u+ (2j − 1)η)
)
, (3.4)
where
T〈1...2j〉(u) = R〈1...2j〉,N(u) . . .R〈1...2j〉,1(u),
Tˆ〈1...2j〉(u+ (2j − 1)η) = R〈1...2j〉,1(u) . . .R〈1...2j〉,N(u). (3.5)
The transfer matrix (2.5) corresponds to the fundamental case j = 1
2
, i.e., t(u) = t(
1
2
)(u).
The fused transfer matrices constitute commutative families, namely,
[
t(j)(u), t(k)(v)
]
= 0. (3.6)
They satisfy a so-called fusion hierarchy [21, 22]
t(j)(u− (2j − 1)η) = t(j−
1
2
)(u− (2j − 1)η)t(u)−
∆(u− η)
ξ(2u)
t(j−1)(u− (2j − 1)η), (3.7)
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where ξ(u) is given by (2.2); and the coefficient function ∆(u−η)
ξ(2u)
, which we now denote by
δ(u), is given by 3
δ(u) =
∆(u− η)
ξ(2u)
= 24 sinh2N (u− η) sinh2N (u+ η)
sinh(2u− 2η) sinh(2u+ 2η)
sinh(2u− η) sinh(2u+ η)
× sinh(u+ α−) sinh(u− α−) cosh(u+ β−) cosh(u− β−)
× sinh(u+ α+) sinh(u− α+) cosh(u+ β+) cosh(u− β+). (3.8)
In the above hierarchy, t(0)(u) = id. For generic η, the fusion hierarchy does not truncate
(c.f. the roots of unity case [17]). Hence {t(j)(u)} constitute an infinite hierarchy, namely, j
taking values 1
2
, 1, 3
2
, . . ..
The commutativity (3.6) of the fused transfer matrices {t(j)(u)} and the fusion relation
(3.7) imply that the corresponding eigenvalue of the transfer matrix t(j)(u), denoted by
Λ(j)(u), satisfies the following hierarchy
Λ(j)(u+ η − 2jη) = Λ(j−
1
2
)(u− 2(j −
1
2
)η) Λ(u)− δ(u) Λ(j−1)(u− η − 2(j − 1)η). (3.9)
Here we have used the convention Λ(u) = Λ(
1
2
)(u) and Λ(0)(u) = 1. Dividing both sides of
(3.9) by Λ(j−
1
2
)(u− 2(j − 1
2
)η), we have
Λ(u) =
Λ(j)(u+ η − 2jη)
Λ(j−
1
2
)(u− 2(j − 1
2
)η)
+ δ(u)
Λ(j−1)(u− η − 2(j − 1)η)
Λ(j−
1
2
)(u− 2(j − 1
2
)η)
. (3.10)
We now consider the limit j → ∞. We make the fundamental assumption (1.1) (in
particular, that the limit exists), which implies for the corresponding eigenvalues
Q¯(u) = lim
j−→+∞
Λ(j)(u− 2jη) . (3.11)
It follows from (3.10) that
Λ(u) =
Q¯(u+ η)
Q¯(u)
+ δ(u)
Q¯(u− η)
Q¯(u)
. (3.12)
Assuming the function Q¯(u) has the decomposition Q¯(u) = f(u)Q(u) with
Q(u) =
M∏
j=1
sinh(u− uj) sinh(u+ uj + η), (3.13)
3In [17, 23], the function ∆(u−η)
ξ(2u) is denoted instead by δ(u − η).
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M being an integer such that M ≥ 0, Eq. (3.12) becomes
Λ(u) = H1(u)
Q(u+ η)
Q(u)
+H2(u)
Q(u− η)
Q(u)
. (3.14)
Here H1(u) =
f(u+η)
f(u)
and H2(u) = δ(u)
f(u−η)
f(u)
. It is easy to see that the functions {Hi(u)|i =
1, 2} satisfy the relation
H1(u− η)H2(u) = δ(u), (3.15)
where the function δ(u) is given by (3.8).
In summary, the eigenvalue Λ(u) of the fundamental transfer matrix t(u) (2.5) has the
decomposition form (3.14), where the coefficient functions {Hi(u)} satisfy the constraint
(3.15). In the next section, we use the analytic property of the eigenvalue Λ(u) and the
other properties derived from the transfer matrix to determine the functions {Hi(u)} and
therefore the eigenvalue Λ(u).
4 Eigenvalues and Bethe Ansatz equations
It follows from (2.8)-(2.11) that the eigenvalue Λ(u), as a function of u, has the following
properties,
Periodicity : Λ(u+ iπ) = Λ(u), (4.1)
Crossing symmetry : Λ(−u− η) = Λ(u), (4.2)
Initial condition : Λ(0) = −23 sinh2N(η) cosh(η) sinh(α−) cosh(β−) sinh(α+) cosh(β+), (4.3)
Asymptotic behavior : Λ(u) ∼ −
cosh(θ− − θ+)e
±[(2N+4)u+(N+2)η]
22N+1
+ . . . , for u→ ±∞.(4.4)
The commutativity of the transfer matrix t(u) and the analyticity of the R-matrix and
K-matrices imply that Λ(u) further obeys the property
Analyticity : Λ(u) is an analytic function of u at finite u. (4.5)
Moreover the semiclassical property of the R-matrix, R(u)|η=0 = sinh(u) id, leads to the
following property of Λ(u),
Λ(u)|η=0 = 2
3 sinh2N(u)
{
− sinh(α−) cosh(β−) sinh(α+) cosh(β+) cosh
2(u)
+ cosh(α−) sinh(β−) cosh(α+) sinh(β+) sinh
2(u)
− cosh(θ− − θ+) sinh
2(u) cosh2(u)
}
. (4.6)
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The T -Q relations (3.14) and (3.15), together with the above properties (4.1)-(4.5), can
be used to determine the eigenvalues of the transfer matrix. For {ǫi = ±1 | i = 0, 1, 2, 3}, let
us introduce
H
(±)
1 (u|ǫ1, ǫ2, ǫ3) = −2
2ǫ2 sinh
2N (u)
sinh(2u)
sinh(2u+ η)
sinh(u± α− + η) cosh(u± ǫ1β− + η)
× sinh(u± ǫ2α+ + η) cosh(u± ǫ3β+ + η), (4.7)
H
(±)
2 (u|ǫ1, ǫ2, ǫ3) = −2
2ǫ2 sinh
2N (u+ η)
sinh(2u+ 2η)
sinh(2u+ η)
sinh(u∓ α−) cosh(u∓ ǫ1β−)
× sinh(u∓ ǫ2α+) cosh(u∓ ǫ3β+). (4.8)
One may readily check that the functionsH
(±)
1 (u|ǫ1, ǫ2, ǫ3) andH
(±)
2 (u|ǫ1, ǫ2, ǫ3) indeed satisfy
(3.15), namely,
H
(±)
1 (u− η|ǫ1, ǫ2, ǫ3)H
(±)
2 (u|ǫ1, ǫ2, ǫ3) = δ(u). (4.9)
The general solution to (3.15) can be written as follows:
H1(u) = H
(±)
1 (u|ǫ1, ǫ2, ǫ3) g1(u), H2(u) = H
(±)
2 (u|ǫ1, ǫ2, ǫ3) g2(u), (4.10)
where {gi(u)} satisfy the following relations,
g1(u− η)g2(u) = 1, g1(u+ iπ) = g1(u), g2(u+ iπ) = g2(u). (4.11)
The solutions to (4.11) have the following form,
g1(u) = a
∏N2
j=1 sinh(u− u
+
j )∏N1
j=1 sinh(u− u
−
j )
, g2(u) =
1
a
∏N1
j=1 sinh(u− u
−
j − η)∏N2
j=1 sinh(u− u
+
j − η)
, (4.12)
where N1 and N2 are integers such that N1, N2 ≥ 0, and a is an non-zero constant. In the
above equation, we assume that u−j 6= ∓α− − η,∓ǫ1β− − η − i
pi
2
,∓ǫ2α+ − η,∓ǫ3β+ − η − i
pi
2
and u+j 6= ǫ0α−, ǫ
′
1β−− i
pi
2
, ǫ′2α+, ǫ
′
3β+− i
pi
2
, otherwise the corresponding factors in gi(u) make
transitions among {H
(±)
1 (u|ǫ1, ǫ2, ǫ3)} ({H
(±)
2 (u|ǫ1, ǫ2, ǫ3)} respectively). Then the analyticity
of Λ(u) (4.5) requires that g1(u) and g2(u) have common poles; i.e., N1 = N2, and u
−
j =
u+j′ + η. This means
g1(u) = a
N1∏
j=1
sinh(u− u−j + η)
sinh(u− u−j )
, g2(u) =
1
a
N1∏
j=1
sinh(u− u−j − η)
sinh(u− u−j )
. (4.13)
8
Since H
(±)
2 (u|ǫ1, ǫ2, ǫ3) = H
(±)
1 (−u− η|ǫ1, ǫ2, ǫ3), the crossing symmetry of Λ(u) (4.2) implies
that H2(u) = H1(−u − η). Hence, N1 is even and
g1(u) = a
N1
2∏
j=1
sinh(u− u−j + η) sinh(u+ u
−
j + 2η)
sinh(u− u−j ) sinh(u+ u
−
j + η)
, (4.14)
g2(u) = a
N1
2∏
j=1
sinh(u− u−j − η) sinh(u+ u
−
j )
sinh(u− u−j ) sinh(u+ u
−
j + η)
, a = ±1. (4.15)
This is equivalent to having additional Bethe roots; and the corresponding factors, except a,
can be absorbed into those of Q(u) (3.13). Therefore the eigenvalues of the transfer matrix
can be uniquely expressed in the following form:
Λ(u) = aH
(±)
1 (u|ǫ1, ǫ2, ǫ3)
Q(u+ η)
Q(u)
+ aH
(±)
2 (u|ǫ1, ǫ2, ǫ3)
Q(u− η)
Q(u)
, a = ±1. (4.16)
The initial condition (4.3) implies a = +1. The asymptotic behavior (4.4), together with
(4.16), requires that the boundary parameters should obey a constraint among the boundary
parameters. The resulting constraint and the semiclassical property of the eigenvalues (4.6)
finally give rise to a further constraint among the discrete parameters {ǫi}. Indeed, if the
boundary parameters satisfy any of the following constraints:
α− + ǫ1β− + ǫ2α+ + ǫ3β+ = ǫ0(θ− − θ+) + ηk +
1− ǫ2
2
iπ mod (2iπ), ǫ1ǫ2ǫ3 = +1, (4.17)
where k is an integer such that
|k| ≤ N − 1, and N − 1 + k is even, (4.18)
then the eigenvalues of the corresponding transfer matrix are
Λ(±)(u)=H
(±)
1 (u|ǫ1, ǫ2, ǫ3)
Q(±)(u+ η)
Q(±)(u)
+H
(±)
2 (u|ǫ1, ǫ2, ǫ3)
Q(±)(u− η)
Q(±)(u)
. (4.19)
Here
Q(±)(u) =
M (±)∏
j=1
sinh(u− v
(±)
j ) sinh(u+ v
(±)
j + η), M
(±) =
1
2
(N − 1∓ k) , (4.20)
and the parameters {v
(±)
j } satisfy the associated Bethe Ansatz equations respectively,
H
(±)
2 (v
(±)
j |ǫ1, ǫ2, ǫ3)
H
(±)
2 (−v
(±)
j − η|ǫ1, ǫ2, ǫ3)
= −
Q(±)(v
(±)
j + η)
Q(±)(v
(±)
j − η)
, j = 1, . . . ,M (±). (4.21)
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One can verify that, for generic values of η, both Λ(±)(u) have the same desirable asymptotic
behavior (4.4) and semiclassical property (4.6) provided the constraint (4.17) is satisfied. We
note that Refs. [17, 18] treat explicitly only the case ǫ1 = ǫ2 = ǫ3 = 1. One can check numer-
ically along the lines of [18] that for a given set of bulk and boundary parameters satisfying
(4.17), the eigenvalues Λ(−)(u) and Λ(+)(u) together give the complete set of eigenvalues of
the transfer matrix t(u).
5 Conclusions
We have argued that the Baxter Q-operator for the spin-1/2 XXZ chain is given by the
j → ∞ limit of the transfer matrix with spin-j auxiliary space (1.1). Indeed, this relation
together with the fusion hierarchy lead to the Baxter T -Q relation for both the closed (1.3)
and open (3.14), (3.15) integrable chains. Since the (fused) transfer matrices are standard
objects in the QISM, the relation (1.1) shows that the Q-operator also fits naturally in
the QISM. In contrast to the approach [17], here it is presumably essential that the bulk
anisotropy parameter η have generic values, for which case there exist Uq(sl2) representations
of arbitrary spin. For the open chain, we have shown in detail how the T − Q relation,
together with some additional properties, determine the eigenvalues (4.19) of the transfer
matrix and the associated Bethe Ansatz equations (4.21). For a given set of bulk and
boundary parameters satisfying the constraint (4.17), the eigenvalues Λ(−)(u) and Λ(+)(u)
together are expected to constitute the complete set of eigenvalues of the transfer matrix t(u)
[18]. Our results complement and also generalize those obtained in [17] at roots of unity.
It would be interesting to determine the conditions for which the limit (1.1) exists. We
have seen that, for the open chain with generic values of η, (4.19), (4.20) is a solution if the
constraint (4.17) is satisfied. This suggests that, for generic values of η, the constraint (4.17)
may be a necessary condition for the existence of the limit (1.1). This, in turn, suggests that
(again, for generic values of η), if the constraint (4.17) is not satisfied, then there may not
be a T −Q relation – a most unusual situation for an integrable model, which merits further
investigation. It would also be interesting to explicitly evaluate the Q-operator directly from
Eq. (1.1).
10
Note added: Some special cases of the constraint equation (4.17), corresponding to particular
values of the discrete parameters ǫi, were noted previously in [13, 25, 26]. It was noted in
[26] that the constraint equation corresponds to points where the representation theory of
the two-boundary Temperley-Lieb algebra is non-semisimple, giving rise to indecomposable
representations.
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