Rapid detection of antibiotic resistance using whole-genome sequencing (WGS) could improve clinical outcomes and limit the spread of resistance. For this to succeed, we need an accurate way of linking genotype to phenotype, that identifies new resistance mechanisms as they appear. To assess how close we are to this goal, we characterized antimicrobial resistance determinants in >4,000 Staphylococcus aureus genomes of isolates associated with bloodstream infection in the United Kingdom and Ireland. We sought to answer three questions: 1) how well did known resistance mechanisms explain phenotypic resistance in our collection, 2) how many previously identified resistance mechanisms appeared in our collection, and 3) how many of these were detectable using four contrasting genome-wide association study (GWAS) methods. Resistance prediction based on the detection of known resistance determinants was 98.8% accurate. We identified challenges in correcting for population structure, clustering orthologous genes, and identifying causal mechanisms in rare or common phenotypes, which reduced the recovery of known mechanisms. Limited sensitivity and specificity of these methods made prediction using GWAS-discovered hits alone less accurate than using literature-derived genetic determinants. However, GWAS methods identified novel mutations associated with resistance, including five mutations in rpsJ, which improved tetracycline resistance prediction for 28 isolates, and a T118I substitution in fusA which resulted in better fusidic acid resistance prediction for 5 isolates. Thus, GWAS approaches in conjunction with phenotypic testing data can support the development of comprehensive databases to enable real-time use of WGS for patient management.
Introduction
Bacterial whole genome sequencing (WGS) is increasingly being introduced into diagnostic and public health microbiology laboratories (Raven et al. 2018) . Applications beyond research include surveillance, outbreak investigation and transmission tracking (Mellmann et al. 2011; Köser et al. 2012; Gire et al. 2014) , as well as the genetic prediction of antimicrobial susceptibility (Reuter et al. 2013; Walker et al. 2015; Mason et al. 2018) . Staphylococcus aureus was used as a model organism in some of the earliest studies that explored the clinical utility of WGS, including transmission at scales that ranged from local to global (Harris et al. 2010; Köser et al. 2012; Aanensen et al. 2016; Reuter et al. 2016; Coll et al. 2017) . A case for the added value of WGS in MRSA outbreak investigations has been clearly made Coll et al. 2017) , and attention is now turning to additional uses for the sequence data being generated.
The current standard for determining the antimicrobial susceptibility of S. aureus is culturebased phenotypic testing. Culture-based results can be generated within 24 hours, but the development of sequencing technologies that produce data in a few hours could mean that genetic prediction becomes available earlier than the results of phenotypic assays. Accurate prediction depends on a robust, comprehensive database of known resistance mechanisms. Several studies have measured the accuracy of genetic prediction in S. aureus (Gordon et al. 2014; Bradley et al. 2015; Aanensen et al. 2016; Davis et al. 2016; Mason et al. 2018) , and shown a concordance of 98-99% between genotype and phenotype measured by disc diffusion assay, in line with error from laboratory phenotypic testing . Maintaining the accuracy of genetic prediction of phenotypic resistance requires an on-going process to detect novel mechanisms as they appear (Hicks et al. 2019) . Data on resistance genes or mutations have largely been accumulated from studies using classical molecular biology techniques including gene knock-out and complementation (Read and Massey 2014) . With increasing sequencing data available, this is being complemented by genome-wide association studies (GWAS) (Chen and Shapiro 2015; Falush 2016) . Several bacterial GWAS have been reported for S. aureus (Alam et al. 2014; Laabei et al. 2014; Baines et al. 2015; Young et al. 2019 ) and other species (Howell et al. 2014; Earle et al. 2016; Coll et al. 2017) . These have largely addressed pathogenicity and virulence (Howell et al. 2014; Laabei et al. 2014; Lees et al. 2016 Lees et al. , 2019 , and antibiotic resistance (Alam et al. 2014; Desjardins et al. 2016; Earle et al. 2016; Coll et al. 2017) . They have also highlighted the challenges of bacterial GWAS, including clonal populations with little recombination that lead to strong linkage disequilibrium, and variable gene content in the accessory genome (Earle et al. 2016; Lees et al. 2016 ).
The strong clonality and low recombination rate within S. aureus can present a challenge in identifying resistance mechanisms. Because resistance is well characterised in S. aureus, we can test the ability of GWAS to identify known resistance mechanisms to indicate how effectively this methodology might identify novel mechanisms. Here, we describe a study of 4,140 S. aureus isolates, in which we characterize antimicrobial resistance determinants, confirm the accuracy of genetic resistance predictions, and examine the utility of GWAS for detecting known and putative novel genetic resistance mechanisms that will contribute to the accuracy of future databases.
Results

Strain collection
We analysed 4,140 S. aureus isolates associated with human carriage and disease in the UK and Republic of Ireland. All isolates were sequenced previously (Reuter et al. 2016; Coll et al. 2017; Donker et al. 2017) , and most were resistant to 3-5 antibiotics (Fig. 1A) . The collection included five dominant clonal complexes (CC22 containing the epidemic strain EMRSA-15 (n=2802), CC30 containing EMRSA-16 (n=436), CC5 (n=168), CC8 in which USA300 resides (n=147), and CC1 (n=145)), together with 13 other CCs, and sequence types (STs) that do not fall into a clonal complex (Fig. 1B) . The source of isolates and method of susceptibility testing are shown in Supplemental Table S1 , and further details are available in the Methods section. The population structure of our collection is heavily influenced by longitudinal MRSA sampling carried out in the East of England, and differs from the European population structure in Aanensen et al. (2016) , with CC22 dominating our collection. The most frequent resistance profile was the co-occurrence of the four most common resistance phenotypes -penicillin, oxacillin, ciprofloxacin and erythromycin (Fig.  1C ). 
Antimicrobial resistance prediction from whole genome sequencing
We constructed a genetic resistance database, combining previous databases with additional mechanisms from the literature (see Supplemental Table S2 for details). Agreement between phenotypic antimicrobial susceptibility and genotype was 98.8% overall, and over 98% for 13/16 individual antibiotics (Fig. 2 , Supplemental Table S3 ), consistent with previous studies (Gordon et al. 2014; Bradley et al. 2015; Aanensen et al. 2016; Mason et al. 2018) . Sensitivity was over 96% for gentamicin, penicillin, oxacillin, ciprofloxacin, minocycline and trimethoprim. For erythromycin, agreement (96.5%), sensitivity (96.4%), and specificity (96.6%) were low compared with other drugs (Fig. 2) . Of 145 discrepant isolates, 63 were false positives and 82 were false negatives ( Supplemental Table S3 ). ermC is often present on a small plasmid in CC22, whose presence fluctuates in the population Reuter et al. 2016) , and in isolates from the same patient . We found ermC on a small contig in 86.3% of cases, with read coverage higher than core genes, suggesting it was located on this small plasmid. Of the discrepant isolates, 29 (all CC22) carried ermC but were phenotypically susceptible, and 59 isolates from CC22 were phenotypically resistant but lacked a known genetic determinant ( Supplemental Table S4 ). Because we did not phenotype and sequence the same colony, it is possible that the plasmid was variably present within culture, or was lost during processing prior to DNA extraction for sequencing. Low sensitivity for vancomycin, teicoplanin, daptomycin and linezolid could be due to the low frequency (<1%) of resistance phenotypes, or absence of phenotypic testing data in this and other collections (Gordon et al. 2014; Mason et al. 2018 ).
Fig. 2: Concordance between phenotype and genotype for predictions made using a database of resistance determinants, or plausible GWAS hits. In the BSAC collection (Reuter et al. 2016)
, not all antibiotics were phenotyped each year, leading to fewer test results for fusidic acid, daptomycin, mupirocin, and rifampicin. The BSAC collection was the only collection for which minocycline phenotypes were available for 90% of isolates.
Specificity of genetic prediction was generally above 96%, the exceptions being the betalactam antibiotics penicillin (77.45%) and oxacillin (90.70%). Of 102 penicillin susceptible isolates, 18 contained intact genes with no unique mutations in their promoters or coding sequences, that encode penicillin resistance (mecA n=6, blaZ n=12). A similar observation was made by Bradley et al. (2015) , and may be due to a failure of conventional phenotypic testing methods to detect penicillin resistance reliably (El Feghaly et al. 2012) . Similarly, of 441 isolates that were oxacillin susceptible, 41 (9.3%) contained either intact mecA (n=28) or mecC (n=13). The 13 mecC isolates were phenotyped using the VITEK instrument, which can fail to detect phenotypic resistance associated with this element . Overall, 267 sensitive strains carried intact homologs of known resistance genes. This suggests that better pseudogene detection could improve specificity.
Lower concordance was also observed for mupirocin (97.3%) compared with rates of 98.9-100% described previously (Gordon et al. 2014; Bradley et al. 2015; Aanensen et al. 2016) . 78 isolates were false positives, 19 were false negatives ( Supplemental Table S3 ). Our inclusion of intermediate phenotypes may be driving this difference (Gordon et al. 2014; Bradley et al. 2015; Mason et al. 2018) . Intermediate resistance is caused by mutations in ileS-1. The resulting minimum inhibitory concentrations (MICs) are near the epidemiological cut-off used to define resistance. Phenotypic variation of the isolate and reading variation of phenotypic tests may lead to false positives. 73/78 false positive calls were due to mutations in ileS-1. Of the 19 false negative calls, 14 had an intermediate phenotype, and when retested, 11 were susceptible (Supplemental Table S4 ).
Identification of resistance loci with GWAS
We performed GWASs using four popular methods to identify resistance mechanisms. We chose methods which employ different approaches to correct for population structure. We compared FaST-LMM (Lippert et al. 2011) , which uses SNP calls to compute kinship, an implementation of Pyseer (Lees et al. 2018) which uses a phylogenetic tree to measure relatedness, and treeWAS (Collins and Didelot 2018) , which uses the phylogenetic tree to identify genotype-phenotype correlations that are stronger than expected based on shared ancestry and recombination. Due to the computation time required to run treeWAS, it was only applied to gene presence/absence data. We also performed a Plink analysis that corrected for clonal complex, but not finer-scale population structure. We provide code and data to compare the methods we have tested with other approaches at: https://github.com/nwheeler443/staph_gwas. GWAS recovered known resistance mechanisms for a range of antibiotics in both the core and accessory genome (Table 1, Fig. 3 ), leading to good recovery of predictive ability (Fig.  2 , overall accuracy of 0.981, Supplemental Table S3 ). To anticipate what was discoverable in our collection, we compared known resistance determinants gathered from the literature to those present in our samples. We found that for antibiotics with few genetic determinants, most were present in our dataset. However, for antibiotics with greater diversity of determinants, such as the gene variants involved in erythromycin resistance or the SNPs involved in fusidic acid resistance, fewer than half were present in our collection ( Fig. 3 ). Of 15 known linezolid resistance SNPs and one known gene, one SNP was present in our collection, and no known determinants of resistance to teicoplanin and vancomycin were present in our samples. 
GWAS recovers known resistance determinants when mechanisms are simple and phenotypes are intermediate in frequency
Gentamicin: The major known mechanism for gentamicin resistance in S. aureus is the aacA-aphD gene. This was identified by all four GWAS methods (Tables 1, 2, Fig. 3 ). Other SNPs and accessory genes showing similar patterns of presence/absence across the tree were also identified. Accounting for aacA-aphD explained resistance in all but nine isolates, making discovery of additional mechanisms unlikely. Oxacillin: All methods successfully identified mecA and SCCmec elements as significantly associated with oxacillin resistance. Some SCCmec genes appeared to tag resistant strains better than mecA, which was due to mecA being split into multiple families during orthologous gene clustering.
Erythromycin: SNPs in grlA and gyrA were among the top associations for the FaST-LMM analysis, and manual inspection showed a clear association with phenotype. These SNPs confer resistance to ciprofloxacin, but not erythromycin. Erythromycin and ciprofloxacin resistance were strongly correlated in our collection across multiple CCs (Fisher's exact test P-value <10 -10 ), suggesting these are false positives caused by co-selection. The major plausible determinants identified were homologs of ermA and ermC, however the splitting of these genes into multiple families during gene clustering caused a loss of sensitivity in detecting these associations. 66 strains carried no known resistance determinant. 23S rRNA mutations confer resistance to erythromycin (Roberts 2008) , however there were no SNPs in the 23S rRNA exclusive to resistant isolates that could explain resistance. Rifampicin: Plink and Pyseer recovered 11 known causative and two known compensatory rpoB SNPs in an association test for rifampicin resistance (Tables 1, 2). They also identified two novel SNPs (T622A and H880R), which have been observed previously, but have always been found with other variants (Krishna 2007) . In our study they each only occurred once, preventing us from confidently assigning causality. None of these SNPs were recovered by FaST-LMM.
Trimethoprim: GWAS methods identified three SNPs in dfrB previously known to confer resistance to trimethoprim. dfrA and dfrG were both identified by GWAS, as well as thyA, which is found in tandem with dfrA. Three resistant isolates were missed by our GWAS hits, due to dfrB-H31N or dfrB-L21V mutations which were too rare to be re-discovered. dfrB-H150R was significantly associated with resistance, but was present in more susceptible (15) than resistant/intermediate (11) Minocycline: tetM was identified as a resistance determinant for minocycline by Pyseer, treeWAS and Plink, but not FaST-LMM. There were no resistant isolates that did not carry tetM, meaning there was no additional resistance to explain.
GWAS fails to identify resistance determinants in very rare or very common phenotypes
Penicillin: The major cause of penicillin resistance, the blaZ gene, was split into 11 subfamilies during orthologous gene clustering, with identical sequences split into different families (Supplemental Fig. S1 ). All GWAS methods found weak associations between one blaZ subfamily and penicillin resistance. Plink also identified a second blaZ subfamily and mecA. High-frequency phenotypes are problematic for GWAS analyses, which may have also contributed to low sensitivity (The CRyPTIC Consortium and the 100,000 Genomes Project 2018). SNPs in blaZ, blaR1 and the nearby penI were positively associated with phenotype, suggesting they acted as proxies for gene presence. Mutations in the mecA promoter can impact penicillin resistance, but we did not find any promising candidates d.
Vancomycin: Resistance to vancomycin occurred in two unrelated isolates, and there were no genes or SNPs which tagged both. The genetic basis for vancomycin intermediate and hetero-resistance (VISA and hVISA) may involve a number of regulatory and cell wall associated genes (Alam et al. 2014) . A previous GWAS implicated rpoB-H481 mutations in the VISA phenotype (Alam et al. 2014) . Several isolates carried rpoB-H481NYD mutations, which mostly had an MIC for vancomycin of 1-2µg/ml where MIC values were available, lower than that reported by Alam et al (2014) . This can be due to methodological differences (agar dilution versus disc diffusion), as noted previously (Alam et al 2014) . These MICs, and hVISA in general, are below EUCAST breakpoints, so were classified as susceptible.
Clindamycin:
The ermA gene was only significantly associated with resistance in the Plink analysis. Elements of SCCmec and Tn554, the transposon that carries ermA, were the top hits in our Pyseer GWAS. Failure to identify ermA was likely due to presence of the gene in 32 sensitive strains. While inducible clindamycin resistance is conferred by ermA, constitutive resistance can be achieved via deletion of the ermC leader peptide or disruption of its position relative to the gene by an IS element . As the ermC leader peptide is only 19 amino acids long, it is not annotated by gene prediction models. Manual inspection of the leader peptide identified disruption in 33 resistant isolates.
Daptomycin: Seven isolates were resistant to daptomycin. No GWAS method identified a significantly associated SNP or gene common to more than one resistant strain. One isolate carried a previously identified daptomycin resistance mutation -mprF-L341S (Mehta et al. 2012) .
Linezolid: Six isolates were resistant to linezolid, and none shared a plausible, significantly associated SNP or gene. Linezolid resistance can be achieved through mutation in the 23S rRNA, however because this is a multi-copy gene, mutations are often missed by haploid SNP calling. Manual examination revealed that a G2576T mutation was present on two 23S copies in a single linezolid resistant isolate.
GWAS identifies putative novel resistance determinants
Fusidic acid: A strong signal for SNPs in fusA was identified by Plink and Pyseer, but not FaST-LMM (Fig. 4A, B ). We identified 14 previously known causative or compensatory mutations, and one novel SNP in fusA, T118I, which explained an additional five resistant isolates from two separate emergences of resistance on the phylogenetic tree ( Fig. 4C ). Causal SNPs often ranked higher than compensatory SNPs (Table 2 ). Only two of these SNPs were identified by FaST-LMM (H57Y and M16I) ( Fig. 4B , Table 2 ). In addition to these SNPs, fusB and fusC were tagged by Pyseer and Plink. The elongation factor FusA is the main chromosomal target for fusidic acid resistance SNPs. The novel candidate (T118I) is close to known causative mutations P114H and Q115L (Fig.  4D) , and causes fusidic acid resistance in Salmonella Typhimurium (Johanson and Hughes 1994) . We randomly down-sampled to 250, 500, 1000, 2000 and 3000 samples and re-ran a Pyseer GWAS, to assess the value of collecting more samples. As we included more samples, recovery of known mechanisms increased in a somewhat linear fashion (Supplemental Fig. S2 ).
Teicoplanin: Despite being a rare phenotype, all methods identified one SNP in pbp2 which corresponded to three independent emergences of teicoplanin resistance. The SNP also tagged four susceptible strains, suggesting it was not sufficient to cause resistance. Teicoplanin acts by binding to peptidoglycan precursors, preventing peptidoglycan crosslinking. Increased expression of PBP2 has been observed in experimentally derived teicoplanin resistant strains (Moreira et al. 1997) , however, we found no documentation of resistance mutations in this gene.
Mupirocin: ileS-2 and mutations in ileS-1 were identified by GWAS, and explained resistance well (leaving four resistant and 13 intermediate isolates unexplained). The top Plink and Pyseer SNP, ileS-1-V588F, was found in 91 resistant and 65 susceptible isolates. The SNP confers low level resistance, and is a first-step mutation which is followed by other mutations to increase MIC (Hurdle et al. 2004 ). ileS-2 was split into multiple gene families. The gene families successfully identified two resistant isolates that had been missed by a BLAST search, and identified a variant of ileS-2 which did not cause resistance. We also detected a novel gene, annotated as ileS-3. This gene was similar to ileS-2 (78.61% identity; Supplemental Fig. S3 ). While it was only present in one isolate, it achieved statistical significance in the Pyseer and Plink analyses ( Table 2) .
Ciprofloxacin: gyrA-S84L and grlA-S80F explained 99% of ciprofloxacin resistance, and were identified by all GWAS methods. 10 of 3,164 isolates with gyrA-S84L were susceptible to ciprofloxacin. All methods identified grlA-S80T, which was often (59/60 isolates) found with the gyrA-S84L SNP, suggesting it was compensatory. A subset of approaches (Table 2) also identified three SNPs in gyrA (known causative mutations S84V and E88K, and novel SNP A772V, which was found with known causative SNPs so may be compensatory), and two mutations in grlA (E84K, a known causal mutation and E84G, a known compensatory mutation).
Tetracycline: tetK was the top association across all four methods, followed by tetM, collectively accounting for 90% of fully resistant isolates. Gene clustering split tetM into three families, one which was significantly associated with resistance across all four methods and one that was significantly associated for all methods except treeWAS. 91 isolates had no acquired resistance genes but had intermediate (68) or full (23) resistance to tetracycline. Tetracycline acts by binding to the small subunit of the ribosome and interfering with aminoacyl tRNA docking (Wilson 2014) . All three tested GWAS methods highlighted rpsJ, which encodes the S10 ribosomal protein of the small 30S ribosomal subunit, as a target for mutations that could explain intermediate resistance.
Amino acids 55-58 of rpsJ were the most variable in our collection (Fig. 5A ). Consistent with previous observations (Beabout et al. 2015) , the most common site for significant associations was K57 (Fig. 5B) . The mutations significantly associated with resistance (rpsJ-K57MQR, Y58D and D60Y) have been observed in S. aureus or E. faecium in a previous experimental evolution study which selected for resistance to tigecycline. Allelic replacement to verify these mutations have failed to produce a viable mutant (Beabout et al. 2015; Cattoir et al. 2015) . Studies in Neisseria gonorrhoeae have also described a V57M intermediate resistance mutation in the corresponding site (Hu et al. 2005) . These mutation hotspots overlap in S. aureus, Thermus thermophilus, and N. gonorrhoeae (Hu et al. 2005 ), (Fig. 5A) and are close to the antibiotic binding site (Brodersen et al. 2000; Hu et al. 2005) (Fig. 5C ). Including these mutations in prediction improved sensitivity from 71% to 80%. 
Accuracy of resistance prediction using GWAS hits
We used Pyseer GWAS results to test the ability of GWAS hits to predict phenotype, as it provided a good trade-off in sensitivity and specificity. First, we classified strains as resistant if they carried SNPs or genes with significant, positive associations with resistance. This approach predicted all isolates in our study to be pan-resistant, reflecting the high burden of false positive associations identified by GWAS (Tam et al. 2019) . We also tested stricter Pvalue (P=10 -5 and 10 -10 ) and beta cutoffs (0.1 and 0.2), however these did not result in high accuracy (median accuracy: 12%, IQR: 1-55%). Next, we employed the elastic net function in Pyseer to train a model for predicting resistance. We partitioned the collection into 18 clades using fastbaps (Tonkin-Hill et al. 2019 ) to re-weight the samples for elastic net fitting and split the strains into folds for cross-validation. The performance of this method was high, but did not reach the level achieved by curation of the literature (Table 3) . This approach performed the worst when predicting fusidic acid and erythromycin resistance, where a number of gene variants contribute to resistance. However, manual curation of the GWAS hits found across the four methods using prior knowledge of resistance mechanisms resulted in accuracy of 98.1% (Fig.2) . 
Splitting of gene families during clustering hampered association testing
Known resistance gene families (aacA-aphD, blaZ, mecA, ermC, ermA, and ileS-2) were broken into several families, some of which were not significantly associated with phenotype. However, clustering of ile-2 was beneficial in splitting BLAST hits into variants that correlated well with resistance and those that didn't (Supplemental Table S6 ). Clustering of orthologous genes differs depending on the sequence identify cutoff used to separate gene families. Our cutoff of 90% was chosen to balance splitting and merging families, but the best cutoff differed for each gene.
Population structure correction using a phylogenetic tree is more effective than using SNP calls
We identified many significantly associated SNPs and genes that could not be plausibly linked to resistance. The majority of these are likely to be false positives. Method of correction for population structure had a strong effect on our ability to filter true associations from false (Fig. 4, Table 2 ). Pyseer and treeWAS often ranked known mechanisms higher than FaST-LMM (Table 2) . When FaST-LMM and Pyseer are both run using SNP calls to compute kinship, they show similar difficulty excluding lineage effects. treeWAS was more conservative in reporting significant hits. The Plink analysis recovered more causal mechanisms for penicillin, oxacillin, fusidic acid and mupirocin resistance, but reported vastly more significant associations overall (Supplemental Figure S4 ).
Manual examination of plausible candidates provides a complement to GWAS
Due to the clear concentration of resistance mutations in some proteins, we performed a manual candidate gene search to complement the GWAS. All mutations identified with this approach occurred in only one isolate, making their direct detection by GWAS impossible. We noted one isolate with fusA-E468A (MIC 2µg/ml), one with E468V (8µg/ml), and one with E468K, A70V and novel substitution V299A (MIC 128µg/ml). Given the proximity of other causal mutations, these are promising candidates. We found 15 isolates with H457C, a new substitution at a known position. We identified the known resistance mutation grlA-E84V in 11 ciprofloxacin resistant isolates, and grlA-E84Q in three related resistant isolates. rpsJ-H56R, previously observed in a tigecycline resistant E. faecium strain (Bender et al. 2018) , was also found in two isolates exhibiting intermediate tetracycline resistance, but sensitive to vancomycin and teicoplanin. We observed variants in the large ribosomal unit L4 that may be associated with erythromycin resistance. 18 isolates carried mutations rplD-G69A and T70P, which have been described previously in two sporadic clinical S. aureus isolates as causative for erythromycin resistance (Prunier et al. 2005 ) and fall within a conserved region of the protein, known to interact with erythromycin, where similar mutations have been described in E. coli (Zaman et al. 2007 ).
Discussion
Automated detection of resistance determinants from genomic surveillance data would substantially advance our understanding of resistance and ability to detect it. We found that in a collection of over 4,000 clinical isolates from the UK, phenotypes with simple genetic mechanisms could be explained by GWAS, while more complex mechanisms, or over-or under-represented phenotypes presented substantial challenges for GWAS approaches. This is unfortunate, given that GWAS approaches are primarily used to gain a better understanding of more complex phenotypes that are not currently well explained. In our study, we found that correction for population structure using SNP calls was inadequate for some phenotypes, while correction for population structure using a tree produced a better ratio of true to false positives. This is likely to be due to strong clonal population structure in S. aureus.
Novel resistance SNPs are likely to be so rare in the population that large sample sizes are needed to identify them. In our collection, previously known resistance determinants were able to explain 98.8% of resistance phenotypes, which is in line with the error rate of routine laboratory testing ), but could still lead to treatment failures and enrichment for missing resistance mechanisms if these databases are used at scale to lead clinical decision making (Hicks et al. 2019 ). Thus, explaining as much of the remaining one percent remains an important goal. In our identification of plausible novel mechanisms using GWAS, we were able to increase accuracy to 98.9%. We found in our analysis that true resistance mechanisms are often buried among false positives, indicating that scrutiny of results and supporting experimental evidence are still crucial.
Novel mechanisms fell into three categories. The first is mutations leading to novel amino acid changes in known resistance genes, such as fusA for fusidic acid or gyrA/grlA for ciprofloxacin. The second captures putative novel mutations in credible candidate loci, such as rpsJ for tetracycline resistance and pbp2 for teicoplanin resistance. These require experimental validation to confirm cause and effect, but their appearance in plausible genes, in independent lineages and species supports their value as candidates. The final category is novel genes and variants that may cause resistance, such as a novel ileS variant for mupirocin resistance.
Rare phenotypes and variants are underpowered in association studies (Read and Massey 2014; Lees et al. 2016) . This is the case in vancomycin, and teicoplanin intermediate and hetero-resistance, which are rare and may involve complex mechanisms (Alam et al. 2014) .
Further challenges result from limitations in current approaches to data processing. Resistance arising from mutation in some but not all copies of 16S and 23S rRNA genes and mutations that affect the regulatory control of the ermC leader peptide are more difficult to detect than simple presence or absence of a gene or amino acid change. We also found difficulty in reconciling gene family groupings produced by automated gene clustering, which often split known resistance determinants into multiple families, weakening their association with phenotype and often strengthening their association with specific lineages. The use of unitigs (Jaillard et al. 2018 ) and read-mapping approaches (Hunt et al. 2017 ) can address these shortcomings, but interpretation of results is less clear-cut.
For some phenotypes there is a clear concentration of resistance mutations in a gene, and a clear spatial concentration of causal mutations within a protein, providing regions monitor for novel mutations associated with resistance. A similar approach was taken by Casali et al. (2014) to identify compensatory mutations associated with rifampicin resistance. Previously undiscovered resistance mechanisms are likely to be rare in the population, so flagging novel mutations in these regions for further investigation could be a powerful complement for identifying resistance mechanisms.
Antibiotic resistance prediction based on WGS data is being considered in diagnostic laboratories as methods become sufficiently robust and reliable for clinical use. An ongoing process will be needed to add new mechanisms to resistance determinant databases, which will require centralization and accreditation. We have shown that putative antibiotic resistance determinants can be identified using GWAS, homology with known resistance genes, and the concentration of causal mutations within genes. This can provide a powerful approach to prioritize candidate antimicrobial resistance loci for experimental validation.
Materials and Methods
Isolate collection and susceptibility testing 4,140 S. aureus isolates (3,736 MRSA, 404 MSSA) were included in this study. 1,011 MRSA bacteraemia isolates that were submitted to the British Society for Antimicrobial Chemotherapy (BSAC) bacteraemia resistance surveillance programme (Reynolds et al. 2008 ) between 2001-2010 by 47 laboratories in the United Kingdom and the Republic of Ireland (Reuter et al. 2016) . A further 538 blood culture isolates (134 MRSA and 404 MSSA) were collected from patients at the Cambridge University Hospitals NHS Foundation Trust (CUH), in Cambridge, United Kingdom between 2006 and 2012, and 269 MRSA isolates were collected from 9 hospitals in the East of England between 1998 and 2012, 242 of which were from a single hospital (Donker et al. 2017) . Isolates sampled in both the BSAC and regional collections were de-duplicated. 2,322 MRSA isolates associated with carriage and disease were sourced from four hospitals and 75 primary care practices in Cambridgeshire between April 2012 and April 2013 (Coll et al. 2017 ). 2,804 samples came from individual patients, 483 patients contributed multiple isolates (total of 1,336 isolates).
Phenotypic antimicrobial susceptibility testing of the BSAC collection was carried out by BSAC agar dilution for 16 antibiotics (ciprofloxacin, clindamycin, daptomycin, erythromycin, fusidic acid, gentamicin, linezolid, minocycline, mupirocin, oxacillin, penicillin, rifampicin, teicoplanin, tetracycline, trimethoprim, vancomycin) . Susceptibility testing was not carried out for fusidic acid, mupirocin, and rifampicin in all 10 years of the collection. Antimicrobial susceptibility of the remaining isolates was determined using the VITEK 2 instrument (bioMerieux, Marcy l'Etoile, France) to all antibiotics except minocycline. Antimicrobial susceptibility results were interpreted using the MIC breakpoints agreed upon by the European Committee on Antimicrobial Susceptibility Testing (EUCAST) criteria (http://www.eucast.org/clinical_breakpoints/).
Whole genome sequencing
DNA was extracted using the QIAxtractor instrument (QIAgen, Hilden, Germany). Indextagged libraries were created, and 96 indexed libraries were sequenced in each of eight channels using the Illumina HiSeq platform (Illumina Inc.) to generate 75 or 100 base pair (bp) paired-end reads at the Wellcome Sanger Institute. Average coverage of 142X was achieved with average Phred scores of 37. Annotated assemblies were produced using the pipeline described in Page et al. (Page et al. 2016a ). For each sample, sequence reads were used to create multiple assemblies using VelvetOptimiser v2.2.5 (Gladman et al. 2008) and Velvet v1.2 (Zerbino and Birney 2008 ). An assembly improvement step was applied to the assembly with the best N50 and contigs were scaffolded using SSPACE (Boetzer et al. 2011 ) and sequence gaps filled using GapFiller (Boetzer and Pirovano 2012) . The mean number of contigs was 38. Automated annotation was performed using PROKKA v1.5 (Seemann 2014 ) and a genus specific databases from RefSeq (Pruitt et al. 2012) .
For each sample, reads were mapped against the CC22 reference genome HO 5096 0412 (accession no. HE681097) (Köser et al. 2012 ) using SMALT v0.7.4 (Wellcome Sanger Institute) to produce a BAM file. SMALT was used to index the reference using a kmer size of 13 and a step size of 6 and reads were aligned using default parameters but with the maximum insert size (i) set as 3 times the mean fragment size of the sequencing library. PCR duplicate reads were identified using Picard v1.92 (Broad Institute) and flagged as duplicates in the BAM file. Variant detection was performed using samtools mpileup v0.1.19 (Li et al. 2009 ) with parameters "-d 1000 -DSugBf" and bcftools v0.1.19 (http://samtools.github.io/bcftools/) to produce a BCF file of all variant sites. Genotypes at variant sites were called using bcftools. The variant quality score was required to be greater than 50 (quality < 50) and mapping quality greater than 30 (map_quality < 30). If all reads did not give the same base call, the allele frequency, as calculated by bcftools, was required to be either 0 for bases called the same as the reference, or 1 for bases called as a single nucleotide polymorphism (SNP) (af1 < 0.95). The majority base call was required to be present in at least 75% of reads mapping at the base, (ratio < 0.75), and the minimum mapping depth required was 4 reads, at least two of which had to map to each strand (depth < 4, depth_strand < 2). Finally, strand_bias was required to be less than 0.001, map_bias less than 0.001 and tail_bias less than 0.001. If any of these filters were not met, the base was called as uncertain and masked. Regions containing mobile genetic elements, repetitive regions or phage were excluded. Multi-allelic sites were split using bcftools. The software developed by Pathogen Informatics at the Wellcome Sanger Institute is freely available for download from GitHub (Wellcome Sanger Institute, http://github.com/sanger-pathogens/vrcodebase) under an open source GNU GPL 3 license.
Phylogeny construction
A pseudo-genome was constructed by substituting the base call at each site in the BCF file into the reference genome and any site called as uncertain was substituted with an N. Insertions with respect to the reference genome were ignored and deletions were filled with N. Variant sites were extracted from an alignment of pseudo-genomes using snp-sites (Page et al. 2016b ). Phylogenetic estimation was then performed on this SNP alignment using RAxML with the general time reversible model and gamma correction (Stamatakis 2014) .
Accessory genome clustering
The pan-genome was determined using Roary (Page et al. 2015) , using a 90% ID cutoff, as we found the default 95% cutoff to be too conservative for this collection. This resulted in a common core gene set of 1,517 genes present in 99% of isolates, and 10,934 genes present in <99% of isolates, which were used for further analysis.
Antibiotic resistance prediction
We expanded a database containing mechanisms that confer antibiotic resistance in S. aureus from previous publications Gordon et al. 2014; Bradley et al. 2015; Aanensen et al. 2016) to include additional resistance mechanisms gathered from the literature ( Supplemental Table S2 ). Acquired resistance genes were detected using a BLAST search against de novo assemblies of each isolate (Camacho et al. 2009 ). Reads were mapped against a multifasta file of susceptible reference alleles to identify known SNPs encoding resistance. The genes were also extracted from the annotated assemblies and compared to susceptible alleles. 85 isolates had ermC read coverage lower than that of housekeeping genes, and were assigned as ermC negative.
To investigate indels upstream of the ermA gene, reads were mapped to the Tn554 transposon using SMALT with GATK indel realignment (McKenna et al. 2010) . Indels were then plotted over the regulatory region of the gene to identify deletions of inverted repeats 5 and 6. To identify disruptions in the ermC leader peptide, reads were mapped to ermC. Paired reads where only one mate-pair mapped within the gene were identified. Those would be reads that map either directly upstream or downstream of the ermC gene. These reads were then mapped to the region directly upstream of the ermC gene, which includes the leader peptide. The distribution of the mapping reads could then be to identify deletion of the leader peptide and insertion of IS elements.
Genome-wide association studies
Association tests were performed using FaST-LMM (v.0.2.32) (Lippert et al. 2011 ), Pyseer (v.1.2.0) (Lees et al. 2018) , and treeWAS (v.1.0) (Collins and Didelot 2018) . For FaST-LMM analyses, a kinship matrix was calculated using SNP calls. For the Pyseer analysis, the kinship matrix was calculated using the phylogenetic tree. For the treeWAS analysis, we only included results from the "simultaneous" test. An association test that corrected for clonal complex was performed using the Cochran-Mantel-Haenszel test implemented in Plink (Purcell et al. 2007 ), using the --mh --within --adjust flags, as in (Chewapreecha et al. 2014 ).
Prediction of resistance using GWAS results
We defined isolates as resistant if they carried any of the significantly positively associated SNPs or genes identified in a Pyseer GWAS. Our selection criteria were FDR-adjusted P-value<0.05, 1x10 -5 , 1x10 -10 , and beta value cutoffs of 0, 0.1 and 0.2. Both parameters were tested in all combinations. We also used Pyseer to fit an elastic net to predict resistance using SNP and gene data, using the default value for alpha (0.0069) which gives behaviour closer to ridge regression but still allows predictors to be removed. We clustered our strains using fastbaps (Tonkin-Hill et al. 2019 ) and the SNP alignment used to generate our phylogenetic tree. We used the clusters to re-weight the samples for elastic net construction and generate folds for cross-validation.
Visualisation of results
Significantly associated SNPs were visualised against the phylogenetic tree of the collection using iTol (Letunic and Bork 2019) . Protein structures were retrieved from the RCSB Protein Data Bank (Berman et al. 2000) , and visualised in Jmol (Herráez 2006) . Sequence alignments were viewed and coloured in Jalview (Waterhouse et al. 2009 ).
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