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Zusammenfassung
Obwohl Markov-Spiele seit fast 50 Jahren ausgiebig untersucht wurden, gibt es noch
immer viele Fragen, auf die noch keine befriedigende Antwort gefunden werden konnte.
Besonders trifft dies auf Spiele mit überabzählbaren Zustands- und Aktionenräumen zu.
In der vorliegenden Dissertation werden zwei Klassen solcher Spiele behandelt. Dabei
wird das Kriterium des maximalen Durchschnittsgewinns zugrunde gelegt.
Zunächst werden Nullsummen-Spiele unter einer gewissen Ergodizitätsbedingung
untersucht. Eine Beschränktheit der Gewinnfunktionen wird nicht vorausgesetzt. Es
wird die Existenz von Lösungen der Optimalitätsgleichung, des Wertes des Spieles und
ε-optimaler stationärer Strategien gezeigt. Die dabei verwendete Beweisidee ist
einfacher als vergleichbare Beweise in der Literatur.
Außerdem werden Nicht-Nullsummen-Spiele mit SER-SIT-Struktur behandelt. Die
Aussagen zur Existenz stationärer Nash-Equilibria verallgemeinern entsprechende
Ergebnisse für Spiele mit endlichen Zustands- und Aktionenräumen. Es werden
hinreichende Bedingungen für die Existenz von stationären Nash-
Gleichgewichtspunkten für alle Anfangszustände angegeben.
Weiterhin wird ein Mehrlagermodell als Anwendung der Ergebnisse über Spiele mit
SER-SIT-Struktur untersucht, für das sich unter relativ schwachen Bedingungen die
Existenz von Gleichgewichtsstrategien für alle Spieler ergibt. Diese Strategien besitzen
eine (S,S)-Struktur. Durch Anwendung dieser Resultate gelingt es, Ergebnisse aus der
Literatur für ein statisches Spiel mit austauschbarem Bedarf auf den dynamischen Fall
zu verallgemeinern.
Abstract
Though Markov Games have been extensively investigated for almost 50 years, there
are still many questions without satisfying answers. This is in particular true for games
with uncountable state and action spaces. In this dissertation two classes of such games
are studied. The long-run expected average reward criterion is used.
First, zero-sum games in Borel spaces with possibly unbounded payoff functions are
investigated under certain ergodicity assumptions. The existence of solutions of the
optimality equation, the existence of the value and ε-optimal stationary strategies are
proved. The lines of proof are simpler than in the existing literature.
Furthermore, nonzero-sum games with SER-SIT structure are treated. The statements
about the existence of stationary Nash-Equilibria generalize results for games with finite
state and action spaces. In addition, sufficient conditions for the existence of Nash-
Equilibria for all initial states are given.
An application of games with SER-SIT structure is a multi-inventory model. The
existence of Nash-Equilibrium strategies for each player within such a model is shown
under relatively weak conditions. These strategies have an (S,S)-structure. By use of
these results it is possible to extend a static game with substitutable demands to the
dynamic case.
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Vorwort
Auch wenn die mathematische Behandlung von N -Personen-Markov-Spielen, beginnend mit der bahn-
brechenden Arbeit von Lloyd S. Shapley aus dem Jahr 1953, inzwischen auf eine Geschichte von fast
50 Jahren zuru¨ckblicken kann, gibt es auch in lange bekannten Modellen viele Fragen, die noch keine
befriedigende Antwort gefunden haben.
Die vorliegende Arbeit bescha¨ftigt sich mit zwei Klassen von Spielen, bei denen die Zustands- und
Aktionenra¨ume Borelra¨ume sind. Borelra¨ume sind zu einer Borelschen Teilmenge eines vollsta¨ndigen
separablen metrischen Raumes homo¨omorphe topologische Ra¨ume. Wir gehen davon aus, dass die
Spieler ihre Auszahlungen nach dem Kriterium des erwarteten Durchschnittsgewinnes bewerten.
Die erste behandelte Klasse sind die Zwei-Personen-Nullsummen-Spiele mit Borelschen Zustands-
und Aktionenra¨umen, mit denen wir uns in Kapitel 2 bescha¨ftigen. Die Untersuchung von Spielen die-
ser Art beschra¨nkt sich bisher auf einige wenige Arbeiten. Unter verschiedenartigen Voraussetzungen
werden folgende Eigenschaften dieser Spiele gezeigt:
1. Es gibt eine Lo¨sung (u∗, ϕ∗) der Optimalita¨tsgleichung
u+ ϕ = sup
f∈F1
inf
g∈F2
{rfg + pfgu}.
2. Der Wert des Spieles erfu¨llt die Gleichung v(x) = ϕ∗ fu¨r alle x ∈ X.
3. Es gibt (ε-)optimale stationa¨re Strategien fu¨r beide Spieler.
Um diese Aussagen beweisen zu ko¨nnen, mu¨ssen an das Modell starke Bedingungen gestellt werden,
die die Ergodizita¨t des Prozesses {Xn} der Zusta¨nde sichern.
In der Literatur werden verschiedene Beweisideen verwendet. Eine ha¨ufig verwendete Mo¨glichkeit ist
es zu zeigen, dass
LTu = sup
f∈F1
inf
g∈F2
{rfg + pfgu}
ein kontraktiver Operator bezu¨glich einer gewissen Norm im zugrundeliegenden Funktionenraum ist
(z.B. in [22], [44], [45], [63] und [75]). Eine zweite Variante ist es, von Ergebnissen fu¨r diskontierte
Spiele durch einen Grenzu¨bergang im Diskontfaktor die entsprechenden Aussagen fu¨r Spiele mit dem
Durchschnittsgewinn-Kriterium zu erhalten ([64], [37]). In [30] wird ein dritter Weg beschritten, den
die Autoren selbst als grob verwandt mit Howards Entscheidungsiteration fu¨r Markovsche Entschei-
dungsmodelle bezeichnen.
Die angesprochenen Arbeiten unterscheiden sich darin, dass einige von einer beschra¨nkten Gewinn-
funktion ausgehen, wa¨hrend andere auch unbeschra¨nkte Ein-Stufen-Gewinne zulassen.
In der vorliegenden Arbeit lassen wir ebenfalls unbeschra¨nkte Gewinnfunktionen zu. Dieser Fall ist
deshalb von besonderer Bedeutung, weil unbeschra¨nkte Gewinnfunktionen in einer Reihe von Anwen-
dungen stochastischer Spiele wichtig sind, siehe [64].
Im Gegensatz zu den oben beschriebenen Beweismethoden benutzen wir einen anderen Ansatz. Unter
unseren Voraussetzungen besitzt die Familie von Funktionalgleichungen
u = sup
f∈F1
inf
g∈F2
{rfg − (1− ζfg)η + pfgu− γζfg}
fu¨r jedes η eine Lo¨sung (u∗, γ∗). Weitere Betrachtungen ergeben, dass ein η existiert, fu¨r das γ∗ = η
ist. Daraus folgt sofort die Lo¨sbarkeit der Optimalita¨tsgleichung. Diese Grundidee wird erstmals in
[43] angewandt.
Die von uns verwendeten stochastischen Stabilita¨tsbedingungen sind zuna¨chst so allgemein gefasst,
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dass sie die Annahmen in [30], [37], [43] und [64] als Spezialfa¨lle umfassen. Diese Bedingungen basie-
ren auf relativ neuen Ergebnissen aus der Theorie der Markovketten (siehe [55]). In [30], [37] und [64]
werden die entsprechenden Sa¨tze direkt zu Ergodizita¨tsaussagen u¨ber den Prozeß {Xn} der Zusta¨nde
genutzt. Dies fu¨hrt dazu, dass eine Abschwa¨chung der Voraussetzungen sicherlich eine A¨nderung des
Beweisganges erfordern wu¨rde.
Wir verwenden diese Ergodizita¨tssa¨tze fu¨r Markovketten hier nicht. Vielmehr zeigen wir unsere Re-
sultate auf direktem Wege unter Ausnutzung von Kontraktionseigenschaften bestimmter Operatoren.
Insbesondere zeigt sich dabei, dass es mo¨glich ist, die obigen Eigenschaften 1.-3. unter schwa¨cheren
Voraussetzungen als in [30], [37] und [64] zu beweisen. Diese Aussagen finden sich in den Theoremen
2.1 und 2.2 in Kapitel 2. Theorem 2.3 nutzt Lemma 2.2 zu einer Verallgemeinerung der Aussagen aus
[43].
Die genannten Theoreme, die die Hauptaussagen des Abschnittes u¨ber Zwei-Personen-Nullsummen-
Spiele mit Borelschen Zustands- und Aktionenra¨umen darstellen, beziehen sich auf Spezialfa¨lle unserer
AnnahmeA1. Im Rahmen dieser Arbeit gelingt es nicht, die Eigenschaften 1.-3. allgemein unterA1 zu
beweisen. Der von uns beschrittene Beweisweg la¨sst nach Meinung des Autors jedoch weitere Mo¨glich-
keiten der Verallgemeinerung offen und sollte deshalb fu¨r sich betrachtet von Interesse fu¨r fortfu¨hrende
Forschung auf diesem Gebiet sein.
Ich mo¨chte es an dieser Stelle nicht versa¨umen, den großen Anteil meines akademischen Betreuers,
Herrn Prof. Dr. Ku¨enle, an der Entwicklung der erla¨uterten Ergebnisse hervorzuheben. Ohne seine
vielen Anregungen und Ideen wa¨re es mir sicher nicht mo¨glich gewesen, zu so weitgehenden Resultaten
zu kommen. Ein Teil der Aussagen und Beweise des Kapitels 2 wird in Ku¨rze in einem gemeinsamen
Artikel des Autors mit Prof. Ku¨enle [46] erscheinen.
Den zweiten großen Schwerpunkt dieser Arbeit bildet die Behandlung von N -Personen-Spielen mit
SER-SIT-Struktur in Kapitel 3. Da sich allgemeine Existenz- und Strukturaussagen fu¨r Nash-Equi-
libria in Nicht-Nullsummen-Spielen mit beliebigen Zustands- und Aktionenra¨umen nach bisherigem
Kenntnisstand noch nicht treffen lassen, werden in vielen Arbeiten Spiele mit besonders gu¨nstigen
Eigenschaften untersucht, die die Analyse erleichtern.
Dazu za¨hlen die sogenannten SER-SIT-Spiele. Das sind Spiele, bei denen sich die Gewinnfunktionen
der Spieler durch
ri(x, a) = ki(a) + li(x)
als Summe eines vom Zustand und eines von den Aktionen der Spieler abha¨ngigen Termes darstellen
la¨sst. Außerdem ist das Bewegungsgesetz nicht vom Zustand abha¨ngig, in dem sich das Spiel befindet,
es gilt also eine Beziehung der Form
p(.|x, a) = p˜(.|a).
Trotz ihrer einfachen Struktur finden solche Modelle in vielen o¨konomischen Fragestellungen eine An-
wendung. Beispiele dafu¨r sind Oligopol-Modelle, Werbungsmodelle (siehe z.B. [20]) oder Modelle aus
der Lagerhaltung, die als Anwendung der Ergebnisse aus Kapitel 3 in Kapitel 4 behandelt werden.
Mit Modellen mit der beschriebenen Struktur bescha¨ftigen sich z.B. Sobel in [84] sowie Parthasarathy,
Tijs und Vrieze in [69]. Eine Gemeinsamkeit dieser Arbeiten ist es, dass Zustands- und Aktionenra¨ume
als endliche Mengen vorausgesetzt werden.
Wir untersuchen hier SER-SIT-Spiele mit Borelschen Zustands- und Aktionenra¨umen. Nach Wissen
des Autors gibt es zu solchen Spielen noch keine vero¨ffentlichten Ergebnisse. Es zeigt sich, dass sich
wesentliche Eigenschaften aus dem endlichen Fall u¨bertragen lassen.
Wa¨hrend in [69] zusa¨tzlich vorausgesetzt wird, dass die Menge der zula¨ssigen Aktionen unabha¨ngig
vom Zustand ist, ist das hier behandelte Modell allgemeiner und kann als direkte Erweiterung des
Modelles aus [84] verstanden werden.
Die Hauptaussagen u¨ber SER-SIT-Spiele sind in den Theoremen 3.1 und 3.2 enthalten. Theorem 3.1
sagt aus, dass es fu¨r gewisse Anfangszusta¨nde stationa¨re Nash-Equilibria gibt, die myopischer Na-
tur sind. Das bedeutet, dass sich die zugeho¨rigen Strategien durch die Betrachtung eines statischen
Spieles, das sich aus den Daten des urspru¨nglichen Spieles ergibt, bestimmen lassen. Damit ko¨nnen
wir das Problem der Charakterisierung eines solchen Equilibriums also auf ein einfacheres Problem
zuru¨ckfu¨hren.
Wenden wir Theorem 3.1 auf endliche Spiele an, so erkennen wir an einem einfachen Beispiel, dass
sich in die Resultate in [84] ein Fehler eingeschlichen hat, den wir hier korrigieren ko¨nnen.
Theorem 3.2 erweitert die Existenzaussage fu¨r Nash-Equilibria auf alle Anfangszusta¨nde. Im Gegensatz
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zu Theorem 3.1 ist dafu¨r erwartungsgema¨ß eine sta¨rkere Voraussetzung no¨tig. Diese Voraussetzung
garantiert uns, dass jeweils N − 1 Spieler die Mo¨glichkeit haben, den Eintritt des Zustandes des Spie-
les in eine gewisse Menge in endlicher Zeit zu erzwingen. Ist das Spiel in dieser Menge angelangt,
so spielen diese N − 1 Spieler die myopische Strategie aus Theorem 3.1. Wir zeigen, dass dann eine
Abweichung des N -ten Spielers von dieser Spielweise keinen Gewinn fu¨r diesen Spieler bringt, und
damit die Existenz eines Nash-Equilibriums.
Der abschließende Teil bescha¨ftigt sich mit der Anwendung der Resultate fu¨r SER-SIT-Spiele auf
Mehrlagermodelle.
In unserem Grundmodell verwalten mehrere Entscheider jeweils ein Lager. Die Spieler beschließen zu
Beginn jeder Periode unabha¨ngig voneinander, auf welchen Bestand sie ihr Lager durch Produktion
aufstocken wollen. Dann wird ein vektorwertiger zufa¨lliger Bedarf befriedigt. Die Lagerbesta¨nde der
Spieler zu Beginn der na¨chsten Periode und die je Stufe zu erzielenden Gewinne ha¨ngen sowohl von den
eigenen Aktionen als auch von den Entscheidungen anderer Spieler ab. Dabei ko¨nnen Aktionen eines
Spielers zu einer ho¨heren Auszahlung an diesen selbst, jedoch zu einer verminderten an andere Spieler
fu¨hren. Es entsteht die klassische Konfliktsituation eines Spieles. Erfu¨llen nun die Daten des Spieles
Bedingungen, die eine Umformung auf ein SER-SIT-Spiel ermo¨glichen, so lassen sich die fu¨r solche
Spiele allgemein hergeleiteten Aussagen auf das Mehrlagermodell u¨bertragen. Eine der erforderlichen
Voraussetzungen ist eine lineare Struktur der Produktionskosten, außerdem darf die Bilanzgleichung
nur von den Lagerbesta¨nden nach der Produktion abha¨ngen. Weitere Bedingungen werden so gestellt,
dass die Annahmen, die in den Theoremen 3.1 und 3.2 getroffen werden, erfu¨llt sind. Als Korollare
folgen dann die entsprechenden Existenzaussagen fu¨r Nash-Equilibria im Mehrlagermodell.
Ein ausfu¨hrlich behandeltes Beispiel erweitert die Ergebnisse einer Arbeit von Parlar [68], der die ent-
sprechende Spielsituation im statischen Fall untersucht hat, auf den Fall eines stochastischen Spieles.
In Kapitel 1 werden die notwendigen grundlegenden Definitionen und Eigenschaften von N -Personen-
Markov-Spielen angegeben. Insbesondere gehen wir auf den Unterschied zwischen dem Nullsummen-
und dem Nicht-Nullsummen-Fall ein und skizzieren die dazugeho¨rigen wesentlichen bekannten Re-
sultate. Kapitel 2 entha¨lt die Untersuchung der Zwei-Personen-Nullsummen-Spiele mit Borelschen
Zustands- und Aktionenra¨umen, Kapitel 3 die Erla¨uterung der SER-SIT-Spiele als spezielle Nicht-
Nullsummen-Spiele mit Borelschen Zustands- und Aktionenra¨umen. Schließlich werden in Kapitel 4
die Mehrlager-Modelle als Beispiele fu¨r solche SER-SIT-Spiele behandelt.
Ich mo¨chte mich an dieser Stelle bei einigen Personen bedanken, deren Unterstu¨tzung bei der An-
fertigung dieser Arbeit a¨ußerst hilfreich war. Herausragend zu nennen ist hierbei nochmals mein
Betreuer, Herr Prof. Dr. Ku¨enle, durch den mein Interesse an den Problemen der Markovschen Ent-
scheidungsmodelle, Markov-Spiele und auch der Lagerhaltung geweckt worden ist. Eine große Hilfe
bei der Einarbeitung in die Thematik war dabei das Buch von Girlich, Ko¨chel und Ku¨enle [26].
Neben den vielfa¨ltigen fachlichen Anregungen und Hinweisen verdanke ich Prof. Ku¨enle auch einige
Ratschla¨ge zur Aufbereitung und Pra¨sentation der Resultate. Diesbezu¨glich sehr nu¨tzlich, insbeson-
dere in Hinsicht auf Kapitel 4, war auch eine Korrespondenz mit Herrn Prof. Dr. Girlich u¨ber mein
Preprint [78].
Weiterhin danke ich Frau Dipl.-Math. Jas´kiewicz fu¨r die Beantwortung meiner Fragen zu ihrer Arbeit
und allen weiteren Autoren, die mich durch die U¨bersendung ihrer Arbeiten unterstu¨tzt haben.
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Kapitel 1
Markov-Spiele
Eigenschaften von Markov-Spielen oder stochastischen Spielen werden seit der grundlegenden Arbeit
von Shapley [81] aus dem Jahr 1953 in vielfa¨ltigen Variationen untersucht.
Besonders weit erforscht ist der Spezialfall der Markovschen Entscheidungsmodelle, die als Spiele mit
nur einem Spieler aufgefasst werden ko¨nnen. Die Begriffsbildung (engl. Markov decision process) geht
auf Bellman [9] zuru¨ck.
Da bei nur einem Spieler keine gegensa¨tzlichen Interessen zu bedenken sind, sind Markovsche Ent-
scheidungsmodelle grundsa¨tzlich einfacher zu behandeln als Markov-Spiele. Es lassen sich jedoch viele
Ergebnisse auf den allgemeineren Fall der Markov-Spiele u¨bertragen.
Einfu¨hrungen in Begiffe und Ergebnisse zu Markovschen Entscheidungsmodellen findet der Leser z.B.
in [32] oder in [71]. Mit weitergehenden Fragen, vor allem maßtheoretischer Art, die in Modellen mit
u¨berabza¨hlbaren Zustands- und Aktionenra¨umen auftreten, bescha¨ftigt sich [11]. [28] entha¨lt eine ge-
ordnete U¨bersicht u¨ber weitere interessante Literatur.
Wichtige zu untersuchende Fragen in stochastischen Spielen und Entscheidungsmodellen sind z.B. im
Nullsummen-Fall die Existenz und Bestimmung des Wertes, die Existenz optimaler Strategien oder
ε-optimaler Strategien, die Berechnung solcher Strategien oder die Gu¨ltigkeit der Optimalita¨tsglei-
chung, deren Lo¨sung der Wert des Spieles ist. Im Nicht-Nullsummen-Fall wird z.B. die Existenz und
Bestimmung von Nash-Equilibria untersucht.
Klassifiziert werden diese Probleme durch die Unterscheidung von Modellen mit diskreten oder konti-
nuierlichen Entscheidungszeitpunkten, mit endlichem oder unendlichem Planungshorizont oder durch
die Untersuchung verschiedener Gewinnkriterien wie z.B. diskontierte oder Durchschnittsgewinn-Mo-
delle. Es gibt noch viele weitere mo¨gliche Klassifikationsmerkmale, wie z.B. vollsta¨ndige/unvollsta¨ndige
Information.
Wir wollen uns hier auf folgendes Grundmodell konzentrieren: Die Entscheidungen der Spieler wer-
den gleichzeitig und unabha¨ngig voneinander zu diskreten Zeitpunkten n = 0, 1, 2, ... getroffen. Wir
untersuchen Spiele mit unendlichem Planungshorizont und konzentrieren uns dabei auf das Durch-
schnittsgewinn-Kriterium.
In Abschnitt 1.1 wird dieses Grundmodell mathematisch pra¨zisiert, und es werden wichtige Begriffe
definiert und erla¨utert. In den beiden folgenden Abschnitten 1.2 und 1.3 gehen wir auf Nullsummen-
Spiele und Nicht-Nullsummen-Spiele ein. Dabei verdeutlichen wir den grundlegenden Unterschied
dieser Kategorien und geben einen U¨berblick u¨ber auftretende Probleme und Resultate zu deren
Lo¨sung.
1.1 Definitionen
In der vorliegenden Arbeit behandeln wir N -Personen-Markov-Spiele (stochastische Spiele) mit Borel-
schen Zustands- und Aktionenra¨umen fu¨r eine endliche Anzahl N ≥ 1 von Spielern. Ein solches Spiel
ist ein Tupel
MN = ((X,B(X)), (A1,B(A1)), ..., (AN ,B(AN )),K1, ...,KN , p, r1, ..., rN ) (1.1)
von Objekten mit folgender Bedeutung:
1. (X,B(X)) sei ein Borel-Raum, der Zustandsraum des Spieles. B(X) sei die σ-Algebra aller Bo-
relschen Teilmengen von X.
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2. (Ai,B(Ai)), i = 1, ..., N , seien Borel-Ra¨ume, die Aktionenra¨ume fu¨r die Spieler. Die B(Ai) seien
die σ-Algebren aller Borelschen Teilmengen von Ai.
3. Ki, i = 1, ..., N , sind Borelsche Teilmengen von X ×Ai. Die Mengen
Ai(x) := {a ∈ Ai|(x, a) ∈ Ki} ∈ B(Ai)
stellen die Mengen der zula¨ssigen Aktionen fu¨r Spieler i im Zustand x ∈ X dar, die hier als
nichtleer vorausgesetzt werden. Die Menge
K := {(x, a1, ..., aN )|x ∈ X, ai ∈ Ai(x), i = 1, ..., N}
liegt dann in B(X)⊗ B(A1)⊗ ....⊗ B(AN ).
4. p ist ein stochastischer Kern von K nach X, das Bewegungsgesetz des Spieles.
5. ri : K → R ist eine Borel-meßbare Funktion, die Gewinnfunktion fu¨r Spieler i (i = 1, ..., N). Wir
bemerken, dass viele Arbeiten anstelle des Gewinns von Kosten ausgehen, die zu minimieren
sind. Diese Fa¨lle ko¨nnen jedoch durch Vorzeichenwechsel ineinander u¨berfu¨hrt werden.
Wenn wir im folgenden von Meßbarkeit sprechen, so ist damit immer Borel-Meßbarkeit gemeint.
Das Markov-Spiel la¨uft folgendermaßen ab:
Zu diskreten Zeitpunkten n = 0, 1, 2, ... beobachten die Spieler einen aktuellen Zustand x ∈ X des
Systems. Sie wa¨hlen Aktionen ai ∈ Ai(x). Daraufhin erha¨lt Spieler i eine Gewinnauszahlung von
ri(x, a1, ..., aN ). Das System geht mit einer Wahrscheinlichkeitsverteilung p(.|x, a1, ..., aN ) in einen
neuen Zustand x′ ∈ X u¨ber. Alle Spieler haben das Ziel, ihren Gewinn zu maximieren.
Sei Hn = Kn×X fu¨r n = 0, 1, 2, .... Ein Element hn ∈ Hn heißt Vorgeschichte des Spieles bis zur Zeit
n.
Eine Folge pii = (pii0, pi
i
1, ...) ist eine Strategie fu¨r Spieler i, wenn jedes pi
i
n ein stochastischer Kern von
Hn nach Ai ist, und piin(A
i(xn)|hn) = 1 gilt fu¨r alle n und hn = (x0, a10, ..., aN0 , ..., xn) ∈ Hn. Wir
verwenden alternativ die Schreibweise piin(hn)(D) = pi
i
n(D|hn) fu¨r D ∈ B(Ai), hn ∈ Hn. Damit ist
piin(hn) ein Wahrscheinlichkeitsmaß auf A
i.
Die Klasse aller Strategien fu¨r Spieler i bezeichnen wir mit Πi.
Die Menge aller stochastischen Kerne f i von X nach Ai mit f i(Ai(x)|x) = 1 fu¨r alle x ∈ X bezeichnen
wir mit Fi. Auch hier schreiben wir f i(x)(.) := f i(.|x).
Sei f i0, f
i
1, ... eine Folge in F
i. Eine Strategie pii = (pii0, pi
i
1, ...) des i-ten Spielers mit der Eigenschaft
piin(.|x0, a10, ..., aN0 , ..., xn) = f in(.|xn) fu¨r alle n heißt Markov-Strategie fu¨r Spieler i. Gilt zusa¨tzlich
f in = f
i fu¨r ein f i ∈ Fi und fu¨r alle n, so ist pii = (f i, f i, ...) eine stationa¨re Strategie fu¨r Spieler i.
Offensichtlich ko¨nnen wir die Menge aller stationa¨ren Strategien des i-ten Spielers mit Fi identifizieren.
Den Raum Π1 × ...×ΠN bezeichnen wir mit Π, ebenso ist F := F1 × ...× FN .
Wir betrachten nun den Raum Ω := (X ×A1× ...×AN )∞, versehen mit der zugeho¨rigen Produkt-σ-
Algebra F . Sei pi = (pi1, ..., piN ) ∈ Π ein beliebiges Strategientupel und x = x0 ∈ X ein Anfangszustand
des Spieles. Dann ko¨nnen wir unter Ausnutzung des Theorems von Ionescu-Tulcea (siehe z.B. [11],
Proposition 7.28) in kanonischer Weise ein eindeutig bestimmtes Wahrscheinlichkeitsmaß Ppix und
einen stochastischen Prozeß {Xn, A1n, ..., ANn } auf (Ω,F) definieren . Dabei stellen Xn, A1n, ..., ANn den
Zustand des Spieles und die Aktionen der Spieler zum Zeitpunkt n dar. Mit Epix bezeichnen wir den
Erwartungswert bezu¨glich Ppix .
Fu¨r ein Tupel pi = (pi1, ..., piN ) ∈ Π von Strategien und einen Anfangszustand x ∈ X definieren wir
den erwarteten Gesamtgewinn nach n Stufen fu¨r Spieler i, (i = 1, ..., N), durch
J in(x, pi) = J
i
n(x, pi
1, ..., piN ) := Epix [
n−1∑
m=0
ri(Xm, A1m, ..., A
N
m)], (1.2)
falls der Erwartungswert existiert. Der erwartete Durchschnittsgewinn fu¨r Spieler i ist der Grenzwert
J i(x, pi) = J i(x, pi1, ..., piN ) := lim inf
n→∞ J
i
n(x, pi)/n. (1.3)
Das Kriterium des erwarteten Durchschnittsgewinns (oder kurz Durchschnittsgewinns, engl. average
reward, average payoff) ist in vielen Anwendungen zu bevorzugen, insbesondere wenn nicht von der
Mo¨glichkeit einer Diskontierung ausgegangen werden kann. Es hat jedoch auch Nachteile, insbesondere
die Unterselektivita¨t. So kann es Strategien pi und pi′ geben, fu¨r die fu¨r alle i = 1, ...N
J in(x, pi) > J
i
n(x, pi
′) (1.4)
6
fu¨r jedes x ∈ X und n = 0, 1, 2, ... gilt, jedoch der Durchschnittsgewinn fu¨r beide Strategien gleich ist.
Vergleichen wir also die Durchschnittsgewinne fu¨r verschiedene Strategien, so sind in endlicher Zeit
erzielte Gewinne unerheblich, solange das Grenzverhalten von J in gleich bleibt.
Die am tiefsten untersuchte Alternative zum Durchschnittsgewinn ist die Betrachtung von diskontier-
ten Gewinnen. Es zeigt sich, dass dieser Fall i.a. leichter zu behandeln ist als der Durchschnittsgewinn-
Fall. Ha¨ufig ist es jedoch mo¨glich, aus den Ergebnissen im diskontierten Fall durch Grenzu¨bergang
zu Resultaten fu¨r Modelle mit dem Durchschnittsgewinn-Kriterium zu kommen (vanishing discount
approach). In der vorliegenden Arbeit werden wir aber einen anderen Weg beschreiten.
Mo¨glichkeiten, die oben angesprochene Unterselektivita¨t zu vermeiden, sind z.B. die Untersuchung
von overtaking optimality oder opportunity reward, siehe [28] oder [71] im Fall N = 1. Bei der Verwen-
dung solcher Kriterien zeigt sich aber schon im Fall Markovscher Entscheidungsmodelle, dass optimale
Strategien selbst in elementaren Beispielen nicht existieren mu¨ssen.
1.2 Nullsummen-Spiele
Wir sprechen von einem Nullsummen-Spiel, wenn
N∑
i=1
ri(x, a1, ..., aN ) = 0 (1.5)
fu¨r alle (x, a1, ..., aN ) ∈ K gilt.
Von besonderem Interesse sind dabei Zwei-Personen-Spiele, also der Fall N = 2, von dem wir nun
ausgehen wollen.
Ein Gewinn von einer Einheit fu¨r Spieler 1 entspricht dann Kosten von einer Einheit fu¨r Spieler 2.
Wa¨hrend Spieler 1 versucht, seinen Gewinn zu maximieren, strebt der Spieler 2 nach Minimierung
seiner Kosten.
Zur Verku¨rzung der Notation werden wir die Bezeichnungen Jn := J1n = −J2n fu¨r den erwarteten
Gesamtgewinn des 1. Spielers nach n Stufen sowie J := J1 = −J2 fu¨r den erwarteten Durchschnitts-
gewinn des 1. Spielers verwenden. Weiterhin sei r := r1 = −r2 die Gewinnfunktion des Spielers 1.
Durch
vl(.) := sup
pi1∈Π1
inf
pi2∈Π2
J(., pi1, pi2) und vu(.) := inf
pi2∈Π2
sup
pi1∈Π1
J(., pi1, pi2) (1.6)
definieren wir die untere Wertfunktion und die obere Wertfunktion des Spieles M2. Offensichtlich gilt
immer vl(x) ≤ vu(x) fu¨r alle x ∈ X. Wenn sogar die Gleichheit gilt, so nennen wir v := vl = vu die
Wertfunktion des Spieles, und wir sprechen davon, dass der Wert des Spieles M2 existiert.
Sei ε ≥ 0. Wir nehmen an, dass der Wert des Spieles existiert. Eine Strategie pi1∗ ∈ Π1 des 1. Spielers
heißt ε-optimal, falls
inf
pi2∈Π2
J(x, pi1∗, pi2) ≥ v(x)− ε (1.7)
fu¨r alle x ∈ X gilt. Entsprechend ist pi2∗ ∈ Π2 ε-optimal fu¨r Spieler 2, wenn
sup
pi1∈Π1
J(x, pi1, pi2∗) ≤ v(x) + ε (1.8)
fu¨r alle x ∈ X gu¨ltig ist.
Wie u¨blich werden 0-optimale Strategien kurz optimal genannt.
Die Grundlagen in der Theorie stochastischer Nullsummen-Spiele wurden in der Arbeit von Shapley
[81] gelegt. Zustands- und Aktionenmengen werden von Shapley als endlich vorausgesetzt, und als
Kriterium wird der erwartete Gesamtgewinn verwendet. Das Spiel stoppt zu jedem Zeitpunkt mit
einer positiven Wahrscheinlichkeit. Diese Eigenschaft sichert die Existenz des Wertes des Spieles, und
beide Spieler besitzen optimale stationa¨re Strategien.
Verallgemeinerungen dieser Ergebnisse auf u¨berabza¨hlbare Zustandsra¨ume finden sich z.B. in [50] und
[61].
Im Fall des Durchschnittsgewinnes zeigen schon einfache Spiele mit endlichen Zustands- und Ak-
tionenra¨umen, dass keine optimalen stationa¨ren Strategien existieren mu¨ssen. Bekanntestes dieser
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Beispiele ist das Big Match (siehe [23] and [15]). 1981 gelang Mertens und Neyman [52] ein allgemei-
ner Beweis fu¨r die Existenz des Wertes in endlichen Spielen, in dem sie durch einen asymptotischen
Zugang die Resultate fu¨r diskontierte Spiele nutzen. Maitra und Sudderth [51] entwickelten eine all-
gemeine Theorie zu Nullsummen-Spielen mit limsup-Auszahlungen.
Da es im Durchschnittsgewinn-Fall i.a. keine optimalen stationa¨ren Strategien geben muss, ist die
Frage nach Bedingungen fu¨r deren Existenz von Interesse. Ebenfalls interessant ist die Frage, unter
welchen Voraussetzungen die Optimalita¨tsgleichung eine Lo¨sung besitzt, da diese zur Bestimmung
des Wertes und optimaler stationa¨rer Strategien genutzt werden kann. Wa¨hrend im diskontierten Fall
Fixpunktargumente genutzt werden ko¨nnen, ist die Optimalita¨tsgleichung im Durchschnittsgewinn-
Fall schwieriger zu behandeln. In [18] wird durch ein Beispiel gezeigt, dass die Existenz optimaler
stationa¨rer Strategien nicht hinreichend fu¨r die Existenz einer Lo¨sung der Optimalita¨tsgleichung ist.
Die Optimalita¨tsgleichung und die Existenz stationa¨rer optimaler Strategien in Spielen mit endlichen
oder abza¨hlbaren Zustandsra¨umen wird beispielsweise in [1], [16], [20] und [80] untersucht.
Mit dem Fall Borelscher Zustandsra¨ume haben sich bisher nur relativ wenige Autoren bescha¨ftigt.
In den Arbeiten von Ku¨enle [45], Nowak [63], Ghosh und Bagchi [22] und Rieder [75] wird von be-
schra¨nkten Gewinnfunktionen ausgegangen.
In der vorliegenden Arbeit werden in Kapitel 2 Spiele mit Borelschen Zustands- und Aktionenra¨um-
en und unbeschra¨nkten Gewinnfunktionen untersucht. Ein Teil der dort vorgestellten Ergebnisse ist
in Zusammenarbeit mit Prof. Ku¨enle entstanden und wird demna¨chst in [46] vero¨ffentlicht. Weitere
Arbeiten, die sich mit Nullsummen-Spielen mit unbeschra¨nkten Gewinnfunktionen bescha¨ftigen und
einen engen Bezug zu den hier untersuchten Problemen haben, stammen von Nowak [64], Herna´ndez-
Lerma und Lasserre [30], Ku¨enle [43] und Jas´kiewicz und Nowak [37].
1.3 Nicht-Nullsummen-Spiele
Bei Nicht-Nullsummen-Spielen wird die Eigenschaft (1.5) fu¨r die Gewinnfunktionen nicht vorausge-
setzt.
Im allgemeinen ist es nicht mo¨glich, vom Wert des Spieles im Sinne von (1.6) zu sprechen. Ein ha¨ufig
benutzter Optimalita¨tsbegriff fu¨r Nicht-Nullsummen-Spiele ist der des ε-Nash-Equilibriums. Um die
Schreibweise zu vereinfachen, verwenden wir folgende Bezeichnung: Ist pi = (pi1, ..., piN ) ∈ Π und
wa¨hlen wir einen Spieler i aus (i = 1, ..., N), so sei pi−i := (pi1, ..., pii−1, pii+1, ..., piN ) das (N − 1)-
Tupel der Strategien aller anderen Spieler. Fu¨r ρ ∈ Πi schreiben wir (ρ, pi−i) fu¨r das Strategientupel
(pi1, ..., pii−1, ρ, pii+1, ..., piN ).
Sei ε ≥ 0 und Y ⊂ X. Ein Strategientupel pi∗ = (pi1∗, ..., piN∗) ∈ Π heißt ε-Nash-Equilibrium bezu¨glich
Y , falls fu¨r jedes i = 1, ..., N die Ungleichung
J i(x, pi∗) ≥ J i(x, (pii, pi−i∗))− ε (1.9)
fu¨r alle Strategien pii ∈ Πi und fu¨r alle x ∈ Y gilt. Ist Y = X, so sprechen wir kurz von einem
ε-Nash-Equilibrium oder auch nur ε-Equilibrium.
Ein 0-Equilibrium wird auch als Nash-Equilibrium bezeichnet.
Das Tupel pi∗ ist also ein ε-Equilibrium, falls eine einseitige Abweichung eines der Spieler dem betref-
fenden Spieler nur einen maximalen Gewinn von ε bringt. Spielen die Spieler pi∗, so befindet sich das
Spiel in einem gewissen Gleichgewicht.
Eine Diskussion des Konzeptes der Nash-Equilibria (fu¨r den Fall statischer Spiele) findet der Leser in
[72]. Grundsa¨tzlich ist zu sagen, dass das Spielen eines Nash-Equilibriums zu einem stabilen Verhalten
des Spieles fu¨hrt. Sind keine fu¨r alle Spieler bindenden Absprachemo¨glichkeiten der Spieler vorgese-
hen, so werden die Spieler ha¨ufig ein Interesse an einer solchen Stabilita¨t haben. Außerdem bildet die
Eigenschaft, dass kein einzelner Spieler ein Interesse an einer Abweichung vom Equilibrium hat, in
gewisser Weise eine natu¨rliche Erweiterung des Optimalita¨tskonzeptes im Nullsummen-Fall.
Anhand von illustrierenden Beispielen werden in [72] jedoch einige Einwa¨nde gegen die Verwendung
dieses Lo¨sungsbegriffes erhoben. Der wesentliche Nachteil besteht darin, dass es mehrere verschiedene
Nash-Equilibria geben kann, die sich in den Auszahlungen an die Spieler unterscheiden. Selbst wenn
gewisse Absprachen der Spieler untereinander erlaubt sind, so wird es i.a. nicht mo¨glich sein, immer
ein fu¨r alle Spieler gu¨nstiges Nash-Equilibrium zu finden. Spielen die einzelnen Spieler aber Strate-
gien, die zu verschiedenen Nash-Equilibria geho¨ren, so ist das entstehende Strategientupel i.a. kein
Nash-Equilibrium mehr.
Einen umfangreichen U¨berblick u¨ber die Mo¨glichkeiten der Verfeinerung des Nash-Equilibrium-Kon-
zeptes entha¨lt [85].
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Der Kenntnisstand u¨ber die Eigenschaften von Nash-Equilibria in Nicht-Nullsummen-Spielen entha¨lt
noch heute viele Lu¨cken.
So wurde die Existenz eines Nash-Equilibriums in stationa¨ren Strategien fu¨r diskontierte Spiele mit
endlichen Zustands- und Aktionenra¨umen bereits 1964 von Fink [21] bewiesen. U¨ber die Struktur der
Menge solcher Equilibria selbst ist allerdings wenig bekannt.
Wichtige Ergebnisse fu¨r diskontierte Spiele mit u¨berabza¨hlbarem Zustandsraum sind die Existenz
von Nash-Equilibria in nichtstationa¨ren Strategien (Mertens und Parthasarathy [53]), die Existenz
von stationa¨ren korrelierten Equilibria (Nowak und Raghavan [66]) und die Existenz stationa¨rer ε-
Nash-Equilibria (Rieder [74], Whitt [90], Nowak [59]). Die Existenz stationa¨rer Nash-Equilibria fu¨r
diskontierte Spiele mit u¨berabza¨hlbarem Zustandsraum ist noch offen.
Im Fall des Durchschnittsgewinnes wurde die lange offene Frage der Existenz eines Nash-Equilibriums
fu¨r Spiele mit endlichem Zustands- und Aktionenraum erst vor wenigen Jahren durch Vieille [89] po-
sitiv beantwortet.
Fu¨r Spiele mit abza¨hlbarem Zustandsraum werden in [1], [16] und [79] spezielle Bedingungen angege-
ben, unter denen Nash-Equilibria existieren.
Schließlich untersuchen die Arbeiten von Nowak [62], Ku¨enle [44] und Nowak und Altman [65] Nicht-
Nullsummen-Spiele mit allgemeinen Zustands- und Aktionenra¨umen. In [62] wird die Existenz von
stationa¨ren korrelierten Equilibria unter bestimmten Bedingungen bewiesen, in [44] und [65] unter
verschiedenen Annahmen die Existenz stationa¨rer ε-Nash-Equilibria.
Im Kapitel 3 der vorliegenden Arbeit untersuchen wir Nicht-Nullsummen-Spiele mit einer speziellen
Struktur, sogenannte SER-SIT-Spiele, fu¨r den Fall Borelscher Zustands- und Aktionenra¨ume. Wir be-
weisen die Existenz stationa¨rer Nash-Equilibria bezu¨glich gewisser Anfangszusta¨nde fu¨r diese Spiele
unter relativ allgemeinen Voraussetzungen. Außerdem zeigen wir, dass sich diese Gleichgewichte durch
die Betrachtung von Nash-Equilibria in gewissen statischen Spielen bestimmen lassen. Dabei ergeben
sich diese statischen Spiele aus den Daten des untersuchten dynamischen Ausgangsspieles.
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Kapitel 2
Eine spezielle Klasse von
Zwei-Personen-Nullsummen-Spielen
mit Borelschen Zustands- und
Aktionenra¨umen
In diesem Kapitel untersuchen wir Nullsummen-Spiele mit N = 2 Spielern, die speziellen Bedingungen
genu¨gen.
Inbesondere lassen wir zu, dass die Gewinnfunktion mo¨glicherweise unbeschra¨nkt sein kann.
Unsere grundlegende Annahme A1 wird in verwandter Form in anderen Arbeiten zu Markovschen
Entscheidungsmodellen und Markov-Spielen verwendet, so z.B. in [1] oder [29].
Mit sehr a¨hnlichen Problemen bescha¨ftigen sich Arbeiten von Nowak [64], Ku¨enle [43], Herna´ndez-
Lerma und Lasserre [30] und Jas´kiewicz und Nowak [37].
In allen Arbeiten werden im wesentlichen drei Dinge untersucht:
(a) die Existenz von Lo¨sungen der Optimalita¨tsgleichung,
(b) die Existenz des Wertes des Spieles und
(c) die Existenz (ε-)optimaler stationa¨rer Strategien.
In [30], [37] und [64] wird dabei ausgenutzt, dass aus Spezialfa¨llen von Annahme A1 und einigen
Regularita¨tsbedingungen an die Parameter des Spieles die W -geometrische Ergodizita¨t der Folge der
Zusta¨nde folgt.
Die vorliegende Arbeit beschreitet einen anderen Weg, der sich in a¨hnlicher Form in [43] findet. Wir
beweisen, dass eine Familie von Funktionalgleichungen
u = sup
f∈F1
inf
g∈F2
{rfg − (1− ζfg)η + pfgu− γζfg}
fu¨r jedes η eine Lo¨sung (u∗, γ∗) besitzt. Anschließend zeigen wir, dass ein η existiert, fu¨r das γ∗ = η
ist. Damit hat die Optimalita¨tsgleichung eine Lo¨sung. (b) und (c) folgen mit Standardargumenten aus
der dynamischen Optimierung.
Nachdem in 2.1 die Modellannahmen und erste Folgerungen dargestellt werden, widmet sich Abschnitt
2.2 den Voraussetzungen, die von Nowak in [64] verwendet werden. Zuna¨chst zeigen wir, dass sich
ein Modell mit einer beliebigen Funktion ζ(x) in A3 auf ein Modell zuru¨ckfu¨hren la¨sst, bei dem ζ
Indikatorfunktion einer Menge C ist. In [64] wird diese Gestalt von ζ vorausgesetzt. Dann beweisen
wir (a), ohne wie in [64] die Beschra¨nktheit der Gewichtsfunktion W auf C vorauszusetzen.
In Abschnitt 2.3 zeigen wir, dass unter den Annahmen aus [30] ebenfalls (a) und damit auch (b) und
(c) folgen. Im Gegensatz zu [30] beno¨tigen wir dafu¨r jedoch nicht die Existenz einer Dichtefunktion
fu¨r das Bewegungsgesetz.
Obwohl die Beweislinie der Aussagen in 2.2 und 2.3 in Grundzu¨gen gleich verla¨uft, sind die Details
sehr verschieden.
Abschnitt 2.4 verallgemeinert die Aussagen aus [43] leicht.
In allen angesprochenen Fa¨llen wird die Sattelpunktbedingung A2 vorausgesetzt. In 2.5 geben wir
fu¨r diese Annahme hinreichende Bedingungen an. Die dort getroffenen Aussagen gelten fu¨r jedes der
in 2.2-2.4 untersuchten Modelle. So erhalten wir eine weitere Verallgemeinerung der Aussagen in den
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angesprochenen Arbeiten.
Schließlich befaßt sich Abschnitt 2.6 mit der oben erwa¨hnten W -geometrischen Ergodizita¨t der Folge
der Zusta¨nde. Es werden einige der in [30], [37] und [64] verwendeten Eigenschaften bewiesen. Wir
konkretisieren eine Eindeutigkeitsaussage, die in [37] zwar nicht formuliert, jedoch bewiesen wird.
Ein Teil der Resultate dieses Kapitels wird demna¨chst in [46] vero¨ffentlicht.
2.1 Grundlegende Annahmen
Zuerst wollen wir einige nu¨tzliche Schreibweisen definieren.
Fu¨r eine gegebene Menge Y sei P (Y ) die Familie aller Wahrscheinlichkeitsmaße auf Y . Ist Y ein
Borelraum, so ist auch P (Y ), versehen mit der schwachen Topologie, ein Borelraum ([11], Korollar
7.25.1).
Seien x ∈ X, ν1 ∈ P (A1(x)) und ν2 ∈ P (A2(x)) gegeben. Ist ω eine meßbare Abbildung von K in die
reellen Zahlen R, so schreiben wir
ω(x, ν1, ν2) :=
∫
A1(x)
∫
A2(x)
ω(x, a1, a2)ν2(db)ν1(da). (2.1)
Ist f ∈ F1, so ist f eine U¨bergangswahrscheinlichkeit von X nach A1 mit f(A1(x)|x) = 1 fu¨r alle
x ∈ X. Mit f(x)(.) := f(.|x) fu¨r x ∈ X ist f(x) ∈ P (A1(x)). Ebenso definiert g(x) ein Wahrschein-
lichkeitsmaß auf P (A2(x)) fu¨r ein g ∈ F2. Mit (2.1) ko¨nnen wir demnach ωfg(x) := ω(x, f(x), g(x))
schreiben. Wir bemerken, dass ωfg eine meßbare Abbildung ist (siehe z.B. [11]). Insbesondere definie-
ren wir rfg(x) und pfg(.|x) auf die oben beschriebene Art und Weise.
Nehmen wir an, die Spieler spielen stationa¨re Strategien (f, g) ∈ F. Wir ko¨nnen pfg als einen sto-
chastischen Kern von X in sich selbst ansehen. Legen wir einen Anfangszustand X0 = x ∈ X fest,
so ist der stochastische Prozess {Xn} der Zusta¨nde des Spiels zu den Zeitpunkten n = 0, 1, 2, ... eine
Markov-Kette mit pfg als U¨bergangskern.
Wie u¨blich definieren wir den n-Schritt-U¨bergangskern als
pnfg(.|x) :=
∫
X
pn−1fg (.|y)pfg(dy|x) (2.2)
fu¨r n ≥ 1 und p0fg(.|x) := δx(.) (Dirac-Maß).
Sei q = (q(n))n=0,1,2,... eine Wahrscheinlichkeitsverteilung auf den nichtnegativen ganzen Zahlen
0,1,2,... Dann definiert
Kqfg(.|x) :=
∞∑
n=0
q(n)pnfg(.|x) (2.3)
einen stochastischen Kern von X in sich selbst. Ist q = δ1, so ist K
q
fg = pfg. Ist q die geometrische
Verteilung mit einem Parameter ϑ ∈ (0, 1), d.h. ist q(n) = (1−ϑ)ϑn, so nennen wir Kqfg die Resolvente
der Markov-Kette {Xn}.
Folgende Annahme sollen in diesem Kapitel gelten:
Annahme A1:
Es existieren meßbare Funktionen W : X → [1,∞) und ζ : K → [0, 1] sowie eine Wahrscheinlichkeits-
verteilung q, so dass folgende Aussagen gelten
a Es gibt eine reelle Konstante r1 mit
sup
x∈X,a1∈A1(x),a2∈A2(x)
|r(x, a1, a2)| ≤ r1W (x) (2.4)
b Es gibt reelle Konstanten α ∈ (0, 1) und β > 0 mit∫
X
W (t)p(dt|x, a1, a2) ≤ αW (x) + βζ(x, a1, a2) (2.5)
fu¨r alle (x, a1, a2) ∈ K.
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c Fu¨r jedes Strategienpaar (f, g) ∈ F gibt es ein Wahrscheinlichkeitsmaß µfg auf B(X) mit
Kqfg(.|x) ≥ ζfg(x)µfg(.) (2.6)
fu¨r alle x ∈ X.
d Es existieren Strategien (f, g) ∈ F, fu¨r die ζfg(x) > 0 fu¨r mindestens ein x ∈ X gilt.
Die Funktion ζfg : X → R ist analog zu rfg definiert, s. oben.
Die Annahmen A1.b und A1.c haben ihren Ursprung in Bedingungen aus der Theorie der Mar-
kovschen Ketten (siehe z.B. [55]), sind jedoch etwas allgemeiner als die dort verwendeten Annahmen
formuliert. Na¨here Erla¨uterungen dazu folgen in Kapitel 2.6.
Die Aufnahme von A1.d hat beweistechnische Gru¨nde. Gilt diese Annahme nicht, so wa¨re jedoch
auch A1.c trivialerweise erfu¨llt.
Wir bemerken, dass mit A1.a und A1.b die Wohldefiniertheit von (1.2) folgt.
In den folgenden Kapiteln werden wir einige Spezialfa¨lle von A1 behandeln.
Zuvor wollen wir jedoch noch einige weitere Bezeichnungen einfu¨hren.
Es sei V die meßbare Funktion von X nach R mit V (x) :=W (x) + β fu¨r alle x ∈ X.
Definition 2.1. Fu¨r eine Funktion u : X → R sei
||u||V := sup
x∈X
|u(x)|
V (x)
. (2.7)
Weiterhin sei V die Menge aller meßbaren Funktionen u mit ||u||V <∞.
V kann hier also als Gewichtsfunktion angesehen werden. Es ist klar, dass V ein Banachraum ist, der
die beschra¨nkten meßbaren Funktionen von X nach R als Untermenge entha¨lt. Insbesondere liegt rfg
als meßbare Funktion wegen A1.a in V.
Fu¨r ein Paar von Strategien (f, g) ∈ F seien folgende Operatoren definiert:
• pfg : V → V mit pfgu(x) :=
∫
X
u(t)pfg(dt|x)
• µfg : V → R mit µfgu :=
∫
X
u(t)µfg(dt)
• Pfg : V → V mit Pfgu(x) := pfgu(x)− ζfg(x)µfgu
• Tfg : V → V with Tfgu(x) := rfg(x) + pfgu(x)
• T ηfg : V → V with T ηfgu(x) := rfg(x)− (1− ζfg(x))η + pfgu(x)
fu¨r η ∈ R, u ∈ V, x ∈ X.
Aus Annahme A1.b folgt
pfgW (x) =
∫
X
W (t)pfg(dt|x) ≤ αW (x) + βζfg(x) (2.8)
fu¨r alle (f, g) ∈ F.
Um einzusehen, dass fu¨r jedes u ∈ V auch Pfgu, Tfgu und T ηfgu wieder in V liegen, genu¨gt es zu
zeigen, dass pfgu in V liegt. pfgu ist meßbar (siehe z.B. [11], Proposition 7.29). Außerdem folgern wir
aus (2.8), dass fu¨r alle x ∈ X gilt
|pfgu(x)| = |
∫
X
u(t)pfg(dt|x)|
≤ ||u||V
∫
X
V (t)pfg(dt|x)
≤ ||u||V {αV (x) + (1− α+ ζfg(x))β}
≤ ||u||V (α+ 2β − αβ)V (x)
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Abschließend definieren wir fu¨r x ∈ X
LT ηu(x) := sup
f∈F1
inf
g∈F2
T ηfgu(x)
und
LTu(x) := sup
f∈F1
inf
g∈F2
Tfgu(x).
Nun ko¨nnen wir eine weitere wesentliche Annahme dieses Kapitels formulieren:
Annahme A2:
Fu¨r jedes ε > 0 und jedes u ∈ V gibt es stationa¨re Strategien fε ∈ F1, gε ∈ F2 mit
Tfgεu− ε ≤ Tfεgεu ≤ Tfεgu+ ε (2.9)
fu¨r alle (f, g) ∈ F.
Annahme A2 fordert die Existenz eines ε-Sattelpunktes. In Abschnitt 2.5 werden wir hinreichen-
de Bedingungen fu¨r die Gu¨ltigkeit von A2 angeben.
Sei u ∈ V fest gewa¨hlt. Mit (2.9) erhalten wir
inf
g∈F2
sup
f∈F1
Tfgu− ε ≤ sup
f∈F1
Tfgεu− ε
≤ Tfεgεu
≤ inf
g∈F2
Tfεgu+ ε
≤ sup
f∈F1
inf
g∈F2
Tfgu+ ε
≤ inf
g∈F2
sup
f∈F1
Tfgu+ ε
Lassen wir nun ε gegen 0 streben, so folgt
LTu = sup
f∈F1
inf
g∈F2
Tfgu = inf
g∈F2
sup
f∈F1
Tfgu (2.10)
und
Tfgεu− 2ε ≤ LTu ≤ Tfεgu+ 2ε (2.11)
fu¨r alle (f, g) ∈ F.
Insbesondere gilt
Tfεgεu− 2ε ≤ LTu ≤ Tfεgεu+ 2ε.
Setzen wir nun ε = n−1 fu¨r n = 1, 2, ... und definieren durch hn := Tfεgεu eine zugeho¨rige Folge
meßbarer Funktionen in V, so gilt
|LTu(x)− hn(x)| ≤ 2n−1
fu¨r alle x ∈ X. Es gilt also LTu(x) = lim
n→∞hn(x) fu¨r alle x ∈ X. Damit ist LTu meßbar und liegt in
V (siehe z.B. [8]).
Zum Abschluss dieses Abschnittes wollen wir eine Kontraktionseigenschaft des Operators Pfg zeigen,
die in weiteren Beweisen eine zentrale Rolle spielen wird. Wir setzen dabei voraus, dass Kqfg = pfg
gilt, dass also in (2.3) q = δ1 gesetzt wird.
Lemma 2.1. Angenommen, es gelten A1.b und A1.c mit q = δ1. Dann gilt:
(a) Es existiert eine Konstante λ ∈ (0, 1) mit
PfgV < λV (2.12)
fu¨r jedes Strategienpaar (f, g) ∈ F.
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(b) Pfg ist eine isotone lineare Abbildung.
(c) Fu¨r beliebige u1, u2 ∈ V gilt
|Pfgu1(x)− Pfgu2(x)| ≤ ||u1 − u2||V PfgV (x) (2.13)
fu¨r jedes Strategienpaar (f, g) ∈ F.
Beweis. (a) Sei (f, g) ∈ F ein fixiertes Strategienpaar. Mit λ := α+β1+β gilt α < λ < 1 und β =
λ− α + λβ ≤ (λ− α)W (x) + λβ fu¨r alle x ∈ X. µfg aus A1.c ist ein Wahrscheinlichkeitsmaß,
und somit ist µfgV > µfgβ = β. Unter Anwendung von (2.8) erhalten wir
pfgV (x) = pfgW (x) + β
≤ αW (x) + βζfg(x) + β
< αW (x) + ζfg(x)µfgV + β
≤ αW (x) + ζfg(x)µfgV + (λ− α)W (x) + λβ
= λ(W (x) + β) + ζfg(x)µfgV
= λV (x) + ζfg(x)µfgV
fu¨r alle x ∈ X.
(b) Nach Voraussetzung gibt es ein Wahrscheinlichkeitsmaß µfg auf B(X) mit
pfg(.|x) ≥ ζfg(x)µfg(.)
fu¨r alle x ∈ X.
Seien u1, u2 ∈ V, u2 ≥ u1. Es ist u2 − u1 ≥ 0, und wir erhalten
pfgu2(x)− pfgu1(x) =
∫
X
(u2(t)− u1(t))pfg(dt|x)
≥ ζfg(x)
∫
X
(u2(t)− u1(t))µfg(dt)
= ζfg(x)µfgu2 − ζfg(x)µfgu1
fu¨r alle x ∈ X. Demnach ist
Pfgu2 = pfgu2 − ζfgµfgu2 ≥ pfgu1 − ζfgµfgu1 = Pfgu1.
Die Linearita¨t von Pfg folgt direkt aus der Definition.
(c) Aus (2.7) bekommen wir |u1(x) − u2(x)| ≤ ||u1 − u2||V V (x) fu¨r alle x ∈ X. Das ist a¨quivalent
zu
−||u1 − u2||V V (x) ≤ u1(x)− u2(x) ≤ ||u1 − u2||V V (x).
Wenden wir Teil (b) an, so gilt
−||u1 − u2||V PfgV (x) ≤ Pfg(u1 − u2)(x) ≤ ||u1 − u2||V PfgV (x),
oder |Pfg(u1 − u2)(x)| ≤ ||u1 − u2||V PfgV (x).
2.2 Der Fall ζfg = ζ und q = δ1
In diesem Abschnitt wollen wir Annahme A1 in folgender Weise spezialisieren:
Die Funktion ζfg aus A1.b-d soll nicht von der Wahl der Strategien f und g abha¨ngen. Die Wahr-
scheinlichkeitsverteilung q aus A1 sei das Dirac-Maß δ1. Wir ersetzen also Annahme A1 durch
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Annahme A3:
Es existieren meßbare Funktionen W : X → [1,∞) und ζ : X → [0, 1], so dass folgende Aussagen
gelten
a Es gibt eine reelle Konstante r1 mit
sup
x∈X,a∈A1(x),b∈A2(x)
|r(x, a1, a2)| ≤ r1W (x) (2.14)
b Es gibt reelle Konstanten α ∈ (0, 1) und β > 0 mit∫
X
W (t)p(dt|x, a1, a2) ≤ αW (x) + βζ(x) (2.15)
fu¨r alle (x, a1, a2) ∈ K.
c Fu¨r jedes Strategienpaar (f, g) ∈ F gibt es ein Wahrscheinlichkeitsmaß µfg auf B(X) mit
pfg(.|x) ≥ ζ(x)µfg(.) (2.16)
fu¨r alle x ∈ X.
d Es gilt ζ(x) > 0 fu¨r mindestens ein x ∈ X.
Die zentrale Aussage dieses Abschnittes ist das
Theorem 2.1. Angenommen, es gelten A2 und A3.
(a) Es gibt eine Lo¨sung (u∗, ϕ∗) ∈ V × R der Gleichung
u+ ϕ = LTu. (2.17)
(b) Ist (u∗, ϕ∗) ∈ V × R Lo¨sung von (2.17), so gilt v(x) = ϕ∗ fu¨r alle x ∈ X. Fu¨r jedes ε > 0
existieren ε-optimale stationa¨re Strategien fu¨r beide Spieler.
Gleichung (2.17) wird Optimalita¨tsgleichung des Spieles genannt.
Fu¨r den Beweis von Theorem 2.1 wird eine Reihe von Lemmata beno¨tigt.
Zuna¨chst zeigen wir, dass wir o.B.d.A. annehmen ko¨nnen, dass ζ = δIC fu¨r eine gewisse Konstante
δ ∈ (0, 1) und eine nichtleere Menge C ∈ B(X) ist. Wie u¨blich bezeichnet dabei IC die Indikatorfunk-
tion der Menge C.
Anschließend werden wir Theorem 2.1 fu¨r diese spezielle Gestalt von ζ beweisen.
Lemma 2.2. Es gelte A3.b-d.
Dann existiert eine nichtleere Menge C ∈ B(X), so dass folgende Aussagen gelten
(a) Es gibt reelle Konstanten α˜ ∈ (0, 1) und β˜ > 0 mit∫
X
W (t)p(dt|x, a1, a2) ≤ α˜W (x) + β˜IC(x) (2.18)
fu¨r alle (x, a1, a2) ∈ K.
(b) Es gibt eine Konstante δ ∈ (0, 1), so dass fu¨r jedes Strategienpaar (f, g) ∈ F ein Wahrschein-
lichkeitsmaß µfg auf B(X) existiert mit
pfg(.|x) ≥ δIC(x)µfg(.) (2.19)
fu¨r alle x ∈ X.
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Beweis. Nach A3.d gibt es ein x0 ∈ X mit ζ(x0) > 0. Wir setzen
δ := min{1− α
2β
,
ζ(x0)
2
}. (2.20)
Offensichtlich ist δ ∈ (0, 1). Nun definieren wir eine Menge C durch
C := {x ∈ X|ζ(x) ≥ δ}.
Da nach (2.20) ζ(x0) > δ ist, ist x0 ∈ C, also ist C nichtleer. Wegen der Meßbarkeit von ζ ist außerdem
C ∈ B(X). Das Komplement von C bezeichnen wir mit Cc. Aus A3.b erhalten wir∫
X
W (t)p(dt|x, a1, a2) ≤ αW (x) + βζ(x)
= αW (x) + βζ(x)ICc(x) + βζ(x)IC(x)
≤ αW (x) + βδ + βIC(x)
≤ (α+ βδ)W (x) + βIC(x)
fu¨r alle (x, a1, a2) ∈ K. Wegen (2.20) ist βδ < 1− α. Setzen wir α˜ := α + βδ ∈ (α, 1) und β˜ := β, so
gilt (2.18).
Andererseits existiert nach A3.c fu¨r jedes Strategienpaar (f, g) ∈ F ein Wahrscheinlichkeitsmaß µfg
auf B(X) mit
pfg(.|x) ≥ ζ(x)µfg(.) ≥ ζ(x)IC(x)µfg(.) ≥ δIC(x)µfg(.)
fu¨r alle x ∈ X, also auch (2.19).
Im Rest dieses Kapitels werden wir die in Lemma 2.2 definierten Gro¨ßen δ und C als gegeben anneh-
men. Wir ersetzen die Ungleichungen (2.15) und (2.16) durch (2.18) und (2.19), wobei wir die Bezeich-
nungnen α und β fu¨r α˜ und β˜ verwenden werden. Insbesondere ergeben sich die in Abschnitt 2.1 defi-
nierten Operatoren Pfg und T
η
fg nun durch Pfgu = pfgu−δICµfgu und T ηfgu := rfg−(1−δIC)η+pfgu.
Die folgenden Lemmata 2.3-2.5 werden beno¨tigt, um Lemma 2.6 zu beweisen.
Lemma 2.3. Es gelte A3.b-d. Dann gibt es eine Konstante M , so dass fu¨r alle Strategienpaare
(f, g) ∈ F gilt:
µfgV ≤M (2.21)
Beweis. Aus (2.18) und (2.19) folgt fu¨r (f, g) ∈ F, dass
µfgV =
∫
X
V (t)µfg(dt) ≤ 1
δ
∫
X
V (t)pfg(dt|x)
=
1
δ
∫
X
W (t)pfg(dt|x) + β
δ
≤ α
δ
W (x) +
β
δ
IC(x) +
β
δ
fu¨r jedes x ∈ C. C ist nichtleer, das heißt
µfgV ≤ α
δ
inf
x∈C
W (x) + 2
β
δ
=:M .
Lemma 2.4. Fu¨r jede beliebige nichtleere Menge D ⊂ X und jedes u ∈ V gibt es eine Konstante
d0 ∈ R mit
sup
ξ∈D
u(ξ)− d0
V (ξ)
= − inf
ξ∈D
u(ξ)− d0
V (ξ)
. (2.22)
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Beweis. Es seien h1(d) := sup
ξ∈D
u(ξ)−d
V (ξ) und h2(d) := sup
ξ∈D
d−u(ξ)
V (ξ) = − infξ∈D
u(ξ)−d
V (ξ) fu¨r d ∈ R.
Wir wa¨hlen x0 ∈ D beliebig. Fu¨r U := |u(x0)|+ V (x0)||u||V + 1 > 0 erhalten wir
u(ξ)− U
V (ξ)
=
u(ξ)
V (ξ)
− U
V (ξ)
≤ u(ξ)
V (ξ)
≤ |u(ξ)|
V (ξ)
≤ ||u||V fu¨r alle ξ ∈ D.
Das bedeutet h1(U) ≤ ||u||V . Andererseits ist U > |u(x0)| + V (x0)||u||V ≥ u(x0) + V (x0)||u||V ,
demnach U−u(x0)V (x0) > ||u||V , also h2(U) > ||u||V .
Weiterhin gilt U > |u(x0)|+ V (x0)||u||V ≥ −u(x0) + V (x0)||u||V . Daraus folgt u(x0)+UV (x0) > ||u||V , und
somit h1(−U) > ||u||V . Fu¨r h2 ergibt sich
−U − u(ξ)
V (ξ)
= − U
V (ξ)
− u(ξ)
V (ξ)
≤ − u(ξ)
V (ξ)
≤ |u(ξ)|
V (ξ)
≤ ||u||V fu¨r alle ξ ∈ D.
Also ist h2(−U) ≤ ||u||V .
Zusammenfassend gilt h1(−U) > ||u||V ≥ h2(−U) und h1(U) ≤ ||u||V < h2(U). h1 und h2 sind stetig,
folglich gibt es ein d0 mit h1(d0) = h2(d0).
Lemma 2.5. Angenommen, es gelten A2 und A3.
Fu¨r alle u1, u2 ∈ V und jedes η ∈ R gibt es eine Konstante d ∈ R mit
||LT ηu1 − LT ηu2 − dIC ||V ≤ λ||u1 − u2||V . (2.23)
Beweis. Wir definieren w(x) := LT ηu1(x)− LT ηu2(x) = LTu1(x)− LTu2(x) ∈ V.
Sei ε > 0 fest vorgegeben.
Unter Anwendung von Lemma 2.4 ko¨nnen wir ein d ∈ R wa¨hlen, fu¨r das
sup
ξ∈C
w(ξ)−d
V (ξ) = − infξ∈C
w(ξ)−d
V (ξ) gilt.
Es gibt x1, x2 ∈ C mit
sup
ξ∈C
w(ξ)− d
V (ξ)
≤ w(x1)− d
V (x1)
+ ε
und
inf
ξ∈C
w(ξ)− d
V (ξ)
≥ w(x2)− d
V (x2)
− ε.
Falls C mehr als ein Element entha¨lt, ist es o.B.d.A. mo¨glich, x1, x2 mit x1 6= x2 zu wa¨hlen. Auf den
Fall eines einelementigen C kommen wir spa¨ter zuru¨ck.
Wegen (2.11) existieren stationa¨re Strategien fi ∈ F1, gi ∈ F2 (i = 1, 2) mit
Tfgiui − εV ≤ Tfgiui − ε ≤ LTui
fu¨r jedes f ∈ F1 und
Tfigui + εV ≥ Tfigui + ε ≥ LTui
fu¨r jedes g ∈ F2 (i = 1, 2). Daraus folgt, dass
w = LTu1 − LTu2 ≤ Tf1g2u1 − Tf1g2u2 + 2εV = pf1g2u1 − pf1g2u2 + 2εV
und
−w = LTu2 − LTu1 ≤ Tf2g1u2 − Tf2g1u1 + 2εV = pf2g1u2 − pf2g1u1 + 2εV.
Da wir x1 6= x2 gewa¨hlt haben, existieren stationa¨re Strategien (f∗, g∗) ∈ F mit
f∗(.|x1) = f1(.|x1), f∗(.|x2) = f2(.|x2), g∗(.|x1) = g2(.|x1), g∗(.|x2) = g1(.|x2).
Sei zuerst x ∈ C. Wir stellen fest, dass
inf
ξ∈C
w(ξ)− d
V (ξ)
≤ w(x)− d
V (x)
≤ sup
ξ∈C
w(ξ)− d
V (ξ)
= − inf
ξ∈C
w(ξ)− d
V (ξ)
gilt, und demnach
inf
ξ∈C
w(ξ)− d
V (ξ)
≤ −w(x)− d
V (x)
≤ − inf
ξ∈C
w(ξ)− d
V (ξ)
.
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Mit
|w(x)− d
V (x)
| ≤ − inf
ξ∈C
w(ξ)− d
V (ξ)
= sup
ξ∈C
w(ξ)− d
V (ξ)
erhalten wir
|w(x)− d
V (x)
(V (x1) + V (x2))
≤ (sup
ξ∈C
w(ξ)− d
V (ξ)
) V (x1)− ( inf
ξ∈C
w(ξ)− d
V (ξ)
) V (x2)
≤ w(x1)− d
V (x1)
V (x1) + εV (x1)− w(x2)− d
V (x2)
V (x2) + εV (x2)
= w(x1)− w(x2) + ε(V (x1) + V (x2))
≤ pf1g2u1(x1)− pf1g2u2(x1) + 2εV (x1)
+ pf2g1u2(x2)− pf2g1u1(x2) + 2εV (x2)
+ ε(V (x1) + V (x2))
= pf1g2(u1 − u2)(x1)− pf2g1(u1 − u2)(x2) + 3ε(V (x1) + V (x2))
= pf∗g∗(u1 − u2)(x1)− pf∗g∗(u1 − u2)(x2) + 3ε(V (x1) + V (x2))
= pf∗g∗(u1 − u2)(x1)− δIC(x1)µf∗g∗(u1 − u2)
− pf∗g∗(u1 − u2)(x2) + δIC(x2)µf∗g∗(u1 − u2)
+ 3ε(V (x1) + V (x2))
= Pf∗g∗(u1 − u2)(x1)− Pf∗g∗(u1 − u2)(x2) + 3ε(V (x1) + V (x2))
≤ Pf∗g∗V (x1)||u1 − u2||V + Pf∗g∗V (x2)||u1 − u2||V + 3ε(V (x1) + V (x2))
≤ λV (x1)||u1 − u2||V + λV (x2)||u1 − u2||V + 3ε(V (x1) + V (x2))
= (λ||u1 − u2||V + 3ε)(V (x1) + V (x2)).
Die letzten beiden Ungleichungen folgen aus (2.13) und (2.12). Zusammenfassend gilt
|w(x)− d
V (x)
| ≤ λ||u1 − u2||V + 3ε.
Fu¨r ε→ 0 erhalten wir |w(x)−d|V (x) ≤ λ||u1 − u2||V fu¨r alle x ∈ C.
Ist andererseits x 6∈ C, so ergibt sich wieder
w(x) ≤ pf1g2u1(x)− pf1g2u2(x) + 2εV (x)
= pf1g2(u1 − u2)(x) + 2εV (x)
= pf1g2(u1 − u2)(x)− δIC(x)µf1g2(u1 − u2) + 2εV (x)
= Pf1g2(u1 − u2)(x) + 2εV (x)
≤ λV (x)||u1 − u2||V + 2εV (x)
und auf analoge Weise −w(x) ≤ λV (x)||u1 − u2||V + 2εV (x).
Das bedeutet |w(x)|V (x) ≤ λ||u1 − u2||V + 2ε fu¨r alle x 6∈ C, und |w(x)V (x) | ≤ λ||u1 − u2||V fu¨r ε→ 0.
Fassen wir beide Fa¨lle zusammen, so haben wir
|w(x)− dIC(x)|
V (x)
=
|LT ηu1(x)− LT ηu2(x)− dIC(x)|
V (x)
≤ λ||u1 − u2||V
fu¨r alle x ∈ X. Das beweist (2.23).
Es bleibt der Fall, dass C nur ein Element entha¨lt, sagen wir x0. Die nach Lemma 2.4 gewa¨hlte
Konstante d erfu¨llt die Gleichung
sup
ξ∈C
w(ξ)− d
V (ξ)
=
w(x0)− d
V (x0)
= − inf
ξ∈C
w(ξ)− d
V (ξ)
= −w(x0)− d
V (x0)
,
aus der d = w(x0) folgt. Es ergibt sich
|w(x0)−d|
V (x0)
= 0 ≤ λ||u1 − u2||V fu¨r das einzige Element x0 ∈ C
und |w(x)V (x) | ≤ λ||u1 − u2||V fu¨r alle x 6∈ C wie oben.
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Das na¨chste Lemma bescha¨ftigt sich mit der Lo¨sbarkeit einer parametrischen Klasse von Funktional-
gleichungen.
Lemma 2.6. Angenommen, es gelten A2 und A3.
Fu¨r jedes η ∈ R hat die Funktionalgleichung
u+ δICγ = LT ηu (2.24)
eine Lo¨sung (u∗, γ∗) ∈ V × R.
Beweis. Sei u0 ∈ V beliebig, d0 = 0. Wir definieren rekursiv zwei Folgen (ui), ui ∈ V und (di), di ∈ R
(i = 1, 2, ...) auf folgende Weise:
Fu¨r i = 1, 2, ... setzen wir ui := LT ηui−1 − δdi−1IC ∈ V.
Nach Lemma 2.5 gibt es ein d˜ ∈ R mit
||LT ηui − LT ηui−1 − d˜IC ||V ≤ λ||ui − ui−1||V .
Setzen wir di := di−1 + 1δ d˜, so gilt fu¨r die so konstruierten Folgen
||ui+1 − ui||V = ||LT ηui − δdiIC − LT ηui−1 + δdi−1IC ||V
= ||LT ηui − LT ηui−1 − (δdi − δdi−1)IC ||V
= ||LT ηui − LT ηui−1 − d˜IC ||V
≤ λ||ui − ui−1||V .
Demnach ist (ui) eine Cauchy-Folge. Der Raum V ist vollsta¨ndig, deshalb konvergiert die Folge fu¨r
i→∞ gegen ein u∗ ∈ V.
Sei ε > 0 fest. Es gibt ein n0, so dass ||u∗ − ui||V ≤ ε fu¨r alle i ≥ n0, oder u∗ − εV ≤ ui ≤ u∗ + εV .
Nach Definition ist Tfg ein isotoner Operator fu¨r alle (f, g) ∈ F. Wenden wir Tfg auf die Ungleichung
an, so folgt
Tfg(u∗ − εV )− u∗ − εV ≤ Tfgui − ui+1 ≤ Tfg(u∗ + εV )− u∗ + εV
und
Tfgu
∗ − u∗ − pfgεV − εV ≤ Tfgui − ui+1 ≤ Tfgu∗ − u∗ + pfgεV + εV.
Weiter erhalten wir
Tfgu
∗ − u∗ − ε(PfgV + δICµfgV )− εV ≤ Tfgui − ui+1
≤ Tfgu∗ − u∗ + ε(PfgV + δICµfgV ) + εV,
und wegen (2.12) und Lemma 2.3 folgt
Tfgu
∗ − u∗ − ε(λV + δM)− εV ≤ Tfgui − ui+1 ≤ Tfgu∗ − u∗ + ε(λV + δM) + εV.
Die Subtraktion des Terms (1− δIC)η fu¨hrt zu
T ηfgu
∗ − u∗ − ε(λ+ δM + 1)V ≤ T ηfgui − ui+1 ≤ T ηfgu∗ − u∗ + ε(λ+ δM + 1)V.
Diese Ungleichungen gelten fu¨r alle (f, g) ∈ F, und sie gelten auch, wenn zuerst das Infimum u¨ber alle
g ∈ F2 und anschließend das Supremum u¨ber alle f ∈ F1 genommen wird. Es gilt
LT ηu∗ − u∗ − ε(λ+ δM + 1)V ≤ LT ηui − ui+1 ≤ LT ηu∗ − u∗ + ε(λ+ δM + 1)V
fu¨r alle i ≥ n0, oder gleichbedeutend
LT ηu∗ − u∗ − ε(λ+ δM + 1)V ≤ δdiIC ≤ LT ηu∗ − u∗ + ε(λ+ δM + 1)V
Wir erhalten ||LT ηu∗ − u∗ − δdiIC ||V → 0 fu¨r i → ∞. Daraus folgt die Existenz eines γ∗ ∈ R mit
di → γ∗ fu¨r i→∞, und δγ∗IC = LT ηu∗ − u∗.
Die folgenden Lemmata bescha¨ftigen sich mit Eigenschaften der Lo¨sung γ∗ von (2.24), insbesondere
mit der eindeutigen Abha¨ngigkeit von η, und nachfolgend mit der Stetigkeit und der Monotonie dieser
Abha¨ngigkeit. Lemma 2.7 bereitet den Beweis dieser Eigenschaften vor.
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Lemma 2.7. Es gelten A3.b und A3.c. Sind s ∈ V und (f, g) ∈ F beliebig vorgegeben, so gelten
folgende Aussagen:
(a) Die Funktionalgleichung
u = s+ Pfgu (2.25)
hat eine eindeutige Lo¨sung u∗fg ∈ V.
(b) (v∗, τ∗fg) ∈ V × R ist eine Lo¨sung der Funktionalgleichung
v + δτIC = s+ pfgv (2.26)
genau dann, wenn v∗ = u∗fg + const und τ
∗
fg = µfgu
∗
fg, wobei u
∗
fg Lo¨sung von (2.25) ist.
(c) Ist s ≤ εV fu¨r ein ε > 0, dann ist u∗fg ≤ ε1−λV .
Beweis. (a) Definieren wir einen Operator Φ : V → V durch Φu = s + Pfgu , so erhalten wir fu¨r
alle u1, u2 ∈ V mit (2.13) und (2.12)
|Φu1(x)− Φu2(x)| = |Pfgu1(x)− Pfgu2(x)| ≤ λV (x)||u1 − u2||V
fu¨r alle x ∈ X. Also ist die Abbildung Φ kontraktiv. Da außerdem V ein vollsta¨ndiger metrischer
Raum ist, erhalten wir die Behauptung durch Anwendung des Banachschen Fixpunktsatzes.
(b) Ganz offensichtlich sind wegen Teil (a) τ∗fg = µfgu
∗
fg und v
∗ = u∗fg + const Lo¨sung von (2.26).
Zu zeigen bleibt die Eindeutigkeit (fu¨r v bis auf eine Konstante) dieser Lo¨sung. Sei also (v, τ)
eine beliebige Lo¨sung von (2.26). Wir definieren eine Konstante ϑ := τ −µfgv. Nun ist auch das
Paar (v + ϑ, τ) eine Lo¨sung von (2.26). Daraus folgt
(v + ϑ) + δτIC = s+ pfg(v + ϑ)
= s+ Pfg(v + ϑ) + δICµfg(v + ϑ)
= s+ Pfg(v + ϑ) + δICµfgv + δICϑ
= s+ Pfg(v + ϑ) + δτIC
Es ist also v + ϑ = s + Pfg(v + ϑ). Aus Teil (a) und der Eindeutigkeit der Lo¨sung von (2.25)
erhalten wir v + ϑ = u∗fg und
τ = ϑ+ µfgv = µfgϑ+ µfgv = µfg(v + ϑ) = µfgu∗fg
Das zeigt, dass τ eindeutig ist und dass sich v nur um eine Konstante von u∗fg unterscheidet.
(c) Unter Verwendung des Operators Φ aus dem Beweis von Teil (a) definieren wir eine Folge
(un), n = 0, 1, 2, ... in V durch die rekursive Vorschrift
u0 := 0, un+1 := Φun = s+ Pfgun.
Es gilt u0 = 0 < λ0εV , und wenn un < ε
n∑
k=0
λkV fu¨r ein beliebiges n ∈ {0, 1, 2, ...} richtig ist,
erhalten wir mit Lemma 2.1(a) und (b)
un+1 = s+ Pfgun ≤ εV + Pfg(ε
n∑
k=0
λkV )
= εV + ε
n∑
k=0
λkPfgV
< εV + ε
n∑
k=0
λkλV = ε
n+1∑
k=0
λkV .
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Demnach gilt un < ε
n∑
k=0
λkV fu¨r alle n. Aus Banachs Fixpunktsatz folgt, dass die Folge (un)
gegen die Lo¨sung u∗fg von (2.25) konvergiert. Weiter erhalten wir
u∗fg = lim
n→∞un ≤ ε
∞∑
k=0
λkV =
ε
1− λV.
Lemma 2.8. Angenommen, es gelten A2 und A3. Sei η ∈ R fest gewa¨hlt.
Sind dann (u1, γ1) und (u2, γ2) zwei Lo¨sungen von (2.24), so gilt γ1 = γ2.
Beweis. Seien (u1, γ1) und (u2, γ2) zwei Lo¨sungen von (2.24), fu¨r die wir o.B.d.A. γ1 ≥ γ2 voraussetzen
ko¨nnen.
Nehmen wir weiter an, es gelte γ1 > γ2.
Sei ε > 0. Mit w := u1 − u2 und τ := γ1 − γ2 > 0 haben wir
w + δτIC = LT ηu1 − LT ηu2
= LTu1 − LTu2
≤ pf1g2u1 − pf1g2u2 + εV
= pf1g2w + εV
fu¨r gewisse f1 ∈ F1, g2 ∈ F2 (siehe auch Beweis von Lemma 2.5).
Sei s ∈ V definiert durch s := w+δτIC−pf1g2w ≤ εV . Nach Lemma 2.7(a) hat die Funktionalgleichung
u = s+ Pf1g2u eine eindeutige Lo¨sung, sagen wir w
′ ∈ V.
Da die Gleichung w+δτIC = s+pf1g2w erfu¨llt ist, folgt wegen Lemma 2.7(b), dass τ = µf1g2w
′ gelten
muss.
Schließlich ist s ≤ εV , so dass nach Lemma 2.7(c) w′ ≤ ε1−λV gilt. Unter Verwendung von Lemma
2.3 folgt
τ = µf1g2w
′ ≤ ε
1− λµf1g2V ≤
ε
1− λM
fu¨r jedes ε > 0. Das zieht jedoch τ ≤ 0 nach sich, einen Widerspruch zur Annahme γ1 > γ2.
Lemma 2.9. Angenommen, es gelten A2 und A3. Ferner sei (u, γη) eine Lo¨sung von (2.24) fu¨r
η ∈ R.
Dann ha¨ngt γη nichtwachsend und stetig von η ab.
Beweis. Seien η1 < η2 beliebig gewa¨hlt. Dann gibt es nach Lemma 2.6 (uη1 , γη1) und (uη2 , γη2), die
Lo¨sungen von (2.24) fu¨r η = η1 bzw. η = η2 sind. Wegen Lemma 2.8 sind γη1 , γη2 durch η1, η2 eindeutig
bestimmt.
Wir definieren w := uη1 − uη2 , γ := γη1 − γη2 , η := η2 − η1 > 0.
Sei ε > 0 fest. Wie im Beweis von Lemma 2.8 erhalten wir
uη1 − uη2 + δ(γη1 − γη2)IC = w + δγIC
= LT η1uη1 − LT η2uη2
= LTuη1 − LTuη2 + (1− δIC)(η2 − η1)
≤ pf1g2uη1 − pf1g2uη2 + εV + η
≤ pf1g2w + (η + ε)V
fu¨r gewisse f1 ∈ F1, g2 ∈ F2. Definieren wir s ∈ V durch s := w+δγIC−pf1g2w ≤ (η+ε)V , so ko¨nnen
wir wie im Beweis von Lemma 2.8 folgern, dass
γ ≤ η + ε
1− λµf1g2V ≤
η + ε
1− λM
gilt. Andererseits existieren stationa¨re Strategien f2 ∈ F1, g1 ∈ F2 mit
−w − δγIC = LT η2uη2 − LT η1uη1
= LTuη2 − LTuη1 − (1− δIC)(η2 − η1)
≤ pf2g1uη2 − pf2g1uη1 + εV
= −pf2g1w + εV,
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oder gleichbedeutend w + δγIC ≥ pf2g1w − εV .
Mit s′ := w + δγIC − pf2g1w ≥ −εV folgern wir mit Lemma 2.7(a), dass die Funktionalgleichung
u = −s′ + Pf2g1u eine eindeutige Lo¨sung besitzt, sagen wir w′ ∈ V.
Es gilt −w − δγIC = −s′ − pf2g1w. Dies ist eine Funktionalgleichung vom Typ (2.26), so dass nach
Lemma 2.7(b) folgt −γ = µf2g1w′.
Wegen −r′ ≤ εV ist w′ ≤ ε1−λV (Lemma 2.7(c)). Wir erhalten
−γ = µf2g1w′ ≤
ε
1− λµf2g1V ≤
ε
1− λM.
Zusammenfassend gilt
− ε
1− λM ≤ γ ≤
η
1− λM +
ε
1− λM.
Fu¨r ε→ 0 folgt daraus 0 ≤ γ ≤ η1−λM , oder 0 ≤ γη1 − γη2 ≤ η2−η11−λ M fu¨r η1 < η2.
Dies impliziert jedoch die Behauptungen.
Nun haben wir das Ru¨stzeug, um Theorem 2.1 beweisen zu ko¨nnen:
Beweis. (Theorem 2.1)
(a) Aus den Lemmata 2.6 und 2.8 folgt, dass die Funktionalgleichung (2.24) fu¨r jedes η ∈ R eine
Lo¨sung (u∗, γ∗) mit eindeutig bestimmtem γ∗ = γη besitzt. Nach Lemma 2.9 muss es ein η∗ mit
η∗ = γη∗ geben. Zu diesem η∗ gibt es ein u∗ ∈ V mit
u∗ + δICγη∗ = LT η
∗
u∗ = LTu∗ − (1− δIC)η∗.
Also ist u∗ + η∗ = LTu∗. Mit ϕ∗ := η∗ ist das Paar (u∗, ϕ∗) eine Lo¨sung von (2.17).
(b) Der Beweis von Teil (b) ist ein Standardbeweis in der dynamischen Optimierung.
Sei ε > 0. Wegen (2.11) und (2.17) existieren stationa¨re Strategien (fε, gε) ∈ F mit
Tfgεu
∗ − ε ≤ u∗ + ϕ∗ ≤ Tfεgu∗ + ε
fu¨r alle (f, g) ∈ F. Daraus folgt, dass
u∗(x) + ϕ∗ ≥ r(x, ν1, gε(x)) +
∫
X
u∗(y)p(dy|x, ν1, gε(x))− ε
und
u∗(x) + ϕ∗ ≤ r(x, fε(x), ν2) +
∫
X
u∗(y)p(dy|x, fε(x), ν2) + ε
fu¨r alle ν1 ∈ P (A1(x)), ν2 ∈ P (A2(x)) und x ∈ X. Durch iterative Anwendung dieser Unglei-
chungen (siehe z.B. [20] oder [28]) erhalten wir
u∗(x) + nϕ∗ ≥ Jn(x, pi1, gε) + E(pi1,gε)x u∗(Xn)− nε
und
u∗(x) + nϕ∗ ≤ Jn(x, fε, pi2) + E(fε,pi2)x u∗(Xn) + nε
fu¨r alle pi1 ∈ Π1, pi2 ∈ Π2. Eine Division durch n und der U¨bergang zum lim inf fu¨r n → ∞
ergibt
J(x, pi1, gε)− ε ≤ ϕ∗ ≤ J(x, fε, pi2) + ε (2.27)
fu¨r alle pi1 ∈ Π1, pi2 ∈ Π2 und x ∈ X. Dabei benutzen wir die Tatsache, dass aus A1.b (hier
speziell A3.b) fu¨r beliebige Startegienpaare pi ∈ Π folgt, dass lim
n→∞n
−1Epixu
∗(Xn) = 0 gilt (siehe
[31]).
Aus (2.27) leiten wir
sup
pi1∈Π1
J(x, pi1, gε)− ε ≤ ϕ∗ ≤ inf
pi2∈Π2
J(x, fε, pi2) + ε (2.28)
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ab und somit
vu(x)− ε = inf
pi2∈Π2
sup
pi1∈Π1
J(x, pi1, pi2)− ε
≤ ϕ∗ ≤ sup
pi1∈Π1
inf
pi2∈Π2
J(x, pi1, pi2) + ε = vl(x) + ε.
Da dies jedoch fu¨r alle ε > 0 gilt, muss vu(x) ≤ ϕ∗ ≤ vl(x) ≤ vu(x) fu¨r alle x ∈ X gelten.
Demnach haben wir v(x) = ϕ∗ fu¨r alle x ∈ X. Weiterhin zeigt (2.28) nach Definition, dass fε
und gε ε-optimale Strategien fu¨r Spieler 1 bzw. 2 sind.
Ein bekanntes Beispiel fu¨r ein Spiel, bei dem es keine ε-optimalen stationa¨ren Strategien gibt, ist das
Big Match (siehe [23] and [15]). Wir wollen pru¨fen, welche unserer Annahmen beim Big Match verletzt
ist.
Beispiel. Wir betrachten das folgende Nullsummen-Spiel:
Seien X = {1, 2, 3}, A1 = A2 = {0, 1}, K1 = K2 = {(1, 0), (1, 1), (2, 0), (3, 0)}. Die U¨bergangswahr-
scheinlichkeiten seien gegeben durch
p({1}|1, 0, 0) = p({1}|1, 0, 1) = p({3}|1, 1, 0)
= p({2}|1, 1, 1) = p({2}|2, 0, 0) = p({3}|3, 0, 0) = 1,
alle anderen U¨bergangswahrscheinlichkeiten seien gleich Null. Startet das Spiel im Zustand 1, und
wa¨hlt Spieler 1 die Aktion 0, so verbleibt das Spiel im Zustand 1. Wa¨hlt Spieler 1 die Aktion 1,
so bewegt sich das Spiel in der na¨chsten Periode nach Zustand 2 oder 3, abha¨ngig von der Aktion
des Spielers 2. Befindet sich das Spiel in Zustand 2 oder 3, so verweilt es dort unendlich lange, das
bedeutet, die Zusta¨nde 2 und 3 sind absorbierend.
Die Einstufen-Gewinne fu¨r den 1. Spieler sind
r(1, 0, 0) = r(1, 1, 1) = r(2, 0, 0) = 0, r(1, 0, 1) = r(1, 1, 0) = r(3, 0, 0) = 1.
Im Zustand 2 bekommt Spieler 1 nichts, in Zustand 3 erha¨lt er 1, in Zustand 1 ist der Gewinn 1, falls
beide Spieler die gleiche Aktion wa¨hlen, wa¨hlen sie verschiedene Aktionen, so erha¨lt Spieler 1 nichts.
Dieses Spiel erfu¨llt die Bedingung A3.a, jedoch nicht A3.b und c gleichzeitig.
Gelten na¨mlich A3.b und c, so ist fu¨r x = 2, 3∫
X
W (t)p(dt|x, 0, 0) =W (x) ≤ αW (x) + βζ(x),
damit ist ζ(x) > 0 fu¨r x = 2, 3.
Ist nun (f, g) ∈ F ein beliebiges Strategienpaar, so existiert nach A3.c ein Wahrscheinlichkeitsmaß µ
auf B(X) mit
pfg({1}|2) = 0 ≥ ζ(2)µ({1}), pfg({2}|3) = 0 ≥ ζ(3)µ({2}),
pfg({3}|2) = 0 ≥ ζ(2)µ({3}).
Das bedeutet aber µ({1}) = µ({2}) = µ({3}) = 0. Dies ist ein Widerspruch.
Wir bemerken hier, dass diese Argumentation auch richtig ist, wenn an Stelle von A3 die allgemeinere
Annahme A1 verwendet wird. Auch hier ko¨nnen A1.b und c nicht gleichzeitig richtig sein.
2.3 Der Fall µfg = µ und q = δ1
Wenden wir uns nun einem weiteren Spezialfall von Annahme A1 zu.
Das in A1.c verwendete Wahrscheinlichkeitsmaß µfg soll unabha¨ngig von der Wahl von f und g gleich
einem festen Wahrscheinlichkeitsmaß µ sein.
Wie in Abschnitt 2.2 wird fu¨r die Wahrscheinlichkeitsverteilung q aus A1 das Dirac-Maß δ1 angenom-
men. Wir ersetzen also Annahme A1 durch
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Annahme A4:
Es existieren meßbare Funktionen W : X → [1,∞) und ζ : K → [0, 1], so dass folgende Aussagen
gelten
a Es gibt eine reelle Konstante r1 mit
sup
x∈X,a1∈A1(x),a2∈A2(x)
|r(x, a1, a2)| ≤ r1W (x) (2.29)
b Es gibt reelle Konstanten α ∈ (0, 1) und β > 0 mit∫
X
W (t)p(dt|x, a1, a2) ≤ αW (x) + βζ(x, a1, a2) (2.30)
fu¨r alle (x, a1, a2) ∈ K.
c Es gibt ein Wahrscheinlichkeitsmaß µ auf B(X) mit
pfg(.|x) ≥ ζfg(x)µ(.) (2.31)
fu¨r alle x ∈ X und fu¨r jedes Strategienpaar (f, g) ∈ F .
d Es existieren Strategien (f, g) ∈ F, fu¨r die ζfg(x) > 0 fu¨r mindestens ein x ∈ X gilt.
Das wichtigste Ergebnis dieses Abschnittes ist das Theorem 2.2. Es entha¨lt analoge Aussagen wie
Theorem 2.1, erga¨nzt um eine Eindeutigkeitsaussage.
Theorem 2.2. Angenommen, es gelten A2 und A4.
(a) Es gibt eine Lo¨sung (u∗, ϕ∗) ∈ V × R der Gleichung
u+ ϕ = LTu. (2.32)
(b) Ist (u∗, ϕ∗) ∈ V × R Lo¨sung von (2.32), so gilt v(x) = ϕ∗ fu¨r alle x ∈ X. Fu¨r jedes ε > 0
existieren ε-optimale stationa¨re Strategien fu¨r beide Spieler.
(c) Sind (u1, ϕ∗) und (u2, ϕ∗) Lo¨sungen von (2.32), so gilt u2 = u1 + const.
Auch hier werden wir vor dem Theorem 2.2 einige Hilfssa¨tze beweisen. Wir betrachten zuna¨chst wieder
eine parametrische Klasse von Funktionalgleichungen.
Lemma 2.10. (a) Fu¨r jedes η ∈ R besitzt die Funktionalgleichung
u = sup
f∈F1
inf
g∈F2
{rfg − (1− ζfg)η + Pfgu} (2.33)
eine eindeutige Lo¨sung uη.
(b) Sei γη := µuη. Dann ha¨ngt γη nichtwachsend und stetig von η ab.
Beweis. (a) Fu¨r festes η und fixierte Strategien (f, g) ∈ F definieren wir einen Operator T˜ ηfg : V → V
durch
T˜ ηfgu = rfg − (1− ζfg)η + Pfgu
fu¨r u ∈ V. Unter Anwendung von (2.13) und (2.12) erhalten wir fu¨r u1, u2 ∈ V
|T˜ ηfgu1(x)− T˜ ηfgu2(x)| = |Pfg(u1 − u2)(x)| ≤ λV (x)||u1 − u2||V .
Mit LT˜ ηu(x) := sup
f∈F1
inf
g∈F2
T˜ ηfgu(x) gilt wegen
T˜ ηfgu2(x)− λV (x)||u1 − u2||V ≤ T˜ ηfgu1(x) ≤ T˜ ηfgu2(x) + λV (x)||u1 − u2||V
die Ungleichungskette
LT˜ ηu2(x)− λV (x)||u1 − u2||V ≤ LT˜ ηu1(x) ≤ LT˜ ηu2(x) + λV (x)||u1 − u2||V .
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Dies ist a¨quivalent zu
|LT˜ ηu1(x)− LT˜ ηu2(x)| ≤ λV (x)||u1 − u2||V .
Also ist LT˜ η eine Kontraktion, das heißt,
||LT˜ ηu1 − LT˜ ηu2||V ≤ λ||u1 − u2||V .
Aus Banachs Fixpunktsatz folgt die Behauptung.
(b) Seien η1, η2 reelle Zahlen mit η1 < η2. Wir erhalten
uη1 = LT˜
η1uη1
= sup
f∈F1
inf
g∈F2
{rfg − (1− ζfg)η1 + Pfguη1}
≥ sup
f∈F1
inf
g∈F2
{rfg − (1− ζfg)η2 + Pfguη1}
= LT˜ η2uη1
Da Pfg nach Lemma 2.1(b) fu¨r jedes Paar (f, g) ∈ F eine isotone Abbildung ist, mu¨ssen auch
T˜ η2fg und LT˜
η2 isoton sein. Wenden wir LT˜ η2 wiederholt an, so ergibt sich
uη1 ≥ LT˜ η2uη1 ≥ ... ≥ (LT˜ η2)nuη1
fu¨r alle n. Es gilt jedoch uη2 = limn→∞(LT˜
η2)nuη1 (Banachscher Fixpunktsatz), also uη1 ≥ uη2 .
Schließlich ist γη1 = µuη1 ≥ µuη2 = γη2 .
Um die Stetigkeit zu beweisen, wollen wir zuna¨chst mittels vollsta¨ndiger Induktion zeigen, dass
uη1 ≤ (LT˜ η2)n+1uη1 + (η2 − η1)
n∑
k=0
λkV (2.34)
fu¨r alle n = 0, 1, 2, ... gilt.
Dazu bemerken wir, dass wir fu¨r jedes beliebige c, η ∈ R und u ∈ V mit (2.12) folgern ko¨nnen,
dass
LT˜ η(u+ cV ) = sup
f∈F1
inf
g∈F2
{rfg − (1− ζfg)η + Pfg(u+ cV )}
= sup
f∈F1
inf
g∈F2
{rfg − (1− ζfg)η + Pfgu+ cPfgV )}
≤ sup
f∈F1
inf
g∈F2
{rfg − (1− ζfg)η + Pfgu+ cλV )}
= LT˜ ηu+ cλV
gilt. Fu¨r n = 0 zeigen wir nun (2.34) durch
uη1 = sup
f∈F1
inf
g∈F2
{rfg − (1− ζfg)η1 + Pfguη1}
= sup
f∈F1
inf
g∈F2
{rfg − (1− ζfg)η2 + Pfguη1 + (1− ζfg)(η2 − η1)}
≤ sup
f∈F1
inf
g∈F2
{rfg − (1− ζfg)η2 + Pfguη1 + (η2 − η1)}
= LT˜ η2uη1 + (η2 − η1)
≤ LT˜ η2uη1 + (η2 − η1)V.
Gilt andererseits (2.34) fu¨r ein n, so wenden wir LT˜ η2 auf beiden Seiten der Ungleichung an und
bekommen
LT˜ η2uη1 ≤ LT˜ η2{(LT˜ η2)n+1uη1 + (η2 − η1)
n∑
k=0
λkV }
≤ (LT˜ η2)n+2uη1 + (η2 − η1)λ
n∑
k=0
λkV
≤ (LT˜ η2)n+2uη1 + (η2 − η1)
n+1∑
k=1
λkV.
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Damit ist
uη1 ≤ (LT˜ η2)n+2uη1 + (η2 − η1)
n+1∑
k=1
λkV + (η2 − η1)V,
und demnach gilt (2.34) auch fu¨r n + 1. Gehen wir nun in (2.34) zur Grenze n → ∞ u¨ber,
erhalten wir
uη1 ≤ uη2 + (η2 − η1)
∞∑
k=0
λkV = uη2 +
η2 − η1
1− λ V,
beziehungsweise
0 ≤ uη1 − uη2 ≤
η2 − η1
1− λ V.
Integrieren wir bezu¨glich µ, so ergibt sich
0 ≤ γη1 − γη2 ≤
η2 − η1
1− λ µV.
Wenn wir zeigen, dass µV <∞ ist, so haben wir auch die Stetigkeit gezeigt. Nach A4.d ko¨nnen
wir (f, g) ∈ F und x ∈ X mit ζfg(x) > 0 wa¨hlen. Fu¨r diese Wahl folgt aber
µV ≤ 1
ζfg(x)
∫
X
V (t)pfg(dt|x)
=
1
ζfg(x)
∫
X
W (t)pfg(dt|x) + β
ζfg(x)
≤ α
ζfg(x)
W (x) + β +
β
ζfg(x)
<∞
Der Beweis von Theorem 2.2 ist nun einfach.
Beweis. (Theorem 2.2)
(a) Nach Lemma 2.10(b) folgt die Existenz eines eindeutig bestimmten η∗ mit η∗ = γη∗ . Weiterhin
lo¨st uη∗ ∈ V Gleichung (2.33) mit η = η∗. Setzen wir η∗ = γη∗ = µuη∗ , so erhalten wir
uη∗ = sup
f∈F1
inf
g∈F2
{rfg − (1− ζfg)η∗ + Pfguη∗}
= sup
f∈F1
inf
g∈F2
{rfg − (1− ζfg)η∗ + pfguη∗ − ζfgµuη∗}
= sup
f∈F1
inf
g∈F2
{rfg − (1− ζfg)η∗ + pfguη∗ − ζfgη∗}
= LTuη∗ − η∗
Das Paar (u∗, ϕ∗) mit u∗ = uη∗ und ϕ∗ = η∗ ist nun eine Lo¨sung von (2.32).
(b) Der Beweis dieser Aussage erfolgt analog zum Beweis von Teil (b) des Theorems 2.1.
(c) Sei u0 die eindeutig bestimmte Lo¨sung von (2.33) fu¨r η = ϕ∗ in Lemma 2.10. Nach Voraussetzung
ist (u1, ϕ∗) eine Lo¨sung von (2.32), also ist auch (u∗, ϕ∗) mit u∗ := u1 + ϕ∗ − µu1 Lo¨sung von
(2.32). Dabei gilt µu∗ = ϕ∗. Wir folgern
u∗ = LTu∗ − ϕ∗
= sup
f∈F1
inf
g∈F2
{rfg − (1− ζfg)ϕ∗ + pfgu∗ − ζfgµu∗}
= sup
f∈F1
inf
g∈F2
{rfg − (1− ζfg)ϕ∗ + Pfgu∗}
Aus Lemma 2.10(a) folgt u0 = u∗ = u1 + const. Analog zeigen wir u0 = u2 + const.
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2.4 Der Fall µfg = µ, ζfg = ζ und q(n) = (1− ϑ)ϑn
Nun wollen wir Annahme A4 aus dem letzten Abschnitt modifizieren, indem wir anstelle von q = δ1
voraussetzen, dass q einer geometrische Verteilung mit einem Parameter ϑ ∈ (0, 1) entspricht. Es soll
also q(n) = (1−ϑ)ϑn fu¨r n = 0, 1, 2, ... gelten. Der in (2.3) definierte U¨bergangskern Kqfg ist dann die
Resolvente der durch das Spielen von f und g induzierten Markov-Kette {Xn} der Zusta¨nde.
Außerdem wollen wir annehmen, dass ζfg nicht von der Wahl der Strategien f und g abha¨ngt.
Wir gehen also nun von folgenden Voraussetzungen aus:
Annahme A5:
Es existieren meßbare Funktionen W : X → [1,∞) und ζ : X → [0, 1] sowie eine Konstante ϑ ∈ (0, 1),
so dass folgende Aussagen gelten
a Es gibt eine reelle Konstante r1 mit
sup
x∈X,a1∈A1(x),a2∈A2(x)
|r(x, a1, a2)| ≤ r1W (x) (2.35)
b Es gibt reelle Konstanten α ∈ (0, 1) und β > 0 mit∫
X
W (t)p(dt|x, a1, a2) ≤ αW (x) + βζ(x) (2.36)
fu¨r alle (x, a1, a2) ∈ K.
c Fu¨r jedes Strategienpaar (f, g) ∈ F gibt es ein Wahrscheinlichkeitsmaß µ auf B(X) mit
(1− ϑ)
∞∑
n=0
ϑnpnfg(.|x) ≥ ζ(x)µ(.) (2.37)
fu¨r alle x ∈ X.
d Es gilt ζ(x) > 0 fu¨r mindestens ein x ∈ X.
Modelle dieser Art werden in [43] untersucht, allerdings unter der Annahme der Existenz einer nicht-
leeren Menge C ∈ B(X) mit ζ = IC . In der Theorie der Markov-Ketten heißt die Menge C petite,
wenn Bedingung A5.c gu¨ltig ist.
Auch in diesem Fall ergibt sich die Existenz einer Lo¨sung der Optimalita¨tsgleichung und von ε-
optimalen Strategien:
Theorem 2.3. Angenommen, es gelten A2 und A5.
(a) Es gibt eine Lo¨sung (u∗, ϕ∗) ∈ V × R der Gleichung
u+ ϕ = LTu. (2.38)
(b) Ist (u∗, ϕ∗) ∈ V × R Lo¨sung von (2.32), so gilt v(x) = ϕ∗ fu¨r alle x ∈ X. Fu¨r jedes ε > 0
existieren ε-optimale stationa¨re Strategien fu¨r beide Spieler.
Beweis. Analog zu Lemma 2.2 erhalten wir, dass eine nichtleere Menge C ∈ B(X) so existiert, dass
es reelle Konstanten α˜ ∈ (0, 1), β˜ > 0 und δ ∈ (0, 1) mit∫
X
W (t)p(dt|x, a1, a2) ≤ α˜W (x) + β˜IC(x)
fu¨r alle (x, a1, a2) ∈ K und
(1− ϑ)
∞∑
n=0
ϑnpnfg(.|x) ≥ δIC(x)µ(.)
fu¨r alle (f, g) ∈ F und x ∈ X gibt.
Die Behauptung folgt dann aus [43], Theorem 5.6.
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2.5 ε-optimale Strategien
In diesem Abschnitt werden wir uns mit hinreichenden Bedingungen fu¨r die Gu¨ltigkeit der Sattel-
punktbedingung A2 bescha¨ftigen. A2 wird im wesentlichen aus 3 Gru¨nden beno¨tigt, und zwar
1. um zu sichern, dass LTu fu¨r alle u ∈ V wieder in V liegt und insbesondere meßbar ist,
2. um zu garantieren, dass es Strategien (fε, gε) ∈ F gibt, mit denen sich das Infimum und das
Supremum zumindest bis auf ein ε > 0 genau realisieren la¨sst, das heißt, fu¨r die (2.11) gilt, und
3. um die Gleichheit in (2.10) zu sichern.
In der englischsprachigen Literatur werden diese Anforderungen zumeist unter den Begriffen mea-
surable selection condition (1.+2.) und minimax condition (3.) zusammengefasst (siehe z.B. [28]).
Hinreichende Bedingungen werden in verschiedenen measurable selection theorems und minimax theo-
rems angegeben. Zu finden sind solche Sa¨tze z.B. in [4], [28], [60], [73], [77] bzw. [19],[82],[83].
Wir wollen hier nur einige fu¨r A2 hinreichende Bedingungen angeben, die in der Literatur u¨ber sto-
chastische Spiele mit Borelschen Zustands- und Aktionenra¨umen verwendet werden.
In [30], [37] und [64] werden folgende Bedingungen gestellt:
Annahme MS1:
a Fu¨r jeden Zustand x ∈ X sind die Mengen A1(x) and A2(x) kompakt.
b Fu¨r alle (x, a1, a2) ∈ K ist r(x, ., a2) hno. auf A1(x) und r(x, a1, .) hnu. auf A2(x).
c Fu¨r alle (x, a1, a2) ∈ K und jede Menge D ∈ B(X) sind die Funktionen p(D|x, ., a2) und
p(D|x, a1, .) stetig auf A1(x) bzw. A2(x).
d Fu¨r alle (x, a1, a2) ∈ K sind die Funktionen∫
X
W (t)p(dt|x, ., a2) and
∫
X
W (t)p(dt|x, a1, .)
stetig auf A1(x) bzw. A2(x).
e Es gibt eine Konstante ϑ > 0 mit∫
X
W (t)p(dt|x, a1, a2) ≤ ϑW (x)
fu¨r alle (x, a1, a2) ∈ K.
Dabei bedeutet wie u¨blich hno. halbstetig nach oben und hnu. halbstetig nach unten. Wir bemerken,
dass MS1.e aus A1.b folgt, wenn wir ϑ = α+ β setzen.
Andere Bedingungen werden von Rieder in [75] verwendet:
Annahme MS2:
a Die mengenwertige Abbildung x 7→ A1(x) ist hno.
b Fu¨r jeden Zustand x ∈ X ist die Menge A2(x) kompakt.
c Die Funktion (x, a1, a2) 7→ ∫
X
u(t)p(dt|x, a1, a2) ist fu¨r jedes u ∈ V hnu.
d Die Funktion (x, a1, a2) 7→ r(x, a1, a2) ist hnu.
Annahme MS3:
a Es gibt eine Folge {ψn} meßbarer Abbildungen ψn : X → A1, so dass {ψ1(x), ψ2(x), ...} dicht in
A1(x) ist fu¨r jedes x ∈ X.
b Fu¨r jeden Zustand x ∈ X ist die Menge A2(x) kompakt.
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c Die Funktion (a1, a2) 7→ ∫
X
u(t)p(dt|x, a1, a2) ist fu¨r alle x ∈ X,u ∈ V hnu.
d Die Funktion (a1, a2) 7→ r(x, a1, a2) ist hnu. fu¨r jedes x ∈ X.
Fu¨r diese Voraussetzungen gilt der folgende
Satz 2.1. Jede der Annahmen MS 1, MS 2 und MS 3 ist hinreichend fu¨r die Gu¨ltigkeit von A2.
Beweis. Wir weisen darauf hin, dass die hier verwendeten Beweisideen unter den Annahmen MS 2
und MS 3 in [75] skizziert werden.
Fu¨r ein beliebiges u ∈ V definieren wir eine Funktion Hu : K → R durch
Hu(x, a1, a2) := r(x, a1, a2) +
∫
X
u(y)p(dy|x, a1, a2)
fu¨r alle (x, a1, a2) ∈ K. Seien x ∈ X und ν1 ∈ P (A1(x)), ν2 ∈ P (A2(x)). Dann folgt aus A1.a und
A1.b, dass Hu(., ν1, ν2) (definiert wie in (2.1)) in V liegt, denn r(., ν1, ν2) ∈ V und
|
∫
X
u(y)p(dy|x, ν1, ν2)| ≤ ||u||V
∫
X
V (y)p(dy|x, ν1, ν2)
≤ ||u||V {αV (x) + (1− α+ ζ(x, ν1, ν2))β}
≤ ||u||V (α+ 2β − αβ)V (x),
und die Meßbarkeit erhalten wir mit [11], Korollar 7.29.1.
Außerdem ist mit jeder der Annahmen Hu(x, a1, .) hnu. auf A2(x). Fu¨r MS1 folgt dies aus Lemma 3
in [64] und Annahme MS1.b, fu¨r MS2 und MS3 direkt aus den Annahmen c und d. Damit ist auch
Hu(x, ν1, ν2) hnu. in ν2 (siehe z.B. Lemma 4 in [64]).
Weiterhin wird bei jeder der Annahmen A2(x) als kompakt vorausgesetzt. Nach Propostion 7.22 in
[11] ist dann auch P (A2(x)) kompakt.
Nun ko¨nnen wir Fan’s Minimax Theorem (siehe [19], Theorem 2) anwenden, und es ergibt sich
Su(x) := sup
ν1∈P (A1(x))
inf
ν2∈P (A2(x))
Hu(x, ν1, ν2)
= inf
ν2∈P (A2(x))
sup
ν1∈P (A1(x))
Hu(x, ν1, ν2). (2.39)
Dabei wird ausgenutzt, dass Hu(x, ν1, ν2) linear in ν1 und ν2, und damit sowohl konvex als auch
konkav ist.
Wir wollen nun zeigen, dass die Abbildung
(x, ν2) 7→ sup
ν1∈P (A1(x))
Hu(x, ν1, ν2) (2.40)
(a) meßbar, und (b) hnu. in ν2 ist.
Unter MS1 ist wegen MS1.b Hu(x, ν1, ν2) hno. in ν1. Mit der Kompaktheit von P (A1(x)) folgt die
Meßbarkeit von (2.40) aus dem Auswahlsatz von Brown und Purves ([17], Corollary 1). Insbesondere
gibt es eine stationa¨re Strategie f0 ∈ F1 mit
sup
ν1∈P (A1(x))
Hu(x, ν1, ν2) = Hu(x, f0(x), ν2),
und die Halbstetigkeit in ν2 folgt aus der Halbstetigkeit der rechten Seite.
Unter MS2 ist die Abbildung (x, ν1, ν2) 7→ Hu(x, ν1, ν2) hnu. Mit MS2.a ist die mengenwertige Ab-
bildung x 7→ P (A1(x)) hno. Daher ko¨nnen wir Theorem 1 in [10], S.115, anwenden, das heißt, (2.40)
ist hnu. Insbesondere folgen daraus die Aussagen (a) und (b).
Setzen wir schließlich MS3 voraus, so folgt aus MS3.a die Existenz einer Folge (ψ′n) meßbarer Ab-
bildungen ψ′n : X → P (A1), so dass {ψ′1(x), ψ′2(x), ...} dicht in P (A1(x)) ist fu¨r jedes x ∈ X. Nach
MS3.c und d ist Hu(x, ., a2) hnu., und somit ist auch ν1 7→ Hu(x, ν1, ν2) hnu. Es folgt
sup
ν1∈P (A1(x))
Hu(x, ν1, ν2) = sup
n
Hu(x, ψ′n(x), ν2).
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Die rechte Seite ist als abza¨hlbares Supremum meßbarer Funktionen meßbar, damit auch (2.40). Die
Halbstetigkeit folgt hier aus Theorem 3 in [10], S.76.
Wir haben also die Meßbarkeit von (2.40) und die Halbstetigkeit nach unten in ν2 gezeigt. Aus dem
Auswahlsatz von Brown und Purves ([17], Corollary 1) und der Kompaktheit von P (A2(x)) folgt, dass
es eine stationa¨re Strategie g0 ∈ F2 gibt, fu¨r die
Su(x) = inf
ν2∈P (A2(x))
sup
ν1∈P (A1(x))
Hu(x, ν1, ν2)
= sup
ν1∈P (A1(x))
Hu(x, ν1, g0(x)) (2.41)
gilt. Daraus folgt auch die Meßbarkeit von Su.
Nun wollen wir zeigen, dass zu jedem ε > 0 eine stationa¨re Strategie fε ∈ F1 mit
Su(x) = sup
ν1∈P (A1(x))
inf
ν2∈P (A2(x))
Hu(x, ν1, ν2)
≤ inf
ν2∈P (A2(x))
Hu(x, fε(x), ν2) + ε (2.42)
existiert.
Unter MS1 erhalten wir (2.42) durch einfaches Vertauschen der Rollen der Spieler 1 und 2. Insbeson-
dere gilt (2.42) hier sogar fu¨r ε = 0.
Unter MS2 und MS3 definieren wir fu¨r ein gegebenes ε > 0 eine mengenwertige Abbildung ψ auf X
durch
ψ(x) := {ν1 ∈ P (A1(x)) : inf
ν2∈P (A2(x))
Hu(x, ν1, ν2) > Su(x)− ε}.
Sei x ∈ X fest gewa¨hlt. Da Hu(x, ν1, ν2) unter MS2 und MS3 hnu. in (ν1, ν2) ist, ist −Hu(x, ν1, ν2)
hno. in (ν1, ν2). Wenden wir Theorem 2 in [10], S. 116, an, so ist
sup
ν2∈P (A2(x))
−Hu(x, ν1, ν2) = − inf
ν2∈P (A2(x))
Hu(x, ν1, ν2)
hno. in ν1, demzufolge ist inf
ν2∈P (A2(x))
Hu(x, ν1, ν2) hnu. in ν1. Daraus folgt nach Definition, dass die
Menge ψ(x) offen ist fu¨r jedes x ∈ X. Da Grψ = {(x, ν1) : ν1 ∈ ψ(x)} eine Borelmenge in X × P (A1)
ist, erhalten wir nach Beispiel 2.10 aus [73] die Existenz einer meßbaren Funktion fε : X → P (A1)
mit (x, fε(x)) ∈ Grψ fu¨r alle x ∈ X, also fε(x) ∈ ψ(x) fu¨r alle x ∈ X. Also ist fε ∈ F1 und erfu¨llt
(2.42).
Fassen wir nun (2.39), (2.41) und (2.42) zusammen, so erhalten wir fu¨r jedes ε > 0
Tfεg0u(x) + ε = Hu(x, fε(x), g0(x)) + ε
≥ inf
ν2∈P (A2(x))
Hu(x, fε(x), ν2) + ε
≥ sup
ν1∈P (A1(x))
inf
ν2∈P (A2(x))
Hu(x, ν1, ν2)
= inf
ν2∈P (A2(x))
sup
ν1∈P (A1(x))
Hu(x, ν1, ν2)
= sup
ν1∈P (A1(x))
Hu(x, ν1, g0(x))
≥ Hu(x, fε(x), g0(x)) = Tfεg0u(x).
Also gilt
sup
ν1∈P (A1(x))
Hu(x, ν1, g0(x))− ε ≤ Tfεg0u(x) ≤ inf
ν2∈P (A2(x))
Hu(x, fε(x), ν2) + ε,
und damit auch A2.
Der Beweis des Theorems liefert Anhaltspunkte fu¨r mo¨gliche weitere fu¨r A2 hinreichende Bedingun-
gen.
So ko¨nnen andere Bedingungen an die Mengen A1(x) gestellt werden, die (2.42) implizieren, indem
verschiedene der oben erwa¨hnten measurable selection theorems verwendet werden.
Zwei in allen 3 Annahmen MS1-3 gestellte Bedingungen sind die Kompaktheit der Mengen A2(x)
und die Halbstetigkeit nach unten der Funktion Hu(x, a1, a2) in a2, die zur Sicherung der Gu¨ltigkeit
von (2.39) beno¨tigt werden. Auch in der neueren Literatur zu minimax theorems werden diese schon
von K. Fan in [19] verwendeten Bedingungen nicht abgeschwa¨cht.
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2.6 W -geometrische Ergodizita¨t
In diesem Kapitel mo¨chten wir auf spezielle Eigenschaften der Folge {Xn} der Zusta¨nde eingehen.
Nehmen wir an, die beiden Spieler benutzen stationa¨re Strategien f ∈ F1, g ∈ F2. Wie schon in
Kapitel 2.1 dargestellt, ist dann pfg, definiert durch
pfg(B|x) :=
∫
A1(x)
∫
A2(x)
p(B|x, a, b)g(db|x)f(da|x) (2.43)
fu¨r B ∈ B(X), ein stochastischer Kern von X in sich selbst. Zusammen mit einem Anfangszustand
X0 = x ∈ X ergibt sich eine (homogene) Markov-Kette {Xn} mit pfg als U¨bergangskern (Beweis
siehe [28]). Die n-Schritt-U¨bergangskerne pnfg und der U¨bergangskern K
q
fg seien definiert wie in (2.2)
und (2.3).
Die im folgenden verwendeten Begriffe aus der Theorie der Markov-Ketten werden in der Monografie
von Meyn und Tweedie [55] definiert. Alle diesbezu¨glichen Bezeichnungen entsprechen denen in [55].
Wir zeigen zuna¨chst, dass unter den Annahmen aus Kapitel 2.2 die Markov-Kette der Zusta¨nde {Xn}
irreduzibel ist.
Lemma 2.11. Gelten die Annahmen A3.b-d, so existiert fu¨r jedes stationa¨re Strategienpaar f ∈
F1, g ∈ F2 ein Wahrscheinlichkeitsmaß ψfg auf B(X), so dass die Markov-Kette der Zusta¨nde {Xn}
ψfg-irreduzibel ist.
Beweis. Nach Lemma 2.2 gibt es eine nichtleere Menge C ∈ B(X) mit (2.18) und (2.19). Aus (2.18)
folgt nach Theorem 11.3.4 aus [55], dass Efgx (τC) <∞ und deshalb L(x,C) = 1 fu¨r alle x ∈ X gilt.
Sei x ∈ X, B ∈ B(X) beliebig. Benutzen wir die Bezeichnung p0fg(.|x) := δx(.), so gilt:
U(x,B) =
∞∑
n=1
pnfg(B|x) =
∞∑
n=1
∫
X
pfg(B|y)pn−1fg (dy|x)
≥
∞∑
n=1
∫
C
pfg(B|y)pn−1fg (dy|x)
≥
∞∑
n=1
∫
C
δµfg(B)pn−1fg (dy|x)
≥ δµfg(B)
∞∑
n=1
∫
C
pnfg(dy|x)
= δµfg(B)U(x,C) ≥ δµfg(B)L(x,C) = δµfg(B)
Ist nun µfg(B) > 0, so ist auch U(x,B) > 0. Mit Proposition 4.2.1(i) in [55] ist damit {Xn} µfg-
irreduzibel, und nach Proposition 4.2.2 existiert ein maximales Irreduzibilita¨tsmaß ψfg.
Eine analoge Aussage gilt auch unter den Bedingungen aus Kapitel 2.3:
Lemma 2.12. Gelten die Annahmen A4.b-d, so ist fu¨r jedes stationa¨re Strategienpaar f ∈ F1, g ∈ F2
die Markov-Kette der Zusta¨nde {Xn} µ-irreduzibel.
Beweis. Theorem 3.3 in [86].
Fu¨r eine Eindeutigkeitsaussage brauchen wir folgende sta¨rkere Annahme, die nach Lemma 2.12 unter
A4.b-d immer erfu¨llt ist:
Annahme Irr:
Es gibt ein Wahrscheinlichkeitsmaß ψ auf B(X), so dass fu¨r jedes Strategienpaar f ∈ F1, g ∈ G die
Markov-Kette der Zusta¨nde {Xn} ψ-irreduzibel ist.
Wir verwenden in diesem Kapitel die Gewichtsfunktion W wie sie in A1 eingefu¨hrt wurde. Alle
Aussagen lassen sich jedoch auch mit V = W + const anstelle von W treffen. Definieren wir na¨mlich
fu¨r eine Funktion u : X → R die W -Norm durch
||u||W := sup
x∈X
|u(x)|
W (x)
,
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so ist einerseits fu¨r alle x ∈ X
|u(x)| ≤ ||u||WW (x) ≤ ||u||WV (x)
und deshalb ||u||V ≤ ||u||W , andererseits jedoch
|u(x)| ≤ ||u||V V (x) = ||u||V (W (x) + const) ≤ ||u||V (1 + const)W (x)
und deshalb ||u||W ≤ ||u||V (1+const). Damit ist V identisch mit dem Raum der meßbaren Funktionen
mit endlicher W -Norm.
Es gelten nun die Aussagen von
Satz 2.2. Angenommen, die Spieler spielen stationa¨re Strategien f ∈ F1, g ∈ F2. Gelten
(i) die Bedingungen A3.b-d, d.h. gibt es eine nichtleere Menge C ∈ B(X) mit (2.18) und (2.19),
und ist W auf C beschra¨nkt,
oder
(ii) die Bedingungen A4.b-d,
so folgt:
(a) {Xn} ist eine positiv Harris-rekurrente Markov-Kette mit einem eindeutig bestimmten invari-
anten Wahrscheinlichkeitsmaß pifg.
(b) Es gilt∫
X
W (x)pifg(dx) <∞. (2.44)
(c) {Xn} ist W -geometrisch ergodisch, das heißt, es existieren 0 < R <∞ und θ ∈ (0, 1) mit
|
∫
X
u(y)pnfg(dy|x)−
∫
X
u(y)pifg(dy)| ≤W (x)||u||WRθn (2.45)
fu¨r alle u ∈ V, x ∈ X und n = 0, 1, 2, ....
Beweis. Der Beweis unter den Bedingungen (i) benutzt erneut wesentliche Aussagen aus [55]. Theorem
11.3.4 und Proposition 9.1.7 (ii) beweisen zusammen mit unserem Lemma 2.11 die Harris-Rekurrenz.
Theorem 10.4.4 beweist die Existenz eines eindeutig bestimmten invarianten Maßes, und aus der
Beschra¨nktheit von W auf C folgt mit Theorem 10.4.10 die Existenz eines endlichen solchen Maßes.
Aus der Definition, die auf Seite 116-118 in [55] beschrieben wird, folgt die Aperiodizita¨t von {Xn}.
Hier wird ausgenutzt, dass C eine ν1-small set ist.
Aussage (b) folgt aus Theorem 14.3.7 und Aussage (c) aus Theorem 16.1.2.
Gelten andererseits die Voraussetzungen (ii), dann folgen (a) und (b) aus Theorem 3.3 in [86]. Die
W -geometrische Ergodizita¨t der Kette wird in den Lemmata 3.3 und 3.4 in [27] bewiesen.
Die Eigenschaft der W -geometrischen Ergodizita¨t (auch W -gleichma¨ßige Ergodizita¨t genannt) und
die Existenz des invarianten Wahrscheinlichkeitsmaßes pifg werden in den Arbeiten von Nowak [64],
Jas´kiewicz/Nowak [37] und Herna´ndez-Lerma/Lasserre [30] benutzt, um verschiedene Aussagen u¨ber
das stochastische Spiel herzuleiten. Diese sollen hier zusammenfassend zitiert werden.
Satz 2.3 (Nowak). Angenommen, es gelten die Voraussetzungen MS1 und A3, d.h. es gibt eine
nichtleere Menge C ∈ B(X) mit (2.18) und (2.19). Weiterhin sei W auf C beschra¨nkt.
Dann hat das Spiel M einen Wert v, der unabha¨ngig vom Ausgangszustand x ∈ X ist. Beide Spieler
besitzen optimale stationa¨re Strategien.
Beweis. Siehe Theorem 3 in [64].
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Satz 2.4 (Jas´kiewicz und Nowak). Angenommen, es gelten die Voraussetzungen wie in Satz 2.3.
Dann gibt es eine Konstante ϕ und eine Funktion u ∈ V, so dass
ϕ+ u(x) = min
ν2∈P (A2(x))
max
ν1∈P (A1(x))
{r(x, ν1, ν2) +
∫
X
u(y)p(dy|x, ν1, ν2)}
= max
ν1∈P (A1(x))
min
ν2∈P (A2(x))
{r(x, ν1, ν2) +
∫
X
u(y)p(dy|x, ν1, ν2)}
fu¨r alle x ∈ X. Dabei entspricht ϕ dem Wert des Spieles.
Weiterhin existieren f0 ∈ F1 und g0 ∈ F2 mit
ϕ+ u(x) = r(x, f0(x), g0(x)) +
∫
X
u(y)pf0g0(dy) (2.46)
= max
ν1∈P (A1(x))
{r(x, ν1, g0(x)) +
∫
X
u(y)p(dy|x, ν1, g0(x))}
= min
ν2∈P (A2(x))
{r(x, f0(x), ν2) +
∫
X
u(y)p(dy|x, f0(x), ν2)}
fu¨r alle x ∈ X.
Gilt außerdem Irr, so ist die Funktion u bis auf eine additive Konstante eindeutig bestimmt.
Beweis. Siehe Theorem in [37]. Obwohl die Eindeutigkeit von u bis auf eine additive Konstante im
Theorem nicht erwa¨hnt wird, wird sie dennoch bewiesen. Fu¨r den Beweis dieser Eindeutigkeit ist die
Bedingung Irr wesentlich, da er mit den selben Argumenten wie der Beweis von Theorem 10.3.7 in
[28] arbeitet. Dort wird eine analoge Aussage fu¨r den Fall eines Markovschen Entscheidungsmodels
bewiesen. Die in [28] verwendete Annahme 10.3.5 entspricht unserer Annahme Irr (siehe auch [36]).
In Abschnitt 2.2 beweisen wir die Aussagen der Sa¨tze 2.3 und 2.4, ohne die Beschra¨nktheit von W
auf C zu fordern. Wir erhalten jedoch unter unseren schwa¨cheren Voraussetzungen keine Eindeutig-
keitsaussage wie in Satz 2.4.
In der Arbeit von Herna´ndez-Lerma und Lasserre [30] wird der Zusammenhang zwischen Tupeln
(ϕ, u, f0, g0), die die Gleichung (2.46) erfu¨llen, und optimalen stationa¨ren Strategien untersucht. Dazu
wird die Annahme Irr durch die sta¨rkere Annahme Irr1 ersetzt.
Annahme Irr1:
Es gibt ein σ-endliches Maß ψ auf X und eine strikt positive Dichtefunktion z : K ×X → R, so dass
p(D|x, a1, a2) =
∫
D
z(x, a1, a2, y)ψ(dy)
fu¨r alle D ∈ B(X) und (x, a1, a2) ∈ K gilt.
Satz 2.5 (Herna´ndez-Lerma und Lasserre). Angenommen, es gelten die Voraussetzungen MS1,
A4 und Irr1.
Dann existiert ein Tupel (ϕ, u, f, g) ∈ R× V × F1 × F2, welches fu¨r alle x ∈ X eine Lo¨sung von
ϕ+ u(x) = r(x, f(x), g(x)) +
∫
X
u(y)pfg(dy) (2.47)
ist. Dabei entspricht ϕ dem Wert des Spieles.
Weiterhin ist ein Tupel (ϕ, u, f, g) Lo¨sung von (2.47) genau dann, wenn f und g optimale Strategien
fu¨r die Spieler 1 und 2 sind.
Beweis. Theorem 5.8 in [30].
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Nach Satz 2.1 impliziert MS 1 die Existenz eines ε-Sattelpunktes, in diesem Fall sogar fu¨r ε = 0.
Aus Theorem 2.2 folgt, dass eine Lo¨sung von (2.47) existiert, und zwar nur unter MS1 und A4. Wir
beno¨tigen dabei die Existenz einer Dichte, also Annahme Irr1, nicht.
In Theorem 2.2 wird auch gezeigt, dass fu¨r eine Lo¨sung (ϕ, u, f, g) von (2.47) die Optimalita¨t von f
und g folgt, nicht jedoch die umgekehrte Implikation.
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Kapitel 3
Myopische Equilibria in Spielen mit
SER-SIT-Struktur
Nachdem in Kapitel 2 Nullsummen-Spiele untersucht wurden, wollen wir uns nun Nicht-Nullsummen-
Spielen in Borelschen Zustands- und Aktionenra¨umen zuwenden.
Nicht-Nullsummen-Spiele mit allgemeiner Struktur sind in der Regel schwierig zu behandeln, siehe
Abschnitt 1.3.
Viele o¨konomische Anwendungen fu¨hren jedoch zu Spielen mit gewissen strukturellen Eigenschaften.
Diese Struktur kann genutzt werden, um weiterfu¨hrende Aussagen herzuleiten. Beispiele hierfu¨r sind
SER-SIT games, AR-AT games, single-control games oder switching-control games. Eine U¨bersicht
u¨ber die verwendeten Modelle und Anwendungen findet der Leser in [20].
Wir wollen uns mit SER-SIT-Spielen bescha¨ftigen. Die Bezeichnung geht auf die Arbeit von Partha-
sarathy, Tijs und Vrieze [69] zuru¨ck und steht fu¨r separable rewards, state independent transitions. In
diesen Spielen ergibt sich die Gewinnfunktion als Summe aus einem Term, der nur von den Aktionen
der Spieler abha¨ngt, und einem zweitem Term, der nur vom jeweiligen Zustand des Spieles abha¨ngig
ist. Außerdem ist der aktuelle Zustand unerheblich fu¨r den U¨bergang in einen neuen Zustand zu Be-
ginn der folgenden Periode. Das Bewegungsgesetz ha¨ngt also nur von den gewa¨hlten Aktionen der
Spieler ab. Beispiele fu¨r Spiele mit einer solchen Struktur sind Mehrlagermodelle, wie sie in Kapitel 4
behandelt werden, oder auch Oligopol-Modelle.
Vor Parthasarathy, Tijs und Vrieze bescha¨ftigte sich schon Sobel in [84] und [32] mit Markovschen
Entscheidungsprozessen und Markov-Spielen mit dieser Struktur. Ein Fehler in den Ergebnissen zu
Markovschen Entscheidungsprozessen wird in [41] aufgezeigt und korrigiert. Auch das Resultat zu
Nash-Equilibria in stochastischen Spielen mit SER-SIT-Struktur gilt nur unter scha¨rferen Bedingun-
gen als in [32] angegeben, wie ein Beispiel in Abschnitt 3.4 zeigt.
Die grundlegende Eigenschaft, die SER-SIT-Spiele besitzen, ist die Existenz myopischer Nash-Equilib-
ria. Darunter wollen wir Equilibria aus stationa¨ren Strategien im betrachteten Markov-Spiel verstehen,
die Equilibria in einem Ein-Perioden-Spiel sind, das sich durch die Parameter des Ausgangsspieles be-
stimmen la¨sst.
In [69] wird davon ausgegangen, dass die Mengen der zula¨ssigen Aktionen der Spieler in jedem Zustand
gleich sind, wa¨hrend [84] und [32] diese Bedingung nicht stellen. Allen Arbeiten gemeinsam ist die
Annahme endlicher Zustands- und Aktionenra¨ume. Unter den Voraussetzungen von [69] ergibt sich
die Existenz myopischer Equilibria fu¨r alle Anfangszusta¨nde, unter den Bedingungen in [84] und [32]
existieren diese nur fu¨r bestimmte Anfangszusta¨nde. Es werden jeweils sowohl diskontierte als auch
undiskontierte Spiele betrachtet.
Wir verallgemeinern hier die Annahmen aus [32] auf den Fall Borelscher Zustands- und Aktio-
nenra¨ume. Außerdem charakterisieren wir unter einer zusa¨tzlichen Annahme auch Nash-Equilibria
bezu¨glich aller Anfangszusta¨nde. Eine a¨hnliche Bedingung wird z.B. in einer Arbeit von Kurano [47]
vorausgesetzt.
In Abschnitt 3.1 wird das SER-SIT-Spiel definiert, und es werden erste Eigenschaften solcher Spiele
hergeleitet. In 3.2 werden bekannte Existenzaussagen fu¨r statische Spiele, also Ein-Perioden-Spiele,
dargestellt. Diese Aussagen fu¨hren uns direkt zu Bedingungen fu¨r die Existenz von Nash-Equilibria
in zugeho¨rigen Markov-Spielen, wie wir in Abschnitt 3.3 zeigen.
Abschnitt 3.4 untersucht endliche Spiele als Spezialfall. Insbesondere erhalten wir das Resultat aus
[69]. Wir geben ein Gegenbeispiel zu Theorem 9-7(a) aus [32] an und formulieren eine korrigierte
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Version dieses Theorems fu¨r den Durchschnittsgewinn-Fall.
3.1 Grundlegende Annahmen
Folgende Voraussetzungen an die Objekte des Spieles (1.1) sollen erfu¨llt sein:
Annahme B1:
a Es existieren Borel-meßbare Funktionen ki : A1× ...×AN → R und beschra¨nkte Borel-meßbare
Funktionen li : X → R mit
ri(x, a1, ..., aN ) = ki(a1, ..., aN ) + li(x) (3.1)
fu¨r alle (x, a1, ..., aN ) ∈ K, i = 1, ..., N .
b Es gibt einen stochastischen Kern p˜ von A1 × ...×AN nach X mit
p(B|x, a1, ..., aN ) = p˜(B|a1, ..., aN ) (3.2)
fu¨r alle B ∈ B(X), (x, a1, ..., aN ) ∈ K.
Spiele, fu¨r die die Annahme B1 gilt, nennen wir SER-SIT-Spiele.
Zur Verku¨rzung der Notation verwenden wir im folgenden fu¨r p˜ die Bezeichnung p.
Aus B1.b folgt, dass fu¨r einen gegebenen Zustand Xn zum Zeitpunkt n = 0, 1, 2, ... die Verteilung
von Xn+1 nur von den Aktionen Ain der Spieler abha¨ngt, nicht aber von Xn.
Nehmen wir an, die Spieler spielen ein Tupel pi ∈ Π von Strategien, und das Spiel startet in einem
Punkt x ∈ X. Wir betrachten nun den erwarteten Gesamtgewinn nach n Stufen fu¨r Spieler i, der
durch
J in(x, pi) = E
pi
x
[ n−1∑
m=0
ri(Xm, A1m, ..., A
N
m)
]
definiert ist. Die Voraussetzungen in den folgenden Abschnitten werden sichern, dass der Erwartungs-
wert existiert. Unter Annahme B1 folgt fu¨r i = 1, ..., N
J in(x, pi) = E
pi
x [
n−1∑
m=0
{ki(A1m, ..., ANm) + li(Xm)}]
= Epix
n−1∑
m=0
ki(A1m, ..., A
N
m) + E
pi
x
n−1∑
m=0
li(Xm)
= li(x) + Epix
n−1∑
m=0
ki(A1m, ..., A
N
m)
+ Epix
[ n−1∑
m=1
Epix (l
i(Xm)|A1m−1, ..., ANm−1)
]
= li(x)− Epix (li(Xn))
+ Epix
[ n−1∑
m=0
{ki(A1m, ..., ANm) + Epix (li(Xm+1)|A1m, ..., ANm)}
]
. (3.3)
Definieren wir nun meßbare Funktionen Gi durch
Gi(a1, ..., aN ) := ki(a1, ..., aN ) +
∫
X
li(y)p(dy|a1, ..., aN ) (3.4)
fu¨r i = 1, ..., N , so folgt mit (3.3), dass
J in(x, pi) = l
i(x)− Epix (li(Xn)) + Epix
n−1∑
m=0
Gi(A1m, ..., A
N
m)
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gilt. Division durch n und anschließender U¨bergang zum liminf fu¨r n → ∞ ergibt den erwarteten
Durchschnittsgewinn fu¨r Spieler i, der sich als
J i(x, pi) = lim inf
n→∞
1
n
Epix
n−1∑
m=0
Gi(A1m, ..., A
N
m)− lim inf
n→∞
1
n
Epix (l
i(Xn))
schreiben la¨sst. Da wir li als beschra¨nkt angenommen haben, verschwindet der zweite Term auf der
rechten Seite, und wir erhalten
J i(x, pi) = lim inf
n→∞
1
n
Epix
n−1∑
m=0
Gi(A1m, ..., A
N
m). (3.5)
3.2 Statische Spiele
Im Abschnitt 3.1 haben wir durch (3.4) Funktionen Gi definiert, die nur von den Aktionen der Spieler
abha¨ngen. Wir wollen nun Spiele betrachten, in denen Funktionen dieser Art die Auszahlungsfunktio-
nen fu¨r die Spieler definieren.
Außerdem sollen diese Spiele nur in einer Periode, sagen wir zum Zeitpunkt n = 0, gespielt werden.
Jeder Spieler trifft eine Entscheidung, und er erha¨lt eine Auszahlung, die abha¨ngig von den gewa¨hlten
Aktionen aller Spieler ist. Damit endet das Spiel. Spiele dieser Art werden statisch genannt.
Ein statisches Spiel definieren wir als
Mst = ((A1st,B(A1st)), ..., (ANst,B(ANst)), F 1, ..., FN )
mit folgenden Objekten:
1. (Aist,B(Aist)), i = 1, ..., N , sind Borel-Ra¨ume, versehen mit der σ-Algebra der Borelschen Teil-
mengen,
2. F i : A1st × ...×ANst → R sind Borel-meßbare Funktionen (i = 1, ..., N).
Jeder Spieler i wa¨hlt unabha¨ngig von allen anderen Spielern eine Aktion ai ∈ Aist. Anschließend erha¨lt
er eine Auszahlung in Ho¨he von F i(a1, ..., aN ).
Die Strategienmenge von Spieler i sei die Menge P (Aist), die wieder ein Borel-Raum ist. Es macht
offenbar keinen Sinn, in einem solchen Spiel zwischen stationa¨ren und nichtstationa¨ren Strategien zu
unterscheiden.
Wir schreiben
F˜ i(ν1, ..., νN ) :=
∫
A1st
...
∫
ANst
F i(a1, ..., aN )νN (daN )...ν1(da1)
fu¨r ν1 ∈ P (A1st), ..., νN ∈ P (ANst) und i = 1, ..., N .
Ein Nash-Equilibrium in einem solchen Spiel ist ein N -Tupel von Strategien (ν∗1 , ..., ν
∗
N ) ∈ P (A1st) ×
...× P (ANst) mit
F˜ i(ν∗1 , ..., ν
∗
N ) ≥ F˜ i(ν∗1 , ..., ν∗i−1, νi, ν∗i+1, ..., ν∗N ) (3.6)
fu¨r alle νi ∈ P (Aist) und alle i = 1, ..., N .
Interessant fu¨r unsere weiteren Untersuchungen sind hinreichende Bedingungen fu¨r die Existenz von
Nash-Equilibria in statischen Nicht-Nullsummen-Spielen. Beginnend mit den Arbeiten von Nash [56]
und [57] wurde diese Fragestellung in der Literatur zur Spieltheorie ausgiebig untersucht. Wir wollen
uns hier auf einige wichtige Resultate beschra¨nken.
Nash bewies 1951 die Existenz eines Equilibriums in Spielen mit endlichen Aktionenmengen:
Satz 3.1 (Nash). Sind die Mengen Aist fu¨r i = 1, ..., N endlich, so existiert ein Nash-Equilibrium in
Mst.
Beweis. Theorem 1 in [57].
Der folgende Satz von Nikaido und Isoda [58] verallgemeinert Nash’s Satz:
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Satz 3.2 (Nikaido und Isoda). Angenommen, es gelten folgende Bedingungen:
(a) Die Mengen Aist seien kompakte und konvexe Teilmengen eines Rmi fu¨r i = 1, ..., N .
(b) Die Funktionen F i : A1st × ...×ANst → R seien stetig fu¨r i = 1, ..., N .
(c) Fu¨r jedes fest gewa¨hlte i = 1, ..., N und vorgegebene Aktionen
(a1, ..., ai−1, ai+1, ..., aN ) ∈ A1st × ...×Ai−1st ×Ai+1st × ...×ANst
sei die Funktion
F i(a1, ..., ai−1, ., ai+1, ..., aN ) : Aist → R
konkav.
Dann gibt es ein Tupel (a1∗, ..., aN∗) ∈ A1st × ...×ANst mit
F i(a1∗, ..., aN∗) ≥ F i(a1∗, ..., ai−1∗, ai, ai+1∗, ..., aN∗)
fu¨r alle ai ∈ Aist und alle i = 1, ..., N .
Insbesondere ist das Tupel (ν∗1 , ..., ν
∗
N ) mit ν
∗
i = δai∗ ein Nash-Equilibrium in Mst.
Beweis. Siehe Satz 2.4 in [72].
Eine weitergehende Verallgemeinerung von Nash’s Satz ist der folgende
Satz 3.3 (Owen). Sind die Mengen Aist kompakte endlich-dimensionale Ra¨ume, und sind die Funk-
tionen F i : A1st × ...×ANst → R stetig fu¨r i = 1, ..., N , so existiert ein Nash-Equilibrium in Mst.
Beweis. Theorem in [67].
3.3 Equilibria in Spielen mit SER-SIT-Struktur
Wir kommen nun auf das im Abschnitt 3.1 eingefu¨hrte stochastische Spiel (1.1) mit der Annahme B1
zuru¨ck.
Nach Gleichung (3.5) ist fu¨r pi ∈ Π und x ∈ X
J i(x, pi) = lim inf
n→∞
1
n
Epix
n−1∑
m=0
Gi(A1m, ..., A
N
m)
mit (3.4)
Gi(a1, ..., aN ) = ki(a1, ..., aN ) +
∫
X
li(y)p(dy|a1, ..., aN ).
Definieren wir Funktionen G˜i durch
G˜i(ν1, ..., νN ) :=
∫
A1
...
∫
AN
Gi(a1, ..., aN )νN (daN )...ν1(da1)
fu¨r ν1 ∈ P (A1), ..., νN ∈ P (AN ) und i = 1, ..., N , so ko¨nnen wir folgende Annahme formulieren:
Annahme B2:
Es gibt ein N -Tupel von Wahrscheinlichkeitsverteilungen (ν∗1 , ..., ν
∗
N ) ∈ P (A1)× ...× P (AN ) mit
G˜i(ν∗1 , ..., ν
∗
N ) ≥ G˜i(ν∗1 , ..., ν∗i−1, νi, ν∗i+1, ..., ν∗N ) (3.7)
fu¨r alle νi ∈ P (Ai) und alle i = 1, ..., N .
Die Gu¨ltigkeit dieser Annahme ist gleichbedeutend mit der Existenz eines Nash-Equilibriums im sta-
tischen Spiel
((A1,B(A1)), ..., (AN ,B(AN )), G1, ..., GN ).
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Um die Ergebnisse aus Abschnitt 3.2 u¨bertragen zu ko¨nnen, beno¨tigen wir jedoch weitere Annahmen.
Fu¨r eine Strategie pi1 = (pi10 , pi
1
1 , ...) ∈ Π1 des ersten Spielers gilt na¨mlich pi1n(.|x0, a10, ..., aN0 , ..., xn) ∈
P (A1(xn)) fu¨r beliebige Vorgeschichten (x0, a10, ..., a
N
0 , ..., xn) ∈ Hn. Nun kann es aber z.B. Zusta¨nde x
geben, fu¨r die unter Annahme B2 ν∗1 (A
1(x)) = 0 gilt. Startet das Spiel nun in einem solchen Zustand,
so muss pi10(A
1(x)|x) = 1 gelten, die Annahme B2 wa¨re fu¨r Abscha¨tzungen nicht verwendbar.
Befindet sich das Spiel in einem Zustand x ∈ X, und will z.B. Spieler 1 die stationa¨re Strategie f ∈ F1
mit f(D|x) = ν∗1 (D) fu¨r D ∈ B(A1) verwenden, so mu¨ssen wir sichern, dass fu¨r den betreffenden
Zustand ν∗1 (A
1(x)) = 1 gilt.
Sei ein Spieler i fest gewa¨hlt. Betrachten wir die durch
Xi := {x ∈ X|ν∗i (Ai(x)) = 1} (3.8)
definierte Teilmenge von X. Befindet sich das Spiel in einem Zustand x ∈ Xi, so hat Spieler i die
Mo¨glichkeit, seine Aktion gema¨ß der Wahrscheinlichkeitsverteilung ν∗i auszuwa¨hlen.
Wir zeigen nun, dass Xi ∈ B(X) gilt.
Es ist
ν∗i (A
i(x)) =
∫
Ai(x)
ν∗i (da) =
∫
Ai
IAi(x)(a)ν∗i (da)
fu¨r alle x ∈ X. Die Abbildung ψ : X ×Ai → R mit
ψ(x, a) = IAi(x)(a) =
{
1 falls a ∈ Ai(x)
0 falls a 6∈ Ai(x)
ist meßbar, denn es ist
ψ−1(1) = {(x, a)|a ∈ Ai(x)} = Ki ∈ B(X)⊗ B(Ai)
nach Voraussetzung (siehe Abschnitt 1.1). Damit ist nach dem Satz von Fubini (siehe z.B. [8]) die
Abbildung
x 7→
∫
Ai
ψ(x, a)ν∗i (da) = ν
∗
i (A
i(x))
meßbar. Insbesondere ist Xi ∈ B(X).
Nun treffen wir folgende
Annahme B3:
Fu¨r die durch (3.8) definierten Mengen Xi, i = 1, ..., N soll gelten:
a Die Menge X˜ := X1 ∩ ... ∩XN ist nichtleer.
b Sei
X˜i := X1 ∩ ... ∩Xi−1 ∩Xi+1 ∩ ... ∩XN .
Es gilt∫
A1
...
∫
AN
p(X˜i|a1, ..., aN )ν∗N (daN )...ν∗i+1(dai+1)νi(dai)ν∗i−1(dai−1)...ν∗1 (da1) = 1 (3.9)
fu¨r alle νi ∈ P (Ai) und alle i = 1, ..., N .
Die Menge X˜ ist die Menge aller Zusta¨nde, in denen es fu¨r alle Spieler zula¨ssig ist, ihre Aktionen
gema¨ß den Wahrscheinlichkeitsverteilungen (ν∗1 , ..., ν
∗
N ) auszuwa¨hlen. Fu¨r Zusta¨nde in den Mengen
X˜i gilt dies nur fu¨r jeweils N-1 Spieler.
Wir bemerken, dass aus (3.9)∫
A1
...
∫
AN
p(X˜i|a1, ..., aN )ν∗N (daN )...ν∗1 (da1) = 1
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fu¨r alle i folgt. Es ist mit X˜ = X˜1 ∩ ... ∩ X˜N leicht einzusehen, dass dann auch∫
A1
...
∫
AN
p(X˜|a1, ..., aN )ν∗N (daN )...ν∗1 (da1) = 1 (3.10)
gelten muss.
Gegeben sei nun ein Strategientupel pi∗ = (pi1∗, ..., piN∗) ∈ Π mit
pii∗n (hn) =
{
ν∗i falls xn ∈ Xi
beliebig sonst
(3.11)
fu¨r alle i = 1, ..., N und alle hn = (x0, a10, ..., a
N
0 , ..., xn) ∈ Hn.
Eine weitere fu¨r uns interessante Zufallsgro¨ße, die Zeit des ersten Eintritts in die Menge X˜i, sei gegeben
durch
T i := inf{n ≥ 0 : Xn ∈ X˜i}
fu¨r i = 1, ..., N , wobei wie u¨blich das Infimum u¨ber die leere Menge gleich ∞ gesetzt wird.
Im folgenden Lemma beweisen wir, dass unter gewissen Bedingungen die Mengen X˜i nicht mehr
verlassen werden, wenn sie einmal erreicht sind. Außerdem scha¨tzen wir den erwarteten Gewinn fu¨r
Spieler i in Stufe n unter der Bedingung T i = k fu¨r n ≥ k ab.
Lemma 3.1. Angenommen, es gelten B1, B2 und B3.
Sei pi = (pi1, ..., piN ) ∈ Π ein beliebiges Strategientupel und pi∗ = (pi1∗, ..., piN∗) ∈ Π durch (3.11)
definiert.
Fu¨r jedes i ∈ {1, ..., N} und jedes k ≥ 0 mit P (pii,pi−i∗)x (T i = k) > 0 gelten
(a)
P (pi
i,pi−i∗)
x (Xn ∈ X˜i|T i = k) = 1 (3.12)
(b)
E(pi
i,pi−i∗)
x (G
i(A1n, ..., A
N
n )|T i = k) ≤ G˜i(ν∗1 , ..., ν∗N ) (3.13)
fu¨r alle n ≥ k und alle x ∈ X.
Beweis. Wir zeigen (3.12) und (3.13) fu¨r i = 1, fu¨r alle anderen Spieler verla¨uft der Beweis analog.
Wir nehmen also an, dass die Spieler die Strategie (pi1, pi2∗, ..., piN∗) ∈ Π benutzen, wobei pi1 ∈ Π1
beliebig gewa¨hlt ist. Das Spiel starte in einem Punkt x ∈ X.
Wir wollen zuerst (3.12) durch Induktion u¨ber n zeigen. Wir wa¨hlen also ein festes k ≥ 0 mit
P
(pi1,pi−1∗)
x (T 1 = k) > 0.
Der Zufallsvektor (X0, A10, ..., A
N
0 , ..., Xn−1, A
1
n−1, ..., A
N
n−1, Xn) der Vorgeschichte bis zum Zeitpunkt
n sei mit Yn bezeichnet (n ≥ 1), weiterhin sei Y0 := X0 = x.
Wir betrachten zuna¨chst das auf dem Raum (X × A1 × ... × AN )∞ mit der Produkt-σ-Algebra F
definierte Wahrscheinlichkeitsmaß P (pi
1,pi−1∗)
x (siehe auch Abschnitt 1.1). Das Wahrscheinlichkeitsmaß
P
(pi1,pi−1∗)
x (.|T 1 = k) auf F bezeichnen wir mit P und die zugeho¨rige Erwartung mit E. Die Randver-
teilung von P bezu¨glich (X ×A1 × ...×AN )n ×X bezeichnen wir mit Pn fu¨r n ≥ 0. Dann entspricht
Pn der Verteilung des Vektors Yn.
Zu zeigen ist zuna¨chst (3.12), also in verku¨rzter Schreibweise
P (Xn ∈ X˜1) = 1 (3.14)
fu¨r alle n ≥ k.
Fu¨r n = k gilt (3.14) nach Definition von T 1.
Gelte nun (3.14) fu¨r ein n ≥ k. Es folgt
Pn((X ×A1 × ...×AN )n × X˜1) = P (Yn ∈ (X ×A1 × ...×AN )n × X˜1)
= P (Xn ∈ X˜1) = 1. (3.15)
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Weiterhin haben wir fu¨r jedes
yn = (x0, a10, ..., a
N
0 , ..., xn−1, a
1
n−1, ..., a
N
n−1, xn) ∈ (X ×A1 × ...×AN )n × X˜1,
dass
P (Xn+1 ∈ X˜1|Yn = yn)
=
∫
A1
...
∫
AN
p(X˜1|a1, ..., aN )piN∗n (daN |yn)...pi2∗n (da2|yn)pi1n(da1|yn)
=
∫
A1
...
∫
AN
p(X˜1|a1, ..., aN )ν∗N (daN )...ν∗2 (da2)pi1n(da1|yn)
= 1
wegen (3.9). Damit ist
P (Xn+1 ∈ X˜1) =
∫
(X×A1×...×AN )n×X
P (Xn+1 ∈ X˜1|Yn = yn)Pn(dyn)
=
∫
(X×A1×...×AN )n×X˜1
P (Xn+1 ∈ X˜1|Yn = yn)Pn(dyn)
=
∫
(X×A1×...×AN )n×X˜1
Pn(dyn)
= Pn((X ×A1 × ...×AN )n × X˜1) = 1
wegen (3.15). Also gilt (3.14) auch fu¨r n + 1, und damit fu¨r alle n ≥ k. Wir bemerken, dass damit
auch (3.15) fu¨r alle n ≥ k gilt.
(3.13) entspricht in verku¨rzter Schreibweise
E(G1(A1n, ..., A
N
n )) ≤ G˜1(ν∗1 , ..., ν∗N ),
was nun noch zu zeigen ist.
Ist wieder
yn = (x0, a10, ..., a
N
0 , ..., xn−1, a
1
n−1, ..., a
N
n−1, xn) ∈ (X ×A1 × ...×AN )n × X˜1,
so folgt
E(G1(A1n, ..., A
N
n )|Yn = yn)
=
∫
A1
...
∫
AN
G1(a1, ..., aN )piN∗n (da
N |yn)...pi2∗n (da2|yn)pi1n(da1|yn)
=
∫
A1
...
∫
AN
G1(a1, ..., aN )ν∗N (da
N )...ν∗2 (da
2)pi1n(da
1|yn)
= G˜1(pi1n(yn), ν
∗
2 , ..., ν
∗
N )
≤ G˜1(ν∗1 , ν∗2 , ..., ν∗N )
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wegen (3.7) fu¨r i = 1. Auch hier folgt mit (3.15)
E(G1(A1n, ..., A
N
n ))
=
∫
(X×A1×...×AN )n×X
E(G1(A1n, ..., A
N
n )|Yn = yn)Pn(dyn)
=
∫
(X×A1×...×AN )n×X˜1
E(G1(A1n, ..., A
N
n )|Yn = yn)Pn(dyn)
≤
∫
(X×A1×...×AN )n×X˜1
G˜1(ν∗1 , ν
∗
2 , ..., ν
∗
N )Pn(dyn)
= G˜1(ν∗1 , ν
∗
2 , ..., ν
∗
N ) · Pn((X ×A1 × ...×AN )n × X˜1)
= G˜1(ν∗1 , ν
∗
2 , ..., ν
∗
N ),
also gilt (3.13) fu¨r alle n ≥ k.
Lemma 3.1 sagt folgendes aus: Spielen alle Spieler j 6= i die Strategien pij∗, und erreicht das Spiel in
Stufe k einen Zustand x ∈ X˜i, so verbleibt das Spiel danach P (pii,pi−i∗)x -fast sicher fu¨r immer in X˜i,
unabha¨ngig von der Wahl pii des Spielers i. Der Ein-Stufen-Gewinn ist fu¨r alle Zeitpunkte n ≥ k nicht
gro¨ßer als G˜i(ν∗1 , ν
∗
2 , ..., ν
∗
N ).
Die Zeit des ersten Eintritts in die Menge X˜ sei durch
T := inf{n ≥ 0 : Xn ∈ X˜}
definiert. Das folgende Lemma untersucht den Fall, dass die Spieler pi∗ benutzen.
Lemma 3.2. Angenommen, es gelten B1, B2 und B3, und pi∗ = (pi1∗, ..., piN∗) ∈ Π ist durch (3.11)
definiert.
Fu¨r jedes k ≥ 0 mit Ppi∗x (T = k) > 0 gelten
(a)
Ppi
∗
x (Xn ∈ X˜|T = k) = 1 (3.16)
(b)
Epi
∗
x [G
i(A1n, ..., A
N
n )|T = k] = G˜i(ν∗1 , ..., ν∗N ) (3.17)
fu¨r alle n ≥ k und alle x ∈ X, i = 1, ..., N .
Beweis. Der Beweis ist sehr a¨hnlich zu dem von Lemma 3.1. Anstelle von (3.9) benutzen wir (3.10),
um (3.16) zu beweisen. (3.17) folgt wie (3.13), nur dass hier keine Abscha¨tzung nach oben beno¨tigt
wird, da fu¨r xn ∈ X˜ jeder der Spieler ν∗i verwendet.
Das folgende Theorem trifft eine Aussage u¨ber die Existenz von Nash-Equilibria fu¨r Anfangszusta¨nde
in X˜:
Theorem 3.1. Angenommen, es gelten B1, B2 und B3.
Dann ist jedes Strategientupel pi∗ = (pi1∗, ..., piN∗) ∈ Π mit (3.11) ein Nash-Equilibrium bezu¨glich X˜
fu¨r das Spiel MN .
Es gilt
J i(x, pi∗) = G˜i(ν∗1 , ..., ν
∗
N )
fu¨r alle x ∈ X˜ und alle i = 1, ..., N .
Beweis. Wir nehmen wieder an, dass die Spieler die Strategie (pi1, pi2∗, ..., piN∗) = (pi1, pi−1∗) ∈ Π
spielen, wobei pi1 ∈ Π1 beliebig gewa¨hlt ist.
Startet das Spiel in x ∈ X˜ = X˜1 ∩ ... ∩ X˜N , so ist fu¨r jedes ρ ∈ Π P ρx -fast sicher T i = 0 fu¨r alle
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i = 1, ..., N , und ebenso ist T = 0.
Aus (3.12) und (3.13) folgen
P (pi
i,pi−i∗)
x (Xn ∈ X˜i) = 1 (3.18)
und
E(pi
i,pi−i∗)
x (G
i(A1n, ..., A
N
n )) ≤ G˜i(ν∗1 , ..., ν∗N ) (3.19)
fu¨r alle n ≥ 0 und alle i = 1, ..., N .
Mit (3.5) folgt
J1(x, (pi1, pi−1∗)) = lim inf
n→∞
1
n
E(pi
1,pi−1∗)
x
n−1∑
m=0
G1(A1m, ..., A
N
m)
≤ G˜1(ν∗1 , ν∗2 , ..., ν∗N ) (3.20)
fu¨r alle Anfangszusta¨nde x ∈ X˜.
Gehen wir andererseits davon aus, dass die Spieler das Strategientupel pi∗ benutzen, so ist wegen
Ppi
∗
x (T = 0) = 1 und Lemma 3.2
Ppi
∗
x (Xn ∈ X˜) = 1 (3.21)
und
Epi
∗
x (G
1(A1n, ..., A
N
n )) = G˜
1(ν∗1 , ν
∗
2 , ..., ν
∗
N ) (3.22)
fu¨r alle n ≥ 0 und alle x ∈ X˜.
Es folgt
J1(x, pi∗) = lim inf
n→∞
1
n
Epi
∗
x
n−1∑
m=0
G1(A1m, ..., A
N
m)
= G˜1(ν∗1 , ν
∗
2 , ..., ν
∗
N ) (3.23)
fu¨r alle Anfangszusta¨nde x ∈ X˜.
Fassen wir (3.20) und (3.23) zusammen, so gilt
G˜1(ν∗1 , ν
∗
2 , ..., ν
∗
N ) = J
1(x, pi∗) ≥ J1(x, (pi1, pi−1∗))
fu¨r alle pi1 ∈ Π1 und x ∈ X˜.
Analog beweisen wir die entsprechenden Ungleichungen fu¨r die Spieler i = 2, ..., N .
Aus Theorem 3.1 folgt, dass wir unter unseren speziellen Voraussetzungen Nash-Equilibria erhalten
ko¨nnen, indem wir Gleichgewichte in einem statischen Spiel bestimmen. So bestimmte Equilibria nen-
nen wir myopisch.
Nutzen wir die Ausfu¨hrungen in Abschnitt 3.2, insbesondere die Sa¨tze 3.1, 3.2 und 3.3, so ergeben
sich hinreichende Bedingungen fu¨r Annahme B2.
Wir wollen nun u¨berlegen, welche hinreichenden Bedingungen es fu¨r die Existenz von Nash-Equilibria
bezu¨glich der kompletten Zustandsmenge X gibt.
Dazu treffen wir folgende Annahme:
Annahme B4:
Es gibt ein N -Tupel von Strategien p˜i = (p˜i1, ..., p˜iN ) ∈ Π, so dass fu¨r jedes i = 1, ..., N
E(pi
i,p˜i−i)
x T
i <∞ (3.24)
fu¨r alle pii ∈ Πi und alle x ∈ X gilt.
Die Bedingung (3.24) bedeutet, dass unabha¨ngig vom Anfangszustand und von der Strategie des
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Spielers i die anderen Spieler die Mo¨glichkeit haben, durch Spielen von p˜i−i ein Erreichen der Zu-
standsmenge X˜i in endlicher Zeit zu erzwingen.
Es gilt P p˜ix -fast sicher T ≤ max{T 1, ..., TN}, damit muss auch
Ep˜ixT <∞ (3.25)
gelten.
Wir spezifizieren das Strategientupel pi∗ = (pi1∗, ..., piN∗) ∈ Π aus (3.11) durch
pii∗n (hn) =
{
ν∗i falls xn ∈ Xi
p˜iin(hn) sonst
(3.26)
fu¨r alle i = 1, ..., N und alle hn = (x0, a10, ..., a
N
0 , ..., xn) ∈ Hn.
Dann gilt das
Theorem 3.2. Angenommen, es gelten B1, B2, B3 und B4. Weiterhin sei ki beschra¨nkt fu¨r alle
i = 1, ..., N .
Dann ist das Strategientupel pi∗ ∈ Π mit (3.26) ein Nash-Equilibrium fu¨r das Spiel MN .
Es gilt
J i(x, pi∗) = G˜i(ν∗1 , ..., ν
∗
N ) (3.27)
fu¨r alle x ∈ X und alle i = 1, ..., N .
Beweis. Wir wollen zeigen, dass (1.9) fu¨r i = 1 gilt, fu¨r alle anderen Spieler verla¨uft der Nachweis
analog.
Der Anfangszustand sei X0 = x. Die Spieler 2 bis N benutzen die Strategie pi−1∗ = (pi2∗, ..., piN∗) aus
(3.26), Spieler 1 mo¨ge eine beliebige Strategie pi1 ∈ Π1 wa¨hlen. Wir schreiben P := P (pi1,pi−1∗)x und
fu¨r den Erwartungswert E := E(pi
1,pi−1∗)
x .
Aus Bedingung (3.24) und (3.26) folgt sofort, dass
ET i <∞ (3.28)
fu¨r alle i gilt.
l1 und k1 sind beschra¨nkt, somit auch G1. Es sei also |G1(a1, ..., aN )| ≤M fu¨r eine Konstante M und
alle (a1, ..., aN ) ∈ A1 × ...×AN .
Es gilt
J1(x,(pi1, pi−1∗)) = lim inf
n→∞
1
n
E
n−1∑
m=0
G1(A1m, ..., A
N
m)
= lim inf
n→∞
1
n
∞∑
k=0
E
[ n−1∑
m=0
G1(A1m, ..., A
N
m)|T 1 = k
]
P (T 1 = k). (3.29)
Damit der Term in der Summe fu¨r alle k wohldefiniert ist, setzen wir
E[G1(A1m, ..., A
N
m)|T 1 = k] = 0
fu¨r k mit P (T 1 = k) = 0. Fu¨r ein festes n gilt
1
n
∞∑
k=0
E
[ n−1∑
m=0
G1(A1m, ..., A
N
m)|T 1 = k
]
P (T 1 = k)
=
1
n
∞∑
k=0
n−1∑
m=0
E[G1(A1m, ..., A
N
m)|T 1 = k]P (T 1 = k)
=
1
n
n−1∑
k=0
k−1∑
m=0
E[G1(A1m, ..., A
N
m)|T 1 = k]P (T 1 = k)
+
1
n
n−1∑
k=0
n−1∑
m=k
E[G1(A1m, ..., A
N
m)|T 1 = k]P (T 1 = k)
+
1
n
∞∑
k=n
n−1∑
m=0
E[G1(A1m, ..., A
N
m)|T 1 = k]P (T 1 = k). (3.30)
46
Fu¨r alle k mit P (T i = k) > 0 gilt wegen (3.13)
E[G1(A1m, ..., A
N
m)|T 1 = k] ≤ G˜1(ν∗1 , ..., ν∗N )
fu¨r alle m ≥ k. Diese Abscha¨tzung benutzen wir fu¨r den mittleren Term auf der rechten Seite von
(3.30). In den beiden anderen Termen scha¨tzen wir den bedingten Erwartungswert nach oben durch
M ab.
Zusammenfassend ist also
1
n
∞∑
k=0
E
[ n−1∑
m=0
G1(A1m, ..., A
N
m)|T 1 = k
]
P (T 1 = k)
≤ 1
n
n−1∑
k=0
k−1∑
m=0
MP (T 1 = k)
+
1
n
n−1∑
k=0
n−1∑
m=k
G˜1(ν∗1 , ..., ν
∗
N )P (T
1 = k)
+
1
n
∞∑
k=n
n−1∑
m=0
MP (T 1 = k)
=
1
n
n−1∑
k=0
kMP (T 1 = k)
+
1
n
n−1∑
k=0
(n− k)G˜1(ν∗1 , ..., ν∗N )P (T 1 = k)
+
1
n
∞∑
k=n
nMP (T 1 = k)
=
1
n
(M − G˜1(ν∗1 , ..., ν∗N ))
n−1∑
k=0
kP (T 1 = k)
+ G˜1(ν∗1 , ..., ν
∗
N )
n−1∑
k=0
P (T 1 = k) +M
∞∑
k=n
P (T 1 = k)
≤ 1
n
(M − G˜1(ν∗1 , ..., ν∗N ))ET 1 + G˜1(ν∗1 , ..., ν∗N ) +M
∞∑
k=n
P (T 1 = k)
fu¨r jedes feste n. Lassen wir n gegen ∞ gehen und beachten wir dabei (3.28), so verschwinden der
erste und der letzte Term. Wir bemerken, dass P (T 1 <∞) = 1 gilt. Einsetzen in (3.29) ergibt
J1(x, (pi1, pi−1∗)) ≤ G˜1(ν∗1 , ..., ν∗N ).
Zu zeigen bleibt noch (3.27) fu¨r i = 1. Nehmen wir also an, dass die Spieler pi∗ spielen. Es folgt wie
oben
J1(x, pi∗) = lim inf
n→∞
1
n
∞∑
k=0
Epi
∗
x
[ n−1∑
m=0
G1(A1m, ..., A
N
m)|T = k
]
Ppi
∗
x (T = k). (3.31)
Wir zerlegen wieder fu¨r ein festes n den Term unter dem liminf in drei Summanden
1
n
∞∑
k=0
Epi
∗
x
[ n−1∑
m=0
G1(A1m, ..., A
N
m)|T = k
]
Ppi
∗
x (T = k)
=
1
n
n−1∑
k=0
k−1∑
m=0
Epi
∗
x [G
1(A1m, ..., A
N
m)|T = k]Ppi
∗
x (T = k)
+
1
n
n−1∑
k=0
n−1∑
m=k
Epi
∗
x [G
1(A1m, ..., A
N
m)|T = k]Ppi
∗
x (T = k)
+
1
n
∞∑
k=n
n−1∑
m=0
Epi
∗
x [G
1(A1m, ..., A
N
m)|T = k]Ppi
∗
x (T = k).
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Bezeichnen wir die drei Terme auf der rechten Seite in dieser Reihenfolge mit an, bn und cn, so folgt
fu¨r an
−M
n
Epi
∗
x T ≤ −
M
n
n−1∑
k=0
kPpi
∗
x (T = k) ≤ an ≤
M
n
n−1∑
k=0
kPpi
∗
x (T = k) ≤
M
n
Epi
∗
x T,
und damit
lim
n→∞ an = 0. (3.32)
Fu¨r cn ist
−M
∞∑
k=n
Ppi
∗
x (T = k) ≤ cn ≤M
∞∑
k=n
Ppi
∗
x (T = k).
Es gilt wegen (3.25) Ppi
∗
x (T <∞) = 1, also auch
lim
n→∞ cn = 0. (3.33)
Nach Lemma 3.2 gilt fu¨r k mit Ppi
∗
x (T = k) > 0
Epi
∗
x [G
1(A1m, ..., A
N
m)|T = k] = G˜1(ν∗1 , ..., ν∗N )
fu¨r alle m ≥ k, also
bn =
1
n
n−1∑
k=0
(n− k)G˜1(ν∗1 , ..., ν∗N )Ppi
∗
x (T = k)
= G˜1(ν∗1 , ..., ν
∗
N )
n−1∑
k=0
Ppi
∗
x (T = k)− G˜1(ν∗1 , ..., ν∗N )
1
n
n−1∑
k=0
kPpi
∗
x (T = k)
Der zweite Term auf der rechten Seite verschwindet analog zu an fu¨r n→∞, also ist
lim
n→∞ bn = G˜
1(ν∗1 , ..., ν
∗
N ). (3.34)
Aus der Existenz der drei Grenzwerte (3.32), (3.33) und (3.34) folgt, dass der Grenzwert der Summe
existiert und gleich G˜1(ν∗1 , ..., ν
∗
N ) ist.
Eingesetzt in (3.31) ergibt sich
J1(x, pi∗) = G˜1(ν∗1 , ..., ν
∗
N )
und damit die Behauptung.
3.4 Endliche Zustands- und Aktionenra¨ume
In der Arbeit von Parthasarathy, Tijs und Vrieze [69] werden SER-SIT-Spiele mit endlichen Zustands-
und Aktionenra¨umen behandelt.
Dort wird jedoch zusa¨tzlich vorausgesetzt, dass die Menge der zula¨ssigen Aktionen unabha¨ngig vom
Zustand ist, in dem sich das Spiel befindet, also Ai(x) = Ai fu¨r alle x ∈ X, i = 1, ..., N . Offensichtlich
ist in diesem Fall X = Xi fu¨r alle i, und die Annahmen B3 und B4 sind trivialerweise erfu¨llt.
Wegen Satz 3.1 gilt auch Annahme B2, wir gehen also zusammengefasst von folgenden Voraussetzun-
gen an unser Spiel MN aus:
Annahme PTV:
a Es seien X = {1, 2, ..., NX} und Ai = {1, 2, ..., Ni} fu¨r i = 1, ..., N .
b Es gelte Ki = X ×Ai fu¨r i = 1, ..., N .
Nach Satz 3.1 gibt es unterPTV ein Tupel von Wahrscheinlichkeitsverteilungen (ν∗1 , ..., ν
∗
N ) ∈ P (A1)×
...× P (AN ) mit (3.7). Wenden wir Theorem 3.1 auf diesen Fall an, so erhalten wir
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Korollar 3.1 (Parthasarathy, Tijs und Vrieze). Angenommen, es gelten PTV und B1. Weiter-
hin erfu¨lle (ν∗1 , ..., ν
∗
N ) ∈ P (A1)× ...× P (AN ) die Bedingungen (3.7).
Dann ist das Strategientupel f∗ = (f1∗, ..., fN∗) ∈ F mit
f i∗(1) = f i∗(2) = ... = f i∗(NX) = ν∗i
fu¨r alle i = 1, ..., N ein Nash-Equilibrium fu¨r das Spiel MN .
Es gilt
J i(x, f∗) = G˜i(ν∗1 , ..., ν
∗
N )
fu¨r alle x ∈ X und alle i = 1, ..., N .
Sobel [84] bzw. Heyman und Sobel [32] untersuchen den allgemeineren Fall einer mo¨glichen Abha¨ngig-
keit von Ai(x) von der Wahl des Zustandes x ∈ X. Es zeigt sich jedoch, dass die von ihnen verwendeten
Annahmen nicht ausreichen, um die entsprechenden Theoreme u¨ber die Existenz von Nash-Equilibria
zu beweisen.
Sei (ν∗1 , ..., ν
∗
N ) ∈ P (A1)× ...×P (AN ) ein N -Tupel von Wahrscheinlichkeitsverteilungen mit (3.7). Im
endlichen Fall ist
ν∗i = (ν
∗
i (1), ..., ν
∗
i (Ni)),
mit
Ni∑
j=1
ν∗i (j) = 1.
Wir definieren Mengen
A˜i := {a ∈ Ai|ν∗i (a) > 0}
fu¨r i = 1, ..., N . Die Menge A˜1× ...× A˜N entspricht dann der in [32] auf Seite 469 mit A′ bezeichneten
Menge. Weiterhin sei
X ′ := {x ∈ X|A˜1 × ...× A˜N ⊂ A1(x)× ...×AN (x)}
die in [32] ebenso genannte Menge. Offensichtlich ist
X ′ = {x ∈ X|A˜1 ⊂ A1(x)} ∩ ... ∩ {x ∈ X|A˜N ⊂ AN (x)},
andererseits ist nach (3.8)
Xi = {x ∈ X|
∑
a∈Ai(x)
ν∗i (a) = 1}.
Wir ko¨nnen schließen, dass
Xi = {x ∈ X|A˜i ⊂ Ai(x)} (3.35)
gilt, denn aus A˜i ⊂ Ai(x) folgt
1 =
∑
a∈Ai
ν∗i (a) =
∑
a∈A˜i
ν∗i (a) ≤
∑
a∈Ai(x)
ν∗i (a) ≤ 1,
also ∑
a∈Ai(x)
ν∗i (a) = 1. (3.36)
Andererseits ergibt sich aus A˜i 6⊂ Ai(x) die Existenz eines a˜ ∈ A˜i mit a˜ 6∈ Ai(x). Dann ist aber∑
a∈Ai(x)
ν∗i (a) + ν
∗
i (a˜) ≤
∑
a∈Ai
ν∗i (a) = 1,
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also ∑
a∈Ai(x)
ν∗i (a) < 1.
Folglich gilt (3.36) gdw. A˜i ⊂ Ai(x), und damit (3.35). Wir erhalten
X˜ = X1 ∩ ... ∩XN = {x ∈ X|A˜1 ⊂ A1(x)} ∩ ... ∩ {x ∈ X|A˜N ⊂ AN (x)} = X ′.
Gilt auch Annahme B3, so folgt fu¨r jedes i = 1, ..., N aus (3.9) insbesondere
1 =
∑
a1∈A1
...
∑
aN∈AN
p(X˜i|a1, ..., aN )ν∗N (aN )...ν∗1 (a1)
=
∑
a1∈A˜1
...
∑
aN∈A˜N
p(X˜i|a1, ..., aN )ν∗N (aN )...ν∗1 (a1)
≤
∑
a1∈A˜1
...
∑
aN∈A˜N
ν∗N (a
N )...ν∗1 (a
1) = 1
und damit
p(X˜i|a1, ..., aN ) = 1
fu¨r alle (a1, ..., aN ) ∈ A˜1 × ...× A˜N .
Wegen X ′ = X˜ = X˜1 ∩ ... ∩ X˜N folgt
p(X ′|a1, ..., aN ) = 1 (3.37)
fu¨r alle (a1, ..., aN ) ∈ A˜1 × ...× A˜N .
Die Formel (3.37) entspricht Voraussetzung IV’ auf Seite 469 in [32]. Wir haben also gezeigt, dass diese
Voraussetzung aus unserer Annahme B3 folgt. Die umgekehrte Implikation gilt jedoch offensichtlich
im allgemeinen nicht.
Aus unserem Theorem 3.1 ergibt sich
Korollar 3.2. Angenommen, es gilt PTV.a, B1 und B3. Weiterhin erfu¨lle (ν∗1 , ..., ν
∗
N ) ∈ P (A1) ×
...× P (AN ) die Bedingungen (3.7).
Dann ist das Strategientupel f∗ = (f1∗, ..., fN∗) ∈ F mit
f i∗(x) =
{
ν∗i falls x ∈ Xi
beliebig sonst
fu¨r alle i = 1, ..., N ein Nash-Equilibrium bezu¨glich X ′ = X˜ fu¨r das Spiel MN .
Auf den ersten Blick scheint diese Aussage schwa¨cher zu sein als Theorem 9-7(a) in [32], da dort an
Stelle von B3 nur (3.37) vorausgesetzt wird. Das folgende einfache Beispiel zeigt jedoch, dass (3.37)
fu¨r die Aussagen des Theorems nicht hinreichend ist. Mithin gelten Theorem 9-7 und auch Theorem 9-
6 aus [32] nicht in der im Buch angegebenen Form, sondern nur unter der sta¨rkeren Voraussetzung B3.
Beispiel. Wir betrachten das folgende Zwei-Personen-SER-SIT-Spiel:
Seien X = A1 = A2 = {1, 2} und K1 = K2 = {(1, 1), (1, 2), (2, 2)}. Befindet sich das Spiel im Zustand
1, so ko¨nnen beide Spieler zwischen den Aktionen 1 und 2 wa¨hlen, im Zustand 2 gibt es nur eine
zula¨ssige Aktion, na¨mlich 2, d.h., A1(1) = A2(1) = {1, 2}, A1(2) = A2(2) = {2}.
Das (vom Zustand unabha¨ngige) Bewegungsgesetz sei durch
p({1}|1, 1) = p({1}|2, 1) = p({2}|1, 2) = p({2}|2, 2) = 1
gegeben. Spieler 2 hat also die vollsta¨ndige Kontrolle u¨ber den Zustand des Spieles in der kommenden
Periode. Wa¨hlt er x, so bewegt sich das Spiel mit Wahrscheinlichkeit 1 nach x fu¨r x = 1, 2.
Schließlich mo¨gen die Gewinnfunktionen folgende Gestalt besitzen:
k1(1, 1) = 2, k1(1, 2) = 1, k1(2, 1) = 1, k1(2, 2) = 0, l1(1) = l1(2) = 0
k2(1, 1) = 1, k2(1, 2) = 0, k2(2, 1) = 0, k2(2, 2) = 2, l2(1) = l2(2) = 0
Es ergibt sich Gi(a, b) = ki(a, b) fu¨r a, b ∈ {1, 2} und i = 1, 2.
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Nun erfu¨llt das Paar (ν∗1 , ν
∗
2 ) ∈ P (A1) × P (A2) mit ν∗1 = ν∗2 = (1, 0) die Bedingungen (3.7). Es ist
na¨mlich
G˜i(ν∗1 , ν
∗
2 ) =
∑
a∈A1
∑
b∈A2
Gi(a, b)ν∗2 (b)ν
∗
1 (a) = G
i(1, 1) = ki(1, 1)
fu¨r i = 1, 2. Ist ν1 = (η1, 1 − η1) eine beliebige Wahrscheinlichkeitsverteilung auf {1, 2}, ist also
η1 ∈ [0, 1], so folgt
G˜1(ν1, ν∗2 ) =
∑
a∈A1
∑
b∈A2
G1(a, b)ν∗2 (b)ν1(a)
= G1(1, 1)η1 +G1(2, 1)(1− η1) = 2η1 + 1− η1 = 1 + η1
≤ 2 = G1(1, 1) = G˜1(ν∗1 , ν∗2 ),
also (3.7) fu¨r i = 1. Ebenso ist fu¨r ν2 = (η2, 1− η2) mit η2 ∈ [0, 1]
G˜2(ν∗1 , ν2) =
∑
a∈A1
∑
b∈A2
G2(a, b)ν2(b)ν∗1 (a)
= G2(1, 1)η2 +G2(1, 2)(1− η2) = η2
≤ 1 = G2(1, 1) = G˜2(ν∗1 , ν∗2 ),
also (3.7) fu¨r i = 2. Mit obigen Bezeichnungen ist A˜1 = A˜2 = {1} und damit X1 = X2 = X ′ = {1}.
Voraussetzung IV’ in [32] ist erfu¨llt, denn p({1}|1, 1) = 1.
Startet das Spiel in X ′, also in 1, und spielen die Spieler Strategien (f∗, g∗) ∈ F1 × F2 mit
f∗(1) = ν∗1 = g
∗(1) = ν∗2 = (1, 0),
so verweilt das Spiel fu¨r immer im Zustand 1, und die erwarteten Durchschnittsgewinne fu¨r die Spieler
sind J1(1, f∗, g∗) = G˜1(ν∗1 , ν
∗
2 ) = 2 und J
2(1, f∗, g∗) = G˜2(ν∗1 , ν
∗
2 ) = 1. Das Paar (f
∗, g∗) ist jedoch
kein Nash-Equilibrium bezu¨glichX ′ = {1}. Startet das Spiel im Zustand 1, und spielt Spieler 2 anstelle
von g∗ die Strategie g˜ mit g˜(1) = (0, 1), so springt das Spiel in den Zustand 2 und verweilt dort fu¨r
immer. Der erwartete Durchschnittsgewinn fu¨r Spieler 2 ergibt sich durch
J2(1, f∗, g˜) = lim inf
n→∞
1
n
(G2(1, 2) +
n−1∑
m=1
G2(2, 2))
= lim inf
n→∞
1
n
(0 + 2(n− 1)) = 2 > J2(1, f∗, g∗).
Spieler 2 kann also durch Spielen einer anderen Strategie einen ho¨heren Gewinn erzielen, wenn Spieler
1 weiter f∗ spielt. Es zeigt sich sogar, dass jedes Strategienpaar (pi, g˜) ein Nash-Equilbrium bezu¨glich
X ist, da in diesem Fall unabha¨ngig von der Strategie pi ∈ Π des Spielers 1 sein erwarteter Durch-
schnittsgewinn gleich 0 ist. Das Spiel wird sich spa¨testens zum Zeitpunkt n = 1 im Zustand 2 befinden,
der ein absorbierender Zustand ist. Spieler 1 erha¨lt dann in jeder Stufe einen Gewinn von 0, wa¨hrend
Spieler 2 in jeder Stufe 2 erha¨lt. Die Nash-Equilibria (pi, g˜) ergeben sich jedoch nicht aus der Betrach-
tung des statischen Spieles (Bimatrix-Spieles) mit den Auszahlungsfunktionen G1 und G2, also nicht
aus Theorem 3.1, da hier Annahme B3 verletzt ist. Durch das Spielen von g˜ kann Spieler 2 erzwingen,
dass das Spiel die Menge X ′ = X˜ verla¨sst. Genau dies verhindert die Aufnahme von B3.
Weiter bemerken wir, dass auch Annahme B4 hier nicht gilt. Startet das Spiel na¨mlich in Zustand 2,
so verweilt das Spiel fu¨r immer dort. Fu¨r jedes Strategienpaar (pi1, pi2) ist dann
P
(pi1,pi2)
2 (T
i =∞) = 1
fu¨r i = 1, 2 also gibt es kein Strategienpaar (p˜i1, p˜i2) ∈ Π mit (3.24).
Natu¨rlich ko¨nnen wir Theorem 3.2 auch auf den endlichen Fall anwenden. Es ergibt sich
Korollar 3.3. Angenommen, es gilt PTV.a, B1, B3 und B4. Weiterhin erfu¨lle (ν∗1 , ..., ν
∗
N ) ∈
P (A1)× ...× P (AN ) die Bedingungen (3.7).
Dann ist das Strategientupel pi∗ ∈ Π mit (3.26) ein Nash-Equilibrium fu¨r das Spiel MN .
Es gilt
J i(x, pi∗) = G˜i(ν∗1 , ..., ν
∗
N )
fu¨r alle x ∈ X und alle i = 1, ..., N .
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Kapitel 4
Anwendung auf nichtkooperative
Mehrlagermodelle
Die Erkenntnisse aus Kapitel 3 wollen wir nun auf spezielle Probleme anwenden, die aus der Lager-
haltungstheorie stammen.
Die Lagerhaltungstheorie ist ein klassisches Anwendungsgebiet des Operations Research. Es gibt eine
sehr umfangreiche Literatur zu den verschiedensten Problemen, die bei der Lagerhaltung untersucht
werden ko¨nnen. Fu¨r eine Einfu¨hrung in die verwendeten Modelle und Bezeichnungen sowie eine U¨ber-
sicht u¨ber zugeho¨rige Resultate verweisen wir z.B. auf [3], [7] oder [70].
Das unserer Anwendung zugrunde liegende Modell geht auf Arrow, Harris und Marschak [2] zuru¨ck, es
wird deshalb ha¨ufig als AHM-Modell bezeichnet. Kennzeichnend fu¨r das AHM-Modell sind vor allem
eine periodische U¨berwachung des Lagerbestandes in festen Zeitabsta¨nden sowie ein zufa¨lliger Bedarf.
In vielen Standardmodellen mit einem einzelnen zu lagernden Produkt erweist sich eine stationa¨re
(s, S)-Strategie (engl. base stock policy) als optimal, wenn die Produktions- bzw. Bestellkosten sich
aus einem festen und einem linearen Term zusammensetzen. Bei einer solchen Strategie produziert
(bestellt) der Entscheider nichts, wenn das Lagerniveau u¨ber einer Schranke s liegt, fa¨llt es unter s,
so wird der Lagerbestand auf S ≥ s angehoben. Verschwindet der fixe Term bei den Bestellkosten,
so ist ha¨ufig s = S, und wir sprechen von (S, S)-Strategien. Wir bemerken hier, dass letzterer Fall
wesentlich einfacher zu behandeln ist.
Klassische Resultate zur Optimalita¨t dieser Strategien stammen von Scarf [76] fu¨r das n-Perioden-
Problem und von Iglehart [33], [34] bzw. Veinott und Wagner [88] fu¨r das diskontierte Modell und das
Durchschnittskosten-Modell. Eine neuere Diskussion dieser Resultate entha¨lt [12].
Seit Mitte der sechziger Jahre wurden viele Forschungsergebnisse zu diesen Modellen vero¨ffentlicht,
die sich mit Optimalita¨tsbedingungen und auch mit der Berechnung der optimalen (s, S)-Strategien
befassen. Eine ausfu¨hrliche Liste mit entsprechenden Referenzen findet sich z.B. in [70].
Veinott [87] und Ignall und Veinott [35] untersuchen den allgemeineren Fall eines Mehrproduktsy-
stems. Auch in diesen Modellen la¨sst sich ha¨ufig die Optimalita¨t einer Strategie beweisen, bei der das
Lagerniveau bis auf einen Vektor S aufgestockt wird, wenn es in einer gewissen Menge σ liegt. Jedoch
kann die Optimalita¨t i.a. nur fu¨r bestimmte Anfangszusta¨nde gezeigt werden, wa¨hrend die Struktur
der optimalen Strategie fu¨r andere Anfangszusta¨nde offen bleibt. Fu¨r eine bezu¨glich aller Anfangs-
zusta¨nde optimale Strategie mu¨ssen sta¨rkere Bedingungen gefordert werden, wie z.B. die substitute
property in [35]. In [87] und [35] werden ausschließlich lineare Bestellkosten untersucht, wa¨hrend in
[38], [39] und [42] ein fixer Bestellkostenanteil einbezogen wird. Neuere Ergebnisse finden sich in [13]
und [14].
Relativ wenig Aufmerksamkeit fanden bisher Mehrlagermodelle, bei denen mehrere Entscheider mit
verschiedenen Zielfunktionen konkurrieren. Unter bestimmten Bedingungen kann das Problem als
Nicht-Nullsummen-Markov-Spiel aufgefasst werden. Interessant ist dann u.a. die Frage nach der Exi-
stenz von Nash-Equilibria.
In einigen diesbezu¨glichen Artikeln wird als zusa¨tzliche Entscheidungsvariable der Preis der Produkte
untersucht, so von Levitan und Shubik [48] oder Kirman und Sobel [40]. In [48] wird ein statisches
Spiel untersucht, wa¨hrend in [40] von einem dynamischen Modell ausgegangen wird. In beiden Fa¨llen
wird die Existenz von Nash-Equilibria gezeigt. Die Equilibrium-Strategien der einzelnen Spieler im
dynamischen Spiel von Kirman und Sobel haben eine (S, S)-Struktur. Auch hier wird die Optimalita¨t
(im Sinne eines Equilibriums) dieser Struktur jedoch nur fu¨r Anfangszusta¨nde “unterhalb“ von S
53
bewiesen.
Andere Arbeiten zu Lagerhaltung unter einer Konkurrenzsituation sind z.B. [49] und [6]. In [49] wird
ist die Lieferzeit eine zusa¨tzliche Entscheidungsvariable, in [6] wird unter anderem von der Mo¨glichkeit
eines Systemausfalls ausgegangen.
Eine weitere Mo¨glichkeit, Erkenntnisse aus der Spieltheorie fu¨r Lagerhaltungsprobleme zu nutzen,
wird in Arbeiten von Girlich und Ku¨enle, z.B. in [24], [25] und [42], untersucht. Dabei wird voraus-
gesetzt, dass ein Parameter der Bedarfsverteilung unbekannt ist. Modelliert man dieses Problem als
Nullsummen-Spiel gegen die Natur, so erha¨lt man unter entsprechenden Voraussetzungen die Existenz
Min-Max-optimaler (s, S)- bzw. (σ, S)-Strategien.
In der vorliegenden Arbeit untersuchen wir nun ein Mehrlager-Modell, das sich in Form eines SER-
SIT-Spieles wie in Kapitel 3 behandelt schreiben la¨sst. In Abschnitt 4.1 wird das entsprechende Modell
vorgestellt. Dabei werden gro¨ßtenteils die Bezeichnungen aus [35] verwendet. Insbesondere wird der
Aktionsvektor nicht mehr mit a, sondern mit y bezeichnet. Der Linie der vorangegangenen Kapitel
folgend sprechen wir von einer Maximierung des Gewinnes im Gegensatz zur in der Lagerhaltungs-
literatur u¨blichen Kostenminimierung. Zusa¨tzlich ist im Modell ein Verkaufserlo¨s vorgesehen, der in
anderen Modellen als Teil der Lager- und Fehlmengenkosten interpretiert werden kann. Weiterhin
sprechen wir von einer Produktion der Gu¨ter im Gegensatz zur ha¨ufig u¨blichen Bestellung bei einem
Dritten.
Eine entscheidende Voraussetzung fu¨r das Vorliegen einer SER-SIT-Struktur ist die Linearita¨t der
Produktionskosten. Es sind also kein fixer Kostenanteil vorgesehen.
In 4.2 werden Annahmen an das Mehrlagermodell getroffen, die die Existenz von Nash-Equilibria im
untersuchten Spiel sichern, vor allem Stetigkeits- und Konkavita¨tseigenschaften. Als Korollare zu den
Theoremen 3.1 und 3.2 folgt die Existenz von Nash-Equilibria fu¨r gewisse Anfangspunkte bzw. unter
einer zusa¨tzlichen Annahme an die Bedarfsverteilung fu¨r beliebige Anfangspunkte. Die Strategien der
einzelnen Spieler in diesem Gleichgewicht besitzen eine (S, S)-Struktur.
Entscheidend fu¨r die zweite Aussage ist folgender unter unseren Annahmen gu¨ltiger Fakt: Spielt Spie-
ler i eine (S, S)-Strategie, so befindet sich sein Lagerniveau nach einer endlichen Zeit unterhalb von
Si, unabha¨ngig von den Aktionen aller anderen Spieler und vom Anfangszustand.
Wir bemerken, dass es fu¨r einen endlichen Planungshorizont oder unter dem Durchschnittsgewinn-
Kriterium kein Nash-Equilibrium mit einer solchen Struktur geben muss. Wir nutzen wesentlich die
Eigenschaft, dass die Ho¨he des Gewinns nach endlich vielen Perioden fu¨r den erwarteten Durch-
schnittsgewinn keine Rolle spielt. Unter anderen Voraussetzungen, z.B. einem endlichen Planungsho-
rizont, kann es abha¨ngig vom Lagerbestand der anderen Spieler gu¨nstiger sein, eine andere Menge
zu produzieren als von der (S, S)-Strategie vorgegeben. Diese Eigenschaft zeigt sich schon bei der
Untersuchung von Mehrproduktmodellen, siehe [35].
Im Abschnitt 4.3 geben wir Bedingungen an die Bilanzgleichung und an die Bedarfsverteilung an, die
die Gu¨ltigkeit der Annahmen aus 4.2 sichern. Insbesondere werden die Fa¨lle “lost sales“ und “backlog“
behandelt.
Abschnitt 4.4 erweitert ein von Parlar in [68] als statisches Spiel untersuchtes Modell mit austausch-
baren Produkten auf den dynamischen Fall. Es werden Eigenschaften des myopischen Equilibriums
hergeleitet. Das myopische Equilibrium basiert auf dem Equilibrium eines statischen Spieles, welches
die gleiche Struktur wie das Spiel von Parlar besitzt. Deshalb ko¨nnen viele Ideen aus [68] u¨bernommen
werden. Insbesondere wird gezeigt, dass das statische Eqilibrium eindeutig bestimmt ist. Im Gegensatz
zu [68] werden jedoch kompakte Zustandsra¨ume vorausgesetzt, also eine beschra¨nkte Lagerkapazita¨t.
Das gleiche Spiel im diskontierten Fall wird in der ku¨rzlich erschienenen Arbeit von Avs.ar und Baykal-
Gu¨rsoy [5] behandelt. Das Problem wird a¨hnlich zur Vorgehensweise in [76] bzw. [33] als Grenzwert
eines n-stufigen Spieles modelliert. Es ergibt sich ein Nash-Equilibrium in (S, S)-Strategien fu¨r Start-
punkte “unterhalb“ von S. Fu¨r andere Anfangszusta¨nde wird in [5] im Gegensatz zur vorliegenden
Arbeit keine Aussage getroffen.
Wir bemerken hier, dass sich das Oligopolmodell von Kirman und Sobel aus [40] ebenfalls als ein SER-
SIT-Spiel formulieren la¨sst, auch wenn der Verkaufspreis als weitere Aktionsvariable hinzukommt.
Entscheidend ist, dass auch in [40] von linearen Produktionskosten ausgegangen wird. Die Aussagen
aus Abschnitt 4.2 gelten deshalb fu¨r das Oligopol-Modell entsprechend.
Ein Mehrlagermodell, das kein SER-SIT-Spiel ist, wird in [78] behandelt.
Im letzten Abschnitt 4.5 dieses Kapitels wird eine Verbindung zum Mehrproduktmodell von Vei-
nott hergestellt. Es zeigt sich, dass Theorem 3.1 in [87], welches den diskontierten Fall betrifft, im
Durchschnittsgewinn-Fall aus den Betrachtungen in Abschnitt 4.2 gefolgert werden kann. Außerdem
wird diese Aussage auf beliebige Anfangszusta¨nde erweitert. Ein analoges Ergebnis findet sich in [14].
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4.1 Das nichtkooperative Mehrlagermodell
Wir wollen nun die Erkenntnisse aus Kapitel 3 anwenden, um zu Aussagen u¨ber die Existenz von
Nash-Equilibria in speziellen Spielen zu kommen. Diese Spiele bauen auf folgendem Grundmodell auf:
Wir untersuchen eine Konkurrenzsituation von N Spielern. Jeder dieser Spieler besitzt eine Fabrik
und ein Lager. Er produziert in der Fabrik ein bestimmtes Gut (Produkt), welches er im Lager auf-
bewahren kann.
In jeder Stufe des Spieles entsteht ein Bedarf an dem Produkt, welchen der Spieler aus produzierter
Menge und gelagerter Menge befriedigt.
Zu Beginn einer jeden Stufe stellen die Spieler fest, welche Menge des eigenen Erzeugnisses und aller
von den anderen Spielern verwalteten Produkte gelagert ist. Ein mo¨glicher Gesamt-Lagerbestand ist
ein Vektor x = (x1, x2, ..., xN ) ∈ RN . Die Menge aller mo¨glicherweise auftretenden Lagerbesta¨nde
stellt den Zustandsraum X ⊂ RN unseres Spieles dar.
Nun muss jeder Spieler i entscheiden, wie hoch seine Produktion sein soll. Zum Zeitpunkt der Ent-
scheidung kennt der Spieler jedoch den Bedarf nicht, der in dieser Periode auftreten wird. Er hat nun
die Mo¨glichkeit, durch eine Produktion in Ho¨he von ai ≥ 0 die insgesamt verfu¨gbare Menge an Pro-
dukten auf das Niveau yi = xi + ai zu bringen. Die Produktion erfolgt sofort, die Produktionsdauer
wird vernachla¨ssigt. Der in der Periode entstehende Bedarf kann also durch eine Produktmenge yi
befriedigt werden. Die mo¨glichen Produktionsho¨hen seien durch Mengen Ai(x) gegeben, die Mengen
der zula¨ssigen Aktionen fu¨r Spieler i. Wir schreiben a := (a1, ..., aN ).
Der Bedarf mo¨ge (unabha¨ngig von der Stufe) Werte in einer Borel-Menge D ⊂ [0,∞)M mit einer
Wahrscheinlichkeitsverteilung aus P (D) annehmen. Wir gehen also davon aus, dass esM Bedarfsklas-
sen gibt. Dabei muss nicht notwendig N =M gelten.
Eine Abha¨ngigkeit der Bedarfsverteilung von den Aktionen der Spieler ist zugelassen.
Wir setzen außerdem voraus, dass der Bedarf in einer Stufe unabha¨ngig von dem in allen anderen
Stufen ist. Ist also Dn der reellwertige Zufallsvektor der Dimension M , der den Bedarf in Periode n
beschreibt, so mo¨ge D0, D1, ... eine Folge unabha¨ngiger, identisch verteilter Zufallsvektoren sein.
Nehmen wir an, das Spiel befindet sich in Stufe n in einem Zustand xn und die Spieler wa¨hlen
einen Produktionsvektor an. Der Vektor der Lagermenge nach der Produktion sei yn = xn + an. Ist
dn = (d1n, ..., d
M
n ) der Bedarfsvektor in Periode n, so sei der Lagerbestand zu Beginn der folgenden
Periode xn+1 = s(yn, dn) fu¨r eine gegebene Borel-meßbare Funktion s : RN ×D → X. Die Gleichung
xn+1 = s(yn, dn) nennen wir Bilanzgleichung.
Da in der Bilanzgleichung der Lagerbestand der kommenden Periode fu¨r jedes Lager von den Entschei-
dungen aller Spieler abha¨ngen kann, ergibt sich eine Konkurrenzsituation, die es in Lagerhaltungs-
problemen mit nur einem Entscheider nicht gibt. Jeder Spieler kann je nach Gestalt der Funktion s
Einfluss auf die Lager der anderen Spieler nehmen.
Betrachten wir also zuna¨chst folgende Anwendung von Modell (1.1):
1. Der Raum der mo¨glichen Zusta¨nde sei durch
X := [m1,M1]× [m2,M2]× ...× [mN ,MN ]
definiert, versehen mit der σ-Algebra der Borelmengen. Dabei seien die Konstanten mi ≤ M i
fest gewa¨hlt (i = 1, ..., N). Die Zusta¨nde entsprechen den zula¨ssigen Lagermengen.
2. Der Raum Ai der Aktionen fu¨r Spieler i sei das Intervall [0,M i−mi], versehen mit der σ-Algebra
der Borelmengen (i = 1, ..., N). Ein Element ai aus Ai entspricht einer Produktion einer Menge
ai. Zula¨ssig soll also nur eine nicht-negative Produktionsmenge sein.
3. Wir definieren
Ai(x) := [0,M i − xi]
fu¨r alle x = (x1, ..., xN ) ∈ X.
4. Die Wahrscheinlichkeitsverteilung p(.|x, a1, ..., aN ) sei die Verteilung des Zufallsvektors s(x+a, ξ)
mit a = (a1, ..., aN ), wobei ξ die Verteilung Φ(x+a, .) ∈ P (D) habe. Die Verteilung des Bedarfes
kann also vom Wert x+ a abha¨ngig sein. Es folgt, dass
p(C|x, a1, ..., aN ) = p(C|x, a) =
∫
D
IC(s(x+ a, t))Φ(x+ a, dt) (4.1)
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fu¨r alle Mengen C ∈ B(X) gilt.
5. Entsteht ein Bedarf von d, ist x der aktuelle Zustand und wa¨hlt Spieler i die Aktion ai, so ergebe
sich die Auszahlung in der betreffenden Stufe als gi(x+ a, d)− ci(a) mit a = (a1, ..., aN ). Dabei
seien gi : RN × D → R und ci : RN → R Borel-meßbare Funktionen. Wir ko¨nnen ci(a) als bei
der Produktion auftretende Kosten ansehen. In gi(x + a, d) sind Ertra¨ge aus Verka¨ufen sowie
Lager- und Fehlmengenkosten eingeschlossen. Wir definieren
Li(y) := Egi(y, ξ) =
∫
D
gi(y, t)Φ(y, dt)
fu¨r y ∈ RN , wobei wir voraussetzen, dass Li endlich ist, und erhalten
ri(x, a1, ..., aN ) = ri(x, a) := Li(x+ a)− ci(a) (4.2)
als Gewinnfunktion fu¨r Spieler i, (i = 1, ..., N).
Wir bemerken hier, dass in der Literatur zu Lagerhaltungsmodellen ha¨ufig nur von Kosten gesprochen
wird, die dann vom jeweiligen Entscheider zu minimieren sind. Wenn in unseremModell die Funktionen
gi nur Kosten einschließen, also nur negative Werte annehmen, so entspricht eine Maximierung des
Gewinnes der Minimierung der Kosten.
In der Formel (4.2) wird eine weitere Konkurrenzsituation ausgedru¨ckt. Neben der Einflussnahme auf
die anderen Spieler u¨ber die Bilanzgleichung ko¨nnen die Spieler mit ihren Entscheidungen auch die
Gewinne der Mitspieler beeinflussen. Dabei kann es vorkommen, dass eine fu¨r den eigenen Gewinn
gu¨nstige Aktion den Gewinn anderer Spieler schma¨lert. Es ergibt sich die klassische Konfliktsituation
eines Spieles.
Wollen wir die Ergebnisse aus Kapitel 3 verwenden, mu¨ssen wir die Gu¨ltigkeit von Annahme B1
sichern, es sollten also (3.1) und (3.2) gelten. Dazu erweist es sich als gu¨nstig, als die zula¨ssigen
Aktionen fu¨r die Spieler nicht die Produktionsmengen a zu betrachten, sondern die Lagerniveaus
y = x+ a nach der Produktion.
Das Lagerniveau nach Produktion fu¨r Produkt i ist in der Menge
Bi := [mi,M i] (4.3)
enthalten. Wir schreiben B := B1×...×BN = X. Sehen wir nun die Mengen Bi als die Aktionenra¨ume
fu¨r Spieler i an, so entsprechen die Mengen
Bi(x) := {yi|yi = xi + ai, ai ∈ Ai(x)} ∩Bi = [xi,M i]
den Mengen der zula¨ssigen Aktionen fu¨r Spieler i. Setzen wir y = x+ a in die Formeln (4.1) und (4.2)
ein, und verwenden wir dieselben Bezeichnungen, so ist der U¨bergangskern fu¨r unser Spiel durch
p(C|x, y) = p(C|y) =
∫
D
IC(s(y, t))Φ(y, dt) (4.4)
und die Gewinnfunktion durch
ri(x, y) = Li(y)− ci(y − x) (4.5)
gegeben. Schließlich wollen wir folgende Annahme treffen:
Annahme Lin:
Die Produktionskosten seien linear, das heißt,
ci(a) = ci(a1, ..., aN ) =
N∑
j=1
cija
j (4.6)
fu¨r gewisse nichtnegative Konstanten cij , i = 1, ..., N .
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Setzen wir (4.6) in (4.5) ein, so erhalten wir
ri(x, y) = Li(y)−
N∑
j=1
cij(y
j − xj)
= Li(y)−
N∑
j=1
cijy
j +
N∑
j=1
cijx
j . (4.7)
Damit sind (3.1) und (3.2) mit
ki(y) = Li(y)−
N∑
j=1
cijy
j
und
li(x) =
N∑
j=1
cijx
j
erfu¨llt. Hier zeigt sich auch der Grund fu¨r die Annahme, dass der Zustandsraum X kompakt ist. Damit
sichern wir die Beschra¨nktheit der Funktionen li, die wir in Kapitel 3 beno¨tigt haben.
Die in (3.4) definierten Funktionen ergeben sich durch
Gi(y1, ..., yN ) = Li(y)−
N∑
j=1
cijy
j +
∫
D
N∑
j=1
cijs
j(y, t)Φ(y, dt). (4.8)
Annahme Lin wird in der Literatur zu Lagerhaltungsmodellen ha¨ufig verwendet. Teilweise werden aber
zusa¨tzlich zu den linearen Produktionskosten noch fixe Kosten eingefu¨hrt, die immer dann auftreten,
wenn die Produktionsmenge positiv ist. Eine solche Kostenstruktur fu¨hrt jedoch nicht zu SER-SIT-
Modellen und muss deshalb hier ausgeschlossen werden.
Zur Illustration des eingefu¨hrten Modells geben wir ein einfaches Beispiel fu¨r ein Mehrlagermodell mit
den angefu¨hrten Eigenschaften an.
Beispiel. Zwei Spieler konkurrieren um eine Bedarfsklasse. Jeder der Spieler besitzt ein Lager wie
oben beschrieben. Die Menge der mo¨glichen Lagerbesta¨nde sei X = [0,M1]× [0,M2].
Seien x1n und x
2
n die Lagerbesta¨nde vor der Produktion, y
1
n und y
2
n die Lagerbesta¨nde nach der Pro-
duktion in Stufe n des Spieles. Nun tritt ein zufa¨lliger Bedarf dn ∈ R auf. Dieser mo¨ge (von einer
u¨bergeordneten Instanz) an die Spieler entsprechend dem Verha¨ltnis ihrer Lagerbesta¨nde aufgeteilt
werden, Spieler 1 deckt also einen Bedarf von y
1
n
y1n+y
2
n
dn und Spieler 2 einen Bedarf von
y2n
y1n+y
2
n
dn. Ist
y1n = y
2
n = 0, so kann kein Bedarf gedeckt werden.
Zu Beginn von Stufe n+ 1 sei der Lagerbestand der Spieler i = 1, 2 durch
xin+1 = s
i(y1n, y
2
n, dn) = (y
i
n −
yin
y1n + y2n
dn)+
mit z+ := max{0, z} bestimmt (“lost sales“, siehe auch Abschnitt 4.3). An dieser Stelle u¨bt die
Entscheidung des anderen Spielers also wegen des Terms y1n + y
2
n im Nenner einen Einfluss auf den
Bestand in der na¨chsten Periode aus.
Der Einstufen-Gewinn fu¨r Spieler i in Stufe n sei
eimax (yin,
yin
y1n + y2n
dn)− ci(yin − xin)− hi(yin −
yin
y1n + y2n
dn)+ − qi( y
i
n
y1n + y2n
dn − yin)+,
mit den nichtnegativen reellen Konstanten
ci Produktionskosten/Einheit fu¨r Spieler i,
ei Ertrag/Einheit fu¨r Spieler i,
hi Lagerkosten/Einheit fu¨r Spieler i,
qi Fehlmengenkosten/Einheit fu¨r Spieler i.
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Der Restbestand (Lager- und Fehlmengen) wird also linear bewertet. Auch hier beeinflusst der jeweils
andere Spieler u¨ber den Term y1n + y
2
n die Gewinnfunktion. Im allgemeinen sind die Konstanten so
gewa¨hlt, dass die Spieler ein Interesse haben werden, einen mo¨glichst großen Bedarfsanteil befriedigen
zu ko¨nnen. Andererseits werden durch hohe Lagerbesta¨nde die zu erwartenden Lagerkosten steigen.
Abha¨ngig von der Entscheidung des anderen Spielers wird es unter gewissen Voraussetzungen an die
Bedarfsverteilung ein optimales Lagerniveau fu¨r den einzelnen Spieler geben.
4.2 Equilibria in nichtkooperativen Mehrlagermodellen
Durch Annahme Lin haben wir gesichert, dass B1 gilt, es handelt sich bei dem im letzten Abschnitt
definierten Modell also um ein SER-SIT-Spiel. Um die Theoreme 3.1 und 3.2 anwenden zu ko¨nnen,
mu¨ssen wir außerdem auch die Gu¨ltigkeit von B2, B3 und B4 sichern.
In diesem Abschnitt sollen folgende Voraussetzungen fu¨r die Elemente des Grundmodells aus Ab-
schnitt 4.1 gelten:
Annahme L1:
Fu¨r jeden Spieler i = 1, ..., N gilt:
a Es sei
ci(a) = ci(a1, ..., aN ) =
N∑
j=1
cija
j
fu¨r gewisse nichtnegative Konstanten cij , j = 1, ..., N und alle
a = (a1, ..., aN ) ∈ RN .
b Die Funktion Gi sei stetig.
c Fu¨r jedes fest gewa¨hlte i = 1, ..., N und vorgegebene Aktionen
(y1, ..., yi−1, yi+1, ..., yN ) ∈ B1 × ...×Bi−1 ×Bi+1 × ...×BN
sei die Funktion
Gi(y1, ..., yi−1, ., yi+1, ..., yN ) : Bi → R
konkav.
d Es sei si(y, d) ≤ yi fu¨r alle y = (y1, ..., yN ) ∈ B und alle d ∈ D.
Annahme L1.a ist identisch mit Lin und wurde aus Gru¨nden der Lesbarkeit nochmals angefu¨hrt. An-
nahme L1.d bedeutet inhaltlich, dass nach einer Aufstockung des Lagerniveaus nach Produktion auf
(y1, ..., yN ) die Befriedigung des Bedarfes zu einem niedrigeren Lagerniveau zu Beginn der na¨chsten
Periode fu¨hrt. Diese Bedingung ist in den meisten relevanten Fa¨llen erfu¨llt. Eine ausfu¨hrliche Betrach-
tung dieser Bedingung folgt in Abschnitt 4.3.
Fu¨r die U¨bergangswahrscheinlichkeit unseres Spieles ist L1.d gleichbedeutend mit
p([m1,M1]× ...× (yi,M i]× ...× [mN ,MN ]|y1, ..., yN ) = 0 (4.9)
fu¨r alle y = (y1, ..., yN ) ∈ B.
Das folgende Lemma zeigt, dass L1 hinreichend fu¨r die Gu¨ltigkeit von B2 und B3 ist.
Lemma 4.1. Gelten die Bedingungen L1.a-c, so gibt es ein Tupel
S = (S1, ..., SN ) ∈ B1 × ...×BN mit
Gi(S1, ..., SN ) ≥ Gi(S1, ..., Si−1, yi, Si+1, ..., SN ) (4.10)
fu¨r alle yi ∈ Bi und alle i = 1, ..., N .
Insbesondere gilt Annahme B2 fu¨r ν∗i = δSi .
Weiterhin folgt aus Bedingung L1.d die Annahme B3.
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Beweis. Durch die Annahmen L1.a-c und die Kompaktheit der konvexen Mengen Bi sind die Vor-
aussetzungen des Satzes 3.2 erfu¨llt, damit ergibt sich sofort die erste Aussage des Lemmas.
Sei nun S = (S1, ..., SN ) ∈ B ein Tupel mit (4.10). In unserem speziellen Modell ergeben sich
Xi = {x ∈ X|ν∗i (Bi(x)) = 1}
= {x ∈ X|Si ∈ Bi(x)}
= {(x1, ..., xN ) ∈ X|xi ≤ Si}
als die Mengen der Zusta¨nde, fu¨r die die Wahl der Aktion Si fu¨r Spieler i mo¨glich ist (i = 1, ..., N).
Daraus folgt, dass
X˜ = X1 ∩ ... ∩XN
= {(x1, ..., xN ) ∈ X|xj ≤ Sj fu¨r alle j = 1, ..., N}
= [m1, S1]× ...× [mN , SN ]
eine nichtleere Teilmenge von X ist, also gilt B3.a. Die Gleichung (3.9) aus B3.b lautet hier wegen
ν∗i = δSi∫
Bi
p(X˜i|S1, ..., Si−1, yi, Si+1, ..., SN )νi(dyi) = 1 (4.11)
fu¨r i = 1, ..., N .
Fu¨r einen festen Spieler i und eine Aktion yi ∈ Bi dieses Spielers bezeichnen wir (yi, S−i) :=
(S1, ..., Si−1, yi, Si+1, ..., SN ). Es ist nach (4.4)
p(X˜i|S1, ..., Si−1, yi, Si+1, ..., SN )
=
∫
D
I
X˜i
(s((yi, S−i), t))Φ((yi, S−i), dt). (4.12)
Wegen L1.d ist fu¨r ein beliebiges t ∈ D
sj((yi, S−i), t) ≤ Sj
fu¨r alle j 6= i, also
s((yi, S−i), t) ∈ Xj
fu¨r alle j 6= i bzw.
s((yi, S−i), t) ∈ X˜i = X1 ∩ ... ∩Xi−1 ∩Xi+1 ∩ ... ∩XN .
Wir erhalten
I
X˜i
(s((yi, S−i), t)) = 1
fu¨r alle t ∈ D, demnach ist nach (4.12)
p(X˜i|S1, ..., Si−1, yi, Si+1, ..., SN ) = 1
unabha¨ngig von der Wahl von yi ∈ Bi. Insbesondere ist (4.11) richtig, also auch B3.b.
Mit Lemma 4.1 folgt nun die erste wichtige Aussage zur Existenz von Nash-Equilibria bezu¨glich X˜
als direkte Anwendung von Theorem 3.1:
Korollar 4.1. Unter der Annahme L1 ist jedes Strategientupel
pi∗ = (pi1∗, ..., piN∗) ∈ Π mit
pii∗n (hn) =
{
δSi falls xin ≤ Si
beliebig sonst
fu¨r alle i = 1, ..., N und alle hn = (x0, y0, ..., xn) ∈ Hn ein Nash-Equilibrium fu¨r Anfangszusta¨nde aus
der Menge [m1, S1]× ...× [mN , SN ].
Es gilt
J i(x, pi∗) = Gi(S1, ..., SN )
fu¨r alle x ∈ [m1, S1]× ...× [mN , SN ] und alle i = 1, ..., N .
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Nehmen wir an, zu Beginn des Spieles hat jeder Spieler i einen Lagerbestand, der nicht gro¨ßer als Si
ist. Dann sagt Korollar 4.1 aus, dass sich ein Gleichgewicht einstellt, wenn jeder der Spieler in jeder
Stufe seinen Lagerbestand durch Produktion auf das Niveau Si anhebt.
Wenn wir ein Nash-Equilibrium fu¨r alle Anfangszusta¨nde erhalten wollen, brauchen wir eine Bedin-
gung, die uns die Richtigkeit von Annahme B4 sichert. Die folgenden U¨berlegungen orientieren sich
an Ideen aus [13]. Wir setzen zusa¨tzlich zu L1 folgendes voraus:
Annahme L2:
Sei i ∈ {1, ..., N}.
Es existieren Konstanten δi > 0 und θi > 0, so dass fu¨r jedes y = (y1, ..., yN ) ∈ B gilt:
Sei ξ eine Zufallsvariable mit der Verteilung Φ(y, .) ∈ P (D).
Ist yi > Si + δi, so folgt
P (si(y, ξ) < yi − δi) ≥ θi. (4.13)
Ist Si < yi ≤ Si + δi, so folgt
P (si(y, ξ) ≤ Si) ≥ θi. (4.14)
Annahme L2 ist praktisch eine Bedingung an die Verteilung des Bedarfes. Fu¨r Beispiele verweisen wir
den Leser auf die folgenden Abschnitte.
Wir weisen darauf hin, dass die Abscha¨tzungen (4.13) und (4.14) gleichma¨ßig fu¨r alle yi > Si gelten
sollen.
Man pru¨ft mit Hilfe von (4.4) leicht nach, dass aus (4.13)
p([m1,M1]× ...× [mi, yi − δi)× ...× [mN ,MN ]|y1, ..., yN ) ≥ θi
fu¨r alle y = (y1, ..., yN ) ∈ B mit yi > Si + δi folgt. Nehmen wir L1.d hinzu, so erhalten wir
p([m1,M1]× ...× [yi − δi, yi]× ...× [mN ,MN ]|y1, ..., yN ) ≤ 1− θi (4.15)
fu¨r alle y = (y1, ..., yN ) ∈ B mit yi > Si + δi.
Ebenso erhalten wir fu¨r alle y = (y1, ..., yN ) ∈ B mit Si < yi ≤ Si + δi aus (4.14)
p([m1,M1]× ...× [mi, Si]× ...× [mN ,MN ]|y1, ..., yN ) ≥ θi
und mit L1.d
p([m1,M1]× ...× (Si, yi]× ...× [mN ,MN ]|y1, ..., yN ) ≤ 1− θi. (4.16)
Betrachten wir das Strategientupel p˜i = (p˜i1, ..., p˜iN ) ∈ Π mit
p˜iin(hn) := δxin (4.17)
fu¨r alle i = 1, ..., N, n = 0, 1, 2, ... und alle hn = (x0, y0, ..., xn) ∈ Hn. Spielt Spieler i die Strategie p˜i
mit(4.17), so produziert er in keiner der Stufen etwas.
Wir wollen im folgenden zeigen, dass p˜i die AnnahmeB4 erfu¨llt. Dazu sind zuna¨chst einige Definitionen
no¨tig.
Wir zerlegen die Mengen [mi,M i] fu¨r i = 1, ..., N in Teilmengen
W ik := (S
i + (k − 1)δi, Si + kδi] ∩ [mi,M i]
fu¨r k = 1, 2, ..., außerdem sei W i0 := [m
i, Si]. Eingebettet in X sei
Zik := [m
1,M1]× ...× [mi−1,M i−1]×W ik × [mi+1,M i+1]× ...× [mN ,MN ].
Offenbar ist
X =
∞⋃
k=0
Zik
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fu¨r jedes feste i = 1, ..., N eine disjunkte Zerlegung der Zustandsmenge X, wobei wir anmerken, dass
Zik = ∅ fu¨r alle k ≥ k0 fu¨r ein gewisses k0 > 0 gilt.
Weiter gilt
Xi = Zi0
fu¨r alle i = 1, ..., N .
Fu¨r jedes x = (x1, ..., xN ) ∈ X ergibt sich ein Vektor (κ1(x), ..., κN (x)), wenn wir
κi(x) :=
∞∑
k=0
kIZik(x)
fu¨r i = 1, ..., N definieren. κi(x) gibt also den Index der (eindeutig bestimmten) Menge Zik an, in
welcher x liegt.
Wir definieren Stoppzeiten τ i durch
τ i := inf{n ≥ 0 : κi(Xn) = 0} (4.18)
fu¨r i = 1, ..., N . τ i gibt an, zu welcher Zeit das Lagerniveau im Lager des i-ten Spielers erstmals unter
das Niveau Si fa¨llt.
Es gilt
Lemma 4.2. Angenommen, es gelten die Bedingungen L1 und L2.
Weiterhin sei pi = (pi1, ..., piN ) ∈ Π ein beliebiges Strategientupel und x ∈ X ein beliebiger Anfangszu-
stand.
Spielt Spieler i die Strategie p˜ii mit (4.17), so gilt die Ungleichung
κi(Xn+1) ≤ κi(Xn) (4.19)
P
(p˜ii,pi−i)
x -fast sicher. Außerdem ist
P (p˜i
i,pi−i)
x
(
κi(Xn+1) = k, κi(Xn) = k
) ≤ (1− θi)P (p˜ii,pi−i)x (κi(Xn) = k) (4.20)
fu¨r alle n ≥ 0 und k ≥ 1.
Beweis. Wir zeigen die Ungleichungen o.B.d.A. fu¨r i = 1.
Nehmen wir also an, Spieler 1 spielt p˜i1 ∈ Π1 mit (4.17), die Spieler 2 bis N spielen pi−1 beliebig.
Weiterhin sei x ∈ X der Anfangszustand des Spieles. Zur Verku¨rzung der Schreibweise schreiben wir
P fu¨r das Wahrscheinlichkeitsmaß P (p˜i
1,pi−1)
x und E fu¨r die zugeho¨rige Erwartung.
Den Zufallsvektor (X0, Y0, ..., Xn−1, Yn−1, Xn) der Vorgeschichte bis zum Zeitpunkt n bezeichnen wir
mit Zn (n ≥ 1), weiterhin sei Z0 := X0 = x.
Die Randverteilung von P bezu¨glich (X × B)n ×X bezeichnen wir mit Pn fu¨r n ≥ 0. Damit ist Pn
die Verteilung des Zufallsvektors Zn.
Ist Xn = (X1n, ..., X
N
n ) die zufa¨llige Folge der Zusta¨nde und Yn = (Y
1
n , ..., Y
N
n ) die zufa¨llige Folge der
Aktionen der Spieler, so gilt nach Definition (4.17)
X1n = Y
1
n (4.21)
P -fast sicher fu¨r alle n ≥ 0. Ist außerdem Dn = (D1n, ..., DMn ) der zufa¨llige Bedarfsvektor in Periode
n, so ist wegen Annahme L1.d
Y 1n+1 = X
1
n+1 = s
1(Yn, Dn) ≤ Y 1n = X1n (4.22)
P -fast sicher fu¨r alle n ≥ 0. Es folgt
κi(Xn+1) ≤ κi(Xn)
P -fast sicher fu¨r alle n ≥ 0.
Um (4.20) zu zeigen, stellen wir folgende U¨berlegung an:
Sei n ≥ 0 beliebig und
zn = (x0, y0, ..., xn−1, yn−1, xn)
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ein feste Vorgeschichte mit zn ∈ (X ×B)n × Z1k fu¨r ein k ≥ 1. Insbesondere bedeutet dies, dass
x1n ∈W ik = (S1 + (k − 1)δ1, S1 + kδ1] ∩ [m1,M1]
und demnach
x1n − δ1 ≤ S1 + (k − 1)δ1
ist. Wenden wir (4.9) und (4.15) fu¨r k ≥ 2 bzw. (4.16) fu¨r k = 1 an, so erhalten wir
p(Z1k |x1n, y2, ..., yN )
= p((S1 + (k − 1)δ1, x1n]× [m2,M2]× ...× [mN ,MN ]|x1n, y2, ..., yN )( ≤ p([x1n − δ1, x1n]× [m2,M2]× ...× [mN ,MN ]|x1n, y2, ..., yN ) )
≤ 1− θ1
fu¨r alle y2 ∈ B2, ..., yN ∈ BN . Damit gilt
P
(
Xn+1 ∈ Z1k , Xn ∈ Z1k
)
= P
(
Xn+1 ∈ Z1k , Zn ∈ (X ×B)n × Z1k
)
=
∫
(X×B)n×Z1k
∫
B1
...
∫
BN
p(Z1k |y1, ..., yN )piNn (dyN |zn)...
...pi2n(dy
2|zn)p˜i1n(dy1|zn)Pn(dzn)
=
∫
(X×B)n×Z1k
∫
B2
...
∫
BN
p(Z1k |x1n, y2, ..., yN )piNn (dyN |zn)...
...pi2n(dy
2|zn)Pn(dzn)
≤ (1− θ1) Pn
(
(X ×B)n × Z1k
)
= (1− θ1)P (Xn ∈ Z1k).
Das Ereignis Xn ∈ Z1k tritt ein gdw. κ1(Xn) = k gilt. Wir haben also
P
(
κ1(Xn+1) = k, κ1(Xn) = k
) ≤ (1− θ1)P (κ1(Xn) = k)
fu¨r jedes k ≥ 1.
Das na¨chste Lemma gibt eine Abscha¨tzung fu¨r die Wahrscheinlichkeitsverteilung von κi(Xn) an.
Lemma 4.3. Angenommen, es gelten die Voraussetzungen von Lemma 4.2.
Es gelte fu¨r ein i = 1, ..., N x 6∈ Xi, d.h. Ki0 := κi(x) = κi(X0) ≥ 1. Dann gilt fu¨r jedes n ≥ 1 die
Abscha¨tzung
P (p˜i
i,pi−i)
x
(
κi(Xn) = Ki0 − l
) ≤ (n+ l − 1
l
)
(1− θi)n−l (4.23)
fu¨r l = 0, 1, ...,min{n,Ki0} − 1.
Beweis. Wir zeigen die Abscha¨tzung wieder o.B.d.A. fu¨r i = 1.
Wie bei Lemma 4.2 schreiben wir P fu¨r das Wahrscheinlichkeitsmaß P (p˜i
1,pi−1)
x und E fu¨r die zugeho¨rige
Erwartung.
Sei nun x 6∈ X1, also K10 ≥ 1. Wegen (4.19) liegen alle κ1(Xn) P -fast sicher in der Menge {0, 1, ...,K10}.
Wir wollen (4.23) durch vollsta¨ndige Induktion zeigen.
Fu¨r n = 1 ist min{n,K10} − 1 = 0 und
P
(
κ1(X1) = K10
)
= P
(
κ1(X1) = K10 , κ
1(X0) = K10
)
+ P
(
κ1(X1) = K10 , κ
1(X0) 6= K10
)
= P
(
κ1(X1) = K10 , κ
1(X0) = K10
) ≤ 1− θ1
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nach (4.20). Gilt (4.23) fu¨r ein n ≥ 1, so ist
P
(
κ1(Xn+1) = K10 − l
)
=
K10∑
j=0
P
(
κ1(Xn+1) = K10 − l, κ1(Xn) = K10 − j
)
=
l∑
j=0
P
(
κ1(Xn+1) = K10 − l, κ1(Xn) = K10 − j
)
= P
(
κ1(Xn+1) = K10 − l, κ1(Xn) = K10 − l
)
+
l−1∑
j=0
P
(
κ1(Xn) = K10 − j
)
(4.24)
Uns interessieren nur Werte fu¨r l mit 0 ≤ l ≤ min{n+ 1,K10} − 1. Damit nimmt der Laufindex in der
Summe auf der rechten Seite von (4.24) nur Werte j ≤ l − 1 ≤ min{n,K10 − 1} − 1 an. Wir ko¨nnen
also alle Summanden durch (4.23) abscha¨tzen. Den Term vor der Summe scha¨tzen wir mit (4.20) ab.
Insgesamt ergibt sich also aus (4.24)
P
(
κ1(Xn+1) = K10 − l
) ≤ (1− θ1)P (κ1(Xn) = K10 − l)
+
l−1∑
j=0
(
n+ j − 1
j
)
(1− θ1)n−j . (4.25)
Um den ersten Term auf der rechten Seite abzuscha¨tzen, unterscheiden wir zwei Fa¨lle. Ist 0 ≤ l ≤
min{n,K10} − 1, so ko¨nnen wir die Induktionsvoraussetzung (4.23) benutzen und erhalten
P
(
κ1(Xn+1) = K10 − l
) ≤ (1− θ1)(n+ l − 1
l
)
(1− θ1)n−l
+
l−1∑
j=0
(
n+ j − 1
j
)
(1− θ1)n−j
≤ (1− θ1)n+1−l
l∑
j=0
(
n+ j − 1
j
)
= (1− θ1)n+1−l
[(n− 1
0
)
+
(n
1
)
+ ...+
(
n+ l − 1
l
)]
=
(
n+ l
l
)
(1− θ1)n+1−l.
Die letzte Gleichheit ergibt sich aus
(
n− 1
0
)
+
(n
1
)
=
(
n+ 1
1
)
und wiederholter Anwendung der Beziehung
(m
s
)
+
(
m
s+ 1
)
=
(
m+ 1
s+ 1
)
.
Sei nun andererseits min{n,K10}−1 < l ≤ min{n+1,K10}−1. Fu¨r n ≥ K10 wa¨re dies gleichbedeutend
mit K10 − 1 < l ≤ K10 − 1, also tritt dieser Fall nur fu¨r n < K10 ein. Dann ist aber n − 1 < l ≤ n,
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demnach l = n. Aus (4.25) ergibt sich nun
P
(
κ1(Xn+1) = K10 − l
) ≤ (1− θ1) + l−1∑
j=0
(
n+ j − 1
j
)
(1− θ1)n−j
≤ (1− θ1) + (1− θ1)n−l+1
l−1∑
j=0
(
n+ j − 1
j
)
= (1− θ1) +
(
n+ l − 1
l − 1
)
(1− θ1)n+1−l
= (1− θ1) +
(
2n− 1
n− 1
)
(1− θ1)
≤
(
2n
n
)
(1− θ1) =
(
n+ l
l
)
(1− θ1)n+1−l,
also haben wir gezeigt, dass
P
(
κ1(Xn+1) = K10 − l
) ≤ (n+ l
l
)
(1− θ1)n+1−l
fu¨r alle l = 0, 1, ...,min{n+ 1,K10} − 1 gilt.
Damit ist (4.23) fu¨r alle n ≥ 1 gu¨ltig.
Wir bemerken, dass die Abscha¨tzung fu¨r kleine n sehr grob sein kann, da die rechte Seite von (4.23)
fu¨r kleine θi gro¨ßer als 1 werden kann.
Das folgende Lemma beweist nun die Endlichkeit des Erwartungswertes von τ i.
Lemma 4.4. Angenommen, es gelten die Vorausetzungen von Lemma 4.2.
Dann gilt
E(p˜i
i,pi−i)
x τ
i <∞ (4.26)
fu¨r jedes i = 1, ..., N .
Beweis. Wir zeigen erneut (4.26) o.B.d.A. fu¨r i = 1. Außerdem verwenden wir dieselben Bezeichnun-
gen wie in den Lemmata 4.2 und 4.3.
Ist x ∈ X1 = Z10 , so ist τ1 = 0 P -fast sicher, damit gilt die Behauptung.
Sei nun x 6∈ X1, oder gleichbedeutend K10 ≥ 1.
Nehmen wir an, dass n > K10 ist, so erhalten wir aus (4.23) sofort
P
(
κ1(Xn) = K10 − l
) ≤ (n+ l − 1
l
)
(1− θ1)n−l
≤ nl(1− θ1)n−l ≤ nK10−1(1− θ1)n−K10+1
fu¨r l = 0, 1, ...,K10 − 1.
Wegen (4.19) ist τ1 > n gdw. κ1(Xn) > 0. Alle κ1(Xn) liegen P -fast sicher in der Menge {0, 1, ...,K10}.
Es folgt
P
(
τ1 > n
)
= P
(
κ1(Xn) > 0
)
=
K10∑
l=1
P
(
κ1(Xn) = l
) ≤ K10nK10−1(1− θ1)n−K10+1
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fu¨r alle n > K10 . Schließlich erhalten wir
Eτ1 =
∞∑
n=0
nP (τ1 = n)
≤
K10∑
n=0
nP (τ1 = n) +
∞∑
n=K10+1
nP (τ1 > n)
≤
K10∑
n=0
nP (τ1 = n) +
∞∑
n=K10+1
nK10n
K10−1(1− θ1)n−K10+1
≤
K10∑
n=0
nP (τ1 = n) +
K10
(1− θ1)K10−1
∞∑
n=K10+1
nK
1
0 (1− θ1)n
fu¨r i = 2, ..., N . Die Terme auf der rechten Seite sind alle endlich, damit gilt (4.26).
Nun haben wir das Ru¨stzeug, um die Gu¨ltigkeit von B4 zu beweisen.
Lemma 4.5. Angenommen, es gelten die Bedingungen L1 und L2.
Dann erfu¨llt das Strategientupel p˜i = (p˜i1, ..., p˜iN ) ∈ Π mit (4.17) die Annahme B4.
Beweis. Wir mu¨ssen zeigen, dass fu¨r jedes i = 1, ..., N
E(pi
i,p˜i−i)
x T
i <∞
fu¨r alle pii ∈ Πi und alle x ∈ X gilt.
Sei o.B.d.A. i = 1. Nach Definition ist
T 1 = inf{n ≥ 0 : Xn ∈ X˜1}
= inf{n ≥ 0 : Xn ∈ X2 ∩ ... ∩XN}
= inf{n ≥ 0 : Xn ∈ Z20 ∩ ... ∩ ZN0 }
= inf{n ≥ 0 : X2n ∈ Z20 , ..., XNn ∈ ZN0 }
= inf{n ≥ 0 : κ2(Xn) = 0, ..., κN (Xn) = 0}.
Spielen nun die Spieler 2 bis N das Tupel p˜i−1 = (p˜i2, ..., p˜iN ) und Spieler 1 spielt eine beliebige
Strategie pi1 ∈ Π1, so gelten die Voraussetzungen der Lemmata 4.2, 4.3 und 4.4 fu¨r i = 2, ..., N .
Wegen
τ i = inf{n ≥ 0 : κi(Xn) = 0}
und
κi(Xn+1) ≤ κi(Xn)
P
(pi1,p˜i−1)
x -fast sicher fu¨r i = 2, ..., N ist
T 1 = max{τ2, ..., τN}
P
(pi1,p˜i−1)
x -fast sicher. Da aber (4.26) fu¨r i = 2, ..., N gilt, folgt daraus
E(pi
1,p˜i−1)
x T
1 <∞
und damit die Behauptung.
Wir bemerken, dass die Gu¨ltigkeit von (4.26) fu¨r alle i eine sta¨rkere Aussage als AnnahmeB4 darstellt.
B4 fordert, dass unabha¨ngig vom Anfangszustand und von der Strategie des Spielers i die anderen
Spieler die Mo¨glichkeit haben, durch Spielen von p˜i−i ein Erreichen der Zustandsmenge X˜i in endlicher
Zeit zu erzwingen. Dagegen sagt (4.26) aus, dass es fu¨r jeden einzelnen Spieler j unabha¨ngig von der
Strategie aller anderen Spieler mo¨glich ist, durch Spielen von p˜ij einen Eintritt in die Menge Xj in
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endlicher Zeit zu erreichen.
Betrachten wir nun das Strategientupel pi∗ = (pi1∗, ..., piN∗) ∈ Π mit
pii∗n (hn) =
{
δSi falls xin ≤ Si
δxin falls x
i
n > S
i
(4.27)
fu¨r alle i = 1, ..., N und alle hn = (x0, y0, ..., xn) ∈ Hn. Die Lemmata 4.1 und 4.5 fu¨hren uns sofort zu
folgendem Korollar unseres Theorems 3.2:
Korollar 4.2. Unter den Annahmen L1 und L2 ist das Strategientupel pi∗ = (pi1∗, ..., piN∗) ∈ Π mit
(4.27) ein Nash-Equilibrium bezu¨glich X.
Es gilt
J i(x, pi∗) = Gi(S1, ..., SN )
fu¨r alle x ∈ X und alle i = 1, ..., N .
Fu¨r den einzelnen Spieler bedeutet das Benutzen von pi∗, dass er nichts produziert, falls sein Lagerni-
veau u¨ber einem gewissen Grundniveau liegt, andernfalls wird genau so viel produziert wie no¨tig ist,
um das Grundniveau zu erreichen. Strategien dieser Art sind auch fu¨r viele Ein-Lager-Modelle mit
a¨hnlichen Voraussetzungen wie L1 optimal. Wir nennen sie (S, S)-Strategien.
4.3 Beispiel 1: Bilanzgleichung
Im letzten Abschnitt sind die Bedingungen L1 und L2 an das Lagerhaltungsmodell gestellt worden,
um die Existenz eines Nash-Equilibriums in (S, S)-Strategien zeigen zu ko¨nnen. Wir wollen uns nun
einem Beispiel zuwenden, fu¨r das L1.d und L2 erfu¨llt sind.
Seien die Bilanzgleichungen fu¨r Spieler i = 1, ..., N durch
si(y, d) = max{mi, yi − hi(y, d)} (4.28)
fu¨r y = (y1, ..., yN ) ∈ B, d ∈ D gegeben. hi sei eine beliebige nichtnegative Funktion von RN × D in
die reellen Zahlen.
Dann ist fu¨r jedes i wegen yi ≥ mi auch
si(y, d) ≤ yi (4.29)
fu¨r alle y = (y1, ..., yN ) ∈ B und alle d ∈ D. Es gilt also Annahme L1.d.
In der Literatur zu Lagerhaltungsproblemen mit einem Entscheider werden ha¨ufig die Fa¨lle
si(y, d) = (yi − di)+ (4.30)
mit z+ := max{0, z} und
si(y, d) = yi − di (4.31)
behandelt. Dabei sei N = M , d.h. es gibt genauso viele Bedarfsklassen wie Spieler, und wir ordnen
die Bedarfskomponente di dem Spieler i zu.
Bei (4.30) spricht man vom lost sales -Fall. Ist der anfallende Bedarf ho¨her als das verfu¨gbare La-
gerniveau, so geht der u¨berschu¨ssige Bedarf verloren, und das Lagerniveau zu Beginn der folgenden
Periode ist gleich 0.
Gilt (4.31), so liegt der backlog -Fall vor. Eine mo¨gliche Interpretation eines solchen Modells ist die
Annahme, dass ein in einer Periode nicht befriedigter Bedarf zu einer Vormerkung fu¨hrt. Die vorge-
merkte Menge wird dann in einer spa¨teren Periode geliefert.
Mit mi = 0 und hi(y−i, d) = di ist der Fall (4.30) offenbar durch (4.28) abgedeckt.
Nicht vorgesehen ist in unserem Modell ein vollsta¨ndiges Backlogging im Sinne, dass die vorgemerkte
Menge beliebig groß werden kann. Grund dafu¨r ist die Notwendigkeit der Kompaktifizierung der Men-
gen der zula¨ssigen Aktionen. Fu¨r viele praktische Anwendungen sollte die Beschra¨nkung des Backlogs
aber keine sehr restriktive Annahme sein, da wir die Grenzen mi beliebig klein wa¨hlen ko¨nnen.
Mo¨glich wa¨re beispielsweise auch der Fall, dass eine Befriedigung des vorgemerkten Bedarfes in der
direkt nachfolgenden Periode gefordert wird. Damit wu¨rde an die Stelle von (4.3)
Bi := [0,M i] (4.32)
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treten. Fordern wir außerdem, dass die Funktionen hi beschra¨nkt sind, so ko¨nnen wir mi < 0 so
wa¨hlen, dass (4.28) gilt. Alle Aussagen des Abschnittes 4.2 gelten auch unter (4.32) anstelle von (4.3).
Wenden wir uns nun Annahme L2 zu.
Sei δi > 0 und y ∈ B mit yi > Si + δi ≥ mi + δi. Weiterhin sei ξ ein M -dimensionaler Zufallsvektor
mit der Verteilung Φ(y, .). Unter (4.28) erhalten wir
P
(
si(y, ξ) < yi − δi)
= P
({si(y, ξ) < yi − δi} ∩ {mi ≥ yi − hi(y, ξ)})
+ P
({si(y, ξ) < yi − δi} ∩ {mi < yi − hi(y, ξ)})
= P
({mi < yi − δi} ∩ {mi ≥ yi − hi(y, ξ)})
+ P
({yi − hi(y, ξ) < yi − δi} ∩ {mi < yi − hi(y, ξ)})
= P
(
hi(y, ξ) ≥ yi −mi > δi)+ P (δi < hi(y, ξ) < yi −mi)
= P
(
hi(y, ξ) > δi
)
.
Setzen wir also fu¨r si die Struktur (4.28) voraus, so ist die Existenz eines δi > 0 und eines θi > 0 mit
P
(
hi(y, ξ) > δi
) ≥ θi (4.33)
fu¨r alle y ∈ B mit yi > Si + δi hinreichend fu¨r die Gu¨ltigkeit von (4.13). Existieren sogar δi > 0 und
θi > 0 mit (4.33) fu¨r alle y ∈ B mit yi > Si, so folgt auch
P
(
si(y, ξ) ≤ Si)
= P
({si(y, ξ) ≤ Si} ∩ {mi ≥ yi − hi(y, ξ)})
+ P
({si(y, ξ) ≤ Si} ∩ {mi < yi − hi(y, ξ)})
= P
({mi ≤ Si} ∩ {mi ≥ yi − hi(y, ξ)})
+ P
({yi − hi(y, ξ) ≤ Si} ∩ {mi < yi − hi(y, ξ)})
= P
(
hi(y, ξ) ≥ yi −mi)+ P (yi − Si ≤ hi(y, ξ) < yi −mi)
= P
(
hi(y, ξ) ≥ yi − Si)
≥ P (hi(y, ξ) ≥ δi) ≥ P (hi(y, ξ) > δi) ≥ θi
fu¨r alle y ∈ B mit Si < yi ≤ Si + δi.
Fassen wir dieses Beispiel nochmals zusammen:
La¨sst sich die Funktion si fu¨r jedes i als
si(y, d) = max{mi, yi − hi(y, d)}
schreiben, und existieren δi > 0 und θi > 0 mit
P
(
hi(y, ξ) > δi
) ≥ θi
fu¨r alle y ∈ B mit yi > Si, wobei ξ die Verteilung Φ(y, .) (= Verteilung des Bedarfes bei Wahl der
Aktion y) besitzt, so gelten die Annahmen L1.d und L2 aus Abschnitt 4.2.
4.4 Beispiel 2: Austauschbare Produkte
Parlar [68] untersucht eine Ein-Stufen-Version des folgenden Problems:
Es gibt zwei Spieler (N = 2), die jeweils ein Produkt in einem Lager wie im Abschnitt 4.1 verwalten.
An jedem der Produkte entsteht ein Bedarf (M = 2). Ist nun einer der Spieler in einer Periode nicht
in der Lage, den Bedarf an seinem Produkt zu befriedigen, so kann der andere Spieler einspringen.
Er kann einen gewissen Anteil des verbliebenen, noch nicht befriedigten Bedarfes liefern, falls er nach
der Deckung des an seinem eigenen Produkt entstehenden Bedarfes noch Einheiten u¨brig beha¨lt.
Wir gehen konsequenterweise vom lost sales -Fall aus, also sei m1 = m2 = 0.
Um die Stetigkeit und Konkavita¨t der Funktionen G1 und G2 zu sichern, werden an die Ertrags-
und Kostenstruktur Bedingungen gestellt, die an die lineare Restbestandsbewertung aus der Lager-
haltungstheorie mit einem Entscheider anschließen.
Wir fu¨hren dazu nichtnegative reelle Konstanten mit folgenden Bedeutungen ein (i = 1, 2):
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ci Produktionskosten/Einheit fu¨r Spieler i,
ei Ertrag/Einheit fu¨r Spieler i,
hi Lagerkosten/Einheit fu¨r Spieler i,
qi Fehlmengenkosten/Einheit fu¨r Spieler i,
bi Anteil des Bedarfes von Spieler i, der auf den anderen Spieler u¨bergeht,
falls Spieler i nicht mehr liefern kann, 0 ≤ bi ≤ 1.
In der Notation aus Annahme L1.a sei also ci(a) = ciai (gleiche Bezeichnung fu¨r Funktion und
Konstante).
Wir fordern hier ei > ci fu¨r i = 1, 2, eine Bedingung, die in allen praktisch relevanten Fa¨llen als erfu¨llt
angesehen werden kann.
Die Bedarfsverteilung sei von den Aktionen der Spieler unabha¨ngig. Wir gehen also davon aus, dass
der Bedarf einer festen Verteilung Φ ∈ P (D) genu¨gt. Fu¨r ξ = (ξ1, ξ2) mit der Verteilung Φ seien
die Bedarfskomponenten ξ1 und ξ2 unabha¨ngig. Der fu¨r das Produkt des einen Spielers entstehende
Bedarf sei also unabha¨ngig vom Bedarf fu¨r das Produkt des anderen Spielers.
Fu¨r beide Bedarfskomponenten existiere eine stetige Dichte (bezu¨glich des Lebesgue-Maßes auf R).
Die Dichten bezeichnen wir mit φ1 bzw. φ2. Es sei D = [0,∞)× [0,∞). Wir fordern, dass fu¨r i = 1, 2
∞∫
0
tφi(t)dt <∞ (4.34)
gilt, der Erwartungswert der Bedarfskomponenten sei also endlich, und es sei
φi(t) > 0 (4.35)
fu¨r alle t ∈ (0,M i). Bezeichnen wir die Verteilungsfunktionen von ξ1 und ξ2 mit
Φi(z) :=
z∫
0
φi(t)dt
fu¨r i = 1, 2, so folgt aus (4.35)
Φi(z) > 0 (4.36)
fu¨r alle z > 0. Gleichbedeutend damit ist, dass es keinen positiven Mindestbedarf gibt, der nicht
unterschritten wird. Fa¨lle, fu¨r die (4.35) nicht gilt, ko¨nnen wir durch eine lineare Transformation der
entsprechenden Bedarfskomponente auf ein Problem mit (4.35) zuru¨ckfu¨hren.
Das Problem ist bezu¨glich der Spieler symmetrisch. Alle Betrachtungen fu¨r Spieler 1 gelten deshalb
analog auch fu¨r Spieler 2.
Schauen wir uns den Gewinn in einer Stufe an, den Spieler 1 erzielen kann:
Seien x = (x1, x2) der Zustand zu Beginn der Periode, y = (y1, y2) der Aktionsvektor und d = (d1, d2)
der Bedarfsvektor in der betrachteten Periode.
Die Gewinnfunktion fu¨r Spieler 1 laßt sich nach (4.7) darstellen als
r1(x, y) = L1(y)− c1y1 + c1x1,
wobei
L1(y) =
∞∫
0
∞∫
0
g1(y, (t1, t2))φ1(t1)φ2(t2)dt1dt2
ist.
In der Funktion g1 sind alle Ertra¨ge und Kosten, die nichts mit der Produktion zu tun haben, zusam-
mengefasst.
Bezogen auf die Gewinnfunktion und die Bilanzgleichung fu¨r Spieler 1 mu¨ssen wir je nach Relation
zwischen yi und di vier Fa¨lle unterscheiden:
1. y1 ≥ d1, y2 ≥ d2
Beide Spieler ko¨nnen ihren jeweiligen Bedarf befriedigen. Der Ertrag fu¨r Spieler 1 ist
g1(y, d) = e1d1 − h1(y1 − d1)
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und die Bilanzgleichung ergibt sich durch
s1(y, d) = y1 − d1.
2. y1 < d1, y2 ≥ d2
Spieler 1 kann den Bedarf an seinem eigenen Produkt nicht vollsta¨ndig decken. Es folgt
g1(y, d) = e1y1 − q1(d1 − y1)
und
s1(y, d) = 0.
3. y1 < d1, y2 < d2
Fu¨r Spieler 1 hat dieser Fall die gleichen Auswirkungen wie Fall 2.
4. y1 ≥ d1, y2 < d2
Dieser Fall ist aus der Sicht von Spieler 1 der eigentlich interessante, weil hier ein Austausch der
Produkte stattfindet, bei dem Spieler 1 zusa¨tzlich zu seinem eigenen auch noch einen Teil des
Bedarfes von Spieler 2 decken kann.
Spieler 1 hat nach Befriedigung des Bedarfes an seinem Produkt noch Einheiten u¨brig, wa¨hrend
der zweite Spieler keine ausreichende Menge seines Produktes zur Verfu¨gung hat.
Wir mu¨ssen hier mehrere Fa¨lle unterscheiden:
Sei zuna¨chst y2+ y1/b2 < d2 oder a¨quivalent y1 < b2(d2− y2). In diesem Fall kann Spieler 1 nur
einen Teil des verbleibenden Bedarfes von Spieler 2 decken. Wir erhalten
g1(y, d) = e1y1
und
s1(y, d) = 0,
da Spieler 1 unabha¨ngig von der Ho¨he von d1 immer seine gesamte verfu¨gbare Menge verbraucht.
Gelte andererseits y2 + y1/b2 ≥ d2 > y2 oder y1 ≥ b2(d2 − y2). Nun kann abha¨ngig von d1
entweder y1 − d1 < b2(d2 − y2) oder y1 − d1 ≥ b2(d2 − y2) gelten. Der erste Fall tritt ein, falls
y1 − b2(d2 − y2) < d1 ≤ y1, der zweite bei 0 ≤ d1 ≤ y1 − b2(d2 − y2).
Im ersten Fall kann Spieler 1 wieder nur einen Teil des verbleibenden Bedarfes von Spieler 2
decken. Es ergibt sich erneut
g1(y, d) = e1y1
und
s1(y, d) = 0.
Im zweiten Fall hat Spieler 1 eine ausreichende Menge zur Verfu¨gung, um seinen eigenen und
den gesamten verbleibenden Bedarf von Spieler 2 abzudecken. Es gilt
g1(y, d) = e1d1 + e1b2(d2 − y2)− h1(y1 − d1 − b2(d2 − y2))
und
s1(y, d) = y1 − d1 − b2(d2 − y2).
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Fassen wir alle Fa¨lle zusammen und integrieren u¨ber die Bedarfsverteilung, so ergibt sich
L1(y) =
y2∫
0
y1∫
0
[e1t1 − h1(y1 − t1)]φ1(t1)φ2(t2)dt1dt2
+
∞∫
y1
[e1y1 − q1(t1 − y1)]φ1(t1)dt1
+
∞∫
α
y1∫
0
e1y1φ1(t1)φ2(t2)dt1dt2
+
α∫
y2
y1∫
y1−b2(t2−y2)
e1y1φ1(t1)φ2(t2)dt1dt2
+
α∫
y2
y1−b2(t2−y2)∫
0
[e1t1 + e1b2(t2 − y2)]φ1(t1)φ2(t2)dt1dt2
−
α∫
y2
y1−b2(t2−y2)∫
0
[h1(y1 − t1 − b2(t2 − y2))]φ1(t1)φ2(t2)dt1dt2 (4.37)
mit α := y2 + y1/b2. Nach (4.8) ist
G1(y) = Li(y)− c1y1 + c1
∞∫
0
∞∫
0
s1(y, (t1, t2))φ1(t1)φ2(t2)dt1dt2. (4.38)
Das Integral auf der rechten Seite ergibt sich durch
∞∫
0
∞∫
0
s1(y,(t1, t2))φ1(t1)φ2(t2)dt1dt2
=
y2∫
0
y1∫
0
[y1 − t1]φ1(t1)φ2(t2)dt1dt2
+
α∫
y2
y1−b2(t2−y2)∫
0
[y1 − t1 − b2(t2 − y2)]φ1(t1)φ2(t2)dt1dt2. (4.39)
Wir bemerken hier außerdem, dass sich s1 in der Form (4.28) aus Beispiel 1 schreiben la¨sst. Dabei ist
h1(y, d) =

d1 falls y1 ≥ d1, y2 ≥ d2
d1 + b2(d2 − y2) falls d1 ≤ y1 − b2(d2 − y2)
und y2 < d2 ≤ y2 + y1/b2
d1 + y1 sonst,
wobei im letzten Fall h1(y, d) ≥ y1 beliebig gewa¨hlt werden kann. Fu¨r diese Gestalt von h1 ist fu¨r eine
beliebige Konstante δ1 > 0
P
(
h1(y, ξ) > δ1
) ≥ P (ξ1 > δ1) = 1− Φ1(δ1) =: θ1(δ1)
fu¨r alle y ∈ B. Gibt es nun ein δ1 > 0 mit Φ1(δ1) < 1, so ist (4.33) erfu¨llt. Wegen (4.35) existiert ein
solches δ1. (4.33) gilt fu¨r alle y ∈ B, nach Beispiel 1 gelten damit die Annahmen L1.d und L2 aus
Abschnitt 4.2.
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Setzen wir (4.37) und (4.39) in (4.38) ein, so erhalten wir
G1(y) =
y2∫
0
y1∫
0
[e1t1 + (c1 − h1)(y1 − t1)]φ1(t1)φ2(t2)dt1dt2
+
∞∫
y1
[e1y1 − q1(t1 − y1)]φ1(t1)dt1
+
∞∫
α
y1∫
0
e1y1φ1(t1)φ2(t2)dt1dt2
+
α∫
y2
y1∫
y1−b2(t2−y2)
e1y1φ1(t1)φ2(t2)dt1dt2
+
α∫
y2
y1−b2(t2−y2)∫
0
[e1t1 + e1b2(t2 − y2)]φ1(t1)φ2(t2)dt1dt2
+
α∫
y2
y1−b2(t2−y2)∫
0
[(c1 − h1)(y1 − t1 − b2(t2 − y2))]φ1(t1)φ2(t2)dt1dt2
− c1y1. (4.40)
Wir hatten die Stetigkeit der Dichten und (4.34) vorausgesetzt. Daraus folgt die Stetigkeit und die
Differenzierbarkeit von G1 (siehe z.B. [54]).
Halten wir nun y2 fest, so ko¨nnen wir mit der Leibniz-Regel die partielle Ableitung von G1 nach y1
bestimmen. Dazu bezeichnen wir die einzelnen Integrale auf der rechten Seite von (4.40) mit A1 bis
A6 und leiten sie nacheinander partiell nach y1 ab:
δA1
δy1
= (c1 − h1)
y2∫
0
y1∫
0
φ1(t1)φ2(t2)dt1dt2 + e1y1φ1(y1)
y2∫
0
φ2(t2)dt2
δA2
δy1
= (e1 + q1)
∞∫
y1
φ1(t1)dt1 − e1y1φ1(y1)
δA3
δy1
= e1
∞∫
α
y1∫
0
φ1(t1)φ2(t2)dt1dt2 + e1y1φ1(y1)
∞∫
α
φ2(t2)dt2
− e
1y1
b2
φ2(α)
y1∫
0
φ1(t1)dt1
δA4
δy1
= e1
α∫
y2
y1∫
y1−b2(t2−y2)
φ1(t1)φ2(t2)dt1dt2 + e1y1φ1(y1)
α∫
y2
φ2(t2)dt2
− e1y1φ1(y1 − b2(t2 − y2))
α∫
y2
φ2(t2)dt2
+
e1y1
b2
φ2(α)
y1∫
0
φ1(t1)dt1
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δA5
δy1
= e1y1φ1(y1 − b2(t2 − y2))
α∫
y2
φ2(t2)dt2
δA6
δy1
= (c1 − h1)
α∫
y2
y1−b2(t2−y2)∫
0
φ1(t1)φ2(t2)dt1dt2
Insgesamt ergibt sich daraus
δG1(y1, y2)
δy1
= (c1 − h1)
y2∫
0
y1∫
0
φ1(t1)φ2(t2)dt1dt2
+ (e1 + q1)
∞∫
y1
φ1(t1)dt1
+ e1
∞∫
α
y1∫
0
φ1(t1)φ2(t2)dt1dt2
+ e1
α∫
y2
y1∫
y1−b2(t2−y2)
φ1(t1)φ2(t2)dt1dt2
+ (c1 − h1)
α∫
y2
y1−b2(t2−y2)∫
0
φ1(t1)φ2(t2)dt1dt2
− c1.
Umformungen fu¨hren zu
δG1(y1, y2)
δy1
= e1 − c1 + q1 − q1Φ1(y1)− (e1 − c1 + h1)Φ1(y1)Φ2(y2)
− (e1 − c1 + h1)
α∫
y2
Φ1(y1 − b2(t2 − y2))φ2(t2)dt2. (4.41)
Mit denselben Argumenten wie oben folgern wir die Stetigkeit und Differenzierbarkeit von δG
1(y1,y2)
δy1 .
Leiten wir nun nochmals nach y1 ab, so erhalten wir
δ2G1(y1, y2)
δ(y1)2
= −q1φ1(y1)− (e1 − c1 + h1)φ1(y1)Φ2(y2)
− (e1 − c1 + h1)
α∫
y2
φ1(y1 − b2(t2 − y2))φ2(t2)dt2. (4.42)
Wegen e1 > c1 und (4.35) gilt fu¨r y1 ∈ (0,M1), y2 ∈ [0,M2]
δ2G1(y1, y2)
δ(y1)2
< 0,
demnach ist die Funktion G1(., y2) strikt konkav fu¨r y2 ∈ [0,M2].
Wir ko¨nnen zusammenfassend feststellen, dass die Annahmen L1 und L2 erfu¨llt sind, damit ist die
Strategie pi∗ = (pi1∗, pi2∗) mit (4.27) ein Nash-Equilibrium.
In unserem Beispiel la¨sst sich sogar noch eine sta¨rkere Aussage treffen. Nach Lemma 4.1 gibt es wegen
der Gu¨ltigkeit von L1 ein S = (S1, S2) ∈ B1 ×B2 mit
G1(S1, S2) ≥ G1(y1, S2)
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fu¨r alle y1 ∈ B1 und
G2(S1, S2) ≥ G2(S1, y2)
fu¨r alle y2 ∈ B2. Nun la¨sst sich sogar zeigen, dass dieses S eindeutig bestimmt ist.
DaG1(., y2) fu¨r jedes feste y2 strikt konkav ist, gibt es ein eindeutig bestimmtes y˜1, fu¨r dasG1(y˜1, y2) ≥
G1(y1, y2) fu¨r alle y1 ∈ [0,M1] gilt. Es macht also Sinn, eine Funktion v : [0,M2]→ [0,M1] durch
v(y2) := y˜1 (4.43)
zu definieren. v(y2) ist die beste Antwort fu¨r Spieler 1 auf die Aktion y2 von Spieler 2.
Wir bemerken zuna¨chst, dass v(y2) > 0 fu¨r alle y2 gilt, denn fu¨r y1 → 0 konvergiert die erste Ableitung
(4.41) gegen e1 − c1 + q1 > 0. Damit ist G1(., y2) fu¨r jedes y2 ∈ [0,M2] in einer Umgebung von 0
streng monoton wachsend, woraus wegen der Stetigkeit zwingend v(y2) > 0 folgt.
Das folgende Lemma gibt weitere wichtige Eigenschaften der Funktion v an:
Lemma 4.6. Die Funktion v mit (4.43) hat folgende Eigenschaften:
(a) v ist stetig und monoton fallend.
(b) Auf der Menge C := {u ∈ [0,M2]|v(M2) < v(u) < v(0)} ist −1 < v′(u) < 0.
Beweis. Zeigen wir zuna¨chst die Stetigkeit.
Angenommen, v wa¨re in einem Punkt u0 ∈ [0,M2] nicht stetig. Sei t0 := v(u0). Dann gibt es eine
Folge uj , j = 1, 2, ... in [0,M2], so dass u0 Grenzwert der Folge uj ist, aber t0 nicht Grenzwert der
Folge v(uj) fu¨r j → ∞. Die Folge der Funktionswerte v(uj) liegt in der kompakten Menge [0,M1],
also gibt es eine Teilfolge, sagen wir ujk , fu¨r die v(ujk) gegen einen Punkt t˜0 6= t0 konvergiert. Es gilt
aber fu¨r jedes k
G1(v(ujk), ujk) ≥ G1(t0, ujk)
und nach U¨bergang zum Grenzwert fu¨r j →∞
G1(t˜0, u0) ≥ G1(t0, u0) = G1(v(u0), u0).
Die Ungleichheit t˜0 6= t0 = v(u0) ist damit ein Widerspruch zur Eindeutigkeit von v(u0).
Also ist v in jedem Punkt stetig.
Sei C1 := {u ∈ (0,M2)|0 < v(u) < M1}. Ist u ∈ C1, so liegt also das eindeutig bestimmte Maximum
von G1(t, u) u¨ber t im Innern von [0,M1]. Folglich ist die erste Ableitung von G1 nach t an der Stelle
(v(u), u) gleich Null. Mit
F (t, u) :=
δG1(t, u)
δt
ist also F (v(u), u) = 0 fu¨r alle u ∈ C1. Fu¨r alle t 6= v(u) gilt gleichzeitig F (t, u) 6= 0 wegen der strikten
Konkavita¨t. Durch F (t, u) = 0 wird also auf C1 die Funktion v implizit definiert.
Die Menge C1 ist wegen der Stetigkeit von v offen. Ist (t, u) ∈ (0,M1) × C1, so ist nach dem Satz
u¨ber implizite Funktionen (siehe z.B. [54]) v in u differenzierbar und es gilt
dv(u)
du
= −δF (t, u)
δu
/
δF (t, u)
δt
.
mit t = v(u).
Wir haben wegen (4.41)
F (t, u) = e1 − c1 + q1 − q1Φ1(t)− (e1 − c1 + h1)Φ1(t)Φ2(u)
− (e1 − c1 + h1)
α∫
u
Φ1(t− b2(z − u))φ2(z)dz
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mit α := u+ t/b2 > u. Weiter folgt unter Ausnutzung von (4.35)
δF (t, u)
δu
= −(e1 − c1 + h1)Φ1(t)φ2(u)
− (e1 − c1 + h1)b2
α∫
u
φ1(t− b2(z − u))φ2(z)dz
+ (e1 − c1 + h1)Φ1(t)φ2(u)
= −(e1 − c1 + h1)b2
α∫
u
φ1(t− b2(z − u))φ2(z)dz < 0
und andererseits wegen (4.42)
δF (t, u)
δt
= −q1φ1(t)− (e1 − c1 + h1)φ1(t)Φ2(u)
− (e1 − c1 + h1)
α∫
u
φ1(t− b2(z − u))φ2(z)dz < 0.
Wir erhalten dv(u)/du < 0 fu¨r alle u ∈ C1, also ist v auf der offenen Menge C1 streng monoton
fallend.
Definieren wir C2 := {u ∈ (0,M2)|v(u) = M1}, so bilden C1 und C2 eine disjunkte Zerlegung von
(0,M2), da wir v(u) = 0 ausschließen konnten. Auf C1 ist v streng monoton fallend, auf C2 konstant.
Insbesondere folgt daraus, dass v auf [0,M2] monoton fallend ist.
Ist s ∈ C = {u ∈ [0,M2]|0 < v(M2) < v(u) < v(0) ≤ M1}, so ist s ∈ C1. Ist andererseits s ∈ C1,
so ist v(M2) < v(s) < v(0), da 0 < s < M2 gilt und v stetig und in einer Umgebung von s streng
monoton fallend ist. Also ist s ∈ C. Es gilt C = C1.
Mit der Bezeichnung
A(t, u) := (e1 − c1 + h1)
α∫
u
φ1(t− b2(z − u))φ2(z)dz
folgt aus den Ausfu¨hrungen oben sofort
−dv(u)
du
=
δF (t, u)
δu
/
δF (t, u)
δt
=
b2A(t, u)
q1φ1(t) + (e1 − c1 + h1)φ1(t)Φ2(u) +A(t, u)
<
b2A(t, u)
A(t, u)
= b2 ≤ 1
fu¨r t = v(u) und u ∈ C. Damit haben wir −1 < dv(u)/du < 0 fu¨r alle u ∈ C.
Man u¨berlegt sich leicht, dass es fu¨r den Verlauf von v drei Mo¨glichkeiten gibt:
(i) Es ist C = (0,M2), dann ist v sogar streng monoton fallend auf [0,M2].
(ii) Es gibt ein u0 ∈ (0,M2), so dass v auf [0, u0] konstant gleich M1 ist und auf (u0,M2] streng
monoton fallend. Dann ist C = (u0,M2).
(iii) v ist auf [0,M2] konstant gleich M1.
Es folgt
Lemma 4.7. Fu¨r 0 ≤ u1 < u2 ≤M2 gilt
−1 < v(u2)− v(u1)
u2 − u1 ≤ 0. (4.44)
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Beweis. Seien 0 ≤ u1 < u2 ≤M2 beliebig gewa¨hlt. Es ist v(u1) ≥ v(u2), und damit
v(u2)− v(u1)
u2 − u1 ≤ 0.
Gilt (iii), so ist
v(u2)− v(u1)
u2 − u1 = 0.
Gilt (i), so ist v auf dem Intervall [u1, u2] stetig und auf (u1, u2) ⊂ C differenzierbar, also gibt es nach
dem Mittelwertsatz der Differentialrechnung einen Punkt u˜ ∈ (u1, u2) mit
v(u2)− v(u1)
u2 − u1 = v
′(u˜).
Nach Lemma 4.6(b) ist −1 < v′(u˜) < 0, damit gilt die Behauptung.
Gilt schließlich (ii), so ko¨nnen wir die Fa¨lle u1 < u2 ≤ u0 und u0 < u1 < u2 wie oben behandeln. Ist
u1 ≤ u0 < u2, so ist (u0, u2) ⊂ C, und damit
v(u2)− v(u1)
u2 − u1 =
v(u2)− v(u0)
u2 − u1 ≥
v(u2)− v(u0)
u2 − u0 = v
′(u˜)
fu¨r ein u˜ ∈ (u0, u2). Mit Lemma 4.6(b) folgt (4.44).
Vertauschen wir die Rollen der Spieler, so erhalten wir eine eindeutig definierte Funktion w : [0,M1]→
(0,M2] mit G2(y1, w(y1)) ≥ G2(y1, y2) fu¨r alle y2 ∈ [0,M2]. Diese Funktion w ist stetig, monoton
fallend und nimmt Werte in einem Intervall [w(M1), w(0)] ⊂ (0,M2] an. Weiterhin gilt fu¨r 0 ≤ t1 <
t2 ≤M1
−1 < w(t2)− w(t1)
t2 − t1 ≤ 0. (4.45)
Nun erhalten wir
Satz 4.1. Es gibt genau ein S = (S1, S2) ∈ [0,M1]× [0,M2] mit
G1(S1, S2) ≥ G1(y1, S2) (4.46)
fu¨r alle y1 ∈ [0,M1] und
G2(S1, S2) ≥ G2(S1, y2) (4.47)
fu¨r alle y2 ∈ [0,M2].
Beweis. Die Existenz von S folgt aus der Gu¨ltigkeit von L1 nach Lemma 4.1.
Betrachten wir die Kurven
E1 := {(y1, y2) ∈ [0,M1]× [0,M2]|y1 = v(y2)}
und
E2 := {(y1, y2) ∈ [0,M1]× [0,M2]|y2 = w(y1)}
in der (y1, y2)-Ebene.
Aus (4.46) bzw. (4.47) folgt S1 = v(S2) bzw. S2 = w(S1) und damit S ∈ E1 ∩ E2. Ist andererseits
S ∈ E1 ∩ E2, so gelten (4.46) und (4.47).
Die Menge der Punkte S mit (4.46) und (4.47) ist also identisch mit der Menge der Schnittpunkte
von E1 und E2.
Die Existenz eines solchen Schnittpunktes folgt im u¨brigen aus der Stetigkeit der Funktionen v und
w.
Nehmen wir nun an, es gibt zwei Schnittpunkte (t1, u1) 6= (t2, u2) von E1 und E2. Wa¨re u1 = u2, so
wa¨re t1 = v(u1) = v(u2) = t2. Also nehmen wir o.B.d.A. an, dass w(t1) = u1 < u2 = w(t2) gilt.
Es folgt nach Lemma 4.6(a) t1 = v(u1) ≥ v(u2) = t2. Wa¨re andererseits t1 = t2, so wu¨rde u1 =
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w(t1) = w(t2) = u2 gelten, ein Widerspruch zu u1 < u2. Es folgt v(u1) = t1 > t2 = v(u2).
Wegen (4.44) erhalten wir
−1 < v(u2)− v(u1)
u2 − u1 =
t2 − t1
w(t2)− w(t1)
und damit
w(t1)− w(t2)
t1 − t2 < −1.
Wegen t2 < t1 ist dies ein Widerspruch zu (4.45).
Im Prinzip ko¨nnen wir S ermitteln, indem wir nach einer Lo¨sung der Gleichungssystems
F 1(t, u) = e1 − c1 + q1 − q1Φ1(t)− (e1 − c1 + h1)Φ1(t)Φ2(u)
− (e1 − c1 + h1)
α1∫
u
Φ1(t− b2(z − u))φ2(z)dz = 0
und
F 2(t, u) = e2 − c2 + q2 − q2Φ2(u)− (e2 − c2 + h2)Φ1(t)Φ2(u)
− (e2 − c2 + h2)
α2∫
t
Φ2(u− b1(z − t))φ1(z)dz = 0
mit α1 = u+ t/b2 und α2 = t+ u/b1 suchen.
Angenommen, eine solche Lo¨sung, sagen wir (t˜, u˜), existiert.
Ist t˜ < M1 und u˜ < M2, so ist S = (t˜, u˜).
Ist t˜ ≥M1, so ist S1 =M1. Existiert eine Lo¨sung u¯ von F 2(M1, u) = 0 mit u¯ < M2, dann ist S2 = u¯,
sonst ist S2 =M2.
Ist andererseits u˜ ≥ M2, so ist S2 = M2. Existiert eine Lo¨sung t¯ von F 1(t,M2) = 0 mit t¯ < M1,
dann ist S1 = t¯, sonst ist S1 =M1.
Existiert (t˜, u˜) nicht, so kann wegen Satz 4.1 nur einer der 3 folgenden Fa¨lle eintreten:
1. Es gibt eine Lo¨sung u¯ von F 2(M1, u) = 0 mit u¯ < M2, dann ist S2 = u¯ und S1 =M1.
2. Es gibt eine Lo¨sung t¯ von F 1(t,M2) = 0 mit t¯ < M1, dann ist S1 = t¯ und S2 =M2.
3. Sonst ist S1 =M1 und S2 =M2.
4.5 Mehrproduktsysteme
Wir wollen nun eine Variation des in Abschnitt 4.1 vorgestellten Grundmodells betrachten.
In den Arbeiten von Veinott [87] und Ignall und Veinott [35] wird ein Mehrproduktsystem betrachtet.
Im Unterschied zu unserem Modell entscheidet dabei ein Spieler u¨ber die zu produzierenden Mengen
aller Produkte. Er verwaltet alle Lager gleichzeitig, und sein Gewinn in jeder Stufe ha¨ngt von den
Lagerbesta¨nden und dem Bedarfsvektor ab. Es liegt also ein Markovsches Entscheidungsmodell vor.
Dieses kann als Markov-Spiel mit nur einem Spieler interpretiert werden.
Eine andere Mo¨glichkeit der Einbettung in unser Modell (1.1) wa¨re, das Problem als ein Zwei-Personen-
Nullsummen-Spiel anzusehen, bei dem einer der Spieler, sagen wir Spieler 2, in jedem Zustand nur eine
zula¨ssige Aktion zur Verfu¨gung hat, also tatsa¨chlich keine Entscheidung zu treffen ist. Die Klasse Π2
aller Strategien fu¨r Spieler 2 entha¨lt nur ein Element. Eine optimale Strategie fu¨r Spieler 1 in diesem
Spiel entspricht einer optimalen Strategie fu¨r den Entscheider im Markovschen Entscheidungsmodell.
Um die Ergebnisse aus Kapitel 3 nutzen zu ko¨nnen, gehen wir einen dritten Weg. Angenommen, der
Entscheider verwaltet die Besta¨nde von N Produkten. Zu Beginn einer Periode ist der Lagerbestand
ein Vektor x = (x1, x2, ..., xN ) ∈ RN . Der Entscheider bestimmt die Ho¨he der Produktion, und
zur Befriedigung des Bedarfes in der Periode steht ein Bestand von y = (y1, y2, ..., yN ) ∈ RN zur
Verfu¨gung. Dabei gilt yi ≥ xi fu¨r jedes i = 1, ..., N . Die Auszahlung an den Entscheider in dieser Stufe
ist
r(x, y) = L(y)−
N∑
j=1
cj(yj − xj), (4.48)
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wobei die Funktion L und die Konstanten cj die gleiche Bedeutung wie die entsprechenden Gro¨ßen
im Abschnitt 4.1 haben sollen. Wir gehen also auch hier von linearen Produktionskosten aus. Der
Lagerbestand zu Beginn der folgenden Periode sei wieder s(y, d) fu¨r eine gegebene Borel-meßbare
Funktion s : RN ×D → X, wobei d = (d1, ..., dM ) ∈ D der Bedarfsvektor in der betrachteten Stufe sei.
Kurz gesagt betrachten wir das gleiche Modell wie bisher, nur dass ein u¨bergeordneter Entscheider
die Aktionen fu¨r alle Spieler auswa¨hlt.
Wir ko¨nnen nun ein Hilfsmodell betrachten, indem wir davon ausgehen, dass es N Entscheider bzw.
Spieler gibt, von denen jeder eines der N Produkte verwaltet. Alle Spieler mo¨gen jedoch die gleiche
Gewinnfunktion gema¨ß (4.48) besitzen. Mit anderen Worten, die Zielfunktion aller Spieler ist die glei-
che, sie ha¨ngt jedoch von N Komponenten ab, von denen jeder Spieler nur eine beeinflussen kann. Wir
haben dadurch aus dem einen Lagerverwalter im Mehrproduktmodell von Ignall und Veinott ku¨nstlich
N “Teilverwalter“ erzeugt. Diese nehmen nun an einem “Spiel“ teil, in dem es keine gegensa¨tzlichen
Interessen der Spieler gibt.
Wir betrachten also ein Spielmodell wie in Abschnitt 4.1 vorgestellt, zusa¨tzlich nehmen wir jedoch
folgendes an:
Annahme M1:
Jeder der N Spieler besitzt dieselbe Gewinnfunktion r, es sei also
c(a) := c1(a) = ... = cN (a)
fu¨r alle a ∈ A und
L(y) := L1(y) = ... = LN (y)
fu¨r alle y ∈ B.
Mit M1 ist nach (4.8) auch
G(y) := G1(y) = ... = GN (y) (4.49)
fu¨r alle y ∈ B. Wir folgern aus Satz 3.2, dass unter Annahme L1.a-c die Existenz eines Tupels
S = (S1, ..., SN ) ∈ B1 × ...×BN mit
G(S1, ..., SN ) ≥ G(S1, ..., Si−1, yi, Si+1, ..., SN ) (4.50)
fu¨r alle yi ∈ Bi und alle i = 1, ..., N folgt.
Aus Theorem 3.1 erhalten wir folgende
Aussage 1:
Unter den Annahmen L1 und M ist jedes Strategientupel pi∗ = (pi1∗, ..., piN∗) ∈ Π mit
pii∗n (hn) =
{
δSi falls xin ≤ Si
beliebig sonst
(4.51)
fu¨r alle i = 1, ..., N und alle hn = (x0, y0, ..., xn) ∈ Hn ein Nash-Equilibrium fu¨r Anfangszusta¨nde aus
der Menge [m1, S1]× ...× [mN , SN ].
Es gilt
J(x, pi∗) = G(S1, ..., SN )
fu¨r alle x ∈ [m1, S1]× ...× [mN , SN ] und alle i = 1, ..., N .
Es zeigt sich, dass ein Nash-Equilibrium in diesem N -Personen-Spiel mit M1 nicht gleichzeitig eine
optimale Strategie fu¨r den Entscheider im Mehrproduktsystem sein muss. Es kann na¨mlich mehrere
Tupel S mit (4.50) geben, die zu verschiedenen Gesamtgewinnen J(x, pi∗) fu¨hren.
Annahme L1 fu¨hrt uns also nicht direkt zu einer optimalen Strategie der Gestalt (4.51). Wir beno¨tigen
stattdessen
Annahme M2:
Es gibt ein S = (S1, ..., SN ) ∈ B1 × ...×BN mit
G(S) ≥ G(y) (4.52)
77
fu¨r alle y ∈ B1 × ...×BN .
Aus Annahme M2 folgt die Gu¨ltigkeit von (4.50) fu¨r dieses S. Nehmen wir L1.d hinzu, so erhal-
ten wir aus Lemma 4.1 und Theorem 3.1
Korollar 4.3. Gelten die Bedingungen M2 und L1.d, so ist jedes Strategientupel mit (4.51) ein
Nash-Equilibrium fu¨r Anfangszusta¨nde aus der Menge [m1, S1]× ...× [mN , SN ].
Es gilt
J(x, pi∗) = G(S) (4.53)
fu¨r alle x ∈ [m1, S1]× ...× [mN , SN ] und alle i = 1, ..., N .
Dieses Nash-Equilibrium ist aber gleichzeitig eine optimale Strategie fu¨r den Entscheider im Mehr-
produktsystem. Folgender Satz wird in [87] fu¨r das Diskontkriterium bewiesen:
Satz 4.2. Unter den Annahmen M2 und L1.d ist jede Strategie mit (4.51) optimal fu¨r Anfangs-
zusta¨nde aus der Menge [m1, S1]× ...× [mN , SN ].
Beweis. Wegen (3.5), der Kompaktheit von X und (4.52) ist
J(x, pi) = lim inf
n→∞
1
n
Epix
n−1∑
m=0
G(A1m, ..., A
N
m) ≤ G(S) = J(x, pi∗)
fu¨r alle pi ∈ Π und alle x ∈ [m1, S1]× ...× [mN , SN ], also ist pi∗ optimal bezu¨glich des Durchschnitts-
gewinns.
Mit Korollar 4.2 folgern wir außerdem
Korollar 4.4. Unter den Annahmen M2, L1.d und L2 ist die Strategie pi∗ = (pi1∗, ..., piN∗) ∈ Π mit
pii∗n (hn) =
{
δSi falls xin ≤ Si
δxin falls x
i
n > S
i
fu¨r alle i = 1, ..., N und alle hn = (x0, y0, ..., xn) ∈ Hn optimal bezu¨glich X fu¨r den Entscheider im
Mehrproduktsystem.
Es gilt
J(x, pi∗) = G(S)
fu¨r alle x ∈ X und alle i = 1, ..., N .
Beweis. Wie im Beweis von Satz 4.2 ist
J(x, pi) ≤ G(S) = J(x, pi∗)
fu¨r alle pi ∈ Π und alle x ∈ X, also ist pi∗ optimal.
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