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Compressive Snapshot Spectral Imaging combines compressive sensing and snapshot
spectral imaging (SSI) for restoring the image of the scene in both spatial and spectral
contexts by using only a fewer number of sampling measurements of the captured im-
age under the sparsity assumption. SSI is often realised through a coded aperture mask
together with a single dispersive element as the main spatial modulator to implement
compressive sampling. As one of the representative frameworks in this field, Coded Aper-
ture Snapshot Spectral Imagers (CASSI) has prototyped a low-cost, compact platform to
achieve compressive snapshot spectral imaging in the recent decade. Active research in
the field includes advanced de-compressive recovery algorithms and also the employment
of more sophisticated optical hardware for the design of more robust SSI system. This re-
search addresses more of the latter direction and it focuses on how the CASSI framework
can be further developed for various applications such as magnetic resonance imaging for
medical diagnosis, enhancement of radar imaging system, facial expression detection and
recognition, digital signal processing with sparse structure in terms of image denoising,
image super-resolution and image classification.
This thesis presents a summary of the research conducted over the past 4 years about
the basic property of the CASSI system, which leads to the development of the spectral
tuneable SSI design proposed during the course of the PhD study. This new design utilises
a Dual-Prism assembly to embed the capability of wavelength-tuning without physically
changing its optical elements. This Dual-Prism CASSI (DP-CASSI) adapts to dynamic
environments far better than all the CASSI types of imagers published in the open do-
main which only function for a fixed set of wavelengths. This piece of work has been
vii
accepted by journal papers for publication. Other contributions of this research has been
the enhancement of the Single-Prism (SP-CASSI) architecture and to produce a snap-
shot system with less aberration and better image quality than that published in the open
domain.
Moreover, the thesis also provides information about optical design of four differ-
ent types of CASSI with slightly in-depth analysis about their optical system construc-
tions, optical evaluations of system structure and their dispersive capabilities as the back-
ground of this research. Then a more detailed description of the proposed DP-CASSI
with respected to its design and performance evaluation particularly its dispersion char-
acteristics and the effects of system resolutions, are given. System verifications were
conducted through ray-tracing simulation in three-dimension visualisation environments
and the spectral characteristics of the targets are compared with that of the ground truth.
The spectral tuning of the proposed DP-CASSI is achieved by adjusting the air gap dis-
placement of dual-prism assembly. Typical spectral shifts of about 5 nm at 450 mm and
10 nm at 650 nm wavelength have been achieved in the present design when the air gap
of the dual-prism is changed from 3.44 mm to 5.04 mm. The thesis summaries the optical
designs, the performance and the pros and cons of the DP-CASSI system.
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Light is an intermedia that enables human beings like us to perceive our natural world.
The reflected light from the background, like a petal of a tulip, a piece of fallen leaf or a
field of meadows, radiates into our eyes and forms a vivid image with full details of their
geometrical shapes and surface colours. Thanks to our magical Brain and Eyes which let
us visualise how beautiful and fascinating our world is! However, biological evolution
cannot allow us to see far away stars like Neptune nor could we visualise tiny blood cell!
We have to rely on science and technology to fabricate advanced equipment to allow us
to perceive objects around us. Nothing but light can be so natural to provide us a straight
and clear way to understand those unknowns.
Spectral Imaging is an imaging technique that senses information of scenes through
the capture of spatial-spectral information in three dimensional (3D) datacube which in-
cludes two dimensional (2D) structure of spatial content and one dimension of (1D) spec-
tral information across the electromagnetic spectrum in the visible region, near-infrared,
shortwave and far infrared specral range [5]. The realisation of sensing 3D data by a 2D
focal plane array sensor can be implemented through (1) scan along one spatial direc-
tions of the 2D scene using a narrow slit embedded at the optical entrance window of
the system. This single line of scene information is then dispersed to project the spatial-
spectral information onto 2D array sensor [6, 7]; (2) the utilisation of a set of filters [8, 9]
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to acquire the band images of the scene one by one; (3) single-pixel detection based on
programmable computational ghost imaging [10–12] capable to acquire additioanl spa-
tial dimension (eg depth) to function as a 4D imaging application [12]. After appropriate
processing of this 3D or 4D information, e.g. image registration [13] and synchronisa-
tion [14–16], the spatial and spectral content of the scene can be fully revealed [17].
Spectral imaging technique can be roughly categorised into three groups as accord-
ing to the number of spectral bands that the spectral imaging system can be resolved:
Panchromatic Imaging, Multispectral Imaging and Hyperspectral Imaging. The panchro-
matic imaging system presents the scene in greyscale and it collects one broadband image
with high spatial resolution [5]. This system was initially implemented for spaceborne
applications such as the High-Resolution Geometric (HRG) instruments employed by
the Systeme Pour l’Observation de lat Terre (SPOT) 5 satellite, which provides 5 m spa-
tial resolution [18]; the Russian SPIN-2 KVR-1000 for urban/suburban landscape survey
with 2 m panchromatic spatial resolution [19]; a wide spectral range of panchromatic
imaging in the thermal region has also been utilised for surveillance and detection ap-
plications [5, 20, 21]. Due to the broad band nature in the panchromatic image the Mul-
tispectral Imaging and Hyperspectral Imaging have been developed [22–24] for various
discrimination tasks. Multispectral Imaging (MSI) collects a few number of narrow spec-
tral bands with around 10 nm to 20 nm bandwidth [25–28]. Historically, MSI was initially
implemented in spaceborne and airborne platforms for astronomical and earth observation
science purposes [25, 29–32], which was then extended for other usages e.g. biological,
medical [33] and food safety applications [34]. The small number of spectral bands in
the MSI systems enable them to be developed in small footprints [35, 36] such as the
hand-held devices [28] which have been deployed for UAV surveillance [26, 37]. It also
features high flexibility to cater for various applications through customized combinations
of spectral bands [38, 39], e.g. in vivo measurement of electro-optical characteristics of
biological molecules in the health care research [40] and near real-time video spectral
imaging [41]. Hyperspectral Imaging (HSI) presents the scene with very detailed spectral
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information which may contain as many as hundreds of contiguous narrow bands [41,42].
This feature dramatically improves the depth of measurement and it suits well for applica-
tions which require accurate assessment of the scene such as in the astronomy and Earth
science research [43, 44], food science [45, 46], biomedical [47–49] and military and
defence applications [50]. However, the main drawback in HSI is the very long data ac-
quisition time. Recent research and commercial exploitations tend to reduce the hardware
cost [51–53] through physical miniaturization [54–56]. One emerging approach is the
development of snap-shot multispectral imaging (SSI) which acquires spatial and spectral
data in a snap-shot without the need of scene scanning and this subject has been the main
topic of the present research.
1.1 Motivation of the Thesis
There are three motivations for this research project:
1. Detailed optical design considerations for coded aperture snapshot imaging (CASSI)
system:
CASSI has been regarded as a foundation in the snapshot imaging (SSI) system,
however, despite of its importance and popularity the design methodology, config-
uration of optical parameters and their impacts on the performance of the system,
are not available in the open domain. This makes researchers in this field difficult
to pursue further work in CASSI. As a consequence, the CASSI approach has not
been widespread adopted for commercial exploitation. This thesis provides use-
ful information about optical designs and parameter considerations for the various
versions of the CASSI system.
2. Background information about the use of optical software:
Imaging system design includes evaluation, optimisation and simulations steps and
tools such as the Optical Software for Layout and Optimization (OSLO R©) and ray
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tracing software like TracePro R© have been frequently employed by researchers in
the field. This thesis gives an overview of how to use these tools for the design
of snapshot spectral system and it may be regarded as a user manual as an initial
starting point for new researchers in the field.
3. Spectral tuning in the SSI system:
Almost all SSI systems reported to-date only cater for fixed sets of spectral wave-
lengths which limit their practical usefulness. The objective of the present research
is to study and to develop a wavelength-tuneable SSI using low cost optical compo-
nents, and to document what are the impacts of this design to the research commu-
nity and to comment how it can be further enhanced for practical applications.
1.2 Snapshot Spectral Imager
Conventional spectral imaging systems obtain spatial-spectral information by scanning
the scene through either spatial pushbroom [57, 58], spatial whiskbroom [59] or spectral
rolling filtering techniques [8]. These methods have been widely adopted in aforemen-
tioned areas for target/scene classification and detection purposes. One great drawback in
these scanning techniques is the very long data acquisition time. Snapshot Spectral Imag-
ing (SSI) is the technique enables the acquisition of the scene in both spectral and spatial
domains through one single-shot measurement. Under this scheme, the spectral and spa-
tial data are partially overlapped [60] or so called ‘multiplexed’. One way to de-multiplex
the convolved spatial and spectral data is to slice the 2D input image into strips and it
is then dispersed to form a 2D spectral-spatial array [61]. Another method is to utilize
a mapping mirror with facets such that it redirects different parts of the scene for spec-
tral dispersion [62]; or alternatively to add spectral channels with multiple beam splitters
with spectral filters and corresponding detectors to acquire monochromatic spatial frames
individually [63]. SSI not only improves poor light collection efficiency [64, 65] in com-
parison to the slit-based conventional scanning imaging systems [66], it also capable to
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produce good quality spectral imagery with better SNR [67] than that of the band filtering
technique [68–70]. Over the last few decades of technological developments in the field,
SSI technology has become mature enough for commercial exploitation [71, 72] due to
its faster image acquisition ability which makes it more suitable for dynamic environment
applications. As an introduction a few varieties of SSI techniques have been outlined in
the next section.
Computed Tomographic Imaging Spectrometer (CTIS) [1,73,74] is a technique which
collects series of spatial spectral diffracted data of the 3D scene through Computer Gener-
ated Holographic disperser [75] or 2D diffraction gratings to form computed-tomography
images [76]. The early design of CTIS, as shown in Fig. 1.1, typically contains a field
stop, a collimator, a grating set, a reimaging lens assembly and a focal plane array (FPA)
detector. In this case the dispersive element exploits three transmissive sinusoidal-phase
grating rotated in 60◦ increments to disperse incoming light in multiple directions (projec-
tion angles) and orders ( azimuth angle of the rotated grating). The 2D projections at the
detector plane depends on the rotation angle of the grating and also the projection angles
of the scene with respected to the optical axis of the imaging system. As according to the
central-slice theorem [77] the 3D data can be restored through the 2D Fourier transform
of the projection slice [1, 77] under algorithms such as the Expectation-Maximization
(EM) [1].
Figure 1.1: Schematic of Computed Tomographic Imaging Spectrometer which consists
of five parts: the field stop, the collimator, the grating group, the reimaging lens and a
large format detector. Image source is from [1].
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Figure 1.2: Schematic of the Image Replicating Imaiging Spectrometer (IRIS) system
which utilises the coherent fibre bundle as the reformatting media [2].
Image Replicating Imaging Spectrometer (IRIS) [78, 79] is an electro-optical based
multispectral imaging system which de-multiplexes spatial spectral multiplexed data with-
out the need of software image reconstruction. Examples of IRIS has been the sandwich
of Lyot filter [80] and the Wollaston beamsplit polarisers for demultiplex spatial-spectral
information as shown in Fig. 1.2 [79]. In the heart of the IRIS it is the birefringent spec-
tral demultiplexor (BSD) which consists of a wave plate and a Wollaston prism to resolve
the polarised input into two orthogonally polarised beams and the spectral transmission is
dependent on the spectral-polarisation characteristics of the reflected light from the scene.
The system achieves 2N spectral bands of data by cascading N number of BSD units in
the IRIS. Such optical design has a high optical efficiency with small attenuation due to
transmission loss of filters.
Image Mapping Spectrometry (IMS) [61] utilises a set of strip mirrors which oriented
at individual tilt angles as image slicer for the redirection of incoming rays. As a conse-
quence, the image of the scene is segmented into a number of sliced subimages which are
then dispersed by dispersion element such as prisms or gratings and they are then subse-
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quently reimaged onto the FPA. Image reconstruction is simply achieved by integrating
the subimages. Spectral resolution in such a system is typically about 3.3 nm over 450 nm
to 650 nm with 80 channels. However, the performance of such system is heavily depen-
dent on the precision of the slicing mirror assembly which is a costly component making
the overall system very expensive to implement.
Figure 1.3: Schematic of the Prism-Grating-Prism compound which is a transmissive
grating module sandwiched by two prisms. The grating module contains 1) longpass
filter, 2) covering glass, 3) grating 4) substrate glass and 5) shortpass filter. Incoming ray
bundle enters PGP from the left side and multiple dispersed rays emergent from the right
hand side. Image source is from [3].
Prism-Grating-Prism (PGP) spectrograph was invented as a compact low-cost spectral
imaging system for industrial and research applications [3]. The schematic of the PGP
structure is shown in Fig. 1.3 and the assembly is composed of one transmissive grating
module sandwiched by two prisms to optimise the dispersion characteristics through the
adjustment of thickness and angles of the prism. The long and low pass filters set the
spectral range of optical transmissions of the system. Such design provides excellent op-
tical performance over large spectral range from 320 nm to 2700 nm with high diffracion
efficiency up to 70% and polarisation-independent throughput. The design is suitable for
tubular optomechanical platforms making a stable and compact system.
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Figure 1.4: Schematic of Fibre-reformatting imaging spectrometry shows the coherent
fibre bundle as the reformatting media and. Image source is from [2].
Fibre-reformatting imaging spectrometry (FRIS) [2, 81] is the technique which refor-
mat 2D image into a linear array through the fibre bundle which functions as a slit, and
they are then dispersed and subsequently integrated coherently by the detector (see Fig.
1.4). The drawbacks of this design is the focal ratio degradation [82] due to change of
phase and also it suffers from modal noise especially when it is deployed for high spectral
resolution applications [83].
1.3 Coded Aperture Snapshot Spectral Imager (CASSI)
Coded Aperture Snapshot Spectral Imager (CASSI) has been one of the most remarkable
snapshot spectral framework which has been widely studied in the past decade [60, 64,
71, 72, 84–88, 88–91]. The theory behind CASSI is Compressive Sensing [92–94] which
will be discussed in the next section. The working principle of compressive snapshot
spectral imaging is the “Mask & Dispersive element” process which is schematically
outlined in Fig. 1.5. The figure depicts an input 2D signal (1D spatial and 1D spectral)
which is spatially modulated by the coded aperture mask and subsequently dispersed
along the spatial dimension. The resulting spatial spectral multiplexed information is then
integrated by a row of the focal plan array (FPA) detector. In the case of real scene which
contains 3D matrix of information, i.e. 2D spatial and 1D spectral data, the measurement
of the 3D data at the detector will be in a 2D format such that the spectral information
will be ’mixed’ with the spatial content. More details of the CASSI will be given in the
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compressive sensing theory section.
The very first version of CASSI [95] was a Dual-Disperser CASSI (DD-CASSI) struc-
ture which utilised two sets of dispersion optics, one to function as positive dispersion
while the other served as counter-dispersion which cancels out the dispersion by the first
set (see Fig. 1.6). The result is effectively to recover the dispersed information back to the
original spatial structure, instead of having the spectral-spatial-multiplexed information at
the detector. Subsequently, the work in the Single Disperser CASSI (SD-CASSI) [60] was
proposed in 2008 which employed only one arm configuration directly acquire spectral-
spatial multiplexed information at the detector. In this case the spatial spectral information
of the scene can be fully recovered under the compressive sensing theory [92–94] with
the assumption that the scene can be represented in sparse condition. The SD-CASSI
consists of one coded aperture mask and one dispersive element. The reported proto-
Figure 1.5: Schematic of CASSI showing three stages in CASSI “Mask & Dispersive
element” model: Original multispectral data are encoded by an array of coded aperture
mask; encoded dataset is sheared by the prism and eventually the spatial-spectral multi-
plexed data is integrated at detector.
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type of the SD-CASSI utilised off-the-shelf optics as a proof-the-concept system [60].
The 2nd generation SD-CASSI was reported by using a Double Amici Prism [96] as the
dispersion element. This version reduced optical aberration caused by the equilateral
prism which was employed in the SD-CASSI. One drawback in the 2nd generation SD-
CASSI [97] was the small aperture which was improved in the 3rd generation SD-CASSI.
This version adopted an electrical piezo-device for coding the scene in multi-frame mea-
surements which dramatically improved the reconstruction results [97]. The latest version
known as Ultraviolet-Visible CASSI (UV-CASSI) [98] was the extension of the system
for ultraviolet-visible spectral range applications [99]. The main feature of the UV-CASSI
is that the double Amici prism was placed in the collimating space of the relay optics as an
effective means for correcting the aberration caused by dispersion element. Furthermore,
the relay optics of the system was optimized by optical software to achieve optimum
optical performance [97].
As depicted in Fig. 1.7 the recent development of CASSI has improved the accu-
racy of multiplexed spectral-spatial data recovery and the resolutions of SSI system rather
significantly. One design was the Dual-Camera CASSI which adopted a conventional
Figure 1.6: Overview of historical developments in CASSI: Double-Disperser CASSI in
2007, 1st generation Single-Disperser CASSI in 2008, 2nd generation Single-Disperser
CASSI in 2008, 3rd generation Single-Disperser CASSI in 2009 and Ultraviolet-Visible
CASSI in 2012. The schematic diagram depicts key components: coded aperture mask
(in black), digital micromirror device as spatial modulator, prism (in blue) and diffraction
grating as spectral modulator, optical lens (in grey) and spectral optics, and the detector
(in red).
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Figure 1.7: Overview of historical development of CASSI: Dual-Camera CASSI in 2014,
Dual-Coded Compressive Hyperspectral Imaging in 2014, Dual-Arm CASSI in 2015 and
Microlens-Array CASSI in 2016. The figure highlights key components of systems:
coded aperture mask (in black), digital micromirror device as spatial modulator, prism
(in blue) and diffraction grating as spectral modulator, optical lens (in grey) and spectral
optics and the detector (in red).
CASSI architect in one arm, with another arm to image the scene through a beam splitter
without any spectral/spatial modulator [91]. The purpose of the second arm information
is to augment the CASSI measurements thereby to improve the accuracy of the spatial-
spectral recovery of the scene. Another design was the use of a dual-Coded Compres-
sive Hyperspectral Imaging architect through two high speed spatial light modulators.
In this design a digital-micromirror-device (DMD) and a Liquid Crystal on Silicon was
employed as spatial and spectral modulator respectively. One drawback of these designs
was the small aperture of the system due to the lengthy relay optics to bridge the im-
ages between multiple modulators. Other factors, such as the limited pixels in the focal
plane array, imposed constraints to compromise between spatial and spectral resolution
in SSI systems [100, 101]. Another design which was known as the Dual-Arm VIS/NIR
Compressive Spectral Imager extended the SD-CASSI to near-infrared region with good
results [102]. The use of Microlens-Array in the CASSI which adopted microlens array
to slice the 3D scene through each microlens element had been reported [103,104]. While
most of the present work focuses on improving spatial resolution of the SSI system, the
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work on flexible, tuneable SSI is heavily lacking.
1.4 Contributions and Thesis Structure
This study contributes three areas in the snapshot imaging research:
1. Spectral tuneable snapshot spectral imager using double prism CASSI (DP-CASSI):
The spectral tuning of the proposed DP-CASSI is achieved by adjusting the air gap
displacement of the dual prism assembly. Typical spectral shifts of about 5 nm at
450 nm and 10 nm at 650 nm wavelength have been achieved in the present design
when the air-gap of the dual prism is changed from 3.44 mm to 5.04 mm. The
details of the design and the performance of the tuneable DP-CASSI have been
submitted for two journals and one conference paper publications:
• M. Ding, P. WT Yuen, J. Piper, P. Godfree, A. Chatterjee, U. Zahidi, Senthur-
ran Selvagumar, D. James and M. Richardson, “Tuneable snapshot multispec-
tral imaging system using a dual prism as dispersive element”. Submitted to
Optical Engineering, 2018 (review in progressing).
• M. Ding, P. WT Yuen, J. Piper, P. Godfree, A. Chatterjee, U. Zahidi M. Gunes,
S. Selvagumar, D. James and M. Richardson, “Design of a tunable snapshot
multispectral imaging system through ray tracing simulation”, J. Imaging,
2019; 5(1); 9.
• M. Ding, P. WT Yuen, U. Soori, S. Selvagumar, M. Gunes and U. Zahidi,
“Enhanced CASSI snapshot imager using dual prism dispersion”, Poster pa-
per, Hyperspectral Imaging & Applications Conference, 2016.
2. Design of the Single-Prism CASSI (SP-CASSI):
By using a tailored design of lens and optical components, the SP-CASSI has been
optimised with throughput F/4 and the details of the design has been fully docu-
mented in an IEEE conference:
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• M. Ding, P. WT Yuen and M. Richardson, “Design of single prism coded
aperture snapshot spectral imager using ray tracing simulation”, IEEE British
and Irish Conference on Optics and Photonics, pp. 1-4, 2018.
• M. Ding, P. WT Yuen and M. Richardson, “Design of single prism coded
aperture snapshot spectral imager using ray tracing simulation”, Conference
Paper to be rewritten for Journal of Imaging submission.
3. Improvement of spectral accuracy in wavelength tuneable DP-CASSI:
The accuracy of the spatial spectral multiplex in the DP-CASSI is further studied
and the spectral accuracy is found to be improved significantly when the number of
spectral wavelength is reduced from 50 bands to 15 bands. This contribution is in
the form of a paper to be submitted to the Journal of Imaging:
• M. Ding, P. WT Yuen, J. Piper, P. Godfree, A. Chatterjee, U. Zahidi, Sen-
thurran Selvagumar, D. James and M. Richardson. “Improvement of spectral
accuracy in wavelength tuneable double prism CASSI (DP-CASSI)”, Paper in
preparation for the Journal of Imaging Submission.
The layout of the thesis is as follow:
• Chapter 1: Introduction: motivations and achievements of the present research.
• Chapter 2: Present the prior work in snapshot spectral imaging and to give an
overview of the CASSI framework and working principles.
• Chapter 3: Provide the details of optical design of four CASSI systems: (a) Single-
Prism CASSI, (b) Double-Amici CASSI, (c) Ultraviolet-Visible CASSI and (d)
Dual-Prism CASSI.
• Chapter 4: Summarise the simulation results for three CASSI systems: (a) SP-
CASSI, (b) UV-CASSI and (c) DP-CASSI and the simulated images are decom-
pressed by using the TwIST algorithm as mentioned in Chapter 2.
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Compressive Sensing (CS) has been a popular subject since the turn of century and it has
been widely deployed for many applications such as in magnetic resonance imaging [105,
106], radar application [107, 108], mathematics and signal processing [109], information
security [110] and hyperspectral imaging [111]. The popularity stems from the fact that
compressive sensing works without the Nyquist limitations [109] and it asserts that signals
can be recovered from far fewer sampling than the original dimensions of information
when the signal in question can be represented in sparse condition [109, 112]. In the
spectral sensing context this implies that the full spectral characteristics of the scene can
be obtained from just a few measurements of spectral data. This is a typical inverse
problem and the solutions are underdetermined meaning that the equations to be solved
are far less than the number of parameters. However, near ‘exact’ solutions still can be
found for these ill-posed problems when ‘proper’ constraints are imposed [113]. The
general conditions for obtaining ‘near exact’ solutions in CS requires: (1) the signal of
interest is sparse meaning that they can be represented in some basis where zeros are in
majority. This is so-called the sparsifying basis. (2) Incoherence or independence between
the sparsifying basis and the sensing basis. The sensing basis is the linear measurement
of the data, e.g., the sampling of small number of projection of the image data and the




Many signal/image systems for instance in remote sensing, radar imaging, astronomic and
microscopy imaging, the data can be fully observed through a set of linear operations even
when the intrinsic features of the scene cannot be measured directly. Typical examples
such as applications for image denoising, restoration and demosaicing applications, the
intrinsic signal x can be recovered from the observation data y through the measurement
operator K (measurement matrix), i.e. y = Kx [114]. This is a typical Linear Inverse
Problem (LIP) in which the approximated signal x can be recovered through the estimated
x̃ for the given observation y provided that it is linearly dependent on the signal. The
posedness of the LIP is defined by the existence of an unique solution and whether it is
continuously dependent on the initial data [115]. In practice most LIPs in engineering
applications are often ill-posed without priori knowledge. Through compressive sensing
theory it provides a means to find solutions even in underdetermined conditions when
the observations are fewer than the dimension of the signal, provided that the signal in
question is sparse in nature.
In general, natural signals can be concisely represented by suitable basis [109] due to
the inherent compressive characteristic of natural signals [116]. The sparse signal f ∈ Rn
can be linearly span in the sparse basis Ψ ∈ Rn×n as
f = θ Ψ, (2.1)
where θ is the sparse representation (i.e. coefficient) of the signal in the sparsifying basis
Ψ. The sparsity of the signal is known as S-sparse when the signal θ has S number of non-
zero elements [94]. Fourier transform or wavelet transform have been the most commonly
employed sparsifying basis in many engineering applications [117]. As mentioned the
sensing scheme or sampling protocol is crucially important to correlate the sparse signal
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in the observation space. The sensing matrix in the sparse domain Φ ∈ Rm×n represents
the scheme for measuring the sparse signal along the sensing basis. Then the system mea-
surement matrix is a product of the sensing and the sparse matrix: H=ΦΨ ∈Rm×n where
m  n due to the smaller number of measurements than the dimension of the sparse sig-
nal. Every row in the m dimension represents each independent observation. Note that
the basis of the signal ideally features high sparsity while the basis of the observation
should contain highly dense information in order to capture meaningful measurements.
This implies that the sensing basis is supposed to be incoherent to the sparsifying basis
and the incoherency can be quantitatively assessed by [118],
µ(Φ,Ψ) =
√
n ·max|〈ϕi,ψ j〉| , 1 ≤ i, j ≤ n, (2.2)
where ϕi and ψ j are the elements of the vector form Φ and Ψ respectively, while i and
j are the indices of the signal dimension. The above equation measures the maximum
correlations of all basis pairs and a larger µ represents a higher correlation. The objective
of sampling under compressive imaging theory is to search for highly incoherent basis
pair, for instance, the Fourier and the time basis pair or the wavelet and the noiselet basis
pair etc. [119]. In particular the random basis which features a Gaussian probability
density function is highly incoherent to basis such as wavelet characteristics of higher
order statistics [120], which may suggest that the use of the random coded aperture pattern
as the measurement basis is appropriate for the CASSI work to be presented here in this
thesis.
However, real world signal y in general is corrupted by additive noise and in many
cases they are inexact, therefore the ideal form of y = Kx is needed to take the noise or
exactness factor into account:
g = Hθ + ω = ΦΨθ + ω , (2.3)
where g denotes the observation data and ω represents the noise matrix. Note that the H is
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normally not invertible and hence to solve the LIP problem when corrupted noise cannot
be ignored the simple inversion θ = H−1g will not be applicable in general. Instead,
the common way is to find an estimate of the θ from the measurement g through the
minimisation of the discrepancy of the




The L2 norm here represents the Euclidean distance along the length of the vector vari-
able. Thus, the previous LIP can be rewritten as
min
θ̃
∥∥g − Hθ̃∥∥2 subject to ‖x‖0 ≤ S. (2.5)
where ‖x‖0 is the number of nonzero elements which conforms to the S-sparsity. This





∥∥g − Hθ̃∥∥22 + ‖x‖0 . (2.6)
Note that this constrained objective function solves the LIP problem through all possi-
ble sets within the sparse basis space (i.e. all S non-zero elements) and it is a classical
combinatorial optimisation problem with prohibitive non-deterministic polynomial time
hard (NP-hard) complexity [121,122]. However, this can be converted into a manageable
convex linear programming problem by using the L1 minimisation instead [123]. This
methodology is also known as the basis pursuit.
Early analytic tools employed for studying the recoverability and stability of the signal
x under compressive imaging theory has been making use the Restricted Isometry Prop-
erty (RIP) of the measurement matrix K (i.e. the combined system matrix H ) [94, 112].
The RIP measures the ‘onditioning’ of the set of submatrices of H through a RIP param-







where δS ∈ (0,1) and b is any S-sparse vector. The Ω represents the set of indices of
the non-zero elements of S-sparse signal and the HΩ is the submatrices of Ω selected
from the system matrix H. The condition states that the smaller the δS, the better is the
submatrices HΩ for retaining the sparse condition, i.e. the measurement matrix retains the
linear property of all the sub-vectors in the sparse basis thus the sparse signal x can be
recovered more faithfully under this measurement matrix.
2.2 Signal recovery: Reconstruction Algorithm
There are five common approaches for solving the LIP problem [121]: the greedy pursuit,
convex optimisation, bayesian framework, nonconvex optimization and brute force meth-
ods. Since this thesis concerns mainly on the optical system design and therefore three
of the above commonly adopted methodologies for recovering signal under compressive
sensing are outlined here.
2.2.1 Orthogonal Matching Pursuit
Algorithm 1 Orthogonal Matching Pursuit
1: Initialisation. Input signal u ∈ Rm, dictionary matrix D ∈ Rm× n, index set Ω, the
residual r0 = u and initial counter i = 1.
2: Identification. Find maximum correlated column nk with the residual from the dic-
tionary D: nk = argmaxn |〈rk−1,da〉| and Ωk = Ωk−1 ∪ nk.
3: Estimation. Find the best coefficients for the signal approximation of the chosen
column. xk = argminy
∥∥u − DΩky∥∥2.
4: Iteration. Update the residual: rk = u − DΩkxk. Increment k, repeat step 2 to step 4
until stopping criterion holds.
5: Output. Return the x with components x(n) = xk(n) for n ∈ Ωk and x(n) = 0
otherwise.
Orthogonal Matching Pursuit is a greedy algorithm which finds the solution by itera-
tively matching the sparsed signal structure with one or several sparse coefficients selected
from the dictionary [121]. The most computational demanding part of the algorithm is
the computation of the maximum inner product via the matrix-vector multiplication which
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has a complexity of O(N2):
2.2.2 Gradient Projection for Sparse Reconstruction (GPSR)
Under this scheme the sparse reconstruction [124] is approached by turning the LIP into
a convex optimisation problems through a Bound-Constrained Quadratic Programming
(BCQP) formulation:
The signal in the objective function is transformed into a 2D wavelet domain:




‖g−ΦWθ‖22 + τ ‖θ‖1
]
, (2.8)
where W is the 2D wavelet transform and the θ is the coefficients in the wavelet do-
main. The approach is to find the best wavelet coefficients which minimises the objective
function. The GPSR method transforms the objective function in Eq. 2.8 to the BCQP






zT Bz ≡ F(z),subject to z ≥ 0, (2.9)
where
z = [u v]T , b = AT y, c = τ12n + [−b b]
and  AT A −AT A
−AT A AT A

The algorithm searches for the best value along the negative gradient and subsequently to
project the gradient onto the nonnegetive splitting part. A backtracking line search is then






where the vector g(k)i = (∇F(z
(k)))i, if z(k) > 0 or (∇F(z(k)))i < 0.
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Since the GPSR adopts the 2D wavelength and inverse transform, the transformation
processes present substantial computational cost to the algorithm. The wavelet transform
has complexity of O(n2) and it can be reduced to O(n) if the fast wavelet transform is
employed [125].
Algorithm 2 Gradient Projection for Sparse Reconstruction
1: Initialisation. Given z0, choose parameters β ∈ (0,1) and µ ∈ (0,0.5), initial
counter k = 0.
2: Precomputing. Compute α0 and replace α0 by mid(αmin,α0,αmax).
3: Backtracking Line Search. Choose α(k) to be the first number in the sequence α0,


























and set z(k+1) = (z(k) − α(k)∇F(z(k)))+.
4: Iteration. Perform convergence test and terminate with approximate solution z(k+1)
if it is satisfied; otherwise set k = k + 1 and return to 1.
2.2.3 Two-step Iterative Shrinkage/Thresholding (TwIST)
TwIST utilises the Iterative Shrinkage/Threshold (IST) approach to convert the convex
unconstrained optimisation problems into a linear inverse problems for image reconstruc-
tion under the compressive sensing theory. The IST type of algorithms have drawbacks
of slow convergence particularly when the linear observation operator model is ill-posed.
TwIST employs a regularization framework to constrain the objective function for achiev-




‖y − Ax‖22 + τΦ(x), (2.12)
where A is the linear observation operator. Φ is regularization function used for constrain-
ing the objective function to find an estimate x and total variation regularizer is commonly
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employed [127].
Unlike conventional IST methods, TwIST estimates xi+1 based on two previous weighted
iterations xi−1 and xi as
x1 = Γλ (x0), (2.13)
xi+1 = (1−α)xi−1 + (α−β )xi + βΓλ (xi), (2.14)
where original denosing function Γλ as






where dy denotes ‖x− y‖ adopts the soft-thresholding, or weighted L1-norm Φ(x) e.g. the
Total Variation as the regularizer, in order to be obtained in closed form. The shrinkage
method splits the part Ai in the conventional linear problem Aix = b into Ai = λDi +
KT K. The non-negative diagonal matrix Di shrinks the components of xi+1. Further take
C = I + λDi and R = I − KT K in the Ai and combine with the soft-thresholding, then
we have new denoising function,
Γλ (x) = Ψλ (x+KT (y−Kx)). (2.15)
The weight parameters α and β are assigned by two real numbers ξ1 and ξm which con-
strain the convergence of the TwIST algorithm, as follows,















Algorithm 3 Two-step Iterative Shrinkage Thresholding
1: Initialisation. Given y0, denoising function Ψλ , regularizer function Φ, set parame-
ters τ , λ1, λm and initial iteration i.
2: Precomputing. Compute the initial x0, k, ρ̂ , α , β .
3: Two-Step Shrinkage/Thresholding.
x1 = Γλ (x0), (2.18)
xi+1 = (1−α)xi−1 + (α−β )xi + βΓλ (xi), (2.19)
Γλ (x) = Ψλ (x+KT (y−Kx)). (2.20)
4: Iteration Perform convergence test and terminate with approximate solution xi+1 if
it is satisfied; otherwise set i = i + 1 and return to 3.
2.3 The coded aperture snapshot spectral imaging (CASSI)
Model
Fig. 1.5 illustrates how compressive sensing is implemented in the CASSI system. As-
suming the signal of interest has spectral density f0(x,y,λ ) where x and y represent the
2D spatial dimensions, λ is the 1D spectral vector. For a given 2D coded aperture with
pattern M(x,y) in which the smallest distance between the coded pattern (pixel pitch)
is represented by ∆C, the pattern is in a discrete form with zeros and ones. The pitch
of the coded aperture and that of the detector affects the imaging resolution and ideally
∆C = q∆D where q is an integer and ∆Dis the pitch of the detector. When the signal is
encoded by the coded aperture, the spectral density f0(x,y,λ ) is modulated by M:
f1(x,y,λ ) = f0(x,y,λ )T (x,y), (2.21)
where x,y,λ ∈ R, 0 ≤ x ≤ m, 0 ≤ y ≤ n, 0 ≤ λ ≤ l, and T(x,y) is the transmission of
light through the aperture. Then the dispersive prism modulates the encoded signal in
the spectral domain. If the effective dispersion coefficient of the prism is α(λ ) and the
dispersion of the prism S(λ ) with respect to the centre wavelength λC in the spectral range
Ω is S(λ ) = α(λ )(λ −λC), then the image of the detector g(x,y) receives a multiplex of
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f0(x+S(λ ),y,λ )T (x+S(λ ),y)dλ . (2.22)
The measured spectral density at the detector integrates the spatial shift of spectral chan-
nels λ{1,2, . . . , l} and the modulated spatial content of the scene over the spectral range
of the system. The spectral resolution is constrained predominantly by the dispersion ca-






represents the maximum integer value and p is the magnification constant.





( fk)m,n+k−1Tm,n+k−1 +ωmn, (2.23)
and in operator form where T is replaced by the operator H,
g = Hf+W, (2.24)
where H ∈ R[m·(n+l−1)]×(m·n·l) denotes the observation operator, f ∈ R(m·n·l)×1 and g ∈
R[m·(n+l−1)]×1 denotes the detector measurement matrix and the recovered signal respec-
tively and the W includes all possible noise sources. The gmn is the multiplex measure-
ment version of fmnk and if the spectral data cube fmnk can be expressed as f = Ψθ where
Ψ is the inverse transform (eg wavelet) and θ is the three dimensional coefficient decom-
position of fmnk. Then Eq. (2.23) can be rewritten as:
gmn = HΨθ +ωmn, (2.25)
where the linear operator H represents the system forward model. The reconstruction of
fmnk is attained by solving the reconstruction algorithm to recover fmnk from gmn through
24
the optimisation of the LIP:




‖g−HΨθ‖22 + τ ‖Γ(θ)‖1
]
, (2.26)
where g is the measurement data and H accounts for the effects of the coded aperture
and the dispersion. The first term minimises the l2 difference between the model and the
measurement gmn. The variable τ > 0 is the regularization parameter that balances the
conflicting tasks of minimizing the least square of the residuals and at the same time to
yield a sparse solution. It can be seen that the sparser the source fmnk in θ , the better the
performance of the reconstruction algorithm. The regularizer Γ can be in various forms
and the Total Variation (TV) [127] regularization is adopted in this work for enhancing
spatial smoothing. The TV regularizer has a discrete formulation given by
ΓTV ( f ) = ∑
i
√
(∆hi f )2 +(∆
v
i f )2, (2.27)
where ∆hi and ∆
v
i denote discrete gradient operators in the horizontal and vertical direc-
tions. The regularization product is in the l1 norm which can be minimized by exploiting
Chambolle projection algorithm [127] to compute the projection of the weighted estimate
from the the convex dataset. The tuning parameter τ and the solution f̂ in Eq. (2.26)





The design of modern optical system nowadays routinely employs Computer Aided Soft-
ware which helps scientists and engineers to effectively construct the optical system, its
performance evaluation and optimisation without tedious manual mathematical calcula-
tions and large-scale ray tracing. Many optical design softwares have been developed and
they are readily available from commercial off the shelf. Choices are available for engi-
neers and researchers for the design of camera lenses, mirrors, thermal imaging systems
and diffractive optical systems, such as the Zemax R©, Optica R©, CODE V R©, ASAP R© and
FRED R©. As one of the commercial optical design programs, OSLO R© owned by Lambda
Research Corporation has been widely used for the design, simulation and analysis of
optical systems. Standard features such as Modulation Transfer Function (MTF), Point
Spread Function (PSF) and Spot Diagram (SD), and design tools such as aberration con-
trols and merit functions are readily available for system optimisation. OSLO also pro-
vides a special macro programming language Compiled Command Language which al-
lows the development of specialised optical systems through a script. In this chapter, the
design of CASSI frameworks, particularly the Single-Disperser CASSI, Double-Amici
CASSI and Ultraviolet-Visible CASSI, will be presented here through the OSLO design
tools. The pros and cons of individual systems will be commented. The main goal of
this project is (1) to develop a proof-of-concept wavelength-tuneable system based on the
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CASSI framework and it is named as the Dual-Prism CASSI (DP-CASSI); (2) to demon-
strate the optical performance of CASSI prototypes by using optical design software. The
specific design and analysis of the DP-CASSI system will be demonstrated under the
OSLO environment and the details will be presented in the next chapter.
3.1 Optical System Design Procedure
Optical system is always designed to serve some specific needs of applications. Those
needs can be specified as optical requirements to determine the initial system. The criti-
cal considerations for a system’s needs are mainly focusing on three questions in the first
place, whether it is an imaging system or non-imaging system, what is the working spec-
tral range for target/scene (visible/near infrared/shortwave infrared/thermal bands) and
what is the environment conditions (temperature, radiation, moisture, illumination level
and so on). In our case, this project aims at an imaging system ranging from 400 nm to
700 nm under room condition, which gives a typical design configuration. A rough design
from the sketch is dealt with multiple optical parameters for the reason that a complex sys-
tem commonly is assembled by several optics elements and each element involves a set
of defined parameters i.e. radii of curvature, thickness, refractive index and aperture size.
Meanwhile, cemented or airspaced position of several adjacent lenses generates many
combinations as a lens group, which makes the system design more complicated. To ef-
ficiently manipulate the optics parameters to achieve the final goal, a design procedure
therefore has to be followed up to guide experienced optics designers especially begin-
ners and the procedure is presented as a flow chart in Fig. 3.1 which illustrates a design
cycle of optical system in 4 stages.
1. Pre-definition of system parameters:
System configuration describes the basic form of an optical system. It consists of
the number of optical elements and the distribution of those elements such as optical
power, airspace and relative position. A sketch of the targeted system commonly
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Figure 3.1: Optical design flow chart contains four main stage: pre-definition of system
parameters, system design, system adjustment & optimisation and system evaluation.
starts with some widely-used configurations with either purchased or open file in-
formation from patents and database as a starting point prior to design stage. This
provides a convenient start point close to the basic requirements in terms of spectral
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range, focal length, F-number, field of view, image resolution and so on for further
modification.
Concretely, it is clear to understand that one imaging system is to correspond one
real point on object with one real point on image on focus. Extend both points to the
space where either of them stays and we can define the object space and the image
space to analyse the situation how rays propagates through the system and the per-
formance at detector. Focal length is a prior parameter to describe the distance from
where the focal point of incoming rays is on image space to the entrance pupil at
which the parallel rays from object space enters. The entrance pupil is a clear aper-
ture to the system which determines the amount of light goes into the system. The
F-number, defined as the ratio of focal length to the clear aperture diameter, more
technologically describes the light throughput of lens system. Another factor to be
considered is size of detector with pixel pitch which critically allows how big the
captured image can be. This is mutually determined by field of view corresponding
to angular resolution and image height corresponding to spatial resolution. It often
needs to consider the actual limitation of detector manufacturing although the de-
tector specifications can be varied by simulating in optical software which accords
to imaging optics. Besides that, classic lens combinations such as singlet, doublet
and triplet are mostly used in preliminary configuration, which would be easy to
be manipulated later on, including adjustment of lens number and material kinds at
next stage.
It is also noted that the calculation of those aforementioned parameters are based
upon thin-lens theory which assumes the lens has no thickness in an ideal situa-
tion when the system is analysed using ray tracing at this stage. This simplicity
too commonly adopts few optical components to basically satisfy the requirements
instead of starting with a complex multiple-lens system. The configuration com-
plies to those parameters in a way that all optics in the system are perfect and free
from any aberration, which leads to the calculation of ray trajectory following the
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trigonometry with the slope of angles to the optical axis and angles of incidence
and refraction to the lens surfaces. During this calculation, those parameters have
a relationship with the slope, the angles and the ray height at each surface as the
first-order expression, which calls first-order parameters [4]. In the meantime, it
brings in an infinitesimal region where the rays are so close to the axis so that the
angles are set equal to their sine and tangent. Such infinitesimal region is known as
Paraxial Region, mathematically defined as
sin θ ≈ θ , tan θ ≈ θ , (3.1)
where θ denotes the angle of incidence or refraction. Based upon the above con-
ditions, the paraxial approximation becomes utterly fast to determine the configu-
ration with the Snell’s law [4]. Since the paraxial approximation gives the exact
location of a perfect focal point for the aberration-free configuration, it can be fur-
ther regarded as a comparison to show how far the actual ray trajectory deviates
from the ideal location.
2. System design:
Following the start point built up at previous stage, biggest challenge during the
translation from the paraxial approximation to the practical configuration in soft-
ware is the existence of curvature and thickness of each one of optical components
which result in aberrations due to the fact that the refraction and reflection varied
with spectral wavelength and the angle of incidence are capable of causing devia-
tions of ray height at image space from the ideal image.
Aberrations are the main concern to optical system design. There are two kinds of
aberrations dependant on the spectra. The monochromatic aberration or so-called
Seidel Aberration is a set of 5 primary aberrations expressed as five third-order
coefficients in an aberration polynomial. The aberration polynomial is derived by
the pupil coordinates (x,y) and object coordinates (hx,hy) of a ray throughout a
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rotation-invariant system. Since the system has rotational symmetry, the aberration
polynomial in meridional plane can be presented in the polar coordinate (h,ρ,θ)
[128] as
ε = σ1ρ
3 cosθ + σ2(2 + cos2θ)ρ2h + (3σ3 + σ4)ρh2 cosθ + σ5h3, (3.2)
where the third order comes from the sum of powers of ρ and h. The coefficient
indices σ denote Spherical Aberration (σ1), Coma (σ2), Astigmatism (σ3 and σ4),
Petzval Curvature (σ3 and σ4) and Distortion (σ5), as vividly shown in Fig. 3.2.
(a) Spherical aberration: longitudinal spherical
aberration and transverse spherical aberration.
(b) Coma: tangential coma and sagittal coma.
(c) Astigmatism: tangetial astigmatism and sagit-
tal astigmatism.
(d) Petzval curvature: sagittal curvature and tan-
gential curvature.
(e) Distortion: pincushion distortion and barrel distortion.
Figure 3.2: Five primary aberrations of Seidel Aberration from [4] are clearly demon-
strated using ray tracing.
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Spherical aberration is due to the focal distance of the ray intersection on axis are
varied with the ray height through the lens, which causes multiple focus points
rather than a perfect point at paraxial focus. The spherical aberration consists of
two types, longitudinal and transverse deviation referred to the horizontal and ver-
tical direction along the axis. Coma describes a non-uniform magnified pattern or
coma patch at off-axis position for oblique incident rays due to the unbalanced mag-
nification capability at central region and edge of lens. The coma can be defined
into two types, tangential coma by the axial direction of rays and sagittal coma by
the sagittal direction of rays. Extending the concept of coma, two perpendicular
planes (tangential and sagittal planes) of the incident rays in object space form one-
line focal image in image space where tangential image lies in sagittal plane and
sagittal image lies in tangential plane. When those two images do not intersect with
each other, the astigmatism occurs. With the position of off-axis points moving
further away from the axis, the astigmatism appears severer. When the astigmatism
exists in the system, Petzval Curvature will be formed by all the images of the axial
and sagittal points due to the field curvature of lens itself. Distortion shows how
far the displacement of actual image is away from the paraxial image. The edge
of the image commonly presents more displacement than the central region due
to the curvature of lens, especially when a lens with strong optical power is used.
This causes expanded image which is called pincushion distortion and pull-inward
image which is called barrel distortion. Chromatic aberration is due to the lens
has wavelength-dependant refraction characteristics, which causes multiple focal
points to each of wavelengths. Similar to spherical aberration, chromatic aberration
occurs in longitudinal and transverse direction. It needs to be particularly taken into
account during designing a dispersive system in our case.
To counter the aberrations at this stage, it usually adopts one or lens combinations
with positive aberration or negative aberration to balance the total aberration of
system. The design of those lens combinations can be achieved by splitting one
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thick lens into two or more lenses, then manipulating curvatures and glass materials
to realise the aberration balancing in optical software.
3. System adjustment and optimisation
System design stage is to adjust major part of the preliminary configuration to close
the paraxial approximation and then try to reduce or eliminate the aberration, while,
at this stage, the system will be slightly adjusted to achieve the improvement of per-
formance in an optimal version of the optical system. This is realised through built-
in optimisation functions in optical software where users can define the number and
the type of parameters as input variables to construct a weighted sum of squares of
those parameters of error function. The error function calculates the difference be-
tween the current optical system and the ideal system with required conditions. It
then is run by optimisation algorithm to find out a suitable minimum. Particularly,
in the optimisation of optical system’s error function, the dimensionality of inputs is
relatively high and the number of local minima is often large [128], which leads to
difficulty in finding the global minimum. It therefore is of importance to depend on
experience to choose a suitable start point for the seek of a closer local minimum.
Damped least squares (DLS) is a standard optimisation algorithm widely used in
most optical software. In DLS, first of all, the error function constructed in a form





wi f 2i (x), (3.3)
where x represents a set of optimisation variables and the f represents operands
which are defined by the users to do one kind of math conditions such as addition,
subtraction, great than or less than and multiplication between any two inputs. Usu-
ally the former input is assigned to the actual value of optical parameters and the
latter one is assigned to the target value. The weight w is to adjust the relative im-
portance of the parameters to be optimised. The optimisation is based on iteration
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of the error function by changing the operands as




where it represents the change happens in ith operand with a change in jth variable.
In a real situation of optical design, there may be no solution to reduce fi to zero
due to physical condition in optics. It therefore turns to find a least-squares solution
for ∆x j to have a minimal operand. In order to achieve that, it introduces a partial
derivative matrix A to the multi-variable function f as
A∆x = −f. (3.5)
The lease squares algorithm iterates xk with the initial value x0 by solving the fol-
lowing linear equation to update xk with xk+1 = xk+1 + ∆xk,
ATk Ak∆xk = −ATk fk. (3.6)
To avoid the divergence of the ∆x especially for a nonlinear system, the solution
becomes a damped least squares equation by adding a damping term µ as
(ATk Ak + µkI)∆xk = −ATk fk (3.7)
where I is the identity matrix. The point of adding the damping term is to stabilise
the least squares equation by reducing the magnitude of the change vector ∆x. It is
crucial to know which value of the damping term to be selected. In OSLO, there is
an algorithm for automatically choosing the damping term [128]. It initialises the
starting value, normally set to 10−8. The algorithm uses large step to increase the




Several items or evaluation functions such as Spot Diagram, Point Spread Function
and Modulation Transfer Function established for quantitative measurement of op-
tical performance are used to evaluate whether the system reaches the requirements
or not. Those evaluation functions are distinguishable from the pre-defined require-
ments in paraxial approximation, because the requirements in the initial stage are
mainly first-order parameters which can be calculated by only tracing a few im-
portant rays, for example marginal ray that pass through the edge of aperture pupil
to define aperture diameter and chief ray that pass through the centre of aperture
pupil to find location of aperture. As for the evaluation functions, there may use a
large amount of rays to observe some 2D or 3D diagram. Spot diagram is a result-
ing ray data diagram from tracing a ray bundle from a single object point through
the aperture. The diagram shows the geometric distribution of the rays as “spot”
to illustrate how distorted the image could be or aberration situation. The num-
ber of rays for tracing will be determined by the number of aperture divisions on
a virtual grid pattern which uniformly divides the entrance pupil. It usually comes
with the Airy disk as a black circle to check spot size and location of shifted focal
point. In our case, the spot diagram is of great importance to use for the location
of monochromatic wavelength and its spot size since our to-be-designed system is
a multispectral dispersive imager.
3.2 OSLO Environment
The OSLO program provides an interactive environment for users to conveniently ad-
just parameters for system design and interactively feedback the corresponding results in
3D visual graphs and specific quantitative changes in printed text [129]. Basic configu-
ration of OSLO can be segmented into three sections as the screen shot of overview in
Fig. 3.3: (1) Command window, the main window for users to interactively process exe-
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Figure 3.3: Screenshot of configuration of OSLO software showing main windows for
users to interact with the program.
cutable commands and display system configuration in spreadsheet mode, including four
main categories of system (surface radius, thickness, aperture radius and glass materials),
first-order parameters (Effective Focal Length, Numerical Aperture, Working F-number,
Field Angle and Wavelengths) and other supportive data. (2) Graphic window, mainly
displays system sketch with marginal rays and chief rays interacted with in 3D visualisa-
tion. This window can be extendible to many parallel windows to visually demonstrate
evaluation function and relevant diagrams such as Modulation Transfer Function (MTF),
Spot Diagram, Ray Intercept Curves Analysis and so on. (3) Text window, an output win-
dow feedbacks numerical parameters of system displayed in text format and the output is
stored in a spreadsheet buffer owned by Text window in case users want to read out or ac-
cess in any time. Apart from interactive windows, the OSLO R© also provides a feature that
allows users to build their own executing commands to access specific parameter, invoke
built-in functions or construct custom evaluation functions to optimise system, rather than




Generally, designing target for any optical imaging system is to achieve a diffraction-
limited imaging system, which can focus a clear spot free from any aberration to a point
light source. For example, for a diffraction-limited imaging system with a circular aper-
ture, a perfect point source will form a concentric bright spot surrounded by a series of
degrading bright and black rings on the image plane far away from the aperture, which is
due to Fraunhofer diffraction [130]. The diffraction pattern, also called Airy Disk [130],
to the point source as an impulse function is actually the impulse response of the system.
Such function of Airy Disk in spatial domain is terminologically defined as the Point
Spread Function (PSF). Since the concentric spot takes a large amount of energy com-
pared to the rest bright rings, the small area of that bright spot whose boundary is defined
by the first dark ring can be regarded as the image of the point light source, the radius of





where λ is the wavelength of the light source, D is the effective aperture diameter and L
is the distance between the aperture and the image plane. Especially, when the spot on




= 1.22λ ·F/#, (3.9)
where F/# = f/D denotes the F-number which is an useful terminology for optical sys-
tem design and further calculation. This radius r is more importantly defined by Lord
Rayleigh as the minimal resolvable distance ∆l to distinguish two projected spots on im-
age plane, where one’s centre is right at the location of the other’s first dark ring.
Resolution, therefore, can be determined through the above equations as the first step
to design an imaging system.
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3.3.1 Modulation Transfer Function
The Modulation Transfer Function (MTF) [130] physically describes how well an optical






where Ammax denotes maximum amplitude of a sinusoid at a certain spatial frequency and
Ammin denotes minimum amplitude of the sinusoid. This only involves the irradiance in
greyscale, rather than monochromatic or chromatic optical characteristics, from an input
of periodic line pairs with only bright part and dark part. To a diffraction-limit system,
ideally it could resolve Ammax and Ammin correctly at 100%, which means dark part is
as relatively small as zero to bright part. However, it is nearly impossible to achieve
an aberration-free system in reality. As a consequence, the bright and dark parts could
get distorted to be expressed as their original values, which cause MTF less than 100%.
Multiple MTF values can be collected to plot a curve as a function of spatial frequencies,
resulting in a critical measurement to indicate optical system’s quality.
To be more explicit, the MTF curve is mathematically computed as the magnitude of
Optical Transfer Function (OTF), which describes the Fourier Transform of PSF in spatial
























where NA denotes the numerical aperture. Numerical aperture is determined by system
FoV. The value of the numerical aperture is defined at pre-design stage by system re-
quirement. Once numerical aperture is set according to the system pre-design, the cut-off
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spatial frequency can be found out corresponding to the required wavelength and applied
back to Eq. (3.11). Therefore, the spatial frequency to reach 50% MTF can be calculated
through Eq. (3.11) accordingly.
3.3.2 Dispersion
To the targeted CASSI framework as a dispersive system, spectral wavelength is more
concerned with system design. Resolving the spectral wavelengths is dependent on Prism
used in most of CASSI systems. Glass material not only for the prism but also for other
optical components described in Abbe Number [130], or called V number which is used





where three refractive indices nd , nF and nC represent the refractive value at three specific
wavelengths, that are the helium d line (587.6 nm), the hydrogen F line (486.1 nm) and
the hydrogen C line (656.3 nm). In OSLO, in order to flexibly use V number in accor-
dance with the design purpose of specific spectral region, the equation of V number is
dynamically related to top three wavelengths in the program. Wavelength 1 denotes the
primary wavelength mainly used to determine focal length or F-number of system, the
refractive index of which is associated with nd . Wavelength 2 denotes the shortest wave-
length associated with nF and Wavelength 3 denotes the longest wavelength associated
with nC. All the system evaluation functions in the following sections will be associated
with these three wavelengths only.
3.4 Geometrical Structure Design
A typical imaging system is comprised of an objective lens, several relay lenses, an eye-
piece lens, optional reflective or dispersive elements and detector. Unlike such visual sys-
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Figure 3.4: Rays propagation in dispersive equilateral prism is simulated in TracePro to
demonstrate the singe prism dispersion.
tems as the telescope and microscope, the CASSI includes dispersive element e.g. prism
or diffractive grating essentially while eyepiece lens is not necessary as such imager does
not serve the naked eyes.
3.4.1 Single-Prism System Design
Single-Prism CASSI [60] utilises a simple structure that an objective lens forms incident
rays from the scene onto a coded aperture mask, an equilateral prism being placed right
after to provide dispersion and a detector receive the final image with front relay lens to
bridge the rays from the mask to the prism and back relay lens to bridge the dispersed
rays from the prism to the detector. This experimental work has been done with the off-
the-shelf optics by A. Wagadarikar [60].
As the core element in the system, the equilateral prism generates a typical dispersion
when a bundle of rays strikes front surface at an incident angle α1, as shown in Fig. 3.4.
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Light propagation during the dispersion encounters the refraction twice, which causes
angular deviation (α1−α2) at front surface and (β1−β2) at rear surface. The total angular
deviation, therefore, can sum up as
D = (α1−α2)+(β1−β2). (3.14)
Given the fact that the vertex angle of the prism ϕ = α2+β2, Eq. (3.14) can be written as
D = α1 +β1−ϕ, (3.15)
where the unknown angle β1, due to the refraction, can be computed further by applying
Snell‘s law as follows,
sinβ1 = nsinβ2, (3.16)





Therefore, combining all the aforementioned equations, the total angular deviation of the
equilateral prism, only based on the incoming ray’s incident angle α1 and the refractive
index corresponding to its wavelength, can be represented as




n(λ )2− sin2 α1− cosϕ sinα1
]
, (3.19)
particularly, the refractive index of prism will be explained in Sellmeier formula [128]
throughout the entire thesis for system design and dispersion calculation as










where λ is the wavelength in µm. b1, b2, b3 and c1, c2, c3 are the glass materials’ co-
efficients. This is also adopted by optical materials library in OSLO, which is widely
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Figure 3.5: Change of image height associated with tilted FoV set in an example of
US7050245B2 with two FoV: 10◦ and 15◦.
used by Schott AG and other glass manufacturers. According to the above equation of
total angular deviation, the monochromatic angular deviation could be computed. With
the wavelength decreasing, it is noticed that the deviated angle becomes large. Relative
angular deviation at a certain range of the wavelength of incoming rays changes from zero
to a scope that is bound to shortest wavelength and longest wavelength, as follows




n(λlong)2− sin2 α1− cosϕ sinα1
]
, (3.21)




n(λshort)2− sin2 α1− cosϕ sinα1
]
, (3.22)
Dscope = Dshort−Dlong, (3.23)
where Dlong denotes the angular deviation at longest wavelength of incident rays, Dshort
denotes the angular deviation at shortest wavelength of incident rays. So Dscope denotes
the angular range between short wavelength and long wavelength, which is the key to the
associated dispersion displacement at final image plane.
The scope of total angular deviation from emergent rays too defines field angle of back
relay lens, which is associated with the image height formed on image plane. Likewise,
the incident angle at front surface of the prism is associated with the object height on
object plane of front relay lens. Fig. 3.5 shows the corresponding image height in the
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Figure 3.6: Modified imaging lens F/4, focal length 25 mm showing propagation of
marginal rays and chief rays to demonstrate the full field angle of the system.
patent US7050245B2 [132] by setting FoV 10◦ and 15◦ at 587.56 nm. This imaging
lens assembly has 25 mm focal length and accepts a full field of view of 15◦ with 0%
vignetting and less than 1% distortion. By modifying this patent to be used in SP-CASSI
as shown in Fig. 3.6, collimated beams emit from infinity and propagate from left to right.
Particularly, green rays represent the on-axis rays and focus at axis point at image plane
and blue rays represent the off-axis rays at a defined FoV and reach an off-axis point at
image plane. The relationship between FoV and location at image plane can be computed





where EFL denotes Effective Focal Length, which means the distance from focal plane
to Rear Principal Plane. Through this equation, linear displacement of chromatic wave-
lengths at image plane is only determined by non-linearly choosing FoV, when EFL is
fixed.
As detector pixel pitch refers to smallest feature of our laboratory sensor 6.5 µm , the
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resolution ∆x, according to Sec. 3.3, applies Nyquist sampling 12 lp/mm per pixel, as
Resolution =
1
2 × 0.0065 mm
= 76.92 lp/mm. (3.25)
System F-number at such resolution can be computed in Eq. (3.9) to obtain a minimum
F-number (at longest wavelength 700 nm when visible spectrum from 400 nm to 700 nm
is considered: 11.22·700nm·76.92lp/mm = F/15 to reach MTF 9% Rayleigh criterion. While, in
further simulations, the smallest feature of coded aperture is considered to be 2× sensor
pitch and the spectral range is set from 450 nm to 650 nm to compare the performance
of different optical systems under the same condition. Therefore, the sensor resolution
can be less rigorous so that it reaches 12× 2× 0.0065 mm = 38.46 lp/mm. Consequently, the
requirement of the minimal system F-number to serve new spectral range at Rayleigh
criterion, becomes F/32 at 650 nm.
Based upon that, continue applying those parameters in Eq. (3.11) and Eq. (3.12) and
Figure 3.7: Imaging lens F/4, focal length 25 mm, Object Numerical Aperture 0.125 for
SP-CASSI, emitting from the full field points and axial point.
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then the system is required to obtain an F/16 to achieve the spatial frequency 38.46 lp/mm
@ MTF 50% 650 nm. The previous example US7050245B2, therefore, must maintain
a clear aperture of above D = 25mmF/16 = 1.56mm, which is also the diameter of Entrance
Pupil. The entrance pupil is the virtual image of Aperture Stop formed by all the optics
before the aperture stop. By controlling the radius of the physical aperture stop, this first-
order parameter can adjust the amount of incident rays into the system. To ensure the
entrance pupil large enough to collect the rays across 450 nm-650 nm, the radius of the
entrance pupil is set to 3.125 mm in paraxial approximation when the system F-number
is F/4, numerical aperture 0.125 and aperture radius 1.765 mm accordingly. The patent
US7050245B2, therefore, is adjusted to satisfy F/4 requirements as shown in Fig. 3.7.
The figure shows that the imaging lens is reversed placed after the object plane on the left
hand where the location of the coded aperture is. The focused image through the coded
aperture would become collimated and propagate towards the next component when it
propagates from the left to the right throughout the imaging lens. The colour rays in the
figure only distinguish their location of the coded aperture while the central wavelength
587.56 nm was the one used for demonstration. Before the imaging lens is integrated with
other SP-CASSI components, as a single lens itself, Fig. 3.8 shows monochromatic MTF
diagrams at primary wavelength 587.56 nm, second wavelength 450 nm and third wave-
length 650 nm when Field Points are set at On-Axis (0◦), 1.334◦ (0.707 ratio of half FoV)
and 1.906◦ (half FoV), corresponding to object height 0 mm, 0.582 mm and 0.832 mm.
There are 7 curves in every single diagram, including MTF on tangential (as symbol T)
and sagittal (as symbol S) direction plus the ideal diffraction-limited curve. The T line
and S line not only show how good from the ideal condition the contrast along both direc-
tions, but also the relative position between T line and S line characterises the situation
of optical phase (e.g. phase reversal). However, in this case, the overall performance
behaves very well, wherein the cut-off spatial frequency in all three diagrams is above
300 lp/mm, MTF at 50% reaches 120 lp/mm at 587.56 mm, 200 lp/mm at 450 mm and
150 lp/mm at 650 mm, the variance between T line and S line are almost zero at 650 nm
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while in primary wavelength and second wavelength there is a subtle variance, which
could not affect the system. 2D spot diagrams in Fig. 3.9 shows the spatial distribution
(a) Primary wavelength 587.56 nm
(b) Second wavelength 450 nm
(c) Third wavelength 650 nm
Figure 3.8: MTF diagrams for imaging lens used in SP-CASSI.
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(a) Primary wavelength 587.56 nm
(b) Second wavelength 450 nm
(c) Third wavelength 650 nm
Figure 3.9: Spot diagrams of imaging lens for SP-CASSI.
of rays through all over the aperture pupil with respect to 9 field points symmetrically set
at image. It illustrates the quality of the lens by focusing a circular spot. Fig. 3.9a shows
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Figure 3.10: Rays propagation in imaging lenses and equilateral prism, the main part
of the SP-CASSI, emitting from full field points and axial point through the full clear
aperture of system.
the spots at 9 directions are in a well circular shape. Although the spots at four corners
have subtle coma aberration which is out of the black circle (the Airy Disk), most of them
are still centralised within the Airy Disk. The spots at third wavelength all stay within the
Airy Disk and will be regarded as a perfect spot, despite that the coma aberration of those
points at edge is more severer apart from the central point. Same situation happens in the
spot diagram at second wavelength, except that it also suffers from spherical aberration.
To be summarised, this imaging lens is able to be integrated to the system at next stage.
3.4.1.1 System Assembly
As described before, two imaging lenses and one prism are used to assemble the main part
of SP-CASSI. Considering that the prism has to cover a full field angle 1.906◦ at which
the exiting rays from the imaging lens, the imaging lens either at front or at back was
placed at 5 mm distance from the prism with 16 mm long. Particularly, the exiting rays
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after the prism could exceed the field angle and then we slightly expanded the aperture
radius of the back imaging lens due to the angular deviation, which accommodates all the
bands across 450 mm to 650 mm, especially for the off-axis rays at 450 nm and 650 mm.
Rotation angle of equilateral prism is associated to the dispersion capability of SP-CASSI,
which is set to 49.45◦ to balance the distortion to individual bands caused by the prism
and will be explained in the following section. Therefore, the combination of imaging
lenses and the prism is displayed in Fig. 3.10, where three colours of ray, red, green and
blue, indicate location at top, on-axis and bottom of object in order. At each location,
three emitting rays at central wavelength 587.56 nm which covers the full pupil of system
aperture with object NA 0.125, propagate through the system and strike final image plane
at focus with an inverted image as the magnification of this system is −1.
The monochromatic MTF diagrams after assembling the system, shown in Fig. 3.11,
can be seen that the overall MTF is not as good as MTF diagrams of single imaging lens
present in Fig. 3.8, which is due to that more optics, especially the prism was brought
in and degraded the image quality. Concretely, Fig. 3.11a shows the central wavelength
587.56 nm behaves even better than the result of single imaging lens. Even though the
original optical axis was bended by the prism, the back imaging lens was still aligned
with the bended axis by tilting the deviated angle at 587.56 mm. Due to that, the back
imaging lens in fact was mirror-symmetrically placed to the front imaging lens, aside the
prism as the centre, which enhanced the image quality at the final image plane. For the
wavelength 450 mm in Fig. 3.11b, its MTF drops dramatically from 50% at 40 lp/mm to
10% at 80 lp/mm and remains less than 10% till 200 lp/mm, wherein the tangential line
at −0.832 mm crosses other lines once at the region of 80 lp/mm to 120 lp/mm, which
indicates the phase of spatial line pairs is inverted at that region. Such decline from
200 lp/mm in Fig. 3.8b to the current 40 lp/mm is mainly due to the strong bending
effect to the short wavelength from the equilateral. However, this would not cause image
quality insignificantly to be identified at 450 nm since MTF 50% at 40 lp/mm can satisfy
the resolution. The wavelength 650 in Fig. 3.12c has MTF 50% at around 80 lp/mm and
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(a) Primary wavelength 587.56 nm
(b) Second wavelength 450 nm
(c) Third wavelength 650 nm
Figure 3.11: MTF diagrams of imaging lens used in SP-CASSI.
smoothly drops to 20% at 180 lp/mm.
Spot diagram in Fig. 3.12 shows the system suffers mainly from SA and CA, partic-
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(a) Primary wavelength 587.56 nm
(b) Second wavelength 450 nm
(c) Third wavelength 650 nm
Figure 3.12: Spot diagrams of the combination of prism and imaging lenses of SP-CASSI.
ularly subtle astigmatism exists in the wavelength 587.56 mm. Overall aberration of the
system is under the acceptable condition.
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Figure 3.13: F/4 Objective lens for 128× 128 pixels coded aperture is under the ray
tracing of axial rays and off-axis rays at full FoV.
3.4.1.2 System Dispersion
Optical system aperture is determined by the smallest optical component to control the
light throughput into the system. In our case, the coded aperture has the smallest size in
the SP-CASSI system. The objective lens was based on the same design of imaging lens
so that the image numerical aperture at the image plane of the objective lens can match
the object numerical aperture to the following imaging lens straight away, which saves
the time in finding a new objective lens that can pair up with. Although the FoV in this
case is limited to 1.906◦, it can be changeable with the specific needs in applications. At
this stage, the goal is to focus on the performance of the core part of the SP-CASSI. The
coded aperture mask in this case, was designed as a 128×128 random pattern with 13 µm,
which gives a size of 1.664 mm×1.664 mm to the objective lens as the spatial modulator
to “punch” the incoming rays. In other words, the mask restricts the size of image that
can be collected by the objective lens to a height of 1.664 mm, translated to an “Object
Height” of 0.832 mm in OSLO. As the mask was placed at the effective focal distance
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of the objective lens, the corresponding field angle at such objective height is 1.906◦ as
depicted in Fig. 3.13. An image with the object height of 0.832 mm and NA 0.125 was
relayed by the following front imaging lens to strike the prism with an angular coverage
of −1.906◦ to 1.906◦, since the imaging lens has the same structure. Therefore, incident
angle I to the front surface of the prism exiting from the front relay lens is varied from
I0− 1.906◦ to I0 + 1.906◦ over all the wavelengths, where I0 denotes the on-axis ray‘s
incident angle on the front surface.
Due to the dispersion effect from the prism, additional angular deviation through
Eq. (3.21) would contribute to all the wavelengths unequally, leading to unequal image
height at image plane of back imaging lens. That is the source of the dispersion capabil-
ity of the SP-CASSI. However, the prism imposes angular deviation asymmetrically on
monochromatic rays at varied incident angles, corresponding to unsymmetrical size on
monochromatic image. A full monochromatic image is determined by rim rays exiting
from the front imaging lens, i.e. upper ray defined at I0 +1.906◦ and lower ray defined at
I0−1.906◦, besides central ray at I0. Quantitatively speaking, lower ray and upper ray at
587.56 nm are altered to 40.4414◦, 39.7448◦ and 39.2459◦, respectively, when the inci-
dent angle I0 is 41.5◦ to an BK7 prism at which Sellmeier coefficients of refractive index
are as follows,
b1 = 1.03961212, b2 = 0.231792344, b3 = 1.01046945,
c1 = 0.00600069867, c2 = 0.0200179144, c3 = 103.560653.
The relative angular deviation of lower ray and upper ray referred to central ray are
−2.4048◦ and 2.6025◦, respectively, according to Eq. (3.19). The unequal portion of the
deviated angles indicates that lower ray and upper ray would be no longer symmetrical
to the on-axis ray; thus, causing unsymmetrical aberration of image height correspond-
ing to their angles through the back relay lens, which are −1.050 mm and 1.1364 mm
at final image plane while the corresponding object height is 0.832 mm and −0.832 mm,
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(a) Mean total deviation range over spectral re-
gion of interest as a function of the incident angle



















(b) Monochromatic distortion as a function of
wavelength






















(c) Dispersion displacement at rotation angle
49.4489◦
Figure 3.14: Linear Dispersion Analysis of SP-CASSI.
respectively. A relevant curve of total angular deviation over 450 nm to 650 nm with re-
spect to the rotation of the prism could be drawn in Fig. 3.14a, showing the mean value
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of polychromatic total angular deviation as a function of the incident angle from 41◦ to
60◦, while note that the critical angle is considered to prevent the prism from occurring
the internal reflection. From the figure, the optimal angle that yields an image height of
1.664 mm corresponding to 3.812◦ was explicitly found at 49.4489◦. Under such incident
angle, the prism yields the deviation angle −1.9556◦ and 1.8448◦ at 587.56 nm corre-
sponding to the image height 0.8537 mm and −0.8053 mm, which causes a distortion of
−0.3% compared to the object of 1.664 mm, where − indicates the actual image height
is smaller than the expectation. By comparing to the object height 0.832 mm, it can be
further found out that lower ray results in a barrier distortion and upper results in a cush-
ion distortion. This can be extended to the whole bands, yielding a distortion of 0.9% at
450 nm and −0.6% as shown in Fig. 3.14b. Eventually, the dispersion function of on-
axis single point source versus 450 nm to 650 nm in this case was pixelated with 2 sensor
pixels of 13 nm as described in Fig. 3.14c, wherein the vertical axis has been adjusted to
move the origin point where 587.56 mm arrives at detector. Based on this function, a set
of wavelengths corresponding to linear dispersion displacement can be generated to build
up a system calibration matrix. The following simulation in Fig. 3.15 gives a visualisation




Figure 3.15: Dispersion of a single pixel source simulated in TracePro: (a) the false RGB
image at front view of detector, (b) the wavelength-dependant colour rays at side view of
detector.
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3.4.2 Double-Amici-Prism System Design
3.4.2.1 Double Amici Prism
Double Amici prism was introduced into CASSI [96–98] to bring a feature of undeviated
optical axis for both incident rays and exiting rays during the propagation in double amici
prism. This feature, shown in Fig. 3.16, allows the structure of CASSI design to be a
direct-view system, instead of the structure like SP-CASSI. The double amici prism is a
compound prism cemented by three single prisms with two types of materials. To undevi-
Figure 3.16: Central wavelength 550 nm propagates through double amici prism from the
left side to the right side and the detector is placed at blue plane. The double amici prism
consists of four cemented prisms, which keeps the central wavelength remain the same











Figure 3.17: Schematic of propagation of 550 nm in double amici prism.
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ate exiting angle from incident angle, the prism adopts a symmetrical combination where
front prism and rear prism are identical with lower refractive index and middle prism has
a higher refractive index. The schematic of central wavelength 550 nm propagating in
double amici prism is shown in Fig. 3.17 where the Snell’s law is applied for multiple
times with n2 > n1 > nair = 1 as follows,
nair sinα1 = n1 sinβ1, (3.26)
180◦−ϕ1−ϕ2 = β1 +β2, (3.27)
n1 sin β2 = n2 sin β3, (3.28)
180◦−ϕ2−ϕ2 = β3 +β4, (3.29)
n2 sin β4 = n1 sin β5, (3.30)
180◦−ϕ1−ϕ2 = β5 +β6, (3.31)
n1 sin β6 = nair sin α2, (3.32)
where ϕ1 and ϕ2 denote two bottom angles of front prism or rear prism and middle prism,
therefore it has to be a isosceles triangle with bottom angle of ϕ2. α1 and α2 denote
incident angle and exiting angle, which is associated to front prism angle ϕ1. The series
of angles β denote all the refracted angles inside prism. To make sure the undeviated
condition to central wavelength, α1 = α2 deduces β3 = β4 = 90◦−ϕ2. Hence, design
of double amici prism only depends on front prism angles (ϕ1,ϕ2) and prism materials
(n1,n2).
Provided that the undeviated condition is satisfied, angular deviation of double amici
prism is of more importance to determine the capability of a dispersive spectrometer. For
instance, referring to the setup in [96], the bottom angles of front prism are 85.9◦ and
73.7◦ and the material SK2 was used for the front prism and the material SF4 was used
for the rear prism. By applying this setup in Matlab to calculate the associated angles, the
incident angle α1 = 4.1◦ yields an exiting angle α2 = 4.01◦ at central wavelength 550 nm,
which gives an angle difference of 0.09◦. By extending to all on-axis rays with spectral
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Table 3.1: Double Amici Prism Angular Deviation.
Band Prism Combinations
/nm NSK2/SF4 CaF2/Fused Silica BK7/NBaF10 BK7/NSF11 NLaK12/NSF6
450 −0.45◦ −0.11◦ −0.25◦ −0.13◦ −0.51◦
500 −0.18◦ −0.05◦ −0.1◦ −0.05◦ −0.2
550 0.00◦ 0.00◦ 0.00◦ 0.00◦ 0.00◦
600 0.13◦ 0.04◦ 0.07◦ 0.04◦ 0.14◦
650 0.22◦ 0.07◦ 0.12◦ 0.06◦ 0.25◦
range from 450 nm to 650 nm, the prism yields a range of exiting angles from 3.56◦ to
4.23◦, overall angular deviation of 0.67◦. Table 3.1 shows the comparison of double
amici prism dispersion result by varying different combinations in which the combina-
tion N-SK2/SF4 and CaF2/Fused Silica were used in prototyping of Double-Amici-Prism
CASSI [96–98] as the reference and other combinations are chosen to compare. Although
the reference combinations were customised for different applications, the spectral range
is limited to the range of 450 nm to 650 nm for the convenience of comparing to others.
The selection of prism materials obeys the rule that front and rear material has a lower
refractive index than middle one. Five materials were chosen from SCHOTT Abbe Di-
agram, which are BK7 with nd = 1.5168 and Vd = 64.17, N-BaF10 with nd = 1.67003
and Vd = 47.11, N-SF11 with nd = 1.78472 and Vd = 25.68, N-LaK12 with nd = 1.6779
and Vd = 55.20 and N-SF6 with nd = 1.80518 and Vd = 25.36, which groups into three
combinations. Two combinations as reference are N-SK2 (nd = 1.60738 and Vd = 56.65)
/ SF4 (nd = 1.7552 and Vd = 27.58) and CaF2 (nd = 1.4338 and Vd = 94.99) / Fused
Silica(nd = 1.4585 and Vd = 67.82).
Those combinations were chosen to generate several types of angular deviation to
study any consequences to the performance of Double-Amici CASSI by tilting different
angular deviation. To keep the central wavelength 550 nm undeviated, the bottom angles
were calculated in Matlab referring to Eq. (3.26), which has (85.9◦, 73.7◦) at N-SK2/SF4,
(88◦, 58.9◦) at CaF2/FS, (80◦, 59.9◦) at BK7/N-BaF10, (88◦, 86.2◦) at BK7/N-SF11 and
(87◦, 74.8◦) at N-LaK12/N-SF6. Concretely, the angular deviation between incident angle
and exiting angle is not ideally zero. Under such settings, five combinations yield inci-
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Figure 3.18: Angular deviation of double amici prism with 85.9◦ and 73.7◦ applied in
N-SK2 and SF4 prisms.
dence/emergence pair 4.1◦/4.01◦, 2◦/1.998◦, 10◦/10.0035◦, 2◦/1.9995◦ and 3◦/3.0013◦.
Such difference is small enough to be negligible when considering the dispersion dis-
placement. Additionally, it should be noted that the total angular deviations are 0.67◦
for N-SK2/SF4, 0.18◦ for CaF2/FS, 0.37◦ for BK7/NBaF10, 0.19◦ for BK7/N-SF11 and
0.76◦ for N-LaK12/N-SF6.
3.4.2.2 Double-Amici CASSI
The basic idea of using double amici prism is to solve the problem of the deviated optical
axis of system due to a single prism. It becomes unnecessary to use relay lens or imaging
lens at both sides of the prism to focus the image. The initial prototype of Double-Amici
CASSI selected off-the-shelf optics [96], Edmund 45762 as the only relay lens between
the coded aperture and the prism. As shown in Fig. 3.19, this relay lens is an F/8 system
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with an effective focal length of 30 mm. From MTF diagrams in Fig. 3.20, the Edmund
45762 behaves well with MTF 50% at 80 lp/mm at 550 nm and at 50 lp/mm at 650 nm but
only stays at 24 lp/mm at MTF 50% and barely holds MTF 20% after 36 lp/mm at 450 nm.
As a matter of fact, the required resolution in the research with respect to Double-Amici
CASSI was only 25 lp/mm for 19.8 µm smallest feature of coded aperture. Hence, this
relay lens could just pass the system requirements.
The prototype of Double-Amici CASSI was constructed by the Edmund relay lens
cascaded by Double-Amici prism (N-SK2/SF4) [60] that has a length of 12 mm. The
distance from first surface of the relay lens to the coded aperture as the first element
was adjusted to 39.3 mm. The last surface to the first surface of the double-amici prism
is 8.6 mm and the last surface of the double-amici prism to the detector is 23.2 mm, as
shown in Fig. 3.21. By introducing the prism into the system, the MTF diagrams can be
seen in Fig. 3.22 that the resolution at the wavelength 450 nm was slightly improved from
Figure 3.19: Edmund relay lens 30 mm Focal Length F/8: rays emit from three field point
(full field, 0.707 field and axial point) to demonstrate the imaging performance when NA
is 0.0625. The system achieves a -1 magnification.
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(a) Primary wavelength 550 nm
(b) Second wavelength 450 nm
(c) Third wavelength 650 nm
Figure 3.20: Monochromatic MTF diagram of Edmund 45762 relay lens.
25 lp/mm to 36 lp/mm nearby while there exists a major gap of 10% to 20% between tan-
gential and sagittal lines across all three field points at the central wavelength and narrow
gap at other wavelengths, which indicates the prism contributes the aberration mainly in
tangential direction. Further investigating the spot diagrams shown in Fig. 3.23, at three
wavelengths by uniformly sampling 9 field points across full field of image plane (frac-
tional coordinates Y -1 to +1 and X -1 to 1), we can find out that those spots present an
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Figure 3.21: Overview of Double-Amici CASSI based on N-SK2/SF4 prism shows the
the propagation of rays from three field points. The size of aperture determines the height
of off-axis field points.
unsymmetrical shape, especially for the ellipse shape in 450 nm, which illustrates that the
system suffers from the aberration. According to the geometrical shapes of aberration,
the Spherical Aberration contributes most of the Seidel Aberrations. Quantitatively, we
can read the specific values of the Seidel Aberrations by invoking the Aberration func-
tion in OSLO. However, it should be noted before directly read out the numbers, that the
calculation of Seidel Aberrations is based on the paraxial approximation in OSLO, whilst
the paraxial approximation assumes the evaluated system is invariant to the rotation as
the optical axis, which means it is a symmetrical system. To the dispersive system in our
case, due to the existence of the prism, the special surface would turn the paraxial ap-
proximation invalid. Although the function can still work, all the evaluation with respect
to the paraxial approximated values would just treat special surface as a refracted plane
with curvature remaining zero, perpendicular to the optical axis. As for the titled surface
on the prism, the refraction would no longer be considered with the tilted angle between
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(a) Primary wavelength 550 nm
(b) Second wavelength 450 nm
(c) Third wavelength 650 nm
Figure 3.22: Monochromatic MTF diagram of Double-Amici CASSI with N-SK2/SF4.
the surface and incident angle. Despite invalid paraxial approximation, it could give us
some useful information of aberrated situation when paraxial rays go through such plane
intermedium with the refractive index different from the air. Fig. 3.24 shows the bar chart
of the Seidel Aberrations [4], including AST3, CMA3, DIS3, PTZ3 and SA3, at three
main wavelengths in the use of 5 prism combinations for Double-Amici Prism, compared
to the Edmund relay lens. As we can see from the chart, to the Double-Amici systems,
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(a) Primary wavelength 550 nm
(b) Second wavelength 450 nm
(c) Third wavelength 650 nm
Figure 3.23: Spot diagram of Double-Amici CASSI with N-SK2/SF4.
SA3 contributes above −10×10−3 which takes most of weights in the total aberration
across all 5 prism combination, subtle PTZ3 and CMA3 followed. It can be believed that
the SA3 was brought in by the relay lens itself while the prism eases this aberration by
average 7% across all three bands. The prism, indeed, brought in the extra CMA3 with
0.12×10−3.
From the analytical results of Double-Amici CASSI, it can be seen the essence of
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custom relay lens to accommodate the prism, rather than using the off-the-shelf optics;
hence, the following Ultraviolet-Visible CASSI was designed with a new structure to
improve the aberration and MTF.
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(a) Primary wavelength 550 nm



























(b) Second wavelength 450 nm





























(c) Third wavelength 650 nm
Figure 3.24: Bar chart of Seidel Aberrations showing 5 third-order aberrations, AST3,
CMA3, DIS3, PTZ3 and SA3 at three wavelengths, in the Edmund relay lens and 5 Double-




As an application-oriented version of Double-Amici CASSI, the relay lens used in
Ultraviolet-Visible CASSI (UV-CASSI) was customised in optical design software based
on Cooke Triplet and further modified with embedded field lens [98]. Particularly, the
double amici prism was placed at the collimated space in the relay lens, rather than the
structure like Double-Amici CASSI. Such kind of design can ease the aberration due to
the asymmetrical structure of prism (the existence of the tilted surface to generate the
refraction in prism) by optimising the rear triplet lens group in optical design software.
As shown in Fig. 3.25, the UV-CASSI was designed for a specific application which
requires a very broad spectral range from 400 nm to 700 nm, where 500 nm is the central
wavelength that passes through the prism undeviated. As a reference system compared to
other structures of CASSI variations, this system has an F/8 to accept a target of Object
Height 3.788 mm with magnification of −1. The object height was set to 0.832 mm in
Figure 3.25: Overview of UV-CASSI based on CaF2/Fused Silica prism.
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(a) Primary wavelength 550 nm
(b) Second wavelength 450 nm
(c) Third wavelength 650 nm
Figure 3.26: Monochromatic MTF diagrams of UV-CASSI.
OSLO to fairly analyse the optical performance of UV-CASSI.
By setting the parameters to evaluate the system under the same condition as in
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Double-Amici CASSI, the monochromatic MTF diagrams in Fig. 3.26 can be seen that
tangential MTF and sagittal MTF are matched very well, with MTF 50% at 80 lp/mm at
500 nm, 100 lp/mm at 450 nm and 40 lp/mm at 650 nm. Compared to Single-Prism CASSI
and Double-Amici CASSI, the resolution at short wavelength was dramatically enhanced
due to the materials particularly considered for the region of short wavelength, while long
wavelength was tradeoff for the enhancement in short wavelength. Combined with the
spot diagrams in Fig. 3.27, the shape of spots across full filed is symmetrically round and
centralised within the Airy Disk, despite that the central wavelength and short wavelength
suffer from the Spherical Aberration.
3.4.2.3.2 System Dispersion
Unlike analysing the dispersion of the independent prism in previous systems, the dis-
persion and displacement on image plane was complicated to calculate due to the structure
that the prism was embedded into relay lens. As a matter of fact, the acquisition of dis-
persion displacement and further calibration data was obtained through the experiment,
rather than through any pre-design stage, which is one of the common problems existing
in CASSI framework and that the work in this thesis wants to solve. The dispersion equa-
tion based on experimental data was fit to an exponential formation [98] as a function of
wavelength, which is described as,
λ (x) = 320.2 exp(0.000384(x−16)) + 103.6 exp(0.03373(x−16)), (3.33)
where x denotes the index of pixel location at detector, the origin of which has been
shifted to the location of the central wavelength 500 nm. The smallest feature of (3.33)
is 7.4 µm while in our simulation double smallest feature was used so that the calibration
wavelengths within 450 nm to 650 nm were picked up by selecting every two shifting
pixels in Eq. (3.33). A set of total 14 wavelengths, as displayed in Table 3.2, shows
the spectral width between adjacent channels is quite larger than SP-CASSI, resulting a
fewer number of dispersed channels and shorter displacement at detector as simulated in
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(a) Primary wavelength 550 nm
(b) Second wavelength 450 nm
(c) Third wavelength 650 nm
Figure 3.27: Spot diagrams of UV-CASSI.
TracePro in Fig. 3.28.
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Table 3.2: Ultraviolet-Visible CASSI Dispersion Displacement.
















Figure 3.28: Single pixel dispersion displacement was done in TracePraco by illuminat-
ing a single pixel source tUltraviolet-Visible CASSI. The single pixel source contains 27
spectral bands and linear displaced at detector, which is linked to Table 3.2.
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3.4.3 Dual-Prism System Design
Dual-Prism, a structure of two detached identical prisms mirror-symmetrically placed to
each other, has been widely utilised for electro-optics application such as the introduction
of group-delay dispersion to compensate the chirp of ultrashort laser pulses etc [133].
The idea of the utilisation of Dual-Prism is due to the parallel status between incident
surface and exiting surface, providing the wavelength-dependant displacement without
the angle altered after exiting prism, rather than the dispersion mechanism in previous
CASSIs using the angular deviation to alter the location of different wavelengths at image
plane. By doing that, the spectral dispersion displacement at image plane can be easily
controlled to provide extra spectral information by simply tuning the air gap between two
prisms without physically replacing or adding any hardware, and changing the detector
accordingly in order to remain the central wavelength at the origin of the plane. This
feature will enhance the CASSI framework’s adaptability to a dynamic environment. In
this section, the design and analysis of Dual-Prism CASSI (DP-CASSI) will be detailed.
Figure 3.29: Ray propagation in the structure of the dual-prism, with refractive index
marked as n1 and n2, prism angles ϕ1 and ϕ2, refracted angles α1−4 and β1−4. A single
ray combined with three kinds of wavelengths enters from left sided and disperses as three
single parallel emerging from right side. This propagation was simulated in TracePro.
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3.4.3.1 Dual-Prism Structure
As mentioned above, DP-CASSI utilises a pair of identical triangular prisms with air gap
in between, so that the directions of propagation of the rays are undeviated and a relative
dispersive displacement in the sagittal plane is generated as depicted in Fig. 3.29. The
present dual-prism structure consists of a set of dual-prism with fundamental angles of ϕ1
and ϕ2, separated by a certain distance. The ray optics of the prism assembly as shown in
Fig. 3.29 accord to the following behaviour, when on-axis ray bundle, the central, short
and long wavelength strike the surface of the left prism towards the right prism:
Front prism:
n1 sin(α1) = n2 sin(β1), (3.34)
β1 +β2 = 180◦− (ϕ1 +ϕ2), (3.35)
n2 sin(β2) = n1 sin(α2). (3.36)
Rear Prism:
n1 sin(α3) = n2 sin(β3), (3.37)
β3 +β4 = 180◦− (ϕ1 +ϕ2), (3.38)
n2 sin(β4) = n1 sin(α4), (3.39)
where n1 denotes the refractive index of air and n2 denotes the refractive index of prism.
A series of angles αi, i = 1,2,3 and 4 denote the refracted angles happening in the air and
the other series of angles βi, i = 1,2,3 and 4 denotes the refracted angles happening in the
prism. As can be expected, the rays exit the surface of the rear prism (the prism on the
right hand side) as three individual rays with the exiting angle α4 matched to the incident
angle α1, regardless of the wavelengths of the incident rays. Quantitatively speaking, two
prisms are identical and parallel to each other, thereby α3 = α2, likewise α1 = α4. Note
that the incident angle at the surface of the front prism (the prism on the left hand side) is
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Figure 3.30: Schematic of dispersion of the DP-CASSI showing the ray propagation
through the prism.
dependent on the prism angle ϕ1 only and it equals to 90◦ − ϕ1 = α1.
It is to be mentioned that no angular deviation was produced by the dual-prism when
the dispersion happens. Consequently, if the location of the dual-prism in the system
is either like the layout in UV-CASSI that the prism is placed in the collimated space
among the relay lens, or at the mirror-symmetrical centre using two sets of imaging lenses
serving the space-deviated spectral channels, therefore, would focus back to the same
spot, although chromatic aberrations could contribute a displaced error at image plane
instead of the dispersion itself; thus no dispersion would occur. The solution to this issue
is arranging the prism after a re-imaging lens, similar to the layout of Double-Amici
Prism. In our work, a custom relay lens serves this role. However, as discussed in the
section of DA-CASSI, this kind of layout will bring unexpected aberrations in the system.
This consideration will be balanced by optimising the optics in OSLO to some extent in
the following section.
Considering that the relay lens helps the prism focus the image, the dual-prism tar-
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Figure 3.31: Area 1: the area where the refraction happens in the front prism.
Figure 3.32: Area 2: the area of air gap between two prisms.
gets the on-axis rays after the relay lens to easily analyse the dispersion displacement as
illustrated in Fig. 3.30. The dispersion process can be divided into three stages in the tan-
gential plane as the direction facing towards reader in the figure. The three stages, Area
1 (Fig. 3.31), Area 2 (Fig. 3.32) and Area 3 (Fig. 3.33), indicate the propagation in the
front prism, in the air gap and in the rear prism. Relationships between ray trajectory and
the prism are described as follows,
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L = L1 − (∆h1 + ∆h2) × (cot(ϕ1) + cot(ϕ2)), (3.45)
∆ h3 = sin(ϕ2 + β3 − 90◦) X1. (3.46)
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Figure 3.34: Dispersion displacement of the Dual-Prism in 5 air gaps of 3.44 mm,
3.84 mm, 4.24 mm, 4.64 mm and 5.04 mm in spectral range from 450 mm to 650 mm.
where θ1 and θ2 are the inner angles of the triangle area confined by the ray trajectory,
axial line and prism surfaces. X1, X2 and X3 denote the length of the ray trajectory be-
tween two adjacent surfaces. L1 and L2 denote the on-axis thickness between two adjacent
surfaces. ∆h1, ∆h2 and ∆h3 denote the sagittal displacements in three areas. To the calcu-
lation of the displacements, the unknown length of the ray trajectory either inside prism
or in the air gap can be deduced by applying the Sine Law in trigonometry multiple times
with the pre-defined thickness of the prism. Therefore, the dispersion displacement is
a sum of the sagittal displacements in three stages by knowing the corresponding ray
trajectories.
Given a dual-prism of N-SF11 material with ϕ1 = 67.64◦ and ϕ2 = 83.48◦ at air gaps
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of 3.44 mm, 3.84 mm, 4.24 mm, 4.64 mm and 5.04 mm, the specific dispersion of the
dual-prism can be calculated through Eq. (3.40) - Eq. (3.44), as plotted in Fig. 3.34. The
displacements were displayed in Fig. 3.34 in a spectral range 450 nm-650 nm relative to
the centre wavelength of 550 nm, with the smallest shift 13 µm along the sagittal plane
of image plane. Similar to the distribution of dispersion results of previous CASSIs, the
dispersion data at each air gap present a curve in the figure, indicating the dual-prism still
results in a non-linear dispersion displacement as a function of wavelength. Besides, with
the air gap increasing, the dispersion function tends to close to the vertical line across
the central point (550, 0). The number of dispersed wavelengths increases from 13 bands
at Gap1 - 3.44 mm to 16 bands at Gap5 - 5.04 mm within the displacement range −10
to 5, which indicates the dispersion coverage expanding in accordance with the air gap
increasing. It should be emphasised that the plot demonstrates the wavelength tuning
characteristic of the DP-CASSI: the spectral shift at location of−5 pixel at detector plane
is indicated by the horizontal line across the five curves when the air gap is changed from
3.44 mm to 5.04 mm. From Table 3.3, numerical results of dispersion displacement at the
Table 3.3: DP-CASSI Dispersion Displacement.
Relative Gap1 Gap2 Gap3 Gap4 Gap5
Position 3.44 mm 3.84 mm 4.24 mm 4.64 mm 5.04 mm
/index wv/nm wv/nm wv/nm wv/nm wv/nm
5 N.A. N.A. 651.8 644.2 637.6
4 640.0 632.6 626.4 621.0 616.3
3 612.9 608.1 604.0 600.4 597.2
2 589.3 586.5 584.0 581.9 580.0
1 568.5 567.3 566.2 565.2 564.3
0 550.0 550.0 550.0 550.0 550.0
-1 533.4 534.5 535.4 536.2 536.9
-2 518.6 520.4 522.1 523.5 524.9
-3 505.1 507.6 509.9 511.9 513.8
-4 492.8 495.9 498.7 501.2 503.5
-5 481.6 485.2 488.4 491.3 493.9
-6 471.4 475.3 478.9 482.1 485.0
-7 461.9 466.1 470.0 473.5 476.7
-8 453.1 457.7 461.8 465.5 469.0
-9 N.A. 449.7 454.1 458.0 461.7
-10 N.A. N.A. N.A. 451.0 454.8
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horizontal line in Fig. 3.34 show the wavelength shifts from 481.6 nm to 493.9 nm by
12.3 nm with air gap increment of 1.6 mm, which results in a wavelength-tuning value of
12.3 nm
1.6 mm = 7.69 nm/mm at this point. In comparison with the short wavelength region, the
wavelength at 4 pixel decreases from 640 nm to 616.3 nm by 33.7 nm. It can be concluded
that overall spectral resolution turns better from 14.37 nm per channel (186.9 nm for 13
channels) at Gap1 to 11.4 nm per channel (182.8 nm) for 16 channels at Gap5.
3.4.3.2 System Layout
The relay optics for the Dual-Prism CASSI (DP-CASSI) was started with a typical struc-
ture of Cooke triplet, the optimisation of which was conducted by the built-in function in
OSLO. The goal of the optimisation is to achieve a minimal of merit function that is a sum
of weighted mean squared error between the expected value and the operands relevant to
the optical parameters of interest, i.e. the Seidel Aberration and first-order parameters.
The optimisation tradeoff the aberrations among three wavelengths, i.e. 550 nm, 450 nm
and 650 nm, to optimally obtain three dispersed spots focused at image plane. The opti-
Figure 3.35: Ray diagram of the dual-prism system optics.
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mised layout for air gap 4.64 mm shows the on-axis and off-axis rays from a small target
of object height 0.832 mm, compared to a total track of 253.25 mm, propagating through
the DP-CASSI in Fig. 3.35. Figure 3.36 presents zoom-in result at image plane when
on-axis source of multi-bands propagates through the system, clearly demonstrating the
dispersion happening. The evaluation result combined with spot diagrams in Fig. 3.37
and MTF diagrams in Fig. 3.38 shows the pros and cons of the DP-CASSI: the shape of
spots are highly symmetrically with the gap between tangential MTF and sagittal MTF
less than 5%, compared to more than 10% gap in the DA-CASSI which used the same
layout while the main issue is the poor resolution, averagely 10 lp/mm across three wave-
lengths, which is regarded as the tradeoff to obtain the capability of tuning wavelengths.
For the proof-the-concept DP-CASSI, it is believed that the system is theoretically feasi-
ble and the resolution can be enhanced by further upgrading the fore optics, e.g. utilise
more optics and choose other glass materials or adjusting the optical layout, e.g. replace
the refracted optics with the reflected optics.
Figure 3.36: The zoomed-in ray diagram at detector of the DP-CASSI.
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(a) Primary wavelength 550 nm
(b) Second wavelength 450 nm
(c) Third wavelength 650 nm
Figure 3.37: Spot diagrams of DP-CASSI.
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(a) Primary wavelength 550 nm
(b) Second wavelength 450 nm
(c) Third wavelength 650 nm




Following system design and analysis in the previous chapter, three systems, SP-CASSI,
UV-CASSI and DP-CASSI, will be 3D modelled in ray tracing software TracePro to val-
idate the performance of the optimised SP-CASSI and the proposed DP-CASSI, plus the
published UV-CASSI as a comparative study. Like other illumination software Light-
Tools, CODE V and ASAP, TracePro conducts any interaction, including reflection, re-
fraction, absorption and scatter, between objects and virtual rays that can be custom de-
fined from several importance samplings up to a very large scale of grid rays. The reason
to conduct ray tracing simulation for optical systems is that simulated results are able
to help researchers or designers to intuitively predict how the system would behave in
a real scenario without practical implementation in the first place, which could lead to
ascertaining any potential errors from the design and avoiding further system failure in
manufacturing. Because of that, setting up a synthetic environment with artificial targets
for the CASSI framework is able to provide us with a further understanding of the CASSI
framework and allow researchers in the field to repeat, modify or validate the simulated
results in the future. Apart from the aforementioned advantages of using optical software,
the shortcomings of the simulation should be aware and addressed as well: the simulated
system is an extreme and ideal case of a physical system which would be affected by
various factors, such as manufacturing, mechanical control and cost.
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4.1 TracePro Environment
TracePro has a user-friendly interface especially convenient for beginners. Rather than
using any command lines to communicate with the software, TracePro narrows down the
program to only two points for users to be familiar with, Object and Light Source. All the
ideas coming from users will eventually be projected onto those two and TracePro will
operate relevant actions at the background.
Object, also called Solid Model in TracePro, is commonly designed in 5 primitive
solids, Block, Cylinder/Cone, Torus, Sphere and Thin Sheet, to support basic elements
modelling at the beginning of a new project, wherein Thin Sheet is a 2D structure and
others are 3D. The feature of the 2D structure of Thin Sheet could be the convenience
to extend any 2D geometry into 3D geometry especially in the design of some irreg-
ular structure. It is much easier if one starts with transverse projection of target and
then “sweep” the surface by increasing its thickness, which is exactly the means to build
rotation-unsymmetrical prisms. Besides, the computational speed of the software de-
pends on the number of interactions between rays and objects/surfaces. 2D structure
would tremendously contribute to reduce the computational resources used for simulation
Figure 4.1: Overview of TracePro interface.
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to further shorten processing time. This advantage was realised during the time translat-
ing coded aperture mask in 3D block to 2D thin sheet. In addition, the role of the coded
aperture mask is to block light or not, spatially representing “1” and “0” and inner part is
not considered as long as the light would be totally absorbed by the surface of the mask.
As for lens elements, the point is to have the light refraction happen inside the lens, which
is apparently not an option to apply thin sheet model.
Any one of interactions such as reflection, refraction, absorption and scattering in-
volves the surface of object or inside body of object. Surface property defines all the
actions dealing with the surface only. It is crucial to the coded aperture mask and artificial
targets, which are the only two elements to be considered with the reflection during the
entire simulation. That will be detailed in the following section. Material property, com-
paratively easy to understand, defines transmissive behaviour of rays during the propaga-
tion through object, which is only lens to be considered in our case. Moreoever, TracePro
provides a large variety of glass materials from main glass manufacturers, e.g. SCHOTT,
OHARA and Corning, sufficient for users to choose.
Illuminating rays have three formations defined in TracePro: Grid Source, Surface
Source and File Source. Grid source defines a grid pattern bounded in a grid boundary.
The grid pattern emits all the rays sampled within the grid boundary (either in rectangular
or annular area), as collimating, converging or diverging at an orientation as a whole.
Surface source is more used as simulating illuminating light source with limited sampling
number of broad bands from a surface while lack the flexibility in adjusting wavelengths
required for simulation. File source is a free form for building custom light source. By
creating coordinates of emitting points and end points, normal vector, up vector and flux
as an array of ray parameters, light source could be processed dramatically efficient than
the built-in source. Our simulations are mainly based on file source to create synthetic
scenario.
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(a) Front view of four targets, “C”, “R”, “U” and
“N”
(b) Front view of three targets, Square, Pentagon
and Triangle





























(c) Spectral characteristics for artificial targets illustrate green targets in (a) and (b) applied with
Green property, blue targets in (a) and (b) applied with Blue property, red targets in (a) and (b)
applied with Red property and purple targets applied with Purple property.
Figure 4.2: Artificial targets were created by TracePro in 3D mode for the detection of




Two groups of Artificial Targets were used in our simulations. A set of four characters
“C”, “R”, “U” and “N” shown in Fig. 4.2a was defined with four distinguishable optical
characteristics in Fig. 4.2c representing blue, red, purple and green colours, which was
used in the simulation of the SP-CASSI and UV-CASSI. The other set of geometrical
shapes Triangle, Pentagon and Square shown in Fig. 4.2b adopted Red, Blue and Green
property from the curves of optical characteristics, which was used in the simulation of
the DP-CASSI. All the targets are limited in an area of 1.664 mm×1.664 mm to accom-
modate the size of the coded aperture. Meanwhile, the reason of setting the mask size
to 1.664 mm is that would reduce the number of tracing rays in the simulation to save
the computer processing time. Note that the optical characteristics were custom created
in Matlab and imported in TracePro as Surface property, sampled in Matlab and later
interpolated by the program to respond those wavelengths beyond sampling wavelengths.
4.2.2 Coded Aperture
The code word of Random Pattern was generated by randomly shuffling the indices of
a core pattern for certain times, e.g.
[
0 1 0 1
1 1 0 1
0 1 0 0
1 0 1 0
]
which set the weight of openings in one
pattern, with 1 for the opening and 0 for the closing. The shuffling was achieved in
Matlab by the built-in function randperm The resulting partition of the core pattern is able
to control the area of consecutive zeros in the pattern not being too large to reconstruct
image. The pattern used in our simulation shuffled and stacked up the core pattern for 32
times to form a complete pattern of 128×128 and can be further extended to a larger scale
for the needs of an application, as a visual example shown in Fig.4.3. In the simulation,
physical size of coded aperture was adjusted depending on the requirement of dispersion
of system accordingly.
The pattern is defined as a Row-Column with matrix index in Matlab while a 3D
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Figure 4.3: An example of 128×128 Random Pattern.
geometrical object as the entity of pattern in simulation is required to be translated. The
process of the translation from Matlab to TracePro includes that, set matrix indices of
element zero, which indicates the opaque area, as central position in the minimum unit
element with its side length equal to smallest feature of coded aperture. The initial mask
was modelled in 3D structure and it was figure out that it was the reason causing an
extremely long time for simulation. Later on the mask was generated in thin sheet model
via macro program in Scheme Language to reduce redundant surfaces and processing time
has dropped from a week to several hours.
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4.3 Single-Prism CASSI
4.3.1 Layout of SP-CASSI
Following the prescription of Single-Prism CASSI designed in Sec. 3.4.1 by OSLO, the
individual components in such sequence, i.e. an objective lens, a coded aperture mask,
front imaging lens, equilateral prism, back imaging lens and plane detector, were placed
in TracePro as depicted in Fig. 4.4.
The vertex of the front surface of the front imaging lens was placed at origin of Trace-
Pro coordinate system as a system start point at which positive Y direction represents the
direction of upper vector of the system and positive Z direction represents the direction of
ray propagation. In other words, light rays go from the left to the right in Fig. 4.4. Despite
that the design in OSLO did not present the objective lens, any objective lens that is able
to provide a focused image at the coded aperture plane with image N.A. of 0.125 and not
much contribution to aberration could serve for the main body of SP-CASSI. Note that
no matter how fast F-number of objective lens can achieve or how large image N.A. can
be, the system performance is limited to the coded aperture as an aperture stop. Since the
patent as the base of the front imaging lens satisfies those conditions very well, a replica







Figure 4.4: Overview of Single-Prism CASSI modelled in silhouettes mode in TracePro.
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is, in other words, coded aperture lies on the plane where image plane of the objective
lens and the object plane of the front imaging lens are intersected.
4.3.2 Synthetic Scenario
A synthetic scenario is required to be built up for collecting the results of interaction be-
tween the designed system and illuminating rays. The basic idea of ray tracing simulation
is that imaging system acquires the reflected rays from a target, under certain amount
of illumination across the spectrum of interest. While in most experimental conditions,
the objective lens plays a great role in forming a focused image through collimated rays
emitted from a target at long distance (compared to focal length of imaging system) or
even at infinity. The collimated rays converge to the entrance of imaging system with a
certain range of FoV to composite a 2D image instead of a single point. Every single
one of the image pixels is actually corresponding to an object source at a specific azimuth
angle in object space. A 128×128 image, therefore, could correspond to 128×128 az-
imuth angles in the object space. Due to the property of grid source in TracePro that
it can only shoot parallel/convergent/divergent rays at one direction per grid source. To
such a number of azimuth angles, it is unachievable that tracing those rays within one
Figure 4.5: Conventional ray propagation should bend at principal plane.
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Figure 4.6: New ray tracing strategy to simplify the objective lens by emitting directly
from the principal plane.
single grid source. Instead, it has to consume a large amount of computer source to gen-
erate 128×128 number of grid sources. Consequently, setting 128×128 number of grid
sources could crash the software during the processing. In order to successfully realise the
ray tracing from a target, an alternative was acted due to the fact that in paraxial approx-
imation one thin lens can be simplified to a principal plane through which all collimated
rays from same azimuth angle would propagate to focus to a corresponding point at image
plane, in other words, a focused point at image corresponds to many points at principal
plane. Meanwhile, if we stand in image space and look towards object space, emitting
rays from all the points on the image could converge to a single point at principal plane
under homogeneous condition. Applying this concept to a thick lens or even a compli-
cated optical system, two principal planes are introduced by the oncoming direction of
collimated rays from the right side and the left side due to the thickness of system. The
rear principal plane is more often used for studying a lens system as it is defined by the
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incident rays from the left side following the conventional direction. The distance from
this plane towards image plane is defined as Effective Focal Length. As mentioned above,
when we do reverse-ray tracing (from right side to left side), emitting single ray from
all image points at image plane, e.g. 128×128 points, that would converge to a point at
second principal plane. Setting a divergent point source at second principal plane in the
right ray tracing direction (from left side to right right), therefore, manages to obtain the
128×128 image. To be summarised, this method replaced the conventional way that trace
the rays forming a point at image plane one by one, with tracing the rays forming multiple
points at image plane but reverse-converging to a point at principal plane once and for all.
Figure 4.7: 25 sampling target sources for SP-CASSI simulation.
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Figure 4.8: Beam orientation settings in TracePro.
It should also be noticed that the drawback of this method missed the fact that the realistic
principal plane is a spheric surface instead of a plane. The simulated image, therefore,
after the principal plane becomes an ideal image free from such aberrations as Spherical
Aberration, Distortion and Astigmatism. Considering that this work mainly focuses on
the performance of the main body of CASSI (imaging/relay lens plus dispersive prism),
we could accept a perfect objective lens in synthetic environment. However, the effect of
how good an objective lens affects on the entire system when at the stage of prototyping
cannot be negligible. In the previous example of 128×128 image simulation, every single
point at image plane receives only one ray, which could just basically achieve “one im-
age” in computer simulation. To be more realistic, increasing the number of the divergent
point source at second principal plane is of great essence to contribute to the diversity of
angles of oncoming rays in a single point. For the settings of the simulation of SP-CASSI,
25 sampling points have been chosen at the second principal plane of the objective lens
used for SP-CASSI, as shown in Fig. 4.7. This plane is limited to the aperture size of
entrance pupil as a radius of 3.125 mm and locates at 25 mm away from image plane. As
discussed in previous section, note that the aperture diameter of system determined by the
entrance pupil is set to 6.25 mm for the sake of F/4 system. To those 25 sampling points,
we uniformly selected ω = k ·π/8,k = 0,1, . . . ,15 circular angles at principal plane where
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Figure 4.9: Simulate sampling point source. Note that the Fans in settings means the grid
source emit or converge as a fan area instead of a single point or parallel rays.
two sampling points (maximum length and half length) were chosen at even angles and
one sampling point (maximum length) was chosen at odd angles, plus a central sampling
point. The point source is created using the basic built-in function called “Grid Source”.
The default beam orientation “Perpendicular to grid” in the settings of “Beam Setup” can
be changed to “Converge to point(Fans)” as shown in Fig. 4.8. The focal position is set
to the location of those 25 sampling points. By doing this, a convergent ray fan would go
through the sampling point and diverge from that point to spread in the space. However,
due to that principal plane is just a virtual plane for locating sampling points, the geom-
etry rays could not bend without any lens between the principal plane and image plane.
Therefore, in order to achieve a 128×128 image at image plane, the grid source for gen-
erating sampling point source locates at which mirror-symmetrically rotate the image as
the principal plane. Set the grid source to the same size as the required size of image and
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increase the grid sampling rate to 256×256 to ensure the quality of image. The resulting
source in Fig. 4.9 shows 3 out of 25 sampling point sources emitting from−25 mm to the
principal plane and striking the image plane at 25 mm to the principal plane. Those 3 grid
sources converge to the point (3.125,0), (−3.125,0) and (−2.21,2.21) at the principal
plane.
4.3.2.1 Artificial Targets
After solving the problem of building up source rays for imaging, the system still requires
the rays from target with specific physical geometry and distinguishable spectral char-
acteristics to truly verify the capability of compressive snapshot imaging. Four synthetic
(a) Custom spectral characteristic - Blue (b) Custom spectral characteristic - Red
(c) Custom spectral characteristic - Purple (d) Custom spectral characteristic - Green
Figure 4.10: Custom spectral characteristics for synthetic targets, “C” (upper left), “R”
(upper right), “U” (lower left) and “N” (lower right).
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targets, therefore, were designed in character-shape pattern, “C”, “R”, “U” and “N”, using
“Thin Sheet”, one of 5 built-in “Primitive solid” types in Fig. 4.2a, which offers no thick-
ness but remains the surface property for reflection and absorption. The spectral char-
acteristics applied for each one of synthetic targets were custom created in Matlab with
their own spectral peaks distinguishable from each other. Concretely, the spectral curve
Blue for the target “C” has a range from 430 nm to 470 nm with high reflectance above
50% and 500 nm afterwards with 10%, corresponding to the blue colour in spectrum. The
spectral curve Red for the target “R” stays at low reflectance around 10% from 400 nm
until at 600 nm dramatically rises up to 80%, corresponding to the red colour in spectrum.
The spectral curve Purple for the target “U” contains uniquely two peaks around 80% in
450 nm and 650 nm afterwards while stays below 50% in the most of spectrum (500 nm
to 630 nm), corresponding to the purple colour in spectrum. The spectral curve Green
for the target “N” has the reflectance above 60% across 520 nm to 560 nm and remains
below 40% apart from that, corresponding to the green colour in spectrum. Apart from
managing to achieve multispectral synthetic targets required by the system, there is also
a system requirement in space domain that image of synthetic targets formed by the ob-
jective lens could highly match the coded aperture pattern to realise the “punch”. Using
the method discussed above is able to realise the matching between image of target and
coded aperture pattern while the problem is how to collect the reflected information from
the synthetic targets since the source rays virtually emit from the principal plane. The
solution is a “Twice Reflection” method using built-in function “Exit surface”. Briefly,
this function allows users collecting rays at an intermediate surface during the propaga-
tion and continuing the ray tracing by importing the collected ray data on another surface.
The surface designated to collect rays is set to “Exit surface” and exports rays either in
propagating direction or in reverse propagating direction. By applying this method, the
targets are modelled within the scale of the coded aperture (1.664 mm×1.664 mm) as the
anticipated image focused onto the coded aperture and set to “Exit surface” for collecting
those rays that come from 25 sampling point sources and would reflect from the targets
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(a) Target source shown in “RGB color” mode




















(b) Target source shown in Matlab
Figure 4.11: Custom target sources used to project onto coded aperture, containing 32
spectral bands in 256×256 pixels.
in reverse propagating direction, since we need to know how many rays reflect, which is
called First Reflection. Then emit the collected ray data at which coded aperture is and
collect those rays at the location where 25 sampling point sources emit, applying “Exit
surface” on 25 surfaces as 25 sampling point sources lead to 25 azimuth angles, which
is called Second Reflection. To be more realistic for the simulation, 32 spectral bands
from 450 nm to 650 nm were used to uniformly illuminate the targets. After applying the
aforementioned process and collecting the ray data, Fig. 4.11 shows the final image of the
target source to be further projected onto the coded aperture, wherein 25×256×256×32
total rays with 1 flux per ray were filter out at some point by the targets.
4.3.3 SP-CASSI Simulation Results
For the TwIST algorithm used to reconstruct images, there are two inputs to be collected
in the simulation: the measurement and the calibration data. The measurement is detected
by system detector as a multiplex dataset in 2D spatial dimension. The calibration data is
collected using monochromatic light source to illuminate the coded aperture directly and
the resulting projections onto the system detector. The details to realise those two steps
will be explained as follows.
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Figure 4.12: Detector measurement collected from TracePro were cropped to an im-
age of 256×318 pixels displayed in Matlab. The raw measurement were pixelated by
a 512×512 detector with 6.5 µm pitch.
4.3.3.1 Measurement Acquisition
The measurement is the result by directly projecting target source onto the coded aperture,
following the description in last section. Since the dispersion capability of single prism
was designed for 32 coded aperture pixel shift in spatial domain with 1 coded aperture
pixel equal to 2 detector pixels, the resulting measurement was detected as a 256×318
pixel image, wherein 256+(32−1)×2 = 318, by a 512×512-pixel detector with small-
est feature 6.5 µm. Figure 4.12 shows the overall dispersion area of the measurement
cropped from 512×512 raw data, the region of which is Row 123 to 440 and Column
129 to 384. From Fig. 4.13, it is more clear to see that a shaded area of each character
was shifted along the vertical direction by the effect of dispersion, where the raw image
was upside down for a better visualisation, resulting in short wavelength at top and long
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Figure 4.13: Detector measurement shown in intensity.
wavelength at bottom. Moreover, compared to the reference of their own spectral char-
acteristics, both character “C” and character “R” have their own peak spectral response
at either short wavelength or long wavelength and thus their intensity changes gradually.
Compared to “C” and “R”, character “U” and “N” have significant brightness due to the
fact that for “U” its two peaks at short wavelength and long wavelength overlapped each
other and that for “N” higher spectral response are more centralised in middle wave-
lengths. Moreover, it can be noticed that the partial overlapping exists between too close
characters, i.e. long wavelength in “C” with short wavelength in “U” and long wavelength




(a) calibration 451 nm
475 nm
(b) calibration 475 nm
514 nm
(c) calibration 514 nm
544 nm
(d) calibration 544 nm
587.5 nm
(e) calibration 587.5 nm
642.5 nm
(f) calibration 642.5 nm
Figure 4.14: 6 monochromatic frames selected from 32 calibration channels demonstrate
the calibration data.
4.3.3.2 Calibration Acquisition
Calibration data correspond to the measurement matrix H in Eq. (2.26) which has been
discussed in the introduction. The measurement matrix authentically reflects the sys-
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tem response to incoming signal, including aberration, magnification, dispersive displace-
ment etc. In our case, the acquisition of the calibration data involve the location of each
monochromatic frames at detector and by knowing that the reconstruction can be carried
out. However, in practical experiments, due to the requirement of monochromatic light
source, the calibration data could not be acquired by just one single shot. What was worse,
it took long time to tune narrow bands across the spectra of interest in order to locate the
calibrated wavelengths serving linear displacement. Taking advantage of ray trace soft-
ware, the calibration can be achieved at one single shot by using one light source with
all the bands of interest. The calibrated bands, which became prior knowledge when the
system was designed, can be separately saved as text file for further processing.
Concretely speaking, the step to conduct the calibration procedure for SP-CASSI sim-















(a) calibration 451 nm

















(b) calibration 587.5 nm

















(c) calibration 642.5 nm



















Figure 4.15: 3 monochromatic calibration frames in comparison with the reference of
coded aperture.
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(a) calibration 451 nm























(b) calibration 587.5 nm


















(c) calibration 642.5 nm








Figure 4.16: Zoomed-in 3 monochromatic calibration frames in comparison with the ref-
erence of coded aperture.
ulation is to create 32-band uniform light source from 450 nm to 650 nm to illuminate the
coded aperture at once, using the aforementioned method of building up 25 sampling point
sources. Figure 4.14 shows 6 out of 32 monochromatic frames selected from uncropped
512×512×32 calibration datacube, which are 451 nm and 475 nm from short wave-
length zone, 514 nm, 544 nm and 587.5 nm from middle wavelength zone and 642.5 nm
from long wavelength zone, presenting in the CIE 1964 colour scheme with 1 nm resolu-
tion. In the figure, it can be seen that the location of monochromatic frame moves upwards
with the wavelength increasing, which complies the distribution of single pixel disper-
sion at the design stage. Particularly comparing three main frames 451 nm, 587.5 nm and
642.5 nm displayed in intensity by Matlab, it can be noticed that the effect of central bright
spot surrounded by bright rings exists in each frame in Fig. 4.15, which is because the
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system aberration caused non-uniform results. The pattern shape in calibration 451 nm
was distorted more severely than in other two bands. The zoomed-in part in Fig. 4.16
shows calibration 451 nm was less focused than other two wavelengths, demonstrating
the system aberration mainly exists in short wavelength.
4.3.3.3 Reconstruction Results





















(a) Reconstructed spectral characteristics of “C”





















(b) Reconstructed spectral characteristics of “R”





















(c) Reconstructed spectral characteristics of “U”





















(d) Reconstructed spectral characteristics of “N”
Figure 4.17: Reconstruction results of spectral characteristics of four targets “C”, “R”,
“U” and “N”. The abscissa represents the spectrum in nm and the ordinate represents the
unit-less normalised reflectance.
Spectral estimate is one of main results in the simulation. The estimate of spectral
characteristics in Fig. 4.17 shows the meane value of 10×10 selected area on the recon-
structed targets. The highlight area as an example in Fig. 4.18 was the region of interest
with upper left corner at (225, 274) on the target “N” at frame 21, 550 nm. The reason
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Figure 4.18: A 10×10 area was selected on the reconstructed target “N” in frame 21
why choose such ROI is that ROI can cover the main spatial area of target, not cross the
size of reconstructed targets. For the same spectral characteristics curve is made up of






where X denotes the mean value of the selected ROI at same location of targets across
all the calibration wavelengths. Xmax denotes the maximum value and Xmin denotes the
minimum value among 32 chosen area. For the figure, it can be read that overall trend of
recovered curves for all the targets are mostly matched with the reference, while there ex-
ist 20.45% error in character “C”,11.05% error in character “R”, 25.19% error in character
“U” and 10.54% error in character “N”, where the error was the area difference between
the reconstructed curve and the reference divided by the total area of the reference, cal-
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culated by using built-in Matlab function trapz which calculates the integration area via
the trapezoidal method. Please refer to the Matlab online help for further information.
The large error that over 25% on “U” could be linked to the inaccurate calibration data
corrupted by system aberration which results in the non-uniform error in monochromatic
calibration frames. This misalignment due to system aberration can be solved by fur-
ther optimising optics. Spatial reconstruction present in Fig. 4.19 with 1964 CIE colour
451 nm 454.5 nm 458.5 nm 462.5 nm 466.5 nm 470.5 nm
475 nm 479.5 nm 484 nm 488.5 nm 493 nm 498 nm
503.5 nm 508.5 nm 514 nm 519.5 nm 525.5 nm 531.5 nm
537.5 nm 544 nm 550.5 nm 557.5 nm 564.5 nm 572 nm
579.5 nm 587.5 nm 596 nm 604.5 nm 613.5 nm 623 nm
632.5 nm 642.5 nm
Figure 4.19: Reconstruction of SP-CASSI measurement shows 32 monochromatic cali-
bration channels, displayed in 2D spatial dimension with 1964 CIE colour scheme applied
for visualisation. Note that the colour scheme used here does not appear the targets’ spec-
tral characteristics but just for visualisation.
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scheme serving visualisation purpose. The reconstruction is clear enough to identify the
shape of the characters while it can be seen that the spatial reconstruction of “U” appears
in most of calibrated frame, especially incorrectly enhanced at 503.5 nm to 531.5 nm,
which matches the estimate of spectral characteristic.
4.4 Ultraviolet-Visible CASSI
4.4.1 Layout of UV-CASSI
Figure 4.20: 3D system model of Ultra-Violet CASSI in TracePro under the ray propaga-
tion of 650 nm.
Following in specifications described in [98], the UV-CASSI was modelled in Trace-
Pro as shown in Fig. 4.20. The vertex of the first surface of the UV-CASSI is placed
at origin of coordinate system, followed by the relay optics and a total track of 33 mm
double amici prism. The detector is designed in a thin-sheet solid model, resulting in no
thickness, placed at 342 mm to the origin. The entire system faces towards the negative Z
direction, therefore, the coded aperture stays at −40 mm away from the vertex of the first
surface of the UV-CASSI.
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Figure 4.21: 128×128 random pattern for UV-CASSI.
4.4.2 Ray Tracing Strategy
Ray tracing strategy was the same as described in the simulation of SP-CASSI while there
is a slight modification to match the F-number of the relay optics, the target sources were
set to accommodate the objective lens which has a focal length of 50 mm with image nu-
merical aperture 0.0625. The file source for emitting an uniform illumination onto coded
aperture was reduced to 14 bands due to the resolution raised to 14.8 mm on detector, the
illuminating area thus increasing to 1.8944 mm×1.8944 mm of a 128 p×128 pattern as
shown in Fig. 4.21. The increase of smallest feature of coded aperture to 2× detector
pixel is due to the experimental conclusion that the adjacent pixels could be highly cor-
rupted by unexpected factors, e.g. system aberration caused by manufacturing errors. In
such case, our simulation adopts double detector pixel to be 14.8 mm.
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Figure 4.22: Detector measurement collected from TracePro were cropped to an im-
age of 256×282 pixels displayed in Matlab. The raw measurement were pixelated by
a 512×512 detector with 7.4 µm pitch.
4.4.3 UV-CASSI Simulation Result






Figure 4.23: Detector measurement shown in intensity. The light area represents high
intensity and the the dark (blue) area represents low intensity.
As we can see from Fig. 4.22, the measurement taken from a 512×512 detector in
simulation was cropped to an image of 256×282 pixels. 14 band dispersion displacement
results in a total of 2 × (14− 1) CA pixels = 26 detector pixles. It should be noticed
that the actual dispersion direction from short wavelength to long wavelength is from the
top to the bottom, just like the shifting direction of CA pattern in Fig. 4.24a, Fig. 4.24b
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(a) calibration 456.7 nm















(b) calibration 499.7 nm














(c) calibration 650.4 nm














Figure 4.24: Partial 3 monochromatic calibration frames in comparison with the reference
of coded aperture. The calibration 456.7 nm and 499.7 nm have a clear pattern while
calibration 650.4 nm is blur.
and Fig. 4.24c, while both Fig. 4.22 and Fig. 4.23 are turned upside down to demonstrate
the image more naturally, which results in a position relationship between character “C”
and “R” differed from Fig. 4.12, despite the fact that they are the same targets in both
simulations. Besides, it can be noticed that character “R” and “N” did not overlap with
each other after multiple bands shifted. In Fig. 4.24, the monochromatic calibration
frames present uniform intensity within the frame, average intensity of individual frames
changing as a function of wavelength. It is quite clear to notice no obvious aberration
exists among three main frames compared to the ideal coded aperture pattern, which could
be due to a small numerical aperture that make the system close to a paraxial approximated
condition to the illuminating rays and then much ease the system aberration.
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Figure 4.25: Convergent rate of the TwIST algorithm running UV-CASSI results.
As the calibration data was quite close to the ideal pattern and nearly free of aberra-
tion, the reconstruction results of spectral estimate in Fig. 4.26. The error between the
reconstructed curves and the reference one has 20.88% in character “C”, 1.32% in charac-
ter “R”, 7.58% in character “U” and 8.72% error in character “N”. Spatial reconstruction
in Fig. 4.27 can be expected to be satisfactory under TwIST tuning parameter τ = 0.05
and 100 iterations. With the number of calibrated wavelengths reduced from 32 bands to
15 bands, the estimate quality of individual targets in a single frame have been improved
compared to Fig. 4.27 and SP-CASSI results in Fig. 4.19.
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(a) Reconstructed spectral characteristics of “C”














(b) Reconstructed spectral characteristics of “R”














(c) Reconstructed spectral characteristics of “U”














(d) Reconstructed spectral characteristics of “N”
Figure 4.26: Reconstruction results of spectral characteristics of four targets “C”, “R”,
“U” and “N”. The abscissa represents the spectrum in nm and the ordinate represents the
unit-less normalised reflectance.
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445.67 nm 466.4 nm 476.8 nm 487.9 nm
499.7 nm 512.3 nm 525.9 nm 540.3 nm
555.7 nm 572.2 nm 589.9 nm 608.7 nm
628.8 nm 650.4 nm
Figure 4.27: Reconstruction of UV-CASSI measurement shows 14 monochromatic cali-
bration channels, displayed in 2D spatial dimension with 1964 CIE colour scheme applied
for visualisation.
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Figure 4.28: Ray propagation in the DP-CASSI at air gap of 4.64 mm.
4.5 Dual-Prism CASSI
As a wavelength-tuneable dispersive system, 5 simulations by varying the distance of
air gap from 3.44 mm to 5.04 mm have been conducted to demonstrate the capability of
tuning calibrated wavelengths without replacing any optics.
4.5.1 Layout of DP-CASSI
The structure of DP-CASSI was optimised at air gap of 4.64 mm and final version is
displayed in a ray propagation diagram in Fig. 4.28. Due to unique feature that optical
axis after the prism would generate a spatial offset in sagittal plane, the detector had
to be moved to a new location where the central wavelength 550 nm could always stay
focused at the central point on the detector. The resulting location of detector at current
air gap is −4.485 mm, which indicates the shift of detector is below the original optical
axis. By doing that for another 4 sets of air gap, the resulting locations are −3.874 mm at
3.44 mm, −4.047 mm at 3.84 mm, −4.221 mm at 4.24 mm and −4.485 mm at 5.04 mm.
The above relocation of the detector was pre-calculated by building a custom function in
OSLO using its feature macro language, Compile Command Language, which save the
inconvenience to adjust this change. As the overview of the DP-CASSI shown above, the
vertex of the first surface of relay lens was placed at the origin of the coordinate system,
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facing towards negative Z direction. Coded aperture mask was placed at −87.7 mm away
from the origin. A total track of 18.97 mm dual-prism was placed after the relay lens
about 12 mm and last surface to image plane is 33.6 mm.
4.5.2 Ray Tracing Strategy
Different from previous ray tracing strategy in SP-CASSI or UV-CASSI, the DP-CASSI
after optimisation has been adjusted to an object numerical aperture of 0.05 and magni-
fication of −0.8, in order to balance aberration. Since this numerical aperture is quite
small, ray tracing strategy was simplified as in praxial condition using collimating rays
by the built-in grid source, instead of constructing a series of file sources at high expense
of processing time. The incoming target rays to the coded aperture were directly illumi-
nated by the uniform grid source set with 256×256 sampling rays, doubly sampling the
target as the coded aperture used in this case is 128×128. The number of wavelengths
was adjusted in accordance with the requirement. The acquisition of calibration data was
according to this strategy while collimating rays directly illuminated the coded aperture
under uniform irradiance.
4.5.3 DP-CASSI Simulation Results
Like all other CASSI, the DP-CASSI also requires a spectral calibration to identify the
spectral characteristic of the system. Meanwhile unlike all other CASSI, calibrated wave-
lengths need to be recalibrated and collected again whenever the air gap of the DP-CASSI
changes due to its main feature of wavelength shifting. The corresponding location of the
detector is adjusted as well to align the location of central wavelength to the central point
of the detector. This step was calculated in OSLO to automatically align the detector and
directly translate into TracePro.
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(a) Spatial-spectral multiplexed raw grey scale
image of 3 targets
(b) Colour images of 4 reconstructed frames
Figure 4.29: Results of the DP-CASSI at air gap of 4.24 mm with a spatial-spectral mul-
tiplexed raw image in grey scale and 4 reconstructed frames reconstructed by TwIST with
the regularizer tuning parameter τ = 0.5.
4.5.3.1 Initial DP-CASSI Simulation
At our first simulation of the DP-CASSI, a wide spectral range of about 50 bands across
400 nm to 700 nm was required as calibration wavelengths in order to achieve a better dis-
persive displacement compared to the previous CASSIs. By applying this idea, a small-
est feature of 6.5 µm was considered as minimum distance between adjacent calibration
wavelengths. Simulation of the DP-CASSI under this consideration was conduced with
three same objects in Fig. 4.2b by applying three different air gaps of the dual prism
at 4.24 mm, 4.64 mm and 5.04 mm accordingly. One of the multiplexed results in Fig.
4.29a together with the TwIST algorithm applied for reconstruction in Fig. 4.29b, were
obtained using regularizer tuning parameter τ = 0.5. The quality of the images shown
in Fig. 4.29b is seen to be fair and it exibits certiain degree of blurring while smoothly,
which could be tuned by changing the regualrizer tuning parameter.
The regularization tuning parameter τ in Eq. (2.26) balances the optimisation between
the spatial resolution and the spectral accuracy of the multiplex image decompression. It
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Figure 4.30: The effect of the reconstructions for the red triangle target by using a range
of regularizer tuning parameters τ from 0.01 to 0.5 was shown. It is seen that the smaller
the τ (e.g. 0.02 and 0.01) the better is the spectral reconstruction accuracy.
is seen that the larger value of τ (e.g. τ = 0.5) gives more spectral errors in Fig. 4.30
while at the same time it exhibit higher degree of spatial smoothness in Fig. 4.31. The
correct regularization parameter could be optmised in principle under certain constraints;
however, this could be developed in the future due to the work in the thesis mainly focus-
ing on optical design and the reconstructed results of the red target, Triangle, in Fig. 4.30
were not matched with the ground truth very well by varying the parameter τ from 0.01
to 0.5, wherein the best choice of τ is 0.01 among current options.
By fixing the parameter τ to 0.01, Figure 4.32 plots a few normalised reflectance of an
averaged 20×20 pixels for three air gap simulations in three different colour objects. The
error bars shown in the figure are the standard deviation over the 400 pixels in the selected
ROI. Note that from the recovered spectra it can be found the spectral reconstructions have
a very large deviation to the reference curves with 31.84% error in Red, 25.05% in Blue
and 10.39% in Green. This is believed partly due to the optical aberration and partly to the
large calibration wavelengths to affect the accuracy of spectral reconstruction. Therefore,
in the next simulation, this will be improved by reducing the spectral range from 400 nm
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Figure 4.31: Highlight the effects of the tuning parameter τ in the TwIST algorithm for
two wavelengths at 508.5 nm and 580 nm: upper panel τ = 0.1 and lower panel τ = 0.5.
It is seen that the reconstructed image blur is stronger for larger τ .
to 700 nm to 450 nm to 650 nm and raising the current smallest feature 6.5 µm, which
results in a significantly drop in the number of wavelength from 50 bands to 15 bands.
The details of the investigation in the number of calibration wavelengths associated with
image recovery quality will be included in a to-be-submitted paper.
119
(a) Estimate of spectral characteristic of Red Tri-
angle
(b) Estimate of spectral characteristic of Blue
Pentagon
(c) Estimate of spectral characteristic of Green
Square
Figure 4.32: The estimate of spectral characteristics for 3 targets using combined results
of 3 different air gaps are shown. In all cases the reconstruction data is represented by the
mean of 20×20 pixel ROI with standard deviation as error bars and to compare with that
of the ground truth shown in solid line.
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4.5.3.2 Second DP-CASSI Simulation
Following the results of the initial DP-CASSI simulation, the calibration wavelengths us-
ing in this case were sampled with smallest feature 13 nm doubly increased and narrowed
down with 449.7 nm to 651.8 nm as demonstrated in Table 3.3. The air gap was expanded
from initial 3 air gaps to 5 sets: 3.44 mm, 3.84 mm, 4.24 mm, 4.64 mm and 5.04 mm,
with respect to 13, 14, 15, 16 and 16 bands. Based on the confirmation of system aligned
to central wavelength, the main feature that wavelength tuning as the air gap changes
can be tracked in Fig. 4.34, showing the prior channel to the central wavelength was in-
deed shifted from 533.4 nm to 536.9 nm with the proof that intensity and geometry shape
changed within two marked areas of [28:32, 21:26] and [26:31, 47:52] due to system
response to different wavelengths.
Calibration data was captured as the example frame 550 nm at air gap of 3.44 mm in
Fig. 4.33a. The calibration frame of the central wavelength 550 nm is critical to be aligned
at the centre of image plane for locating all the calibration wavelengths. To confirm the
alignment of the central wavelength frame, Fig .4.33f demonstrates a zoomed-in area of
67×42 from all the central wavelength frames at all 5 air gaps. It is seen that the sampling
point [21 38] remain the same spot across 5 frames. The pattern images generally remain
the same at Gap1, Gap2 and Gap3 while the pixel intensity at Gap1 is dropped by a factor
of 2 compared to Gap2 and Gap3 due to the aberration error. Slight expanding of pixels
at upper panel can be found at Gap4 and Gap5. It is believed that systems under such 5
air gaps have been fully aligned.
As the key feature, the wavelength shift was confirmed in Fig. 4.34, showing the
condition of two selected areas [28:32, 21:26] and [26:31, 47:52] on the channel of −1
pixel shift to the central channel at all 5 air gaps. The patterns in both marked areas in the
figure stay same while the wavelengths present differently, which indicates the wavelength
shifting.
Main reconstruction results of those 5 setups have been demonstrated as follows,
• Gap1 - 3.44 mm: Fig. 4.35 shows the reconstruction of 13 channels in spatial
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(a) An area of 67×42 in 550 nm calibration
frame at air gap of 3.44 mm was selected to
zoomed-in for further comparison
Gap1 3.44mm - 550nm














[R,G,B]: [0.2392 0.149 0.6588]
(b) Zoomed-in region at air gap of 3.44 mm
Gap2 3.84mm - 550nm














[R,G,B]: [0.1961 0.4824 0.9882]
(c) Zoomed-in region at air gap of 3.84 mm
Gap3 4.24mm - 550nm














[R,G,B]: [0.1961 0.4824 0.9882]
(d) Zoomed-in region at air gap of 4.24 mm
Gap4 4.64mm - 550nm














[R,G,B]: [0.1961 0.4824 0.9882]
(e) Zoomed-in region at air gap of 4.64 mm
Gap5 5.04mm - 550nm














[R,G,B]: [0.1961 0.4824 0.9882]
(f) Zoomed-in region at air gap of 5.04 mm
Figure 4.33: Zoom in the same area at each air gap, as marked in red rectangular region
of 67×42 pixels at 550 nm calibration frame to compare the central frame under different
air gaps. A point [21 38] as a reference mark was point out in all the frames to align the
location of the pattern at each air gap, wherein the intensity at that point at Gap2 to Gap5
have same value while the intensity at Gap1 dropped from 8.52×109 to 2.38×107.
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domain. Fig. 4.40 shows the spectral estimate of three objects.
• Gap2 - 3.84 mm: Fig. 4.36 shows the reconstruction of 14 channels in spatial
Gap1 3.44mm - 533.4nm












(a) Tracking areas at 533.4 nm
Gap2 3.84mm - 534.5nm












(b) Tracking areas at at 534.5 nm
Gap3 4.24mm - 535.4nm












(c) Tracking areas at at 535.4 nm
Gap4 4.64mm - 536.2nm












(d) Tracking areas at 536.2 nm
Gap5 5.04mm - 536.9nm












(e) Tracking areas at 536.9 nm
Figure 4.34: Two areas:[28:32, 21:26] and [26:31, 47:52] are marked in one channel prior
to the channel where central wavelength is at five air gaps. By moving one channel with
step 13 µm forwards at detector, the spectral shifts from 533.4 nm to 536.9 nm.
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domain. Fig. 4.41 shows the spectral estimate of three objects.
• Gap3 - 4.24 mm: Fig. 4.37 shows the reconstruction of 15 channels in spatial
domain. Fig. 4.42 shows the spectral estimate of three objects.
• Gap4 - 4.64 mm: Fig. 4.38 shows the reconstruction of 16 channels in spatial
domain. Fig. 4.43 shows the spectral estimate of three objects.
• Gap5 - 5.04 mm: Fig. 4.39 shows the reconstruction of 16 channels in spatial
domain. Fig. 4.44 shows the spectral estimate of three objects.
From the figures, it can be seen that those spatial reconstructions are sharp and clear
enough to identify the types of targets and especially be able to tell the edge with a high ac-
curacy, compared to the existence of image blurring in Fig. 4.29b. Likewise, the estimates
of spectral characteristics at all 5 air gaps are highly matched with the ground truth. The
simulation of the DP-CASSI by reduction of number of calibration wavelengths achieved
the reconstruction results with higher quality in terms of both spatial and spectral domain.
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453.1 nm 461.9 nm 471.4 nm 481.6 nm
492.8 nm 505.1 nm 518.6 nm 533.4 nm
550 nm 568.5 nm 589.3 nm 612.9 nm
640 nm
(a) Reconstruction of 13 channels by TwIST algorithm with tuning parameter τ = 0.05


















(b) Convergent rate curve of TwIST algorithm running estimate for the data of air gap of 3.44 mm
Figure 4.35: Reconstruction data for the measurement captured by the DP-CASSI with
air gap of 3.44 mm.
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449.7 nm 457.7 nm 466.1 nm 475.3 nm
485.2 nm 495.9 nm 507.6 nm 520.4 nm
534.5 nm 550 nm 567.3 nm 586.5 nm
608.1 nm 632.6 nm
(a) Reconstruction of 14 channels by TwIST algorithm with tuning parameter τ = 0.05



















(b) Convergent rate curve of TwIST algorithm running estimate for the data of air gap of 3.84 mm
Figure 4.36: Reconstruction data for the measurement captured by the DP-CASSI with
air gap of 3.84 mm.
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454.1 nm 461.8 nm 470 nm 478.9 nm
488.4 nm 498.7 nm 509.9 nm 522.1 nm
535.4 nm 550 nm 566.2 nm 584 nm
604 nm 626.4 nm 651.8 nm
(a) Reconstruction of 15 channels by TwIST algorithm with tuning parameter τ = 0.05




















(b) Convergent rate curve of TwIST algorithm running estimate for the data of air gap of 4.24 mm
Figure 4.37: Reconstruction data for the measurement captured by the DP-CASSI with
air gap of 4.24 mm. 127
451 nm 458 nm 465.5 nm 473.5 nm
482.1 nm 491.3 nm 501.2 nm 511.9 nm
523.5 nm 536.2 nm 550 nm 565.2 nm
581.9 nm 600.4 nm 621 nm 644.2 nm
(a) Reconstruction of 16 channels by TwIST algorithm with tuning parameter τ = 0.05



















(b) Convergent rate curve of TwIST algorithm running estimate for the data of air gap of 4.64 mm
Figure 4.38: Reconstruction data for the measurement captured by the DP-CASSI with
air gap of 4.64 mm.
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454.8 nm 461.7 nm 469 nm 476.7 nm
485 nm 493.9 nm 503.5 nm 513.8 nm
524.9 nm 536.9 nm 550 nm 564.3 nm
580 nm 597.2 nm 616.3 nm 637.6 nm
(a) Reconstruction of 16 channels by TwIST algorithm with tuning parameter τ = 0.05




















(b) Convergent rate curve of TwIST algorithm running estimate for the data of air gap of 5.04 mm
Figure 4.39: Reconstruction data for the measurement captured by the DP-CASSI with
air gap of 5.04 mm.
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(a) Spectral estimate of Triangle object














(b) Spectral estimate of Square object














(c) Spectral estimate of Pentagon object
Figure 4.40: Estimate of spectral characteristics of three targets at air gap of 3.44 mm.
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(a) Spectral estimate of Triangle object














(b) Spectral estimate of Square object














(c) Spectral estimate of Pentagon object
Figure 4.41: Estimate of spectral characteristics of three targets at air gap of 3.84 mm.
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(a) Spectral estimate of Triangle object














(b) Spectral estimate of Square object














(c) Spectral estimate of Pentagon object
Figure 4.42: Estimate of spectral characteristics of three targets at air gap of 4.24 mm.
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(a) Spectral estimate of Triangle object














(b) Spectral estimate of Square object














(c) Spectral estimate of Pentagon object
Figure 4.43: Estimate of spectral characteristics of three targets at air gap of 4.64 mm.
133














(a) Spectral estimate of Triangle object














(b) Spectral estimate of Square object














(c) Spectral estimate of Pentagon object
Figure 4.44: Estimate of spectral characteristics of three targets at air gap of 5.04 mm.
134
4.5.4 DP-CASSI Tolerance Analysis
The tolerance analysis of the DP-CASSI is to investigate the minimum distance of air
gap yielding the wavelength shift for a better understanding of tuning wavelength. In our
case, the shortest wavelength among calibration spectral bands in the second simulation
of the DP-CASSI is 449.7 nm which yields maximum dispersion displacement due to
Snell’s law. Through Eq. (3.40) to Eq. (3.44), wavelength 449.7 nm has a displacement
of −117.9397 µm relative to the central wavelength at air gap of 3.84 mm. The location
of frame 449.7 nm can be found out to be [150:363, 168:381] at image plane through
monochromatic illumination. The corresponding dispersion pixel sampled by pixel pitch
13 µm is −9. Therefore, to the tolerance of one pixel, which means control the location
variation within [-9.5 -8.5], the corresponding range of air gap is [4.16 3.50]. The location
of frame 449.7 nm at air gap of 4.16 mm and 3.50 mm is [150:363, 170:382] and [150:363,
167:380], which is controlled within the tolerance as the pixel pitch of monochromatic
image is 6.5 µm which is 2× sampling rate to dispersion pixel pitch, resulting in 2 pixels.
Since the image used in reconstruction was sampled by pixel pitch of 6.5 µm, the range
of air gap [4.16 3.50] would not represent the wavelength frame unshifted. Therefore, we
further restricted the tolerance of air gap to control the wavelength totally unshifted. The
resulting images in Fig. 4.45 shows the maximum air gap for unshifted pattern is between
3.76 mm and 3.88 mm, compared to the air gap 3.84 mm yielding calibration spectral band









where N is the total number of pixels. I denotes the pixel in the reference frame and
J denotes the pixel in the comparison frame. The MSE between frame at 3.84 mm and
3.76 mm is 0.0197 and The MSE between frame at 3.88 mm and 3.76 mm is 0.0154. The
tolerance in this case is −0.08 mm and 0.04 mm.
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Frame 449.7nm at 3.84mm
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(a) Frame 449.7 nm at 3.84 mm
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(b) Frame 449.7 nm at 3.76 mm
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(c) Frame 449.7 nm at 3.88 mm
Figure 4.45: The air gap 3.76 mm and 3.88 mm are the minimum distance to keep wave-
length 449.7 nm unshifted.
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This PhD study concerns with Snapshot Spectral Imaging (SSI) technology specifically
the enhancement of the Coded Aperture Snapshot Imaging (CASSI) system for future
practical applications. The work including the structure improvement of SD-CASSI and
the design of DP-CASSI has been done through the optical design software OSLO and
the simulation software TracePro. CASSI fundamental properties with respect to the CS
theory and optical design idea have been thoroughly understood by comparatively studing
previous CASSI prototypes and improving one of them in terms of optical performance
by simulation, which has built up a solid foundation. Based upon that, the DP-CASS has
been proposed and achieved a novel snapshot spectral imager with dynamic wavelength
tuneability in simulation. Lack of experimental verification needs to be accomplished in
the future.
The detailed content of the thesis can be summarised as follows:
• Fundamental properties of CASSI system
1. Optimisation of the Single-Disperser CASSI:
Details of the design and optimisation of the Single-Prism CASSI (SP-CASSI)
and the simulation of the Ultraviolet-Visible CASSI (UV-CASSI) using OSLO
and ray tracing software TracePro have been given in this thesis. The optimi-
sation was conducted with a mirror sets of two imaging optics which exhibits
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small aberration even for relatively small focal length (25 mm) of the objective
lens utilised in this study. Note that a virtual objective lens has been deployed
in these CASSI systems for simulation and asymmetric distortions still exist
with around 0.9% at 450 nm and 0.6% at 650 nm, due mainly to the aberra-
tions intrinsic to the single prism. This aberration is seen to reduce somewhat
when the single prism is replaced by the Double Amici prism which adopts a
direct-view structure leading to a more symmetrical dispersion. As a compar-
ison, the UV-CASSI configuration exhibits smaller aberration than that of the
Double-Amici CASSI (DA-CASSI) when the dispersive element is placed in
the collimating space of the relay lens (see below for more information).
2. Optical analysis of the DA-CASSI:
The aberrations of the DA-CASSI for combinations of 5 groups of lens mate-
rials have been critically assessed in the thesis. The study concerns the effect
of aberrations for various optics configurations of the DA-CASSI. The anal-
ysis revealed that the aberration was substantially increased when the Double
Amici prism was placed at the system’s focal range. This aberration was seen
to reduce somewhat when the relative distances between the relay lens/double
amici prism/detector were adjusted.
• Proposed spectral tuneable SSI in a Dual-Prism configuration (DP-CASSI)
1. Design and optimisation for the DP-CASSI:
Details of the optical design and the performance of the spectral tuning as-
sessed by ray tracing have been given. This may present a first study for using
such simple optical components (pair of prisms) to achieve spectral tuning in
the SSI system. The present work highlights the capability of the system and
draws the attentions to areas where the system can be further developed for
real application. The performance of the proposed DP-CASSI is validated by
comparing the spectral characteristics of targets in the scene recovered from
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the multiplex data and the ground truth spectra. Preliminary result has shown
a 10 nm shift at 650 nm wavelength have been achieved in the present design
when the air gap of the dual prism is changed from 3.44 mm to 5.04 mm. For
the 13 µm pitch of the Focal Plane Array (FPA) detector utilised in this work,
simulation experiments have shown that the air gap displacement tolerance at
450 mm region is around 0.08 mm.
2. Spectral accuracy assessment of DP-CASSI:
The spectral accuracy of the de-compressed images have been examined by
reducing the extent of multiplexing through a reduction of recovering bands
from 50 to 15 bands.
Table 5.1 gives a list of SSI systems studied during the course of this PhD
research. Due to the lack of information about how the SSI systems are de-
signed and optimised in the literature, this thesis is designed in such a way to
provide a detailed step-to-step guide for new researchers in the field to explore
the subject further.
Table 5.1: Main Optical Parameters in Four CASSI-based Snapshot Spectral Imagers.
Name F/# Central Wavelength Dispersion Resolution Prism
No. nm No. µm materials
SP-CASSI F/4 587.56 32 13 BK7
DA-CASSI F/8 550 33 9.9 NSK2/SF4
UV-CASSI F/8 500 14 14.8 CaF2/FS
DP-CASSI F/7.5 550 13-15 13 NSF11
5.1 Future Work
This PhD presents a first step of research to realise spectral tuning in the snapshot imaging
(SSI) system. Due to the strong commercial potential of the topic, a lot of information
regarding to the design and optimisation of the SSI is heavily lacking in the open domain.
This research involves not only substantial literature search, but also a lot of trial and error
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learning to unveil the reason why the system reported in the open domain has been pro-
posed in such particular configuration. As a result, the project adopts very simple optics
to test out the concept and there are observations which should be further investigated in
order to take the tuneable SSI research into the next level:
• Issues of the dual prism location:
The location of the dispersive element (dual-prism) critically affects the aberration
of the system. The aberration will increase when the dispersive element is in the
focal range of the last optical element of the system. Possible solutions may be the
utilisation of a “negative” aberration of the dispersive element to counter or balance
the aberration. Alternatively, a non-parallel dual-prism in the collimating space of
the relay lens may reduce aberration. Furthermore, rotation of the second prism
about its optical axis in the dual-prism structure would give another two more de-
grees of freedom (rotation angle and second prism’s relative position) which could
help optimisation further.
• Utilisation of zoom lens:
Zoom lens will improve the adaptability of the SSI system but it may also increase
the complexity for the adjustment of dispersion displacement and the balance of
aberration.
• Reflective optics for aberration reduction:
The utilisation of reflective optics instead of the transmission ones that presented in
this work, may formulate a more promising next stage of research to realise a linear
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