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CURVES IN THE DISC, THE TYPE B BRAID GROUP, AND THE TYPE B
ZIGZAG ALGEBRA.
EDMUND HENG AND KIE SENG NGE
Abstract. We construct a faithful categorical action of the type B braid group on the
bounded homotopy category of finitely generated projective module over a finite dimensional
algebra which we call the type B zigzag algebra. This categorical action is closely related to
the action of the type B braid group on curves on the disc. Thus, our exposition can be seen
as a type B analog of the work of Khovanov-Seidel [KS02]. Moreover, we relate our topo-
logical (resp. categorical) action of the type B Artin braid group to their topological (resp.
categorical) action of the type A Artin braid group.
Introduction
In the seminal work [KS02], Khovanov-Seidel introduce a categorical action of the type
Am Artin braid group A(Am), where the group acts faithfully by exact autoequivalences on
Komb(Am-prgrmod), the homotopy category of projective modules over the type Am zigzag
algebra Am. They then relate the braid group action on Kom
b(Am-prgrmod) to the mapping
class group action on curves on the punctured disc. In particular, they construct a map LA
that associates complexes of projective Am- modules to isotopy classes of curves in the disc, and
showed that LA intertwines the categorical action of A(Am) on complexes with the topological
action of A(Am) on curves. This may be seen as connecting two fundamental appearances of
the same braid group – one as the Artin group associated to the type A Coxeter group, and the
other as the mapping class group of the punctured disc.
The goal of the present paper is to present a type B analog of the type A picture developed in
[KS02], and moreover, to relate the two pictures. To that end, we define a type Bn zigzag algebra
Bn as an explicit quotient of the path algebra of a quiver. Unlike type A, the root system of type
B is not simply-laced, and as a result the definition of the type B zigzag algebra is somewhat
subtle; in particular, the indecomposable projective Bn-modules whose class in the Grothendieck
group is a long simple root only have the structure of a R-vector space, while the indecomposable
projective Bn-modules whose class is a short simple root are C-vector spaces. This is somewhat
reminiscent of other non-simply-laced constructions in quiver theory, see [DR75]. The relevance
of Bn to Coxeter theory is provided by the following theorem:
Theorem 0.1 (= Theorem 2.12 and Theorem 3.6). The homotopy category Komb(Bn-prgrmod)
carries a faithful action of the type B Artin group A(Bn).
We then connect the representation theory of Bn to low-dimensional topology by establishing
a type B analog of the Khovanov-Seidel picture. To this end, note that the type Bn Artin group
is also a mapping class group of the punctured disc, where the first puncture must be fixed. We
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construct a map LB that associates complexes of projective Bn-modules to admissible curves in
the disc, where we establish that
Theorem 0.2 (= Theorem 4.6). The map LB is A(Bn)-equivariant, intertwining the A(Bn)-
action on curves and the A(Bn)-action on complexes in Kom
b(Bn-prgrmod).
Furthermore, we will also show that the categorical action on Komb(Bn-prgrmod) categorifies a
homological representation of an explicit covering space of the disc (see Section 5).
Note that both Theorem 0.1 and Theorem 0.2 are proven by relating the type B and type
A picture. On the topology side, the connection is relatively straigtforward. We consider a
double-branched cover of the disc DBn+1 with n+ 1 puncture by the disc D
A
2n with 2n punctures
(we thought of this idea when we stumble upon the paper [Ito13], where curve diagrams for
A(Bn) was constructed using this double branched cover). This covering induces an embedding
of mapping class groups Ψ : A(Bn) → A(A2n−1) and a lifting map m taking curves in DBn+1 to
multicurves in DA2n. On the algebra side, we relate the type A zigzag algebraA2n−1 to the type Bn
zigzag algebra Bn, namely, they are isomorphic after extending scalars: C⊗R Bn ∼= A2n−1 (see
Proposition 3.1). This in turn induces a functor A2n−1 ⊗Bn −, sending complexes of projective
Bn-modules to complexes of projective A2n−1-modules.
Collecting all the ingredients, we arrive at the main result of this paper:
Theorem 0.3 (= Theorem 4.8). The following diagram is commutative and the four maps on
the square are A(Bn)-equivariant:
A(Bn)
A(Bn)
A(Bn) →֒ A(A2n−1)
A(Bn) →֒ A(A2n−1)
Isotopy classes of trigraded
admissible curves Cˇadm in DBn+1
Isotopy classes of bigraded
admissible multicurves
¨˜
C˜adm in DA2n
Komb(Bn-prgrmod) Kom
b(A2n−1-prgrmod)
LB
m
LA
A2n−1 ⊗Bn −
We would like to mention some other known works on the generalisation of categorical ac-
tions using zigzag algebras for other types of Artin braid groups. The categorical action of
Artin braid groups associated to simply-laced graphs was introduced in [HK01], where in [LQ17]
Licata-Queffelec showed that in particular the action for type ADE is faithful using a notion of
categorified root lattice. Another paper, which is closely related to ours, is by Gadbled-Thiel-
Wagner on the categorical action of the extended affine type A braid group [GTW15]. This braid
group is known to be isomorphic to the type B braid group, but the zigzag algebra constructed is
through the quiver algebra of a cyclic quiver, corresponding to the extended affine type A cyclic
graph.
On a side note, our construction should be related to Soergel bimodules, which provides a
categorification of Hecke algebras. We have (Bn,Bn)-bimodules that provide a (degenerate)
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functor realisation of the type Bn Temperley-Lieb algebra (see Section 2.4). It is known that the
Temperley-Lieb algebra is a quotient of the Hecke algebra, so it would be nice to also formulate
this in a categorical level. We have not worked this out yet but we do hope to investigate this
in the near future. A more precise outline of each sections in the paper is as follows.
Outline of the paper. Section 1 contains all the topological side of this paper. We describe
the double-branched cover of DBn+1 by D
A
2n, which induces an injection of groups Ψ : A(Bn) →֒
A(A2n−1). Within this section we also make explicit the definition of curves and admissible
curves, and also introduce the notion of trigraded curves – the type B analogue of the bigraded
curves for type A. The construction of the A(Bn)-equivariant map m, which lifts trigraded curves
to bigraded multicurves can be found in Section 1.8. We also introduce the notion of a trigraded
intersection number of trigraded curves – the type B analogue of bigraded intersection number
of bigraded curves, and relate the two through the map m.
Section 2 is where the zigzag algebras are defined. We start by recalling the type A2n−1
zigzag C-algebra A2n−1 as defined in [KS02] (with a minor change in grading) and describe
the A(A2n−1)-action on Kom
b(A2n−1-prgrmod). We then define our type Bn zigzag R-algebra
Bn and describe the corresponding A(Bn)-action on Kom
b(Bn-prgrmod). We end this section
by describing the functor realisation of the type Bn Temperley-Lieb algebra given by certain
(Bn,Bn)-bimodules.
In Section 3, we develop the algebraic analogue of m, given by an extension of scalar functor
A2n−1 ⊗Bn −. In particular, we show that there is an injection Bn →֒ A2n−1 of R-algebras,
which induces an extension of scalar functor A2n−1 ⊗Bn − : Bn-mod → A2n−1-mod and thus
on their homotopy categories. We will then show that the functor A2n−1 ⊗Bn − is A(Bn)-
equivariant, with the A(Bn)-action on Kom
b(A2n−1-prgrmod) induced by the injection Ψ as
defined in Section 1. This in turn allows us to deduce the faithfulness of the A(Bn) categorical
action by using the faithfulness of the A(A2n−1) categorical action proven in [KS02].
Section 4 is where we prove the remaining pieces of Theorem 0.3. We recall the A(Am)-
equivariant map LA that associates admissible complexes to curves as in [KS02] and construct
the type B analogue map LB in a similar fashion. To show that LB is A(Bn)-equivariant and
that the diagram in Theorem 0.3 commutes, we will begin with the latter, which will allow us to
derive the former.
Section 5 contains the decategorified version of the main theorem (see Theorem 5.3 for the
corresponding diagram). Namely, just as the A(Am) action on Kom
b(Am-prgrmod) categorifies
the Burau representation (which can be described as a representation on the first homology of
an explicit covering space of DA2n), we show that the categorical action of A(Bn) on Kom
b(Bn-
prgrmod) categorifies a representation on (a submodule of) the first homology of an explicit
covering space of DBn+1.
Section 6 is where we relate the trigraded intersection numbers of (admissible) curves and the
Poincare´ polynomial of the homomorphism spaces of their corresponding complexes.
Acknowledgements. We would like to thank our supervisor, Anthony Licata, for suggesting
this problem and guidance throughout. We would like to acknowledge Peter Mcnamara for
suggesting the construction of the type B zigzag algebra during the Kiola Conference 2019.
Finally, we would also like to thank Hoel Queffelec and Daniel Tubbenhauer for their helpful
comments on the draft(s) of this paper.
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1. Generalised Artin Groups of Type Bn and Type A2n−1 and Mapping Class
Groups
In this section, we will first describe type A and type B braid groups using generators and
relation. After that, we associate these two braid groups to mapping class groups of a surface.
We then introduce trigraded curves and trigraded intersection number as a trigraded analogue
of bigraded curve and bigraded intersection number in [KS02] . Finally, we construct a lift of
the isotopy classes of trigraded curves to the isotopy classes bigraded multicurves, and more
importantly, we show that this lift is A(Bn)-equivariant.
1.1. Generalised Artin braid groups by generators and relation. Given a Coxeter graph
G whose node set is S and whose weighted edges are the unordered pairs {s, s′} with their
weight w(s, s′) ∈ {3, 4, · · · ,∞} (by convention, the edges with w(s, s′) = 3 is left unlabelled),
and w(s, s′) = w(s′, s), we define the generalised braid group or Artin-Tits group A(G ) associated
to the graph G to be the group generated by the elements of S and and relations given by: (i)
ss′s · · ·︸ ︷︷ ︸
w(s,s′)
= s′ss′ · · ·︸ ︷︷ ︸
w(s,s′)
where s, s′ run over pairs of elements in S with w(s, s′) 6=∞, and (ii) ss′ = s′s
if there is no edges connecting them. By definition, there is no relation between s and s′ if
w(s, s′) = ∞. See [KDT08] and [BB05] for a more extensive theory on generalised Artin braid
groups.
For m ≥ 2, the type Am braid group A(Am) associated to the type An Coxeter graph
1 2 3 4 m-2 m-1 m
is generated by
σA1 , σ
A
2 , . . . , σ
A
m
subject to the relations
σAj σ
A
k = σ
A
k σ
A
j for |j − k| > 1;(1.1)
σAj σ
A
j+1σ
A
j = σ
A
j+1σ
A
j σ
A
j+1 for j = 1, 2, . . . ,m.(1.2)
Note that A(Am) is the usual braid group Brm+1 of (m+ 1)-strands.
For n ≥ 2, the type Bn braid group A(Bn) associated to the type Bn Coxeter graph
1 2 3 4 n-2 n-1 n
4
is generated by
σB1 , σ
B
2 , . . . , σ
B
n
subject to the relations
σB1 σ
B
2 σ
B
1 σ
B
2 = σ
B
2 σ
B
1 σ
B
2 σ
B
1 ;(1.3)
σBj σ
B
k = σ
B
k σ
B
j for |j − k| > 1;(1.4)
σBj σ
B
j+1σ
B
j = σ
B
j+1σ
B
j σ
B
j+1 for j = 2, 3, . . . , n.(1.5)
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1.2. Discs with marked points and their mapping class groups.
1.2.1. Branched covering of DBn+1 by D
A
2n. Consider the following closed disk embedded in C
with the set ∆ of 2n marked points, that is, DA2n := {z ∈ C : ‖z‖ ≤ n + 1} and ∆ =
{−n, . . . ,−1, 1, . . . , n}, as drawn below:
· · ·· · ·
1−1−n n
Figure 1.2.1. The affine configuration of the 2n-punctured 2-disk DA2n.
Let r : DA2n → D
A
2n be the half rotation of the disc D
A
2n defined by r(x) = −x for x ∈ D
A
2n.
Consider the group R generated by r, R = 〈r | r2 = 1〉 ∼= Z/2Z and its action on DA2n. It
is clear that each x ∈ D2n\{0} has a neighbourhood Ux such that r(Ux) ∩ r(Uy) = ∅ for all
y 6= x. In this way, the quotient map qbr : DA2n → D
A
2n/(Z/2Z) to its orbit space is a normal
branched covering with branched point {0} [Pie96]. From now on, we will denote DBn+1 as the
orbit space
(
DA2n
)
/ (Z/2Z), and Λ = {[0], [1], [2], · · · , [n]} as the set of n + 1 marked points in
DBn+1. To simplify notation and to help us picture the orbit space D
B
n+1, for each equivalence
class in DBn+1, we will always pick the element with positive real part as the representative of the
equivalence class whenever possible (i.e. as long as the equivalence class does not contain points
on the imaginary line). This way, we can denote the set of marked points Λ as {0, 1, 2, · · · , n}.
The following figure illustrates how we will be picturing DBn+1 for the case when n = 6, where
we identify the two green lines:
0 1 2 3
Figure 1.2.2. The orbit space
(
DA6
)
/ (Z/2Z) with the set of marked points {0, 1, 2, 3}.
1.2.2. Artin braid groups as mapping class groups. Suppose S is a compact, connected, oriented
surface, possibly with boundary ∂S, and ∆ ⊂ S\∂S a finite set of marked points. We denote
such a surface as (S,∆) and we will just write S if it is clear from the context that what ∆ is
associated to S. Let ∆id ⊂ ∆ be a subset. Denote by Diff(S, ∂S; ∆id) as the group of orientation-
preserving diffeomorphisms f : S → S with f |∂S∪∆id = id and f(∆) = ∆. If ∆
id = ∅, then
we write Diff(S, ∂S) : = Diff(S, ∂S; ∅) for simplicity. We then define the mapping class group
MCG(S,∆id) of the surface S with a set ∆ of marked points fixing elements in ∆id pointwise by
MCG(S,∆id) := π0
(
Diff(S, ∂S; ∆id)
)
.
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In a similar fashion, if ∆id = ∅, we denote mapping class group of S by MCG(S) := MCG(S, ∅).
We will just write MCG(S) if those conditions are clear from the context. The elements of
MCG(S) are calledmapping classes. We will see that both generalised braid groups in Section 1.1
appears as mapping class groups, where we refer the reader to [FM12] for a more detailed
exposition on this.
By construction, the marked points onDA2n and D
B
n+1 are subsets of Z. Therefore, we enumerate
the marked points on the disc by increasing sequences of points. Let ̺j (resp. bj) be the horizontal
curve connecting the j-th marked point and (j + 1)-th marked point in DA2n (resp. D
B
n+1) for
1 ≤ j ≤ 2n (resp. 1 ≤ j ≤ n+ 1).
The group A(A2n−1) is isomorphic to the mapping class group MCG(DA2n) of a closed disk D
A
2n
with 2n marked points. The generator σAj corresponds to the half twist [t
A
̺j ] along the arc ̺j.
Here, tA̺j is a diffeomorphism in D
A
2n rotating a small open disk enclosing the j-th and (j+1)-th
marked points anticlockwise by an angle of π, permuting the two enclosed marked points, whilst
leaving all other marked points fixed as shown in Figure 1.2.3.
Similarly, the group A(Bn) is isomorphic to the mapping class group MCG(DBn+1, {0}) of a
closed disk DBn+1 with n + 1 marked points fixing the point {0} pointwise. The generator σ
B
1
corresponds to the full twist [(tBb1)
2] along the arc b1 and, for 2 ≤ j ≤ n, each generators σBj
correspond to the half twist [tBbj ] along the arc bj. Here, t
B
bj
is a diffeomorphism in DBn+1 rotating
a small open disk enclosing the j-th and (j+1)-th marked points by an angle of π anticlockwise
as illustrated in Figure 1.2.3. As a result, it interchanges the marked points j−1 and j and leaves
the other points fixing pointwise. Consequently, (tBb1)
2 is a diffeomorphism rotating a small open
disk enclosing the marked points 0 and 1 anticlockwise by an angle of 2π leaving all the marked
points fixed pointwise as shown in Figure 1.2.4.
j j + 1
Figure 1.2.3. A half twist tAj (similarly t
B
j ).
b1
0 1
b1
0 1
Figure 1.2.4. A full twist (tBb1)
2.
1.2.3. Injection of MCG
(
DBn+1, {0}
)
into MCG
(
DA2n
)
. A diffeormorphism fB in Diff(DBn+1, {0})
can be lifted to a unique fiber-preserving diffeomorphism fA in Diff(DA2n) via the branched
covering map qbr. Similarly, an isotopy in D
B
n+1 can be lifted to an isotopy in D
A
2n\{0}. As such,
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we have a well-defined map Ψ on the mapping class groups from MCG
(
DBn+1, {0}
)
→MCG
(
DA2n
)
defined by lifting the mapping class of fB to the mapping class of fA. More concretely, using
the standard presentation of the groups, Ψ is given by σB1 mapping to σ
A
n and σ
B
j mapping to
σAn+j−1σ
A
n−(j−1) for j ≥ 2. In fact, the image of the map Ψ is generated by fiber-preserving
mapping classes in MCGp
(
DA2n
)
. By [BH73, Theorem 1], we know that any fibre-preserving
diffeomorphism fA which is isotopic to the identity possesses a fiber-preserving isotopy to the
identity, which can then be projected to DBn+1 to get the isotopy f
B ≃ id. Therefore, we have
the following:
Proposition 1.1. The homomorphism Ψ : MCG
(
DBn+1, {0}
)
→ MCG
(
DA2n
)
defined by
Ψ([tBbi ]) =
{
[tAbn ] for i = 1;[
tAbn+i−1t
A
bn−(i−1)
]
for i ≥ 2,
is injective.
1.3. Curves and geometric intersection numbers. Let (D,∆) be a surface as in Section 1.2.
A curve c in (D,∆) is a subset of D that is either a simple closed curve in the interior Do =
D\(∂D ∪ ∆) of D and essential (non-nullhomotopic in Do), or the image of an embedding γ :
[0, 1]→ S which is transverse to the boundary ∂D of D with its endpoint lying in ∂D∪∆, that is,
γ−1(∂D∪∆) = {0, 1}. In this way, our defined curves are smooth and unoriented. A multicurve
in (D,∆) is the union of a finite collection of disjoint curves in (D,∆). We say two curves c0 and
c1 are isotopic if there exists an isotopy in Diff(D, ∂D; ∆) deforming one into the other, denoted
by c0 ≃ c1. In this way, the points on ∂D∪∆ may not move during an isotopy. Therefore, we can
partition all curves in (D,∆) into isotopy classes of curves. Two multicurves c0, c1 are isotopic
if they have the same number of disjoint curves, and each curve in c0 is isotopic to one and only
one curve in c1. Two curves c0, c1 are said to have minimal intersection if given two intersection
points z− 6= z+ in c0 ∩ c1, the two arcs α0 ⊂ c0, α1 ⊂ c1 with endpoints z1 6= z+ such that
α0 ∩ α1 = {z−, z+} do not form an empty bigon (that is, it contains no marked points) unless
z−, z+ are marked points. Two multicurves c0, c1 are said to have minimal intersection if any
two curves c0 ⊆ c0 and c1 ⊆ c1 have minimal intersection.
Observe that given two arbitrary curves c0, c1 in (D,∆), we can always find a curve c
′
1 ≃ c1
such that c0 and c
′
1 have minimal intersection. Given two curves c0 and c1 in (D,∆), we define
the geometric intersection numbers I(c0, c1) ∈
1
2Z as follows:
(1.6) I(c0, c1) =
{
2, if c0, c1 are closed and isotopic,
|(c0 ∩ c′1)\∆|+
1
2 |(c0 ∩ c
′
1) ∩∆|, if c0 ∩ c
′
1 ∩ ∂D = ∅.
Together with [KS02, Lemma 3.2] and [KS02, Lemma 3.3], the definition is indeed independent
of the choice of c′1. Moreover, note that the definition above doesn’t depend on the orientation
of D and is symmetric. We can extend the definition of geometric intersection numbers for
multicurves by just adding up the geometric intersection numbers of each pair of curves c0 ⊆ c0
and c1 ⊆ c1.
1.4. Trigraded curves in DBn+1. Let us remind the reader that the disk D
A
2n has the set of
marked points ∆ = {−n, . . . ,−1, 1, . . . , n} and the disk DBn+1 has the set of marked points
Λ = {0, 1, . . . , n}. We introduce another set of marked points ∆0 = ∆ ∪ {0} in the same disk
DA2n. Fix the notation as follows: D
B
Λ := PT
(
DBn+1 \ Λ
)
, and DA∆0 := PT
(
DA2n \∆0
)
where
PT (·) is the real projectivisation of the tangent bundle of the respective disks by taking an
oriented trivilisation of its tangent bundle. We can then identify DA∆0
∼= RP1 ×
(
DA2n \∆0
)
. In
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DA2n, pick a small loop λi winding positively around the puncture {i} for every marked points i in
∆. In this way, the classes [point×λi] and [RP
1×point] form a basis of H1(D˜A∆0 ;Z).We can then
build the covering space D˜A∆0 of D
A
∆0
classified by the cohomology class C0 ∈ H1(DA∆0 ;Z × Z)
defined as follows:
C0([point× λ0]) = (0, 0);(1.7)
C0([point× λi]) = (−2, 1) for i = −n, · · · ,−1, 1, · · · , n;(1.8)
C0([RP
1 × point]) = (1, 0).(1.9)
In fact, D˜A∆ is a covering for D
B
Λ such that with group of deck transformation Z × Z× Z/2Z
as explained in the following lemma.
Lemma 1.2.
(1) Under the action of the rotation group R generated by the half rotation r, the quotient
map q : DA2n \∆0 → D
B
n+1 \Λ is a normal covering space with deck transformation group
R ∼= Z/2Z.
(2) The composite D˜A∆0
p
−→ DA∆0
q
−→ DBΛ is a normal covering where q is the normal covering
map induced by the quotient map q on the disk component and identity map on the RP1
component.
(3) The group of deck transformations for the covering space D˜A∆0
p◦q
−−→ DBΛ is Z×Z×Z/2Z.
Proof. The proofs of (1) and (2) are straightforward and we leave them to the reader.
We will now prove (3). Since the covering space is normal, it is enough to show that
π1
(
DBΛ
)
q∗
(
p∗
(
π1
(
DA∆0
))) ∼= Z× Z× Z/2Z.
Observe that we have the following short exact sequences:
1 1
1 Z× Z
π1(D
A
∆0
)
1 π1(D˜
A
∆0
) π1(D
B
Λ ) Q 1
1 Z/2Z
1 1
q∗
q∗
C
p∗
q∗◦p∗
λ0 7→1
After that, we see that the group Q is abelian since if you take a commutator in π1
(
DBΛ
)
, it lifts
to a commutator in π1
(
DA∆0
)
which evaluates to zero by C0 meaning it is in the image of q∗ ◦p∗.
Finally, we see that the rightmost short exact sequence of abelian group
1→ Z× Z→ Q→ Z/2Z→ 1
splits giving the isomorphism Q ∼= Z× Z× Z/Z/2Z as desired. 
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Note that every f ∈ Diff
(
DBn+1, {0}
)
preserves the class C and therefore can be lifted to
a unique equivariant diffeomorphism fˇ of D˜A∆0 that acts trivially on the fibre of D˜
A
∆0
over all
points in TzD
B
n+1 for z ∈ ∂D
B
n+1. Furthermore, every curve c in D
B
n+1 admits a canonical section
sc : c\Λ→ D˜A∆0 defined by sc(z) = Tzc which is obtaining the class in every fiber of its tangent
line. We define a trigrading of c to be a lift cˇ of sc to D˜
A
∆0
and a trigraded curve to be a pair
(c, cˇ) consisting a curve and a trigrading; we will often just write cˇ instead of (c, cˇ) when the
context is clear. We denote the Z×Z×Z/2Z-action on D˜A∆0 by χ
B. On top of that, we can easily
extend the notion of isotopy to the set of trigraded curves where χB and MCG
(
DBn+1, {0}
)
have
induced actions on the set of isotopy classes of trigraded curves. In particular, for [f ] ∈ A(Bn) ∼=
MCG
(
DBn+1, {0}
)
and a trigraded curve cˇ, [fˇ ](cˇ) := fˇ ◦ cˇ ◦ f−1 : f(c) \ Λ→ D˜A∆0 .
Lemma 1.3.
(1) A curve c admits a trigrading if and only if it is not a simple closed curve.
(2) The Z×Z×Z\2Z−action on the set of isotopy classes of trigraded curves is free. Equiv-
alently, a trigraded curve cˇ is never isotopic to χ(r1, r2, r3)cˇ for any (r1, r2, r3) 6= 0.
Proof. This is essentially the same proof as in [KS02, Lemma 3.12 and 3.13]. 
Lemma 1.4.
(1) Let c be a curve in DBn+1 which joins two points of Λ\{0}, tc ∈ MCG
(
DBn+1, {0}
)
the
half twist along it, and tˇc its preferred lift to D˜
A
∆0
. Then, tˇc(cˇ) = χ
B(−1, 1, 0)cˇ for any
trigrading cˇ of c.
(2) Let c be a curve in DBn+1 which joins two points of Λ with one of them being {0}, tc ∈ G
B
the full twist along it, and tˇc its preferred lift to D˜
A
∆0
. Then, tˇc(cˇ) = χ
B(−1, 1, 1)cˇ for
any trigrading cˇ of c.
Proof. The proof of (1) is as in [KS02, Lemma 3.14]. We will now prove (2). Let β : [0, 1] →
DBn+1 \ Λ be an embedded vertical smooth path from a point β(0) ∈ ∂D
B
n+1 to the fixed point
β(1) ∈ c of tc. Note that we have tˇc(cˇ) = χ(r1, r2, r3)cˇ as tc(c) = c. Consider the closed path
κ : [0, 2]→ DA∆0 given by κ(t) =
{
Dtc(Rβ
′(t)), if t ≤ 1,
Rβ′(2 − t), if t ≥ 1,
where Rβ′(s) ⊂ Tβ(s)D
A
2n. The above
situation is illustrated in Figure 1.4.1. Then, we compute (r1, r2, r3) = C([κ]) = C([RP
1 ×
points]) + C([points× λ0] + C([points× λj ]) = (−1, 1, 1).
c
β
tc(β)
0 j
Figure 1.4.1. The action of full twist around curve joining {0} and another point in Λ.

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1.5. Local index and trigraded intersection numbers. Now, we define the local index
(similar to [KS02]) of an intersection between two trigraded curves. Suppose (c0, cˇ0) and (c1, cˇ1)
are two trigraded curves, and z ∈ DBn+1 \∂D
B
n+1 is a point where c0 and c1 intersect transversally.
Take a small circle ℓ ⊂ DBn+1 \ Λ around z and an embedded arc α : [0, 1] → ℓ which moves
clockwise around ℓ such that α(0) ∈ c0 and α(1) ∈ c1 and α(t) /∈ c0 ∪ c1 for all t ∈ (0, 1). If
z ∈ ∆, then α is unique up to a change of parametrisation, otherwise, there are two choices
which can be told apart by their endpoints. Then, take a smooth path κ : [0, 1] → DBΛ with
κ(t) ∈
(
DBΛ
)
α(t)
for all t, going from κ(0) = Tα(0)c0 to κ(1) = Tα(1)c1 such that κ(t) = Tα(t)ℓ
for every t. One can take κ as a family of tangent lines along α which are all transverse to ℓ.
After that, lift κ to a path κˇ : [0, 1]→ DˇBΛ with κˇ(0) = cˇ0(α(0)); subsequently, there exists some
(µ1, µ2, µ3) ∈ Z× Z× Z/2Z such that
(1.10) cˇ1(α(1)) = χ
B(µ1, µ2, µ3)κˇ(1)
as cˇ1(α(1)) and κˇ(1) are the lift of the same point in D
B
Λ . To this end, we define the local index
of cˇ0, cˇ1 at z as
µtrigr(cˇ0, cˇ1; z) = (µ1, µ2, µ3) ∈ Z× Z× Z/2Z.
It is easy to see that the definition is independent of all the choices made.
The local index has a nice symmetry property similarly in [KS02, pg. 21], namely:
Lemma 1.5. If (c0, cˇ0) and (c1, cˇ1) are two trigraded curves such that c0 and c1 have minimal
intersection, then
µtrigr(cˇ1, cˇ0; z) =

(1, 0, 0)− µtrigr(cˇ0, cˇ1; z), if z /∈ ∆;
(0, 1, 0)− µtrigr(cˇ0, cˇ1; z), if z ∈ ∆\{0};
(1, 0, 1)− µtrigr(cˇ0, cˇ1; z), if z ∈ {0}.
Proof. The third symmetry is different from [KS02] due to the construction of DBn+1 and the
definition of D˜A∆0 . It can be verified using the figure below.
c0
c1
κ
ℓ
0
Figure 1.5.1. Two curves c0, c1 intersecting at {0}.

Let cˇ0 and cˇ1 be two trigraded curves such that they do not intersect at ∂D
B
n+1. Pick a
curve c′1 ≃ c1 which intersects minimally with c0. Then, by Lemma 1.3, c
′
1 has a unique
trigrading cˇ′1 of c
′
1 so that cˇ
′
1 ≃ cˇ1. Then, the trigraded intersection number I
trigr(cˇ0, cˇ1) ∈
Z[q1, q
−1
1 , q2, q
−1
2 , q3]/〈q
2
3 − 1〉 of cˇ0 and cˇ1 is defined by the following:
• if cˇ1 ≃ χ(r1, r2, r3)cˇ0 with (r1, r2, r3) ∈ Z× Z× Z\2Z and c0 ∩ c1 ∩ {0} non-empty, then
Itrigr(cˇ0, cˇ1) = q
r1
1 q
r2
2 q
r3
3 (1 + q2);(1.11)
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• otherwise
Itrigr(cˇ0, cˇ1) = (1 + q3)(1 + q
−1
1 q2)
∑
z∈(c0∩c′1)\∆
q
µ1(z)
1 q
µ2(z)
2 q
µ3(z)
3
+ (1 + q3)
∑
z∈(c0∩c′1)∩∆\{0}
q
µ1(z)
1 q
µ2(z)
2 q
µ3(z)
3
+ (1 + q−11 q2q3)
∑
z∈(c0∩c′1)∩{0}
q
µ1(z)
1 q
µ2(z)
2 q
µ3(z)
3 .
(1.12)
The fact that this definition is independent of the choice of c′1 and is an invariant of the isotopy
classes of (cˇ0, cˇ1) follows similarly as in the case of ordinary geometric intersection numbers.
Lemma 1.6. The trigraded intersection number has the following properties:
(T1) For any f ∈ Diff
(
DBn+1, {0}
)
, Itrigr(fˇ(cˇ0), fˇ(cˇ1)) = I
trigr(cˇ0, cˇ1).
(T2) For any (r1, r2, r3) ∈ Z× Z× Z\2Z,
Itrigr(cˇ0, χ(r1, r2, r3)cˇ1) = I
trigr(χ(−r1,−r2, r3)cˇ0, cˇ1) = q
r1
1 q
r2
2 q
r3
3 I
trigr(cˇ0, cˇ1).
(T3) If c0, c1 are not isotopic curves with {0} as one of its endpoints, c0 ∩ c1 ∩ ∂D
B
n+1 = ∅, and
Itrigr(cˇ0, cˇ1) =
∑
r1,r2,r3
ar1,r2,r3q
r1
1 q
r2
2 q
r3
3 , then I
trigr(cˇ1, cˇ0) =
∑
r1,r2,r3
ar1,r2,r3q
−r1
1 q
1−r2
2 q
r3
3 .
If c0, c1 are isotopic curves with {0} as one of its endpoints, c0 ∩ c1 ∩ ∂DBn+1 = ∅, then
Itrigr(cˇ1, cˇ0) = I
trigr(cˇ0, cˇ1).
Proof. For (T1) and (T2) these can be proven using a simple topological argument which we
omit. For (T3), this is a consequence of Lemma 1.5. We point out that the term (1 + q−11 q2q3)
is essential in the definition of trigraded intersection numbers was essential in the verification of
the formula for two curves that intersect at the point {0}. 
1.6. Admissible curves and normal form in DBn+1. A curve c is called admissible if it
is equal to f(bj) for some diffeomorphisms f ∈ Diff
(
DBn+1, {0}
)
and 0 ≤ j ≤ n. Note that
the endpoints of c must then lie in {0, . . . , n}; conversely, every curves which start and end
at {0, . . . , n} are admissible. Moreover, the two (distinct) orbits O([b1]) and O([b2]) under the
action of A(Bn) ∼=MCG(D
B
n+1, {0}) partition the set of isotopy classes of admissable curves.
We fix the set of basic curves b1, . . . , bn and choose vertical curves d1, . . . , dn as in Figure 1.6.1
which divide DBn+1 into regions D0, . . . , Dn+1. If an admissible curve c in its isotopy class has
minimal intersection with all the dj ’s among its other representatives, then we say that c is in
normal form. A normal form of c is always achievable by performing an isotopy.
d1 d2 d3 dn−1 dn
b1 b2 b3 bn−1 bn
· · ·
0 1 2 n-1 n
D0
D0
D1
D1
D2
D2
Dn−1
Dn−1
Dn
Figure 1.6.1. The curves bi and di in the aligned configuration with regions Di.
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Let c be an admissible curve in normal form. We use the same classification as in [KS02,
Section 3e] to group every connected components of c∩Dj into finitely many types. For 1 ≤ j ≤
n− 1, there are six types as depicted in Figure 1.6.2 where as for j = 0, n, there are two types as
shown in Figure 1.6.3 and Figure 1.6.4 . Moreover, an admissible curve c intersecting all the dj
transversely such that each connected component of c∩Dj belongs to Figure 1.6.2, Figure 1.6.3,
and Figure 1.6.4 is already in normal form.
Type 3
Type 2
Type 1
Type 3’
Type 2’
Type 1’
(r1,r2,r3)
(r1+1,r2-1,r3) (r1,r2,r3)
(r1,r2,r3)
(r1+1,r2-1,r3)
(r1,r2,r3)
(r1,r2,r3)
(r1+1,r2-1,r3)
(r1,r2,r3) (r1+1,r2,r3)
Figure 1.6.2. The six possible types of connected components c∩Dj , for c in normal
form and 1 ≤ j < n,
Type 2’ Type 3’
(r1,r2,r3)
(r1,r2,r3+1)
(r1,r2,r3)
Figure 1.6.3. The two possible types of connected components c ∩D0.
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Type 2 Type 3
(r1+1,r2-1,r3)
(r1,r2,r3)
(r1,r2,r3)
Figure 1.6.4. The two possible types of connected components c ∩Dn.
For the rest of this section, by a curve c, we mean an admissible curve in normal form.
We call the intersection of a curve c with the curves di crossings and denote them cr(c) =
c ∩ (d0 ∪ d1 ∪ . . . ∪ dn−1). Those intersections c ∩ dj are called j-crossings of c. For 0 ≤ j ≤ n,
the connected components of c ∩Dj are called segments of c. If the endpoints of a segment are
both crossings, then it is essential.
Now, we will study the action of half twist [tBbk ] on normal forms. In gerenal, [t
B
bk
](c) won’t be
in normal form even though c is a normal form. Nonetheless, [tBbk ](c) has minimal intersection
with all dj for j 6= k. One just need to decrease its intersections with dk, in order to get [tBbk ](c)
into normal form. The same argument as in [KS02] gaves us the analogous result:
Proposition 1.7.
(1) The normal form of [tBbk ](c) coincides with c outside of Dk−1 ∪ Dk. The curve [t
B
bk
](c)
can be brought into normal gorm by an isotopy inside Dk−1 ∪Dk.
(2) Suppose that [tBbk ](c) is in normal form. There is a natural bijection between j-crossings of
c and the j-crossings of [tBbk ](c) for j 6= k. There is a natural bijection between connected
components of intersections of c and [tBbk ](c) inside Dk−1 ∪Dk.
A connected component of c∩ (Dj−1 ∪Dj) is called j-string of c. Denote by st(c, j) the set of
j-string of c. In addition, we define a j-string as curve in Dj−1 ∪Dj which is a j-string of c for
some admissible curve c in normal form.
Two j-strings are isotopic (equivalently belong to the same isotopy class) if there exists a
deformation of one into the other via diffeomorphisms f of D′ = Dj−1 ∪Dj which fix dj−1 and
dj+1 as well as preserves the marked points in D
′ pointwise , that is, f(dj−1) = dj−1, f(dj+1) =
dj+1, and f |∆∩D′ = id.
For 1 < j < n, isotopy classes of j-strings can be divided into types as follows: there are
five infinite families Iw, IIw, II
′
w , IIIw, III
′
w(w ∈ Z) and five exceptional types IV, IV
′, V, V ′
and V I (see Figure 1.6.5). When j = n, there is a similar list, with two infinite families
and two exceptional types (see Figure 1.6.7). The rule for obtaining the (w + 1)-th from
the w-th is by applying [tBbj ]. For 1-string, there are, instead, four infinite families the type
II ′w, II
′
w+ 12
, III ′w, III
′
w+ 12
(w ∈ Z) and two exceptional types V ′ and V I (see Figure 1.6.6). Note
that for 1-strings, the rule for obtaining the (w + 1)-th from the w-th is instead by applying
[(tBb1)
2].
Based on our definition, j-strings are assumed to be in normal form. As before, we can define
crossings and essential segments of j-string as in the case for admissible curves in normal form
and denote the set of crossings of a j-string g by cr(g).
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Type V Type V’
Type IV Type IV’
Type III0 Type III’0
Type II0 Type II’0
Type I0
Type VI
(r1,r2,r3) (r1,r2+1,r3)
(r1,r2,r3)
(r1+1,r2-1,r3)
(r1+1,r2-1,r3)
(r1,r2,r3)
(r1,r2,r3) (r1,r2,r3)
(r1,r2,r3) (r1+2,r2,r3)
(r1,r2,r3)(r1+2,r2-2,r3)
(r1,r2,r3)
(r1+3,r2-2,r3) (r1,r2,r3)
(r1+3,r2-2,r3)
Figure 1.6.5. The isotopy classes of j-strings, for 1 < j < n,
Now, let us adapt the discussion to trigraded curves. Choose trigradings bˇj , dˇj of bj , dj for
1 ≤ j ≤ n, such that
(1.13) Itrigr(dˇj , bˇj) = (1 + q3)(1 + q
−1
1 q2), I
trigr(bˇj , bˇj+1) = 1 + q3.
These conditions determine the trigradings uniquely up to an overall shift χ(r1, r2, r3).
Suppose cˇ is a trigrading of an admisible curve c in normal form. If a ⊂ c is a connected
component of c∩Dj for some j, and aˇ is cˇ|a\Λ, then aˇ is evidently determined by a together with
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(r1+2,r2-1,r3+1)
(r1,r2,r3)
Type V’ Type VI
(r1,r2,r3)
Type III’0
(r1,r2,r3)
Type III’ 1
2
(r1+1,r2-1,r3)
(r1,r2,r3)
Type II’0
(r1,r2,r3+1)
(r1,r2,r3)
Type II’ 1
2
Figure 1.6.6. The isotopy classes of 1-strings.
Type V
(r1,r2,r3)
(r1+3,r2-2,r3)
Type III0
(r1,r2,r3)
Type II0
(r1,r2,r3)
(r1+1,r2-1,r3)
Type VI
Figure 1.6.7. The isotopy classes of n-strings.
the local index µtrigr(dˇj−1, aˇ; z) or µ
trigr(dˇj , aˇ; z) at any point z ∈ (dj−1 ∪ dj) ∩ a. Moreover, if
there is more than one such point, the local indices determine each other.
In Figure 1.6.2, Figure 1.6.3, and Figure 1.6.4, we classify the types of pair (a, aˇ) with the
local indices. For instance, consider the type 1(r1, r2, r3) with (k− 1)-crossing z0 ∈ dk−1 ∩ a and
k-crossing z1 ∈ dk ∩a and we have that the local index at z0 and at z1 to be µtrigr(dˇk−1, aˇ; z0) =
(r1, r2, r3) and µ
trigr(dˇk, aˇ; z1) = (r1 + 1, r2, r3) respectively.
We recall, in Section 1.4, that there is a unique lift fˇ that is the identity on the boundary
for any diffeomorphism f ∈ Diff
(
DBn+1, {0}
)
to a diffeomorphism of D˜A∆0 . Similarly, we can lift
mapping classes in DBn+1 to mapping classess in D˜
A
∆0
. Denote by tˇAbj the canonical lift of the twist
tAbj along the curve bj in D
A
2n.
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Proposition 1.8. Understanding D˜A∆0 as a subset of D˜
A
∆, the map ψ : A(Bn) → MCG
(
D˜A∆0
)
defined by ψ(σBi ) =
[tˇ
A
bn
|
D˜A∆0
] for i = 1;
[tˇAbn+i−1 , tˇ
A
bn−(i−1)
|
D˜A∆0
] for i ≥ 2,
is an injective group homomorphism.
Proof. This can be proven similar to Proposition 1.1. 
A crossing of c will be also a crossing of cˇ, and we denote the set of crossings of cˇ by cr(cˇ).
Note that as set, cr(cˇ) = cr(c). However, a crossing of cˇ comes with a local index in Z×Z×Z/2Z.
Moreover, we assign each crossing y of cˇ to a 4-tuple (y0, y1, y2, y3) where y0 denote the vertical
curve which contains the crossing y ∈ dy0 ∩ c, and (y1, y2, y3) is the local index (µ1, µ2, µ3) of the
crossing y.
We define the essential segments of cˇ as the essential segments of c together with the trigradings
which can be obtained from local indices assigned to the ends of the segments.
We also define a j-string of cˇ as a connected component of cˇ∩ (Dj−1 ∪Dj) together with the
trigrading induced from cˇ. Denote the set of j-string of cˇ by st(cˇ, j).
On top of that, we define a trigraded j-string as a trigraded curve in Dj−1 ∪ Dj that is a
connected component of cˇ ∩ (Dj−1 ∪Dj) for some trigraded curve cˇ.
In Figure 1.6.5, Figure 1.6.6, and Figure 1.6.7, we depict the isotopy classes of trigraded j-
strings. Since j-string of type V I does not intersect with dj−1 ∪ dj+1, we say that a trigraded
j-string gˇ with the underlying j-string g of type V I has type V I(r1, r2, r3) if gˇ = χ
B(r1, r2, r3)bˇj
The next result shows how one can compute the trigraded intersection number of bˇj with any
given trigraded curve.
Lemma 1.9. Let (c, cˇ) be a trigraded curve. Then, Itrigr(bˇj, cˇ) can be computed by adding up
contributions from each trigraded j-string of cˇ. For j > 0, the contributions are listed in the
following table:
I0(0, 0, 0) II0(0, 0, 0) II
′
0(0, 0, 0) III0(0, 0, 0)
q1 + q2 + q2q3 + q1q3 q1 + q2 + q2q3 + q1q3 1 + q1q
−1
2 + q3 + q1q
−1
2 q1q3 q2 + q2q3
III ′0(0, 0, 0) IV IV
′ V V ′ V I(0, 0, 0)
1 + q3 0 0 0 0 1 + q2 + q3 + q2q3
and the remaining ones can be computed as follows: to determine the contribution of a com-
ponent of type, say, Iu(r1, r2, r3), one takes the contribution of I0(0, 0, 0) and multiplies it by
qr11 q
r2
2 q
r3
3 (q
−1
1 q2)
u. For j = 0, the relevant contributions are
II ′0(0, 0, 0) II
′
1
2
(0, 0, 0) III ′0(0, 0, 0) III
′
1
2
(0, 0, 0) V ′ V I(0, 0, 0)
1 + q3 + q1q
−1
2 + q1q
−1
2 q3 1 + q3 + q
−1
1 q2 + q
−1
1 q2q3 1 + q3 q
−1
1 q2 + q3 0 1 + q2
and the remaining ones can be computed as follows: to determine the contribution of a compo-
nent of type, say, II ′u(r1, r2, r3), one takes the contribution of II
′
0(0, 0, 0) and multiplies it by
qr11 q
r2
2 q
r2
2 (q
−1
1 q2q3)
u.
Proof. Apply Lemma 1.4 a well as (T 2) and (T 3) of Lemma 1.6. 
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1.7. Bigraded curves and bigraded multicurves in D˜A∆0. We briefly remind the reader
the definition of a bigraded curve in D˜A∆0 . Refer to [KS02, Section 3d] for a more detailed
construction. Consider the projectivasation DA∆ := PT
(
DA2n \∆
)
of the tangent bundle of DA2n \
∆. The covering D˜A∆ of D
A
∆ is classified by the cohomology class C ∈ H
1(DA∆;Z× Z) defined as
follows:
C([point× λi]) = (−2, 1) for i = −n, · · · ,−1, 1, · · · , n;(1.14)
C([RP1 × point]) = (1, 0).(1.15)
A bigrading of a curve c ∈ DA2n is a lift c¨ of s
A
c to D˜
A
∆ where s
A
c : c \∆ → D
A
∆ is the canonical
section given by sAc (z) = Tzc. A bigraded curve is a pair (c, c¨), where sometimes we just abbreviate
as c¨. A bigraded multicurve c¨ consists of a disjoint union of a finite collection of disjoint bigraded
curves. There is an obvious notion of isotopy for bigraded multicurves.
1.8. Lifting of trigraded curves to bigraded curves. Our goal is to define a map m :
Cˇ →
¨˜
C˜ from the set Cˇ of isotopy classes of trigraded curves to the set ¨˜C˜ of isotopy classes ofbigraded multicurves. Let c be a curve in DBn+1 with trigrading cˇ. First consider the case when
c ∩ {0} = ∅. Recall the map qbr : DA2n → D
B
n+1 as defined in Section 1.2.1. Then, q
−1
br (c) has
two connected components in DA2n; denote them as c˜, c˜, such that c˜ \∆ = πA ◦ p ◦ cˇ(c \ Λ) and
c˜ \ ∆ = πA ◦ p ◦ χB(0, 0, 1)cˇ(c \ Λ). Define ¨˜c : c˜ \ ∆ → D˜A∆ as ¨˜c := F˜ ◦ cˇ ◦ qbr |c˜\∆; similarly
c¨˜ : c˜ \ ∆ → D˜A∆ is defined by ¨˜c := F˜ ◦ χB(0, 0, 1)cˇ ◦ qbr|c˜\∆ where F˜ : D˜A∆0 → D˜A∆ is theunique map induced by the inclusion F : DA∆0 → DA∆. It is easy to check that these are indeed
bigradings of their respective curves. On the other hand, if c contains 0 as one of its endpoints,we
define c˜˜ := c˜ \ {0}∐{0}∐ c \ {0}˜ , which is just a single connected component. Furthermore, the
¨˜c˜ is defined to be the unique continuous extension of ¨˜c \ {0} ∐ ¨c \ {0}˜ , which is again an easyverification that it is a bigrading of c˜˜.
In total, we define the map m : Cˇ→
¨˜
C˜ as follows: for a trigraded curve (c, cˇ) in D˜A∆0 ,
m((c, cˇ)) :=
{
(c˜˜, ¨˜c˜), if c has {0} as one of its endpoints;
(c˜, ¨˜c)∐ (c˜, c¨˜), otherwise.
Due to the isotopy lifting property of the space, m is well-defined on the isotopy classes of
trigraded curves.
Recall the natural induced action of A(Bn) ∼= MCG(DBn+1, {0}) on Cˇ given in the paragraph
before Lemma 1.3. Since A(A2n−1) ∼= MCG(DA2n) acts on
¨˜
C˜, there exists an induced action ofA(Bn) ∼= MCGp(DA2n) on bigraded curves.
Proposition 1.10. The map m : Cˇ →
¨˜
C˜ from the isotopy classes of trigraded curves in D˜A∆0 to
the isotopy classes of bigraded multicurves in D˜A∆ is A(Bn)-equivariant.
A(Bn) A(Bn) →֒ A(A2n−1)
Isotopy classes Cˇ of
trigraded curves in DBn+1
Isotopy classes
¨˜
C˜ ofbigraded multicurves in DA2nm
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Proof. This follows directly from the definition m and the actions. 
1.9. Bigraded intersection number and normal form of bigraded curves in D˜A∆. The
local index for bigraded curve in D˜A∆ is defined in the same spirit as trigraded curve D˜
A
∆0
. For a
more explanation, we refer the reader to [KS02, Section 3d].
To remind the reader, for two bigraded curves c¨0, c¨1 that do not intersect at ∂D
A
2n, the bigraded
intersection number is defined by
(1.16) Ibigr(c¨0, c¨1) = (1 + q
−1
1 q2)
 ∑
z∈(c0∩c′1)\∆
q
µ1(z)
1 q
µ2(z)
2
+
 ∑
z∈(c0∩c′1)∩∆
q
µ1(z)
1 q
µ2(z)
2
 .
We extend the definition of bigraded intersection number of bigraded curves to bigraded multi-
curves by adding up the bigraded intersection numbers of each pair of bigraded curves.
To talk about the normal form of bigraded curves on DA2n, we need to fix a set of basic
bigraded curves. To do so, first recall the set basic trigraded curves (bj , bˇj) and (dj , dˇj) as
defined in Section 1.6 (see the paragraph after Figure 1.6.7). Denote this set of basic trigraded
curves as Bˇ. Consider, for each (c, cˇ) ∈ Bˇ, the lifts m(c, cˇ) :=
{
(c˜˜, ¨˜c˜) if (c, cˇ) = (b1, bˇ1);
(c˜, ¨˜c)∐ (c˜, c¨˜) otherwise,where c˜ is chosen to have all of its points in positive real parts; so c˜ has all its points in negative
real parts. We shall fix the set of basic trigraded curves (θj , θ¨j), (̺, ¨̺j) as follows:
• Choose (θn, θ¨n) := (d˜1,
¨˜
d1);
• Choose (θn+j−1, θ¨n+j−1) := (d˜j ,
¨˜
dj) and (θn−j+1, θ¨n−j+1) := (dj˜ , d¨j˜ ) for 2 ≤ j ≤ n;
• Choose (̺n+j−1, ¨̺n+j−1) := (˜bj,
¨˜
bj) and (̺n−j+1, ¨̺n−j+1) := (bj˜ , b¨j˜ ) for 2 ≤ j ≤ n;
• Choose (̺n, ¨̺n) := (˜b1˜ , ¨˜b1˜ ).
The following figure illustrates the basic curves θj and ̺j chosen:
· · · · · ·
-n -2 -1 1 2 n
D0 D2n
Dn−1
Dn−1
Dn
Dn
Dn+2
Dn+2
Dn−2
Dn−2
θ1
θn−2 θn−1
θn θn+1 θn+2 θ2n−1
̺1 ̺n−2 ̺n−1 ̺n+2̺n ̺n+1 ̺2n−1
Figure 1.9.1. The basic curves θi and ̺i in the aligned configuration with
regions Di for DA2n.
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Lemma 1.11. The bigradings we choose for the set of basic curves in DA2n satisfy the following
by properties:
Ibigr(θ¨j , ¨̺j) = 1 + q
−1
1 q2 for 1 ≤ j ≤ 2n− 1;(1.17)
Ibigr(¨̺j , ¨̺j+1) = 1 for n ≤ j ≤ 2n− 2;(1.18)
Ibigr(¨̺j , ¨̺j−1) = 1 for 2 ≤ j ≤ n.(1.19)
Proof. This follows immediately from the construction. 
Remark 1.12. Note that the set of basic curves chosen are the same as in [KS02], but the bigrad-
ings of these curves are different. In particular, (1.14) in [KS02] is replaced with Ibigr(¨̺j , ¨̺j−1) =
1 for 2 ≤ j ≤ n.
We define crossings, essential segments, j-strings and bigraded j-strings in a similar fashion
to the trigraded case (see Section 1.6, after Proposition 1.8). In particular, given a j-crossing x
of a bigraded curve c¨, we fix x0 := j and (x1, x2) is the local index (µ1, µ2) of the crossing y. We
can extend these notion that of multicurves and bigraded multicurves.
Suppose c0 and c1 are two curves in D
B
n+1 intersecting at z ∈ D
B
n+1. If z = 0, we require
c0 6≃ c1. Then, their preimage q
−1
br (c0) and q
−1
br (c1) in D
A
2n under the map qbr : D
A
2n → D
B
n+1
would also intersect minimally. However, if c0 ∩ c1 ∩ {0} 6= ∅, and c0 ≃ c1, they won’t intersect
minimally as illustrated below:
≃
q−1
br
(c1)
q−1
br
(c0)
j−j
(q−1
br
(c1))
′
q−1
br
(c0)−j j
Figure 1.9.2. The preimages q−1br (c0), q
−1
br (c1) in D
A
2n.
Using this fact, we obtain the following proposition:
Proposition 1.13. Let cˇ0 and cˇ1 be two trigraded curves intersecting at z ∈ DBn+1, with local
index µtrigr(cˇ0, cˇ1, z) = (r1, r2, r3). If c0 ∩ c1 ∩ {0} 6= ∅, we require c0 6≃ c1. If z 6= 0, further
suppose that m(c0, cˇ0) = (c˜0, ˇ˜c0)∐ (c0˜ , cˇ0˜ ) and m(c1, cˇ1) = (c˜1, ˇ˜c1)∐ (c1˜ , cˇ1˜ ) such that c˜0 ∩ c˜1 = z˜and c0˜ ∩ c1˜ = z˜. Then{
µbigr(¨˜c0, ¨˜c1, z˜) = (r1, r2) = µ
bigr(c¨0˜ , c¨1˜ , z˜) for z 6= 0;µbigr( ¨˜c0˜ , ¨˜c1˜ , 0) = (r1, r2) for z = 0.
Furthermore, this proposition allows us to relate trigraded intersection numbers and bigraded
intersection number in the following way.
Corollary 1.14. For any trigraded curves (c0, cˇ0), (c1, cˇ1) in D˜
A
∆0
,
Itrigr(cˇ0, cˇ1)|q3=1 = I
bigr (m(cˇ0),m(cˇ1)) .
In particular, 12I
trigr(cˇ0, cˇ1)|q1=q2=q3=1 = I(m(c0),m(c1)), i.e.
1
2I
trigr(cˇ0, cˇ1)|q1=q2=q3=1 counts
the geometric intersection number of the lift of c0 and c1 in D
A
2n under the map m.
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Proof. The case when c0 6≃ c1 in DBn+1 or when at least one of c0 and c1 does not have its endpoint
at {0} follows directly from Proposition 1.13. The other case follows from a direct computation.
The last statement relating trigraded intersection number and geometric intersection number
follows from the property of bigraded intersection number (see [KS02, pg.26, property (B1)]). 
We shall abuse notation and define m to also lift crossings of a trigraded curve (c, cˇ) to
crossings of the bigraded multicurves m((c, cˇ)) = (c˜, ¨˜c) ∐ (c˜, c¨˜). Suppose z is a j-crossing of c,for j > 1. Then, q−1br (z) = {z˜, z˜} where z˜ ∈ c˜ and z˜ ∈ c˜. If z is a 1-crossing of c, then we alsohave q−1br = {z˜, z˜}; in this case we shall pick z˜˜ to be the unique element in {z˜, z˜} ∩ θn. So, ifz is a j-crossing of c with µtrigr(dˇk, cˇ, z) = (r1, r2, r3), We define m(z) = {z˜, z˜}, both z˜ and z˜with local index (r1, r2) for j > 1, and similarly m(z) = {z˜˜} for j = 1, with local index (r1, r2)by Proposition 1.13. Similarly, if hˇ is a connected subset of cˇ together with trigrading given by
local indices of crossings of hˇ induced from crossings of cˇ, we define m(hˇ) to consist of q−1br (hˇ),
with bigradings given by local indices of crossings of q−1br (hˇ) induced from crossings of m(cˇ).
2. Type An and Type Bn Zigzag Algebras
In this section, we recall the construction of type A2n−1 zigzag algebra A2n−1 (with slight
change in gradings) as given in [KS02] and recall the A(A2n−1) action on Kom
b(A2n−1-prgrmod),
the homotopy category of complexes of projective graded modules overA2n−1. We then construct
the type Bn zigzag algebra Bn, following a similar construction, and show that A(Bn) acts on
Komb(Bn-prgrmod).
2.1. Type A2n−1 zigzag algebra A2n−1. Consider the following quiver Γ2n−1:
1 2 3 · · · 2n− 1.
1|2
2|1
2|3
3|2
3|4
4|3
2n−2|2n−1
2n−1|2n−2
Figure 2.1.1. The quiver Γ2n−1.
We can take its path algebra CΓ2n−1 over C; CΓn is the C-vector space spanned by the set of
all paths in Γn, with multiplication given by concatenation of paths (the multiplication is zero
if the endpoints do not agree). Note that the constant path of each vertex j is denoted by ej .
The grading we would put on Γn is slightly different to [KS02]; we set
• the degree of (j|j − 1) is 1 for j > n and 0 for j ≤ n,
• the degree of (j|j + 1) is 1 for j < n and 0 for j ≥ n, and
• the degree of ej = 0 for all j.
In this way, this path algebra is graded with the shift denoted by {−} and unital with a family
of pairwise orthogonal primitive central idempotent ej summing up to the unit element.
Let An be the quotient of the path algebra of the quiver Γn by the relations:
(j|j + 1|j) = (j|j − 1|j), for j = −n,−n+ 1, · · · , n− 1, n,
(j|j + 1|j + 2) = 0 = (j + 2|j + 1|j), for j = −n,−n+ 1, · · · , n− 1, n.
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It is easy to see that these relations are homogenous with respect to the above grading, so that
A2n−1 is a graded algebra. As a C-vector space, it has dimension 8n− 6 with the following basis
{e1, . . . , e2n−1, (1|2), . . . , (2n−2|2n−1), (2|1), . . . (2n−1|2n−2), (1|2|1), . . . , (2n−1|2n−2|2n−1)}.
It follows that the indecomposable projective A2n−1-modules are P
A
j := A2n−1ej . Recall the
following results in [KS02]:
Theorem 2.1. For each j, the following complex of (A2n−1,A2n−1)-bimodule
Rj := 0→ P
A
j ⊗C jP
A βj−→ A2n−1 → 0
with A2n−1 in cohomological degree 0 is invertible in Kom
b((A2n−1,A2n−1)-bimod) and satisfies
the following relations:
Rj ⊗Rk ∼= Rk ⊗Rj , for |j − k| > 1;
Rj ⊗Rj+1 ⊗Rj ∼= Rj+1 ⊗Rj ⊗Rj+1.
Proof. See [KS02, Proposition 2.4 and Theorem 2.5]. 
Proposition 2.2. There is a (weak) A(A2n−1)-action on Kom
b(A2n−1-prgrmod), where each
standard generator σAj of A(A2n−1) acts on a complex M ∈ Kom
b(A2n−1-prgrmod) via Rj:
σAj (M) := Rj ⊗A2n−1 M.
Proof. See [KS02, Proposition 2.7]. 
We will abuse notation and use σAj in place of Rj whenever the context is clear.
2.2. Type Bn zigzag algebra Bn. Consider the following quiver Qn:
1 2 3 · · · n.
1|2
2|1
2|3
ie2
3|2
3|4
ie3
4|3
n−1|n
n|n−1
ien
Figure 2.2.1. The quiver Qn.
Take its path algebra RQn over R and consider the two gradings on RQn given as follows:
(i) the first grading is defined following the convention in [KS02] where we set
• the degree of (j + 1|j) to be 1 for all j, and
• the degree of ej and of (j|j + 1) to be 0 for all j.
(ii) the second grading is a Z/2Z-grading defined by setting
• the degree of iej (all blue paths in Figure 2.2.1) as 1 for all j, and
• the degree of all other paths in Figure 2.2.1 and the constant paths as zero.
We denote a shift in the first grading by {−} and a shift in the second grading by 〈−〉.
We are now ready to define the zigzag algebra of type Bn:
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Definition 2.3. The zigzag path algebra of Bn, denoted by Bn, is the quotient algebra of the
path algebra RQn modulo the usual zigzag relations given by
(j|j − 1)(j − 1|j) = (j|j + 1)(j + 1|j) (=: Xj);(2.1)
(j − 1|j)(j|j + 1) =0 = (j + 1|j)(j|j − 1);(2.2)
for 2 ≤ j ≤ n− 1, in addition to the relations
(iej)(iej) = −ej, for j ≥ 2;(2.3)
(iej−1)(j − 1|j) = (j − 1|j)(iej), for j ≥ 3;(2.4)
(iej)(j|j − 1) = (j|j − 1)(iej−1), for j ≥ 3;(2.5)
(1|2)(ie2)(2|1) = 0,(2.6)
(ie2)X2 = X2(ie2).(2.7)
Since the relations are all homogeneous with respect to the given gradings, Bn is also a bi-
graded algebra. As a R-vector space, Bn has dimension 8n−6, with basis {e1, . . . , en, ie2, . . . , ien,
(1|2), . . . , (n−1|n), (2|1), . . . (n|n−1), (ie2)(2|1), (1|2)(ie2), (ie2)(2|3), . . . , (ien−1)(n−1|n), (3|2)(ie2),
. . . , (n|n− 1)(ien−1), (1|2|1), . . . , (2n− 1|2n− 2|2n− 1), (ie2)(2|1|2), . . . , (ien)(n|n− 1|n)}.
The indecomposable (left) projective Bn-modules are given by P
B
j := Bnej . For j = 1,
PBj is naturally a (Bn,R)-bimodule; there is a natural left Bn-action given by multiplication
of the algebra and the right R-action induced by the natural left R-action. But for j ≥ 2, we
shall endow PBj with a right C-action. Note that eq. (2.3) is the same relation satisfied by the
complex imaginary number i. We define a right C-action on PBj by p ∗ (a+ ib) = ap+ bp(iej) for
p ∈ PBj , a + ib ∈ C. Further note that this right action restricted to R agrees with the natural
right (and left) R-action. This makes PBj into a (Bn,C)-bimodule for j ≥ 2. Dually, we shall
define jP
B := ejBn, where we similarly consider it as a (R,Bn)-bimodule for j = 1 and as a
(C,Bn)-bimodule for j ≥ 2.
It is easy to check that we have the following isomorphisms of Z-graded bimodules:
Proposition 2.4.
jP
B
k := jP
B⊗BnP
B
k
∼=

CCC as (C,C)-grbimod, for j, k ∈ {2, . . . , n} and k − j = 1;
CCC{1} as (C,C)-grbimod, for j, k ∈ {2, . . . , n} and j − k = 1;
CCC ⊕ CCC{1} as (C,C)-grbimod, for j = k = 2, 3, . . . , n;
RCC as (R,C)-grbimod, for j = 1 and k = 2;
CCR{1} as (C,R)-grbimod, for j = 2 and k = 1;
RRR ⊕ RRR{1} as (R,R)-grbimod, for j = k = 1.
Remark 2.5. Note that all the graded bimodules in Proposition 2.4 can be restricted to a (R,R)-
bimodule. By identifying RCR ∼= R ⊕ R〈1〉 as Z/2Z-graded (R,R)-bimodules, the bimodules in
Proposition 2.4 restricted to just the R actions are also isomorphic as bigraded (Z and Z/2Z)
(R,R)-bimodule. For example, 1P
B
2 as a (R,R)-bimodule is generated by (1|2) and (1|2)i, so it
is isomorphic to R⊕ R〈1〉 ∼= RCR.
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Lemma 2.6. Denote kj := R when j = 1 and kj := C when j ≥ 2. The maps
βj : P
B
j ⊗kj jP
B → Bn and γj : Bn → P
B
j ⊗kj jP
B{−1}
defined by:
βj(x ⊗ y) := xy,
γj(1) :=
{
X1 ⊗ e1 + e1 ⊗X1 + (2|1)⊗ (1|2) + (−ie2)(2|1)⊗ (1|2)(ie2), for j = 1;
Xj ⊗ ej + ej ⊗Xj + (j − 1|j)⊗ (j|j − 1) + (j + 1|j)⊗ (j|j + 1), for j ≥ 2,
are (Bn,Bn)-bimodule maps.
Proof. It is obvious that βj are for all j. The fact that γj is a (Bn,Bn)-bimodule map also
follows from a tedious check on each basis elements, which we shall omit and leave it to the
reader. 
Definition 2.7. Define the following complexes of graded (Bn,Bn)-bimodules:
Rj := (0→ P
B
j ⊗Fj jP
B βj−→ Bn → 0), and
R′j := (0→ Bn
γj
−→ PBj ⊗Fj jP
B{−1} → 0).
for each j ∈ {1, 2, · · · , n}, with both Bn in cohomological degree 0, F1 = R and Fj = C for j ≥ 2.
Proposition 2.8. There are isomorphisms in the homotopy category, Komb((Bn,Bn)-bimod),
of complexes of projective graded (Bn,Bn)-bimodules:
Rj ⊗R
′
j
∼=Bn ∼= R
′
j ⊗Rj ;(2.8)
Rj ⊗Rk ∼= Rk ⊗Rj , for |k − j| > 1;(2.9)
Rj ⊗Rj+1 ⊗Rj ∼= Rj+1 ⊗Rj ⊗Rj+1, for j ≥ 2.(2.10)
Proof. These relations can be verified similarly as in [KS02, Theorem 2.5]. 
2.3. Biadjunction and Dehn Twist. To show the last type Bn relation, we shall introduce a
larger family of invertible complexes that will aid us in our calculation. The construction mirrors
the notion of Dehn Twists in topology and uses the theory on biadjunctions (see [Kho10] for an
amazing exposition on biadjunctions in terms of string diagram). Throughout this section we
will denote K1 := R and Kj := C for j ≥ 2.
Definition 2.9. Let X ∈ Komb((Bn,Kj)-bimod) and X∨ ∈ Kom
b((Kj ,Bn)-bimod) such that
(X,X∨) is a biadjoint pair of objects. We define the complex of (Bn,Bn)-bimodule
σX := cone
(
X ⊗Kj X
∨ ε−→ Bn
)
with ε the counit of the adjunction X ⊣ X∨.
One can verify from the definition of biadjunctions that σX is uniquely defined up to isomor-
phism, i.e. if X ∼= Y , then σX ∼= σY . Moreover, ΣX = ΣX[r]{s}〈t〉. If (Y, Y
∨) is a biadjoint pair
and X ∼= Σ⊗Bn Y with Σ an invertible object in Kom
b((Bn,Bn)-mod), then (X,X
∨) forms a
biadjoint pair with X∨ := Y ∨ ⊗Bn Σ
−1. Furthermore, σX ∼= Σ⊗Bn σY ⊗Bn Σ
−1.
Lemma 2.10. The objects PBj and jP
B are biadjoints to each other.
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Proof. To show that the PBj is a left adjoint to jP
B, take the counit to be the functor induced by
PBj ⊗Kj jP
B βj−→ Bn and the unit is instead induced by Kj
ϕ
−→ jPB ⊗Bn P
B
j where ϕ is defined
by ϕ(1) = ej ⊗Bn ej. To show jP
B is a left adjoint to PBj , take the counit to be the functor
induced by jP
B ⊗Bn P
B
j
ϕ′
−→ Kj where ϕ′ is defined by ϕ′(ej ⊗ ej) = 0, ϕ′(Xj ⊗ ej) = 1 (note
that Xj ⊗ ej = ej ⊗Xj), and the unit is instead induced by Bn
γj
−→ PBj ⊗Kj jP
B. It is an easy
exercise to verify the conditions for both adjunctions. 
Using this, we shall now prove the last type Bn relation required:
Proposition 2.11. We have the following isomorphism of Komb((Bn,Bn)− bimod):
R2 ⊗Bn R1 ⊗Bn R2 ⊗Bn R1 ∼= R1 ⊗Bn R2 ⊗Bn R1 ⊗Bn R2.
Proof. We shall drop the tensor product for the sake of readability: R2R1R2R1 ∼= R1R2R1R2.
Using Proposition 2.8, note that this relation is equivalent to
(R2R1R2)R1(R
′
2R
′
1R
′
2)
∼= R1.
By Lemma 2.10, we get R1 = σPB1 , giving us
(R2R1R2)σPB1 (R
′
2R
′
1R
′
2)
∼= σPB1 .
Thus, it is equivalent to show that
σR2R1R2(PB1 )
∼= σPB1 .
It is now sufficient to show R2R1R2(P
B
1 ) and P
B
1 are isomorphic in Kom
b((Bn,R)-bimod) up
to cohomological or internal gradings shifts. We shall show this in the computation that follows.
Since the cohomological grading does not matter, we shall omit it during the computation.
R2(P
B
1 ) = 0→ P
B
2 ⊗C 2P
B
1 → P
B
1 → 0
∼= 0→ PB2 {1}
2|1
−−→ PB1 → 0 (by Proposition 2.4)
R1R2(P
B
1 )
∼= R1
(
0→ PB2 {1}
2|1
−−→ PB1 → 0
)
= cone

PB1 {1} ⊗R 1P
B
2 P
B
1 ⊗R 1P
B
1
PB2 {1} P
B
1
id⊗(2|1)
2|1

∼= cone

PB1 {1} ⊕ P
B
1 {1}〈1〉 P
B
1 ⊕ P
B
1 {1}
PB2 {1} P
B
1

 0 0
id 0


[
1|2 1|2i
] [
id X1
]
2|1

(by Proposition 2.4)
∼= 0→ PB1 {1}〈1〉
1|2i
−−→ PB2 {1} → 0
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R2R1R2(P
B
1 )
∼= cone

PB2 ⊗C 2P
B
1 {1}〈1〉 P
B
2 ⊗C 2P
B
2 {1}
PB1 {1}〈1〉 P
B
2 {1}
1|2i

∼= cone

PB2 {2}〈1〉 P
B
2 {1} ⊕ P
B
2 {2}〈1〉
PB1 {1}〈1〉 P
B
2 {1}.

 0
id


2|1
[
id X2i
]
1|2i

(by Proposition 2.4)
∼= PB1 {1}〈1〉

Theorem 2.12. We have a (weak) A(Bn)-action on Kom
b(Bn-prgrmod), where each standard
generator σBj for j ≥ 2 of A(Bn) acts on a complex M ∈ Kom
b(Bn-prgrmod) via Rj, and σ
B
1
acts via R1〈1〉:
σBj (M) := Rj ⊗Bn M, and σ
B
j
−1
(M) := R′j ⊗Bn M,
σB1 (M) := R1〈1〉 ⊗Bn M, and σ
B
1
−1
(M) := R′1〈1〉 ⊗Bn M.
Proof. This follows directly from Proposition 2.8 and Proposition 2.11, where the required rela-
tions still hold with the extra third grading shift 〈1〉 on R1 and R′1. 
From now on, we will abuse notation and use σBj and σ
B
j
−1
in place of Rj and R
′
j (with an extra
grading shift 〈1〉 for j = 1) respectively whenever it is clear from the context what we mean.
2.4. Functor realisation of the type B Temperley-Lieb algebra. In [KS02, section 2b],
Khovanov-Seidel showed that the (Am,Am)-bimodules Uj := PAj ⊗C jP
A provides a functor
realisation of the type Am Temperley-Lieb algebra. We will see that we have a similar type Bn
analogue of this.
Recall that the type Bn Temperley-Lieb algebra TLv(Bn) over Z[v, v
−1] can be described
explictly as (see [Gre97, Proposition 1.3]) the algebra generated by E1, ..., En with relation
E2j = vEj + v
−1Ej ;
EiEj = EjEi, if |i− j| > 1;
EiEjEi = Ei, if |i− j| = 1 and i, j > 1;
EiEjEiEj = 2EiEj , if {i, j} = {1, 2}.
To match with the above, for this subsection only, we shall adopt the path length grading on
our algebra Bn instead, where we insist that the blue paths iej in 2.2.1 have length 0. We shall
denote this path length grading shift by (−) to avoid confusion. Define Uj := PBj ⊗Fj jP
B(−1),
where F1 = R and Fj = C when j ≥ 2. It is easy to check that:
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Proposition 2.13. The following are isomorphic as (path length graded) (Bn,Bn)-bimodules:
U2j
∼= Uj(1)⊕ Uj(−1)
UiUj ∼= 0 if |i− j| > 1,
UiUjUi ∼= Ui if |i− j| = 1 and i, j > 1,
UiUjUiUj ∼= UiUj ⊕ UiUj if {i, j} = {1, 2}.
Comparing this with the relations of TLv(Bn) above, it follows that Uj provides a (degenerate)
functor realisation of the type B Temperley-Lieb algebra.
3. Relating Categorical Type Bn and Type A2n−1 actions
In Section 1, we have defined m that lifts isotopy classes of trigraded curves in DBn+1 to isotopy
classes of bigraded curves in DA2n. Furthermore, we showed that the map m is equivariant under
the A(Bn)-action. In this section, we shall develop the algebraic version of this story. We will
first relate our type Bn zigzag algebra Bn to the type A2n−1 zigzag algebra A2n−1 by showing
that C⊗R Bn ∼= A2n−1 as graded C-algebras (forgetting the 〈−〉 grading in Bn). Through this,
we have an injection Bn →֒ C ⊗R Bn ∼= A2n−1 as graded R-algebras. Thus, we can relate the
two categories Komb(Bn-prgrmod) and Kom
b(A2n−1-prgrmod) through an extension of scalar
A2n−1⊗Bn−. We end this section by showing that the functor A2n−1⊗Bn− isA(Bn)-equivariant,
which also allows us to deduce that the A(Bn) action on Kom
b(Bn-prgrmod) is faithful.
Proposition 3.1. Consider the graded R-algebra B¨n, where B¨n is just Bn without the Z/2Z
grading 〈−〉. The graded C-algebras C⊗R B¨n and A2n−1 are isomorphic.
Proof. Note that as C-vector space, we have the following decomposition:
C⊗R B¨n ∼=
n⊕
j=2
C⊗R
(
jP
B
j ⊕ jP
B
j−1 ⊕ j−1P
B
j
)
⊕ (C⊗R 1P
B
1 )
∼=
n⊕
j=2
(
C⊗R jP
B
j
)
⊕
n⊕
j=2
(
C⊗R jP
B
j−1
)
⊕
n⊕
j=2
(
C⊗R j−1P
B
j
)
⊕ (C⊗R 1P
B
1 ).
Firstly, for each j ≥ 2, note that jPBj is itself a C-algebra with unit ej ⊗ 1. Moreover, after
tensoring with C over R, C ⊗R jPBj has idempotent νj :=
1
2 (1 ⊗ ej + i ⊗ iej). We shall define
a C-linear morphism Φ : C ⊗R B¨n → A2n−1 by specifying the image of the basis elements of
C⊗R B¨n. It is easy to see that Φ is grading preserving and we leave the routine check that Φ is
an algebra morphism to the reader.
For j = 1,
C⊗R 1P
B
1 → nP
A
n
1⊗
1
2
X1 7→ Xn
1⊗ e1 7→ en
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For 2 ≤ j ≤ n,
C⊗R jP
B
j → n−j+1P
A
n−j+1 ⊕ n+j−1P
A
n+j−1
(1 ⊗Xj)νj 7→ Xn−j+1
(1⊗Xj)(1⊗ ej − νj) 7→ Xn+j−1
νj 7→ en−j+1
(1⊗ ej − νj) 7→ en+j−1
C⊗R j−1P
B
j → n−j+2P
A
n−j+1 ⊕ n+j−2P
A
n+j−1(
1⊗ (j − 1|j)
)
νj 7→ ((n− j + 2) |
(
n− j + 1)
)(
1⊗ (j − 1|j)
)
(1⊗ ej − νj) 7→
(
(n+ j − 2) | (n+ j − 1)
)
C⊗R jP
B
j−1 → n−j+1P
A
n−j+2 ⊕ n+j−1P
A
n+j−2
vj(1⊗ (j|j − 1)) 7→
(
(n− j + 1) | (n− j + 2)
)
(1⊗ ej − vj)(1 ⊗ (j|j − 1)) 7→
(
(n+ j − 1) | (n+ j − 2)
)
It is easy to see that this map is surjective and dimC
(
C⊗R B¨n
)
= dimC (A2n−1). 
Let i : B¨n →֒ C⊗R B¨n be the canonical injection of graded R-algebras. Proposition 3.1 allows
us to view B¨n as a graded subalgebra over R of A2n−1 through Φ◦ i. Thus, every A2n−1 module
can be restricted to a B¨n module. In particular, A2n−1 as a graded (A2n−1,A2n−1)-bimodule
can be restricted to a graded (A2n−1, B¨n)-bimodule. This gives us an extension of scalar functor
A2n−1⊗B¨n−, sending graded B¨n-modules to gradedA2n−1-modules. Furthermore, A2n−1⊗B¨n−
sends projectives to projectives. Therefore, we can extend A2n−1 ⊗B¨n − to a functor from
Komb(B¨n-prgrmod) to Kom
b(A2n−1-prgrmod). We will denote the functor
A2n−1 ⊗Bn − := A2n−1 ⊗B¨n (F(−)) : Kom
b(Bn-prgrmod)→ Kom
b(A2n−1-prgrmod),
where F is the functor which forgets the Z/2Z grading 〈−〉 of the bigraded Bn-modules. The
following proposition identifies the indecomposable projectives under the functor A2n−1 ⊗Bn −.
Notation. Let Q be a left C-module. We shall denote C¯Q to be the left C-module with a
deformed left action, given by multiplication its with complex conjugate:
a(c) = a¯c.
Similarly for Q a right C-module, we use QC¯ to denote the right C-module with the deformed
action.
Proposition 3.2. We have the following isomorphisms of graded, left A2n−1-modules:
A2n−1 ⊗Bn P
B
1
∼= PAn , and A2n−1 ⊗Bn P
B
j
∼= PAn−(j−1) ⊕ P
A
n+(j−1), for j ≥ 2.
Proof. We will prove a slightly stronger result, which will come in handy later. We show that
A2n−1 ⊗Bn P
B
1
∼= (PAn )R
as graded (A2n−1,R)-bimodules, and for j ≥ 2 we will show that
A2n−1 ⊗Bn P
B
j
∼=
(
PAn−(j−1)
)
C¯
⊕ PAn+(j−1)
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as graded (A2n−1,C)-bimodules.
Define Φ1 : A2n−1 ⊗Bn P
B
1 → (P
A
n )R and Φj : A2n−1 ⊗Bn P
B
j →
(
PAn−(j−1)
)
C¯
⊕ PAn+(j−1)
as the maps given on the basis elements by a ⊗ b 7→ aΦ(1 ⊗ b) and extend linearly. It easy to
check that Φ1 is a graded (A2n−1,R)-bimodule morphism and Φj is a graded (A2n−1,C)-bimodule
morphism; the only detail that one should beware of is that Φj maps into
(
PAn−(j−1)
)
C¯
⊕PAn+(j−1)
instead of PAn−(j−1) ⊕P
A
n+(j−1). The fact that they are isomorphisms follows easily from looking
at the dimensions. 
Recall the injection Ψ : A(Bn) → A(A2n−1) as defined in Proposition 1.1; the image of
standard generators are explicitly given by:
Ψ(σBj ) =
{
σAn , for j = 1;
σAn−(j−1)σ
A
n+(j−1), otherwise.
We have previously shown that A(Bn) acts on Kom
b(Bn-prgrmod) and similarly A(A2n−1) acts
on Komb(A2n−1-prgrmod). Through Ψ, we have an induced action of A(Bn) on Kom
b(A2n−1-
prgrmod). We will now prove the algebraic version of Proposition 1.10.
Theorem 3.3. For all 1 ≤ j ≤ n, we have that A2n−1⊗Bnσ
B
j
∼= Ψ(σBj )Bn in Kom
b((A2n−1,Bn)-bimod).
In particular, the functor A2n−1 ⊗Bn − is A(Bn)-equivariant:
A(Bn) A(A2n−1)
Ψ
←− A(Bn)
Komb(Bn-prgrmod) Kom
b(A2n−1-prgrmod),
A2n−1 ⊗Bn −
i.e. for any σ ∈ A(Bn) and any complex C ∈ Kom
b(Bn-prgrmod), A2n−1 ⊗Bn (σ ⊗Bn C) ∼=
Ψ(σ)⊗A (A2n−1 ⊗Bn C).
Before we start with the proof, we will need the following lemma:
Lemma 3.4.
A2n−1 ⊗Bn P
B
1
∼= (PAn )R as graded (A2n−1,R)-bimodules;(3.1)
C⊗R 1P
B ∼= (nP
A)Bn as graded (C,Bn)-bimodules;(3.2)
A2n−1 ⊗Bn P
B
j
∼=
(
PAn−(j−1)
)
C¯
⊕ PAn+(j−1) as graded (A2n−1,C)-bimodules;(3.3)
jP
B ∼=
(
n+(j−1)P
A
)
Bn
as graded (C,Bn)-bimodules;(3.4)
jP
B ∼= C¯
(
n−(j−1)P
A
)
Bn
as graded (C,Bn)-bimodules;(3.5)
CC⊗C¯ CC ∼= CCC as graded (C,C)-bimodues.(3.6)
Proof. Both 3.1 and 3.3 follows from the proof of Proposition 3.2. For the rest of the lemma
we will only define the maps; the proofs that they are isomorphisms respecting the required
structures follows from a simple verification.
For 3.2 take the morphism φ1 : C ⊗R 1PB → (nPA)Bn as the restriction of Φ given by
c⊗ b 7→ Φ(c⊗ b). Note that φ1 does indeed map into (nPA)Bn since
Φ(c⊗ b) = Φ(c⊗ e1b) = Φ((1 ⊗ e1)(c⊗ b)) = Φ(1⊗ e1)Φ(c⊗ b) = enΦ(c⊗ b).
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For 3.4 and 3.5, consider the morphisms
φ+j : jP
B →
(
n+(j−1)P
A
)
Bn
and φ−j : jP
B → C¯
(
n−(j−1)P
A
)
Bn
b 7→ en+(j−1)Φ(1⊗ b), b 7→ en−(j−1)Φ(1⊗ b).
Finally for 3.6, consider the morphism c : CC⊗C¯ CC → C uniquely defined by 1⊗ 1 7→ 1. 
Proof. (of Theorem 3.3) Let j ≥ 2. Before we proceed, note that
PAn−(j−1) ⊗C n−(j−1)P
A ∼= PAn−(j−1) ⊗C C⊗C n−(j−1)P
A
∼= PAn−(j−1) ⊗C C⊗C¯ C⊗C n−(j−1)P
A (by 3.6 in Lemma 3.4)
∼= PAn−(j−1) ⊗C¯ n−(j−1)P
A.
Denote this composition of isomorphisms as h : PAn−(j−1)⊗C¯n−(j−1)P
A → PAn−(j−1)⊗Cn−(j−1)P
A,
which is simply defined by h(a⊗ b) = a⊗ b. We obtain the following chain of isomorphisms
Ψ(σBj )B =
(
σAn−(j−1)σ
A
n+(j−1)
)
B
=
(
PAn−(j−1) ⊗C
(
n−(j−1)P
A
)
B
)
⊕
(
PAn+(j−1) ⊗C
(
n+(j−1)P
A
)
B
) [βAn−(j−1) βAn+(j−1)]
−−−−−−−−−−−−−−−−−→ AB
∼=
(
PAn−(j−1) ⊗C¯
(
n−(j−1)P
A
)
B
)
⊕
(
PAn+(j−1) ⊗C
(
n+(j−1)P
A
)
B
) [βAn−(j−1)h βAn+(j−1)]
−−−−−−−−−−−−−−−−−−→ AB
∼=
((
PAn−(j−1)
)
C¯
⊗C jP
B
)
⊕
(
PAn+(j−1) ⊗C jP
B
) [βAn−(j−1)h(id⊗C φ−j) βAn+(j−1)(id⊗C φ+j)]
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ AB
∼=
((
PAn−(j−1)
)
C¯
⊕ PAn+(j−1)
)
⊗C jP
B
βAn−(j−1)h(en−(j−1)⊗Cφ−j)+β
A
n+(j−1)(en+(j−1)⊗Cφ+j)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ AB
∼= A ⊗B P
B
j ⊗C jP
B (β
A
n−(j−1)h(en−(j−1)⊗Cφ−j)+β
A
n+(j−1)(en+(j−1)⊗Cφ+j))(Φj⊗Cid)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ AB
∼= A ⊗B P
B
j ⊗C jP
B
g(βAn−(j−1)h(en−(j−1)⊗Cφ−j)+β
A
n+(j−1)(en+(j−1)⊗Cφ+j))(Φj⊗Cid)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ A ⊗B B
where g is the canonical isomorphism AB
∼=
−→ A ⊗B B. We claim that
g
(
βAn−(j−1)h(en−(j−1) ⊗C φ−j) + β
A
n+(j−1)(en+(j−1) ⊗C φ+j)
)
(Φj ⊗C id) = id⊗B β
B
j ,
which can be done by showing that they have the same image as follows:
a⊗B p⊗C p
′ Φj⊗Cid7−−−−−→ aΦ(1⊗ p)⊗C p
′
βAn−(j−1)h(en−(j−1)⊗Cφ−j)+β
A
n+(j−1)(en+(j−1)⊗Cφ+j)
7−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
aΦ(1⊗ p)en−(j−1)Φ(1⊗ p
′) + aΦ(1⊗ p)en+(j−1)Φ(1 ⊗ p
′)
= aΦ(1⊗ p)(en−(j−1) + en+(j−1))Φ(1⊗ p
′)
= aΦ(1⊗ p)Φ(1⊗ ej)Φ(1⊗ p
′)
= aΦ(1⊗ pp′)
g
7−→ aΦ(1 ⊗ pp′)⊗B 1 = a⊗B pp
′,
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Thus we get
Ψ(σBj )B
∼=
(
A ⊗B P
B
j ⊗C jP
B
id⊗Bβ
B
j
−−−−−→ A ⊗B B
)
= A ⊗B
(
PBj ⊗C jP
B
βBj
−−→ B
)
= A ⊗B σ
B
j .
The proof for the case where j = 1 is a simpler version of the proof above, which we shall omit
and leave it to the interested reader.
These cases combined are sufficient to show that the action intertwines, since we have that
for any σ ∈ A(Bn) and any complex C ∈ Kom
b(Bn-prgrmod),
A ⊗B σ ⊗B C ∼= Ψ(σ)⊗B C ∼= Ψ(Σ)⊗A A ⊗B C.

Remark 3.5. Recall the definitions of Uj and Uj from Section 2.4. In particular, this propo-
sition implies that A2n−1 ⊗Bn Uj ∼=
{
(U1)Bn , for j = 1;(
Un−(j−1) ⊕ Un+(j−1)
)
Bn
, otherwise.
When n = 2, this also relate our bimodules construction to the bimodules construction given in
[MT19] (see Example 2.12 in particular).
We may now use this relation to deduce that the categorical action of A(Bn) is faithful:
Theorem 3.6. The (weak) action of A(Bn) on the category Kom(Bn-prgrmod) given in 2.12
is faithful.
Proof. Assume that we are given σ ∈ A(Bn) such that σ (C) ∼= C for all C ∈ Kom
b(Bn-
prgrmod). We will show that this implies σ is the identity. In particular, take C = ⊕nj=1P
B
j so
that we have
σ
(
⊕nj=1P
B
j
)
∼= ⊕nj=1P
B
j .
Applying the functor A2n−1 ⊗Bn −, we obtain
(3.7) A2n−1 ⊗Bn σ
(
⊕nj=1P
B
j
)
∼= A2n−1 ⊗Bn
(
⊕nj=1P
B
j
)
∼= ⊕2n−1j=1 P
A
j .
Applying Theorem 3.3 to the LHS of 3.7, we get
(3.8) A2n−1 ⊗Bn σ
(
⊕nj=1P
B
j
)
∼= Ψ(σ)
(
A2n−1 ⊗Bn
(
⊕nj=1P
B
j
))
∼= Ψ(σ)
(
⊕2n−1j=1 P
A
j
)
.
Combining the two equations 3.7 and 3.8 above we deduce that
Ψ(σ)
(
⊕2n−1j=1 P
A
j
)
∼= ⊕2n−1j=1 P
A
j .
Since it was shown in [KS02, Corollary 1.2] that the type A categorical action is faithful, we
conclude that Ψ(σ) = id. But Ψ is injective, so we must have that σ = id as required. 
4. Main Theorem
This section contains the main result of this paper, which relates the topological action of
A(Bn) on isotopy classes of admissable curves in DBn+1 defined in Section 1 and the categorical
action of A(Bn) on Kom
b(Bn-prgrmod) defined in Section 2. This will be done in a similar
fashion as in [KS02]: they define a map that assigns a complex in Komb(A2n−1-prgrmod) for
each isotopy classes of curves in DA2n. Moreover, they show that this assignment is A(A2n−1)-
equivariant. Following a similar idea, we will also define a similar map LB for type Bn, which
assigns a complex in Komb(Bn-prgrmod) for each isotopy classes of curves in Dn+1. We will
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also show that this assignment is A(Bn)-equivariant. Instead of proving this directly, we will
make use of the topological relation between isotopy classes of curves in DBn+1 and in D
A
2n, and
the algebraic relation between Komb(Bn-prgrmod) and Kom
b(A2n−1-prgrmod).
4.1. Complexes associated to admissible multi-curves and categorical action (Type
A). We start by recalling the constructions and results shown in [KS02] for admissable curves,
which can be extended easily to admissable multicurves. Note that we use LA in place of L in
[KS02] to differentiate between the maps for type A and type B later on. Let c¨ be a bigraded
admissable curve. We associate to c¨ an object LA(c¨) in the category Kom
b(A2n−1-prgrmod).
Start by defining LA(c¨) as a bigraded A2n−1-module:
LA(c¨) =
⊕
x∈cr(c¨)
P (x)(4.1)
where P (x) = PAx0 [−x1]{x2} (see the paragraph after Remark 1.12 for the definition of (x0, x1, x2)).
For every x, y ∈ cr(c¨) define ∂yx : P (x)→ P (y) by the following rules:
• If x and y are the endpoints of an essential segment and y1 = x1 + 1, then
(1) If x0 = y0 (then it must be that x2 = y2 + 1) then
∂yx : P (x)→ P (y) ∼= P (x)[−1]{1}
is the multiplication on the right by Xx0 ∈ A2n−1.
(2) If x0 = y0 ± 1, then ∂yx is the right multiplication by (x0|y0) ∈ A2n−1;
• otherwise ∂yx = 0.
We define the differential ∂ as ∂ :=
∑
x,y ∂yx. See [KS02, Lemma 4.1] for a proof that this defines
a complex. Moreover, it follows easily that
(4.2) LA(χA(r1, r2)c¨) ∼= LA(c¨)[−r1]{r2}.
For gˇ a bigraded j-string of cˇ, we can also assign a complex LA(gˇ) to gˇ, where as a bigraded
abelian group, LA(gˇ) =
⊕
x∈crg P
A(x) and the differentials are obtained from essential segments
of gˇ the same way as for admissible curves. We can easily extend this to define LA(hˇ) for h ⊆ c
a connected subset of c such that h = ∪gα,j with each gα,j some bigraded j-string of c. The
following theorem is proven in [KS02, Theorem 4.3]:
Theorem 4.1. For a braid σ ∈ A(Am) and a bigraded admissible curve c¨ in DAm+1, we have
σLA(c¨) ∼= LA(σ(c¨)) in the category Kom
b(Am-prgrmod), i.e. LA is A(Am)-equivariant.
We extend LA to admissable multicurves as follows: given bigraded multicurves
∐
j c¨j ,
LA
∐
j
c¨j
 :=⊕
j
LA(c¨j).
It follows easily that this defines a complex, and both eq. (4.2) and Theorem 4.1 still hold for
admissable multicurves.
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4.2. Complexes associated to admissible curves and categorical action (Type B).
Consider a trigraded admissable curve cˇ. We associate to cˇ an object LB(cˇ) in the category
Komb(Bn-prgrmod). Start by defining LB(cˇ) as a trigraded Bn-module:
LB(cˇ) =
⊕
y∈cr(cˇ)
P (y)
where P (y) = PBy0 [−y1]{y2}〈y3〉 (see the second paragraph after Proposition 1.8 in Section 1.6
for definition of y0, y1, y2 and y3).
We now define maps ∂zy : P (y) → P (z) for each y, z ∈ cr(cˇ) using the following rules (note
that these are not the differentials yet):
• If y and z are the endpoints of an essential segment in Dj for j ≥ 1 and z1 = y1+1, then
1. If y0 = z0 (then also y2 = z2 + 1 and y3 = z3), then
∂zy : P (y)→ P (z) ∼= P (y)[−1]{1}
is the right multiplication by the element Xy0 ∈ Bn.
2. If y0 = z0 ± 1 then ∂zy is the right multiplication by (y0|z0) ∈ Bn;
• otherwise ∂yz = 0.
We will modify some of these maps before using them as differentials. Define the following
equivalence relation on the set of 1-crossings:
y ∼ y′ ⇐⇒ y and y′ are connected by an essential segment in D0.
Consider the partitioning of the set of 1-crossings using the equivalence relation above. Note
that every equivalence classes under this relation consists of either 1 or 2 elements. For each
[y] an equivalence class of 1-crossing, we modify the some of the maps given previously by the
following rule:
• If [y] = {y}, we modify nothing;
• otherwise, we have [y] = {y, y′} with y′ a distinct 1-crossing. Note that at least one of
y or y′ must be an endpoint of some essential segment in D1; without lost of generality
let this 1-crossing be y, with the other endpoint of the essential segment in D1 be z.
Consider the two possible cases for z:
1. z is a 2-crossing:
(a) if y1 = z1 + 1, then we have that ∂yz : P (z) → P (y) is given by the right
multiplication by (2|1). We modify ∂y′z : P (z)→ P (y′) ∼= P (y)〈1〉 (which was
necessarily 0 previously) so that it is now the right multiplication by −i(2|1);
(b) otherwise, we have instead z1 = y1+1. In this case, ∂zy : P (y)→ P (z) is given
by the right multiplication by (1|2). We modify ∂zy′ : P (y′) ∼= P (y)〈1〉 → P (z)
(which was necessarily 0 previously) so that it is now the right multiplication
by (1|2)i.
2. z is a 1-crossing:
(a) if y1 = z1 + 1, we modify nothing;
(b) otherwise, we have instead z1 = y1 + 1. In this case ∂zy : P (y) → P (z) is
given by the right multiplication by X1. Once again consider the two possible
cases of the equivalence class [z]:
(i) If [z] = {z}, we modify nothing;
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(ii) otherwise [z] = {z, z′} with z′ a distinct 1-crossing. We then modify
∂z′y′ : P (y)〈1〉 ∼= P (y′) → P (z′) ∼= P (z)〈1〉 (which was necessarily 0
previously) so that it is now the right multiplication by X1;
Repeat the process above for y′ if y′ is also an endpoint of some essential segment in D1.
Finally, we define the differential as ∂ =
∑
x,y∈cr(cˇ) ∂xy, where ∂xy are the modified version above.
Lemma 4.2. (LB(cˇ), ∂) is a complex of projective graded Bn-modules with a grading-preserving
differential.
Proof. For x, y, z ∈ cr(cˇ) with x0, y0, z0 ≥ 2, the same argument as in the type A shows that
the product of ∂zy∂yx : Px → Pz is always 0. The only occurrence of ∂zy∂yx 6= 0 is when
∂zy = ∂ac, ∂ad and ∂yx = ∂db, ∂cb with a, b, c, d the crossings of the following type of 1-string
labelled below:
a
bc
d
Note that the two non-zero composition ∂ad∂db and ∂ac∂cb always occur as a pair. Moreover,
we see that their sum is equal to 0: ∂ad∂db + ∂ac∂cb = X2i−X2i = 0, thus showing that ∂2 = 0
as required. 
Lemma 4.3. For any triple (r1, r2, r3) of integers and any trigraded admissible curve cˇ we have:
LB(χ(r1, r2, r3)cˇ) ∼= LB(cˇ)[−r1]{r2}〈r3〉.
Proof. This follows directly from the definition. 
4.3. Main result. Let us recall the main theorem that we aim to prove:
A(Bn)
A(Bn)
A(A2n−1)
A(A2n−1)
Isotopy classes of admissible
trigraded curves Cˇadm in DAn+1
Isotopy classes of admissible
bigraded multicurves
¨˜
C˜adm in DB2n
Komb(Bn-prgrmod) Kom
b(A2n−1-prgrmod)
LB
m
LA
A2n−1 ⊗Bn −
Figure 4.3.1. Main theorem
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We aim to show that the diagram is commutative and the four maps on the square are A(Bn)-
equivariant; recall that the A(Bn)-actions on curves of DA2n and Kom
b(A2n−1-prgrmod) are given
through the injection A(Bn)
Ψ
−→ A(A2n−1) introduced in Section 1.
In Section 1, we introduced and showed that m is A(Bn)-equivariant. In Section 3, we showed
that the functor (A2n−1 ⊗Bn −) is also A(Bn)-equivariant. By Theorem 4.1, the map LA is
A(A2n−1)-equivariant and therefore A(Bn)-equivariant. Thus, we are left to show that the
diagram commutes and that LB is A(Bn)-equivariant. The proof of these two statements, first
of which is technical, will occupy the rest of this section.
Proposition 4.4. The diagram in Figure 4.3.1 commutes, i.e. for each trigraded admissible
curve cˇ in DBn+1 we have that A2n−1 ⊗Bn LB(cˇ)
∼= LA(m(cˇ)) in Kom
b(A2n−1-prgrmod).
Proof. Let x be any j-crossing of cˇ. If j ≥ 2, we have that m(x) consists of a (n + (j −
1))-crossing x˜ and a (n − (j − 1))-crossing x˜ of m(cˇ); if j = 1, m(x) consists of a single n-crossing x˜˜ of m(cˇ). In either cases, we have isomorphisms Φj : A2n−1 ⊗Bn PB(x) → PA(x˜) ⊕PA(x˜) = PAn+(j−1) ⊕ PAn−(j−1) or Φ1 : A2n−1 ⊗Bn PB(x) → PA(x˜˜) = PAn given in the proofof Proposition 3.2. Putting together these isomorphisms for each crossing x of cˇ, we obtain
a cohomological and internal grading preserving isomorphism of A2n−1-modules between the
underlying modules of A2n−1⊗Bn LB(cˇ) and LA(m(cˇ)); denote this isomorphism as η. Denoting
the complexes A2n−1⊗Bn LB(cˇ) as (Q, δ) and LA(m(cˇ)) as (Q
′, δ′) (so η is an isomorphism from
Q to Q′), it follows that η induces an isomorphism of complexes:
(Q, δ) ∼= (Q′, δ0),
with δ0 = ηδη
−1. We now aim to show that (Q′, δ0) ∼= (Q′, δ′) in Kom
b(A2n−1-prgrmod). In
fact, we will show that they are isomorphic in the ordinary category Comb(A2n−1-prgrmod) of
complexes in A2n−1-prgrmod.
(Slicing c). Recall that c, being admissable, must have both of its end points at two distinct
marked points; so at least one of its end points is at a marked point in ∆ \ {0}. Fix such an end
point and call it m. Orient the curve c so that it starts from m and ends at its other end point.
Following this orientation, we can slice c into distinct connected components cj ⊂ c ∩ (∪j≥2Dj)
and gj′ ⊂ c ∩ (D0 ∪D1) (note that gj′ are the 1-strings of c), where we start from c0 to g0 to c1
and so on if m ∈ ∆ \ {0, 1}; for m = 1, we instead start from g0 to c0 to g1 and so on. Following
the same orientation, for m ∈ ∆ \ {0, 1} we will also enumerate the 2-crossings of c as r0, r1 and
so on, whereas for m = 1 we will enumerate the 2-crossings as r1, r2, r2 and so on instead.
c1
g0
g1
0
c0
r1
r2
r0
Figure 4.3.2. Example of slicing a curve with one of its endpoints in ∆ \ {0, 1}.
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c1
g0
g1
g2
0
c2
r1
r2
r0
r3
Figure 4.3.3. Example of slicing a curve with its endpoints in {0, 1}.
Now consider the following subsets of (graded) crossings of m(cˇ):
(4.3)

Cj := m(cˇj) ∩ (
⋃
i θ¨i);
C¯j := m(cˇj) ∩ (
⋃
i6=n−1,n+1 θ¨i);
Gj′ := m(gˇj′) ∩ (θ¨n−1 ∪ θ¨n ∪ θ¨n+1);
G¯j′ := m(gˇj′) ∩ θ¨n; and
Rj := m(rˇj).
Note that by definition, the subsets of crossings C¯i, Rj and G¯k are pairwise disjoint, and(∐
j C¯j
)
∐
(∐
j Rj
)
∐
(∐
j G¯j
)
is the set of all crossings of m(cˇ).
When m ∈ ∆ \ {0, 1}, the slicing of c is of the form c0 to g0 to c1 to g1 and so on, so we get
that
C¯0 ∐R0 = C0, R0 ∐ G¯0 ∐R1 = G0, R1 ∐ C¯1 ∐R2 = C1, . . .
Following this slicing, we decompose Q′ as
(4.4) Q′ = ︸ ︷︷ ︸
Q′C0
Q′C¯0 ⊕
Q′G0︷ ︸︸ ︷
Q′R0 ⊕Q
′
G¯0
⊕ ︸ ︷︷ ︸
Q′C1
Q′R1 ⊕Q
′
C¯1
⊕Q′R2 ⊕ . . .
where Q′K :=
⊕
x∈K P
A(x) ⊆ Q′. If m = 1, the slicing of c is instead of the form g0 to c1 to g1
to c2 and so on, so we get that
G¯0 ∐R1 = G0, R1 ∐ C¯1 ∐R2 = C1, R2 ∐ G¯2 ∐R3 = G2, . . .
Following this slicing, we instead decompose Q′ as
(4.5) Q′ = ︸ ︷︷ ︸
Q′
G0
Q′G¯0 ⊕
Q′C1︷ ︸︸ ︷
Q′R1 ⊕Q
′
C¯1
⊕ ︸ ︷︷ ︸
Q′
G2
Q′R2 ⊕Q
′
G¯2
⊕Q′R3 ⊕ . . .
where Q′K :=
⊕
x∈K P
A(x) ⊆ Q′.
In general, given a decomposition of modules M = ⊕i∈YMKi and a complex (M,∂), we can
then write ∂ as a block matrix. We will use the notation ∂KiKj to denote the block of ∂ that
maps from MKj to MKi, where we use the shorthand notation ∂Ki for the block of ∂ that maps
36 EDMUND HENG AND KIE SENG NGE
from MKi to itself. We will also use the notation ∂⊕i∈X⊆Y Ki for the block of ∂ that maps from
⊕i∈XMKi to itself. To illustrate, consider the decomposition of Q
′ as in 4.4 and let (Q′, ∂) be a
cochain complex with differential ∂. We will then write the differential ∂ as the matrix
∂C¯0 ∂R0C¯0 ∂G¯0C¯0 ∂R1C¯0 ∂C¯1C¯0 . . .
∂C¯0R0 ∂R0 ∂G¯0R0 ∂R1R0 ∂C¯1R0 . . .
∂C¯0G¯0 ∂R0G¯0 ∂G¯0 ∂R1G¯0 ∂C¯1G¯0 . . .
∂C¯0R1 ∂R0R1 ∂G¯0R1 ∂R1 ∂C¯1R1 . . .
∂C¯0C¯1 ∂R0C¯1 ∂G¯0C¯1 ∂R1C¯1 ∂C¯1 . . .
...
...
...
...
...
. . .


.
The blocks ∂Cj corresponding to the components Q
′
Cj
are the blocks in red and similarly blocks
∂Gj corresponding to the components Q
′
Gj
are the blocks in blue.
Let us now analyse the difference between the two differentials δ0 and δ
′. First consider the
case when m ∈ ∆ \ {0, 1} and we have a decomposition Q′ as in 4.4. By looking at how the
components ci, rj and gk are connected, it follows that δ0 and δ
′ are given by the matrices
δ0 =

δ0C¯0 δ0R0Q
′
C¯0
0 0 0 . . .
δ0C¯0R0 0 δ0G¯0Q
′
R0
0 0 . . .
0 δ0R0 G¯0 δ0G¯0 δ0R1G¯0 0 . . .
0 0 δ0G¯0R1 0 δ0C¯1R1 . . .
0 0 0 δ0R1C¯1 δ0C¯1 . . .
...
...
...
...
...
. . .

and
δ′ =

δ′
C¯0
δ′
R0C¯0
0 0 0 . . .
δ′
C¯0R0
0 δ′
G¯0R0
0 0 . . .
0 δ′
R0G¯0
δ′
G¯0
δ′
R1G¯0
0 . . .
0 0 δ′
G¯0R1
0 δ′
C¯1R1
. . .
0 0 0 δ′
R1C¯1
δ′
C¯1
. . .
...
...
...
...
...
. . .

respectively. Furthermore, a direct computation shows that
(4.6) δ0Cj = δ
′
Cj , for all j.
So between the differentials δ0 and δ
′, only the differential components δ0Gi and δ
′
0Gi
may differ.
The case for when m = 1 follows with the same argument. If we were in the case when c has no
1-string, i.e. c = c0, then we are done. We shall assume otherwise for the rest of the proof.
Let gˇ0, . . . , gˇs−1 be the 1-strings of cˇ. To show (Q
′, δ0) ∼= (Q′, δ′), eq. (4.6) shows that it is
sufficient to construct a cohomological and internal grading preserving isomorphism of modules
µi : Q
′ → Q′ for each 0 ≤ i ≤ s − 1, such that we have an induced chain of isomorphisms
in Komb(A2n−1prgrmod)(these will actually be isomorphism of complexes without homotopy):
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(Q′, δ0) ∼= (Q′, δ1) ∼= · · · ∼= (Q′, δs−1) ∼= (Q′, δs) = (Q′, δ′); with δi+1 := µiδiµ
−1
i and where each
δi+1 for 0 ≤ i ≤ s− 1 satisfies the following property:
(∗)

δi+1Gi = δ
′
Gi
;
δi+1Gj = δiGj , for all j 6= i; and
δi+1Cj = δiCj , for all j.
In other words, µi will be constructed in a way that conjugation of δi by µ
−1
i only alters the
differential component δiGi , so that δi+1Gi = µδiGiµ
−1
i = δ
′
Gi
. In particular, property (∗) will
guarantee that δs = δ
′.
What remains is to define the required µi : Q
′ → Q′. We will define µi according to the type
of 1-string gˇi. Within each possible types of 1-string gˇi, we will show the following:
(1) For i = 0, we show that can always construct µ0 to get (Q
′
0, δ0)
∼= (Q′1, δ1) such that
δ1 = µ0δ0µ
−1
0 satisfies (∗).
(2) For i ≥ 1, we show that given (Q′, δ0) ∼= · · · ∼= (Q
′
i, δi) with δ1, ..., δi satisfying (∗) for
i ≥ 1, we can construct µi : Q′ → Q′ such that δi+1 = µiδiµ
−1
i satisfies (∗).
By an induction on i, this shows that we can always construct a chain of isomorphisms µi and
hence completes the proof of this theorem.
As from now on we will be focusing on the module component Q′Gi, let us simplify both the
decompositions in 4.4 and 4.5 as
(4.7) Q′ = Q′Vi ⊕ ︸ ︷︷ ︸
Q′
Gi
Q′Ri ⊕Q
′
G¯i
⊕Q′Ri+1 ⊕Q
′
Wi ,
where Q′Vi (resp. Q
′
Wi
) consists of all the modules before Q′Ri (resp. after Q
′
Ri+1
) for both
decompositions 4.4 and 4.5.
The list below shows that given each type of gˇi, we can construct µi : Q
′ → Q′ accordingly such
that δi+1 = µiδiµ
−1
i satisfies (∗). We shall start with the simple cases: types IV, III
′
k and II
′
k,
followed by the types V′, III′
k+ 12
and II′
k+ 12
that requires some further analysis (see Figure 1.6.6
for the list of possible types). Within the list, we will omit the gradings when writing out the
modules in Q′ since the maps chosen for µi will always be cohomological and internal grading
preserving. We will also use black arrows for differentials and blue arrows for the isomorphism
µi : Q
′→Q′.
(1) gˇi is of Type VI:
This case is only possible when i = 0, and gi = c. But in this case (Q
′, δ0) is given by
0→ PAn → 0, which is already the complex (Q
′, δ′) as required.
(2) gˇi is of Type III
′
k for k ∈ Z:
The case when k = 0 is straightforward, where we just pick µi to be the identity.
Now consider the case when k > 0. If i = 0, we get that δiGi = δ0Gi . For i ≥ 1,
assuming that δi satisfies (∗), we can conclude that δiGi = δ0Gi . Thus for all i, we can
draw the part of (Q′, δi) that contains (Q
′
Gi
, δiGi ) = (Q
′
Gi
, δ0Gi ) as follows:
38 EDMUND HENG AND KIE SENG NGE
PAn P
A
n · · · P
A
n P
A
n P
A
n−1 ∇
⊕ ⊕ ⊕ ⊕ ⊕ = (Q′, δi)
PAn P
A
n · · · P
A
n P
A
n P
A
n+1
2Xn 2Xn F
2Xn 2Xn
where F =
[
(n|n− 1) −(n|n− 1)i
(n|n+ 1) (n|n+ 1)i
]
=
[
(n|n− 1) 0
0 (n|n+ 1)
] [
1 −i
1 i
]
and where ∇
denotes the rest of the complex (Q′, δi) containing the modules complement to Q
′
Gi
. In
particular, for i = 0, ∇ is the part of (Q′, δ0) that contains the module Q′W0 ; if i ≥ 1,
then this case is only possible when i = s− 1 and ∇ is the part of (Q′, δ0) that contains
the module Q′Vs−1 . Nevertheless, the construction of µi below depends only on the form
above, so the construction will work for all i.
Denote M =
[
1 −i
1 i
]
and I the 2 × 2 identity matrix. We define µi|Q′
Gi
to be the
following map in blue, with µi acting as the identity map on Q
′
Vi
:
PAn P
A
n · · · P
A
n P
A
n P
A
n−1 ∇
⊕ ⊕ ⊕ ⊕ ⊕ = (Q′, δi)
PAn P
A
n · · · P
A
n P
A
n P
A
n+1
PAn P
A
n · · · P
A
n P
A
n P
A
n−1 ∇
⊕ ⊕ ⊕ ⊕ ⊕ =: (Q′, δi+1)
PAn P
A
n · · · P
A
n P
A
n P
A
n+1
2Xn 2Xn
2Xn 2Xn
Xn Xn
Xn Xn
2k−1M 2k−2M 2M M I
The black arrows in the last two rows shows the differential component δi+1Gi in δi+1,
induced by the conjugation of µ−1i . Hence, the required condition (∗) follows directly.
Now consider when k < 0. As before, we have that δiGi = δ0Gi for all i, so the
analysis of the part of (Q′, δi) that contains (Q
′
Gi
, δiGi ) will be the same. Similarly the
construction of µi below will work for both cases. We draw the part of (Q
′, δi) that
contains (Q′Gi , δiGi ) = (Q
′
Gi
, δ0Gi ) as follows:
PAn+1 P
A
n P
A
n · · · P
A
n P
A
n
⊕ ⊕ ⊕ ⊕ ⊕ = (Q′, δi)
∇ PAn−1 P
A
n P
A
n · · · P
A
n P
A
n
E 2Xn 2Xn
2Xn 2Xn
with E =
[
−(n+ 1|n)i (n− 1|n)i
(n+ 1|n) (n− 1|n)
]
and where∇ denotes the rest of the complex (Q′, δi)
containing the modules complement toQ′Gi . DenoteN =
[
i 1
−i 1
]
and I the 2×2 identity
matrix. Note that
N
[
−(n+ 1|n)i (n− 1|n)i
(n+ 1|n) (n− 1|n)
]
= 2
[
(n+ 1|n) 0
0 (n− 1|n)
]
.
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We define µi|Q′
Gi
to be the following map in blue, with µi act as the identity map on
Q′Vi :
PAn+1 P
A
n P
A
n · · · P
A
n P
A
n
⊕ ⊕ ⊕ ⊕ ⊕ = (Q′, δi)
∇ PAn−1 P
A
n P
A
n · · · P
A
n P
A
n
PAn+1 P
A
n P
A
n · · · P
A
n P
A
n
⊕ ⊕ ⊕ ⊕ ⊕ =: (Q′, δi+1)
∇ PAn−1 P
A
n P
A
n · · · P
A
n P
A
n .
2Xn 2Xn
2Xn 2Xn
(n+ 1|n) Xn Xn
(n− 1|n) Xn Xn
I 2−1N 2−2N 2k+1N 2kN
The black arrows in the last two rows shows the differential component δi+1Gi in δi+1,
induced by the conjugation of µ−1i . It follows directly that the required condition (∗) is
satisfied.
(3) gˇi is of Type II
′
k for k ∈ Z:
As in Type III′k, we have that δiGi = δ0Gi for all i, so the part of (Q
′, δi) that contains
(Q′Gi , δiGi ) will be of the same form. It follows similarly that the construction of µi below
will work for all i.
We shall start with k = 0. We draw the part of (Q′, δi) that contains (Q
′
Gi
, δiGi ) =
(Q′Gi , δ0Gi ) as follows:
∇ PAn+1 P
A
n+1 ∇
′
⊕ ⊕ = (Q′, δi)
PAn−1 P
A
n−1
Xn+1
Xn−1
where either ∇ or ∇′ is the part of (Q′, δi) that contains the module Q
′
Vi
and the other
contains Q′Wi . But in this case we already have that δiGi = δ
′
Gi
, thus we just choose µi
to be the identity map.
For k > 0 ,we draw the part of (Q′, δi) containing (Q
′
Gi
, δiGi ) = (Q
′
Gi
, δ0Gi ) as follows:
PAn P
A
n P
A
n · · · P
A
n P
A
n P
A
n−1 ∇
⊕ ⊕ ⊕ ⊕ ⊕ ⊕
PAn P
A
n P
A
n · · · P
A
n P
A
n P
A
n+1
⊕ ⊕ ⊕ ⊕ = (Q′, δi)
PAn P
A
n · · · P
A
n P
A
n−1 ∇
′
⊕ ⊕ ⊕ ⊕
PAn P
A
n · · · P
A
n P
A
n+1
2Xn
2Xn
2Xn 2Xn F
2Xn 2Xn
2Xn
2Xn
2Xn F
2Xn
where either ∇ or ∇′ is the part of (Q′, δi) that contains the module Q′Vi and the other
contains Q′Wi . We define µi|Q′Gi
to be the following map in blue:
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PAn P
A
n P
A
n · · · P
A
n P
A
n P
A
n−1 ∇
⊕ ⊕ ⊕ ⊕ ⊕ ⊕
PAn P
A
n P
A
n · · · P
A
n P
A
n P
A
n+1
⊕ ⊕ ⊕ ⊕ = (Q′, δi)
PAn P
A
n · · · P
A
n P
A
n−1 ∇
′
⊕ ⊕ ⊕ ⊕
PAn P
A
n · · · P
A
n P
A
n+1
PAn P
A
n P
A
n · · · P
A
n P
A
n P
A
n−1 ∇
⊕ ⊕ ⊕ ⊕ ⊕ ⊕
PAn P
A
n P
A
n · · · P
A
n P
A
n P
A
n+1
⊕ ⊕ ⊕ ⊕ =: (Q′, δi+1)
PAn P
A
n · · · P
A
n P
A
n−1 ∇
′
⊕ ⊕ ⊕ ⊕
PAn P
A
n · · · P
A
n P
A
n+1
2Xn
2Xn
2Xn 2Xn F
2Xn 2Xn
2Xn
2Xn
2Xn F
2Xn
Xn
Xn
Xn Xn (n|n− 1)
Xn Xn
Xn
Xn (n|n+ 1)
Xn (n|n− 1)
Xn (n|n+ 1)
2M
[
M 0
0 M
]
2−1
[
M 0
0 M
]
2−(k−2)
[
M 0
0 M
] [
2−(k−1)M 0
0 2−(k−2)I
]
2−(k−1)I
For the rest of the modules in Q′, µi sends v to 2
−(k−1)v (resp. v to 2−(k−2)v) for any v
belonging to the modules in ∇ (resp. ∇′). The black arrows in the last four rows shows
the differential component δi+1Gi in δi+1, induced by the conjugation of µ
−1
i . It is easy
to see that the required condition (∗) is satisfied. The construction for k < 0 is similar,
using the map N in place of M .
(4) gˇi is of Type V’:
Recall the definitions of gi, ci and ri from the paragraph (Slicing c) and recall the
subsets of crossings of m(cˇ) as defined in 4.3. Let hi be the connected component of
(c \ gi) ∪ (gi ∩ d2) that contains the point m, so gi and hi intersects at the point ri. To
illustrate, in Figure 4.3.2, h0 = c0 and h1 = c0 ∪ g0 ∪ c1 whereas in Figure 4.3.3, h0 = ∅,
h1 = g0 ∪ c1, and h2 = g0 ∪ c1 ∪ g1 ∪ c2. Let m(hˇi) = h˜i
∐
h˜i and m(ri) = r˜i∐ r˜i so that
the curves of m(gˇi) and h˜i intersect at the point r˜i ∈ θn+1 and the curves of m(gˇi) and
hi˜ intersect at the point ri˜ ∈ θn−1. Now recall the decomposition of Q′ given in 4.7. Bydefinition, {r˜i, r˜i} is the subset of crossings Ri ⊆ Gi. We get that
PA(r˜i)⊕ P
A(ri˜ ) = Q′Ri
Now first consider when i = 0. Then g0 is of this type only when m ∈ ∆ \ {0, 1} since
g0 ∩ {1} = ∅, so we have Q′V0⊕R0 = Q
′
C0
. Furthermore, the equation 4.6 implies that
δ0C0 = δ
′
C0
, giving us
(Q′V0 ⊕Q
′
R0 , δiV0⊕R0 ) = (Q
′
C0 , δiC0 ) = (Q
′
C0 , δ
′
C0) = LA(m(cˇ0))
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with the last equality following from the definition of (Q′, δ′) = LA(m(cˇ)). By definition
of hi, it follows that c0 = h0, so we can conclude that
(Q′V0 ⊕Q
′
R0 , δiV0⊕R0 ) = LA(m(hˇ0)) = LA(h˜0)⊕ LA(h0˜)
where the last equaltiy follows from the fact that m(hˇi) = h˜i
∐
hi˜ .Now consider when i ≥ 1. In this case we are given δi with δi satisfying property (∗),
so we can conclude that
δiVi = δ
′
Vi , δiViRi = δ
′
ViRi , and δiRiVi = δ
′
RiVi .
Thus we have that δiVi⊕Ri = δ
′
Vi⊕Ri
, giving us
(Q′Vi ⊕Q
′
Ri , δiVi⊕Ri ) = (Q
′
Vi ⊕Q
′
Ri , δ
′
Vi⊕Ri) = LA(m(hˇi)) = LA(h˜i)⊕ LA(hi˜ ),
where the second equality follows from the definition of (Q′, δ′) = LA(m(cˇ)) and the
third equality follows from the fact that m(hˇi) = h˜i
∐
hi˜ .Thus for all i, we obtain
(4.8) (Q′Vi ⊕Q
′
Ri , δiVi⊕Ri ) = LA(h˜i)⊕ LA(hi˜ ).
Furthermore, note that h˜i and hi˜ contain the points r˜i and ri˜ respectively, so LA(h˜i)contains PA(r˜i) as a submodule and LA(hi˜ ) contains PA(ri˜ ) as a submodule. Let usnow understand the relation between (Q′Gi , δiGi ), (Q′Vi ⊕ Q′Ri , δiVi⊕Ri ) and (Q′, δi). As
in Type III′k, we have δiGi = δ0Gi for all i. So the the part of (Q
′, δi) that contains
(Q′Gi , δiGi ) will be the same for all i, and it has either of the following two forms:
PA(r˜i) P
A
n P
A
n−1 ∇
′
⊕ ⊕ ⊕ = (Q′, δi)
∇ PA(ri˜ ) PAn PAn+1
E F
(Q′Vi ⊕Q
′
Ri
, δiVi⊕Ri )
(Q′Gi , δiGi )
or
PAn+1 P
A
n P
A(ri˜ ) ∇
⊕ ⊕ ⊕ = (Q′, δi)
∇′ PAn−1 P
A
n P
A(r˜i)
E F (Q
′
Vi
⊕Q′Ri , δiVi⊕Ri )(Q
′
Gi
, δiGi )
where ∇ denotes the rest of the complex (Q′, δi) that contains the module Q′Vi and ∇
′
denotes the rest of the complex (Q′, δi) that contains the module Q
′
Wi
.
Using eq. (4.8), which holds for all i as well, the part of (Q′, δi) that contains (Q
′
Gi
, δiGi ),
LA(h˜i) and LA(hi˜ ) has either of the following two forms
∇˜ PA(r˜i) PAn P
A
n−1 ∇
′
⊕ ⊕ ⊕ = (Q′, δi)
∇˜ PA(ri˜ ) PAn PAn+1
E F
LA
(
h˜i
)
LA
(
hi˜
)
(Q′Gi , δiGi )
or
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PAn+1 P
A
n P
A(ri˜ ) ∇˜
⊕ ⊕ ⊕ = (Q′, δi).
∇′ PAn−1 P
A
n P
A(r˜i) ∇˜
E F
LA
(
hi˜
)
LA
(
h˜i
)
(Q′Gi , δiGi )
Thus for all i, we conclude that (Q′, δi) must be of the above two possible forms. It is
now sufficient to give a construction of µi for each form.
We begin with the construction of µi for the first possible form of (Q
′, δi). Firstly,
note that
ME =
[
1 −i
1 i
] [
−(n+ 1|n)i (n− 1|n)i
(n+ 1|n) (n− 1|n)
]
= 2i
[
−(n+ 1|n) 0
0 (n− 1|n)
]
= 2i
[
(n+ 1|n) 0
0 (n− 1|n)
] [
−1 0
0 1
]
.
We define µi|Q′
Gi
to be the following map in blue:
∇˜ PA(r˜i) PAn P
A
n−1 ∇
′
⊕ ⊕ ⊕ = (Q′, δi)
∇˜ PA(ri˜ ) PAn PAn+1
∇˜ PA(r˜i) PAn P
A
n−1 ∇
′
⊕ ⊕ ⊕ =: (Q′, δi+1)
∇˜ PA(ri˜ ) PAn PAn+1
(n+ 1|n) (n|n− 1)
(n− 1|n) (n|n+ 1)
2i
[
−1 0
0 1
]
M I
For the rest of the modules in Q′, we define µi as the identity for modules contained in
∇′, i.e. µi|Q′
Wi
= id, and µi sends v to −2iv (resp. v to 2iv) for any v belonging to the
modules in ∇˜ (resp. ∇˜ ). The black arrows in the last two rows shows the differentialcomponent δi+1Gi in δi+1, induced by the conjugation of µ−1i . It is easy to see that δi+1
does indeed satisfy the required property (∗).
The construction of µi for the second form is similar, changing µi|PAn ⊕PAn to N instead
of M .
(5) gˇi is of Type III
′
k+ 12
for k ∈ Z:
Note that the case for k = 0 is straightforward; µi is just the identity in this case. We
will provide the analysis and construction of µi for k > 0 and k < 0.
Using the same argument in Type V′k, the equations δiGi = δ0Gi and eq. (4.8) hold
for all i. So the part of (Q′, δi) that contains (Q
′
Gi
, δiGi ), LA(h˜i) and LA(hi˜ ) will be ofthe same form for all i. So, the construction of µi below will also work for all i.
Let us start with k > 0. Using the same notation as in the analysis of Type V′ we
can draw the part of (Q′, δi) that contains (Q
′
Gi
, δiGi ) = (Q
′
Gi
, δ0Gi ), LA(h˜i) and LA(hi˜ )as either of the two forms:
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PAn · · · P
A
n P
A
n P
A(ri˜ ) ∇˜
⊕ ⊕ ⊕ ⊕ = (Q′, δi)
PAn P
A
n · · · P
A
n P
A
n P
A(r˜i) ∇˜
2Xn F
2Xn 2Xn
LA
(
hi˜
)
LA
(
h˜i
)(Q′Gi , δiGi )
or
PAn P
A
n · · · P
A
n P
A
n P
A(ri˜ ) ∇˜
⊕ ⊕ ⊕ ⊕ = (Q′, δi)
PAn · · · P
A
n P
A
n P
A(r˜i) ∇˜
2Xn 2Xn F
2Xn
LA
(
hi˜
)
LA
(
h˜i
)(Q′Gi , δiGi )
We will construct µi for the first form; the second form is just a mirrored construction.
Define µi|Q′
Gi
to be the following map in blue:
PAn · · · P
A
n P
A
n P
A(ri˜ ) ∇˜
⊕ ⊕ ⊕ ⊕ = (Q′, δi)
PAn P
A
n · · · P
A
n P
A
n P
A(r˜i) ∇˜
PAn · · · P
A
n P
A
n P
A(ri˜ ) ∇˜
⊕ ⊕ ⊕ ⊕ =: (Q′, δi+1)
PAn P
A
n · · · P
A
n P
A
n P
A(r˜i) ∇˜
2Xn
2Xn 2Xn
Xn Xn
Xn
Xn
Xn Xn
2k−1i
2k−2JM 2JM JM J
with J =
[
−1 0
0 1
]
. For the rest of the modules in Q′, µi sends v to −v (resp. v to v) for
any v belonging to the modules in ∇˜ (resp. ∇˜). The black arrows in the last two rowsshows the differential component δi+1Gi in δi+1, induced by the conjugation of µ−1i . It
is easy to see that µi does indeed satisfy the required property (∗).
Similarly for k < 0, we draw the part of (Q′, δi) that contains (Q
′
Gi
, δiGi ) = (Q
′
Gi
, δ0Gi ),
LA(h˜i) and LA(hi˜ ) as either of the two forms:
∇˜ PA(r˜i) PAn P
A
n · · · P
A
n
⊕ ⊕ ⊕ ⊕ = (Q′, δi)
∇˜ PA(ri˜ ) PAn PAn · · · PAn PAn
E 2Xn
2Xn 2Xn
LA
(
h˜i
)
LA
(
hi˜
)
(Q′Gi , δiGi )
or
∇˜ PA(r˜i) PAn P
A
n · · · P
A
n P
A
n
⊕ ⊕ ⊕ ⊕ =: (Q′, δi+1)
∇˜ PA(ri˜ ) PAn PAn · · · PAn
E 2Xn 2Xn
2Xn
LA
(
h˜i
)
LA
(
hi˜
)
(Q′Gi , δiGi )
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Once again we construct µi for the first form; the second form is just a mirror con-
struction. Note that
N
[
−(n+ 1|n)i (n− 1|n)i
(n+ 1|n) (n− 1|n)
]
= 2
[
(n+ 1|n) 0
0 (n− 1|n)
]
.
We define µi|Q′
Gi
to be the following map in blue, with µi acting as the identity for the
rest of the modules in both ∇˜ and ∇˜ :
∇˜ PA(r˜i) PAn P
A
n · · · P
A
n
⊕ ⊕ ⊕ ⊕ = (Q′, δi)
∇˜ PA(ri˜ ) PAn PAn · · · PAn PAn
∇˜ PA(r˜i) PAn P
A
n · · · P
A
n
⊕ ⊕ ⊕ ⊕ =: (Q′, δi+1)
∇˜ PA(ri˜ ) PAn PAn · · · PAn PAn .
2Xn
2Xn 2Xn
(n+ 1|n) Xn
Xn
(n− 1|n) Xn Xn
I 2−1N 2−2N 2k+1N
2k+1
The black arrows in the last two rows shows the differential component δi+1Gi in δi+1,
induced by the conjugation of µ−1i . Thus, the required condition (∗) follows directly.
(6) gˇi is of Type II
′
k+ 12
for k ∈ Z:
By the same argument in Type V′k, we have that the equations δiGi = δ0Gi and eq. (4.8)
hold for all i. So the part of (Q′, δi) that contains (Q
′
Gi
, δiGi ), LA(h˜i) and LA(hi˜ ) willbe of the same form for all i. It then follows similarly that the construction of µi will
also work for all i.
Let us start with k = 0. With the same notation as in the analysis of Type V′, we can
draw the part of (Q′, δi) that contains (Q
′
Gi
, δiGi ) = (Q
′
Gi
, δ0Gi ), LA(h˜i) and LA(hi˜ ) as
PAn−1 ∇
′
⊕
PAn P
A
n+1
⊕ ⊕ = (Q′, δi)
PAn P
A(r˜i) ∇˜
⊕
PA(ri˜ ) ∇˜
LA
(
h˜i
)
LA
(
hi˜
)
(Q′Gi , δiGi )
with the first map given by
[
F
F ′
]
, where
[
−i 0
0 i
]
F ′ =
[
(n|n+ 1) 0
0 (n|n− 1)
]
M . Denote
P =
[
−i 0
0 i
]
. We define µi|Q′
Gi
to be the following map in blue:
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PAn−1 ∇
′
⊕
PAn P
A
n+1
⊕ ⊕ = (Q′, δi)
PAn P
A(r˜i) ∇˜
⊕
PA(ri˜ ) ∇˜
PAn−1 ∇
′
⊕
PAn P
A
n+1
⊕ ⊕ = (Q′, δi+1)
PAn P
A(r˜i) ∇˜
⊕
PA(ri˜ ) ∇˜
M
[
I 0
0 P
]
and µi sends v to −iv (resp. iv) for any v belonging to the modules in ∇˜ (resp. ∇˜ ).The black arrows in the last four rows shows the differential component δi+1Gi in δi+1,
induced by the conjugation of µ−1i . Thus, the required condition (∗) is easily satisfied.
For k > 0 , we can draw the part of (Q′, δi) that contains (Q
′
Gi
, δiGi ) = (Q
′
Gi
, δ0Gi ),
LA(h˜i) and LA(hi˜ ) as
PAn P
A
n P
A
n · · · P
A
n P
A
n P
A
n−1 ∇
′
⊕ ⊕ ⊕ ⊕ ⊕ ⊕
PAn P
A
n P
A
n · · · P
A
n P
A
n P
A
n+1
⊕ ⊕ ⊕ ⊕ ⊕ = (Q′, δi)
PAn P
A
n · · · P
A
n P
A
n P
A(r˜i) ∇˜
⊕ ⊕ ⊕ ⊕ ⊕
PAn P
A
n · · · P
A
n P
A
n P
A(ri˜ ) ∇˜
2Xn
2Xn
2Xn 2Xn F
2Xn
2Xn
2Xn
2Xn
2Xn 2Xn F ′
2Xn 2Xn
LA
(
h˜i
)
LA
(
hi˜
)
(Q′Gi , δiGi )
Similarly, we define µi|Q′
Gi
to be the following map in blue:
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PAn P
A
n P
A
n · · · P
A
n P
A
n P
A
n−1 ∇
′
⊕ ⊕ ⊕ ⊕ ⊕ ⊕
PAn P
A
n P
A
n · · · P
A
n P
A
n P
A
n+1
⊕ ⊕ ⊕ ⊕ ⊕ = (Q′, δi)
PAn P
A
n · · · P
A
n P
A
n P
A(r˜i) ∇˜
⊕ ⊕ ⊕ ⊕ ⊕
PAn P
A
n · · · P
A
n P
A
n P
A(ri˜ ) ∇˜
PAn P
A
n P
A
n · · · P
A
n P
A
n P
A
n−1 ∇
′
⊕ ⊕ ⊕ ⊕ ⊕ ⊕
PAn P
A
n P
A
n · · · P
A
n P
A
n P
A
n+1
⊕ ⊕ ⊕ ⊕ ⊕ =: (Q′, δi+1)
PAn P
A
n · · · P
A
n P
A
n P
A(r˜i) ∇˜
⊕ ⊕ ⊕ ⊕ ⊕
PAn P
A
n · · · P
A
n P
A
n P
A(ri˜ ) ∇˜
2Xn
2Xn
2Xn 2Xn F
2Xn
2Xn
2Xn
2Xn
2Xn 2Xn F ′
2Xn 2Xn
Xn
Xn
Xn Xn (n|n− 1)
Xn Xn
Xn
Xn (n|n+ 1)
Xn Xn (n|n+ 1)
Xn Xn (n|n− 1)
2kM
2k−1
[
M 0
0 M
]
2k−2
[
M 0
0 M
]
2
[
M 0
0 M
] [
M 0
0 M
] [
I 0
0 P
]
and µi sends v to −iv (resp. iv) for any v belonging to the ∇ connected to PA(rn+1)
(resp. PA(rn+1)). The black arrows in the last two rows shows the differential component
δi+1(Q
′
Gi
) in Ti+1, given by the conjugation of µ
−1
i . Thus, the required condition (∗) is
easily satisfied. The construction for k < 0 is similar, using the map N in place of M .
This completes the list of µi for all possible types of 1-string gˇi for all i, and thus completing the
proof. 
Remark 4.5. Proposition 4.4 was stated to be true in the (triangulated) homotopy category
Komb(Bn-prgrmod). However, the proof shows that it is indeed true in the (additive) category
of complexes (not up to homotopy) Comb(Bn-prgrmod).
Using this result, we can now deduce the type Bn version of Theorem 4.1:
Theorem 4.6. For σB ∈ A(Bn) and an admissible trigraded curve cˇ in DBn+1, we have that
σB(LB(cˇ)) ∼= LB(σ
B(cˇ))
in the category of Komb(Bn-prgrmod), i.e. the map LB is A(Bn)-equivariant.
Proof. Let cˇ be a trigraded curve in DBn+1 and σ
B be an element of A(Bn). By Proposition 4.4,
the diagram in Figure 4.3.1 commutes. Together with the three other maps being equivariant,
we can conclude that
(4.9) A2n−1 ⊗Bn
(
LB(σ
B(cˇ))
)
∼= A2n−1 ⊗Bn (σ
B(LB(cˇ))).
Recall that the functor A2n−1 ⊗Bn − was defined as A2n−1 ⊗B¨n F(−) (see paragraph after
Proposition 3.1 for the definitions). Since A2n−1 ∼= C ⊗R B¨n as graded C-algebras, eq. (4.9)
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together with the fact that both categories Komb(B¨n-prgrmod) and Kom
b(A2n−1-prgrmod) are
Krull-Schmidt implies that
(4.10) LB(σ
B(cˇ)) ∼= σB(LB(cˇ))〈s〉,
with s = 0 or 1.
We aim to show that s = 0 for all cases. First consider the case when c ∩ {0} = ∅. As
cˇ ≃ χ(r1, r2, r3)β(bˇ2) and PB2
∼= PB2 〈1〉, it follows easily that (LB(cˇ))〈0〉
∼= (LB(cˇ))〈1〉, and so we
are done. Now consider when c has one of its end points at 0. Note that it is sufficient to prove
the statement for σB = σBj for each j. We assign to each complex C in Kom
b(Bn-prgrmod) an
element of Z/2Z denoted by sgn(C), by taking the sum of the third grading 〈−〉 over all modules
P1 in C. It is easy to show that sgn is invariant under isomorphisms in Kom
b(Bn-prgrmod),
and so Lemma 4.7 below shows that s must be 0. 
Lemma 4.7. For any trigraded curve cˇ with one of its endpoint at {0} and any generating braid
σBj , we have sgn
(
σBj LB(cˇ)
)
= sgn(LB(σ
B
j (cˇ))).
Proof. (of Lemma 4.7) For j ≥ 2, it is clear that sgn
(
σBj LB(cˇ)
)
= sgn (LB(cˇ)) = sgn(LB(σ
B
j (cˇ))).
Now fix j = 1. First consider the case when cˇ is of type VI, i.e. cˇ = χB(r1, r2, r3)bˇ1. Then
σB1 (cˇ) = χ
B(r1−1, r2+1, r3+1)bˇ1 by Lemma 1.4(2). So, LB(σB1 (cˇ)) = P1[−r1+1]{r2+1}〈r3+1〉.
On the other hand,
σB1 LB((cˇ))
∼= P1[−r1 + 1]{r2 + 1}〈r3 + 1〉 ⊕ P1[−r1 + 1]{r2}〈r3 + 1〉
[X1 id]
−−−−→ P1[−r1]{r2}〈r3 + 1〉
∼= P1[−r1 + 1]{r2 + 1}〈r3 + 1〉.
Thus, sgn
(
σBj LB(cˇ)
)
= r3 + 1 = sgn(LB(σ
B
j (cˇ))).
Otherwise, we analyse sgn based on the number of 2-crossing in cˇ. Note that, for 1-strings gˇ,
sgn
(
LB(σ
B
1 (gˇ))
)
=
{
sgn (LB(gˇ)) , when gˇ is of type II
′
w, II
′
w+ 12
, III ′
w+ 12
and V ′;
sgn (LB(gˇ)) + 1, when gˇ is of type III
′
w.
Note that σB1 won’t change the number of 2-crossings of cˇ and as cˇ ∩ {0} = {0}, cˇ contains
1-string of type III ′w if and only if cˇ has even number of 2-crossings. Since sgn
(
LB(σ
B
1 (cˇ))
)
can
be computed by summing over all 1-strings of cˇ, we conclude that
sgn
(
LB(σ
B
1 (cˇ))
)
=
{
sgn (LB(cˇ)) , if cˇ has even number of 2-crossings;
sgn (LB(cˇ)) + 1, if cˇ has odd number of 2-crossings,
On the other hand, it follows that
sgn
(
σB1 LB(cˇ)
)
=
{
sgn (LB(cˇ)) , if LB(cˇ) has even number of modules P
B
2 ;
sgn (LB(cˇ)) + 1, if LB(cˇ) has odd number of modules P
B
2 ,
since 1P
B ⊗R P
B
1
∼= R⊕R, 1P
B ⊗R P
B
2
∼= R⊕R〈1〉 and 1P
B ⊗R P
B
j = 0 for all j ≥ 3. Thus, we
get sgn
(
σB1 (LB(cˇ))
)
= sgn
(
LB(σ
B
1 (cˇ))
)
. 
Collecting all the results, we have the following main theorem of this paper:
Theorem 4.8. The diagram in Figure 4.3.1 is commutative, where the maps m, LB, LA and
A2n−1 ⊗Bn − are all A(Bn)-equivariant.
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5. Categorification of Homological Representations
In this section, we shall relate the categorical representations of type A2n−1 and type Bn Artin
groups to their representations on the first homologies of surfaces.
Throughout this section we will denote KA := Kom
b(A2n−1-prgrmod) and KB := Kom
b(Bn-
prgrmod). We denote the Grothendieck group of a triangulated category C as K0(C); recall that
it is the abelian group freely generated by objects in C, quotient by the relation [B] = [A] + [C]
for each exact triangle A→ B → C →.
5.1. Categorical representations. First, consider the Grothendieck groupK0(KA). The func-
tor {1} make K0(KA) into a Z[Z] ∼= Z[q, q−1] =: ZA-module. It is easy to see that K0(KA) is a
free module over ZA of rank 2n− 1, generated by {[PAj ] | 1 ≤ j ≤ 2n− 1}. Since A(Bn) acts on
KB , we have an induced representation ρKA of A(A2n−1) on K0(KA), given by the following on
each of the generators of A(A2n−1):
ρKA(σ
A
1 ) =
−q −q 00 1 0
0 0 In−2
 ,
ρKA(σ
A
j ) =


Ij−2 0 0 0 0
0 1 0 0 0
0 −1 −q −q 0
0 0 0 1 0
0 0 0 0 In−j−1
 , for 2 ≤ j ≤ n− 1;

Ij−2 0 0 0 0
0 1 0 0 0
0 −1 −q −1 0
0 0 0 1 0
0 0 0 0 In−j−1
 , for j = n;

Ij−2 0 0 0 0
0 1 0 0 0
0 −q −q −1 0
0 0 0 1 0
0 0 0 0 In−j−1
 , for n+ 1 ≤ j ≤ 2n− 2;
ρKA(σ
A
2n−1) =
In−2 0 00 1 0
0 −q −q

Now consider the Grothendieck group K0(KB). The functors {1} and 〈1〉 make K0(KB) into a
Z[Z × Z/2Z] ∼= Z[q, q−1, s]/〈s2 − 1〉 =: ZB-module. As PBj 〈1〉
∼= PBj for all j ≥ 2, we have that
s[Pj ] = [Pj ] for all j ≥ 2. It is easy to see now that
K0(KB) ∼= ZB ⊕
 n⊕
j=2
ZB/〈s− 1〉

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as ZB-modules, generated by {[PBj ]|1 ≤ j ≤ n}. Since A(Bn) acts on KB , we have an induced
representation ρBK of A(Bn) on K0(KB), given by the following on each of the generators of
A(Bn)
ρKB(σ
B
1 ) =
−sq −(1 + s) 00 1 0
0 0 In−2
 ;
ρKB(σ
B
j ) =

Ij−2 0 0 0 0
0 1 0 0 0
0 −q −q −1 0
0 0 0 1 0
0 0 0 0 In−j−1
 , for j 6= 1, n;
ρKB(σ
B
n ) =
In−2 0 00 1 0
0 −q −q
 .
5.2. Homological representations. Let us first recall the homological representation ofA(A2n−1)
that is isomorphic to the reduced Burau representation. Note that it has been shown in [KS02]
that the categorical representation categorifies the reduced Burau representation (and hence this
homological representation), but we shall spell out the construction here as it will shed some
light on the construction of the homological representation for type Bn and also make clear the
relationship between them.
Consider the covering space D2n classified by the cohomology class CD ∈ H1(DA2n \ ∆,Z)
defined by [λj ] 7→ 1, for all j ∈ ∆ = {−n, ...,−1, 1, ..., n}, where each λj is a closed loop around
the puncture j. It is easy to see that H1(D2n,Z) is a free module over Z[Z] ∼= ZA of rank 2n− 1,
with basis {[γ1], ..., [γ2n−1]} defined by:
[γj ] :=

[λ−1]− [λ1], for j = n;
(−1)n−j([λ−n+j−1]− [λ−n+j ]), for j ≤ n− 1;
(−q)n−j([λ−n+j ]− [λ−n+j+1], for j ≥ n+ 1,
and the space D2n is homotopy equivalent to the infinite graph ΓZ given below:
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
...
...
...
...
t−1λn λn tλn t
2λn
t2λ−nt
−1λ−n λ−n tλ−n
t−1p p tp t2p t3p
Figure 5.2.1. The infinite graph ΓZ.
The action of A(A2n−1) on D
A
2n \∆ lifts to an action on D2n that commutes with the deck
transformation Z, which then induces an action on the Z[q, q−1]-module H1(D2n,Z). Through
this we obtain a linear representation:
ρRHA : A(A2n−1)→ GL2n−1(Z[q, q
−1]),
where a simple calculation shows that ρRHA agrees with the linear representation ρKA. Thus we
have the following result:
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Proposition 5.1. The ZA-linear map ΘA : H1(D2n,Z)→ K0(KA) defined by
ΘA([γj ]) = [P
A
j ]
is an isomorphism of A(A2n−1)-representations.
Now consider the covering space D2n+1 of D
A
2n \∆0 classified by the cohomology class CD ∈
H1(DA2n \∆0,Z) defined by
[λj ] 7→
{
1, for j 6= 0
0, for j = 0;
where each λj is a closed loop around the puncture j. Note that the composition of coverings
D2n+1 → D
A
2n \∆0 → D
B
n+1 \ Λ
is a normal covering space of DBn+1 \ Λ, with its group of deck transformation isomorphic to
Z×Z/2Z. Note that H1(D2n+1,Z) is a module over Z[Z×Z/2Z] ∼= Z[q, q−1, r]/〈r2− 1〉 =: ZB,r,
and the space D2n+1 is homotopy equivalent to the space given below:
∧ ∨ ∧ ∨ ∧ ∨ ∧ ∨ ∧ ∨l0 rl0 l0 rl0 l0 rl0 l0 rl0 l0 rl0
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
...
...
...
...
...
...
...
...
rt−1l1 rl1 rtl1 rt
2l1
rt2lnrt
−1ln rln rtln
t−1l1 l1 tl1 t
2l1
t2lnt
−1ln ln tln
t−1p p tp t2p t3p
rt−1p rp rtp rt2p rt3p
Figure 5.2.2. The infinite graph ΓZ×Z/2Z.
Let lj be a closed loop around each puncture j ∈ DBn+1 \ Λ. Note that in H1(D2n+1,Z), we
have that
(5.1)

[λ0] = [l0] + r[l0];
[λ−j ] = r[lj ] for j > 0;
[λj ] = [lj ] for j > 0.
Consider the sub ZB-module Hn ⊆ H1(D2n+1,Z) generated by {[ξ1], ..., [ξn]}, where:
[ξj ] =
{
(1− q)[l0]− (1 − r)[l1] for j = 1;
(−q)1−j(1 − r)([lj−1]− [lj ]) for j ≥ 2.
Note that [ξj ] = −r[ξj ] for all j ≥ 2, and it is easy to see that
Hn
∼= ZB,r ⊕ (ZB,r/〈r + 1〉)
⊕n−1
as ZB,r-module, generated by {[ξ1], ..., [ξn]}. The action of A(Bn) on D
B
n+1 \Λ lifts to an action
on X2n+1 that commutes with deck transformations, which then induces an action on the ZB,r-
module H1(Dn+1,Z). It is easy to see that Hn ⊆ H1(Dn+1,Z) is closed under the action of
A(Bn), so we obtain a subrepresentation:
ρRHB : A(Bn)→ AutZB,r-mod
(
ZB,r ⊕ (ZB,r/〈s+ 1〉)
⊕n−1
)
.
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A simple computation shows that ρRHB |r 7→−s,q 7→q agrees with the representation ρKB. Thus we
have the following result:
Proposition 5.2. Let Hn be a ZB-module under the identification ZB,r ∼= ZB given by r 7→ −s
and q 7→ q. Then the ZB-linear map ΘB : Hn → K0(KB) defined by
ΘB([ξj ]) = [P
B
j ]
is an isomorphism of A(Bn)-representations.
5.3. Relating categorical and homological representations. We shall now show a “de-
categorified” version of our main result in Figure 4.3.1. Recall that Hn and K0(KB) are
ZB = Z[q, q−1, s]/〈s2−1〉-modules, whereasH1(D2n,Z) andK0(KA) areZA = Z[q, q−1]-modules.
Denote ev1, ev−1 : ZB → ZA as the two evaluation maps defined by s 7→ 1,−1 respectively.
Throughout the rest of this section, we shall view H1(D2n,Z) as a ZB module through ev−1 and
K0(KA) as a ZB module through ev1.
Using Proposition 3.2, we obtain a ZB-linear map K0(A2n−1 ⊗Bn −), given by
K0(A2n−1 ⊗Bn −)([P
B
j ]) =
{
[PAn ], for j = 1;
[PAn−(j−1)] + [P
A
n+(j−1)], otherwise.
On the other hand, the natural inclusion map ι : DA2n \ ∆0 → D
A
2n \ ∆ induces a map on the
homology ι : H1(D
A
2n \∆0,Z)→ H1(D
A
2n \∆,Z), which sends
[λj ] 7→
{
0, for j = 0;
[λj ], otherwise.
Thus, ι lifts uniquely to ι˜ : X2n+1 → Y2n, which induces a map on the homology ι˜ : H1(D2n+1,Z)→
H1(D2n,Z). One easily sees from eq. (5.1) that the restriction of ι˜ to Hn is given by
ι˜([ξj ]) =
{
[γn], for j = 1;
[γn−(j−1)] + [γn+(j−1)], for j ≥ 2.
and ι˜ is a ZB-linear map.
Finally, it follows immediately that ΘA ◦ ι˜ = K0(A2n−1 ⊗Bn −) ◦ ΘB, where ΘA and ΘB
are as defined in Proposition 5.1 and Proposition 5.2 respectively. Thus, we have the following
“decategorified” version of our main result in Figure 4.3.1:
Theorem 5.3. The following diagram is commutative:
A(Bn)
A(Bn)
A(A2n−1)
A(A2n−1)
Hn H1(Y2n,Z)
K0(KB) K0(KA)
∼= ΘB
ι˜
∼= ΘA
K0(A2n−1 ⊗Bn −)
with all four maps ZB-linear and A(Bn)-equivariant.
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6. Trigraded Intersection Numbers, Graded Dimensions of Homomorphism Spaces
In this section, we shall relate the trigraded intersection number and the Hom spaces between
the corresponding complexes. Through out this section, we will fix the following notations: KB :=
Komb(Bn-prgrmod), KA := Kom
b(A2n−1-prgrmod), Bm := Bn-mod and A m := A2n−1-mod.
For V = ⊕(r,s)∈Z×Z/2ZV(r,s){r}〈s〉 a (Z×Z/2Z)-graded R-vector space, we denote its bigraded
dimension as
bigrdim(V ) :=
∑
(r,s)∈Z×Z/2Z
dim(V(r,s))q
r
2q
s
3.
Recall that for each pair of objects (C∗, ∂C), (D
∗, ∂D) in KB, one can consider the internal
(bigraded) Hom complex HOM∗KB (C,D) defined as follows: for each cohomological degree s1 ∈ Z,
HOMs1KB(C,D) :=
⊕
(s2,s3)∈Z×Z/2Z
m+n=s1
HomBm(C
m, Dn{s2}〈s3〉){−s2}〈s3〉
is a Z× Z/2Z-graded R-vector space and the differentials are given by
d(f) = ∂D ◦ f − (−1)
s1f ◦ ∂C
for each f ∈ HOMs1KB (C,D). It follows that each H
n
(
HOM∗KB (C,D)
)
is a (Z × Z/2Z)-graded
R-vector space. We define the Poincare´ polynomial P(C,D) ∈ Z[q1, q
−1
1 , q2, q
−1
2 , q3]/〈q
2
3 − 1〉 of
HOM∗KB (C,D) as
P(C,D) :=
∑
s1∈Z
qs11 bigrdimR
(
Hs1
(
HOM∗KB (C,D)
))
.
Lemma 6.1. For any trigraded admissible curve cˇ, the following internal Hom complexes are
quasi-isomorphic:
(HOM∗KB (P
B
j , LB(cˇ)), d
∗
C)
∼=
⊕
gˇ∈st(cˇ,j)
(HOM∗KB (P
B
j , LB(gˇ)), d
∗
G)
for all 1 ≤ j ≤ n and (s1, s2, s3) ∈ Z× Z× Z/2.
Proof. To simplify notation, denote (C∗, ∂∗C) := LB(cˇ) and (G
∗, ∂∗G) :=
⊕
gˇ∈st(cˇ,j) LB(gˇ). Note
that G∗ can be obtained from C∗ by discarding the modules PBk in LB(cˇ) for |k − j| > 1. In
particular, for all m ∈ Z, Cm = Gm ⊕ Um where Um consists of all indecomposable PBk in
Cm with |k − j| > 1. Using the decomposition above, let us write ∂mC : C
m = Gm ⊕ Um →
Gm+1 ⊕ Um+1 = Cm+1 as:
∂mC =
[
τm ∗
∗ ∗
]
so that τm : Gm → Gm+1. Also note that the differential ∂mG : G
m → Gm+1 can be obtained
from τm by modifying the differentials PB(x)
∂yx
−−→ PB(y) to 0 whenever x and y are crossings
of two different j-strings of cˇ. Since
(6.1)
⊕
(s1,s2,s3)∈Z×Z×Z/2Z
HomBm(P
B
j , P
B
k [s1]{s2}〈s3〉) = 0
for all k such that |j − k| > 1, it follows that
(6.2)
⊕
(s1,s2,s3)∈Z×Z×Z/2Z
HomBm(P
B
j , U
s1{s2}〈s3〉) = 0
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and thus
(6.3) HOMmKB (P
B
j , C
∗) = HOMmKB (P
B
j , G
∗)
for each m ∈ Z as underlying graded vector space. Moreover, we know that dmG = (∂
m
G ◦ −)
and dmC = (∂
m
C ◦ −) by definition of the hom complex. But eq. (6.2) allows us to conclude that
dmC = (τ
m ◦ −). Therefore to prove the proposition, it is sufficient to show that dmC = (τ
m ◦ −)
and dmG = (∂
m
G ◦−) have isomorphic kernels and isomorphic images for each m ∈ Z. For the rest
of the proof let m ∈ Z be arbitrary.
Let us first consider the simple case when j 6= 2. We claim that dmC = d
m
G . Note that when
j 6= 2, ∂yx in τ
m that are modifed to 0 in ∂mG are always right multiplication by loops Xj−1 or
Xj+1. But for such maps, the corresponding induced maps on the hom complex (∂yx ◦ −) are
always 0, so (τm ◦ −) = (∂mG ◦ −) as required.
Now let us consider the case when j = 2. The types of maps ∂yx : P (x) → P (y) in τm that
are modifed to 0 in ∂mG are of the following types:
(i) ∂yx = X1 or X3;
(ii) ∂yx = (1|2)i or ∂yx = −i(2|1).
Moreover, ∂yx of type (ii) does not exist in ∂
m
G by definition of LB. By the same argument in
the case j 6= 2, the induced differential in the hom complex by ∂yx of type (i) is 0. So can relate
dmC and d
m
G as follows:
(6.4) dmC = (τ
m ◦ −) = (∂mG ◦ −) + (δ ◦ −) = d
m
G + (δ ◦ −)
where δ :=
∑
∂yx, summing over all ∂yx in τ
m that are of type (ii).
Before we analyse the kernel and image of both dmC and d
m
G , we shall consider a decomposition
of Gm and Gm+1 using τm. Denote Gm and Gm+1 as the subset of all crossings of cˇ such that
Gm =
⊕
z∈Gm P (z) and G
m+1 =
⊕
z∈Gm+1 P (z). We shall reorganise the direct summands of
Gm and Gm+1 in the following way:
(1) Set
• α = 1
• ǫ := δ,
• X := Gm,
• Hm := Gm,
• Y = Gm+1 and
• Hm+1 = Gm+1.
(2) If ǫ = 0, then skip to step (3); otherwise let ∂yx be one of the summands in δ. Consider
the smallest subset X ′ ⊆ X and Y ′ ⊆ Y such that
• x ∈ X ′,
• y ∈ Y ′ and
• ∂zw = 0, X1 or X3 whenever w ∈ (X ′)c, z ∈ Y ′ or w ∈ X ′, z ∈ (Y ′)c.
We organise the direct summands of Hm in the following way:
Hm = Qmα ⊕
 ⊕
x∈(X′)c
P (x)
 , and Hm+1 = Qm+1α ⊕
 ⊕
y∈(Y ′)c
P (y)
 .
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where Qmα :=
⊕
x∈X′ P (x) and Q
m+1
α :=
⊕
y∈Y ′ P (y). Let e =
∑
∂yx, summing over all
∂yx = (1|2)i,−i(2|1) with x ∈ X ′ and y ∈ Y ′.
Redefine
• α := α+ 1,
• ǫ := ǫ− γ,
• Hm :=
⊕
x∈(X′)c P (x) and
• Hm+1 :=
⊕
y∈(Y ′)c P (y).
Repeat step (2).
(3) If Hm 6= 0, then set Qmα := H
m, else if Hm+1 6= 0, then set Qm+1α := H
m+1.
(4) Output Gm =
⊕
s∈S Q
m
s and G
m+1 =
⊕
s′∈S′ Q
m
s′ with the appropriate index sets S =
{1, ...,M} and S′ = {1, ...,M ′}.
Now consider τm and ∂mG as block matrices corresponding to the decomposition obtained above:
τm = [(τm)s′,s](s′,s)∈S′×S , ∂
m
G = [(∂
m
G )s′,s](s′,s)∈S′×S.
Note that by the construction of the decomposition we have that the block (τm)s′,s only have
entries X1, X3 or 0 for all s 6= s′. On the hom complexes, the decompositions also give us
HOMmKB (P
B
j , C
∗) = HOMmKB (P
B
j , G
∗) =
⊕
s∈S
HomBm(P
B
j , Q
m
s ), and
HOMm+1KB (P
B
j , C
∗) = HOMm+1KB (P
B
j , G
∗) =
⊕
s′∈S′
HomBm(P
B
j , Q
m+1
s′ ).
Similarly consider the two differentials dmC and d
m
G written as block matrices corresponding to
the decompositions: dmC = [(d
m
C )s′,s](s′,s)∈S′×S , d
m
G = [(d
m
G )s′,s](s′,s)∈S′×S . The construction of
the decomposition guarantees the property that (dmC )s′,s = (d
m
G )s′,s = 0 whenever s 6= s
′ (recall
that the induced maps (X1 ◦ −) and (X3 ◦ −) are 0). So to show that dmC = (τ
m ◦ −) and
dmG = (∂
m
G ◦−) have isomorphic images and isomorphic kernels, it is now sufficient to show them
for each block (dmC )s′,s = ((τ
m)s′,s ◦ −) and (d
m
G )s′,s = ((∂
m
G )s′,s ◦ −) where s = s
′.
To simplify notation, for the rest of this proof we shall drop the subscript s and denote:
Qm := Qms ; Q
m+1 := Qm+1s ; dC := (d
m
C )s,s; dG := (d
m
G )s,s; τ := τ
m
s,s; and ∂G := (∂
m
G )s,s.
We shall now look at the possible types of maps τ : Qm → Qm+1 which gives us all possible
dC = (τ ◦ −), where dG = (∂G ◦ −) can be obtained by dG = (τ ◦ −)− (δ ◦ −) (following from
eq. (6.4)).
If dC = dG, i.e. τ has no entry of type (ii) so that δ = 0, then there is nothing left to show.
Otherwise, τ contains at least one entry ∂yx of type (ii). The two possibilities of ∂yx of type (ii)
are (1|2)i and −i(2|1). We will only explicitly show the classification method used to obtain all
possible types of Qm
τ
−→ Qm+1 when ∂yx = (1|2)i, where the same method can be applied to the
case when ∂yx = −i(2|1).
So let us consider the case when τ has an entry with ∂yx = (1|2)i. Recall that by the definition
of LB, for any ∂yx of type (ii), there must be a corresponding 1-crossing x
′ of cˇ such that
• x′ and x are connected by an essential segment in D0; and
• x′ and y are endpoints of an essential segment of cˇ in D1.
So in the case ∂yx = (1|2)i, x′ and y are connected through an essential segment in D1 of type 1
(refer to Figure 1.6.2) and the map ∂yx′ : P (x
′)→ P (y) is the right multiplication by (1|2). By
the construction of Qm and Qm+1, Qm must then at least contain the direct summands P (x) and
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P (x′) and Qm+1 must at least contain the direct summand P (y), so the differential Qm
τ
−→ Qm+1
must contain at least two entries ∂yx = (1|2)i and ∂yx′ = (1|2). Thus the crossings x, x′ and y
must be contained in the corresponding partial curve of cˇ below:
yx’
x
Figure 6.0.1. The Crossings x, x′ and y.
As seen from Figure 6.0.1 above, x and y are the only crossings that can be in a another
distinct essential segment of cˇ.
Let us now first consider the subcase when x is not in another distinct essential segment. If y
is also not in another distinct essential segment, then we have that Qm
τ
−→ Qm+1 is of the form:
P (x′) P (y)
P (x)
(1|2)
(1|2)i
⊕ .
If instead y is part of another essential segment of cˇ with its other endpoint some crossing w,
then the essential segment must be in D2. Since P (y) is a direct summand of Q
m+1, w must
have the property w1 = y1 − 1 so that P (w) is an entry of Qm and ∂yw is an entry of τ . The
only two such possibilities are:
yx’
x
w y
x’
x w
Figure 6.0.2. The two possible essential segments from y.
Now note that if w is a 2-crossing (left picture in Figure 6.0.2, then one sees that w can not
be connected to any other crossing z through another distinct essential segment in cˇ with P (z) a
direct summand of Qm+1; if instead w a 3-crossing (right picture in Figure 6.0.2, then the only
possibility for P (z) to be a direct summand of Qm+1 is when w is also a 3-crossing, with w and
z endpoints of an essential segment of cˇ in D3 of type 2, giving us ∂wz = X3. Recall the chosen
decomposition of Gm and Gm+1, where Qm+1 ⊆ Gm+1 corresponds to the smallest subset of
crossings in Gm+1 which contains y, with the property that maps between the direct summands
of the decompositions of Gm and Gm+1 are either 0 or X1 or X3. Thus P (z) must be excluded
from Qm+1. We can therefore conclude that for the subcase when x is not connected to any
other distinct essential segments, we have 3 possible forms for Qm
τ
−→ Qm+1:
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P (x′) P (y)
P (x)
(1|2)
(1|2)i
⊕ , or
P (w)
P (x′) P (y)
P (x)
X2 or (3|2)
⊕
(1|2)
(1|2)i
⊕
To analyse the maps dC and dG, let us identify the morphism spaces as
HOMmKB (P
B
2 , G
∗) =
⊕
(s,t)∈Z×Z/Z
HomBm(P
B
2 , (P (x
′)⊕ P (x) ⊕ P (w)){s}〈t〉){s}〈t〉
∼=(R{(2|1)}〈x3〉 ⊕ R{i(2|1)}〈x3 + 1〉) {x2 + 1}
⊕ (R{(2|1)}〈x′3〉 ⊕ R{i(2|1)}〈x
′
3 + 1〉) {x
′
2}
⊕ Z
where Z = 0 for the first type of Qm
τ
−→ Qm+1, and
HOMm+1KB (P
B
2 , G
∗) =
⊕
(s,t)∈Z×Z/Z
HomBm(P
B
2 , P (y){s}〈t〉){s}〈t〉
∼=(R{X2}〈y3〉 ⊕ R{X2i}〈y3 + 1〉) {y2 + 1}
⊕ (R{id}〈y3〉 ⊕ R{i}〈y3 + 1〉) {y2}.
Using this identification, we can write dC and dG as the corresponding matrices:
dC =

1 0 0 −1 e
0 1 1 0 f
0 0 0 0 0
0 0 0 0 0
 and dG =

1 0 0 0 e
0 1 0 0 f
0 0 0 0 0
0 0 0 0 0
 ,
where dG is obtained from dC by removing maps that were induced by (1|2)i. It follows that dC
and dG have the same image and have isomorphic kernels.
Now consider the other subcase where x is in another essential segment of cˇ with its other
endpoint some crossing y′. Note that since x is already part of an essential segment in D0, the
essential segment connecting x and y′ can only be in D1. As before, we must have y
′
1 = x1 − 1
so that P (y′) is a direct summand of Qm+1 and that ∂y′x is an entry of τ . Furthermore, if x and
y′ is connected by the essential segment of Type 2 in Figure 1.6.2, then ∂y′x = X1. Therefore
such P (y′) is excluded from Qm+1. Collecting the results, the only possible essential segment
connecting x and y′ with y′1 = x1 − 1 and ∂y′x 6= X1 is the essential segment of Type 1. Thus
the crossings x, x′, y and y′ must be contained in the
y
x’
x
y’
Figure 6.0.3. The crossings x, x′ and y when x is in another essential segment.
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The same analysis in the previous subcase on the possible essential segments connected to y
can be applied similarly to the crossings y and y′ here. Thus we conclude that for this subcase,
Qm
∂mC−−→ Qm+1 is equal to one of the following 6 types (there are 3 possible combinations of X2
and (3|2) maps in the rightmost diagram):
P (x′) P (y)
P (x) P (y′)
(1|2)
(1|2)i
(1|2)
⊕ ⊕ ,
P (z)
P (x′) P (y)
P (x) P (y′)
X2 or (3|2)
⊕
(1|2)
(1|2)i
(1|2)
⊕ ⊕
, or
P (z)
P (x′) P (y)
P (x) P (y′)
P (z′)
X2 or (3|2)
⊕
(1|2)
(1|2)i
(1|2)
⊕ ⊕
X2 or (3|2)
⊕
swapping x with x′ (and correspondingly y with y′) if necessary. Let us again identify the
morphism spaces as:
HOMmKB (P
B
2 , G
∗) =
⊕
(s,t)∈Z×Z/Z
HomBm(P
B
2 , (P (x
′)⊕ P (x) ⊕ P (z)){s}〈t〉){s}〈t〉
∼=(R{(2|1)}〈x3〉 ⊕ R{i(2|1)}〈x3 + 1〉) {x2 + 1}
⊕ (R{(2|1)}〈x′3〉 ⊕ R{i(2|1)}〈x
′
3 + 1〉) {x
′
2}
⊕ Z
where Z = 0 for the first type of Qm
τ
−→ Qm+1, and
HOMm+1KB (P
B
2 , G
∗) =
⊕
(s,t)∈Z×Z/Z
HomBm(P
B
2 , P (y){s}〈t〉){s}〈t〉
∼=(R{X2}〈y3〉 ⊕ R{X2i}〈y3 + 1〉) {y2 + 1}
⊕ (R{X2}〈y
′
3〉 ⊕ R{X2i}〈y
′
3 + 1〉) {y
′
2 + 1}
⊕ (R{id}〈y3〉 ⊕ R{i}〈y3 + 1〉) {y2}
⊕ (R{id}〈y′3〉 ⊕ R{i}〈y
′
3 + 1〉) {y
′
2}
=(R{X2}〈y3〉 ⊕ R{X2i}〈y3 + 1〉) {y2 + 1}
⊕ (R{X2}〈y
′
3〉 ⊕ R{X2i}〈y
′
3 + 1〉) {y
′
2 + 1}
⊕ V.
Writing dC and dG as the corresponding matrix, we get
dC =

1 0 0 −1 e′
0 1 1 0 f ′
0 −1 1 0 g′
1 0 0 1 h′
0 0 0 0 0
 and dG =

1 0 0 0 e′
0 1 0 0 f ′
0 0 1 0 g′
0 0 0 1 h′
0 0 0 0 0
 ,
which also have the same image and same kernel. Thus for ∂yx = (1|2)i, all possible cases of dC
and dG have isomorphic images and isomorphic kernels as required.
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Applying the same classification method to the case when ∂yx = −i(2|1), the posssible types
of Qm
τ
−→ Qm+1 is given by:
P (y)
P (x) P (y′)
−i(2|1)
(2|1)
⊕ , or
P (y)
P (x) P (y′)
P (z)
−i(2|1)
(2|1)
X2 or (2|3)
⊕
⊕
when y is not part of another distinct essential segment of cˇ, and
P (x′) P (y)
P (x) P (y′)
(2|1)
−i(2|1)
(2|1)
⊕ ⊕ ,
P (x′) P (y)
P (x) P (y′)
P (z)
(2|1)
−i(2|1)
(2|1)
X2 or (2|3)
⊕ ⊕
⊕
, or
P (z′)
P (x′) P (y)
P (x) P (y′)
P (z)
⊕
(2|1)
X2 or (2|3)
−i(2|1)
(2|1)
X2 or (2|3)
⊕ ⊕
⊕
when y is part of another distinct essential segment of cˇ, where as before we swap y with y′
(correspondingly x with x′) if neccessary. By identifying the morphism spaces and comparing
the corresponding matrices of dC and dG as before, it follows that dC and dG have isomorphic
images and isomorphic kernels. This covers all cases of δC and δG, completing the proof. 
Lemma 6.2. The Poincare´ polynomial P(PBj , LB(gˇ)) of HOM
∗
KB (P
B
j , LB(gˇ)) is equal to the
trigraded intersection number Itrigr(bˇj , gˇ) for any trigraded j-string gˇ.
Proof. This follows exactly as in [KS02]. 
Proposition 6.3. For any σ and τ in A(Bn), and any 1 ≤ j, k ≤ n, the Poincare´ polynomial of
HOM∗KB (σ(P
B
j ), τ(P
B
k ))
is equal to the trigraded intersection number Itrigr(σˇ(bˇj), τˇ(bˇk)).
Proof. By Lemma 1.9, we get that Itrigr(bˇj , cˇ) =
∑
gˇ∈st(cˇ,j) I
trigr(bˇj , gˇ). Using Lemma 6.1, we
instead get that P(PBj , LB(cˇ)) =
∑
gˇ∈st(cˇ,j)P(P
B
j , LB(gˇ)). By Lemma 6.2, eachP(P
B
j , LB(gˇ)) =
Itri(bˇj , gˇ), thus we can conclude that I
trigr(bˇj , cˇ) = P(P
B
j , LB(cˇ)). The proposition now follows
from the fact that the categorical action of A(Bn) respects morphism spaces and similarly the
topological action of A(Bn) respects trigraded intersection number. 
Remark 6.4. Note that we can also use Proposition 6.3 to prove the faithfulness of the A(Bn)
categorical action. The proof is similar to [KS02] modulo the center of A(Bn), which is an easy
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check that elements of the centre act by shifting degrees and therefore are not isomorphic to the
identity functor.
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