Abstract
Introduction
The electroencephalogram (EEG) is a method for measuring changes in electro-potential in the cortex related to the activation levels of cortical neuronal populations [1] . It is a popular method for studying neuro-electrophysiological correlates of cognitive processes and behaviour.
The EEG has a high temporal resolution and a wide spectral range and may, therefore, be described by a very large number 1 / Procedia Computer Science 00 (2015) 1-8 2 of features. These include, for example, the band power within specific frequency ranges, amplitudes over specific regions of the cortex, or measures of interactions between different spatial regions [2] . However, EEG has very poor signal to noise ratio (SNR), which often means that many repeated trials are required before cognitively relevant information emerges from the background noise present in the signal [1] .
Due to practical limits on the numbers of repetitions of cognitive events participants in cognitive experiments may perform, an investigative researcher is often faced with a very large potential feature space and a very small number of trials. Thus, identification of reliable task-related features is a considerable challenge.
A number of approaches may be taken to tackle this problem. Where particular cognitive processes within the EEG are phase-locked to the trial commencement time and stationary, a time-averaging approach may be adopted to attempt to identify features related to specific neural correlates. However, in cases where physiological responses are not phase-locked (for example band-power measures [3] ) an approach from machine learning may be adopted [4] .
One such approach which has gained considerable traction in recent years is common spatial patterns (CSP), which is based upon eigen-decomposition of the covariance matrices of each group in the dataset [5] . This method was used originally in the brain-computer interface (BCI) [6] community to identify optimal features for separating two groups of events in the EEG and has since gained growing popularity for a range of uses, for example, identifying neural activity related to motor imagery [7] . Extensions of the method have also been proposed for multiple group cases [8] .
However, while CSP is able to identify features which may be applied to optimally separate discrete groups of tasks, it is less effective in the case of continuous variables. Thus, in the case of correlation studies, where neural correlates are sought relating to a continuous independent variable, it may not be the most suitable method.
An alternative approach, which may be applied in this case is canonical correlation analysis (CCA) [9] . CCA attempts to find relationships between sets of independent variables, for example between two or more time series, and may be used to identify neural correlates of continuous variables [10] . However, CCA is only able to identify sets of variables which linearly correlate with the independent variables and, therefore, may be limited in its applications [10] .
To tackle these problems with CSP and CCA we have developed an alternative automated feature selection method that is able to identify neural correlates of continuous independent variables. The proposed method is based upon eigen-decomposition of the coarse-grained (rescaled) combined matrix of features and the continuous independent variable.
We first describe the method. We then compare the method to CSP and CCA on a synthetic test dataset before using it to attempt to find feature sets which correspond to a continuous independent variable in a study of neural correlates of musicinduced emotions and neural correlates of music perception.
Methods

Proposed method
The proposed method aims to identify features which covary with an independent variable by first redistributing, then coarse-graining, performing principal component analysis (PCA), and clustering the set of available features. This can be summarized as follows. 
where i denotes the i'th feature in the data set. An additional vector is concatenated to the set of feature vectors, resulting in a total of M + 1 feature vectors. This additional vector will contain the values taken by the continuous independent variable across the N trials. We will refer to this additional variable as the independent covariate vector.
In order to improve the robustness of the selection of features related to the independent covariate vector, the range of values in the set of all feature vectors is uniformly redistributed over the range 1, ..., u, where u denotes the number of unique values in the independent covariate vector, and coarse-grained into u partitions. This is done by first z-scoring the coordinates of each feature vector to a mean of zero and a standard deviation of 1.
To improve the robustness of the feature selection in subsequent steps, the complementary error function (1− the error function) is then applied to the normalised feature vectors [11] . Consequently, this allows us to use PCA to identify features in the data. Finally, the coarse graining is completed by affinemapping the entries in each feature vector so that they fall into the range 1, ..., u and rounding the values in the feature vector in order to ensure that the number of discrete values taken by the members of each feature vector is equal to u. This is done by dividing the values within each feature vector by the maximum value in the feature vector, multiplying them by u, and adding 1.
This results in a set of coarse-grained feature
It is now possible to identify informative features by employing techniques related to finding clusters in multivariate datasets. One of the clusters obtained as a result will contain the independent covariate vector. The elements of this grouping therefore define the features that are most closely related to it. Thus, these features are taken to be the features that optimally relate to the independent covariate vector.
To this end we adapted a form of spectral clustering introduced in [12] . The (M + 1) × (M + 1) covariance matrix Σ is calculated from the coarse-grained collection of feature vectors. Eigen decomposition is applied to the covariance matrix Σ to find a set of eigenvalues and eigenvectors defined as
where λ k denotes the eigenvalues and V k the eigenvectors. Eigenvalues are then sorted in descending order and the q eigenvalues in the top 5th percentile are identified. The corresponding eigenvectors explain the majority of the variance in the set of feature vector projections onto the linear subspace spanned by these eigenvectors
The Participation Index (PI) (defined in [12] ) provides a measure of the involvement of each feature vector in each cluster
where the eigenvalues λ k and their corresponding eigenvectors have been pre-sorted in descending order of eigenvalue.
We first inspect the column of PI corresponding to the independent covariate vector (PI (M+1),: ). The largest PI in this column indexes an eigenvector indicating the cluster of feature vectors most involved with the independent covariate vector. Thus, the corresponding feature vectors in this cluster represent a good set of features that relate to the independent covariate vector.
Therefore, the final set of selected features are identified by selecting the top q PIs from the row PI :,α , where α denotes the index of the largest PI in the column PI (M+1),: . These indexes identify the optimal set of features relating to the independent covariate vector and, hence, the set of identified features.
Common spatial patterns
Common spatial patterns attempt to identify a spatial filter that maximally separates data between two or more groups [5] . They have been used for many applications, primarily in braincomputer interfacing (BCI) research [13] .
For sets of features X 1 ∈ R t 2 ×n and X 2 ∈ R t 2 ×n corresponding to different conditions, where n is the number of samples and t 1 and t 2 denote the number of trials in each group, CSP attempts to find a filter (w ∈ R n×n ) T such that the variance ratio between the two groups is maximised. This is defined as
The solution is found by solving the generalised eigenvalue problem on w. The eigen-decomposition is used to identify the eigenvectors and eigenvalues of the covariance matrices. The largest eigenvector may then be used as a filter, denoting elements of the dataset that separate the groups.
Canonical correlation analysis
Canonical correlation analysis (CCA) attempts to find linear combinations of two vectors of random variables such that they maximally correlate with one another. For example, in the case where one of the vectors contains just one random variable and the other several random variables, the single random variable may denote an independent covariate and CCA could be used to identify the set of random variables which maximally correlate with this independent covariate [14] .
Given two column vectors of random variables X = (x 1 , ..., x n ) ′ and Y = (y 1 , ..., y n ) ′ , a covariance matrix is defined as Σ XY = cov(X, Y). CCA then seeks two vectors a and b for which the correlation function is p = corr(a ′ X, b ′ Y). These vectors then give weightings to the relative correlation of each random variable in X and Y. Hence, they may be used to select optimal sub-sets of random variables in either X and/or Y [10] .
Comparison
Artificial event-related potentials (ERPs) were used to compare our proposed method to CSP and CCA. An ERP is a phaselocked change in amplitude of the EEG that occurs in response to a stimulus or event. ERPs may be used to study a wide variety of cognitive processes and are amongst the most studied phenomena in the EEG [15] .
For the synthetic dataset, we simulated an EEG component whose amplitude correlated with an independent covariate, where the number of values that the independent covariate could take was varied. Thus, we sought to evaluate the performance of the methods for datasets containing trials with n different amplitudes in the ERPs. The amplitude of the ERPs correlated with the value of the independent covariate vector.
EEG data was generated via a neural mass model [16] simulating 100 trials recorded from 19 EEG electrode recording channels of length 1 s each at a sample rate of 125 Hz. The dataset of 100 trials was split into groups of trials with equal numbers of trials per group, and the number of groups was varied between 2-20 (e.g. in the case of 2 groups, each group contained 50 trials). In the case that of 100 trials not evenly splitting into the desired number of groups, uniformly drawn trials were removed from the dataset until an even split of trials across groups was possible.
ERPs were simulated by increasing the amplitude of the synthetic EEG between 0.2 s and 0.8 s by a gain-adjusted Gaussian function. The gain increased the amplitude of the ERPs as a function of the value of the independent covariate vector. Thus, synthetic ERPs added to group 10 were larger in amplitude than synthetic ERPs added to group 9. Thus, the added ERP component was a function of the independent covariate and amenable to identification via the proposed method, CSP, and CCA.
ERPs were added to channels 14, 15, and 16 (channels corresponding to positions P3, Pz, and P4 in the case of a real EEG recorded via the International 10/20 system for electrode placement). Datasets were generated with numbers of groups of trials ranging between 2-20 and the performance of each of the feature selection methods was evaluated for each dataset.
In the case of two groups of EEG trials, performance was measured via a linear discriminant analysis (LDA) classifier, which was used to attempt to differentiate trials via the amplitude of the identified features. In the case of more than 2 unique values in the independent covariate the correlation between the filtered (selected) EEG features and the independent covariate was used to evaluate the performance of the methods. The higher the correlation the better the match between the selected features and the independent covariate.
The method (our proposed method, CSP, or CCA) and the LDA classifier is trained and tested in a 10x10 cross fold train and validation scheme. This allows us to measure the variance of performance of each of the methods against one another.
Application
A number of neural correlates of the participant-reported induced emotions and neural correlates of properties of musical stimuli, such as tempo, have been reported elsewhere [17, 18] . Here we use our proposed method to first automatically identify some of these neural correlates and second, to search for further, previously unidentified, neural correlates of music-induced affective states.
EEG was first cleaned of artefacts by visual inspection followed by supervised independent component analysis. Further details can be found in [17] . Band-power features were then extracted from the EEG from a frequency window of width 2 Hz centred at 10 Hz. Time series of the band-power values of length 1 s were extracted from all 19 channels (recorded as per the international 10/20 system) and down-sampled to 100 Hz. Our method was then applied to search for band-power features across all available channels and time points that maximally correlate with each of the following properties:
1. Each of the participant-reported ratings of induced affective states (pleasantness, energy, tension, anger, fear, happiness, sadness, and tenderness). 2. The tempo of the music (measured in beats per minute), estimated via the approach described in [19] .
Results
Comparison
When considering the two class case, features corresponding to time intervals during which class-dependent EEG has distinct activity are identified by each method, which allows the artificial ERPs to be classified with statistically significant accuracies (p < 0.01). Our method achieved a peak accuracy of 0.869 (± 0.004), while CSP achieved a peak accuracy of 0.765 (± 0.021), and CCA achieved a peak accuracy of 0.826 (± 0.001). A 1x3 ANOVA with factor 'Method' and levels 'Proposed', 'CSP', and 'CCA' was used to determine if there is a significant effect on peak accuracy of the method used. A significant effect is found F(2, 27) = 183.91, p < 0.001. Post-hoc t-tests reveal significant differences between the proposed method and CSP (p < 0.01) and the proposed method and CCA(p < 0.01). The proposed method has the highest peak accuracy (mean = 0.872, STD. = 0.005), while CCA (mean = 0.827, STD. = 0.001) and CSP (mean = 0.756, STD. = 0.028) have lower peak accuracies.
Additionally, our proposed method achieved a longer period of significant classification accuracy and was detected earlier in the trial. This is illustrated in Figure 1 , in which our proposed method achieves significant classification from 0.2 s to 0.7 s, while CSP only achieves significant accuracy from 0.3 s to 0.7 s, and CCA also achieves significant accuracies from 0.2 s to 0.7 s. In the case of additional numbers of unique values being added to the independent covariate vector, the ability of each of the feature selection methods to identify good feature sets is measured by the correlation between the selected features and the independent covariate vector. Figure 2 illustrates how this correlation changes as the number of unique values increases from 2 through to 15.
In the case of between 2 -5 unique values in the independent covariate vector the performance of the methods is broadly equivalent. However, as the number of unique values increases above 6 the performances of CSP and CCA both exhibit some decline, while our method marginally increases in performance. It is also interesting to note that our proposed method has considerably lower variance than either CCA or CSP, with CSP exhibiting the largest variance in performance.
The EEG channels which are selected as optimally separating the groups of trials are illustrated in Figure 3 . Note that as the number of groups increases the precision of the CSP method decreases markedly, while the channels selected by CCA and our proposed method both remain unchanged.
Application
Our proposed method was also used to identify neural correlates of musical tempo and participant-reported induced affective responses to music. First, neural correlates of tempo were sought by our method and compared to results previously reported elsewhere [18] . Figure 4 illustrates the mean scalp maps identified as neural correlates of tempo identified by our method within the cross-fold validation method alongside the neural correlates of tempo previously manually identified and reported in [18] . It is noteworthy that similar patterns of spatial activation are found by our method to those previously reported in [18] .
Specifically, left hemisphere motor cortex regions are identified as most strongly relating to the tempo of the music.
Additionally, neural correlates are sought for the participantreported induced affective states. These are illustrated in Figure  5 , which illustrates the scalp maps identified as corresponding to each of the music-induced emotions.
Discussion
The proposed method is able to automatically identify feature sets that relate to continuous independent variables. Therefore, it may be used to identify correlates of continuous variables (for example, neural correlates of music tempo during music listening tasks). Consequently, the proposed method has a wide number of potential applications in correlation studies.
The method is observed to outperform common spatial patterns (CSP) as the number of unique values in the data is increased. Therefore, we suggest that our method may be a suitable alternative for experimenters looking to identify correlates of discrete independent variables with a large number of classes, as well as those of continuous independent variables.
Importantly, our method is also able to outperform canonical correlation analysis (CCA). CCA is very commonly used to identify correlates of continuous variables and the superior performance of our method is, therefore, encouraging.
The classification accuracy achieved by our proposed method and CCA both exhibit higher variance in Figure 1 than the CSP method. This could be due to the selection of a variable number of features by our proposed method. Specifically, CSP identifies a fixed number of filters, while the other methods select a number of features as a function of the training data.
There are a few potential reasons for the observed better performance of our proposed method to either CSP or CCA. First, CCA attempts to identify features which correlate with the independent covariate, whereas our method attempts to identify features which exhibit maximum variance with respect to the independent covariate. As a high correlation does not always equal high inter-group differences simply seeking features which correlate may not identify the best feature set. The variables our method identifies are more likely to exhibit larger inter-group differences.
Additionally, CSP is able to seperate two groups in a dataset. However, for larger number of groups the performance declines. This is due to the decreasing numbers of items in each group leading to decreasing accuracy of the estimated covariance matrix.
Our method has been applied to identify neural correlates of music perception and music-induced affective states. The identified neural correlates of musical tempo were observed to lie over the left motor cortex. This is very similar to the manually identified neural correlates of musical tempo previously reported in [18] . The small difference in spatial location may be due to the small difference in frequency window size used between the studies.
The automatically identified neural correlates of music-induced affective states reveal relationships between EEG band-powers in the alpha band and each of the induced affective states. The prefrontal cortex is observed to be involved most frequently in music-induced affective state responses, and this is consistent with other findings (for example, [20, 21, 22] ). Additionally, affective states which are likely to be highly-correlated with one another (for example, happiness and sadness) were observed to correlate with very similar spatial distributions of neural activity, lending further evidence to the efficacy and robustness of our method. The neural correlates of anger and fear are interesting. These correlates are almost inverse maps of one another. Anger involves frontal cortical regions and central motor regions, while fear involves occipital regions and left / right motor regions. This observation warrants further investigation in future work.
For this study we only considered the 10 Hz frequency band of the EEG. The reason for this was due to the widely reported involvement of this frequency band in emotional responses [23, 20, 24] . Other frequency bands of the EEG have also being reported to be involved in emotional responses [25] . However, as the primary purpose of our work is to demonstrate the efficacy of our proposed method, rather than to explore different neural correlates of emotion, we have restricted our search to the alpha frequency band.
Potential uses of our method are not limited to EEG studies. The method operates in feature space, hence any data set for which a correlation is sought between components of the dataset and a continuous or discrete independent variable containing multiple unique values may be explored via the use of this method. Additionally, the method could potentially be applied to identify features which differentiate groups of participants, for example different developmental groups.
However, it is important to consider a potential caveat of our method. The runtime and memory required by the method are proportional to the square of the size of the input data due to the use of covariance matrices due to the need to identify a similarity matrix and perform eigen-decomposition. Thus, for very large datasets it may be necessary to use parallelisation techniques to compute the results. However, this is also the case for CSP, which is also based upon eigen-decomposition.
In conclusion, the proposed method is able to perform an automated search for a subset of features in a dataset which relate to either discrete or continuous independent variables. It is able to outperform both CSP and CCA in terms of correlation between the independent covariate and the selected features as the number of groups increases and has a large number of potential applications. However, its use is currently restricted by the size of the dataset, although this restriction may be ameliorated by the use of advanced computation techniques such as parallel computing.
