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ON CATEGORICAL DONALDSON-THOMAS THEORY FOR LOCAL
SURFACES
YUKINOBU TODA
Abstract. We introduce the notion of C∗-equivariant categorical Donaldson-Thomas theories for
moduli spaces of stable sheaves on the total space of a canonical line bundle on a smooth projective
surface. Our construction is regarded as a certain gluing of C∗-equivariant matrix factorizations
via the linear Koszul duality. We also prove that the moduli stack of D0-D2-D6 bound states on
the local surface is isomorphic to the dual obstruction cone over the moduli stack of pairs on the
surface. This result is used to define the categorical Pandharipande-Thomas theory on the local
surface. We propose several conjectures on wall-crossing of categorical PT theories, motivated by
d-critical analogue of D/K conjecture in birational geometry. Among them, we prove the wall-
crossing formula of categorical PT theories with irreducible curve classes, which leads to a certain
rationality of the generating series of categorical PT theories.
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1. Introduction
1.1. Background. On a smooth projective Calabi-Yau 3-fold, Thomas [Tho00] introduced the
integer valued invariants which virtually count stable coherent sheaves on it, and give complex-
ifications of Casson invariants on real 3-folds. His invariants are now called Donaldson-Thomas
(DT) invariants, and have been developed in several contexts, e.g. relation with Gromov-Witten
invariants [MNOP06, PP17], wall-crossing under change of stability conditions [KS, JS12, Tod12],
relation with cluster algebras [Nag13, Dav18], or so on.
The original DT invariants in [Tho00] were defined via integrations of zero-dimensional virtual
fundamental classes on the moduli spaces of stable sheaves on CY 3-folds. Later, Behrend [Beh09]
showed that the DT invariants are also defined via the weighted Euler characteristics of cer-
tain constructible functions (called Behrend functions) on the above moduli spaces. Now by the
works [JS12, BBJ19], these moduli spaces are known to be locally written as critical loci of some
functions, and Behrend functions coincide with point-wise Euler characteristics of the vanishing cy-
cles. Based on this fact, Kontsevich-Soibelman [KS, KS11] proposed refinements of DT invariants,
called motivic (cohomological) DT invariants. They are defined by gluing the locally defined motivic
(perverse sheaves of) vanishing cycles through a choice of an orientation data, that is a square root
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of the virtual canonical line bundle on the moduli space. The foundations of such refined DT invari-
ants were established in [BJM, BBD+15], and for example used in [MT18] to give a mathematical
definition of Gopakumar-Vafa invariants.
As we mentioned above, the moduli spaceM of stable sheaves on a CY 3-fold is locally written as a
critical locus Crit(w) of some function w : Y → C on a smooth scheme Y . More strongly, it is known
thatM is a truncation of a derived scheme with a (−1)-shifted symplectic structure [PTVV13], which
is locally equivalent to the derived critical locus of w [BBJ19, BBBBJ15], and induces d-critical
structure on M introduced by Joyce [Joy15]. Then locally on M , we can attach the triangulated
category MF(Y,w) of matrix factorizations of w. Its objects consist of locally free sheaves P0, P1
on Y together with maps
P0
α0
))
P1,
α1
hh α0 ◦ α1 = ·w, α1 ◦ α0 = ·w.
The triangulated category MF(Y,w) is regarded as a categorification of the vanishing cycle, as its
periodic cyclic homology recovers the Z/2-graded hypercohomology of the perverse sheaf of vanishing
cycles of w (see [Efi18, BRTV18]). Therefore as mentioned in [Joy, (J)], [Toe¨14b, Section 6.1], it
is natural to try to glue the locally defined categories MF(Y,w), and regard it as a categorification
of the DT invariant. If such a gluing exists, say DT (M), then we would like to call DT (M) as a
categorical DT theory, and study its properties.
However the construction of such a gluing does not seem to be obvious in general. It may be
constructed by taking the homotopy limit of dg-enhancements MFdg(Y,w) of MF(Y,w), twisted by
another dg-categories determined by a choice of an orientation data. In order to take such a limit,
we need an ∞-functor from the category of open subsets U ⊂ M written as U = Crit(w) to the
∞-category of dg-categories, of the form
U 7→ MFdg(Y,w) ⊗ (twisting).
A construction of such an∞-functor in general seems to require a substantial work on∞-categories,
which is beyond the scope of this paper.
Instead of constructing such a gluing in general, we focus on the case that a CY 3-fold is the total
space of the canonical line bundle on a smooth projective surface, called a local surface. In this case
C∗ acts on fibers of the canonical bundle, and we construct C∗-equivariant version of categorical DT
theories on local surfaces. Although this is a particular class of CY 3-folds, the moduli space M is
not necessary written as a global critical locus, so the gluing problem is still not obvious. Indeed our
construction is not a direct gluing of matrix factorizations, but rather indirect through the derived
categories of coherent sheaves on derived moduli stacks of coherent sheaves on the surface, together
with the linear Koszul duality. There are two simplifications in this case: the first one is that a
relevant∞-functor is a priori given from the existence of the derived moduli stacks, so we can avoid
technical subtleties on ∞-categories. The second one is that there exists a canonical orientation
data in this case, so the construction is canonical without taking twisting.
Then we have a well-defined categorification of DT invariants on the local surface, and can
formulate several conjectures on categorical DT theories. Our main motivation of studying DT (M)
is to categorify wall-crossing formulas of DT invariants and give their relation with D/K conjecture
in birational geometry, as we discuss in the next subsection.
1.2. Motivation from d-critical birational geometry. The development of wall-crossing formu-
las of DT invariants [JS12, KS] is one of the recent important progress on the study of DT invariants.
The moduli space of stable sheaves (or Bridgeland stable objects [Bri07]) depends on a choice of a
stability condition σ, so should be written as Mσ. In general there is a wall-chamber structure on
the space of stability conditions such that Mσ is constant if σ lies on a chamber, but may change
when σ crosses a wall. The change of the associated DT invariants are explicitly expressed using
motivic Hall algebras.
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Suppose that σ lies on a wall and σ± lie on its adjacent chambers. Then we have the following
diagram
Mσ+
""❉
❉❉
❉❉
❉❉
Mσ−
||③③
③③
③③
③
Mσ .
(1.1)
where Mσ is the good moduli space of the moduli stack of σ-semistable objects. In [Toda], the
author formulated the notion of d-critical flips, d-critical flops for diagrams of schemes with d-
critical structures such as the wall-crossing diagram (1.1). These are d-critical analogue of usual
flips and flops in birational geometry, but not honest birational maps so should be interpreted as
virtual birational maps. Roughly speaking, they are to do with the sizes of virtual canonical line
bundles: for a d-critical flip (flop), we have the inequality (equality) in terms of virtual canonical
line bundles (see [Toda, Definition 3.23])
Mσ+ >Kvir (=Kvir)Mσ− .
This is an analogue of the similar inequality for usual flip (flop) via canonical line bundles in
birational geometry1.
On the other hand if two smooth projective varieties are related by a usual flip (flop), it is
conjectured by Bondal-Orlov [BO] and Kawamata [Kaw02] that there exists a fully-faithful functor
(equivalence) of their derived categories of coherent sheaves. The above conjecture relates sizes of
derived categories and canonical line bundles, so is called a D/K conjecture. Recently Halpern-
Leistner [HLa] announces that the derived categories of coherent sheaves on Bridgeland stable
objects on K3 surfaces are equivalent under the wall-crossing diagram (1.1). In the case of K3
surfaces, both sides of (1.1) are birational holomorphic symplectic manifolds, so connected by flops.
Therefore his result proves D/K conjecture in this case.
Our motivation on studying categorical DT theories is to formulate a CY 3-fold version of the
above Halpern-Leistner’s work for K3 surfaces. Namely under the wall-crossing diagram (1.1) for
moduli spaces of stable objects on CY 3-folds, if it is a d-critical flip (flop), we expect the existence
of a fully-faithful functor (equivalence)
DT (Mσ−) →֒ (
∼
→)DT (Mσ+).(1.2)
This expectation relates categorical DT theories of Mσ± with their virtual canonical line bundles,
so is an analogue of the D/K conjecture for d-critical loci.
Furthermore we expect that the semiorthogonal complement of the above fully-faithful embedding
recovers the wall-crossing formula of numerical DT invariants. In this way, the study of categorical
DT theories will give a link between D/K conjecture in birational geometry and wall-crossing formula
of DT invariants.
1.3. Categorical DT theory via Koszul duality. Let S be a smooth projective surface and
π : X = TotS(ωS)→ S
the total space of the canonical line bundle on S, which is a non-compact CY 3-fold. LetMS ,MX
be the (classical) moduli stacks of compactly supported coherent sheaves on S, X respectively, with
fixed Chern characters. There is a natural map π∗ : MX → MS , and it is well-known that MX
is the dual obstruction cone over MS associated with a natural perfect obstruction theory of MS
(see [JT17]).
1For a birational map of smooth projective varieties Y+ 99K Y−, we have the inequality (equality) Y+ >K (=K)Y−
if there is a common resolution p± : W → Y± such that p∗+KY+ − p
∗
−
KY− is effective (trivial).
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The above fact is explained from derived algebraic geometry in the following way. LetMS ⊂MS
be the derived enhancement of MS which is a quasi-smooth derived stack, and consider its (−1)-
shifted cotangent derived stack ΩMS [−1]. Then we have
MX ∼= t0(ΩMS [−1])(1.3)
where t0(−) means the classical truncation of the derived stack. Locally on MS , this means as
follows. Let U be an affine derived scheme given by the derived zero locus of a section s of a
vector bundle V → A on a smooth affine scheme A. Then for a smooth morphism U → MS , the
isomorphism (1.3) over t0(U)→MS implies the isomorphism
t0(U)×MS MX
∼=
→ Crit(w) ⊂ V ∨.(1.4)
Here w : V ∨ → C is defined by w(x, v) = 〈s(x), v〉 for x ∈ A and v ∈ V |∨x .
On the other hand, under the above local setting we have the Koszul duality equivalence (see
Theorem 2.6 and [Isi13, Shi12, Hir17, OR])
Φ: Dbcoh(U)
∼
→ MFC
∗
(V ∨, w).(1.5)
Here the left hand side is the bounded derived category of coherent sheaves on U, and the right
hand side is the category of C∗-equivariant matrix factorizations of w, where C∗ acts on the fibers
of V ∨ → A by weight two. Our point of view is that, via the equivalence (1.5), the derived
category of the global moduli stack MS is regarded as a gluing of categories of C
∗-equivariant
matrix factorizations. Thus it may be reasonable to set
DT C
∗
(MX) := D
b
coh(MS)(1.6)
and call it the C∗-equivariant categorical DT theory for MX .
HoweverMX is usually not of finite type, and in order to obtain a nice moduli space we need to
take its open substack of stable sheaves. As we will discuss below, we will use the notion of singular
supports to extract information of (un)stable locus.
1.4. Categorical DT theory for stable sheaves. Let us take a stability condition σ on the
abelian category of compactly supported coherent sheaves on X . For example we can take
σ = B + iH ∈ NS(S)C
such that H is an ample class, and consider (B-twisted) H-Gieseker stability condition associated
with σ (see Subsection 5.3). Then we have the open substack MX,σ ⊂ MX corresponding to σ-
stable sheaves on X , which is a C∗-gerbe over a quasi-projective scheme MX,σ. Our purpose is to
define the C∗-equivariant categorical DT theory for MX,σ. In general we have an open immersion
t0(ΩMS,σ [−1]) ⊂MX,σ(1.7)
where MS,σ ⊂MS is the derived open substack of σ-stable sheaves on S. If (1.7) is an isomorphism,
then we may define
DT C
∗
(MX,σ) := D
b
coh(M
C∗-rig
S,σ )
similarly to (1.6). Here C∗-rig means the C∗-rigidification, i.e. getting rid of the trivial C∗-
autmorphisms. However (1.7) is not an isomorphism in many cases, as π∗E for a stable sheaf
E on X is not necessary stable on S. Therefore we need to find another way to define DT C
∗
(MX,σ).
Let Zσ-us ⊂ MX be the closed substack defined to be the complement of MX,σ. Then its
pull-back under the smooth map t0(U) → MS is the C∗-invariant closed subscheme Z ⊂ Crit(w)
via the isomorphism (1.4). We would like to construct the categorical DT theory for MX,σ as a
gluing of triangulated categories MFC
∗
(V ∨ \ Z,w). Our key observation is that the latter category
is equivalent to the quotient category
MFC
∗
(V ∨, w)/MFC
∗
(V ∨, w)Z
∼
→ MFC
∗
(V ∨ \ Z,w)(1.8)
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by the restriction functor. Here MFC
∗
(V ∨, w)Z is the subcategory of MF
C∗(V ∨, w) consisting of
objects isomorphic to zero on V ∨ \Z. We will see that, under the equivalence (1.5), the subcategory
MFC
∗
(V ∨, w)Z corresponds to the subcategory CZ ⊂ Dbcoh(U) consisting of objects in D
b
coh(U) whose
singular supports are contained in Z (see [AG15, Section H] and Proposition 2.10).
The notion of singular supports for (ind)coherent sheaves on quasi-smooth derived stacks was
introduced and developed by Arinkin-Gaitsgory [AG15] in their formulation of geometric Langlands
conjecture, following an earlier work by Benson-Iyengar-Krause [BIK08]. For an object F ∈ Dbcoh(U),
its singular support is defined to be the support of the action of the Hochschild cohomology of U to
the graded vector space Hom2∗(F ,F), which can be shown to lie on t0(ΩU[−1]). As proved in [AG15],
the singular support is intrinsic to the derived stack, e.g. independent of presentation of U, preserved
by pull-backs of smooth morphisms of quasi-smooth affine derived schemes, etc. Therefore we have
the subcategory CZσ-us ⊂ D
b
coh(MS) consisting of objects whose singular supports are contained in
Zσ-us.
From the equivalences (1.5), (1.8), the Verdier quotient of Dbcoh(MS) by the subcategory CZσ-us
may be regarded as a gluing of the triangulated categories (1.8). We need two slight modifications
of this construction. The first one is that, since MS is not quasi-compact in general, we replace MS
by its quasi-compact derived open substack MS,◦ whose truncation contains π∗(MX,σ). The second
one is that, since MX,σ is a C∗-gerbe over MX,σ, we replace MS,◦ by its C∗-rigidification M
C∗-rig
S,◦
to get rid of the contributions of C∗-autmorphisms. Then we propose the following definition:
Definition 1.1. (Definition 3.4) We define the C∗-equivariant categorical DT theory for MX,σ to
be the Verdier quotient
DT C
∗
(MX,σ) := D
b
coh(M
C∗-rig
S,◦ )/CZC∗-rigσ-us .
We will see that the above definition does not depend (up to equivalence) on a choice of a derived
open substack MS,◦ ⊂ MS . We will also define the λ-twisted version for λ ∈ Z, and the dg-
enhancements of our categorical DT theories. The relevant notations are summarized in Table 1 in
the beginning of Section 3. As a globalization of the result in [Efi18], we conjecture that the periodic
cyclic homology of the dg-enhancement of DT C
∗
(MX,σ) recovers the Z/2-graded cohomological DT
invariant of MX,σ, constructed in [BBD
+15] using the canonical orientation data of MX,σ (see
Conjecture 4.4). We only prove a numerical version of it in a very special case:
Proposition 1.2. (Proposition 4.6) Under some technical condition on MC
∗-rig
S,◦ (which is automat-
ically satisfied if t0(M
C∗-rig
S,◦ ) is a quasi-projective scheme), we have the identity
χ(HP∗(DT
C∗
dg (MX,σ))) = (−1)
vdimMS+1DT(MX,σ).
Here dg indicates the dg-enhancement, HP∗(−) is the periodic cyclic homology, χ(−) is the Euler
characteristic, vdim is the virtual dimension, and DT(−) is the numerical DT invariant.
1.5. Categorical MNOP/PT theories. The MNOP conjecture [MNOP06] (which is proved in
many cases [PP17]) is a conjectural relationship between generating series of Gromov-Witten in-
variants on a 3-fold and those of DT invariants counting one or zero dimensional subschemes on it.
In our situation of the local surface, the relevant moduli space in the DT side is
In(X, β), (β, n) ∈ NS(S)⊕ Z
which parametrizes ideal sheaves IC ⊂ OX for a compactly supported one or zero dimensional
subschemes C ⊂ X satisfying π∗[C] = β and χ(OC) = n.
The notion of stable pairs was introduced by Pandharipande-Thomas [PT09] in order to give a
better formulation of MNOP conjecture. By definition a PT stable pair is a pair (F, s), where F is
a compactly supported pure one dimensional sheaf on X , and s : OX → F is surjective in dimension
one. The moduli space of stable pairs is denoted by
Pn(X, β), (β, n) ∈ NS(S)⊕ Z
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and it parametrizes stable pairs (F, s) such that π∗[F ] = β and χ(F ) = n. The moduli space
Pn(X, β) is regarded as a moduli space of two term complexes in the derived category
I• = (OX
s
→ F ) ∈ Dbcoh(X).(1.9)
The relationship between the corresponding DT type invariants is conjectured in [PT09] and proved
in [Bri11, Tod10a, ST11b] for CY 3-folds using wall-crossing arguments.
We would like to categorify the DT type invariants defined from In(X, β) and Pn(X, β), and try
to formulate a categorical relationship of these moduli spaces. Here we note that, since an ideal sheaf
IC nor the two term complex (1.9) do not have compact supports, the construction in Definition 1.1
does not apply for this purpose. Our strategy is to realize the moduli spaces In(X, β), Pn(X, β) as
open substacks of the dual obstruction cone over the moduli stack M†S of pairs (OS → F ), where
F is a one or zero dimensional sheaf on S. Indeed we will show that the dual obstruction cone over
M†S is isomorphic to the moduli stack M
†
X which parametrizes rank one objects in the extension
closure
AX = 〈OX ,Coh≤1(X)[−1]〉ex ⊂ D
b
coh(X).
Here X ⊂ X is a compactification of X , and Coh≤1(X) is the category of compactly supported
coherent sheaves on X whose supports have dimensions less than or equal to one. The category
AX (called the category of D0-D2-D6 bound states) is an abelian category, which was introduced
in [Tod10a] and studied in [Tod12, Tod13, Todb] to show several properties on PT invariants. As
we mentioned above, we show the following:
Theorem 1.3. (Theorem 6.3) The stackM†X of rank one objects in AX admits a natural morphism
p†0 : M
†
X →M
†
S, and is isomorphic to the dual obstruction cone over M
†
S.
As we will mention in Remark 6.4, an object in AX may not be written as a two term complex
(OX → F ) for a one or zero dimensional sheaf F , so the existence of the morphism p
†
0 is a priori
not obvious. Our idea for Theorem 1.3 is to describe rank one objects in AX in terms of certain
diagrams of coherent sheaves on S, and construct the map p†0 in terms of the latter diagram (see
Corollary 9.8). From the definition of AX , the moduli spaces In(X, β), Pn(X, β) are open substacks
of M†X . Similarly to Definition 1.1, we will define (see Definition 6.6)
DT C
∗
(In(X, β)), DT
C∗(Pn(X, β))
as Verdier-quotients of derived category of coherent sheaves on some quasi-compact open substack of
M†S , where M
†
S is a dg-enhancement ofM
†
S , by the subcategory of objects whose singular supports
are contained in unstable loci. We call them as C∗-equivariant categorical MNOP theory, categorical
PT theory respectively.
From the author’s previous works [Tod10b, Tod12], it is known that the moduli space Pn(X, β)
is identified with the moduli space of certain stable objects in the abelian category AX . A stability
parameter is given by t ∈ R and the stable pair moduli space corresponds to the t → ∞ limit. By
changing the stability parameter t ∈ R, we have another moduli space of stable objects and the
corresponding categorical DT theory (see Subsection 8.1)
Pn(X, β)t ⊂M
†
X , DT
C∗(Pn(X, β)t).
As we will discuss below, we study the relationships of the above categorical DT theories along with
the arguments in Subsection 1.2.
1.6. Categorical wall-crossing phenomena. In [Tod10b, Tod12] it is proved that, for a fixed
(β, n), there exists a finite set of walls in the space of stability parameters t ∈ R. By taking
t1 > t2 > · · · > tN > 0 which do not lie on walls, we have the sequence of moduli spaces
In(X, β) 99K Pn(X, β) 99K Pn(X, β)t1 99K Pn(X, β)t2 99K · · · 99K Pn(X, β)tN .(1.10)
The above wall-crossing phenomena is relevant in showing the rationality of the generating series of
MNOP/PT invariants [Tod10b, Tod12]. Furthermore in [Toda], it is proved that the above sequence
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is a d-critical minimal model program, that is a d-critical analogue of usual minimal model program
in birational geometry [KM98]. In particular we have the inequalities in terms of virtual canonical
line bundles
In(X, β) >Kvir Pn(X, β) >Kvir Pn(X, β)t1 >Kvir · · · >Kvir Pn(X, β)tN .
Then as we discussed in Subsection 1.2, we formulate the following conjecture:
Conjecture 1.4. (Conjecture 6.7, Conjecture 8.4) There exist fully-faithful functors
DT C
∗
(Pn(X, β)tN ) →֒ · · · →֒ DT
C∗(Pn(X, β)t1) →֒ DT
C∗(Pn(X, β)) →֒ DT
C∗(In(X, β)).
The above conjecture also makes sense when S is non-compact (see Remark 6.8). Using window
theorem developed in [HL15, BFK19], we show the above conjecture in the simplest CY 3-fold
X = TotP1(OP1(−1)⊕OP1(−1)) = TotS(ωS)
where S → C2 is the blow-up at the origin.
Theorem 1.5. (Theorem 7.4, Theorem 8.5) Conjecture 1.4 is true for the blow-up at the origin
S → C2.
When the curve class β is irreducible, there is only one wall-crossing for the stability parameter
t ∈ R
Pn(X, β) 99K Pn(X, β)t1
∼= P−n(X, β)
such that the wall lies in R≥0 if and only if n ≥ 0. We show that Conjecture 1.4 is true for the
above wall-crossing, which applies for any surface S.
Theorem 1.6. (Theorem 8.13, Theorem 8.15) Suppose that β is irreducible and n ≥ 0. Then we
have an equivalence
DT C
∗
(Pn(X, β)t1)
∼
→ DT C
∗
(P−n(X, β))
together with a semiorthogonal decomposition
DT C
∗
(Pn(X, β)) = 〈D−n+1, . . . ,D0,DT
C∗(P−n(X, β))〉.(1.11)
Here each Dλ is equivalent to a λ-twisted categorical DT theory DT
C∗(Mn(X, β))λ, whereMn(X, β)
is the moduli stack of one dimensional stable sheaves on X with numerical class (β, n).
The above result together with Proposition 1.2 recover the wall-crossing formula of numerical
PT invariants for irreducible curve classes proved in [PT10], by taking the Euler characteristics of
the periodic cyclic homologies of both sides of (1.11) (see Lemma 8.16). In [Todc], a SOD similar
to (1.11) is proved for derived categories of coherent sheaves on Pn(X, β) assuming that it is non-
singular. In our situation Pn(X, β) is not necessary non-singular, and even if it is non-singular
the triangulated category DT C
∗
(Pn(X, β)) may not be equivalent to D
b
coh(Pn(X, β)). Therefore the
argument similar to [Todc] does not apply for Theorem 1.6. Instead we will use linear Koszul duality
proved in [MR10, MR16], its globalization, and an analogy of Orlov’s proof of SOD for triangulated
categories of graded matrix factorizations [Orl09].
As we mentioned above, the wall-crossing phenomena (1.10) was essential in showing the ratio-
nality of the PT generating series. Using Theorem 1.6, we have the following categorical analogue
of the rationality for irreducible curve classes:
Corollary 1.7. (Corollary 8.20) Suppose that β is irreducible. Then the generating series
P catβ (q) :=
∑
n∈Z
[DT C
∗
(Pn(X, β))]q
n ∈ K(∆-Cat)((q))
lies in K(∆-Cat)⊗Z Q(q)
inv. Here K(∆-Cat) is the Grothendieck group of triangulated categories
and Q(q)inv ⊂ Q((q)) is the subspace of rational functions invariant under q ↔ 1/q.
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1.7. Relation with categorifications of Hall algebras. Finally we mention a possible future
approach relating with Hall algebras. Recently Porta-Sala [PS] proved that the category (1.6) has
an E1-algebra structure, which may categorify the cohomological Hall algebra on the surface defined
by Kapranov-Vasserot [KV]. It seems to be interesting to construct similar algebra structure on the
categorical DT theory in Definition 1.1, and find its relation with critical cohomological Hall algebras
proposed by Kontsevich-Soibelman [KS11]. The categorification of the Hall algebra may be also
relevant in describing the semiorthogonal complements of fully-faithful functors in Conjecture 1.4, by
globalizing/categorifying the work of Davison-Meinhardt [DM] where wall-crossing of cohomological
DT invariants are proved using cohomological Hall algebras.
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1.9. Notation and convention. In this paper, all the schemes or (derived) stacks are defined over
C. For a scheme or derived stack A and a quasi-coherent sheaf F on it, we denote by SOA(F) its
symmetric product ⊕i≥0Sym
i
OA(F). We omit the subscript OA if it is clear from the context. We
denote by DA the derived dual functor DA(−) := RHomOA(−,OA). For a derived stack M, we
always denote by t0(M) the underived stack given by the truncation. For a triangulated category
D and a set of objects S ⊂ D, we denote by 〈S〉ex the extension closure, i.e. the smallest extension
closed subcategory which contains S.
For a triangulated category D and its triangulated subcategory D′ ⊂ D, we denote by D/D′ its
Verdier quotient. This is the triangulated category whose objects coincide with objects in D, and
for E,F ∈ D the set of morphisms HomD/D′(E,F ) is the equivalence classes of roof diagrams in D
E G
uoo // F, Cone(u) ∈ D′.
Then the sequence of exact functors of triangulated categories D′ → D → D/D′ is called a localiza-
tion sequence.
2. Singular supports of coherent sheaves
In this section, we set up notation of quasi-smooth affine derived schemes, their (−1)-shifted
cotangent derived schemes, and recall the notion of singular supports of coherent sheaves on them
following [AG15, BIK08]. Then under the Koszul duality, we compare the singular supports with
the usual supports of the corresponding factorizations of a function, whose derived critical locus is
the (−1)-shifted cotangent derived scheme.
2.1. Local model. As a local model of our quasi-smooth derived stack, we consider the following
situation. Let A be a smooth affine C-scheme and V a vector bundle on it with a section s
V // A.
s
yy
(2.1)
By abuse of notation, we also denote by V the locally free sheaf of local sections of V → A. Then
the contraction by the section s : V ∨ → OA determines the Koszul complex
R(V → A, s) :=
(
· · · →
2∧
V ∨
s
→ V ∨
s
→ OA → 0
)
(2.2)
which is a dg-algebra over OA. We have the quasi-smooth affine derived scheme
U := SpecR(V → A, s).(2.3)
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Note that we have the following derived Cartesian square:
U //


A
0

A
s // V,
(2.4)
i.e. U is the derived zero locus of s. The classical truncation of U is the closed subscheme of A given
by
U := t0(U) = (s = 0) ⊂ A.
Also the cotangent complex of U is given by
LU = (V
∨ ds→ ΩA)⊗OA OU.
Then its (−1)-shifted cotangent derived scheme of U is written as
ΩU[−1] := SpecSOU(TU[1])
= SpecR((V ⊕ ΩA)×A V
∨ → V ∨, s⊕ ds).
Here TU is the tangent complex of U, which is dual to its cotangent complex LU. The dg-algebra
R((V ⊕ ΩA)×A V ∨ → V ∨, s⊕ ds) is the Koszul complex over OV ∨ determined by
s⊕ ds : V ∨ ⊕ TA → OA ⊕ V ⊂ OV ∨ .(2.5)
On the other hand, let w : V ∨ → C be the function defined by
w = s ∈ Γ(A, V ) ⊂ Γ(A,S(V )) = Γ(A, p∗OV ∨).(2.6)
Here p : V ∨ → A is the projection. Explicitly, the function w is written as
w(x, v) = 〈s(x), v〉, x ∈ A, v ∈ V ∨|x.
Note that w|i(A) = 0 where i : A → V
∨ is the zero section of p. From the description of the
differential (2.5), the classical truncation of ΩU[−1] is the critical locus of w,
t0(ΩU[−1]) = SpecS(H
1(TU)) = Crit(w) ⊂ V
∨.(2.7)
Moreover the restriction of the projection p : V ∨ → A to Crit(w) maps to U . As a summary, we
obtain the following diagram
Crit(w) 
 //
p0

ΩU[−1]

// V ∨
w //
p

C
U 
 // U // A.
i
ZZ(2.8)
In what follows, we will consider weight two C∗-action on the fibers of p : V ∨ → A, so that w is of
weight two as well.
2.2. Definition of singular supports. Here we review the theory of singular supports of coherent
sheaves on U, developed in [AG15] following the earlier work [BIK08].
Let HH∗(U) be the Hochschild cohomology
HH∗(U) := Hom∗U×U(∆∗OU,∆∗OU).
Here ∆: U → U × U is the diagonal. Then it is shown in [AG15, Section 4] that there exists a
canonical map H1(TU)→ HH
2(U), so the map of graded rings
S(H1(TU))→ HH
2∗(U)→ NatDbcoh(U)(id, id[2∗]).(2.9)
10 YUKINOBU TODA
Here NatDbcoh(U)(id, id[2∗]) is the group of natural transformations from id to id[2∗] on D
b
coh(U), and
the right arrow is defined by taking Fourier-Mukai transforms associated with morphisms ∆∗OU →
∆∗OU[2∗]. Then by (2.7), the above maps induce the map for each F ∈ D
b
coh(U),
OCrit(w) → Hom
2∗(F ,F).(2.10)
The above map defines the C∗-equivariant OCrit(w)-module structure on Hom
2∗(F ,F), which is
finitely generated by [AG15, Theorem 4.1.8]. Below a closed subset Z ⊂ Crit(w) is called conical if
it is closed under the fiberwise C∗-action on Crit(w).
Definition 2.1. ([AG15, BIK08]) For F ∈ Dbcoh(U), its singular support is the conical closed subset
Suppsg(F) ⊂ Crit(w)
defined to be the support of Hom2∗(F ,F) as OCrit(w)-module.
We define the subcategory of Dbcoh(U) with fixed singular support, which is a triangulated sub-
category of Dbcoh(U) (for example, this is a consequence of Proposition 2.10 below).
Definition 2.2. For a conical closed subset Z ⊂ Crit(w), we define the subcategory
CZ ⊂ D
b
coh(U)
to be consisting of F ∈ Dbcoh(U) whose singular support is contained in Z.
Here we give some examples on the descriptions of CZ , using the notation of the diagram (2.8).
Example 2.3. (i) Let W ⊂ U be a closed subscheme and take Z = p−10 (W ). Then CZ is the
subcategory of objects in Dbcoh(U) whose usual supports are contained inW (see Lemma 3.9).
(ii) Let Z = i(U). Then CZ is the category of perfect complexes on U (see [AG15, Theo-
rem 4.2.6]).
(iii) Let Z = i(W ) for a closed subscheme W ⊂ U . Since CZ = Cp−10 (W )
∩Ci(U), from (i) and (ii)
we see that CZ is the category of perfect complexes on U whose usual supports are contained
in W .
For the later use, we also give another description of singular supports via relative Hochschild
cohomology
HH∗(U/A) := Hom∗U×AU(∆∗OU,∆∗OU).
Let us calculate HH∗(U/A). The automorphism of the vector bundle
V ⊕ V
∼=
→ V ⊕ V, (x, y) 7→ (x+ y, x− y)/2(2.11)
induces the equivalence
U×A U
∼
→ U♭ ×A U(2.12)
where U♭ = SpecS(V ∨[1]), defined as in (2.3) with s = 0. Note that OA is a dg-OU♭-module by the
projection OU♭ → OA. Under the equivalence (2.12), the object ∆∗OU corresponds to OA ⊠OU, so
we have
RHomU×AU(∆∗OU,∆∗OU)
∼= RHomU♭×AU(OA ⊠OU,OA ⊠OU)
∼= RHomU♭(OA,OA)
L
⊗OA RHomU(OU,OU)(2.13)
∼= S(V [−2])⊗OA OU.
Here the isomorphism RHomU♭(OA,OA)
∼=
→ S(V [−2]) is given by taking the Koszul resolution of
OA as S(V ∨[1])-module
S(V ∨[2])⊗OA S(V
∨[1])
=
(
· · · →
2∧
(V ∨[1])⊗ S(V ∨[1])→ V ∨[1]⊗ S(V ∨[1])→ S(V ∨[1])
)
∼
→ OA.
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In particular, the map x 7→ x⊗ 1 gives a map of graded algebras
S(V )→ HH2∗(U/A)→ NatDbcoh(U)(id, id[2∗]).(2.14)
Similarly to (2.9), the right arrow is given by taking FM transforms. Then similarly to (2.10), the
maps (2.14) determine the C∗-equivariant S(V )-module structure on Hom2∗(F ,F) for F ∈ Dbcoh(U).
Lemma 2.4. ([AG15, Lemma 5.3.4]) The image of Singsg(F) under the closed immersion Crit(w) →֒
V ∨ coincides with the support of Hom2∗(F ,F) as a S(V )-module determined by the map (2.14).
2.3. Derived factorization categories. In the situation of previous subsections, we can define
the C∗-equivariant derived factorization category of w : V ∨ → C following [EP15]. By definition, a
C∗-equivariant factorization of w consists of data
P
α
→ P(1), α ◦ α = ·w.(2.15)
Here P is a C∗-equivariant quasi-coherent sheaf on V ∨, (1) means the weight one shift of the C∗-
action, and α is a C∗-equivariant morphism. A factorization (2.15) is called a matrix factorization
if P is a locally free sheaf of finite rank. We denote by HoC
∗
qcoh(V
∨, w) the homotopy category of
dg-category of C∗-equivariant factorizations (2.15), and
Acyc ⊂ HoC
∗
qcoh(V
∨, w)
the triangulated subcategory consisting of totalizations of exact sequences of factorizations of w.
Then the associated derived factorization category is defined by
MFC
∗
qcoh(V
∨, w) := HoC
∗
qcoh(V
∨, w)/Acyc.(2.16)
The category (2.16) is a triangulated category whose shift functor [1] is given by the C∗-weight one
shift (1). The triangulated subcategory
MFC
∗
coh(V
∨, w) ⊂ MFC
∗
qcoh(V
∨, w)
is defined to be the category of factorizations (2.15) so that the sheaf P is coherent. Since V ∨ is
affine, the category MFC
∗
coh(V
∨, w) is equivalent to the homotopy category of C∗-equivariant matrix
factorizations of w (see [BDF+16]).
The triangulated categories of factorizations are also defined in terms of curved dg-modules over
curved dg-algebras introduced in [PP12]. By definition, a commutative curved dg-algebra is a triple
(R•, dR, c), dR : R
• → R•+1, c ∈ R2.
Here (R•, dR) is a commutative dg-algebra, and the element c ∈ R2 (called curvature) satisfies
dRc = 0. A curved dg-module over a curved dg-algebra (R
•, d,R c) is a pair
(M•, dM ), dM : M
• →M•+1, d2M = ·c
where M• is a graded R•-module, and the map R• → End(M•) defining the R•-module structure
commutes with (dR, [dM ,−]). By its definition, giving a C∗-equivariant factorization of w : V ∨ → C
is equivalent to giving a curved dg-module over a curved dg-algebra
(S(V [−2]), 0, w).(2.17)
Then MFC
∗
coh(V
∨, w) is naturally identified with the derived category of finitely generated curved
dg-modules over (2.17).
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2.4. Equivalence with factorization categories. In the situation of previous subsections, we
define the following matrix factorization of w (called Koszul factorization)
Ks :=
(
OV ∨ ⊗OA OU
1⊗dOU+η−→ OV ∨ ⊗OA OU(1)
)
.(2.18)
Here as a graded algebra we have
OV ∨ ⊗OA OU = S(V [−2])⊗OA S(V
∨[1])
and its degree i part has C∗-weight −i. The degree one element
η ∈ V ⊗OA V
∨ ⊂ OV ∨ ⊗OA OU
corresponds to id ∈ Hom(V, V ). Note that Ks is a factorization of w, which also admits a dg
OU-module structure on it. We define the following functor
Φ: Dbcoh(U)→ MF
C∗
coh(V
∨, w), (−) 7→ Ks
L
⊗OU (−).(2.19)
Here similarly to the above, the degree i-part of (−) has C∗-weight −i.
Remark 2.5. The functor Φ is explained in terms of curved dg-modules [PP12] as follows. The
graded algebra OV ∨ ⊗OA OU together with the degree one map 1⊗ dOU and the degree two element
w ⊗ 1 ∈ OV ∨ ⊗OA OU define the commutative curved dg-algebra (see Subsection 2.3)
(OV ∨ ⊗OA OU, 1⊗ dOU , w ⊗ 1)
with differential 1 ⊗ dOU and curvature w ⊗ 1. Then the object Ks is a curved dg-module over it,
and the functor Φ is regarded as a Fourier-Mukai functor from curved dg-modules over a curved
dg-algebra (OU, dOU , 0) to those over (OV ∨ , 0, w) whose kernel object is Ks.
The following theorem was proved in [Isi13, Shi12, Hir17] when s is a regular section, and a
similar argument applies in a general case (see [Isi13, Remark 3.7], [OR, Theorem 3.3.1]).
Theorem 2.6. (cf. [Isi13, Shi12, Hir17, OR]) The functor Φ in (2.19) is an equivalence of trian-
gulated categories. Moreover a quasi-inverse of Φ is given by
Ψ: MFC
∗
coh(V
∨, w)
∼
→ Dbcoh(U), (−) 7→ RHomMFC∗coh(V ∨,w)
(Ks,−).(2.20)
Proof. The result is essentially proved in [Isi13, Shi12, Hir17, OR], but the currently stated version
is not stated in the references so we give an outline of the proof.
Since Ks consists of free OU-modules, we do not need to take L in the computation of Φ. In
particular it takes coherent OU-modules to coherent factorizations of w : V
∨ → C, so the functor
(2.19) is well-defined. Also for P ∈ MFC
∗
coh(V
∨, w), we have
Ψ(P) = K∨s
L
⊗OV∨ P(2.21)
where K∨s is the OV ∨ -dual of Ks, which is a factorization of −w. Below we will use the following
derived functors of derived factorization categories
MFC
∗
coh(V
∨, w)
Li∗
→ MFC
∗
coh(A, 0)
i−w∗→ MFC
∗
coh(V
∨,−w).
Here i−w∗ is the push-forward along with the zero section i : A→ V
∨ which makes sense as w|i(A) = 0.
Also for a C∗-equivariant coherent sheaf F on A (resp. on V ∨), we regard it as an object in
MFC
∗
coh(A, 0) (resp. MF
C∗
coh(V
∨, 0)) by taking the factorization of 0, (F
0
→ F(1)). Using the above
notation, by [BFK14, Proposition 3.20, Lemma 3.21], we have the isomorphisms as factorizations
of −w:
K∨s
∼= K−s ⊗OA detV [− rank(V )]
∼= i−w∗ OA.(2.22)
Therefore K∨s ⊗OV∨ Ks is quasi-isomorphic to OU, and (2.21) is a dg-OU-module. Moreover each
cohomology of (2.21) is a coherent OA-module, so it determines an object in D
b
coh(U), and the
functor (2.20) is well-defined.
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The composition Ψ ◦ Φ is given by
Ψ ◦ Φ(−) = K∨s ⊗OV∨ Ks ⊗OU (−).
As we mentioned above, K∨s ⊗OV∨ Ks is quasi-isomorphic to OU, so Ψ ◦ Φ is the identity functor.
Therefore Φ is fully-faithful, and it remains to show that Φ is essentially surjective. As Ψ is a right
adjoint of Ψ, it is enough to show that if an object P ∈ MFC
∗
coh(V
∨, w) satisfies Ψ(P) ∼= 0, then
P ∼= 0. Suppose that P is such an object. By the above description of K∨s , the push-forward of
Ψ(P) ∼= 0 along U → A is Li∗P ∼= 0. Let I ⊂ OV ∨ be the ideal sheaf of i(A) ⊂ V ∨, and set
A(2) = SpecAOV ∨/I
2. By applying P
L
⊗OV∨ (−) to the exact sequence
0→ I/I2 → OA(2) → OA → 0
we also see that P|A(2) ∼= 0 in MF
C∗
coh(A
(2), w|A(2)). By repeating this argument, we see that
P|V̂ ∨
∼= 0 in MFC
∗
coh(V̂
∨, w|V̂ ∨), where V̂
∨ is the formal completion of V ∨ at A. On the other
hand HomMFC∗coh(V ∨,w)
(P ,P) is a finitely generated OV ∨ -module whose support is a conical closed
subset Z ⊂ V ∨. As P|V̂ ∨
∼= 0, we have Z ∩ V̂ ∨ = ∅. But Z is conical, so we must have Z = ∅, hence
P ∼= 0 holds. 
Remark 2.7. If s is a regular section, then the closed immersion U →֒ U is an equivalence, and
the object (2.18) is isomorphic to the factorization p∗OU
0
→ p∗OU (1). So it coincides with the
equivalence constructed in [Shi12, Hir17].
Remark 2.8. When s = 0 then w = 0, and we have objects OA ∈ D
b
coh(U) and OV ∨ ∈ MF
C∗
coh(V
∨, 0),
where OV ∨ = (OV ∨
0
→ OV ∨(1)). Since Φ(OA) = OV ∨ for the equivalence in Theorem 2.6, we have
the quasi-isomorphism
Φ♭ : RHomU(OA,OA)
∼
→ RHomMFC∗coh(V ∨,0)
(OV ∨ ,OV ∨) = S(V [−2]).
The above quasi-isomorphism coincides with the one given in (2.13) used in defining the singular
support.
2.5. Derived factorization categories with fixed support. For a conical closed subset Z ⊂
Crit(w), we define the triangulated subcategory
MFC
∗
qcoh(V
∨, w)Z ⊂ MF
C∗
qcoh(V
∨, w)(2.23)
to be consisting of factorizations (2.15) such that P is supported on Z. By [BFK19, Proposi-
tion 2.3.9], the subcategory (2.23) coincides with the kernel of the restriction functor
MFC
∗
qcoh(V
∨, w)→ MFC
∗
qcoh(V
∨ \ Z,w).
We then define
MFC
∗
coh(V
∨, w)Z := MF
C∗
qcoh(V
∨, w)Z ∩MF
C∗
coh(V
∨, w).
Note that the restriction functor induces the equivalence (cf. [Che10, Theorem 1.3])
MFC
∗
coh(V
∨, w)/MFC
∗
coh(V
∨, w)Z
∼
→ MFC
∗
coh(V
∨ \ Z,w).(2.24)
Remark 2.9. It is well-known that any coherent factorization of w is isomorphic to zero in the
complement of its critical locus (for example, see [PV11, Corollary 3.18]). Therefore we have
MFC
∗
coh(V
∨, w)Crit(w) = MF
C∗
coh(V
∨, w).
The following proposition is briefly claimed in [AG15, Section H]. Here we give some more details.
Proposition 2.10. For a conical closed subset Z ⊂ Crit(w), the equivalence (2.19) restricts to the
equivalence
Φ: CZ
∼
→ MFC
∗
coh(V
∨, w)Z .
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Proof. The equivalence Φ in (2.19) induces the isomorphism of natural transforms
ΦNat : NatDbcoh(U)(id, id[m])
∼=
→ NatMFC∗coh(V ∨,w)
(id, id[m])
given by (−) 7→ Φ ◦ (−) ◦ Φ−1. By Lemma 2.4, it is enough to show that the following diagram
commutes:
V

V

NatDbcoh(U)(id, id[2])
ΦNat // NatMFC∗coh(V ∨,w)(id, id[2]).
(2.25)
Here the left vertical arrow is given in (2.10), and the right vertical arrow is given by the multipli-
cation via OV ∨ -module structure on each factorization (2.15).
Let ΦFun be the functor
ΦFun : Dbcoh(U ×A U)→ MF
C∗
coh(V
∨ ×A V
∨,−w ⊞ w)
given by the Fourier-Mukai kernel p∗13K
∨
s ⊗ p
∗
24Ks, where pij are the projections from U ×A U ×A
V ∨×A V
∨ onto the corresponding factors. Here C∗ acts on fibers of V ∨×A V
∨ → A by weight two.
Note that U×A U is equivalent to the derived zero locus of (−s, s) : A→ V ⊕ V . Moreover we have
the isomorphism by (2.22)
p∗13K
∨
s ⊗ p
∗
24Ks
∼= K(−s,s) ⊗OA detV [− rank(V )].
Therefore an argument similar to Proposition 2.6 shows that the functor ΦFun is an equivalence.
From a categorical point of view, the equivalence ΦFun identifies FM transforms on Dbcoh(U) over A
with those on MFC
∗
coh(V
∨, w) via (−) 7→ Φ ◦ (−) ◦Φ−1, which can be verified along with the similar
argument of [Ca˘l, Proposition 8.2]. Since Φ ◦ id ◦ Φ−1 is the identity functor, we should have
ΦFun(∆∗OU) ∼= ∆∗OV ∨ := (∆∗OV ∨
0
→ ∆∗OV ∨(1))(2.26)
in MFC
∗
coh(V
∨ ×A V ∨,−w ⊞ w). We can check the above isomorphism directly as follows:
(ΦFun)−1(∆∗OV ∨) = RHomMFC∗
coh
(V ∨×AV ∨,−w⊞w)
(p∗13K
∨
s ⊗ p
∗
24Ks,∆∗OV ∨)
∼= RHomMFC∗coh(V ∨,0)
(K∨s ⊗OU Ks,OV ∨)
∼= RHomMFC∗coh(V ∨,w)
(Ks,Ks)
∼= ∆∗OU.
Here the last isomorphism follows using (2.22).
By the equivalence of ΦFun together with the isomorphism (2.26), the functor ΦFun induces the
isomorphism on relative Hochschild cohomologies
ΦHH : HH∗(U/A)
∼=
→ HH∗((V ∨, w)/A)).(2.27)
Here the right hand side is defined by
HH∗((V ∨, w)/A)) := Hom∗MFC∗coh(V ∨×AV ∨,−w⊞w)
(∆∗OV ∨ ,∆∗OV ∨).
The isomorphism (2.27) is compatible with ΦNat under the natural maps from relative Hochschild
cohomologies to natural transformations id→ id[∗].
Using the automorphism of V ⊕2 given in (2.11), the equivalence ΦFun is identified with the functor
Dbcoh(U
♭ ×A U)
∼
→ MFC
∗
coh(V
∨ ×A V
∨, 0⊞ w)
given by the FM transform with kernel p∗13K
∨
0 ⊗ p
∗
24Ks on U
♭×A U×A V
∨×A V
∨. Moreover it takes
OA⊠OU to OV ∨ ⊠OA, as they correspond to ∆∗OU, ∆∗OV ∨ under the automorphism (2.11). Also
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we have
RHom∗MFC∗coh(V ∨×AV ∨,−w⊞w)
(∆∗OV ∨ ,∆∗OV ∨)
∼= RHomMFC∗coh(V ∨×AV ∨,0⊞w)
(OV ∨ ⊠OA,OV ∨ ⊠OA)
∼= RHomMFC∗coh(V ∨,0)
(OV ∨ ,OV ∨)
L
⊗OA RHomMFC∗coh(V ∨,w)
(OA,OA)
and the map ΦHH is obtained by taking the cohomologies of the following map:
Φ♭
L
⊗ Φ: RHomU♭(OA,OA)
L
⊗OA RHomU(OU,OU)
→ RHomMFC∗coh(V ∨,0)
(OV ∨ ,OV ∨)
L
⊗OA RHomMFC∗coh(V ∨,w)
(OA,OA).
Here Φ♭ is given in Remark 2.8. Note that the first factor of the right hand side is
RHomMFC∗coh(V ∨,0)
(OV ∨ ,OV ∨) = S(V [−2])
and it maps to the natural transforms id → id[∗] on MFC
∗
coh(V
∨, w) by the multiplication via the
OV ∨ -module structure on factorizations of w. Therefore together with Remark 2.8, the above
description of ΦHH immediately implies the commutativity of the diagram (2.25). 
We have the following obvious corollary:
Corollary 2.11. The equivalence Φ in Theorem 2.6 induces the equivalence
Φ: Dbcoh(U)/CZ
∼
→ MFC
∗
coh(V
∨ \ Z,w).(2.28)
Proof. The corollary follows from the equivalence (2.24) together with Proposition 2.10. 
The left hand side of (2.28) is a local model of our C∗-equivariant categorical DT theory. Here
we describe a one simple example.
Example 2.12. Let U be the affine derived scheme given by
U = SpecR(C3 → C2, s = xy).
Then U is equivalent to its classical truncation U = (xy = 0) ⊂ C2. The (−1)-shifted cotangent
scheme ΩU[−1] is the derived critical locus of w : C3 → C given by w(x, y, z) = xyz, so
t0(ΩU[−1]) = Crit(w) = {xy = yz = zx = 0} ⊂ C
3.
Let us take Z = {(0, 0, 0)} ⊂ Crit(w). Then from Example 2.3 (iii), we see that CZ is the subcategory
of perfect complexes on U supported on (0, 0). One can check that the following natural functor is
an equivalence
Dbcoh(U)/CZ
∼
→ Dsg(U)⊕D
b
coh(U1)⊕D
b
coh(U2).
Here Dsg(U) = Dbcoh(U)/Perf(U) is the triangulated category of singularities [Orl09], and U1, U2 are
the connected components of U \ {(0, 0)}, which are isomorphic to C∗.
3. Categorical DT theory for (−1)-shifted cotangent derived stacks
In this section, for a quasi-smooth derived stack M and a C∗-invariant open substack Nst ⊂ N =
t0(ΩM[−1]), we define the notion of C∗-equivariant categorical DT theory for Nst. In the examples
we are interested in, the stack Nst is the moduli stack of some stable objects on the total space of
canonical line bundle on a smooth projective surface, and our categorical DT theory conjecturally
recovers the cohomological/numerical DT invariant associated with Nst.
In the presence of C∗-automorphisms in the stabilizer groups of M, we further introduce the
variants of our categorical DT theories either by taking the C∗-rigidifications or fix the C∗-weight
λ. We will also define their dg-enhancements. The relevant notation is summarized in the following
table:
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Table 1. Notation of C∗-equivariant categorical DT theories
C∗-equivariant C∗-rigidified λ-twist
△ category DT C
∗
(Nst) DT
C∗(NC
∗-rig
st ) DT
C∗(Nst)λ
dg category DT C
∗
dg (Nst) DT
C∗
dg (N
C∗-rig
st ) DT
C∗
dg (Nst)λ
3.1. Quasi-smooth derived stack. Below, we denote by M a derived Artin stack over C. This
means that M is a contravariant ∞-functor from the ∞-category of affine derived schemes over C
to the ∞-category of simplicial sets
M : dAffop → SSets
satisfying some conditions (see [Toe¨14a, Section 3.2] for details). Here dAffop is defined to be
the ∞-category of commutative simplicial C-algebras, which is equivalent to the ∞-category of
commutative differential graded C-algebras with non-positive degrees. All derived stacks considered
in this paper are locally of finite presentation. The classical truncation of M is denoted by
M := t0(M) : Aff
op →֒ dAffop → SSets
where the first arrow is a natural functor from the category of affine schemes to affine derived
schemes.
Following [Toe¨14a], we define the dg-category of quasi-coherent sheaves on M as follows. For an
affine derived scheme U, let ModΓ(OU) be the dg-category of differential graded Γ(OU)-modules
which is equipped with a projective model category structure. Then Lqcoh(U) is defined to be the dg-
categorical localization of ModΓ(OU) by quasi-isomorphisms in the sense of [Toe¨11, Section 2.4]. The
category Lqcoh(U) is a dg-category, which is weakly equivalent to the dg-subcategory of ModΓ(OU)
consisting of cofibrant Γ(OU)-modules, and its homotopy category is equivalent to the derived
category Dqcoh(U) of dg-modules over Γ(OU). Then the dg-category Lqcoh(M) is defined to be the
homotopy limit
Lqcoh(M) := lim
U→M
Lqcoh(U).
Here the limit is taken for all the diagrams
U
α
  ❅
❅❅
❅❅
❅❅
❅
f // U′
α′~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
M,
(3.1)
where f is a 0-representable smooth morphism, and α′◦f is equivalent to α. The homotopy category
of Lqcoh(M) is denoted by Dqcoh(M). We have the dg and triangulated subcategories
Lcoh(M) ⊂ Lqcoh(M), D
b
coh(M) ⊂ Dqcoh(M)
consisting of objects which have bounded coherent cohomologies. We note that there is a bounded
t-structure on Dbcoh(M) whose heart coincides with Coh(M).
A derived stack M is called quasi-smooth if LM|M is perfect of cohomological amplitude [−1, 1].
By [BBBBJ15, Theorem 2.8], the quasi-smoothness of M is equivalent to that M is a 1-stack, and
any C-valued point of M lies in the image of a 0-representable smooth morphism
α : U→M(3.2)
where U is an affine derived scheme of the form (2.3). Furthermore following [DG13, Definition 1.1.8],
a derived stack M is called QCA (quasi-compact and with affine automorphism groups) if the fol-
lowing conditions hold:
(i) M is quasi-compact;
(ii) The automorphism groups of its geometric points are affine;
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(iii) The classical inertia stack IM := ∆×M×M ∆ is of finite presentation over M.
Throughout of this section, we assume that M is quasi-smooth and QCA.
3.2. (−1)-shifted cotangent derived stack. Let M be a derived stack which is quasi-smooth and
QCA. We denote by ΩM[−1] the (−1)-shifted cotangent derived stack of M
p : ΩM[−1] := SpecM S(TM[1])→M.
Here TM ∈ D
b
coh(M) is the tangent complex of M, which is dual to the cotangent complex LM of
M. The derived stack ΩM[−1] admits a natural (−1)-shifted symplectic structure [PTVV13], which
induces the d-critical structure [Joy15] on its classical truncation N
p0 : N := t0(ΩM[−1])→M.(3.3)
The stack N is also described in terms of the dual obstruction cone introduced in [JT17]. Note that
the quasi-smoothness of M implies that the natural map of cotangent complexes
E• := LM|M → τ≥−1LM(3.4)
is a perfect obstruction theory on M [BF97]. Then we have
N = Obs∗(E•) := SpecM S(H
1(E•∨)).
The cone Obs∗(E•) overM is called the dual obstruction cone associated with the perfect obstruction
theory (3.4).
The morphism (3.2) induces the diagram
ΩU[−1]

α∗ΩM[−1]
βoo

α //

ΩM[−1]

U U
α
//M.
By taking the truncations, we obtain the diagram
t0(ΩU[−1]) t0(α∗ΩM[−1])
β0oo α0 // t0(ΩM[−1]).(3.5)
Lemma 3.1. The map β0 in (3.5) is an isomorphism of schemes.
Proof. By setting U = t0(U), we have the distinguished triangle in Dbcoh(U)
TU/M|U → TU|U → (α
∗TM)|U .
By the smoothness of α, the object TU/M|U is a locally free sheaf on U . Therefore we have the
isomorphism H1(TU|U )
∼=
→ H1((α∗TM)|U ). The induced isomorphism
SpecS(H1((α∗TM)|U ))
∼=
→ SpecS(H1(TU|U ))
is nothing but β0. 
3.3. Categorical DT theory via Verdier quotients. Let us take a conical closed substack
Z ⊂ N = t0(ΩM[−1]).
Here similarly to before, Z is called conical if it is closed under the fiberwise C∗-action on N →M.
By Lemma 3.1, we have the associated conical closed subscheme
α∗Z := β0α
−1
0 (Z) ⊂ t0(ΩU[−1]) = Crit(w).(3.6)
Here we have written U as (2.3), and w is defined in the digram (2.8). By Definition 2.10, we have
the associated subcategory Cα∗Z ⊂ Dbcoh(U).
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Definition 3.2. For a conical closed substack Z ⊂ N , we define
CZ ⊂ D
b
coh(M)
to be the triangulated subcategory consisting of objects P ∈ Dbcoh(M) such that for any smooth
morphism α : U→M as in (3.2), we have Lα∗P ∈ Cα∗Z , where α∗Z is given by (3.6).
Remark 3.3. It is proved in [AG15, Section 7] that the subcategory CZ satisfies functorial properties
with respect to smooth morphisms. So given a diagram (3.1), we have
Lf∗Cα′∗Z ⊂ Cα∗Z .
In particular if f is a weak equivalence, we have Lf∗Cα′∗Z = Cα∗Z , i.e. the condition Lα
∗P ∈ Cα∗Z
in Definition 3.2 is independent of a presentation of U.
We denote by Nst the complement of Z
Nst := N \ Z
which is a C∗-invariant open substack of N . We will define C∗-equivariant categorical DT theory
for Nst as the Verdier quotient of Dbcoh(M) by the subcategory CZ :
Definition 3.4. We define the triangulated category DT C
∗
(Nst) by the Verdier quotient
DT C
∗
(Nst) := D
b
coh(M)/CZ .(3.7)
Remark 3.5. By the equivalence (2.28), the category (3.7) is regarded as a gluing of C∗-equivariant
factorization categories MFC
∗
coh(V
∨ \ α∗Z, w) for each smooth morphisms α : U→M.
The quotient category (3.7) admits a dg-enhancement by taking dg-quotients of dg-categories
developed in [Kel99, Dri04]. In general for a dg-category D and its dg-subcategory D′ ⊂ D, its
Drinfeld dg-quotient D/D′ is obtained from D by formally adding degree −1 morphisms (see [Dri04])
ǫU : U → U, d(ǫU ) = idU
for each U ∈ D′. Let
LCZ ⊂ Lcoh(M)
be the dg subcategory consisting of objects which are isomorphic to objects in CZ in the homotopy
category.
Definition 3.6. We define the dg-category DT C
∗
dg (Nst) to be the Drinfeld quotient
DT C
∗
dg (Nst) := Lcoh(M)/LCZ .
The dg-category DT C
∗
dg (Nst) is a dg-enhancement of DT
C∗(Nst), i.e. we have the canonical
equivalence (see [Dri04, Theorem 3.4])
DT C
∗
(Nst)
∼
→ Ho(DT C
∗
dg (Nst)).
3.4. Replacement of the quotient category. The derived moduli stacks we will consider are
typically not quasi-compact, and it will be useful if we can replace it by its quasi-compact open
substack. In order to show that such a replacement makes sense, we need to check that the resulting
quotient categories are independent of the choice of a quasi-compact open substack. Here we check
the above independence, using the QCA condition.
Let W ⊂M be a closed substack, and take the open derived substack
M◦ ⊂M
whose truncation is M\W . We define Dbcoh(M)W to be the kernel of the restriction functor
Dbcoh(M)W := Ker
(
Dbcoh(M)→ D
b
coh(M◦)
)
.(3.8)
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Lemma 3.7. The sequence of triangulated categories
Dbcoh(M)W → D
b
coh(M)→ D
b
coh(M◦)(3.9)
is a localization sequence.
Proof. By the assumption that M is QCA, the sequence (3.9) is a localization sequence after tak-
ing their ind-completions, and (3.9) is the sequence for compact objects of their ind-completions
(see [Gai13, Section 4.1], [DG13, Proposition 3.4.2], [Kra10, Theorem 7.2.1]). Therefore by the
relation of quotient categories of compact objects, and compact objects of quotient categories
(see [Kra10, Theorem 7.2.1]), we have the induced fully-faithful functor
Dbcoh(M)/D
b
coh(M)W →֒ D
b
coh(M◦).(3.10)
It is enough to show that the above functor is essentially surjective. Note that cohomology sheaves
of an object in the RHS of (3.10) is a coherent sheaf on the classical stack t0(M◦). It is well-known
that any coherent sheaf on the classical stack t0(M◦) (which is noetherian by our QCA assumption
of M) extends to a coherent sheaf on t0(M) (see [LMB00, Corollary 15.5]). Since the LHS of
(3.10) is a triangulated subcategory, it follows that the restriction functor in (3.10) is essentially
surjective. 
Let us take a conical closed substack N ⊂ t0(ΩM[−1]). We have the following conical closed
substack
Z◦ := Z \ p
−1
0 (W) ⊂ N◦ := t0(ΩM◦ [−1]).
Note that N◦ = N \ p
−1
0 (W), and we have the following open immersion
(N◦)st := N◦ \ Z◦ →֒ N \ Z = Nst.(3.11)
Lemma 3.8. We have the localization sequence
Dbcoh(M)W/CZ∩p−10 (W)
→ DT C
∗
(Nst)→ DT
C∗((Nst)◦).
Proof. We have the following commutative diagram
Dbcoh(M)W
  // Dbcoh(M)
// // Dbcoh(M◦)
CZ∩p−10 (W)
  //
?
OO
CZ // //
?
OO
CZ◦ .
?
OO
Here each horizontal sequence is a localization sequence by Lemma 3.7. By taking quotients, we
obtain the desired localization sequence. 
When Z = p−10 (W) for the map p0 in (3.3), we have a simpler description of the quotient category
(3.7) by the following lemma:
Lemma 3.9. Suppose that Z = p−10 (W). Then we have CZ = D
b
coh(M)W , and the restriction
functor gives an equivalence
DT C
∗
(Nst)
∼
→ Dbcoh(M◦).(3.12)
Proof. As for the identity CZ = D
b
coh(M)W , the question is local on M, so we may assume that
M is an affine derived scheme U = SpecR(V → A, s) as in the diagram (2.8). Below, we use the
notation in the diagram (2.8). For a closed subset W ⊂ U and Z = p−10 (W ) ⊂ Crit(w) for the map
p0 : Crit(w)→ U , it is enough to show that CZ = Dbcoh(U)W holds.
We set A◦ := A \W , V◦ := V |A◦ , and take the open derived subscheme
U◦ := SpecA◦ R(V◦ → A◦, s|V◦) ⊂ U
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whose truncation is U \W . We have the commutative diagram
Dbcoh(U)
Φ
∼
//

MFC
∗
coh(V
∨, w)

Dbcoh(U◦)
Φ◦
∼
// MFC
∗
coh(V
∨
◦ , w).
(3.13)
Here the vertical arrows are restriction functors and the horizontal arrows are equivalences given in
Theorem 2.6. By taking the kernels of vertical arrows, and noting Remark 2.9, the equivalence Φ
restricts to the equivalence
Φ: Dbcoh(U)W
∼
→ MFC
∗
coh(V
∨, w)p−1(W )∩Crit(w).
Since Z = p−1(W ) ∩ Crit(w), the identity CZ = Dbcoh(U)W holds by Proposition 2.10. The equiva-
lence (3.12) follows from the identity CZ = Dbcoh(U)W together with Lemma 3.7. 
We next consider the case that p−10 (W) ⊂ Z. In this case, the open immersion (3.11) is an
isomorphism.
Lemma 3.10. When p−10 (W) ⊂ Z, the restriction functor gives an equivalence
DT C
∗
(Nst)
∼
→ DT C
∗
((N◦)st).
Proof. The assumption together with Lemma 3.9 imply that
CZ∩p−10 (W)
= Cp−10 (W)
= Dbcoh(M)W .
Therefore the lemma holds from Lemma 3.8. 
3.5. C∗-rigidification. In some case our derived stack M has C∗-automorphisms at any point,
and in this case M = t0(M) is never a Deligne-Mumford stack. In this case, we rigidify C∗-
automorphisms and define our categorical DT theory via the C∗-rigidified derived stack.
Suppose that we have a closed embedding into the inertia stack
(C∗)M →֒ IM := ∆×M×M ∆.(3.14)
Here ∆ is the diagonal. Under the presence of the embedding (3.14), by [AOV08, Theorem A.1]
there exists an Artin stack locally of finite type MC
∗-rig together with a map
ρM : M→M
C∗-rig(3.15)
uniquely characterized by the properties that ρM is a C
∗-gerbe (see [Lie07] for the notion of gerbes)
and for any map ξ : T →M from a C-scheme T , the homomorphism of group schemes
AutT (ξ)→ AutT (ρM ◦ ξ)
is surjective with kernel (C∗)T .
In the above case, any object F ∈ Coh(M) admits a C∗-action induced by the inertia action
(see [Lie07, Section 2.1]). Suppose that the cohomologies of LM|M are weight zero with respect to
the inertia C∗-action. Then the aboveC∗-rigidification is extended toM (see [HLa, Proposition 4.2]),
and we have the C∗-gerbe
ρM : M→M
C∗-rig(3.16)
whose classical truncation is identified with (3.15).
Let Λ be the Character group
Λ = Homgp(C
∗,C∗) ∼= Z.
For λ ∈ Λ, we define the subcategories
Coh(M)λ ⊂ Coh(M), D
b
coh(M)λ ⊂ D
b
coh(M)
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to be consisting of sheaves with C∗-weight λ, objects of cohomology sheaves with C∗-weight λ,
respectively. Then we have the decompositions
Coh(M) =
⊕
λ∈Λ
Coh(M)λ, D
b
coh(M) =
⊕
λ∈Λ
Dbcoh(M)λ.(3.17)
The above decomposition is obvious if ρM is a trivial C
∗-gerbe. In general, a generalization of the
arguments in [BS, Theorem 4.7, Theorem 5.4] easily implies the above decomposition. The above
decompositions lift to dg-enhancements. Let Lcoh(M)λ ⊂ Lcoh(M) be the dg-subcategory consisting
of objects of cohomology sheaves with C∗ weight λ. We have the weak equivalence⊕
λ∈Λ
Lcoh(M)λ
∼
→ Lcoh(M).
By our assumption of the C∗-weight on LM|M, the stack N = t0(ΩM[−1]) also satisfies (C
∗)N ⊂
IN . Therefore we have its C
∗-rigidification ρ : N → NC
∗-rig. Indeed we have
NC
∗-rig = t0(ΩMC∗-rig [−1])
and we have the Cartesian square
N
ρN //


NC
∗-rig

M
ρM //MC
∗-rig.
Let us take a conical closed substack and its complement
ZC
∗-rig ⊂ NC
∗-rig, NC
∗-rig
st = N
C∗-rig \ ZC
∗-rig
and also set Z = ρ−1N (Z
C∗-rig), Nst = N \ Z. We define the λ-twisted version of categorical DT
theories as follows:
Definition 3.11. We define DT C
∗
(Nst)λ, DT
C∗
dg (Nst)λ by the Verdier/Drinfeld quotients
DT C
∗
(Nst)λ := D
b
coh(M)λ/(D
b
coh(M)λ ∩ CZ),
DT C
∗
dg (Nst)λ := Lcoh(M)λ/(Lcoh(M)λ ∩ LCZ).
Note that DT C
∗
dg (Nst) is a dg-enhancement of DT
C∗(Nst). We have the following proposition:
Proposition 3.12. (i) We have the equivalence (weak equivalence)⊕
λ∈Λ
DT C
∗
(Nst)λ
∼
→ DT C
∗
(Nst),
⊕
λ∈Λ
DT C
∗
dg (Nst)λ
∼
→ DT C
∗
dg (Nst).(3.18)
(ii) We have the equivalence (weak equivalence)
ρ∗M : DT
C∗(NC
∗-rig
st )
∼
→ DT C
∗
(Nst)λ=0, ρ
∗
M : DT
C∗
dg (N
C
∗-rig
st )
∼
→ DT C
∗
dg (Nst)λ=0.(3.19)
(iii) Suppose that (3.16) is a trivial C∗-gerbe, i.e. M = MC
∗-rig × BC∗. Then we have the
equivalence (weak equivalence)
DT C
∗
(Nst)λ=0
∼
→ DT C
∗
(Nst)λ, DT
C∗
dg (Nst)λ=0
∼
→ DT C
∗
dg (Nst)λ.(3.20)
Proof. In all of (i), (ii), (iii), it is enough to show the equivalences for triangulated categorical DT
theories.
(i) For F ∈ Dbcoh(M), we take the decomposition F = ⊕λFλ where Fλ is C
∗-weight λ-part. Then
Hom∗(F ,F) is the direct sum of Hom∗(Fλ,Fλ), so by the definition of singular supports F is an
object in Cλ if and only if each Fλ is an object in Cλ. Therefore the decomposition (3.17) restricts
to the decomposition
CZ =
⊕
λ∈Λ
(Dbcoh(M)λ ∩ CZ).
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By taking quotients, we have the equivalence (3.18).
(ii) We first show that the functor
Dbcoh(M
C∗-rig)
ρ∗
M→ Dbcoh(M)λ=0(3.21)
is an equivalence. We have the natural transformation id → ρM∗ρ
∗
M, which is an isomorphism
as ρM is e´tale locally trivial C
∗-gerbe. Therefore (3.21) is fully-faithful. Moreover for an object
E ∈ Dbcoh(M)λ=0, we have E = 0 if ρM∗E = 0, again because ρM is e´tale locally trivial C
∗-gerbe.
Therefore (3.21) is also essentially surjective, and hence (3.21) is equivalence. Then (3.21) obviously
restricts to the equivalence between CZC∗-rig and D
b
coh(M)λ=0 ∩ CZ . By taking quotients, we obtain
the equivalence (3.19).
(iii) Under the assumption, there exists a line bundle OM(λ) on M given by the pull-back of
OBC∗(λ), where the latter is the one dimensional C∗-representation with weight λ. The equivalence
(3.20) is given by taking the tensor product with OM(λ). 
Remark 3.13. If MC
∗-rig is a scheme, then the C∗-gerbe (3.15) is classified by a Brauer class
α ∈ Br(MC
∗-rig). Then by [Lie07, Proposition 2.1.3.3], the category Coh(M)λ is equivalent to the
category αλ-twisted coherent sheaves on MC
∗-rig in the sense of Caˇldaˇraru [Cal00]. Similarly the
λ-twisted version DT C
∗
(Nst)λ may be interpreted as αλ-twisted analogue for DT
C∗(NC
∗-rig
st ).
4. Comparison with cohomological/numerical Donaldson-Thomas invariants
In this section, we discuss the relationship between our categorical DT theories in the previ-
ous section with the cohomological DT invariants whose foundation is established in [BBD+15].
In [Efi18], it is proved that the periodic cyclic homology of the category of matrix factorization is
isomorphic to the Z/2-graded hypercohomology of the perverse sheaf of the vanishing cycles, and
the discussion here is based on this result. Then we show that, under some technical assumptions,
we relate the Euler characteristic of the periodic cyclic homology of our categorical DT theory with
the numerical DT invariant defined by the Behrend function.
4.1. Periodic cyclic homologies (review). Here we recall the definition of periodic cyclic ho-
mologies for small dg-categories introduced by Keller [Kel99]. Our convention here is due to [Efi18,
Section 3.1].
Let T be a (Z or Z/2)-graded small dg-category. Recall that the Hochschild complex (Hoch(T ), b)
is defined to be
Hoch(T ) =
⊕
E∈T
HomT (E,E)⊕⊕
n≥1,
E0,...,En∈T
HomT e(En, E0)⊗HomT (En−1, En)[1]⊗ · · · ⊗HomT (E0, E1)[1].
Here T e is the dg-category defined by formally adding a closed identity morphism eE for each
E ∈ T , i.e. Ob(T e) = Ob(T ) and
HomT e(E,E
′) =
{
HomT (E,E
′), E 6= E′,
HomT (E,E)⊕ C · eE , E = E′.
The differential b is the sum b = b1 + b2, where b1 is given by
b1(an, an−1, . . . , a0) =
n∑
i=0
±(an . . . , dai, . . . , a0)
and b2 is given by
b2(an, an−1, . . . , a0) = ±(a0an, an−1, . . . , a1) +
n−1∑
i=0
±(an, . . . , ai+1ai, . . . , a0).
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Moreover there is a Connes differential B of degree −1 defined by
B(an, an−1, . . . , a0) =
n∑
i=0
±(eEi, ai−1, . . . , a0, an, . . . , ai)
if an ∈ HomT (En, E0) and zero if an ∈ C · eE0 . Here we refer to [Efi18, Example, Section 3.1] for
choices of signs. The triple
(Hoch(T ), b, B)(4.1)
is a mixed complex, i.e. dg-module over C[ǫ]/ǫ2 with deg ǫ = −1, where ǫ acts by B.
The periodic cyclic homology of T is defined to be
HP∗(T ) := H
∗(Hoch(T )((u)), b + uB).(4.2)
Here u is a formal variable of degree 2. The periodic cyclic homology (4.2) is also equipped with
a natural connection ∇u, which makes (4.2) a (Z or Z/2)-graded vector bundle over the formal
punctured disc Spf C((u)) with a connection (see [Efi18, Example, Section 3.3] for details). Note
that HP∗(T ) is 2-periodic since u : HP∗(T )→ HP∗+2(T ) is an isomorphism.
Below for a Z-graded object V •, we set V Z/2 to be V • regarded as Z/2-graded object, i.e.
V Z/2 = V even ⊕ V odd.(4.3)
For a Z-graded dg-category T , we can regard it as a Z/2-graded dg-category T Z/2 by setting
HomT Z/2(E,F ) = HomT (E,F )
Z/2.
Then we have the obvious identities
HP∗(T
Z/2) = HP∗(T )
Z/2 = (HP0(T )⊕HP1(T ))((u)).
4.2. Periodic cyclic homologies for factorization categories. Let M be a smooth quasi-
projective variety with a regular function w : M → C. Then we have the perverse sheaf of vanishing
cycles (see [Dim04, Theorem 5.2.21])
φw := φw(QM [dimM ]) ∈ Perv(Crit(w))
with a monodromy automorphism Tw ∈ Aut(φw).
On the other hand, let MF
Z/2
coh (M,w) be the Z/2-periodic triangulated categorify of (non-C
∗-
equivariant) coherent factorizations of w : M → C. We have its dg-enhancement L
Z/2
coh(M,w), defined
to be the Z/2-graded dg-category of coherent factorizations of w, localized by acyclic factorizations.
Then the following result is proved in [Efi18]:
Theorem 4.1. ([Efi18, Theorem 1.1]) We have an isomorphism
(HP∗(L
Z/2
coh (M,w)),∇u)
∼= (H∗+dimM (M,φw)⊗Q C((u)), d + Tw/u)(4.4)
as Z/2-graded vector bundles on Spf C((u)) with connections.
Suppose that C∗ acts on M which restricts to the trivial action on µ2 ⊂ C∗, and assume that
w is of weight two. Then similarly to the above, we have the dg-enhancement LC
∗
coh(M,w) of
MFC
∗
coh(M,w), defined to be the dg-category of C
∗-equivariant coherent factorizations of w localized
by acyclic factorizations. Then by the following lemma together with Theorem 4.1, we can relate
the periodic cyclic homology of LC
∗
coh(M,w) with the vanishing cycle cohomology:
Lemma 4.2. We have an isomorphism as Z/2-graded vector bundles on Spf C((u)) with connections:
(HP∗(L
C∗
coh(M,w)),∇u)
Z/2 ∼= (HP∗(L
Z/2
coh (M,w)),∇u).
Here (−)Z/2 means regarding Z-graded object as a Z/2-graded object (see (4.3)).
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Proof. Since M is smooth quasi-projective, by Sumihiro’s theorem [Sum74] M is covered by C∗-
invariant affine open subsets. Then the argument in [Efi18, Proposition 5.1] implies that we can
assume that M is affine, M = SpecR for a C-algebra R. Note that the C∗-action on M yields the
Z-grading R• on R such that w ∈ R is degree two, and Rodd = 0.
In this case, it is proved in [Efi18, (4.2), (4.3), (4.4)] that the Hochschild complex of L
Z/2
coh (M,w)
is, as a mixed complex, quasi-isomorphic to the Hochschild complex of the second kind (see [PP12,
Section 2.4]) of the Z/2-graded curved dg-algebra (RZ/2, 0, w), where the differential is zero and w
is the curvature. As we will explain below, the same arguments in [Efi18, (4.2), (4.3), (4.4)] literally
work in the Z-graded case, and we have the following: the dg-category LC
∗
coh(M,w) is equivalent to
the dg-category of finitely generated Z-graded curved dg-modules over (R•, 0, w) and its Hochschild
complex is, as a mixed complex, quasi-isomorphic to the Hochschild complex of the second kind
HochII(R•, 0, w) of (R•, 0, w). Explicitly, it is written as
HochII(R•, 0, w) = R• ⊕
∏
n≥1
n+1︷ ︸︸ ︷
R• ⊗R•[1]⊗ · · · ⊗R•[1]
with differential the sum of the Hochschild differential and the twisted differential which involves w,
see [PP12, Section 3.1] for details. Then HochII(R•, 0, w)Z/2 is nothing but the Hochschild complex
of the second kind for (RZ/2, 0, w). Therefore we have the desired isomorphism.
Here we explain that the arguments of [Efi18, (4.2), (4.3), (4.4)] work in the above Z-graded
case. Indeed [Efi18, (4.2), (4.4)] are consequences of [Efi18, Proposition 2.13, Proposition 3.10],
which refer to [PP12, Lemma 1.5.A, Section 2.4]. But the latter reference is formulated for both
of Z and Z/2 grading, so the same argument applies. Also [Efi18, (4.3)] is a consequence of [Efi18,
Proposition (3.12)], which refers to [PP12, Corollary 4.8A]. The latter reference is formulated only
for the Z/2-grading case, but we can easily modify the proof for the Z-graded case by using Z-
graded version of Orlov’s equivalence between the category of graded matrix factorizations and
graded singularity category (see [Orl09, Theorem 3.10]). 
4.3. Conjectural relation with cohomological DT theory. Let M be a quasi-smooth QCA
derived stack. Below, we use notation in Subsection 3.2. For a smooth morphism α : U →M with
a presentation U = SpecR(V → A, s) as in (2.3), we have the perverse sheaf of vanishing cycles
φw := φw(QV ∨ [dimV
∨]) ∈ Perv(Crit(w))
associated with the diagram (2.8), equipped with a monodromy automorphism Tw ∈ Aut(φω).
By [BBD+15], we can glue these perverse sheaves to a global perverse sheaf on N = t0(ΩM[−1])
with an automorphism
φN ∈ Perv(N ), TN ∈ Aut(φN )(4.5)
once we choose an orientation data of the d-critical locus N . Here an orientation data is a choice
of a square root line bundle of the virtual canonical line bundle
KvirN = det(LΩM [−1]|N ) ∈ Pic(N ).
In our case, the following lemma is well-known:
Lemma 4.3. We have a canonical isomorphism KvirN
∼= p∗0 det(LM|M)
⊗2.
Proof. The lemma follows from the distinguished triangle
p∗LM → LΩM [−1] → LΩM [−1]/M = p
∗TM[1].

By the above lemma, we can take a canonical choice of orientation data K
vir,1/2
N = p
∗
0 det(LM|M),
and we define (4.5) by this choice of orientation. Let Z ⊂ N be a conical closed substack such that
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the complement Nst := N \Z is a scheme (not stack), which is of finite type by the QCA assumption
of M. Then the cohomological DT theory is defined to be the hypercohomology
H∗(Nst, φN |Nst).(4.6)
Based on Theorem 4.1 and Lemma 4.2, we expect the following relation of the periodic cyclic
homologies of categorical DT theories with cohomological DT theories:
Conjecture 4.4. We have an isomorphism of Z/2-graded vector bundles on Spf C((u)) with con-
nections
(HP∗(DT
C∗
dg (Nst)),∇u)
Z/2 ∼= (H∗+vdimM(Nst, φN |Nst)⊗Q C((u)), d+ TN /u).
Here vdimM is the rank of LM|M.
4.4. Relation with numerical DT invariants. In the situation of the previous subsection, the
hypercohomology (4.6) is finite dimensional and the numerical DT invariant is defined by
DT(Nst) := χ(H
∗(Nst, φN |Nst)) =
∫
Nst
νN dχ.
Here νN : x 7→ χ(φN |x) is a constructible function on Nst, called Behrend function [Beh09]. In
this case, the isomorphism in Conjecture 4.4 in particular implies the numerical identity between
DT(Nst) and the Euler characteristics of the periodic cyclic homology of DT
C∗
dg (Nst). Here we show
that the numerical version of Conjecture 4.4 is true under some technical assumptions on M. We
first show the following lemma:
Lemma 4.5. Let M = M1 ∪M2 be a Zariski open cover of M. We set Mi = t0(Mi), M12 =
t0(M12) and
Nst,i := p
−1
0 (Mi) ∩ Nst, Nst,12 := p
−1
0 (M12) ∩ Nst.
Then we have the distinguished triangle in the derived category of mixed complexes
Hoch(DT C
∗
dg (Nst))→ Hoch(DT
C∗
dg (Nst,1))⊕Hoch(DT
C∗
dg (Nst,2))→ Hoch(DT
C∗
dg (Nst,12)).
Proof. The proof is similar to [Efi18, Proposition 5.1]. We set W = M \M1 ⊂ M2, and define
Lcoh(M)W to be the dg-subcategory of Lcoh(M) consisting of objects whose cohomology sheaves
are supported on W . Then by Lemma 3.8, for Zi = p
−1
0 (Mi) ∩ Z we have the exact sequences of
dg-categories, i.e. the induced sequences of the homotopy categories are localization sequences
Lcoh(M)W/LCp−10 (W)∩Z
→ DT C
∗
dg (Nst)→ DT
C∗
dg (Nst,1),
Lcoh(M2)W/LCp−10 (W)∩Z2
→ DT C
∗
dg (Nst,2)→ DT
C∗
dg (Nst,12).
By [Kel98, Theorem 3.1], the assignment of dg-categories to the triples (4.1) takes exact sequences
to the distinguished triangles of mixed complexes. Therefore we have the distinguished triangles of
mixed complexes
Hoch(Lcoh(M)W/LCp−10 (W)∩Z
)→ Hoch(DT C
∗
dg (Nst))→ Hoch(DT
C∗
dg (Nst,1)),(4.7)
Hoch(Lcoh(M2)W/LCp−10 (W)∩Z2
)→ Hoch(DT C
∗
dg (Nst,2))→ Hoch(DT
C∗
dg (Nst,12)).
Since W ⊂M2, the restriction functor gives a weak equivalence
Lcoh(M)W/LCp−10 (W)∩Z
∼
→ Lcoh(M2)W/LCp−10 (W)∩Z2
.
By [Kel98, Theorem 2.6], the mixed complexes (4.1) are quasi-isomorphisms under weak equivalences
of dg-categories. Therefore we have the quasi-isomorphism of mixed complexes
Hoch(Lcoh(M)W/LCp−10 (W)∩Z
)
∼
→ Hoch(Lcoh(M2)W/LCp−10 (W)∩Z2
).
The lemma holds from distinguished triangles (4.7) together with the above quasi-isomorphism. 
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For a finite dimensional Z/2-graded vector space V = V0⊕V1 over C((u)), its Euler characteristic
is defined by
χ(V ) := dimC((u)) V0 − dimC((u)) V1.
We have the following proposition:
Proposition 4.6. Let M be a quasi-smooth QCA derived stack and Z ⊂ N = t0(ΩM[−1]) is
a conical closed substack. Suppose that for each C-valued point x ∈ M, there is a Zariski open
neighborhood x ∈M′ ⊂M satisfying the following conditions:
(i) M′ is of the form M′ = [U/G], where U = SpecAR(V → A, s) for a smooth quasi-projective
scheme A and a section s on a vector bundle V on it, and a reductive algebraic group G
acts on A, V , such that s is G-equivariant.
(ii) Let N ′ = N ×t0(M) t0(M
′) which is a conical closed substack in [V ∨/G], and set N ′st =
N ′ ∩ Nst, Z ′ = N ′ ∩ Z. Then there is a C∗-invariant quasi-projective open substack
W ⊂ [V ∨/G] \ Z ′ satisfying N ′st = N
′ ∩W.
Then the periodic cyclic homology HP∗(DT
C∗
dg (Nst)) is finite dimensional over C((u)), and we have
the identity
χ(HP∗(DT
C∗
dg (Nst))) = (−1)
vdimMDT(Nst).
Proof. By the QCA assumption on M, it is covered by finite number of Zariski open substacks of
the form M′ satisfying the conditions (i), (ii). Therefore by Lemma 4.5 and the induction on the
number of open covers, we can assume that M = M′. Then N = [Crit(w)/G] where w : V ∨ → C is
given as in the diagram (2.8), which is G-invariant by the condition (i), and Z is written as [Z/G]
for a G-invariant conical closed subset Z ⊂ Crit(w).
It is straightforward to generalize Theorem 2.6 to quasi-projective A with G-action (see [Hir17]),
so we have an equivalence
Dbcoh(M) = D
b
coh([U/G])
∼
→ MFG×C
∗
coh (V
∨, w).
Then similarly to Corollary 2.11, we also have an equivalence
DT C
∗
(Nst) = D
b
coh([U/G])/C[Z/G]
∼
→ MFG×C
∗
coh (V
∨ \ Z,w).
We take W as in the condition (ii), and write W = [W/G] for a G-invariant open subscheme
W ⊂ V ∨ \ Z on which the G-action is free. Since Crit(w) \ Z = Crit(w|W ), the restriction functor
gives an equivalence (see [HLS, Lemma 5.5])
MFG×C
∗
coh (V
∨ \ Z,w)
∼
→ MFG×C
∗
coh (W,w).
Since w is G-invariant, its restriction to W descends to the function w : W → C whose critical locus
is Nst. As the G-action on W is free, we also have the equivalence
MFC
∗
coh(W , w)
∼
→ MFG×C
∗
coh (W,w).
By combining the above equivalences, we obtain the equivalence
DT C
∗
(Nst)
∼
→ MFG×C
∗
coh (W,w).
The above equivalence obviously lifts to a weak equivalence of the dg-enhancements, so by [Kel98,
Theorem 2.6] we have the quasi-isomorphism of mixed complexes
Hoch(DT C
∗
dg (Nst))
∼
→ Hoch(LC
∗
coh(W , w)).
Moreover we have
vdimM = dimA− rank(V )− dimG, dimW = dimA+ rank(V )− dimG,
hence vdimM ≡ dimW (mod 2). Therefore the proposition holds by applying Theorem 4.1 and
Lemma 4.2 for w : W → C. 
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Remark 4.7. The assumption of Proposition 4.6 is automatically satisfied if t0(M) is a quasi-
projective scheme by [BBJ19, Theorem 4.1]. In this case, the algebraic group G can be taken to be
trivial.
5. Categorical DT theory for stable sheaves on local surfaces
In this section, we introduce categorical DT theories for compactly supported stable sheaves on
local surfaces, following the constructions in Section 3. We then formulate a conjecture on the wall-
crossing formula of categorical DT theories of one dimensional stable sheaves from the viewpoint of
d-critical birational geometry.
5.1. Derived moduli stacks of coherent sheaves on surfaces. Let S be a smooth projective
surface over C. We consider the derived Artin stack
PerfS : dAff
op → SSets(5.1)
which sends an affine derived scheme T to the∞-groupoid of perfect complexes on T×S, constructed
in [TV07]. We have the open substack
MS ⊂ PerfS
corresponding to perfect complexes on S quasi-isomorphic to coherent sheaves on S. Since any
object in Coh(S) is perfect as S is smooth, the derived Artin stack MS is the derived moduli stack
of objects in Coh(S).
Let MS := t0(MS) and take the universal families
F ∈ Dbcoh(S ×MS), F := F|S×MS ∈ D
b
coh(S ×MS).(5.2)
Then the perfect obstruction theory on MS induced by the cotangent complex of MS is given by
E• = (RpM∗RHomS×MS (F ,F)[1])
∨ → τ≥−1LMS .(5.3)
Here pM : S ×MS → MS is the projection. By the above description of the perfect obstruction
theory, the derived moduli stack MS is quasi-smooth.
Let N(S) be the numerical Grothendieck group of S
N(S) := K(S)/ ≡(5.4)
where F1, F2 ∈ K(S) satisfies F1 ≡ F2 if ch(F1) = ch(F2). Then N(S) is a finitely generated free
abelian group. We have the decompositions into open and closed substacks
MS =
∐
v∈N(S)
MS(v), MS =
∐
v∈N(S)
MS(v)
where each component corresponds to sheaves F with [F ] = v.
Note that the automorphism group of a sheaf F on S contains a one dimensional torus C∗ ⊂
Aut(F ) given by the scalar multiplication, which acts onRHom(F, F ) by weight zero. Therefore the
inertia stack IMS of MS admits an embedding (C
∗)MS ⊂ IMS which acts on LMS |MS by weight
zero. As in Subsection 3.5, we have the C∗-rigidification
MS(v)→M
C∗-rig
S (v).(5.5)
5.2. Moduli stacks of compactly supported sheaves on local surfaces. For a smooth pro-
jective surface S, we consider its total space of the canonical line bundle:
X = TotS(ωS)
π
→ S.
Here π is the projection. We denote by Cohcpt(X) ⊂ Coh(X) the subcategory of compactly sup-
ported coherent sheaves on X . We consider the classical Artin stack
MX : Aff
op → Groupoid
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whose T -valued points for T ∈ Aff form the groupoid of T -flat families of objects in Cohcpt(X).
We have the decomposition into open and closed substacks
MX =
∐
v∈N(S)
MX(v)
where MX(v) corresponds to compactly supported sheaves F on X with [π∗F ] = v. By pushing
forward to S, we have the natural morphism
π∗ : MX(v)→MS(v), F 7→ π∗F.(5.6)
The following lemma is well-known.
Lemma 5.1. We have an isomorphism of stacks over MS(v)
η : MX(v)
∼=
→ t0(ΩMS(v)[−1]) = Obs
∗(E•|MS(v)).
Proof. The lemma is easily proved by noting that the fiber of (5.6) at [F ] ∈ MS(v) is the space of
OX -module structures on F , that is
(π∗)
−1([F ]) = Hom(F, F ⊗ ωS) = Ext
2(F, F )∨ = SpecS(H1(E•∨|[F ])).
Also see the argument of [MT18, Lemma 5.4]. 
Similarly to (5.5), we have the C∗-rigidification
MX(v)→M
C∗-rig
X (v).
An argument similar to Lemma 5.1 shows the isomorphism
MC
∗-rig
X (v)
∼=
→ t0(ΩMC∗-rigS (v)
[−1]).(5.7)
5.3. Categorical DT theory of stable sheaves on local surfaces. Let us take an element
σ = B + iH ∈ NS(S)C(5.8)
such that H is an ample class. For an object F ∈ Cohcpt(X), its B-twisted reduced Hilbert
polynomial is defined by
χσ(F,m) :=
χ(π∗F ⊗OS(−B +mH))
c
∈ Q[m].(5.9)
Here c is the coefficient of the highest degree term of the polynomial χ(π∗F ⊗ OS(−B +mH)) in
m.
Remark 5.2. Note that the notation OS(−B+mH) makes sense only when σ is an integral class.
But the right hand side of (5.9) is determined by the numerical class of σ, so it also makes sense
for any σ.
The following definition gives the notion of B-twisted H-Gieseker stability for compactly sup-
ported sheaves on X .
Definition 5.3. An object F ∈ Cohcpt(X) is σ-(semi)stable if it is a pure dimensional sheaf, and
for any subsheaf 0 6= F ′ ( F we have χσ(F
′,m) < (≤)χσ(F,m) for m≫ 0.
We have the open substacks
MX,σ(v) ⊂MX,σ-ss(v) ⊂MX(v)(5.10)
corresponding to σ-stable sheaves, σ-semistable sheaves, respectively. We say that σ lies in a
chamber when MX,σ(v) =MX,σ-ss(v) holds. Note that the C∗-rigidification of the stable part
MX,σ(v) :=M
C∗-rig
X,σ (v)
is the good moduli space of σ-stable sheaves on X , which is well-known to be a quasi-projective
scheme (see [HL97]). It admits a C∗-action induced by the fiberwise weight two C∗-action on
π : X → S.
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The moduli stack of semistable sheaves MX,σ-ss(v) is of finite type, while MS(v) is not quasi-
compact in general. So we take a quasi-compact open derived substack MS(v)◦ ⊂MS(v) satisfying
the condition
π∗(MX,σ-ss(v)) ⊂ t0(MS(v)◦).(5.11)
By the isomorphism η in Lemma 5.1, we have the conical closed substack
Zσ-us := t0(ΩMS(v)◦ [−1]) \ η(MX,σ-ss(v)) ⊂ t0(ΩMS(v)◦ [−1]).
By taking the C∗-rigidification and using the isomorphism (5.7), we also have the conical closed
substack
ZC
∗-rig
σ-us ⊂ t0(ΩMC∗-rigS (v)◦
[−1]).
By Definition 8.2, the categorical DT theory for MX,σ(v) is defined as follows:
Definition 5.4. Suppose that σ lies in a chamber. Then the C∗-equivariant categorical DT theory
for the moduli space MX,σ(v) is defined by
DT C
∗
(MX,σ(v)) := D
b
coh(M
C∗-rig
S (v)◦)/CZC∗-rigσ-us .
Also for λ ∈ Z, the λ-twisted version is defined by (see Subsection 3.5)
DT C
∗
(MX,σ(v))λ := D
b
coh(MS(v)◦)λ/(D
b
coh(MS(v)◦)λ ∩ CZσ-us).(5.12)
Remark 5.5. By Lemma 3.10, the categorical DT theories in Definition 5.4 are independent of a
choice of a quasi-compact open substack MS(v)◦ of MS(v) satisfying (5.11), up to equivalence.
Note that we have the fully-faithful functor
i∗ : Coh(S)→ Cohcpt(X)
where i is the zero section of π : X → S. The image of the above functor is closed under sub-
objects and quotients. An object F ∈ Coh(S) is called σ-(semi)stable if i∗F is σ-(semi)stable in
Definition 5.3. Let us also take open substacks
MS,σ(v) ⊂MS(v), MS,σ(v) ⊂MS(v)
consisting of σ-stable sheaves on S.
Lemma 5.6. For the map π∗ in (5.6), we have
(π∗)
−1(MS,σ(v)) ⊂MX,σ(v).(5.13)
Proof. For a compactly supported coherent sheaf E on X , suppose that it is not σ-stable. Then a
destabilizing subsheaf F ⊂ E gives a subsheaf π∗F ⊂ π∗E as π is affine, which destabilizes π∗E. 
Lemma 5.7. Suppose that the open immersion (5.13) is an isomorphism. Then we have the equiv-
alence
DT C
∗
(MX,σ(v))
∼
→ Dbcoh(M
C∗-rig
S,σ (v))
and the following identity
DT(MX,σ(v)) = (−1)
vdimMS(v)+1χ(HP∗(DT
C∗
dg (MX,σ(v)))).(5.14)
Proof. The first statement follows from Lemma 3.9. The second statement follows from Lemma 4.6
since MC
∗-rig
S,σ-st(v) is a quasi-projective scheme (see Remark 4.7). 
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5.4. Categorical DT theory for one dimensional stable sheaves. Here we focus on the case
of moduli spaces of one dimensional stable sheaves on X . We denote by
Coh≤1(X) ⊂ Cohcpt(X)
the abelian subcategory consisting of sheaves F with dimSupp(F ) ≤ 1. We also denote by N≤1(S)
the subgroup of N(S) spanned by sheaves F ∈ Coh≤1(S). Note that we have an isomorphism
N≤1(S)
∼=
→ NS(S)⊕ Z, F 7→ (l(F ), χ(F ))(5.15)
where l(F ) is the fundamental one cycle of F . Below we identify an element v ∈ N≤1(S) with
(β, n) ∈ NS(S)⊕ Z by the above isomorphism.
Under the above notation, we can interpret the σ-(semi)stability on Coh≤1(S) for σ = B + iH
in terms of Bridgeland stability conditions [Bri07]. Namely for F ∈ Coh≤1(X), it is σ-(semi)stable
for σ = B + iH if and only if it is Bridgeland (semi)stable with respect to the central charge
Zσ : N≤1(S)→ C, (β, n) 7→ −n+ (B + iH)β,
i.e. for any subsheaf 0 6= F ′ ( F , we have
µσ(F
′) < (≤)µσ(F ), µσ(F ) := −
ReZσ(π∗F )
ImZσ(π∗F )
.(5.16)
We we give a description of DT C
∗
(MX,σ(v)) for v ∈ N≤1(S) in a simple example.
Example 5.8. Suppose that C ⊂ S is a (−3)-curve, i.e.
C ∼= P1, C2 = −3, ωS|C ∼= OC(1).
Let us take v = (2[C], 1) ∈ N≤1(S) and σ = iω for an ample divisor ω on S. Then one can easily
show that any compactly supported σ-stable coherent sheaf E on X with π∗[E] = v satisfies π∗E ∼= F ,
where F := OC ⊕OC(−1). Let us set
VF := Hom(F, F ⊗ ωS), GF := Aut(F ).
Then we have MX,σ(v) = [VF /GF ], so we can take M
C∗-rig
S (v)◦ to be
MC
∗-rig
S (v)◦ = [SpecS(VF [1])/PGF ].
Here PGF = GF /C
∗, where C∗ acts on F by scalar multiplication. Note that we have
VF =
(
H0(OC(1)) H0(OC)
H0(OC(2)) H0(OC(1))
)
=
(
C2 C
C3 C2
)
.(5.17)
Let V ′F ⊂ VF be the codimension one linear subspace given by the zero locus of the top right component
of (5.17). Then one can show that
ZC
∗-rig
σ-us = [V
′
F /PGF ] ⊂ [VF /PGF ] =MX,σ(v).
We have VF = V
′
F ⊕ V
′′
F for the one dimensional subspace V
′′
F ⊂ VF generated by the top right
component of (5.17), so
SpecS(VF [1]) = U
′ × U′′, U′ = SpecS(V ′F [1]), U
′′ = SpecS(V ′′F [1]).
Then from Example 2.12 (i), the subcategory
C
ZC
∗-rig
σ-us
⊂ Dbcoh(M
C∗-rig
S (v)◦)
may be the subcategory of PGF -equivariant coherent sheaves on SpecS(VF [1]), which lie on the
thick closure of Dbcoh(U
′) ⊠ Perf(U′′). By taking the quotients, the categorical DT theory may be
heuristically described as
DT C
∗
(MX,σ(v)) =
(
Dbcoh(U
′)⊗Dsg(U
′′)
)PGF
.
Here (−)PGF refers to the PGF -equivariant category.
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We formulate wall-crossing formula of categorical DT theories of one dimensional stable sheaves.
Let us take v = (β, n) ∈ N≤1(S), and stability conditions
σj = Bj + iHj ∈ NS(S)C, j = 1, 2
such that Hj is ample, which lie on chambers. Then by [Toda, Theorem 8.3], the moduli spaces
MX,σj (v) of one dimensional σj-stable sheaves on X are connected by a sequence of d-critical flops,
which are d-critical analogue of usual flops in birational geometry. Therefore following the discussion
in Subsection 1.2, we propose the following conjecture:
Conjecture 5.9. For v ∈ N≤1(S), suppose that σ1, σ2 lie on chambers. Then there exist equiva-
lences of C∗-equivariant categorical DT theories:
DT C
∗
(MX,σ1(v))
∼
→ DT C
∗
(MX,σ2(v)).(5.18)
Remark 5.10. It is well-known that the numerical DT invariants counting one dimensional (semi)stable
sheaves are independent of a choice of a stability condition (see [JS12, Theorem 6.16]). By Lemma 5.7,
the equivalence in Conjecture 5.9 recovers this fact under the assumption in Proposition 4.6.
5.5. Categorical DT theory for irreducible curve classes. Let us take v = (β, n) ∈ N≤1(S)
such that β is irreducible. Here an effective class β ∈ NS(S) is irreducible if it is not written as
β1 + β2 for non-zero effective classes βi. Following the notation of [PT10], we denote the open
substacks of pure one dimensional sheaves by
Mn(X, β) ⊂MX(v), Mn(X, β) ⊂M
C∗-rig
X (v), Mn(S, β) ⊂MS(v).(5.19)
As β is irreducible, the stacks (5.19) coincide with the substacks of σ-stable sheaves on X , S
respectively, for any choice of σ. We have the following:
Lemma 5.11. For v = (β, n) ∈ N≤1(S) such that β is irreducible, we have the equivalences
DT C
∗
(Mn(X, β))λ
∼
→ Dbcoh(Mn(S, β))λ, DT
C
∗
(Mn(X, β))
∼
→ Dbcoh(M
C∗-rig
n (S, β))
Moreover we have the identity
χ(HP∗(DT
C∗
dg (Mn(X, β))) = (−1)
β2+1Nn,β.(5.20)
Here Nn,β = DT(Mn(X, β)) is the DT invariant counting one dimensional stable sheaves on X.
Proof. By the condition that β is irreducible, the assumption of Lemma 5.7 is satisfied. Moreover
by the Riemann-Roch theorem, we have
vdimMS(v) = −χ(F, F ) = β
2
for a one dimensional sheaf F on S with [F ] = (β, n). Therefore the lemma holds from Lemma 5.7.

Later we will also need the following lemma:
Lemma 5.12. For an irreducible class β and n ∈ Z, we have the following:
(i) By setting d = g.c.d.{|β ·D| : D ∈ NS(S)}, we have the equivalence
DT C
∗
(Mn(X, β))λ
∼
→ DT C
∗
(Mn+d(X, β))λ.(5.21)
(ii) By setting c = g.c.d.(d, n), we have the equivalence
DT C
∗
(Mn(X, β))λ
∼
→ DT C
∗
(Mn(X, β))λ+c.(5.22)
(iii) We have the equivalence
DT C
∗
(Mn(X, β))λ
∼
→ DT C
∗
(M−n(X, β))−λ.(5.23)
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Proof. (i) Let us take L ∈ Pic(S) such that β · c1(L) = d. Then the equivalence (5.21) follows from
the equivalence of derived stacks ⊗L : Mn(S, β)
∼
→Mn+d(S, β).
(ii) Let L ∈ Pic(S) be as above, F the universal family on S ×Mn(S, β), and take
detRpM∗(L
⊗k
⊠ F) ∈ Pic(Mn(S, β)).
Here pM is the projection onto Mn(S, β). The inertia C
∗-weight of the above line bundle is kd+ n.
Therefore there is a line bundle L on Mn(S, β) whose inertia C∗-weight is c. Then the equivalence
(5.22) is obtained by taking the tensor product with L.
(iii) The equivalence (5.23) follows from the equivalence Mn(S, β)
∼
→ M−n(S, β) given by F 7→
Ext1(F, ωS) (see Subsection 8.3). 
6. Categorical MNOP/PT theories on local surfaces
In this section, we construct categorical MNOP/PT theories which categorify curve counting DT
invariants on the local surface. The key ingredient is to use the result in Section 9 that the moduli
stack of D0-D2-D6 bound states on the local surface is isomorphic to the dual obstruction cone
over the stack of pairs on the surface. We then formulate categorical MNOP/PT correspondence
conjecture following the discussion in Subsection 1.2.
6.1. Moduli stacks of pairs. For a smooth projective surface S, let MS be the derived moduli
stack of coherent sheaves on S considered in (5.1), and F the universal object (5.2). We define the
derived stack M†S by
ρ† : M†S := SpecMS S((RpM∗F)
∨)→MS .
Here pM : S ×MS →MS is the projection. Its classical truncation is a 1-stack, given by
M†S := t0(M
†
S) = SpecMS (S(H
0((RpM∗F)
∨)).(6.1)
From the above description, the T -valued points of M†S form the groupoid of pairs
(FT , ξ), OS×T
ξ
→ FT
where FT ∈ Coh(S×T ) is flat over T and ξ is a morphism of coherent sheaves. The isomorphisms of
M†S(T ) are given by isomorphisms of T -flat families of sheaves on S which commute with sections.
In particular, we have the universal pair on M†S
I• = (OS×M†S
→ F).
The obstruction theory on M†S induced by the cotangent complex of M
†
S is given by
E†• =
(
RpM∗RHomS×M†S
(I•,F)
)∨
→ τ≥−1LM†S
.(6.2)
Also we have the decompositions into open and closed substacks
M†S =
∐
v∈N(S)
M†S(v), M
†
S =
∐
v∈N(S)
M†S(v),
where each component corresponds to pairs (OS → F ) such that [F ] = v.
Lemma 6.1. For v ∈ N≤1(S), the derived stack M
†
S(v) is quasi-smooth. Moreover the fiber of
t0(ΩM†S(v)
[−1]) = Obs∗(E†•)→M†S(v)
at (ξ : OS → F ) is given by Hom(F ⊗ω
−1
S , I
•[1]), where I• is the two term complex (OS
ξ
→ F ) such
that OS is located in degree zero.
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Proof. For the two term complex I• = (OS → F ), we have the distinguished triangle
RΓ(F )→ RHom(I•, F )→ RHom(F, F )[1].(6.3)
Therefore if dimSupp(F ) ≤ 1 then E†•|(OS→F ) has cohomological amplitude [−1, 1]. For the second
statement, see Lemma 9.9. 
6.2. Moduli stacks of D0-D2-D6 bound states. Here we introduce the category of D0-D2-D6
bound states on the local surface X = TotS(ωS), and discuss the relationship of their moduli spaces
with the dual obstruction cone over the stack of pairsM†S . Note that we have the compactification
of X
X ⊂ X := PS(ωS ⊕OS).
Definition 6.2. The category of D0-D2-D6 bound states on the non-compact CY 3-fold X =
TotS(ωS) is defined by the extension closure in D
b
coh(X)
AX := 〈OX ,Coh≤1(X)[−1]〉ex.
Here we regard Coh≤1(X) as a subcategory of Coh(X) by the push-forward of the open immersion
X ⊂ X.
The arguments in [Tod10a, Lemma 3.5, Proposition 3.6] show that AX is the heart of a trian-
gulated subcategory of Dbcoh(X) generated by OX and Coh≤1(X). In particular, AX is an abelian
category. There is a group homomorphism
cl : K(AX)→ Γ := Z⊕N≤1(S)
characterized by the condition that cl(OX) = (1, 0) and cl(F ) = (0, [π∗F ]) for F ∈ Coh≤1(X).
Note that an object E ∈ AX is of rank one if and only if we have an isomorphism Li∗∞E
∼= OS∞ ,
where i∞ : S∞ →֒ X is the divisor at the infinity. We define the (classical) moduli stack of rank one
objects in AX to be the 2-functor
M†X : Aff
op → Groupoid
whose T -valued points for T ∈ Aff form the groupoid of data
ET ∈ D
b
coh(X × T ), L(i∞ × idT )
∗ET
∼=
→ OS∞×T(6.4)
such that for any closed point x ∈ T , we have
Ex := Li
∗
xE ∈ AX , ix : X × {x} →֒ X × T.
The isomorphisms of the groupoidM†X(T ) are given by isomorphisms of objects ET which commute
with the trivializations at the infinity.
We have the decomposition of M†X into open and closed substacks
M†X =
∐
v∈N≤1(S)
M†X(v)
where M†X(v) corresponds to E ∈ AX with cl(E) = (1,−v). The following result will be proved in
Section 9 (see Corollary 9.8 and Proposition 9.10):
Theorem 6.3. (i) For v ∈ N≤1(S), the stack M
†
X(v) is isomorphic to the stack of diagrams of
coherent sheaves on S
0 // OS //
ξ   
U //
φ

F ⊗ ω−1S
// 0
F
(6.5)
where the top sequence is an exact sequence and F has numerical class v. In particular, there exists
a natural morphism p†0 : M
†
X(v)→M
†
S(v) sending a diagram (6.5) to the pair (OS
ξ
→ F ).
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(ii) There is an isomorphism of stacks over M†S(v)
η† : M†X(v)
∼=
→ t0(ΩM†S(v)
[−1]) = Obs∗(E†•|M†S(v)
)(6.6)
which, over the pair (OS
ξ
→ F ), sends a diagram (6.5) to the morphism F ⊗ ω−1S → I
•[1] given by
(see Lemma 6.1)
F ⊗ ω−1S [−1]
∼
← (OS → U)
(id,φ)
−→ (OS
ξ
→ F ) = I•.(6.7)
Remark 6.4. Note that for a pair (OX → F ) with F ∈ Coh≤1(X), we have the associated object
(see Lemma 9.7)
(OX → F ) ∈ AX(6.8)
where OX is located in degree zero. The map p
†
0 sends such an object to the associated pair (OS →
π∗F ). However a rank one object in AX may not be necessary written of the form (6.8). As we will
see in Lemma 9.7, a diagram (6.5) corresponds to an object of the form (6.8) if and only if the top
sequence of (6.5) splits.
6.3. Categorical MNOP/PT correspondence. For (β, n) ∈ N≤1(S) = NS(S) ⊕ Z, we denote
by
In(X, β)(6.9)
the moduli space of closed subschemes C ⊂ X , where C is compactly supported with dimC ≤ 1
satisfying [π∗OC ] = (β, n). The moduli space In(X, β) is a quasi-projective scheme, and considered
by Maulik-Nekrasov-Okounkov-Pandharipande [MNOP06] in their formulation of GW/DT corre-
spondence conjecture.
On the other hand, a PT stable pair consists of a pair [PT09]
(F, s), F ∈ Coh≤1(X), s : OX → F(6.10)
such that F is pure one dimensional and s is surjective in dimension one. For (β, n) ∈ N≤1(S), we
denote by
Pn(X, β)(6.11)
the moduli space of PT stable pairs (6.10) satisfying [π∗F ] = (β, n). The moduli space of stable
pairs Pn(X, β) is known to be a quasi-projective scheme.
Remark 6.5. The MNOP/PT invariants are defined by
In,β :=
∫
In(X,β)
νI dχ, Pn,β :=
∫
Pn(X,β)
νP dχ(6.12)
where νI , νP are Behrend functions on In(X, β), Pn(X, β) respectively. In [PT09], the generating
series of the above invariants were conjectured to be equal up to a MacMahon factor, and proved
in [Bri11, Tod10a, ST11b].
We have the open immersions
In(X, β) ⊂M
†
X(β, n), Pn(X, β) ⊂M
†
X(β, n)
sending a subscheme C ⊂ X , a pair (F, s) to two term complexes (OX ։ OC), (OX
s
→ F )
respectively. They are quasi-projective schemes, so there is a quasi-compact derived open substack
M†S(β, n)◦ in M
†
S(β, n) such that
p†0(In(X, β)) ⊂ t0(M
†
S(β, n)◦), p
†
0(Pn(X, β)) ⊂ t0(M
†
S(β, n)◦).
Then by the isomorphism (6.6), we have the conical closed substacks in t0(ΩM†S(β,n)◦
[−1])
ZI-us := t0(ΩM†S(β,n)◦
[−1]) \ η†(In(X, β)), ZP -us := t0(ΩM†S(β,n)◦
[−1]) \ η†(Pn(X, β)).
By Definition 3.4, the corresponding categorical DT theories are defined as follows:
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Definition 6.6. The C∗-equivariant categorical MNOP/PT theories are defined to be
DT C
∗
(In(X, β)) := D
b
coh(M
†
S(β, n)◦)/CZI-us ,
DT C
∗
(Pn(X, β)) := D
b
coh(M
†
S(β, n)◦)/CZP -us .
Similarly to Remark 5.5, the above definition is independent of a choice of M†S(β, n)◦. It is
proved in [Toda, Theorem B.1] that the moduli spaces (6.9), (6.9) are related by d-critical flip, an
analogy of usual flip in birational geometry for d-critical loci. Therefore following the discussion in
Subsection 1.2, we propose the following conjecture:
Conjecture 6.7. There exists a fully-faithful functor
DT C
∗
(Pn(X, β)) →֒ DT
C∗(In(X, β)).
Remark 6.8. We can similarly formulate categorical MNOP/PT theories on a non-compact surface
S, by replacing MS by the derived moduli stack of compactly supported sheaves on S. Then we
can similarly formulate Conjecture 6.7 and study it (see Section 7). The same also applies to
Conjecture 8.4 below.
7. Example: categorical MNOP/PT for a local (−1,−1)-curve case
In this section, we prove Conjecture 6.7 in the case that S is the blow-up of C2 at the origin.
Although S is non-compact, Conjecture 6.7 still makes sense (see Remark 6.8). In this case, X is the
total space of OP1(−1)
⊕2, and we can explicitly describe our derived moduli stacks in terms of non-
commutative crepant resolution [VdB04]. In particular we have a global critical locus description of
our moduli spaces onX , and we can reduce our problem to the comparison of factorization categories
under variation of GIT quotients. Then using window theorem developed in [HL15, BFK19], we
prove our assertion.
7.1. Local (−1,−1)-curve. Let S → C2 be the blow-up at the origin, or equivalently
S = TotP1(OP1(−1))→ P
1(7.1)
the total space of OP1(−1) over P
1. In this case, we have
X = TotS(ωS) = TotP1(OP1(−1)
⊕2).
We denote by C ⊂ S the zero section of the projection (7.1), which is a (−1)-curve. By setting
ES = OS ⊕OS(−C) and AS = End(ES), we have the derived equivalence [VdB04]
ΦS := RHomS(ES ,−) : D
b
coh(S)
∼
→ Db(modAS).(7.2)
It is easy to see that AS is the path algebra of the following quiver QS with relation
•0
a1
++ •1
b2
dd
b1
kk , b1a1b2 = b2a1b1.
Here the objects OC , OC(−1)[1] are sent to the simple AS-modules corresponding to the vertices
•0, •1 respectively.
Similarly by setting EX = π∗ES and AX = End(EX), we have the derived equivalence [VdB04]
ΦX := RHomX(EX ,−) : D
b
coh(X)
∼
→ Db(modAX).(7.3)
Then AX is the path algebra of the following quiver QX with relation ∂W for the super-potential
W (see [NN11])
•0
a2
$$a1 ++ •1
b2
dd
b1
kk , W = a2(b1a1b2 − b2a1b1).
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We will also consider framed quivers
•0
a1
,, •1
b2
dd
b1
ll
•∞
ξ
OO , •
0
a2
%%a1 ,, •1
b2
dd
b1
ll
•∞
ξ
OO
denoted as Q†S, Q
†
X respectively. By setting PS = ΦS(OS), giving a Q
†
S-representation with dimen-
sion vector 1 at •∞ and relation b1a1b2 = b2a1b1 is equivalent to giving a pair (PS → M) where
M ∈ modAS . Similarly for PX = ΦX(OX), giving a Q
†
X -representation with dimension vector 1 at
•∞ and relation ∂W is equivalent to giving a pair (PX → N) for N ∈ modAX .
7.2. Moduli stacks of quiver representations. We prepare some notation on moduli stacks of
quiver representations. For ~v = (v0, v1) ∈ Z2≥0, let V0, V1 be vector spaces with dimVi = vi. We set
RQ†S
(~v) = V0 ⊕Hom(V0, V1)⊕Hom(V1, V0)
⊕2,
RQ†X
(~v) = V0 ⊕Hom(V0, V1)
⊕2 ⊕Hom(V1, V0)
⊕2.
The group G = GL(V0)×GL(V1) naturally acts on RQ†S
, RQ†X
, and the quotient stacks
MQ†S
(~v) = [RQ†S
(~v)/G], MQ†X
(~v) = [RQ†X
(~v)/G]
are the C∗-rigidified moduli stacks of Q†S and Q
†
X -representations with dimension vector (1, ~v),
where 1 is the dimension vector at the vertex •∞, vi is the dimension vector at •
i.
Let s be the map
s : RQ†S
(~v)→ Hom(V1, V0), s(Ξ, A1, B1, B2) = B1A1B2 −B2A1B1.
Then for the derived zero locus s−1(0) ⊂ RQ†S
(~v), the derived stack
M†AS (~v) = [s
−1(0)/G](7.4)
is the derived moduli stack of pairs (PS → M) in modAS , where M has dimension vector ~v. Its
classical truncation is denoted by M†AS (~v).
By the above description, the (−1)-shifted cotangent derived stack Ω
M
†
AS
(~v)[−1] is the derived
critical locus of
w : [RQ†X
(~v)/G]→ C, w(Ξ, A1, A2, B1, B2) = tr(A2(B1A1B2 −B2A1B1)).(7.5)
It follows that
M†AX (~v) := t0(ΩM†AS (~v)
[−1]) = Crit(w) ⊂MQ†X
(~v)
is the moduli stack of pairs (PX → N) in modAX , where the dimension vector of N is ~v. The
fiberwise weight two C∗-action on M†AX (~v)→M
†
AS
(~v) is given by
t · (Ξ, A1, A2, B1, B2) = (Ξ, A1, t
2A2, B1, B2).(7.6)
7.3. Moduli stacks of semistable representations. Next we discuss King’s θ-stability condi-
tions on Q†X -representations [Beh09]. Let us take
θ = (θ∞, θ0, θ1) ∈ Q
3.
For a dimension vector (v∞, v0, v1) of Q
†
X , we set θ(v∞, v0, v1) = θ∞v∞ + θ0v0 + θ1v1.
Definition 7.1. A Q†X-representation E with dimension vector (1, ~v) is called θ-(semi)stable if
θ(1, ~v) = 0 and for any subrepresentation 0 6= F ( E, we have the inequality θ(v(F )) < (≤)0, where
v(−) is the dimension vector.
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Below we fix ~v = (v0, v1), and take θ such that θ(1, ~v) = 0 holds. Then θ∞ is determined by
θ∞ = −θ0v0 − θ1v1, so we simply write θ = (θ0, θ1).
We denote by
M(Q†X ,θ)
(~v) = [R(Q†X ,θ)
(~v)/G]
the open substack inMQ†X
(~v) corresponding to θ-semistable representations. The stackM(Q†X ,θ)
(~v)
admits the good moduli space
πQ†X
: M(Q†X ,θ)
(~v)→M(Q†X ,θ)
(~v) := R(Q†X ,θ)
(~v) G(7.7)
whereM(Q†X ,θ)
(~v) parametrizes θ-polystableQ†X-representations with dimension vector (1, ~v). Namely
a point p ∈M(Q†X ,θ)
(~v) corresponds to the direct sum
E = F∞ ⊕
l⊕
i=1
Ui ⊗ Fi(7.8)
where {F∞, F1, . . . , Fl} are mutually non-isomorphic θ-stable Q
†
X -representations with θ(v(Fi)) = 0,
F∞ has dimension vector of the form (1, ∗), each Ui is a finite dimensional vector space, and E has
dimension vector (1, ~v).
For a point p as above, we denote by Q†p the Ext-quiver associated with the collection of θ-stable
objects {F∞, F1, . . . , Fl}. Namely the set of vertices of Q†p is {∞, 1, . . . , l}, and the number of arrows
from i to j is the dimension of Ext1(Fi, Fj). From the construction of Q
†
p, note that
♯(i→ j) = ♯(j → i), 1 ≤ i, j ≤ l, ♯(∞→ i)− ♯(i→∞) = v
(i)
0 ≥ 0(7.9)
where we have written v(Fi) = (0, v
(i)
0 , v
(i)
1 ) for 1 ≤ i ≤ l. The quiver Q
†
p contains the subquiver
Qp ⊂ Q
†
p given by the Ext-quiver of the sub collection {F1, . . . , Fl}.
We set Gp = Aut(E), which is identified with the stabilizer group of the action of G on RQ†X
at
the point corresponding to E. The algebraic group Gp acts on Ext
1(E,E) by conjugation. Then
we set
πQ†p : MQ†p(~u) := [Ext
1(E,E)/Gp]→MQ†p(~u) := Ext
1(E,E) Gp.
The stack MQ†p(~u) is identified with the stack of Q
†
p-representations with dimension vector (1, ~u),
where 1 is the dimension vector at ∞, ~u = (dimU1, . . . , dimUl), and MQ†p(~u) its its good moduli
space. We also define the open substacks
M(Q†p,+)(~u) ⊂MQ†p(~u), M(Q†p,−)(~u) ⊂MQ†p(~u)
corresponding to Q†p-representations such that the images of the maps C → Ui associated with
arrows ∞ → i for all 1 ≤ i ≤ l generate ⊕li=1Ui as C[Qp]-module (resp. dual of the maps Ui → C
associated with arrows i→∞ generate ⊕li=1U
∨
i as C[Qp]-module). Then we have the following:
Proposition 7.2. There exist analytic open neighborhoods p ∈ T ⊂ M(Q†X ,θ)
(~v), 0 ∈ U ⊂ MQ†p(~u),
and commutative isomorphisms
(πQ†p)
−1(U)
∼= //

(πQ†X
)−1(T )

U
∼= // T.
(7.10)
Moreover the top isomorphism restricts to the isomorphism
(πQ†p)
−1(U) ∩M(Q†p,±)(~u)
∼=
→ (πQ†X
)−1(T ) ∩M(Q†X ,θ±)
(~v).(7.11)
Here θ± = θ ∓ ε(1, 0) for 0 < ε≪ 1.
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Proof. Since M(Q†X ,θ)
(~v) is a smooth stack, the isomorphisms (7.10) follow from Luna’s e´tale slice
theorem (see [Dre´04, Theorem 5.4]). The isomorphism (7.11) follows from the similar argument
of [Toda, Theorem 9.11], so we omit details. 
7.4. Window subcategories. By [Beh09], the semistable locusR(Q†X ,θ)
(~v) is the GIT Lθ-semistable
locus for a G-equivariant Q-line bundle Lθ on RQ†X
(~v), determined by the rational G-character
χθ : G = GL(V0)×GL(V1)→ C
∗, (g0, g1) 7→ det(g0)
θ0 det(g1)
θ1 .(7.12)
Let us fix a maximal torus T ⊂ G and a Weyl-invariant norm |∗| on HomZ(C∗, T )R. There is a
stratification, called Kempf-Neff (KN) stratification (see [HL15, Section 2.1])
RQ†X
(~v) = R(Q†X ,θ)
(~v) ⊔ S1 ⊔ S2 ⊔ . . . .(7.13)
Here for each α there exists a one parameter subgroup λα : C
∗ → T , a connected component Zα of
the λα-fixed part of RQ†X
(~v) \ ∪α′<αSα′ such that
Sα = G · Yα, Yα := {x ∈ RQ†X
(~v) : lim
t→0
λα(t)(x) ∈ Zα}.
Moreover by setting
µα = −
weightλα(Lθ|Zα)
|λα|
∈ R
we have the inequalities µ1 > µ2 > · · · > 0.
Let us take θ± = θ ∓ ε(0, 1) for 0 < ε≪ 1. The KN stratifications with respect to Lθ± are finer
than that with respect to Lθ, so we have the stratifications
R(Q†X ,θ)
(~v) = R(Q†X ,θ±)
(~v) ⊔ S1,± ⊔ S2,± ⊔ . . .
with associated one parameter subgroups λα,± : C
∗ → T and λα,±-fixed subset Zα,± ⊂ Sα,±. We
set
kα,± := weightλα,± det(NSα,±/R(Q†
X
,θ)
(~v)|Zα,±).
We also set
δ = L⊗ε(1,1) ∈ PicG(R(Q†X ,θ)
(~v))R, 0 < ε≪ 1.(7.14)
Then the window subcategories
Cδ,θ± ⊂ MF
G×C∗
coh (R(Q†X ,θ)
(~v), w)
are defined to be the triangulated subcategories of factorizations P such that P|Zα is locally iso-
morphic to a factorization Qα satisfying
weightλα(Qα) ⊂ weightλα(δ|Zα) +
[
−
kα,±
2
,
kα,±
2
)
.
Then the window theorem [HL15, BFK19] (also see [KT, Theorem 2.5]) for derived categories of
GIT quotients yields that the compositions
Cδ,θ± →֒ MF
G×C∗
coh (R(Q†X ,θ)
, w)։ MFG×C
∗
coh (R(Q†X ,θ±)
, w)(7.15)
are equivalences. Here the right arrow is a restriction functor, w is the function (7.5), and the right
hand sides are the categories of G×C∗-equivariant coherent factorizations of w, where the C∗-action
is given by (7.6).
Proposition 7.3. We have Cδ,θ− ⊂ Cδ,θ+. Hence we have a fully-faithful functor
MFG×C
∗
coh (R(Q†X ,θ−)
(~v), w) →֒ MFG×C
∗
coh (R(Q†X ,θ+)
(~v), w).(7.16)
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Proof. We follow the same strategy as in [KT, Theorem 5.2]. Let us take a point p ∈ MQ†X
(~v)
corresponding to a polystable object E as in (7.8), and take isomorphisms as in Proposition 7.2.
Let wp : π
−1
Q†p
(U) → C be the pull-back of w under the top isomorphism in Proposition 7.2. Since
the statement C−δ ⊂ C
+
δ is a local question on the base of the map (7.7), it is enough to show a
similar statement for (π−1
Q†p
(U), wp). Let us write (πQ†p)
−1(U) = [Rp/Gp] for an analytic open subset
Rp ⊂ Ext
1(E,E), and denote its intersection with M(Q†p,±)(~u) by [Rp,±/Gp]. We have the KN
stratifications
Rp = Rp,± ⊔ S1,p,± ⊔ S2,p,± ⊔ . . .(7.17)
with respect to Gp-characters χθ± |Gp . Here χθ is given by (7.12), and we have restricted it to Gp
by the inclusion Gp ⊂ G. Let δp be the pull-back of (7.14) to a Gp-equivariant R-line bundle on Rp
under the top isomorphism of (7.10). Then we have the window subcategories
Cδp,± ⊂MF
Gp×C
∗
coh (Rp,±, wp)
defined similarly to (7.15) with respect to the KN stratifications (7.17). By the property of Q†p given
in (7.9), we are in the same situation considered in [KT, Section 3], so the inclusion Cδp,− ⊂ Cδp,+
follows from [KT, Proposition 3.8]. Since this holds for any p, we have Cδ,θ− ⊂ Cδ,θ+ . 
7.5. Categorical MNOP/PT theories on local (−1,−1)-curve. We show the following:
Theorem 7.4. Conjecture 6.7 is true for S = TotP1(OP1(−1)), i.e. for (d, n) ∈ Z
2 with d ≥ 0, we
have the fully-faithful functor
DT C
∗
(Pn(X, d[C])) →֒ DT
C∗(In(X, d[C])).
Proof. For (d, n) ∈ Z2, we set ~v = (v0, v1) = (n, n− d), and
M†(AX ,θ)(~v) =M
†
AX
(~v) ∩M(Q†X ,θ)
(~v).
For θ = (−1, 1), it is proved in [NN11] (see Figure 1 in loc. cit. ) that the equivalence (7.3) induce
the isomorphisms
ΦX∗ : In(X, d[C])
∼=
→M†(AX ,θ+)(~v), ΦX∗ : Pn(X, d[C])
∼=
→M†(AX ,θ−)(~v)(7.18)
by sending a pair (OX → F ) to (PX → ΦX(F )). Let
M†S(d[C], n)◦ ⊂M
†
S(d[C], n)
be the derived open substack of pairs (OS → F ) on S such that [F ] = (d[C], n), and satisfying
ΦS(F ) ∈ modAS . We have the open immersion of derived stacks
ΦS∗ : M
†
S(d[C], n)◦ →֒M
†
AS
(~v)
defined by sending (OS → F ) to (PS → ΦS(F )). These morphisms fit into the commutative diagram
In(X, d[C])
  ΦX∗ //

M†AX (~v)

M†S(d[C], n)◦
  ΦS∗ //M†AS(~v),
Pn(X, d[C])
  ΦX∗ //

M†AX (~v)

M†S(d[C], n)◦
  ΦS∗ //M†AS (~v).
(7.19)
We set
Zθ-us :=M
†
AX
(~v) \M†(AX ,θ)(~v).
Then from the isomorphisms (7.18) and the diagrams (7.19), we obtain the equivalences by Lemma 3.10
DT C
∗
(In(X, d[C]))
∼
→ Dbcoh(MAS (~v))/CZθ+-us ,
DT C
∗
(Pn(X, d[C]))
∼
→ Dbcoh(MAS (~v))/CZθ−-us .
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From the description of the derived moduli stack (7.4) and a G-equivariant version of Theorem 2.6
(see [Hir17]),we have the equivalence
Dbcoh(MAS (~v))/CZθ±-us
∼
→ MFG×C
∗
coh (RQ†X
(~v) \ Zθ±-us, w).
Since the critical locus of w in R(Q†X ,θ±)
(~v) is contained in RQ†X
(~v)\Zθ±-us, the following restriction
functors give equivalences (see [HLS, Lemma 5.5])
MFG×C
∗
coh (RQ†X
(~v) \ Zθ±-us, w)
∼
→ MFG×C
∗
coh (R(Q†X ,θ±)
(~v), w).
Therefore we have the equivalences
DT C
∗
(In(X, d[C]))
∼
→ MFG×C
∗
coh (R(Q†X ,θ+)
(~v), w),
DT C
∗
(Pn(X, d[C]))
∼
→ MFG×C
∗
coh (R(Q†X ,θ−)
(~v), w),
and the theorem follows from Proposition 7.3. 
8. Wall-crossing formulas of categorical PT theories
In [Tod10b, Tod12], the author investigated wall-crossing phenomena of PT moduli spaces, which
led to the proof of the rationality conjecture of the generating series of PT invariants. In this
section, we study wall-crossing phenomena of categorical PT theories on local surfaces along with
the argument in Subsection 1.2. We then prove the wall-crossing formula of categorical PT theories
when the curve class is irreducible, using technical results in Section 10. Below, we use the notation
in Section 6.
8.1. Categorical DT theories of stable D0-D2-D6 bound states. Let S be a smooth projec-
tive surface, and X = TotS(ωS) as before. Following [Tod10b, Tod12, Toda], we introduce a one
parameter family of weak stability conditions on the abelian category AX given in Definition 6.2.
Below, we fix an element σ = iH in (5.8) for B = 0 and an ample divisor H . For each t ∈ R, we
define the map
µ†t : Γ = Z⊕NS(S)⊕ Z→ R ∪ {∞}, (r, β, n) 7→
{
t, r 6= 0,
n/(β ·H), r = 0.
Note that we have µ†t(0, β, n) = µσ(β, n) where the latter is defined in (5.16).
Definition 8.1. An object E ∈ AX is µ
†
t -(semi) stable if for any exact sequence 0 → E
′ → E →
E′′ → 0 in AX we have the inequality µ
†
t(E
′) < (≤)µ†t (E
′′).
We have the substacks
Pn(X, β)t ⊂ Pn(X, β)t-ss ⊂M
†
X(β, n)
corresponding to µ†t -stable objects, µ
†
t -semistable objects, respectively. The result of [Tod10b,
Proposition 3.17] shows that the above substacks are open substacks of finite type, and Pn(X, β)t
is an algebraic space. Moreover there is a finite set of walls W ⊂ Q such that
Pn(X, β)t = Pn(X, β)t-ss, t /∈W.
We say that t ∈ R lies in a chamber if t /∈W .
Similarly to Subsection 6.3, there is a quasi-compact derived open substackM†S(β, n)◦ inM
†
S(β, n)
such that
p†0(Pn(X, β)t) ⊂ t0(M
†
S(β, n)◦).(8.1)
Then by the isomorphism (6.6), we have the conical closed substack in t0(ΩM†S(β,n)◦
[−1])
Z†t-us := t0(ΩM†S(β,n)◦
[−1]) \ η†(Pn(X, β)t-ss) ⊂ t0(ΩM†S(β,n)◦
[−1]).
By Definition 3.4, we have the following definition of the categorical DT theory for Pn(X, β)t:
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Definition 8.2. For (β, n) ∈ N≤1(S), suppose that t ∈ R lies in a chamber. In this case, the
C∗-equivariant categorical DT theory for Pn(X, β)t is defined by
DT C
∗
(Pn(X, β)t) := D
b
coh(M
†
S(β, n)◦)/CZ†t-us
.
Below we will see the relation of the above categorical DT theories with categorical PT theories
introduced in Definition 6.6. We recall that for |t| ≫ 0, the moduli space Pn(X, β)t is related to the
moduli space of Pandharipande-Thomas stable pairs as follows:
Theorem 8.3. ([Tod10b, Theorem 3.21]) For (β, n) ∈ N≤1(S), we have the following:
(i) For t≫ 0, we have the isomorphism
Pn(X, β)
∼=
→ Pn(X, β)t, (F, s) 7→ (OX
s
→ F ).
(ii) For t≪ 0, we have the isomorphism
P−n(X, β)
∼=
→ Pn(X, β)t, (F, s) 7→ DX(OX
s
→ F ).
By Theorem 8.3 (i), for v = (β, n) we have the obvious identity
DT C
∗
(Pn(X, β)t) = DT
C∗(Pn(X, β)), t≫ 0.(8.2)
On the other hand, we also have an equivalence
DT C
∗
(Pn(X, β)t)
∼
→ DT C
∗
(P−n(X, β)), t≪ 0.(8.3)
The equivalence (8.3) is less obvious than (8.2) since the isomorphism in Theorem 8.3 (ii) is given
through the derived dual DX . Indeed the equivalence (8.3) is a consequence of a more general
duality statement in Theorem 8.13.
8.2. Conjectural wall-crossing phenomena of categorical DT theories. Below we discuss a
conjectural wall-crossing phenomena of categorical DT theories in Definition 8.2 under change of
weak stability conditions. We fix σ = iH for an ample divisor H , v ∈ N≤1(S) and deform a stability
parameter t ∈ R. Let us take a positive rational number t0 on the wall and real numbers t± on
adjacent chambers,
t0 ∈ W ∩Q>0, t± := t0 ± ε, 0 < ε≪ 1.
As t0 lies on a wall, the moduli stack Pn(X, β)t0-ss may contain strictly semistable objects, hence
may not be an algebraic space. However it admits a good moduli space
Pn(X, β)t0-ss → Pn(X, β)t0
where Pn(X, β)t0 is an algebraic space which parametrizes µ
†
t0 -polystable objects (see [AHLH]).
Moreover by [Toda, Theorem 9.13], there exists a diagram of algebraic spaces
Pn(X, β)t+
''◆◆
◆◆
◆◆
◆◆
◆◆
Pn(X, β)t−
ww♣♣♣
♣♣
♣♣
♣♣
♣
Pn(X, β)t0
(8.4)
which is a d-critical flip. Therefore following the discussion in Subsection 1.2, we propose the
following conjecture:
Conjecture 8.4. There exists a fully-faithful functor
DT C
∗
(Pn(X, β)t−) →֒ DT
C∗(Pn(X, β)t+).
Together with (8.2), Conjecture 8.4 implies that there exists t1 > t2 > · · · > tN > 0 such that we
have the chain of fully-faithful functors:
DT C
∗
(Pn(X, β)) ←֓DT
C∗(Pn(X, β)t1) ←֓ · · · · · · ←֓ DT
C∗(Pn(X, β)tN ).(8.5)
Also the same argument of Theorem 7.4 shows the following:
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Theorem 8.5. Conjecture 8.4 is true when S → C2 is the blow-up at the origin.
Proof. We use the notation in Theorem 7.4. For each t ∈ W ∩ Q>0, we set θ = (−t + 1, t). Then
similarly to (7.18), we can show that the functor ΦX induces the isomorphisms
ΦX∗ : Pn(X, d[C])t±
∼=
→M†(AX ,θ±)(~v).
The rest of the proof is exactly same as in Theorem 8.5. 
As for the wall-crossing at t0 = 0, the diagram (8.4) is a d-critical flop (see [Toda, Corollary 9.18]),
so we conjecture the following:
Conjecture 8.6. There exists an equivalence
DT C
∗
(Pn(X, β)ε)
∼
→ DT C
∗
(Pn(X, β)−ε), 0 < ε≪ 1.
8.3. Moduli stacks of dual pairs. Let MS(v) be the derived moduli stack of one dimensional
coherent sheaves on S with numerical class v ∈ N≤1(S), with truncationMS(v). In this subsection,
we focus on the open substack
MpS(v) ⊂MS(v), M
p
S(v) ⊂MS(v)
consisting of pure one dimensional sheaves on S. For a pure one dimensional sheaf F on S, we set
F∨ := DS(F )⊗ ωS [1] = Ext
1
OS (F, ωS).(8.6)
Then F∨ is a pure one dimensional sheaf on S with numerical class v∨. Here for v = (β, n) ∈ N≤1(S),
we write v∨ = (β,−n). Hence we have the equivalence of derived stacks
DS ◦ ⊗ωS [1] : M
p
S(v)
∼
→MpS(v
∨).(8.7)
Similarly we denote by
M†,pS (v) ⊂M
†
S(v), M
†,p
S (v) ⊂M
†
S(v)
the open (derived) substacks of pairs (OS → F ) such that F is a pure one dimensional sheaf. We
also define the derived stack M♯,pS (v) over M
p
S(v) to be
M♯,pS (v) := SpecMpS(v) S(RpM∗F[1]).
Here F is the universal family as in Subsection 6.1. Its classical truncation is given by
M♯,pS (v) := t0(M
♯,p
S (v)) = SpecMpS(v) S(H
1(RpM∗F)).
Lemma 8.7. (i) The T -valued points of M♯,pS (v) form the groupoid of pairs
(FT , ξ
′), FT
ξ′
→ ωS ⊠OT [1]
where FT is a T -valued point of M
p
S(v) and ξ
′ is a morphism in Dbcoh(S × T ).
(ii) The fiber of the projection
t0(ΩM♯,pS (v)
[−1])→M♯,pS (v)
at the pair (F
ξ′
→ ωS[1]) is given by Hom(U , F ), where 0→ OS → U → F⊗ω
−1
S → 0 is the extension
class of ξ′.
Proof. (i) follows from the Serre duality H1(F )∨ = Hom(F, ωS [1]) for a one dimensional sheaf F ,
and (ii) follows from the similar argument of Lemma 6.1. 
We have the following lemma:
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Lemma 8.8. We have the equivalence of derived stacks
DS ◦ ⊗ωS [1] : M
†,p
S (v)
∼
→M♯,pS (v
∨)(8.8)
which on C-valued points given by
(OS → F ) 7→ DS(OS → F ) ◦ ⊗ωS[1] = (F
∨ → ωS [1]).
Moreover we have the commutative diagram
M†,pS (v)
DS◦⊗ωS[1] ∼

ρ† //MpS(v)
DS◦⊗ωS [1] ∼

i† //M†,pS (v)
DS◦⊗ωS [1] ∼

M♯,pS (v
∨)
ρ♯
//MpS(v
∨)
i♯
//M♯,pS (v
∨).
(8.9)
Here ρ†, ρ♯ are projections and i†, i♯ are the zero sections.
Proof. Under the equivalence (8.7), the object (RpM∗F)
∨ on MpS(v) corresponds to RpM∗F[1] on
MpS(v
∨), since for a pure one dimensional sheaf F on S we have
RΓ(F )∨ = RHom(F, ωS [2]) = RΓ(F
∨)[1]
by the Serre duality. Therefore we have the equivalence (8.8). The commutativity of the diagram
(8.9) is obvious from the constructions. 
We also denote by
M†,pX (v) ⊂M
†
X(v)
the open substack of objects in the subcategory
ApX := 〈OX ,Coh
p
≤1(X)[−1]〉ex ⊂ AX(8.10)
where Cohp≤1(X) is the category of compactly supported pure one dimensional coherent sheaves on
X . Note that the map p†0 in Theorem 6.3 restricts to the morphism p
†
0 : M
†,p
X (v) → M
†,p
S (v) and
the isomorphism (6.6) restricts to the isomorphism over M†,pS (v)
η† : M†,pX (v)
∼=
→ t0(ΩM†,pS (v)
[−1]).
We have a statement similar to Theorem 6.3 for the stack M♯,pS (v). The proof is similar to
Theorem 6.3 using Lemma 8.7, so we omit details.
Proposition 8.9. (i) There exists a natural morphism p♯0 : M
†,p
X (v)→M
♯,p
S (v) sending a diagram
(6.5) to the pair (F
ξ′
→ ωS [1]) corresponding to the extension class of the top sequence of (6.5).
(ii) There is an isomorphism over M♯,pS (v)
η♯ : M†,pX (v)
∼=
→ t0(ΩM♯,pS (v)
[−1])
which, over the pair (F
ξ′
→ ωS [1]), sends a diagram (6.5) to the morphism ξ : U → F .
Note that we have obtained the commutative diagram
t0(ΩM†,pS (v)
[−1])

M†,pX (v)
η†
∼=
oo η
♯
∼=
//
p†0ww♣♣♣
♣♣
♣♣
♣♣
♣♣
p♯0 ''◆◆
◆◆
◆◆
◆◆
◆◆
◆

t0(ΩM♯S(v)◦
[−1])

M†,pS (v)
ρ†0
//MpS(v) M
♯,p
S (v).
ρ♯0
oo
(8.11)
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On the other hand the category ApX is closed under the derived dual functor DX , so we have an
isomorphism of stacks
DX : M
†,p
X (v)
∼=
→M†,pX (v
∨).(8.12)
Lemma 8.10. We have the commutative diagram
M†,pX (v)
DX
∼=
//
η†

M†,pX (v
∨)
η♯

t0(ΩM†,pS (v)
[−1]) ∼=
// t0(ΩM♯,pS (v∨)
[−1]).
(8.13)
Here the bottom isomorphism is induced by the equivalence (8.8).
Proof. The commutativity of the diagram (8.13) immediately follows from the constructions of η†,
η♯ and Lemma 9.13. 
By Proposition 8.9, the stack M†,pX (v) admits two C
∗-actions, fiberwise C∗-actions with respect
to p†0 and p
♯
0. These two C
∗-actions on M†,pX (v) correspond to scaling actions on the maps U → F ,
U → F ⊗ω−1S in the diagram (6.5) respectively. We call a closed substack Z ⊂M
†,p
X (v) to be double
conical if it is closed under both of the above C∗-actions.
Let us take quasi-compact derived open substacks
MS(v)◦ ⊂M
p
S(v), MS(v)◦ ⊂M
p
S(v)(8.14)
where MS(v)◦ = t0(MS(v)◦). Below we use the subscript ◦ to indicate the pull-back by the open
immersion (8.14), e.g. M†S(v)◦ := MS(v)◦ ×MpS(v) M
†,p
S (v). By pulling back the diagram (8.11) via
the open immersion (8.14), we obtain the commutative diagram
t0(ΩM†S(v)◦
[−1])

M†X(v)◦
η†
∼=
oo η
♯
∼=
//
p†0ww♣♣♣
♣♣
♣♣
♣♣
♣♣
p♯0 ''◆◆
◆◆
◆◆
◆◆
◆◆
◆

t0(ΩM♯S(v)◦
[−1])

M†S(v)◦
ρ†0
//MS(v)◦ M
♯
S(v)◦.
ρ♯0
oo
(8.15)
Similarly we take a quasi-compact derived open substack MS(v
∨)◦ ⊂ M
p
S(v
∨) with truncation
MS(v∨)◦, such that the equivalence (8.7) restricts to the equivalence MS(v)◦
∼
→ MS(v∨)◦. Then
via the isomorphism (DX ,DS ◦ ⊗ωS) in the diagrams (8.9), (8.13), we see that the diagram (8.15)
is isomorphic to the diagram
t0(ΩM♯S(v∨)◦
[−1])

M†X(v
∨)◦
η♯
∼=
oo η
†
∼=
//
p♯0ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦
p†0 ''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖

t0(ΩM†S(v∨)◦
[−1])

M♯S(v
∨)◦
ρ♯0
//MS(v∨)◦ M
†
S(v
∨)◦.
ρ†0
oo
(8.16)
We have the following corollary of Proposition 8.9 and Proposition 10.13:
Corollary 8.11. Let Z ⊂M†X(v)◦ be a double conical closed substack.
(i) Let DX(Z) ⊂M
†
X(v
∨)◦ be its image under the isomorphism (8.12). We have the equivalence
Dbcoh(M
†
S(v)◦)/Cη†(Z)
∼
→ Dbcoh(M
♯
S(v
∨)◦)/Cη♯(DX (Z)).
(ii) We have the equivalence
Dbcoh(M
†
S(v)◦)/Cη†(Z)
∼
→ Dbcoh(M
♯
S(v)◦)/Cη♯(Z).
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Proof. The equivalence in (i) follows from Lemma 8.8 and Lemma 8.10. As for the equivalence in
(ii), it is straightforward to check that the following diagram commutes:
M†,pX (v)
∼=
η†
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
♣
∼=
η♯
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
t0(ΩM†,pS (v)
[−1])
ϑ0
∼=
// t0(ΩM♯,pS (v)
[−1]).
Here ϑ0 is the isomorphism given by truncating the equivalence ϑ in Lemma 10.12. Therefore the
equivalence in (ii) follows from Proposition 10.13. 
8.4. Wall-crossing at t < 0. Let us return to the situation of Subsections 8.1, 8.2. We first give
the following lemma:
Lemma 8.12. The moduli stack of µ†t -semistable objects Pn(X, β)t-ss is an open substack inM
†,p
X (β, n),
and the isomorphism (8.12) restricts to the isomorphisms
DX : Pn(X, β)t-ss
∼=
→ P−n(X, β)−t-ss, DX : Pn(X, β)t
∼=
→ P−n(X, β)−t.
Proof. The former statement follows from Lemma 9.11 together with the µ†t -stability. The latter
statement is due to [Tod12, Proposition 5.4 (iii)]. 
Then we have the following duality statement as an application of Corollary 8.11:
Theorem 8.13. If t ∈ R lies in a chamber, we have the equivalence
DT C
∗
(Pn(X, β)t)
∼
→ DT C
∗
(P−n(X, β)−t).
In particular we have the equivalence (8.3).
Proof. Below we use the notation of the diagrams (8.15), (8.16). Let us take a quasi-compact open
derived substackMS(β, n)◦ ⊂M
p
S(β, n) such thatM
†
S(β, n)◦ = t0(M
†
S(β, n)) satisfies the condition
(8.1). By definition, we have
DT C
∗
(Pn(X, β)t) = D
b
coh(M
†
S(β, n)◦)/CZ†t-us
.
Note that the unstable locus (η†)−1(Z†t-us) is a double conical closed substack of M
†
X(β, n)◦, since
the two C∗-actions preserve the µ†t -stability. By Lemma 8.12 the isomorphism (8.12) restricted to
M†X(v)◦ sends (η
†)−1(Z†t-us) to (η
†)−1(Z†−t-us). Therefore applying Corollary 8.11 (i) for v = (β, n)
and Z = (η†)−1(Z†t-us), we have the equivalence
Dbcoh(M
†
S(β, n)◦)/CZ†t-us
∼
→ Dbcoh(M
♯
S(β,−n)◦)/Cη♯(η†)−1(Z†−t-us)
.
Also applying Corollary 8.11 (ii) for v = (β,−n) and Z = (η†)−1(Z†−t-us), we have the equivalence
Dbcoh(M
†
S(β,−n)◦)/CZ†−t-us
∼
→ Dbcoh(M
♯
S(β,−n)◦)/Cη♯(η†)−1(Z†−t-us)
.
The desired equivalence follows from the above equivalences. 
For t0 < 0, the diagram (8.4) is a d-critical anti-flip. Therefore for t < 0 wall-crossing, we expect
a chain of fully-faithful functors for some 0 > s1 > s2 > · · · > sM
DT C
∗
(Pn(X, β)s1) →֒ DT
C∗(Pn(X, β)s2) →֒ · · · →֒ DT
C∗(Pn(X, β)sM ).
Indeed Theorem 8.13 implies that the above chain of fully-faithful functors is equivalent to that of
fully-faithful functors (8.5) for (β,−n).
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8.5. Wall-crossing formula of categorical PT theories for irreducible curve classes. We
take (β, n) ∈ N≤1(S) such that β is an irreducible class and n ≥ 0. As in Subsection 5.4, we use
the notation Mn(X, β), Mn(X, β) for moduli spaces of one dimensional stable sheaves on X with
numerical class (β, n). In the irreducible β case, there is only one wall t0 = n/(H · β) with respect
to the µ†t -stability, and the diagram (8.4) becomes (see [Toda, Section 9.6])
Pn(X, β)
&&▼▼
▼▼
▼▼
▼▼
▼▼
P−n(X, β)
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
Mn(X, β).
By [Toda, Theorem 9.22], the above diagram is a simple d-critical flip if n > 0, simple d-critical flop
if n = 0. Below we prove Conjecture 8.4 in this case.
As β is irreducible, the derived stackMpS(β, n) coincides with the derived stack of one dimensional
stable sheaves on S with numerical class (β, n). In particular, all of the derived stacks MpS(β, n),
M†,pS (β, n), M
♯
S(β, n) are QCA. In the notation of the diagram (8.9), we set
Pn(S, β) := M
†,p
S (β, n) \ i
†(MpS(β, n)), Qn(S, β) := M
♯,p
S (β, n) \ i
♯(MpS(β, n))
which are derived open substacks ofM†,pS (β, n),M
♯,p
S (β, n) respectively. Note that by the assumption
that β is irreducible, the derived stack Pn(S, β) is the derived moduli scheme of stable pairs on S
with numerical class (β, n), so its truncation
Pn(S, β) := t0(M
†,p
S (β, n)◦)
is the moduli space of stable pairs on S.
Lemma 8.14. For (β, n) ∈ N≤1(S) such that β is irreducible, we have the equivalences
DT C
∗
(Pn(X, β))
∼
→ Dbcoh(Pn(S, β)), DT
C∗(P−n(X, β))
∼
→ Dbcoh(Qn(S, β)).(8.17)
Moreover the following identity holds:
χ(HP∗(DT
C∗
dg (Pn(X, β))) = (−1)
n+β2Pn,β .(8.18)
Proof. In [MT18, Lemma 5.13] it is proved that, under the assumption that β is irreducible, Pn(X, β)
is the dual obstruction cone over Pn(S, β). It follows that we have
Pn(X, β) = (p
†
0)
−1(Pn(S, β))
for the map p†0 : M
†
X(β, n) → M
†
S(β, n) in Theorem 6.3. Therefore the first equivalence (8.17)
follows from Lemma 3.9 as M†,pS (β, n) is QCA. The second equivalence of (8.17) follows from the
first equivalence for (β,−n) together with the equivalence of derived schemes
P−n(S, β)
∼
→ Qn(S, β)
induced by the equivalences in the diagram (8.9).
As for the identity (8.18), note that the virtual dimension of Pn(S, β) is calculated by the
Riemann-Roch theorem
vdimPn(S, β) = χ(OS → F, F ) = β
2 + n
for a stable pair (OS → F ) on S with [F ] = (β, n). Then the identity (8.18) follows from Proposi-
tion 4.6, since p†0(Pn(X, β)) = Pn(S, β) and Pn(S, β) is a projective scheme (see Remark 4.7). 
The following result gives a proof of Conjecture 8.4 in the irreducible curve class case:
Theorem 8.15. For (β, n) ∈ N≤1(S) such that β is irreducible and n ≥ 0, there exists a fully-
faithful functor
ΦP : DT
C∗(P−n(X, β)) →֒ DT
C∗(Pn(X, β))
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and a semi-orthogonal decomposition
DT C
∗
(Pn(X, β)) = 〈D−n+1, . . . ,D0, ImΦP 〉(8.19)
such that each Dλ is equivalent to DT
C∗(Mn(X, β))λ.
Proof. By Lemma 8.14, the result follows from Theorem 10.11 by applying it for M = MpS(β, n),
E = (RpM∗F)
∨. Here we note that, since the object E has weight −1 with respect to the embedding
(C∗)M ⊂ IM given by the scaling action C∗ ⊂ Aut(F ), we need to apply Theorem 10.11 for the
composition of the above embedding (C∗)M ⊂ IM with the isomorphism (C∗)M
∼=
→ (C∗)M sending
x to x−1. Then e = n ≥ 0, and the weights in the SOD (8.19) have opposite signs from those in
Theorem 10.11. 
The above result is regarded as a categorification of the wall-crossing formula
Pn,β − P−n,β = (−1)
n−1nNn,β(8.20)
proved in [PT10]. Indeed we have the following:
Proposition 8.16. In the situation of Theorem 8.15, suppose that there is a divisor D on S such
that (D · β, n) is coprime. Then the SOD (8.19) implies the formula (8.20).
Proof. The assumption together with Proposition 3.12 and Lemma 5.12 (ii) imply that each Dλ is
equivalent to DT C
∗
(Mn(X, β)). On the other hand, as we discussed in the proof of Lemma 4.5, the
assignment of dg-categories to mixed complexes of Hochschild complexes takes exact sequences to
distinguished triangles (see [Kel98, Theorem 3.1]). Therefore the SOD (8.19) implies the formula
χ(HP∗(DT
C∗
dg (Pn(X, β)))) − χ(HP∗(DT
C∗
dg (P−n(X, β)))) = n · χ(HP∗(DT
C∗
dg (Mn(X, β)))).
The formula (8.20) follows from the above identity together with (5.20), (8.18). 
Example 8.17. Suppose that H1(OS) = 0. Then there is unique L ∈ Pic(S) such that c1(L) = β.
Let |L| be the complete linear system, and
πC : C → |L|
the universal curve. We also denote by g ∈ Z the arithmetic genus of curves in |L|, i.e. g =
1 + β(KS + β)/2. Then we have an isomorphism (see [PT10, Appendix])
Pn(S, β) ∼= C
[n+g−1].
Here the right hand side is πC-relative Hilbert scheme of (n + g − 1)-points on C. Moreover
Pn(S, β) has only locally complete intersection singularities, and we have a distinguished triangle in
Dbcoh(Pn(S, β)) (see [MT18, Section 5.9])
V [1]→ LPn(S,β)|Pn(S,β) → LPn(S,β)
for a locally free sheaf V on Pn(S, β) with rank h1(L). Therefore the closed immersion Pn(S, β) →֒
Pn(S, β) is an equivalence if and only if h
1(L) = 0.
If h1(L) = 0, then the SOD in Theorem 8.15 is equivalent to the SOD for n ≥ 0
Dbcoh(C
[n+g−1]) = 〈D−n+1, . . . ,D0, D
b
coh(C
[−n+g−1])〉.(8.21)
Here each Dλ is the bounded derived category of twisted coherent sheaves on the relative compactified
Jacobian J → |L|. The above SOD generalizes [Todc, Corollary 5.10], where a similar SOD is proved
under some more additional assumptions. On the other hand if h1(L) 6= 0, the derived scheme
Pn(S, β) has non-trivial derived structures, and the SOD in Theorem 8.15 is different from (8.21).
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8.6. Application to the rationality. The wall-crossing formula (8.20) was used in [PT10] to
show the rationality of the generating series of PT invariants. Using the SOD in Theorem 8.15, we
also have some rationality statement. First we give the following definition:
Definition 8.18. The Grothendieck group of triangulated categories K(∆-Cat) is the abelian group
generated by equivalence classes of triangulated categories, with relations [A] = [B] + [C] for semi-
orthogonal decompositions A = 〈B, C〉.
Remark 8.19. The Grothendieck group of pre-triangulated categories introduced in [BLL04] is a
refined version of K(∆-Cat). An advantage of the former is the existence of the product structure.
As we will not need the product structure below, we use the simpler version K(∆-Cat).
Let Q(q)inv ⊂ Q((q)) be the subspace of rational functions invariant under q ↔ 1/q. We have the
following corollary of Theorem 8.15:
Corollary 8.20. Suppose that β is irreducible. Then the generating series
P catβ (q) :=
∑
n∈Z
[DT C
∗
(Pn(X, β))]q
n ∈ K(∆-Cat)((q))
lies in K(∆-Cat)⊗Z Q(q)inv.
Proof. For a fixed irreducible class β, we set
cn,λ := [DT
C∗(Mn(X, β))−λ] ∈ K(∆-Cat).
Then the SOD in Theorem 8.15 implies the identity in K(∆-Cat)
[DT C
∗
(Pn(X, β))] = [DT
C∗(P−n(X, β))] +
n−1∑
λ=0
cn,λ(8.22)
for n ≥ 0. We consider the following generating series
N catβ (q) :=
∑
n≥0
n−1∑
λ=0
cn,λq
n ∈ K(∆-Cat)[[q]].
Then by the relation (8.22), we have
P catβ (q)−N
cat
β (q) = [DT
C∗(P0(X, β))] +
∑
n>0
[DT C
∗
(P−n(X, β))](q
n + q−n).
The right hand side lies in K(∆-Cat)⊗Z Q(q)inv. Therefore it is enough to show that N catβ (q) lies
in K(∆-Cat)⊗Z Q(q)inv
Let d ∈ Z>0 be as in Lemma 5.12. Then by Lemma 5.12, we have the identities
cn,λ = cn+d,λ = cn,λ+n = cn,λ+d = c−n,−λ.(8.23)
Let us set
Cn :=
d−1∑
λ=0
cn,λ, Cn :=
n−1∑
λ=0
cn,λ.
Then using the relations (8.23), a straightforward computation shows that
N catβ (q) = C0
qd
(1− qd)2
+
d−1∑
n=1
Cn(q
n + q−n)
qd
2(1− qd)2
+
d−1∑
n=1
Cn
qn − qd−n
2(1− qd)
.
Since the right hand side lies in K(∆-Cat)⊗Z Q(q)inv, the assertion holds. 
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9. The categories of D0-D2-D6 bound states on local surfaces
The purpose of this section is to prove Theorem 6.3. As we mentioned in Subsection 1.5, the
key ingredient is to relate rank one objects in the category of D0-D2-D6 bound states on the local
surface with the diagram (6.5) on the surface. This is similar to Diaconescu’s description [Dia12] of
D0-D2-D6 bound states on local curves (i.e. non-compact CY 3-folds given by total spaces of split
rank two vector bundles on smooth projective curves) in terms of ADHM sheaves on curves (though
the details of the comparison with AX are not available in literatures).
9.1. Local surfaces. Let S be a smooth projective surface over C, and X = TotS(ωS) be the total
space of its canonical line bundle. We take its compactification X and consider the diagram
X 
 j //
π

X = PS(ωS ⊕OS)
π
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
♣
S.
i0,i∞
77♣♣♣♣♣♣♣♣♣♣♣♣
(9.1)
Here π, π are projections, j is an open immersion, i0 is the zero section of π and i∞ is the section
of π at the infinity X \X . We denote by
S0 := i0(S), S∞ := i∞(S).
Below we often identity S0, S∞ with S by the morphisms i0, i∞ respectively. Note that we have
OX(1) = OX(S∞), ΩX/S = OX(−S0 − S∞), π
∗ωS = OX(S0 − S∞).(9.2)
By taking the restrictions to both of S0 and S∞, we have the canonical isomorphism
Rπ∗OX(S∞)
∼=→ Rπ∗OS0(S∞)⊕Rπ∗OS∞(S∞) = OS ⊕ ω
−1
S .(9.3)
The above isomorphism will be often used below.
9.2. The category BS. We define the category BS whose objects consist of diagrams
0 // V
α // U
ψ //
φ

F ⊗ ω−1S
// 0
F
(9.4)
where V ∈ 〈OS〉ex, F ∈ Coh≤1(S) and the top sequence is an exact sequence of coherent sheaves on
S. The morphisms between two diagrams (9.4) are termwise morphisms of coherent sheaves which
are compatible with arrows.
Lemma 9.1. The category BS is an abelian category.
Proof. Because Hom(F,OS) = 0 for F ∈ Coh≤1(S), the snake lemma easily implies that the
termwise kernels and cokernels give diagrams in BS . 
For a diagram (9.4), its rank is defined to be the rank of the sheaf V . We denote by
B≤1S ⊂ BS
the subcategory of BS consisting of diagrams (9.4) with rank less than or equal to one. For a rank
one diagram, we have another equivalent way to give it.
Lemma 9.2. Giving a rank one diagram (9.4) is equivalent to giving a pair (OS
ξ
→ F ) for F ∈
Coh≤1(S) together with a morphism ϑ : F ⊗ ω
−1
S → I
•[1] in Dbcoh(S). Here I
• = (OS
ξ
→ F ) is the
two term complex such that OS is located in degree zero.
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Proof. First suppose that we are given a digram (9.4) with V = OS . Then we have the associated
pair
(ξ : OS
α
→ U
φ
→ F ).
The top sequence in (9.4) gives a quasi-isomorphism (OS
α
→ U)[1]
∼
→ F ⊗ ω−1S and we have the
morphism of complexes
OS
α //
id

U
φ

OS
ξ // F.
The above diagram gives a morphism ϑ : F ⊗ ω−1S → I
•[1] in Dbcoh(S).
Conversely, suppose that we are given a pair (ξ : OS → F ) together with a morphism ϑ : F ⊗
ω−1S → I
•[1]. Then we have the commutative diagram
OS
α //
id

U
ψ //
φ

F ⊗ ω−1S
//
ϑ

OS [1]
id

I•
β // OS
ξ // F // I•[1] // OS [1].
(9.5)
Here horizontal sequences are distinguished triangles. Therefore there exists a morphism φ : U → F
which makes the above diagram commutative. We need to show that φ is uniquely determined by
the above commutativity. Suppose that there exists another φ′ : U → F which makes the above
diagram commutative. Below we show that φ = φ′. By the commutativity of (9.5), φ−φ′ is written
as
φ− φ′ = ξ ◦ γ, U
γ
→ OS
ξ
→ F
for some morphism γ : U → OS . We have φ = φ′ if ξ = 0, so we may assume that ξ 6= 0. The
commutativity of (9.5) implies that
ξ ◦ γ ◦ α = (φ− φ′) ◦ α = 0, OS → F.
Therefore γ ◦ α : OS → OS is written as
γ ◦ α = β ◦ w, OS
w
→ I•
β
→ OS
for some morphism w : OS → I•. However from the distinguished triangle F [−1] → I• → OS we
have the exact sequence
0 = Hom(OS , F [−1])→ Hom(OS , I
•)→ C→ Hom(OS , F )
where the right arrow takes 1 to ξ, which is injective by the assumption ξ 6= 0. Therefore
Hom(OS , I•) = 0, hence w = 0. It follows that γ ◦ α = 0, hence γ is written as
γ = ι ◦ ψ, U
ψ
→ F ⊗ ω−1S
ι
→ OS
for some morphism ι. But ι must be a zero map as F is a torsion sheaf. Therefore γ = 0 and φ = φ′
follows. 
9.3. The functor from AX to BS. We have the following natural diagram in D
b
coh(X)
OS∞ // OX(−S0 − S∞)[1]
//

OX(−S0)[1]
OX(−S∞)[1]
(9.6)
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where the top arrow is an distinguished triangle. For E ∈ Dbcoh(X), by taking the tensor product
with (9.6) and push-forward to S, we obtain the following diagram in Dbcoh(S)
Rπ∗(E|S∞) // Rπ∗(E(−S0 − S∞)[1]) //

Rπ∗(E(−S0)[1])
Rπ∗(E(−S∞)[1])
(9.7)
Let AX be the abelian subcategory of Dbcoh(X) defined in Definition 6.2. We have the following
lemma:
Lemma 9.3. If E ∈ AX , then the diagram (9.7) determines an object in BS.
Proof. We check that
Rπ∗(E|S∞) ∈ 〈OS〉ex, Rπ∗(E(−S∞)[1]) ∈ Coh≤1(S).
The former one follows from the definition of AX and the latter one follows from Rπ∗(OX(−S∞)) =
0. Moreover noting that π∗ωS = OX(S0 − S∞), we have
Rπ∗(E(−S0)[1]) = Rπ∗(E(−S∞)[1])⊗ ω
−1
S .
Therefore the lemma follows. 
Let A≤1X ⊂ AX be the subcategory consisting of objects E with rank(E) ≤ 1. By Lemma 9.3, we
have the functors
Φ: AX → BS , Φ: A
≤1
X → B
≤1
S
sending E ∈ AX to the diagram (9.7).
9.4. The functor from BS to Dbcoh(X). As for the other direction of functors, we define
Ψ: BS → D
b
coh(X)(9.8)
by sending a diagram (9.4) to the two term complex(
π∗U
η
→ π∗F ⊗OX(S∞)
)
.(9.9)
Here π∗U is located in degree zero and η is determined by the adjoint of the following map
(φ, ψ) : U → Rπ∗(π
∗F ⊗OX(S∞))
∼=
→ F ⊕ (F ⊗ ω−1S )
where φ, ψ are maps in the diagram (9.4), and the second arrow is given by the projection formula
together with the isomorphism (9.3).
Lemma 9.4. For E ∈ AX , we have a functorial isomorphism Ψ ◦ Φ(E)
∼=
→ E.
Proof. The object Ψ ◦ Φ(E) is given by the two term complex concentrated in degree [−1, 0](
π∗Rπ∗E(−S0 − S∞)
η
→ π∗(Rπ∗E(−S∞))(S∞)
)
.(9.10)
Here η is adjoint to the map
Rπ∗E(−S0 − S∞)→ Rπ∗E(−S∞)⊗ (OS ⊕ ω
−1
S )
∼=
→ Rπ∗E(−S0)⊕Rπ∗E(−S∞)
induced by the sum of the natural inclusions OX(−S0 − S∞) → OX(−S0) ⊕ OX(−S∞). On the
other hand, we have the Koszul resolution of the diagonal ∆ ⊂ X ×S X
0→ ΩX/S(1)⊠OX(−1)→ OX×SX → O∆ → 0.
Note that by (9.2), we have
ΩX/S(1)⊠OX(−1) = OX(−S0)⊠OX(−S∞).
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By pulling back E(−S∞) to X×SX by the first projection, tensoring with the above exact sequence
and pushing forward by the second projection, we obtain the distinguished triangle
π∗Rπ∗E(−S0 − S∞)→ π
∗(Rπ∗E(−S∞))(S∞)→ E.
It is straightforward to check that the first arrow is given by η in (9.10). Therefore the lemma
holds. 
Lemma 9.5. The functor Ψ in (9.8) restricts to the functor
Ψ: B≤1S → A
≤1
X .
Proof. For a diagram (9.4), let E be the two term complex (9.9)
E =
(
π∗U
η
→ π∗F ⊗OX(S∞)
)
.
Below we show that if the rank of the diagram (9.4) is less than or equal to one, then we have
E ∈ A≤1X . Note that E is concentrated in degrees [0, 1]. By restricting E to S∞, we have the
distinguished triangle
Li∗∞E → U
ψ
→ F ⊗ ω−1S .
The above sequence is isomorphic to the top sequence in (9.4), therefore we have
Li∗∞E = V ∈ 〈OS〉ex.(9.11)
In particular, H1(E) = Cok(η) is zero on S∞, so it is supported away from S∞. On the other hand,
we have the surjection π∗F (S∞)։ Cok(η), so we have
Supp(H1(E)) ⊂ π−1(Supp(F )).
Therefore if H1(E) has two dimensional support, it is of the form π−1(Z) for a one dimensional
support Z ⊂ Supp(F ). It contradicts to that H1(E) is supported away from S∞, so H1(E) is at
most one dimensional and we have H1(E) ∈ Coh≤1(X).
Next we show that H0(E) = Ker(η) is a torsion free sheaf on X . By (9.11), the sheaf H0(E) is
a locally free sheaf in a neighborhood of S∞. Suppose that H0(E) has a torsion subsheaf. Then it
is a subsheaf of the torsion part of π∗U , therefore its support is of the form π−1(Z) for Z ⊂ S with
dimZ ≤ 1. It contradicts to that H0(E) is locally free near S∞, hence H0(E) is torsion free.
Now suppose that the diagram (9.4) has rank one, so E is of rank one. As H0(E) is torsion free,
we have the exact sequence of sheaves
0→ H0(E)→ H0(E)∨∨ → Q→ 0
for Q ∈ Coh≤1(X). As H0(E) is a line bundle in a neighborhood of S∞, the sheaf Q is supported
away from S∞, i.e. Q ∈ Coh≤1(X). We also have an isomorphism H0(E)∨∨ ∼= OX , as it is a rank
one reflexive sheaf. Now the object E is filtered by objects Q[−1], OX , H
1(E)[−1], so it is an object
in A≤1X . The rank zero case is easier and we omit details. 
Theorem 9.6. The functor Φ: A≤1X → B
≤1
S is an equivalence of categories whose quasi-inverse is
given by Ψ: B≤1S → A
≤1
X .
Proof. By Lemma 9.4, it is enough to show that there exists an isomorphism of functors Φ◦Ψ ∼= id.
For a diagram (9.4), let E be the object given by (9.9). Then we have the distinguished triangle
π∗F ⊗OX(S∞)[−1]→ E → π
∗U .
Using the above triangle, we see that there exist natural isomorphisms
Rπ∗(E(−S0 − S∞)[1])
∼=
→ U ⊗Rπ∗OX(−S0 − S∞)[1]
∼=
→ U .
Similarly we have isomorphisms
V
∼=
→ Rπ∗(E|S∞), F
∼=
→ Rπ∗(E(−S∞)[1]), F ⊗ ω
−1
S
∼=
→ Rπ∗(E(−S0)[1]).
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Then it is straightforward to check that the diagram (9.7) is isomorphic to the original diagram
(9.4). This shows that Φ ◦Ψ ∼= id. 
Finally in this subsection, we give a characterization of rank one objects in AX given by pairs
(OX → F ) in terms of objects in BS:
Lemma 9.7. For a pair (OX → F ) with F ∈ Coh≤1(X), it determines an object (OX → F ) in
A≤1X . Under the equivalence in Theorem 9.6, a rank one diagram (9.4) corresponds to an object in
AX of the form (OX → F ) if and only if the top sequence of (9.4) splits.
Proof. For a pair (OX → F ) with F ∈ Coh≤1(X), we have the exact sequence in AX
0→ F [−1]→ (OX → F )→ OX → 0.
The first statement follows from the above sequence. By the above exact sequence, it is clear that a
rank one object E ∈ AX is of the form (OX → F ) if and only if it admits a surjection E ։ OX in
AX . Therefore via the equivalence in Theorem 9.6, such an object corresponds to a diagram (9.4)
with V = OS , which admits a surjection to the following diagram
0 // OS
id // OS //

0 // 0
0.
The latter condition is equivalent to that the top sequence of the diagram (9.4) with V = OS
splits. 
9.5. Moduli stacks of rank one objects in AX . Let M
†
X be the moduli stack of rank one
objects in AX , defined in Subsection 6.2. Also let M
†
S be the moduli stack of pairs (OS → F )
considered in Subsection 6.1, and denote by M†S,≤1 ⊂ M
†
S the open and closed open substack of
pairs (OS → F ) such that F ∈ Coh≤1(S). A family version of the arguments in the previous section
immediately yields the following corollary of Theorem 9.6:
Corollary 9.8. The stack M†X is isomorphic to the stack whose T -valued points for an affine
C-scheme T form the groupoid of diagrams
0 // OS×T //
ξ ""
UT
ψ //
φ

FT ⊠ ω
−1
S
// 0
FT .
(9.12)
Here the top arrow is an exact sequence of sheaves on S × T and FT ∈ Coh(S × T ) is T -flat such
that F |S×{x} ∈ Coh≤1(S) for any closed point x ∈ T . The isomorphisms are given by termwise
isomorphisms of the diagrams (9.12) which are identities on OS×T . In particular by sending a
diagram (9.12) to the pair ξ : OS×T → FT , we obtain the natural morphism
p†0 : M
†
X →M
†
S,≤1.(9.13)
Let E†• be the perfect obstruction theory on M†S,≤1 given in (6.2). We consider the associated
dual obstruction cone
Obs∗(E†•)→M†S,≤1.
Lemma 9.9. For an affine C-scheme T , the T -valued points of Obs∗(E†•) form the groupoid of
data {
(OS×T
ξ
→ FT ), ξ
′ : FT ⊠ ω
−1
S → I
•
T [1]
}
(9.14)
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where (OS×T
ξ
→ FT ) gives a T -valued point of M
†
S,≤1, I
•
T = (OS×T
ξ
→ FT ) is a two term complex
with OS×T located in degree zero, and ξ′ is a morphism in Dbcoh(S × T ).
Proof. By its definition, the T -valued points of Obs∗(E†•) form the groupoid of data{
f : T →M†S,≤1, f
∗H1((E†•)∨)→ OT
}
.
Since (E†•)∨ is perfect of cohomological amplitude [−1, 1], we have f∗H1((E†•)∨) = H1(Lf∗(E†•)∨).
Also we have
Lf∗E†• = (RpT∗RHomS×T (I
•
T , FT ))
∨
∼= RpT∗RHomS×T (FT ⊠ ω
−1
S , I
•
T [2]).
Here pT : S × T → T is the projection and the last isomorphism follows from the Grothendieck
duality. Using above, we see that
Hom(f∗H1((E†•)∨),OT ) = Hom(H
1(Lf∗(E†•)∨),OT )
= Hom(Lf∗(E†•)∨,OT [−1])
= Hom(OT [1],Lf
∗E†•)
= Hom(FT ⊠ ω
−1
S , I
•
T [1]).
Therefore the lemma holds. 
Now we finish the proof of Theorem 6.3:
Proposition 9.10. We have an isomorphism over M†S,≤1
M†X
∼=
→ Obs∗(E†•).
Proof. For each affine C-scheme T , a T -valued point of M†X is identified with a diagram (9.12) by
Lemma 9.8. A T -flat version of the argument of Lemma 9.2 shows that giving a diagram (9.12)
is equivalent to giving a T -valued point (OS×T
ξ
→ FT ) of M
†
S,≤1 together with a morphism in
Dbcoh(S × T )
ξ′ : FT ⊠ ω
−1
S → I
•
T [1], I
•
T = (OS×T
ξ
→ FT )
where OS×T located in degree zero. By Lemma 9.9, this is equivalent to giving a T -valued point of
Obs∗(E†•). 
9.6. Comparison of dualities. Let ApX ⊂ AX be defined in (8.10), and B
p
S ⊂ BS the subcategory
consisting of diagrams (9.4) such that F is a pure one dimensional sheaf. We set
Ap,≤1X := A
≤1
X ∩ A
p
X , B
p,≤1
S := B
≤1
S ∩ B
p
S .
We will give two lemmas on the above subcategories.
Lemma 9.11. An object E ∈ A≤1X is an object in A
p,≤1
X if and only if Hom(Q[−1], E) = 0 for any
zero dimensional sheaf Q on X.
Proof. The only if direction is obvious. As for the if direction, the statement is obvious for rank
zero objects. Let us take a rank one object E ∈ AX satisfying Hom(Q[−1], E) = 0 for any zero
dimensional sheaf Q on X , and take the maximal zero dimensional subsheaf T ⊂ H1(E). Then
F = H1(E)/T is a pure one dimensional sheaf, and we have the surjection E ։ F [−1] in AX .
Let E′ be the kernel of the above surjection. Then H0(E′) is zero dimensional, hence [Tod10a,
Lemma 3.11 (ii)] implies that E′ is isomorphic to the two term complex (OX → F
′) for a one
dimensional sheaf F ′. If F ′ is not pure, then E′ contains a subobject of the form Q[−1] for a zero
dimensional sheaf Q, which contradicts to the assumption. Therefore F ′ is pure, and E ∈ Ap,≤1X
holds. 
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Lemma 9.12. The equivalence Φ in Theorem 9.6 restricts to the equivalence Φ: Ap,≤1X
∼
→ Bp,≤1S .
Proof. The construction of Φ obviously implies that it takes Ap,≤1X to B
p,≤1
S . Note that we have
Hom(Φ(Q[−1]),Bp,≤1S ) = Hom(Q[−1],Ψ(B
p,≤1
S )) = 0
for any zero dimensional sheaf Q on X . Therefore by Lemma 9.11, the functor Ψ in Lemma 9.5
sends Bp,≤1S to A
p,≤1
X . 
The category Ap,≤1X is closed under the derived dual DX . Below we describe the corresponding
duality on Bp,≤1S under the equivalence in Lemma 9.12. For a diagram (9.4) such that F is a pure
one dimensional sheaf, let us apply the derived dual functor DS(−) on it. Then we obtain the
diagram
V∨ DS(U)oo F∨[−1]oo
F∨ ⊗ ω−1S [−1]
OO
ξ∨
ee
where F∨ is given as in (8.6). By taking the cones, we obtain the following diagram
0 // V∨ // Cone(ξ∨) //

F∨ ⊗ ω−1S
// 0
F∨.
(9.15)
Here the top sequence corresponds to the extension class ξ∨. By sending a diagram (9.4) to the
diagram (9.15), we obtain the functor
DB : B
p
S → (B
p
S)
op.
The above functor obviously preserves the subcategory Bp,≤1S . It is easy to see that DB ◦ DB = id,
so in particular DB is an equivalence.
Lemma 9.13. The following diagram is commutative:
Ap,≤1X
DX //
Φ

(Ap,≤1X )
op
Φ

Bp,≤1S
DB // (Bp,≤1S )
op.
Proof. It is straightforward to prove the lemma using the Grothendieck duality for π : X → S, so
we omit details. 
10. Semiorthogonal decompositions via Koszul duality
In this section, we prove several technical results required for the proof of Theorem 8.15. We first
review linear Koszul duality in the local case, globalize it, and then show the existence of certain
SOD under the linear Koszul duality. We also prove a certain comparison result of singular supports
under linear Koszul duality, which is essential for the proof of Corollary 8.11.
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10.1. Linear Koszul duality: local case. Here we review the linear Koszul duality proved
in [MR10, MR16], and prove its variants. Suppose that A is a smooth affine C-scheme, and take a
two term complex of vector bundles on it
E = (E−1
φ
→ E0).(10.1)
We take a trivial C∗-action on A and weight two C∗-actions on E−1 and E0. Let A†, A♮ and A♯ be
the sheaves of dg-algebras on A defined by
A† := S(E), A♮ := S(E∨[−1]), A♯ := S(E∨[1]).
For ⋆ ∈ {†, ♮, ♯}, we denote byDC
∗
fg (A
⋆-mod) the C∗-equivariant derived category of finitely generated
dg-modules over A⋆.
Theorem 10.1. ([MR10, MR16]) There exists an equivalence
Φ
op
A : D
C
∗
fg (A
†-mod)op
∼
→ DC
∗
fg (A
♯-mod)(10.2)
sending A† to OA and OA to A♯.
Below we recall the construction of the equivalence (10.2) and its quasi-inverse. For a C∗-
equivariant dg-module M over A†, we write its C∗-weight j part by Mj which is a direct summand
of M as OA-module. Then its OA-dual DA(M) := ⊕jDA(Mj) is naturally equipped with a C
∗-
equivariant dg-module structure over A†, where DA(Mj) is of C∗-weight −j. We set
K := A♮ ⊗OA A
†, K′ := DA(A
†)⊗OA A
♮
with differentials given by
dK = dA♮⊗OAA† + η, dK
′ = dDA(A†)⊗OAA♮ + η
′
where η ∈ E∨ ⊗ E , η′ ∈ E ⊗ E∨ are degree one elements of A♮ ⊗OA A
†, A† ⊗OA A
♮, corresponding
to the identity map id: E → E . Then both of K, K′ are dg-modules over A♮ ⊗OA A
†, A† ⊗OA A
♮,
respectively. For a C∗-equivariant dg-module M over A† and a C∗-equivariant dg-module N over
A♮, we set
Φ′A(M) = K ⊗A† M, Ψ
′
A(N) = K
′ ⊗A♮ N.
Then Φ′A(M) is a dg-module over A
♮, and Ψ′A(N) is a dg-module over A
†.
Remark 10.2. The functor Φ′A is described in another way as follows. Let K = S(E [1])⊗OA A
† be
the Koszul resolution of OA by free A†-modules. Then we have
Φ′A(M) = HomA†(K,M) = RHomA†(OA,M),(10.3)
i.e. Φ′A is a derived Morita-type functor with respect to OA.
Finally there is a regrading equivalence ξ
ξ : DC
∗
fg (A
♮-mod)
∼
→ DC
∗
fg (A
♯-mod)(10.4)
sending a C∗-equivariant A♮-module M to the C∗-equivariant A♯-module ξ(M) given by ξ(M)ij =
M i−jj , where i is the cohomological grading and j is the C
∗-weight. The equivalence Φ
op
A and its
quasi-inverse Ψ
op
A are given by
Φ
op
A = ξ ◦ Φ
′
A ◦ DA, Ψ
op
A := DA ◦Ψ
′
A ◦ ξ
−1.
We will give some variants of Theorem 10.1. We set the following affine derived schemes over A:
A† := SpecA†, A♯ := SpecA♯.(10.5)
Instead of the weight two action of C∗ on E , we take the weight one action on E , and take the
quotient stacks [A†/C∗], [A♯/C∗].
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Proposition 10.3. There is an equivalence
ΦopA : D
b
coh([A
†/C∗])op
∼
→ Dbcoh([A
♯/C∗]).(10.6)
Proof. We denote by [A†  C∗], [A♯  C∗] the stack quotients by the weight two C∗-actions on E•.
The result of Theorem 10.1 means the equivalence
Φ
op
A : D
b
coh([A
†  C∗])op
∼
→ Dbcoh([A
♯ C∗]).(10.7)
Now the natural map C∗ → C∗ given by t 7→ t2 induces the map
ρ : [A⋆ C∗]→ [A⋆/C∗], ⋆ ∈ {†, ♯}
which is a µ2-gerbe. Then similarly to (3.17) we have the decomposition
Dbcoh([A
⋆  C∗]) = Dbcoh([A
⋆  C∗])λ=0 ⊕D
b
coh([A
⋆  C∗])λ=1(10.8)
such that Dbcoh([A
⋆C∗])λ=0 is equivalent to D
b
coh([A
⋆/C∗]) via ρ∗. The equivalence (10.7) preserves
the decomposition (10.8), as it preserves the parity of the C∗-weights. Therefore we obtain the
equivalence (10.6). Explicitly, ΦopA and its quasi-inverse Ψ
op
A are given by
ΦopA = ξ
′ ◦ Φ′A ◦ DA, Ψ
op
A = DA ◦Ψ
′
A ◦ ξ
′.(10.9)
Here the regrading equivalence (10.4) is replaced by ξ′ determined by ξ′(M)ij =M
i−2j
j . 
Let us take an affine derived scheme U = SpecR(V → A, s) for a vector bundle V → A with a
section s as in (2.3). We take E = E ⊗OA OU where E is a two term complex of vector bundles on
A as in (10.1), which is equipped with a weight one C∗-action. We set
U† := SpecSOU(E) = SpecA
†
U, U
♯ := SpecSOU(E
∨[1]) = SpecA♯U.
Here for a OA-module (−), we have written (−)U = (−)
L
⊗OA OU, and we use the same notation
below. We have the following Cartesian diagrams for ⋆ ∈ {†, ♯}
U⋆
ρ⋆
U //
j⋆


U
j

i⋆
U //

U⋆
j⋆

A⋆
ρ⋆A
// A
i⋆A
// A⋆.
(10.10)
Here j is the closed immersion of affine derived schemes, ρ⋆U, ρ
⋆
A are projections and i
⋆
U, i
⋆
A are their
zero sections. We have the following slight generalization of Proposition 10.3:
Lemma 10.4. There is an equivalence
ΦopU : D
b
coh([U
†/C∗])op
∼
→ Dbcoh([U
♯/C∗])(10.11)
which fits into the commutative diagram
Dbcoh([U
†/C∗])op
Φop
U //
j†∗

Dbcoh([U
♯/C∗])
j♯∗

Dbcoh([A
†/C∗])op
Φ˜opA
// Dbcoh([A
♯/C∗]).
(10.12)
Here Φ˜opA := Φ
op
A ◦ ⊗OA det V
∨[− dimV ].
Proof. Since the equivalence in Proposition 10.3 is defined over A, the equivalence ΦU is obtained
by pulling back the equivalence in Proposition 10.3 by the closed immersion of derived schemes
j : U→ A (cf. [Kuz11, Theorem 6.4]).
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More precisely, the proof is as follows. For a dg-module M over A†U and a dg-module N over A
♯
U,
we set
Φ′U(M) = KU ⊗A†
U
M, Ψ′U(N) = K
′
U ⊗A♮
U
N.
Then similarly to (10.9), the functors ΦopU and Ψ
op
U are defined to be
ΦopU := ξ
′ ◦ Φ′U ◦ DU, Ψ
op
U
:= DU ◦Ψ
′
U ◦ ξ
′−1.(10.13)
Here for a dg-module M over A†U, its OU-dual DU(M) is naturally regarded as a dg-module over
A†U. Note that Φ
op
U (M), Ψ
op
U (N) are dg-modules over A
♯
U, A
†
U respectively.
We first show that ΦopU determines a functor (10.11), i.e. it preserves the coherence and bound-
edness. Let us take an object M ∈ Dbcoh([U
†/C∗]). By the constructions of ΦopA and Φ
op
U , using the
projection formula together with j†!OA = detV |U[− dimV ], we see that there is a quasi-isomorphism
of dg-modules over A♯
j♯∗ ◦ Φ
op
U (M)
∼
→ ΦopA ◦ (j
†
∗(M)⊗ detV
∨[− rankV ]).
Therefore by Proposition 10.3, we have j♯∗ ◦ Φ
op
U (M) ∈ D
b
coh([A
♯/C∗]). It follows that we have
ΦopU (M) ∈ D
b
coh([U
♯/C∗]), hence we have the functor (10.11) and the commutative diagram (10.12).
Similarly ΨopU determines the functor
ΨopU : D
b
coh([U
♯/C∗])→ Dbcoh([U
†/C∗])op.
In order to show that ΨopU ◦ Φ
op
U and Φ
op
U ◦Ψ
op
U are identity functors, it is enough to show that
K′U ⊗A♮
U
KU ∼= A
†
U, KU ⊗A†
U
KU ∼= A
♮
U
as dg-modules over A†U ⊗OU A
†
U, A
♮
U ⊗OU A
♮
U, respectively. These isomorphisms follow by pulling
back the isomorphisms K′ ⊗A♮ K ∼= A
†, K⊗A† K
′ ∼= A♮ proved in [MR16, Proposition 1.3.1] by the
map j : U→ A respectively. 
10.2. Linear Koszul duality: global case. Let M be a quasi-smooth and QCA derived stack
with truncation M = t0(M). Here we assume that it admits an embedding (C∗)M →֒ IM as in
Subsection 3.5 with weight zero action on LM|M, so that we have the C∗-rigidificationM→MC
∗-rig.
Let us take a perfect object
E ∈ Perf(M)
which is of cohomological amplitude [−1, 0], and of C∗-weight one with respect to the inertia action.
We define
M† = SpecM(S(E)), M
♯ = SpecM(S(E
∨[1])).
Below we will use the following diagram of derived stacks over MC
∗-rig
M†
ρ†
//
$$❍
❍❍
❍❍
❍❍
❍❍
M
i†ss

i♯ ++
M♯
ρ♯
oo
zz✈✈✈
✈✈
✈✈
✈✈
MC
∗-rig.
(10.14)
Here ρ†, ρ♯ are projections and i†, i♯ are their zero sections. The following is a global version of
Theorem 10.3:
Proposition 10.5. There is an equivalence
ΦopM : D
b
coh(M
†)op
∼
→ Dbcoh(M
♯).(10.15)
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Proof. Let U = SpecR(V → A, s) be an affine derived scheme as in (2.3), and take a smooth
morphism α : U→MC
∗-rig such that M×MC∗-rig U is a trivial C
∗-gerbe over U, i.e. it is equivalent to
[U/C∗] where C∗ acts on U trivially. Then the pull-back of the diagram (10.14) by α : U→MC
∗-rig
is equivalent to the diagram
[U†/C∗] //
%%❑
❑❑
❑❑
❑❑
❑❑
❑
[U/C∗]

[U♯/C∗]oo
yyttt
tt
tt
tt
t
U.
(10.16)
By shrinking U if necessary, we may assume that the object α∗E on [U/C∗] is quasi-isomorphic to
E ⊗OA OU for a two term complex of vector bundles (10.1) on A with C
∗-weight one. Then we have
the equivalence ΦopU in Lemma 10.4, which naturally lifts to a weak equivalence of dg-categories by
the construction (10.13)
ΦopU,dg : Lcoh([U
†/C∗])op
∼
→ Lcoh([U
♯/C∗]).(10.17)
Note that for ⋆ ∈ {†, ♯}, we can write
Lcoh(M
⋆) = lim
U→MC∗-rig
Lcoh([U
⋆/C∗]).
Here the limit is taken for all the diagrams
U
α ##❋
❋❋
❋❋
❋❋
❋❋
f // U′
α′{{✇✇
✇✇
✇✇
✇✇
✇
MC
∗-rig,
(10.18)
where α, α′, f are 0-representable smooth morphisms such that α′ ◦ f is equivalent to α. We will
see that the dg-functor ΦopU,dg in (10.17) is naturally globalized to a dg-functor
ΦopM,dg = ξ
′ ◦ Φ′M ◦ DM : Lcoh(M
†)op → Lcoh(M
♯).(10.19)
Below we explain each term of (10.19) in the global setting. First for a S(E)-module F on M,
its OM-dual is given by
DM(F) =
⊕
λ∈Z
DM(Fλ)
where Fλ is the weight λ part of F . Then DM(F) is naturally equipped with a S(E)-module
structure. Next, we setKM to be the totalization of the Koszul complex in the dg-category Lqcoh(M)
· · · →
2∧
E⊗OM S(E)→ E⊗OM S(E)→ S(E).
The above object naturally defines an object in Lcoh(M
†) which is equivalent to i†∗OM. Then for a
S(E)-module F on M, we set
Φ′M(F) = HomS(E)(KM,F)
which is equipped with a natural S(E∨[−1])-module structure. Note that the above object represents
RHomM†(i
†
∗OM,F) (see Remark 10.2). Finally for a S(E∨[−1])-module onM, the regrading functor
ξ′ is given by
ξ′(F) =
⊕
λ
Fλ[−2λ],
which is equipped with a natural S(E∨[1])-module structure. The composition ξ′◦Φ′M◦DM preserves
objects with bounded coherent cohomologies, since this is true locally on MC
∗-rig by Lemma 10.4.
Therefore we obtain the functor (10.19).
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Similarly we can globalize ΨopU in (10.13) to a dg-functor Ψ
op
M,dg from Lcoh(M
♯) to Lcoh(M
†)op.
By taking the induced functors on homotopy categories, we obtain the functors
ΦopM : D
b
coh(M
†)op → Dbcoh(M
♯), ΨopM : D
b
coh(M
♯)→ Dbcoh(M
†)op.(10.20)
They are adjoints each other, and quasi-inverses each other as this is true locally on MC
∗-rig by
Lemma 10.4. In particular, the functors (10.20) are equivalences. 
Note that in our case the structure sheafOM† is Gorenstein (see [FJr03]), so the derived dual DM†
is a contravariant autoequivalence of Dbcoh(M
†). Therefore we also have a covariant equivalence,
ΦM := Φ
op
M ◦ DM† : D
b
coh(M
†)
∼
→ Dbcoh(M
♯)(10.21)
whose quasi-inverse is ΨM := DM† ◦Ψ
op
M.
10.3. Semiorthogonal decomposition. In the diagram (10.14), we set
M†◦ := M
† \ i†(M), M♯◦ := M
♯ \ i♯(M)
which are open substacks of M†, M♯ respectively. We have the following proposition, which is a
consequence of [HLb].
Proposition 10.6. For each λ ∈ Z, the functors
i†∗ : D
b
coh(M)λ → D
b
coh(M
†), i♯∗ : D
b
coh(M)λ → D
b
coh(M
♯)(10.22)
are fully-faithful. Moreover we have semiorthogonal decomposition
Dbcoh(M
†) = 〈. . . , i†∗D
b
coh(M)−1,D
†, i†∗D
b
coh(M)0, i
†
∗D
b
coh(M)1, . . .〉,(10.23)
Dbcoh(M
♯) = 〈. . . , i♯∗D
b
coh(M)1,D
♯, i♯∗D
b
coh(M)0, i
♯
∗D
b
coh(M)−1, . . .〉
such that the restriction functors give equivalences
D†
∼
→ Dbcoh(M
†
◦), D
♯ ∼→ Dbcoh(M
♯
◦).
Proof. The proposition is a consequence of [HLb, Theorem 3.2] by applying it for the Θ-stratifications
M† = M†◦ ∪ i†(M), M♯ = M
†
◦ ∪ i♯(M). Here we note that the weights in the above semiorthogonal
components have opposite signs for M† and M♯, because the C∗-weights on E and E∨[1] have the
opposite sign. 
Proposition 10.7. The functors
ρ†∗ : Dbcoh(M)λ → D
b
coh(M
†), ρ♯∗ : Dbcoh(M)λ → D
b
coh(M
♯)(10.24)
are fully-faithful. Moreover for the equivalence ΦopM in (10.15), we have
ΦopM(ρ
†∗Dbcoh(M)λ) = i
♯
∗D
b
coh(M)−λ, Φ
op
M(i
†
∗D
b
coh(M)λ) = ρ
♯∗Dbcoh(M)−λ.
Proof. The right adjoint functor of ρ†∗ in (10.24) is given by (ρ†∗)λ, where (−)λ means taking the
weight λ part. There is a natural transform
(−)→ (ρ†∗)λ ◦ ρ
†∗(−) = ((−)⊗OM S(E))λ
which is obviously an isomorphism as E is of C∗-weight one. Therefore ρ†∗ is fully-faithful, and the
proof for ρ♯∗ is similar.
As for the second statement, the statement is local onMC
∗-rig, so we can assume thatM = [U/C∗]
where U is given as in (2.3) with trivial C∗-action, and E = E⊗OAOU for a two term complex of vector
bundles E as in (10.1). We first consider the case that U = A. For m ∈ Z and M ∈ Dqcoh([A/C∗]),
we write M(m) = M ⊗C C(m) where C(m) is the one dimensional C∗-representation with weight
m. In the notation of the proof of Theorem 10.3, we have
ΦopA (OA(λ)) = ξ
′ ◦ Φ′ ◦ DA(OA(λ)) = OA♯(−λ).
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Similarly we have ΦopA (OA†(λ)) = OA(−λ). Since D
b
coh(A) is locally generated by OA, for F ∈
Dbcoh([A/C
∗])λ) we have
ΦopA (ρ
†∗
A F) ∈ i
♯
A∗D
b
coh([A/C
∗])−λ, Φ
op
A (i
†
A∗F) ∈ ρ
♯∗
AD
b
coh([A/C
∗])−λ.(10.25)
In general, let us take an object F ∈ Dbcoh([U/C
∗])λ. By the commutative diagrams (10.10),
(10.12) together with (10.25), we have
j♯∗Φ
op
U (ρ
†∗
U F)
∼= Φ˜
op
A (j
†
∗ρ
†∗
U F)
∼= Φ˜
op
A (ρ
†∗
A j∗F) ∈ i
♯
A∗D
b
coh([A/C
∗])−λ,
j♯∗Φ
op
U (i
†
U∗F)
∼= Φ˜
op
A (j
†
∗i
†
U∗F)
∼= Φ˜
op
A (i
†
A∗j∗F) ∈ ρ
♯∗
AD
b
coh([A/C
∗])−λ.
Then by Lemma 10.8 below, we have the inclusions
ΦopU (ρ
†∗
U D
b
coh([U/C
∗])λ) ⊂ i
♯
U∗D
b
coh([U/C
∗])−λ,
ΦopU (i
†
U∗D
b
coh([U/C
∗])λ) ⊂ ρ
♯∗
U D
b
coh([U/C
∗])−λ
respectively. By applying the same argument for ΨopM given in (10.20), we see that the above
inclusions are identities. Therefore the proposition holds. 
Here we have used the following lemma.
Lemma 10.8. In the proof of Proposition 10.7, we have the following:
(i) An object M ∈ Dbcoh([U
♯/C∗]) is an object in i♯U∗D
b
coh([U/C
∗])λ if and only if j
♯
∗M is an
object in i♯A∗D
b
coh([A/C
∗])λ.
(ii) An object M ∈ Dbcoh([U
♯/C∗]) is an object in ρ♯∗U D
b
coh([U/C
∗])λ if and only if j
♯
∗M is an
object in ρ♯∗AD
b
coh([A/C
∗])λ.
Proof. As for (i), since the functors (10.22) are fully-faithful, the subcategory i♯∗D
b
coh(M)λ in
Dbcoh(M
♯) is identified with the subcategory of objects F ∈ Dbcoh(M
♯) such that each Hi(F) is
an OM-module with C∗-weight λ. Then (i) follows from this fact.
As for (ii), suppose that M satisfies the latter condition. Then the natural map
j♯∗ρ
♯∗
U (ρ
♯
U∗)λM
∼= ρ
♯∗
A (ρ
♯
A∗)λj
♯
∗M → j
♯
∗M
is an isomorphism. Here the first isomorphism follows from base change with respect to the diagram
(10.10). Therefore the natural map ρ♯∗U (ρ
♯
U∗)λM → M is also an isomorphism, since an object
M ′ ∈ Dbcoh([U
♯/C∗]) is zero if and only if j♯∗M
′ ∈ Dbcoh([A
♯/C∗]) is zero. It follows that M is an
object in ρ♯∗U D
b
coh([U/C
∗])λ. 
Using Proposition 10.7, we show the following lemma.
Lemma 10.9. We have the SOD
Dbcoh(M
†) = 〈. . . , ρ†∗Dbcoh(M)1, ρ
†∗Dbcoh(M)0, T
†, ρ†∗Dbcoh(M)−1, . . .〉(10.26)
together with an equivalence T †
∼
→ Dbcoh(M
♯
◦).
Proof. We apply the functor ΨopM in (10.20) to the SOD of D
b
coh(M
♯) in Proposition 10.6. By Propo-
sition 10.7, we obtain the SOD (10.26) for T † = ΨopM(D
♯). Then T † is equivalent to Dbcoh(M
♯
◦)op,
and applying D
M
♯
◦
we obtain the equivalence T †
∼
→ Dbcoh(M
♯
◦). 
We set e ∈ Z to be
e := rank(E|M) = weightC∗(detE|M).
Lemma 10.10. For each λ ∈ Z, we have
DM†(i
†
∗D
b
coh(M)λ) = i
†
∗D
b
coh(M)−λ−e.
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Proof. For F ∈ Dbcoh(M)λ, we have
RHomM†(i
†
∗F ,OM†)
∼= i†∗RHomM(F , i
†!OM†) ∼= i
†
∗DM(F)⊗ detE
∨[−e].
The lemma holds since DM(F) is of C∗-weight −λ and detE∨ is of C∗-weight −e. 
The following is the main result in this section.
Theorem 10.11. Suppose that e ≥ 0. Then we have the SOD of the form
Dbcoh(M
†
0) = 〈ρ
†∗Dbcoh(M)e−1, . . . , ρ
†∗Dbcoh(M)0, D
b
coh(M
♯
◦)〉.
Proof. By Proposition 10.6 and Lemma 10.9, it is enough to show the identity of subcategories in
Dbcoh(M
†)
D† = 〈ρ†∗Dbcoh(M)e−1, . . . , ρ
†∗Dbcoh(M)0, T
†〉.(10.27)
The above identity follows from the same argument of [Orl09, Theorem 2.5], by replacing Sλ, Pλ
in loc. cit. by i†∗D
b
coh(M)λ, ρ
†∗Dbcoh(M)λ respectively. For each λ ∈ Z, we set Sλ, Pλ as above,
and define S≤λ, P≤λ to be the triangulated subcategories of D
b
coh(M
†) generated by Sλ′ , Pλ′ for
λ′ ≤ λ respectively. The subcategories S>λ, P>λ are defined similarly. We also define Dbcoh(M
†)≥λ
to be the subcategory of Dbcoh(M
†) consisting of objects M such that ρ†∗M ∈ Dqcoh(M)≥λ. Then
similarly to [Orl09, Lemma 2.3], it is easy to see that we have the SOD
Dbcoh(M
†) = 〈S<0, D
b
coh(M
†)≥0〉 = 〈D
b
coh(M
†)≥0,P<0〉.
By comparing with SOD in (10.23), (10.26), we have
Dbcoh(M
†)≥0 = 〈D
†,S≥0〉 = 〈P≥0, T
†〉.(10.28)
Therefore we have the SOD
Dbcoh(M
†) = 〈S<0,P≥0, T
†〉.(10.29)
On the other hand, we apply DM† ◦ ⊗CC(−e + 1) to the SOD (10.23), (10.26). By noting that
DM†(S≥λ) = S≤−λ−e by Lemma 10.10, we have
Dbcoh(M
†) = 〈S<0,DM†(D
†(−e+ 1)),S≥0〉 = 〈P≥e,DM†(T
†(−e+ 1)),P<e〉.
By comparing with (10.23), we have D† = DM†(D
†(−e+1)). Similarly applying DM† ◦⊗CC(−e+1)
to the SOD (10.28), we have
DM†(D
b
coh(M)≥−e+1) = 〈S<0,DM†(D
†(−e+ 1))〉 = 〈DM†(T
†(−e+ 1)),P<e〉.
It follows that we have
Dbcoh(M
†) = 〈P≥e,S<0,D
†〉 = 〈S<0,P≥e,D
†〉.
Here the second identity follows from Hom(P≥e,S<0) = 0 since e ≥ 0. By comparing with (10.29),
we obtain the identity (10.27). 
10.4. Singular supports under linear Koszul duality. Let M†, M♯ be the derived stacks as in
the diagram (10.14). Since LM†/M = ρ
†∗E and LM♯/M = ρ
♯∗E∨[1], we have natural equivalences
ΩM†/M[−1]
∼
→M† ×M M
♯ ∼← ΩM♯/M[−1].(10.30)
We show that the above natural equivalence lifts to the absolute (−1)-shifted cotangent stacks:
Lemma 10.12. We have a natural equivalence ϑ : ΩM† [−1]
∼
→ ΩM♯ [−1] which fits into the commu-
tative diagram
ΩM† [−1]
ι†
''❖❖
❖❖
❖❖
❖❖
❖❖
❖ ϑ
∼ //

ΩM♯ [−1]

ι♯
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
ΩM†/M[−1]
∼ //M† ×M M♯ ΩM♯/M[−1]
∼oo
(10.31)
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Here the vertical arrows are natural maps induced by LM† → LM†/M, LM♯ → LM♯/M, and the
bottom arrows are given in (10.30).
Proof. We give proofs in both of local and global settings, as the former one will be used in the
proof of Proposition 10.13. In a local setting, we consider the situation of the diagram (10.16),
i.e. M = [U/C∗] where U = SpecR(V → A, s) is given as in (2.3) with trivial C∗-action, and
E = E ⊗OA OU for a two term complex of vector bundles E as in (10.1). We set E0 := (E
0)∨ and
E1 := (E1)∨. Note that the structure sheaves of U† and U♯ are Koszul complexes
OU† = SOU(E) = R(E0 ×A E1 ×A V → E0, (φ, s)),
OU♯ = SOU(E
∨[1]) = R(E−1 ×A E
0 ×A V → E
−1, (φ∨, s))
where differentials are induced by
E−1 ⊕ V ∨
(φ,s)
→ E0 ⊕OA ⊂ OE0 , E0 ⊕ V
∨ (φ
∨,s)
→ E1 ⊕OA ⊂ OE−1
respectively. By the above descriptions, both of (−1)-shifted cotangent derived schemes ΩU† [−1],
ΩU♯ [−1] are given by the derived critical locus of the function
w : E0 ×A E
−1 ×A V
∨ → C, w(x, e, e′, v) = 〈φ|x(e
′), e〉+ 〈s(x), v〉
for x ∈ A, e ∈ E0|x, e′ ∈ E−1|x, v ∈ V ∨|x. Therefore we have an equivalence ϑ. Also both of
ΩU†/U[−1] and ΩU♯/U[−1] are the derived zero locus of
(φ∨, φ, s) : E0 ×A E
−1 → E1 ×A E
0 ×A V
and the left and right maps in (10.31) are induced by the projection E0×A E−1×A V → E0×A E−1.
Therefore the diagram (10.31) commutes.
In a global setting, let
a(E) : TM → E⊗OM E
∨[1](10.32)
be the morphism corresponding to the Atiyah class of E (see [Hen18]). It determines a map
a(M) : M† ×M M♯ → ρ∗0ΩM, where ρ0 : M
† ×M M♯ → M is the projection. The map a(M) is
a section of the projection ρ∗0ΩM →M
†×MM♯. We set Z by the following derived Cartesian square
Z //


M† ×M M♯
0

M† ×M M♯
a(M) // ρ∗ΩM.
On the other hand, we have the distinguished triangles on Dbcoh(M
†), Dbcoh(M
♯)
ρ†∗TM → ρ
†∗E∨[1]→ TM† [1], ρ
♯∗TM → ρ
♯∗E→ TM♯ [1],
where the first arrows are adjoints to the map (10.32). The above triangles imply that we have
equivalences
ϑ : ΩM† [−1]
∼
→ Z
∼
← ΩM♯ [−1].
The diagram (10.31) obviously commutes by the construction of ϑ. 
The equivalence (10.31) induces the isomorphism
ϑ0 : t0(ΩM† [−1])
∼=
→ t0(ΩM♯ [−1]).
In particular they admit two fiberwise C∗-actions with respect to projections to t0(M
†), t0(M
♯)
respectively. We have the following proposition:
Proposition 10.13. Let Z ⊂ t0(ΩM† [−1]) be a double conical closed substack. Under the equiva-
lence ΦM in (10.21), we have ΦM(CZ) = Cϑ0(Z). Therefore we have the equivalence
ΦM : D
b
coh(M
†)/CZ
∼
→ Dbcoh(M
♯)/Cϑ0(Z).
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Proof. The statement is local on MC
∗-rig, so we can assume the situation of the diagram (10.16).
Below, we use notation of the first part of the proof of Lemma 10.12. By the local computation in
loc. cit. , singular supports for objects in Dbcoh(U
⋆) with ⋆ ∈ {†, ♯} are closed subsets in E0×AE−1×A
V ∨. By Lemma 2.4, they are determined by natural maps to relative Hochschild cohomologies
E0 ⊕ E1 ⊕ V → HH
∗(U†/E0), E
0 ⊕ E1 ⊕ V → HH
∗(U♯/E−1)(10.33)
respectively.
Let ΦU be the equivalence
ΦU = Φ
op
U ◦ DU† : D
b
coh([U
†/C∗])
∼
→ Dbcoh([U
♯/C∗]).
From the construction of the equivalence ΦU, it commutes with the C
∗-weight shift up to coho-
mological shift (cf. [MR16, Theorem 1.7.1]): we have ΦU((−)[m](j)) = ΦU(−)[m + 2j](j). So the
equivalence ΦU identifies the natural transforms
NatDbcoh([U†/C∗])(id, id[m](j))
∼
→ NatDbcoh([U♯/C∗])(id, id[m+ 2j](j)).(10.34)
On the other hand for ⋆ ∈ {†, ♯}, we have
HH∗(U⋆/A) := Hom∗U⋆×AU⋆(∆∗OU⋆ ,∆∗OU⋆)
=
⊕
(m,j)∈Z2
Hom[U⋆/C∗]×[A/C∗][U⋆/C∗](∆∗OU⋆ ,∆∗OU⋆ [m](j)).
Therefore as in the proof of Proposition 2.10, one can lift the direct sum of (10.34) for all (m, j) to
the isomorphism of vector spaces
ΦHHU : HH
∗(U†/A)
∼=
→ HH∗(U♯/A)
compatible with maps to natural transforms in (10.34). Note that ΦHHU does not preserve the
cohomological grading ∗.
By ignoring cohomological grading, it is enough to show that the following diagram is commuta-
tive:
E0 ⊕ E1 ⊕ V // HH
∗(U†/E0) // HH
∗(U†/A)
ΦHH
U

E0 ⊕ E1 ⊕ V // HH
∗(U♯/E−1) // HH∗(U♯/A).
(10.35)
Here the left horizontal arrows are the maps (10.33), and the right horizontal arrows are natural
maps via the projections E0 → A, E−1 → A. The relative Hochschild cohomologies HH
∗(U⋆/A) and
the map ΦHHU can be computed by the similar argument as in Proposition 2.10. Namely using the
automorphism (x, y) 7→ (x+ y, x− y)/2 on V ⊕2 and E⊕2, we have equivalences
U† ×A U
† ∼→ A† ×A A
† ×A U
♭ ×A U,
U♯ ×A U
♯ ∼→ A♯ ×A A
♯ ×A U
♭ ×A U
where OU♭ = S(V
∨[1]) with zero differential. Under the above equivalences, the objects ∆∗OU† ,
∆∗OU♯ correspond to OA†⊠OA⊠OA⊠OU, OA⊠OA♯⊠OA⊠OU respectively. Therefore HH
∗(U†/A),
HH∗(U♯/A) are computed by cohomologies of the complexes
RHomA†(OA† ,OA†)
L
⊗OA RHomA†(OA,OA)
L
⊗OA RHomU♭(OA,OA)
L
⊗OA OU,(10.36)
RHomA♯(OA,OA)
L
⊗OA RHomA♯(O
♯
A,O
♯
A)
L
⊗OA RHomU♭(OA,OA)
L
⊗OA OU
respectively. By taking Koszul resolutions
S(E [1])⊗OA OA†
∼
→ OA, S(E
∨[2])⊗OA OA♯
∼
→ OA, S(V
∨[2])⊗OA OU♭
∼
→ OA
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the complexes (10.36) are quasi-isomorphic to
S(E)⊗OA S(E
∨[−1])⊗OA S(V [−2])⊗OA OU,(10.37)
S(E [−2])⊗OA S(E
∨[1])⊗OA S(V [−2])⊗OA OU
respectively. Through the above identifications, the map ΦHHU is obtained by naturally identifying
the complexes in (10.37) ignoring cohomological gradings.
On the other hand from the constructions of top horizontal arrows of (10.35) in Subsection 2.2,
it is straightforward to see that the compositions of left and right horizontal arrows in (10.35) are
induced by maps to (10.37) given by
E0 ⊕ E1 ⊕ V ∋ (x, y, z) 7→ x⊗ y ⊗ z ⊗ 1.
This applies to both of the top and bottom horizontal arrows in (10.35). Therefore we conclude
that the diagram (10.35) commutes. 
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