ABSTRACT Twitter exhibits several characteristics, including a limited number of features and noisy text information. Extracting valuable information from Twitter has made hot topic detection a challenging task. In this paper, a novel four-stage framework is proposed to improve the performance of topic detection. Data preprocessing is the first stage. Deep learning is then exploited to enrich short text information via image understanding. Next, improved latent Dirichlet allocation is used to optimize the image effective word pairs, which improves the accuracy of the extracted topic words. Finally, both short text and images are integrated for topic detection, in which the corresponding topics are mined based on fuzzy matching of topic words. A large number of experiments show that the proposed framework significantly improves the performance of topic detection and outperforms the selected baseline methods.
I. INTRODUCTION
A topic is a seminal event or activity, along with all directly related events and activities [1] . Therefore, we can infer that a topic consists of events and activities. A ''hot topic'' is defined as a topic that appears frequently over a period of time. Generally, a ''hot topic'' has the following characteristics: (1) it appears in many news stories on one or more news channels; (2) it has strong continuity, which means that many different events relevant to the topic are also reported; and (3) its popularity changes over time.
Due to the obvious features of publishing and receiving messages and the rapid spread of communication, many people regard Twitter as the main channel for event exposure and information sharing. According to Twitter's second-quarter financial statements released on June 30, 2018, the average number of monthly active users on Twitter is 335 million, and the average monthly active users on Twitter in the United States is 68 million. Twitter has a large influence on social media with its billions of monthly active people. How to quickly and accurately discover hot topics from Twitter is a challenging task.
Concise and limited Twitter information significantly affects the topic detection effect. Considerable work has been performed to improve the topic detection effect by improving the topic model [2] , [3] from the original vector space model (VSM) to the LDA model. However, there has been little improvement in the retrieval effect. Additionally, short text information has been extended via combination with the external semantic knowledge base [4] . Therefore, it has become crucial to be able to automatically group relevant tweets together. Both images and text are useful information for topic detection. Generally, images on Twitter have a great impact on retweets and are more likely to attract people's attention. Thus, the image content occupies a large proportion of the content on Twitter. Different types of data are semantically related to the same tweet, so complementary enhancements can be achieved when they present the same information. It is believed that the integration of both images and short text information can enrich short text information to improve the performance of topic detection.
In this paper, a novel framework that integrates image and short text information for topic detection is proposed. First, deep learning is explored to enrich short text information via image understanding. Second, improved LDA is used to optimize the image effective word pairs. Finally, the information from these two steps is integrated for topic detection via fuzzy matching of topic words.
The main novelty and contributions of this paper are summarized as follows:
1) A novel framework that integrates text and image information to improve the performance of topic detection is proposed. 2) We apply deep learning to image level topic detection to enrich short text information by bridging the gap between images and high-level semantic concepts. 3) LDA is improved by optimizing the image effective word pair sets, which improves the accuracy of extracted topic words. The rest of this paper is organized as follows. Section 2 presents the relevant work. The framework for topic detection is discussed in Section 3. The experiments and results are presented in Section 4. Section 5 concludes this paper.
II. RELATED WORK A. TOPIC DETECTION
The goal of topic detection is to detect new topics and track the known events in text news streams. Many studies in TDT have been performed [5] - [12] . The VSM converts the text into a space vector and uses the term frequency-inverse document frequency (TF-IDF) function to calculate the feature weight of the word to obtain topics [4] . To detect the multiword relationship in the document and improve the missing semantics of the VSM, latent semantic analysis (LSA) was proposed [13] . To address the gap in the polysemy of LSA, probability latent semantic analysis (PLSA) was proposed [14] . PLSA uses the expectation-maximization (EM) algorithm to obtain the generation probability of each word in the document. At the same time, the Bayesian framework was integrated on the basis of PLSA, and the LDA model was obtained [15] . LDA uses the topic-word matrix to represent the document as the probability distribution of the topic and then mines the specified number of topics from the document set, overcoming the shortcomings of the PLSA model parameters and easy overfitting. An expanded training set is used to enrich the semantic features of the text information. For example, Blei et al. [16] combined the LDA model with the time series features of the report for incremental topic detection, reducing the complexity of topic detection. Guo [17] introduced text tag information into LDA, which improved the readability of the theme. Other scholars improved the accuracy of topic mining by improving the LDA model. For example, the hierarchical Dirichlet process (HDP) was proposed to overcome the shortcomings of manually determining the number of topics [18] . It can accurately estimate the distribution parameters of the document set.
B. IMAGE UNDERSTANDING
Image understanding is a technique in which a computer processes, analyzes, and understands images to identify targets and objects in various modes. Recently, many people have begun to study image recognition based on semantic information understanding. In terms of semantic representation, AHP is used to extract image semantic features [19] , [20] . Then, a model based on image semantic understanding is realized, which makes the mapping of low-level features and high-level structures more convenient, and its use can effectively avoid the problem of image segmentation in semantic representation. In the process of semantic extraction, a weak segmentation semantic extraction method was proposed [21] , and a 2D hidden Markov model was used to extract the semantic features of images [22] . In 2006, deep learning was proposed to win the 2012 ImageNet image classification competition [23] - [25] , which started an increased interest in deep learning in the field of computer vision. Deep residual learning was proposed to reduce the error rate on the ImageNet test set to 3.57%.
Motivated by the functionality of deep learning, we explore the utilization of deep learning-based image understanding to obtain more effective information. Compared with noisy terms, which may appear across a long range, images in topics generally appear in a relatively small range and are less noisy. This motivates the study of using image information to improve the performance of topic detection in this paper.
III. PROPOSED FRAMEWORK
The proposed framework is illustrated in Figure 1 . As seen from the figure, this framework consists of four stages (enclosed in the rectangular boxes), namely, text preprocessing, image understanding, improved LDA, and topic detection.
In the text preprocessing stage, terms extracted from tweets are treated as textual features. Due to noisy user-supplied tag information, text words are pruned via word stemming, special character removal, and so on.
In the image understanding stage, deep learning is applied to interpret the image content as analyzable text semantic information combined with short text, and thus, the semantic space is accurately enriched.
In the improved LDA stage, LDA is improved by optimizing the image effective word pairs, which improves the accuracy of the extracted topic words.
In the topic detection stage, we detect the corresponding topic content based on the fuzzy matching of the topic words. Figure 2 is a structural diagram of the neutral image caption (NIC); the generation of the image description is mainly composed of three steps. First, we identify the graphic features using a vision Convolutional Neural Networks(CNN). Images and words are mapped to the same space; images are mapped through the CNN, and the words are mapped using word embedding. We finally obtain the specific meaning of each object in the image. The CNN can embed the input image in a fixed-length vector, so we pretrain a CNN image classification task to obtain the image encoder.
A. IMAGE UNDERSTANDING BASED ON DEEP LEARNING
In the second step of our model, decoding is achieved through a long-short term memory (LSTM) network. In this model, the LSTM network is trained as a language model based on image coding. The model utilizes a looping neural network that encodes a variable length input into a fixed dimensional vector and uses this representation to ''decode'' the vector to the ideal output statement.
Third, we use this formula to calculate the maximum probability of correctly describing the image, so we can obtain the final image description information under this standard. θ is a parameter of the model, I refers to an image, and S is the corresponding translation result. In Experiment 4.1, We crawled thousands of tweets from ten topics on Twitter including both text and image information. After dataset training, the deep learning model was used to recognition image features. Semantic text information of the image was obtained by deep learning and then merged with text information to enrich the short text semantic space.
B. IMPROVED LDA
LDA is a generation probability model. It can be broken down into a document layer, a topic layer, and a vocabulary layer. The integration of image descriptions alleviates the data sparseness of the document layer and enriches the semantic content of the lexical layer. Meanwhile, LDA assumes that each document consists of a mixture of multiple topics, and each word is generated by a randomly determined topic. Given a corpus D containing M documents and V different words, the process of generating document d is shown in Table 1 .
Both α and β are corpus-level parameters, and θ is a variable of the document layer; z i and w i are variables of the lexical layer, and N is the number of words in document d. For given α and β, the joint distribution of document d's mixed topic ratio θ d , the set of topics z = {z 1 , · · · , z N }, and the set of VOLUME 7, 2019 words w = {w 1 , · · · , w N } can be expressed by formula (2):
where α is the k-dimensional vector, β is a matrix of V , K is the number of topics, and V is the number of different words in the corpus. w i is the i − th word in document d, and z i is the topic of the i − th word of document d. p(z i |θ d ) calculates the probability that the i − th word's topic is z i of document d, and p(w i |z i , β) is used to represent the probability of choosing w i based on z i and topic-word matrix β; by multiplying the two and multiplying by the probability of θ d determined by the prior distribution α, the joint distribution of θ d , z and w can be calculated. Based on formula (2), the probability of generating document d can be expressed by formula (3):
where α and β are learned from the corpus by LDA. After the LDA training process, a topic-word matrix is generated, which records P(w|z 1:K ). For each new document, the topicword matrix can be used to infer the most likely topic for this document. As shown in Figure 3 , to reduce the noise of the image content, we propose a new method. First, a large number of images related to the keyword are searched. Then, the images are described, and a descriptive text that records each image is generated. Additionally, after calculating the frequency of the word pairs' occurrence, we define a standard x. If the frequency is higher than x, the word pair is chosen. Next, common words and stay words are deleted, and the valid image description word pairs are retained. Finally, they are merged with the text information. The valid word pairs of keywords for the image descriptions are shown in Figure 4 . By filtering valid word pairs in the image description, not only is the rich semantic information retained, but also, many noise words are eliminated.
C. TOPIC DETECTION
The Levenshtein distance (Lev) is used to measure similarity. The similarity value (referred to as sim) is calculated by formula (4) .
where l x and l y are the lengths of string x and y; Max(x, y) is the maximum of l x and l y ; and Lev is the value of the matrix[l x ][l y ], which can be expressed by formula (5) . As shown in Table 2 , the input is the K topic word bags obtained by LDA, the similarity threshold S, and the corpus M, and the output is K clusters. First, initialize the cluster with 
IV. EXPERIMENT A. DATASET
To evaluate the performance of the proposed method, we crawled 10 hot topics, which consist of 34,554 tweets with 733,861 words, 22,647 images and 244,149 words in the image descriptions based on deep learning. These tweets and images were collected from Twitter and selected based on the 10 hot topics in twitter's historic top. These tweets covered different characteristics of topics with rich image information. More details are shown in Table 3 .
B. PERFORMANCE EVALUATION
The precision (P), recall (R), and F1 measure (F1) are used to evaluate the performance of topic detection, as defined in formulas (6), (7) and (8) . 
Recall = B
where B + i is the number of correctly grouped positive tweets for cluster A i , and B i is the number of positive samples in the ground truth. ''LDA-Text'' and ''LDA-Text+Image'' are used as the baselines. The performance comparison is presented in Figures 5, 6 , and 7. Due to the tradeoff between precision and recall, F1, which considers both precision and recall, is introduced, and we focus on the F1 measure. It can be easily seen that our proposed framework outperforms the baseline methods, with significant improvements. As shown in Figure 5 , overall, we can see that the performances of the methods using image information are poor, as the image description information adds many invalid words. It can be found that the P value of ''LDA-Text+Image'' and ''BTM [8] +Image'' are almost always lower than that of ''LDA-Text''. Taking topic 4 as an example, the P value of ''LDA-Text'' is 0.85, while the P value of ''LDA-Text+Image'' and ''BTM [8] +Image'' are 0.29 and 0.32, respectively. Our method achieves a similar P value as the ''LDA-Text'' method, as the improved LDA improves the relevance within topics through relevant word pairs, with a significant reduction in the proportion of the correct topics. As shown in Figure 6 , overall, it can be seen that our proposed method achieves promising results compared to all the other baseline methods. We further observe that the recall values for the proposed framework are almost always higher than those of all the other classifiers. This encouraging observation demonstrates that the proposed framework has the ability to help topic detection without missing too many tweets. The method of ''LDA-Text+Image'' did not achieve as significant an improvement in the R-value due to the introduction of many invalid word pairs. However, for the improved LDA model, the R-value of the processed image description and text fusion is higher than that of the other modes. For example, the recall value of topic 5 increases from 0.51 to 0.9. The reason is that on the basis of the original short text, we add the valid word pairs of the image description, and the frequency of these words appearing is very high in this topic. Thus, the probability of the topic being retrieved greatly increases, and the R-value obviously improves.
As shown in Figure 7 , it can be easily seen that the F1 values significantly improve. More encouraging, the best results reach 90%. It can be inferred from the results that the image content is full of useful information for topic detection. Therefore, the images are good cues for mining tweets that are more relevant to the topics. In contrast, short texts are relatively general, broad, and noisy. Even though the image description may create more noisy information, the image and short text information can complement each other. Ultimately, topic detection with short text and images can identify more related tweets. That is, our proposed framework can group more positive information without misclassifying too many negative tweets.
V. CONCLUSION
Considering the very large number of tweets, it is a painstaking task to explore hot topics. Due to the unique characteristics of tweets, such as the limited number of words and noisy text information, topic detection has become a challenging task. In this paper, we proposed a novel 4-stage topic detection framework that integrates short text and image information, aiming to improve the performance of topic detection. Deep learning is applied to image understanding to interpret image content as analyzable text semantic information to enrich short text information. In addition to the limited and noisy short text and images of tweets, we will try to incorporate news websites to obtain more useful information in future work. 
