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Abstract
We introduce a class of non-commutative Heisenberg-like infinite-dimensional Lie groups based on an
abstract Wiener space. The Ricci curvature tensor for these groups is computed and shown to be bounded.
Brownian motion and the corresponding heat kernel measures, {νt }t>0, are also studied. We show that these
heat kernel measures admit: (1) Gaussian like upper bounds, (2) Cameron–Martin type quasi-invariance
results, (3) good Lp-bounds on the corresponding Radon–Nikodym derivatives, (4) integration by parts
formulas, and (5) logarithmic Sobolev inequalities. The last three results heavily rely on the boundedness
of the Ricci tensor.
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1. Introduction
Both authors have been greatly influenced by Professor Malliavin and his work over the years.
In particular this paper is partially an attempt to better understand Malliavin’s paper [40]. It is
with great pleasure to us that this article appears in this special edition of JFA dedicated to
Professor Paul Malliavin.
The aim of this paper is to construct and study properties of heat kernel measures on certain
infinite-dimensional Heisenberg groups. In this paper the Heisenberg groups will be constructed
from a skew symmetric form on an abstract Wiener space. A typical example of such a group
is the Heisenberg group of a symplectic vector space. Before describing our results let us recall
some heat kernel results for finite-dimensional Riemannian manifolds.
1.1. A finite-dimensional paradigm
Let (M,g) be a complete connected n-dimensional Riemannian manifold (n < ∞),  = g
be the Laplace–Beltrami operator acting on C2(M), and Ric denote the associated Ricci tensor.
Recall (see for example Strichartz [48], Dodziuk [15] and Davies [12]) that the closure, ¯, of
|C∞c (M) is self-adjoint on L2(M,dV ), where dV =
√
g dx1 . . . dxn is the Riemann volume
measure on M . Moreover, the semi-group Pt := et¯/2 has a symmetric positive integral (heat)
kernel, pt (x, y), such that
∫
M
pt(x, y) dV (y) 1 for all x ∈ M and
Ptf (x) :=
(
et¯/2f
)
(x) =
∫
pt(x, y)f (y) dV (y) for all f ∈ L2(M). (1.1)M
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dimensional Heisenberg group setting.
Notation 1.1. If μ is a probability measure on a measure space (Ω,F) and f ∈ L1(μ) =
L1(Ω,F ,μ), we will often write μ(f ) for the integral, ∫
Ω
f dμ.
Theorem 1.2. Beyond the assumptions above, let us further assume that Ric  kI for some
k ∈ R. Then
(1) pt(x, y) is a smooth function. (The Ricci curvature assumption is not needed here.)
(2) ∫
M
pt(x, y) dV (y) = 1 (see for example Davies [12, Theorem 5.2.6]).
(3) Given a point o ∈ M , let dνt (x) := pt(o, x) dV (x) for all t > 0. Then {νt }t>0 may be char-
acterized as the unique family of probability measures such that the function t → νt (f ) :=∫
M
f dνt is continuously differentiable,
d
dt
νt (f ) = 12νt (f ), and limt↓0 νt (f ) = f (o) (1.2)
for all f ∈ BC2(M), the bounded C2-functions on M .
(4) There exist constants, c = c(K,n,T ) and C = C(K,n,T ), such that,
p(t, x, y) C
V (x,
√
t/2)
exp
(
−cd
2(x, y)
t
)
, (1.3)
for all x, y ∈ M and t ∈ (0, T ], where d(x, y) is the Riemannian distance from x to y and
V (x, r) is the volume of the r-ball centered at x.
(5) The heat kernel measure, νT , for any T > 0 satisfies the following logarithmic Sobolev in-
equality:
νT
(
f 2 logf 2
)
 2k−1
(
1 − e−kT )νT (|∇f |2)+ νT (f 2) logνT (f 2), (1.4)
for f ∈ C∞c (M).
These results are fairly standard. For item (3) see [17, Theorem 2.6], for Eq. (1.3) see for
example Theorems 5.6.4, 5.6.6, and 5.4.12 in Saloff-Coste [47] and for more detailed bounds
see [12,13,26,39,46]. The logarithmic Sobolev inequality in Eq. (1.4) generalizes Gross’ [28]
original logarithmic Sobolev inequality valid for M = Rn and is due in this generality to D.
Bakry and M. Ledoux, see [2,3,38]. Also see [10,21,30,51,52] and Driver and Lohrenz [22,
Theorem 2.9] for the case of interest here, namely when M is a uni-modular Lie group with a
left-invariant Riemannian metric.
When passing to infinite-dimensional Riemannian manifolds we will no longer have available
the Riemannian volume measure. Because of this problem, we will take item (3) of Theorem 1.2
as our definition of the heat kernel measure. The heat kernel upper bound in Eq. (1.3) also does
not make sense in infinite dimensions. However, the following consequence almost does: there
exists c(T ) > 0 such that∫
exp
(
c(T )
d2(o, x)
t
)
dνt (x) < ∞ for all 0 < t  T . (1.5)M
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tance function, d , by a weaker distance function as happens in Fernique’s theorem for Gaussian
measure spaces. With these results as background we are now ready to summarize the results of
this paper.
1.2. Summary of results
Let us describe the setting informally, for precise definitions see Sections 2 and 3. Let
(W,H,μ) be an abstract Wiener space, C be a finite-dimensional inner product space, and
ω :W × W → C be a continuous skew symmetric bilinear quadratic form on W . The set
g= W × C can be equipped with a Lie bracket by setting
[
(A,a), (B,b)
]= (0,ω(A,B)).
As in the case for the Heisenberg group of a symplectic vector space, the Lie algebra g= W × C
can be given the group structure by defining
(w1, c1) · (w2, c2) =
(
w1 +w2, c1 + c2 + 12ω(ω1,w2)
)
.
The set W × C with the group structure will be denoted by G or G(ω). The Lie subalgebra
gCM = H ×C is called the Cameron–Martin subalgebra, and gCM equipped with the same group
multiplication denoted by GCM and called the Cameron–Martin subgroup. We equip GCM with
the left-invariant Riemannian metric which agrees with the natural Hilbert inner product,
〈
(A,a), (B,b)
〉
gCM
:= 〈A,B〉H + 〈a, b〉C,
on gCM ∼= TeGCM. In Section 3 we give several examples of this abstract setting including the
standard finite-dimensional Heisenberg group.
The main objects of our study are a Brownian motion in G and the corresponding heat kernel
measure defined in Section 4. Namely, let {(B(t),B0(t))}t0 be a Brownian motion on g with
variance determined by
E
[〈(
B(s),B0(s)
)
, (A,a)
〉
gCM
· 〈(B(t),B0(t)), (C, c)〉gCM]
= Re〈(A,a), (C, c)〉
gCM
min(s, t)
for all s, t ∈ [0,∞), A,C ∈ H∗ and a, c ∈ C. Then the Brownian motion on G is the continuous
G-valued process defined by
g(t) =
(
B(t),B0(t)+ 12
t∫
0
ω
(
B(τ), dB(τ)
))
.
For T > 0 the heat kernel measure on G is νT = Law(g(T )). It is shown in Corollary 4.5 that
{νt }t>0 satisfies item (3) of Theorem 1.2 with o = (0,0) ∈ G(ω).
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version of Fernique’s theorem for G(ω). In light of Theorem 3.12 this result is also analogous to
the integrated Gaussian upper bound in Eq. (1.5).
In Theorem 5.2 we prove quasi-invariance for the path space measure associated to the Brow-
nian motion, g, on G with respect to multiplication on the left by finite energy paths in the
Cameron–Martin subgroup GCM. (In light of the results in Malliavin [40] it is surprising that
Theorem 5.2 holds.) Theorem 5.2 is then used to prove quasi-invariance of the heat kernel mea-
sures with respect to both right and left multiplication (Theorem 6.1 and Corollary 6.2), as well
as integration by parts formulae on the path space and for the heat kernel measures, see Corol-
laries 5.6–6.5. These results can be interpreted as the first steps towards proving νt is a “strictly
positive” smooth measure. In this infinite-dimensional setting it is natural to interpret quasi-
invariance and integration by parts formulae as properties of the smoothness of the heat kernel
measure, see [17, Theorem 3.3] for example.
In Section 7 we compute the Ricci curvature and check that not only is it bounded from below
(see Proposition 7.2), but also that the Ricci curvature of certain finite-dimensional “approxi-
mations” are bounded from below with constants independent of the approximation. Based on
results in [18], these bounds allow us to give another proof of the quasi-invariance result for νt
and at the same time to get Lp-estimates on the corresponding Radon–Nikodym derivatives, see
Theorem 8.1. These estimates are crucial for the heat kernel analysis on the spaces of holomor-
phic functions which is the subject of our paper [19]. In Theorem 8.3 we show that an analogue
of the logarithmic Sobolev inequality in Eq. (1.4) holds in our setting as well.
In Section 9 we give a list of open questions and further possible developments of the results of
this paper. We expect our methods to be applicable to a much larger class of infinite-dimensional
nilpotent groups.
Finally, we refer to papers of H. Airault, P. Malliavin, D. Bell, Y. Inahama concerning quasi-
invariance, integration by parts formulae and the logarithmic Sobolev inequality on certain
infinite-dimensional curved spaces [1,4–6,32].
2. Abstract Wiener space preliminaries
Suppose that X is a real separable Banach space and BX is the Borel σ -algebra on X.
Definition 2.1. A measure μ on (X,BX) is called a (mean zero, non-degenerate) Gaussian mea-
sure provided that its characteristic functional is given by
μˆ(u) :=
∫
X
eiu(x) dμ(x) = e− 12 q(u,u) for all u ∈ X∗, (2.1)
where q = qμ :X∗ × X∗ → R is a quadratic form such that q(u, v) = q(v,u) and q(u) =
q(u,u) 0 with equality iff u = 0, i.e. q is a real inner product on X∗.
In what follows we frequently make use of the fact that
Cp :=
∫
‖x‖pX dμ(x) < ∞ for all 1 p < ∞. (2.2)
X
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∫
X
eλ‖x‖X dμ(x) < ∞ for all λ < ∞; (2.3)
or the even stronger Fernique’s inequality (see for example [8, Theorem 2.8.5] or [36, Theo-
rem 3.1]) ∫
X
eδ‖x‖2X dμ(x) < ∞ for some δ > 0. (2.4)
Lemma 2.2. If u,v ∈ X∗, then
∫
X
u(x)v(x) dμ(x) = q(u, v) (2.5)
and
∣∣q(u, v)∣∣ C2‖u‖X∗‖v‖X∗ . (2.6)
Proof. Let u∗μ := μ ◦ u−1 denote the law of u under μ. Then by Eq. (2.1),
(u∗μ)(dx) = 1√2πq(u,u)e
− 12q(u,u) x2 dx
and hence, ∫
X
u2(x) dμ(x) = qμ(u,u) = q(u,u). (2.7)
Polarizing this identity gives Eq. (2.5) which along with Eq. (2.2) implies Eq. (2.6). 
The next theorem summarizes some well-known properties of Gaussian measures that we will
use freely below.
Theorem 2.3. Let μ be a Gaussian measure on a real separable Banach space, X. For x ∈ X let
‖x‖H := sup
u∈X∗\{0}
|u(x)|√
q(u,u)
(2.8)
and define the Cameron–Martin subspace, H ⊂ X, by
H = {h ∈ X: ‖h‖H < ∞}. (2.9)
Then
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(2) There exists a unique inner product, 〈·,·〉H on H such that ‖h‖2H = 〈h,h〉 for all h ∈ H .
Moreover, with this inner product H is a separable Hilbert space.
(3) For any h ∈ H
‖h‖X 
√
C2‖h‖H , (2.10)
where C2 is as in (2.2).
(4) If {ej }∞j=1 is an orthonormal basis for H , then for any u,v ∈ H ∗
q(u, v) = 〈u,v〉H ∗ =
∞∑
j=1
u(ej )v(ej ). (2.11)
The proof of this standard theorem is relegated to Appendix A, see Theorem A.1.
Remark 2.4. It follows from Eq. (2.10) that any u ∈ X∗ restricted to H is in H ∗. Therefore we
have
∫
X
u2 dμ = q(u,u) = ‖u‖2H ∗ =
∞∑
j=1
∣∣u(ej )∣∣2, (2.12)
where {ej }∞j=1 is an orthonormal basis for H . More generally, if ϕ is a linear bounded map from
X to C, where C is a real Hilbert space, then
‖ϕ‖2H ∗⊗C =:
∞∑
j=1
∥∥ϕ(ej )∥∥2C =
∫
X
∥∥ϕ(x)∥∥2C dμ(x) < ∞. (2.13)
To prove Eq. (2.13), let {fj }∞j=1 be an orthonormal basis for C. Then
∫
X
‖ϕ(x)‖2C dμ(x) =
∫
X
∞∑
j=1
∣∣〈ϕ(x), fj 〉C∣∣2 dμ(x) =
∞∑
j=1
∫
X
∣∣〈ϕ(x), fj 〉C∣∣2 dμ(x)
=
∞∑
j=1
∥∥〈ϕ(·), fj 〉C∥∥2H ∗ =
∞∑
j=1
∞∑
k=1
∣∣〈ϕ(ek), fj 〉C∣∣2
=
∞∑
k=1
∞∑
j=1
∣∣〈ϕ(ek), fj 〉C∣∣2 =
∞∑
k=1
∥∥ϕ(ek)∥∥2C = ‖ϕ‖2H ∗⊗C.
A simple consequence of Eq. (2.13) is that
‖ϕ‖2H ∗⊗C  ‖ϕ‖2X∗⊗C
∫
X
‖x‖2X dμ(x) = C2‖ϕ‖2X∗⊗C. (2.14)
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Throughout the rest of this paper (X,H,μ) will denote a real abstract Wiener space, i.e. X
is a real separable Banach space, H is a real separable Hilbert space densely embedded into X,
and μ is a Gaussian measure on (X,BX) such that Eq. (2.1) holds with q(u,u) := 〈u|H ,u|H 〉H ∗ .
Following the discussion in [35] and [23] we will say that a (possibly infinite-dimensional)
Lie algebra, g, is of Heisenberg type if C := [g,g] is contained in the center of g. If g is of
Heisenberg type and W is a complementary subspace to C in g, we may define a bilinear map,
ω : W ×W → C, by ω(w,w′) = [w,w′] for all w,w′ ∈ W . Then for ξi := wi + ci ∈ W ⊕C = g,
i = 1,2, we have
[ξ1, ξ2] = [w1 + c1,w2 + c2] = 0 +ω(w1,w2).
If we now suppose G is a finite-dimensional Lie group with Lie algebra g, then by the Baker–
Campbell–Dynkin–Hausdorff formula
eξ1eξ2 = eξ1+ξ2+ 12 [ξ1,ξ2] = ew1+w2+c1+c2+ 12ω(w1,w2).
In particular, we may introduce a group structure on g by defining
(w1 + c1) · (w2 + c2) = w1 +w2 + c1 + c2 + 12ω(w1,w2).
With this as motivation, we are now going to introduce a class of Heisenberg type Lie groups
based on the following data.
Notation 3.1. Let (W,H,μ) be an abstract Wiener space, C be a finite-dimensional inner product
space, and ω :W × W → C be a continuous skew symmetric bilinear quadratic form on W .
Further let
‖ω‖0 := sup
{∥∥ω(w1,w2)∥∥C: w1,w2 ∈ W with ‖w1‖W = ‖w2‖W = 1}. (3.1)
be the uniform norm on ω which is finite by the assumed continuity of ω.
We now define g := W × C which is a Banach space in the norm
∥∥(w, c)∥∥
g
:= ‖w‖W + ‖c‖C. (3.2)
We further define gCM := H × C which is a Hilbert space relative to the inner product
〈
(A,a), (B,b)
〉
gCM
:= 〈A,B〉H + 〈a, b〉C. (3.3)
The associated Hilbertian norm on gCM is given by
∥∥(A,a)∥∥ :=√‖A‖2 + ‖a‖2 . (3.4)
gCM H C
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[
(w1, c1), (w2, c2)
] := (0,ω(w1,w2)) (3.5)
for all (w1, c1), (w2, c2) ∈ g makes g into a Lie algebra such that gCM is Lie subalgebra of g.
Note that this definition implies that C = [g,g] is contained in the center of g. It is also easy to
verify that we may make g into a group using the multiplication rule
(w1, c1) · (w2, c2) =
(
w1 +w2, c1 + c2 + 12ω(w1,w2)
)
. (3.6)
The latter equations may be more simply expressed as
g1g2 = g1 + g2 + 12 [g1, g2], (3.7)
where gi = (wi, ci), i = 1,2. As sets G and g are the same.
The identity in G is e = (0,0) and the inverse is given by g−1 = −g for all g = (w, c) ∈ G.
Let us observe that {0} × C is in the center of both G and g and for h in the center of G,
g · h = g + h. In particular, since [g,h] ∈ {0} × C it follows that k · [g,h] = k + [g,h] for all
k, g,h ∈ G.
Definition 3.2. When we want to emphasize the group structure on g we denote g by G or G(ω).
Similarly, when we view gCM as a subgroup of G it will be denoted by GCM and will be called
the Cameron–Martin subgroup.
Lemma 3.3. The Banach space topologies on g and gCM make G and GCM into topological
groups.
Proof. Since g−1 = −g, the map g → g−1 is continuous in the g and gCM topologies. Since
(g1, g2) → g1 + g2 and (g1, g2) → [g1, g2] are continuous in both the g and gCM topologies, it
follows from Eq. (3.7) that (g1, g2) → g1 · g2 is continuous as well. 
For later purposes it is useful to observe, by Eqs. (3.5) and (3.7), that
‖g1g2‖g  ‖g1‖g + ‖g2‖g + 12‖ω‖0‖g1‖g‖g2‖g for any g1, g2 ∈ G. (3.8)
Notation 3.4. To each g ∈ G, let lg : G → G and rg :G → G denote left and right multiplication
by g, respectively.
Notation 3.5 (Linear differentials). Suppose f :G → C is a Fréchet smooth function. For g ∈ G
and h, k ∈ g let
f ′(g)h := ∂hf (g) = d
∣∣∣∣ f (g + th)dt 0
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f ′′(g)(h⊗ k) := ∂h∂kf (g).
Here and in the sequel a prime on a symbol will be used denote its derivative or differential.
As G is a vector space, to each g ∈ G we can associate the tangent space (as in the following
notation) to G at g, TgG, which is naturally isomorphic to G.
Notation 3.6. For v,g ∈ G, let vg ∈ TgG denote the tangent vector satisfying, vgf = f ′(g)v for
all Fréchet smooth functions, f :G → C.
We will write g and gCM for TeG and TeGCM, respectively. Of course as sets we may view g
and gCM as G and GCM, respectively. For h ∈ g, let h˜ be the left-invariant vector field on G such
that h˜(g) = h when g = e. More precisely if σ(t) ∈ G is any smooth curve such that σ(0) = e
and σ˙ (0) = h (e.g. σ(t) = th), then
h˜(g) = lg∗h := d
dt
∣∣∣∣
0
g · σ(t). (3.9)
As usual we view h˜ as a first-order differential operator acting on smooth functions, f : G → C,
by
(h˜f )(g) = d
dt
∣∣∣∣
0
f
(
g · σ(t)). (3.10)
Proposition 3.7. Let f :G → C be a smooth function, h = (A,a) ∈ g and g = (w, c) ∈ G. Then
h˜(g) := lg∗h =
(
A,a + 1
2
ω(w,A)
)
g
for all g = (w, c) ∈ G (3.11)
and in particular using Notation 3.6
(˜A, a)f (g) = f ′(g)
(
A,a + 1
2
ω(w,A)
)
. (3.12)
Furthermore, if h = (A,a), k = (B,b), and then
(h˜k˜f − k˜h˜f ) = [˜h, k]f. (3.13)
In other words, the Lie algebra structure on g induced by the Lie algebra structure on the left-
invariant vector fields on G is the same as the Lie algebra structure defined in Eq. (3.5).
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h˜(g) = d
dt
∣∣∣∣
0
[
g · (th)]= d
dt
∣∣∣∣
0
[
(w, c) · t (A,a)]
= d
dt
∣∣∣∣
0
[(
w + tA, c + ta + t
2
ω(w,A)
)]
=
(
A,a + 1
2
ω(w,A)
)
.
So by the chain rule, (h˜f )(g) = f ′(g)h˜(g) and hence
(h˜k˜f )(g) = d
dt
∣∣∣∣
0
[
f ′(g · th)k˜(g · th)]
= f ′′(g)(h˜(g)⊗ k˜(g))+ f ′(g) d
dt
∣∣∣∣
0
k˜(g · th), (3.14)
where
d
dt
∣∣∣∣
0
k˜(g · th) = d
dt
∣∣∣∣
0
(
B,a + 1
2
ω(w + tA,B)
)
=
(
0,
1
2
ω(A,B)
)
.
Since f ′′(g) is symmetric, it now follows by subtracting Eq. (3.14) with h and k interchanged
from itself that
(h˜k˜f − k˜h˜f )(g) = f ′(g)(0,ω(A,B))= f ′(g)[h, k] = ([˜h, k]f )(g)
as desired. 
Lemma 3.8. The one parameter group in G, eth, determined by h = (A,a) ∈ g, is given by
eth = th = t (A,a). (3.15)
Proof. Letting (w(t), c(t)) := eth, according to Eq. (3.11) we have that
d
dt
(
w(t), c(t)
)= (A,a + 1
2
ω
(
w(t),A
))
with w(0) = 0 and c(0) = 0.
The solution to this differential equation is easily seen to be given by Eq. (3.15). 
3.1. Length and distance estimates
Notation 3.9. Let T > 0 and C1CM denote the collection of C1-paths, g : [0, T ] → GCM. The
length of g is defined as
GCM(g) =
T∫ ∥∥lg−1(s)∗g′(s)∥∥gCM ds. (3.16)0
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dGCM(x, y) = inf
{
GCM(g): g ∈ C1CM such that g(0) = x and g(T ) = y
}
.
It will also be convenient to define |y| := dGCM(e, y) for all y ∈ GCM. (The value of T > 0 used
in defining dCCM is irrelevant since the length functional is reparametrization invariant.)
Let
C := sup{∥∥ω(h, k)∥∥C: ‖h‖H = ‖k‖H = 1} C2‖ω‖0 < ∞. (3.17)
The inequality in Eq. (3.17) is a consequence of Eq. (2.10) and the definition of ‖ω‖0 in Eq. (3.1).
Proposition 3.10. Let ε := 1/C where C is as in Eq. (3.17). Then for all x, y ∈ GCM,
dGCM(x, y)
(
1 + C
2
‖x‖gCM ∧ ‖y‖gCM
)
‖y − x‖gCM (3.18)
and in particular, |x| = dGCM(e, x) ‖x‖gCM . Moreover, there exists K < ∞ such that if x, y ∈
GCM with dGCM(x, y) < ε/2 = 1/2C, then
‖y − x‖gCM K
(
1 + ‖x‖gCM ∧ ‖y‖gCM
)
dGCM(x, y). (3.19)
As a consequence of Eqs. (3.18) and (3.19) we see that the topology on GCM induced by dGCM is
the same as the Hilbert topology induced by ‖ · ‖gCM .
Remark 3.11. The equivalence of these two topologies in an infinite-dimensional setting has
been addressed in [24] in the case of Hilbert–Schmidt groups of operators.
Proof. For notational simplicity, let T = 1. If g(s) = (w(s), a(s)) is a path in C1CM for 0 s  1,
then by Eq. (3.11)
lg−1(s)∗g′(s) =
(
w′(s), a′(s)− 1
2
ω
(
w(s),w′(s)
))
= g′(s)− 1
2
[
g(s), g′(s)
] (3.20)
and we may write Eq. (3.16) more explicitly as
GCM(g) =
1∫
0
∥∥∥∥g′(s)− 12
[
g(s), g′(s)
]∥∥∥∥
gCM
ds. (3.21)
If we now apply Eq. (3.21) to g(s) = x + s(y − x) for 0 s  1, we see that
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1∫
0
∥∥∥∥(y − x)− 12
[
x + s(y − x), (y − x)]∥∥∥∥
gCM
ds
=
∥∥∥∥(y − x)− 12
[
x, (y − x)]∥∥∥∥
gCM

(
1 + C
2
‖x‖gCM
)
‖y − x‖gCM .
As we may interchange the roles of x and y in this inequality, the proof of Eq. (3.18) is complete.
Let
Bε :=
{
x ∈ gCM: ‖x‖gCM  ε
}
,
y ∈ Bε , and g : [0,1] → GCM be a C1-path such that g(0) = (0,0) = e and g(1) = y. Further let
T ∈ [0,1] be the first time that g exits Bε with the convention that T = 1 if g([0,1]) ⊂ Bε . Then
from Eq. (3.21)
GCM(g) GCM(g|[0,T ])

T∫
0
[∥∥g′(s)∥∥
gCM
− 1
2
∥∥[g(s), g′(s)]∥∥
gCM
]
ds

(
1 − C
2
ε
)
·
T∫
0
∥∥g′(s)∥∥
gCM
ds 
(
1 − C
2
ε
)
· ∥∥g(T )∥∥
gCM
 1
2
∥∥g(T )∥∥
gCM
 1
2
‖y‖gCM . (3.22)
Optimizing Eq. (3.22) over g implies
|y| = dGCM(e, y)
1
2
‖y‖gCM for all y ∈ Bε.
If in the above argument y was not in Bε , then the path g would have had to exit Bε and we
could conclude that GCM(g) ‖g(T )‖gCM/2 = ε/2 and therefore that dGCM(e, y) ε/2. Hence
we have shown that
|y| = dGCM(e, y)
1
2
min
(
ε,‖y‖gCM
)
for all y ∈ GCM.
Now suppose that x, y ∈ GCM and (without loss of generality) that ‖x‖gCM  ‖y‖gCM . Using
the left-invariance of dGCM , it follows that
dGCM(x, y) = dGCM
(
e, x−1y
)
 1
2
min
(
ε,
∥∥x−1y∥∥
gCM
)
. (3.23)
If we further suppose that dGCM(x, y) < ε2 , we may conclude from Eq. (3.23) that∥∥∥∥y − x − 12 [x, y]
∥∥∥∥ = ∥∥x−1y∥∥gCM  2dGCM(x, y).
gCM
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‖B −A‖2H +
∥∥∥∥b − a − 12ω(A,B)
∥∥∥∥
2
C
 4d2GCM(x, y)
and therefore ‖B −A‖H  2dGCM(x, y) and
‖b − a‖C 
∥∥∥∥b − a − 12ω(A,B)
∥∥∥∥
C
+
∥∥∥∥12ω(A,B)
∥∥∥∥
C
 2dGCM(x, y)+
1
2
∥∥ω(A,B −A)∥∥C
 2dGCM(x, y)+
C
2
‖A‖H‖B −A‖H
 2dGCM(x, y)
(
1 + C
2
‖A‖H
)
 2dGCM(x, y)
(
1 + C
2
‖x‖gCM
)
.
Combining these results shows that if dGCM(x, y) < ε2 then
‖y − x‖2gCM  4d2GCM(x, y)
(
1 +
(
1 + C
2
‖x‖gCM
)2)
from which Eq. (3.19) easily follows. 
We are most interested in the case where {ω(A,B): A,B ∈ H } is a total subset of C, i.e.
span{ω(A,B): A,B ∈ H } = C. In this case it turns out that straight line paths are bad ap-
proximations to the geodesics joining e ∈ GCM to points x ∈ GCM far away from e. For points
x ∈ GCM distant from e it is better to use “horizontal” paths instead which leads to the following
distance estimates.
Theorem 3.12. Suppose that {ω(A,B): A,B ∈ H } is a total subset of C. Then there exists
C(ω) < ∞ such that
dCM
(
e, (A,a)
)
 C(ω)
(‖A‖H +√‖a‖C ) for all (A,a) ∈ gCM. (3.24)
Moreover, for any ε0 > 0 there exists γ (ε0) > 0 such that and
γ (ε0)
(‖A‖H +√‖a‖C ) dCM(e, (A,a)) if dCM(e, (A,a)) ε0. (3.25)
Thus away from any neighborhood of the identity, dCM(e, (A,a)) is comparable to ‖A‖H +√‖a‖C.
Since this theorem is not central to the rest of the paper we will relegate its proof to
Appendix C. The main point of Theorem 3.12 is to explain why Theorem 4.16 is an infinite-
dimensional analogue of the integrated Gaussian heat kernel bound in Eq. (1.5).
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Notation 3.13. Suppose H and C are real (complex) Hilbert spaces, L :H → C is a bounded
operator, ω :H ×H → C is a continuous (complex) bilinear form, and {ej }∞j=1 is an orthonormal
basis for H . The Hilbert–Schmidt norms of L and ω are defined by
‖L‖2H ∗⊗C :=
∞∑
j=1
‖Lej‖2C, (3.26)
and
‖ω‖22 = ‖ω‖H ∗⊗H ∗⊗C :=
∞∑
i,j=1
∥∥ω(ei, ej )∥∥2C. (3.27)
It is easy to verify directly that these definitions are basis independent. Also see Eq. (3.29)
below.
Proposition 3.14. Suppose that (W,H,μ) is a real abstract Wiener space, ω :W × W → C is
as in Notation 3.1, and {ej }∞j=1 is an orthonormal basis for H . Then
∥∥ω(w, ·)∥∥2
H ∗⊗C  C2‖ω‖20‖w‖2W for all w ∈ W (3.28)
and
‖ω‖22 =
∫
W×W
∥∥ω(w,w′)∥∥2C dμ(w)dμ(w′) ‖ω‖20C22 < ∞, (3.29)
where C2 is as in Eq. (2.2).
Proof. From Eq. (2.13),
∥∥ω(w, ·)∥∥2
H ∗⊗C =
∫
W
∥∥ω(w,w′)∥∥2C dμ(w′)
 ‖ω‖20‖w‖2W
∫
W
‖w′‖2W dμ(w′) = C2‖ω‖20‖w‖2W .
Similarly, viewing w → ω(w, ·) as a continuous linear map from W to H ∗ ⊗ C it follows from
Eqs. (2.13) and (2.14), that
‖ω‖22 =
∥∥h → ω(h, ·)∥∥2
H ∗⊗(H ∗⊗C) =
∫
W
∥∥ω(w, ·)∥∥2
H ∗⊗C dμ(w)

∫
W
C2‖ω‖20‖w‖2W dμ(w) = C22‖ω‖20. 
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gCM
 C
∥∥(A,a)∥∥
gCM
∥∥(B,b)∥∥
gCM
,
where C  ‖ω‖2 as in Eq. (3.17). This is a consequence of the following simple estimates∥∥[(A,a), (B,b)]∥∥
gCM
= ∥∥(0,ω(A,B))∥∥
gCM
= ∥∥ω(A,B)∥∥C
 C‖A‖H‖B‖H  C
∥∥(A,a)∥∥
gCM
∥∥(B,b)∥∥
gCM
.
This continuity property of the Lie bracket is often used to prove that the exponential map is
a local diffeomorphism (e.g. see [24] in the case of infinite-dimensional matrix groups). In
the Heisenberg group setting the exponential map is a global diffeomorphism as follows from
Lemma 3.8, where we have not used continuity of the Lie bracket.
Lemma 3.16. Suppose that H is a real Hilbert space, C is a real finite-dimensional inner product
space, and  :H → C is a continuous linear map. Then for any orthonormal basis {ej }∞j=1 of H
the series
∞∑
j=1
(ej )⊗ (ej ) ∈ C ⊗ C (3.30)
and
∞∑
j=1
(ej )⊗ ej ∈ C ⊗H (3.31)
are convergent and independent of the basis.3
Proof. If {fi}dim Ci=1 is an orthonormal basis for C, then
∞∑
j=1
∥∥(ej )⊗ (ej )∥∥C⊗C =
∞∑
j=1
∥∥(ej )∥∥2C
=
dim C∑
i=1
∞∑
j=1
(
fi, (ej )
)2 = dim C∑
i=1
∥∥(fi, (·))∥∥2H ∗ < ∞
which shows that the sum in Eq. (3.30) is absolutely convergent and that  is Hilbert–Schmidt.
Similarly, since {(ej )⊗ ej }∞j=1 is an orthogonal set in C ⊗H and
∞∑
j=1
∥∥(ej )⊗ ej∥∥2C⊗H =
∞∑
j=1
∥∥(ej )∥∥2C < ∞,
the sum in Eq. (3.31) is convergent as well.
3 If we were to allow C to be an infinite-dimensional Hilbert space here, we would have to assume that  is Hilbert–
Schmidt. When dim C <∞,  :H → C is Hilbert–Schmidt iff it is bounded.
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H ⊗ K , is unitarily equivalent to the space of Hilbert–Schmidt operators, HS(H,K), from H
to K . Under this identification, h ⊗ k ∈ H ⊗ K corresponds to the operator (still denoted by
h ⊗ k) in HS(H,K) defined by; H  h′ → (h,h′)H k ∈ K . Using this identification we have
that for all c ∈ C;( ∞∑
j=1
(ej )⊗ (ej )
)
c =
∞∑
j=1
(ej )
〈
(ej ), c
〉
C =
∞∑
j=1
(ej )
〈
ej , 
∗c
〉
C
= 
( ∞∑
j=1
〈
ej , 
∗c
〉
Cej
)
= ∗c
and ( ∞∑
j=1
(ej )⊗ ej
)
c =
∞∑
j=1
ej
〈
(ej ), c
〉
C =
∞∑
j=1
ej
〈
ej , 
∗c
〉
C = ∗c,
which clearly shows that Eqs. (3.30) and(3.31) are basis-independent. 
3.3. Examples
Here we describe several examples including finite-dimensional Heisenberg groups. As we
mentioned earlier a typical example of such a group is the Heisenberg group of a symplectic
vector space. For each of the examples presented we will explicitly compute the norm ‖ω‖22 of
the form ω as defined in Eq. (3.27). In Section 7 we will also explicitly compute the Ricci tensor
for each of the examples introduced here.
To describe some of the examples below, it is convenient to use complex Banach and Hilbert
spaces. However, for the purposes of this paper the complex structure on these spaces should be
forgotten. In doing so we will use the following notation. If X is a complex vector space, let XRe
denote X thought of as a real vector space. If (H, 〈·,·〉H ) is a complex Hilbert space, we define
〈·,·〉HRe = Re〈·,·〉H in which case (HRe, 〈·,·〉HRe) becomes a real Hilbert space. Before going to
the examples, let us record the relationship between the complex and real Hilbert–Schmidt norms
of Notation 3.13.
Lemma 3.17. Suppose H and C are complex Hilbert spaces, L :H → C and ω :H × H → C
are as in Notation 3.13, and c ∈ C. Then
‖L‖2H ∗Re⊗CRe = 2‖L‖
2
H ∗⊗C, (3.32)∥∥〈ω(·,·), c〉CRe∥∥2H ∗Re⊗H ∗Re = 2∥∥〈ω(·,·), c〉C∥∥2H ∗⊗H ∗ , (3.33)
and ∥∥ω(·,·)∥∥2
H ∗Re⊗H ∗Re⊗CRe = 4
∥∥ω(·,·)∥∥2
H ∗⊗H ∗⊗C. (3.34)
Proof. A straightforward proof. 
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and ω(w, z) := Im〈w,z〉 be the standard symplectic form on R2n, where 〈w,z〉 = w · z¯ is the
usual inner product on Cn. Any element of the group Hn
R
:= G(ω) can be written as g = (z, c),
where z ∈ Cn and c ∈ R. As above, the Lie algebra, hn
R
, of Hn
R
is, as a set, equal to Hn
R
itself. If
{ej }nj=1 is an orthonormal basis for Rn then {ej , iej }nj=1 is an orthonormal basis for H and (real)
Hilbert–Schmidt norm of ω is given by
‖ω‖2H ∗⊗H ∗ =
n∑
j,k=1
∑
ε,δ∈{1,i}
[
Im〈εej , δek〉
]2 = n∑
j,k=1
2δj,k = 2n. (3.35)
Example 3.19 (Finite-dimensional complex Heisenberg group). Suppose that W = H =
Cn × Cn, C = C, and ω :W ×W → C is defined by
ω
(
(w1,w2), (z1, z2)
)= w1 · z2 −w2 · z1.
Any element of the group Hn
C
:= G(ω) can be written as g = (z1, z2, c), where z1, z2 ∈ Cn
and c ∈ C. As above, the Lie algebra, hn
C
, of Hn
C
is, as a set, equal to Hn
C
itself. In this case
{(ej ,0), (0, ej )}nj=1 is a complex orthonormal basis for H . The (complex) Hilbert–Schmidt norm
of the symplectic form ω is given by
‖ω‖2H ∗⊗H ∗ = 2
n∑
j=1
∣∣ω((ej ,0), (0, ej ))∣∣2 = 2n.
Example 3.20. Let (K, 〈·,·〉) be a complex Hilbert space and Q be a strictly positive trace
class operator on K . For h, k ∈ K , let 〈h, k〉Q := 〈h,Qk〉 and ‖h‖Q :=
√〈h,h〉Q. Also let
(KQ, 〈·, ·〉Q) denote the Hilbert space completion of (K,‖ · ‖Q). Analogous to Example 3.18, let
H := KRe, W := (KQ)Re, and ω : W ×W → R =: C be defined by
ω(w, z) = Im〈w,z〉Q for all w,z ∈ W.
Then G(ω) = W × R is a real group and (W,H) determines an abstract Wiener space (see for
example [36, Exercise 17, p. 59] and [8, Example 3.9.7]). Let {ej }∞j=1 be an orthonormal basis for
K so that {ej , iej }∞j=1 is an orthonormal basis for (H,Re〈·,·〉K). Then the real Hilbert–Schmidt
norm of ω is given by
‖ω‖2H ∗⊗H ∗ =
∞∑
j,k=1
∑
ε,δ∈{1,i}
[
Im2〈εej ,Qδek〉
]
= 2
∞∑
j,k=1
[
Im2〈ej ,Qek〉 + Re2〈ej ,Qek〉
]= 2 ∞∑
j,k=1
∣∣〈ej ,Qek〉∣∣2
= 2
∞∑
k=1
‖Qek‖2 = 2‖Q‖2HS = 2 trQ2. (3.36)
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further assume that K is equipped with a conjugation, k → k¯, which is isometric and commutes
with Q. Analogously to Example 3.19, let W := KQ×KQ, H = K×K , and let ω :W ×W → C
be defined by
ω
(
(w1,w2), (z1, z2)
)= 〈w1, z¯2〉Q − 〈w2, z¯1〉Q,
which is skew symmetric because the conjugation commutes with Q. If {ej }∞j=1 is an orthonor-
mal basis for K , then {e¯j }∞j=1 is also an orthonormal basis for K (because the conjugation is
isometric) and {(ej ,0), (0, ej )}∞j=1 is a orthonormal basis for H . Hence, the (complex) Hilbert–
Schmidt norm of ω is given by
‖ω‖2H ∗⊗H ∗ =
∞∑
j,k=1
(∣∣ω((ej ,0), (0, ek))∣∣2 + ∣∣ω((0, ek), (ej ,0))∣∣2)
= 2
∞∑
j,k=1
∣∣〈ej ,Qe¯k〉∣∣2 = 2 ∞∑
k=1
‖Qe¯k‖2 = 2‖Q‖2HS = 2 trQ2. (3.37)
Example 3.22. Suppose that (V , 〈·,·〉V ) is a d-dimensional F-inner product space (F = R or C),
C is a finite-dimensional F-inner product space, α :V × V → C is an anti-symmetric bilinear
form on V , and {qj }∞j=1 is a sequence of positive numbers such that
∑∞
j=1 qj < ∞. Let
W =
{
v ∈ V N:
∞∑
j=1
qj‖vj‖2V < ∞
}
and
H =
{
v ∈ V N:
∞∑
j=1
‖vj‖2V < ∞
}
⊂ W,
each of which are Hilbert spaces when equipped with the inner products
〈v,w〉W :=
∞∑
j=1
qj 〈vj ,wj 〉V and
〈v,w〉H :=
∞∑
j=1
〈vj ,wj 〉V ,
respectively. Further let ω :W ×W → C be defined by
ω(v,w) =
∞∑
j=1
qjα(vj ,wj ).
Then (WRe,HRe) is an abstract Wiener space (see for example [36, Exercise 17, p. 59] and [8,
Example 3.9.7]) and, since
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j=1
qj
∣∣α(vj ,wj )∣∣ ‖α‖0 ∞∑
j=1
qj‖vj‖V ‖wj‖V
 ‖α‖0‖v‖W‖w‖W,
we have ‖ω‖0  ‖α‖0. For v ∈ V , let v(j) := (0, . . . ,0, v,0,0, . . .) ∈ H where the v is put in
the j th position. If {ua}da=1 is an orthonormal basis for V , then {ua(j): a = 1, . . . , d}∞j=1 is an
orthonormal basis for H . Therefore,
∥∥〈ω(·,·), c〉C∥∥2H ∗⊗H ∗ =
∞∑
j,k=1
d∑
a,b=1
〈
ω
(
ua(j), ub(k)
)
, c
〉2
C
=
∞∑
j=1
d∑
a,b=1
q2j
〈
α(ua,ub), c
〉2
C
=
( ∞∑
j=1
q2j
)∥∥〈α(·,·), c〉C∥∥2V ∗⊗V ∗ for all c ∈ C. (3.38)
Example 3.23. Let (V , 〈·,·〉, α) be as in Example 3.22 with F = C,
W = {σ ∈ C([0,1],V ): σ(0) = 0}
and H be the associated Cameron–Martin space,
H := H(V ) =
{
h ∈ W :
1∫
0
∥∥h′(s)∥∥2
V
ds < ∞
}
,
wherein
∫ 1
0 ‖h′(s)‖2V ds := ∞ if h is not absolutely continuous. Further let η be a complex
measure on [0,1] and
ω(σ1, σ2) :=
1∫
0
α
(
σ1(s), σ2(s)
)
dη(s) for all σ1, σ2 ∈ W.
Then (W,H,ω) satisfies all of the assumptions in Notation 3.1. Let {ua}da=1 be the orthonormal
basis of V , {lj }∞j=1 be the orthonormal basis of H(R), then {lj ua : a = 1,2, . . . , d}∞j=1 is an
orthonormal basis of H and (see [22, Lemma 3.8])
∞∑
j=1
lj (s)lj (t) = s ∧ t for all s, t ∈ [0,1]. (3.39)
If we let λ be the total variation of η, then dη = ρ dλ, where ρ = dη
dλ
. Hence if dη¯(t) := ρ¯(t) dλ(t)
and c ∈ C, then
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=
∞∑
j,k=1
d∑
a,b=1
∣∣〈ω(ljua, lkub), c〉C∣∣2
=
∞∑
j,k=1
d∑
a,b=1
∣∣∣∣
∫
[0,1]
lj (s)lk(s)ρ(s) dλ(s)
〈
α(ua,ub), c
〉
C
∣∣∣∣
2
= ∥∥〈α(·,·), c〉C∥∥22 ·
∞∑
j,k=1
∫
[0,1]2
lj (s)lk(s)lj (t)lk(t)ρ(s)ρ¯(t) dλ(s) dλ(t)
= ∥∥〈α(·,·), c〉C∥∥22 ·
∫
[0,1]2
(s ∧ t)2ρ(s)ρ¯(t) dλ(s) dλ(t)
= ∥∥〈α(·,·), c〉C∥∥22 ·
∫
[0,1]2
(s ∧ t)2 dη(s) dη¯(t), (3.40)
wherein we have used Eq. (3.39) in the fourth equality above. Summing this equation over c in
an orthonormal basis for C shows
‖ω‖22 = ‖α‖22 ·
∫
[0,1]2
(s ∧ t)2 dη(s) dη¯(t). (3.41)
3.4. Finite-dimensional projections and cylinder functions
Let i :H → W be the inclusion map, and i∗ :W ∗ → H ∗ be its transpose, i.e. i∗ :=  ◦ i for
all  ∈ W ∗. Also let
H∗ :=
{
h ∈ H : 〈·, h〉H ∈ Ran
(
i∗
)⊂ H ∗}
or in other words, h ∈ H is in H∗ iff 〈·, h〉H ∈ H ∗ extends to a continuous linear functional on W .
(We will continue to denote the continuous extension of 〈·, h〉H to W by 〈·, h〉H .) Because H
is a dense subspace of W , i∗ is injective and because i is injective, i∗ has a dense range. Since
h → 〈·, h〉H as a map from H to H ∗ is a conjugate linear isometric isomorphism, it follows from
the above comments that H∗  h → 〈·, h〉H ∈ W ∗ is a conjugate linear isomorphism too, and that
H∗ is a dense subspace of H .
Now suppose that P :H → H is a finite rank orthogonal projection such that PH ⊂ H∗. Let
{ej }nj=1 be an orthonormal basis for PH and j = 〈·, ej 〉H ∈ W ∗. Then we may extend P to a
(unique) continuous operator from W → H (still denoted by P) by letting
Pw :=
n∑
〈k, ej 〉Hej =
n∑
j (w)ej for all w ∈ W. (3.42)
j=1 j=1
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‖Pw‖W 
(
n∑
i=1
∥∥〈·, ei〉H∥∥W‖ei‖W
)
‖w‖W
and therefore there exists C < ∞ such that
‖Pw‖H  C‖w‖W for all w ∈ W. (3.43)
Notation 3.24. Let Proj(W) denote the collection of finite rank projections on W such that
PW ⊂ H∗ and P |H :H → H is an orthogonal projection, i.e. P has the form given in Eq. (3.42).
Further, let GP := PW × C (a subgroup of GCM) and
π = πP :G → GP
be defined by πP (w, c) := (Pw, c).
Remark 3.25. The reader should be aware that πP : G → GP ⊂ GCM is not (for general ω and
P ∈ Proj(W)) a group homomorphism. In fact we have,
πP
[
(w, c) · (w′, c′)]− πP (w, c) · πP (w′, c′) = ΓP (w,w′), (3.44)
where
ΓP (w,w
′) = 1
2
(
0,ω(w,w′)−ω(Pw,Pw′)). (3.45)
So unless ω is “supported” on the range of P , πP is not a group homomorphism. Since, (w,b)+
(0, c) = (w,b) · (0, c) for all w ∈ W and b, c ∈ C, we may also write Eq. (3.44) as
πP
[
(w, c) · (w′, c′)]= πP (w, c) · πP (w′, c′) · ΓP (w,w′). (3.46)
Definition 3.26. A function f : G → C is said to be a (smooth) cylinder function if it may be
written as f = F ◦ πP for some P ∈ Proj(W) and some (smooth) function F :GP→ C.
Notation 3.27. For g = (w, c) ∈ G, let γ (g) and χ(g) be the elements of gCM ⊗ gCM defined by
γ (g) :=
∞∑
j=1
(
0,ω(w, ej )
)⊗ (ej ,0) and
χ(g) :=
∞∑
j=1
(
0,ω(w, ej )
)⊗ (0,ω(w, ej )),
where {ej }∞j=1 is any orthonormal basis for H . Both γ and χ are well defined because of
Lemma 3.16.
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and h,h1, . . . , hn ∈ g, n ∈ N, let
(
D0f
)
(g) = f (g) and(
Dnf
)
(g)(h1 ⊗ · · · ⊗ hn) = h˜1 . . . h˜nf (g), (3.47)
where h˜f is given as in Eq. (3.10) or Eq. (3.12). We will write Df for D1f .
Proposition 3.29. Let {ej }∞j=1 and {f}d=1 be orthonormal bases for H and C, respectively.
Then for any smooth cylinder function, f :G → C,
Lf (g) :=
∞∑
j=1
[
(˜ej ,0)
2
f
]
(g)+
d∑
=1
[
(˜0, f)
2
f
]
(g) (3.48)
is well defined. Moreover, if f = F ◦ πP , ∂h is as in Notation 3.5 for all h ∈ gCM,
Hf (g) :=
∞∑
j=1
∂2(ej ,0)f (g) = (PHF)(Pw,c) (3.49)
and
Cf (g) :=
d∑
=1
[
∂2(0,f)f
]
(g) = (CF)(Pw,c), (3.50)
then
Lf (g) = (Hf +Cf )(g)+ f ′′(g)
(
γ (g)+ 1
4
χ(g)
)
. (3.51)
Proof. The proof of the second equality in Eq. (3.49) is straightforward and will be left to the
reader. Recall from Eq. (3.12) that
(˜ej ,0)f (g) = f ′(g)
(
ej ,
1
2
ω(w, ej )
)
. (3.52)
Applying (˜ej ,0) to both sides of Eq. (3.52) gives
(˜ej ,0)
2
f (g) = f ′′(g)
((
ej ,
1
2
ω(w, ej )
)
⊗
(
ej ,
1
2
ω(w, ej )
))
(3.53)
= f ′′(g)((ej ,0)⊗ (ej ,0))+ f ′′(g)((0,ω(w, ej ))⊗ (ej ,0))
+ 1f ′′(g)((0,ω(w, ej ))⊗ (0,ω(w, ej ))), (3.54)4
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∂ej ω(·, ej ) = ω(ej , ej ) = 0.
Summing Eq. (3.54) on j shows,
∞∑
j=1
[
(˜ej ,0)
2
f
]
(g) =
∞∑
j=1
f ′′(g)
(
(ej ,0)⊗ (ej ,0)
)+ f ′′(g)(γ (g)+ 1
4
χ(g)
)
=
∞∑
j=1
∂2(ej ,0)f (g)+ f ′′(g)
(
γ (g)+ 1
4
χ(g)
)
.
The formula in Eq. (3.51) for Lf is now easily verified and this shows that Lf is independent of
the choice of orthonormal bases for H and C appearing in Eq. (3.48). 
4. Brownian motion and heat kernel measures
For the Hilbert space stochastic calculus background needed for this section, see Métivier [41].
For the background on Itô integral relative to an abstract Wiener space-valued Brownian motion,
see Kuo [36, pp. 188–207] (especially Theorem 5.1), Kusuoka and Stroock [37, p. 5], and the
appendix in [16].
Suppose now that (B(t),B0(t)) is a smooth curve in gCM with (B(0),B0(0)) = (0,0) and
consider solving, for g(t) = (w(t), c(t)) ∈ GCM, the differential equations(
w˙(t), c˙(t)
)= g˙(t) = lg(t)∗(B˙(t), B˙0(t)) with g(0) = (0,0). (4.1)
By Eq. (3.11), it follows that
(
w˙(t), c˙(t)
)= (B˙(t), B˙0(t)+ 12ω
(
w(t), B˙(t)
))
and therefore the solution to Eq. (4.1) is given by
g(t) = (w(t), c(t))=
(
B(t),B0(t)+ 12
t∫
0
ω
(
B(τ), B˙(τ )
)
dτ
)
. (4.2)
Below in Section 4.2, we will replace B and B0 by Brownian motions and use this to define a
Brownian motion on G.
4.1. A quadratic integral
Let {(B(t),B0(t))}t0 be a Brownian motion on g with variance determined by
E
[〈(
B(s),B0(s)
)
, (A,a)
〉
gCM
〈(
B(t),B0(t)
)
, (C, c)
〉
gCM
]
= Re〈(A,a), (C, c)〉 min(s, t)gCM
B.K. Driver, M. Gordina / Journal of Functional Analysis 255 (2008) 2395–2461 2419for all s, t ∈ [0,∞), A,C ∈ H∗ and a, c ∈ C. Also let {ej }∞j=1 ⊂ H∗ be an orthonormal basis
for H . For n ∈ N, define Pn ∈ Proj(W) as in Notation 3.24, i.e.
Pn(w) =
n∑
j=1
〈w,ej 〉Hej =
n∑
j=1
j (w)ej for all w ∈ W. (4.3)
Proposition 4.1. For each n, let Mnt :=
∫ t
0 ω(B(τ), dPnB(τ)). Then
(1) {Mnt }t0 is an L2-martingale and there exists an L2-martingale, {Mt }t0 with values in C
such that
lim
n→∞E
[
max
tT
∥∥Mt −Mnt ∥∥2C]= 0 for all T < ∞. (4.4)
(2) The quadratic variation of M is given by
〈M〉t =
t∫
0
∥∥ω(B(τ), ·)∥∥2
H ∗⊗C dτ. (4.5)
(3) The square integrable martingale, Mt , is well defined independent of the choice of the or-
thonormal basis, {ej }∞j=1 and hence will be denoted by
∫ t
0 ω(B(τ), dB(τ)).
(4) For each p ∈ [1,∞), {Mt }t0 is Lp-integrable and there exists cp < ∞ such that
E
(
sup
0tT
‖Mt‖pC
)
 cpT p < ∞ for all 0 T < ∞.
(This estimate will be considerably generalized in Proposition 4.13 below.)
Proof. (1) For P ∈ Proj(W) let MPt :=
∫ t
0 ω(B(τ), dPB(τ)). Let P,Q ∈ Proj(W) and choose
an orthonormal basis, {vl}Nl=1 for Ran(P )+ Ran(Q). We then have
E
[∥∥MPT −MQT ∥∥2C]= E
T∫
0
N∑
l=1
∥∥ω(B(τ), (P −Q)vl)∥∥2C dτ
= E
T∫
0
∞∑
l=1
∥∥ω(B(τ), (P −Q)el)∥∥2C dτ (4.6)
=
T∫
0
∞∑
l=1
∞∑
k=1
∥∥ω(ek, (P −Q)el)∥∥2Cτ dτ
= T
2
2
∞∑ ∞∑∥∥ω(ek, (P −Q)el)∥∥2C. (4.7)
l=1 k=1
2420 B.K. Driver, M. Gordina / Journal of Functional Analysis 255 (2008) 2395–2461Taking P = Pn and Q = Pm with m n in Eq. (4.7) allows us to conclude that
E
[∥∥MnT −MmT ∥∥2C]= T 22
n∑
j=m+1
∞∑
l=1
∥∥ω(el, ej )∥∥2C → 0 as m,n → ∞
because ‖ω‖22 < ∞ by Proposition 3.14. Since the space of continuous L2-martingales on [0, T ]
is complete in the norm, N → E‖NT ‖2C and, by Doob’s maximal inequality [34, Proposi-
tion 7.16], there exists c < ∞ such that
E
[
max
tT
‖Nt‖pC
]
 cE‖NT ‖pC,
it follows that there exists a square integrable C-valued martingale, {Mt }t0, such that Eq. (4.4)
holds.
(2) Since the quadratic variation of Mn is given by
〈
Mn
〉
t
=
t∫
0
∥∥ω(B(τ), dPnB(τ))∥∥2C =
t∫
0
n∑
l=1
∥∥ω(B(τ), el)∥∥2C dτ
and
E
[∣∣〈M〉t − 〈Mn〉t ∣∣]
√
E
[〈
M −Mn〉
t
] · E[〈M +Mn〉
t
]
=
√
E
∥∥Mt −Mnt ∥∥2C · E∥∥Mt +Mnt ∥∥2C → 0 as n → ∞,
Eq. (4.5) easily follows.
(3) Suppose now that {e′j }∞j=1 ⊂ H∗ is another orthonormal basis for H and P ′n :W → H∗ are
the corresponding orthogonal projections. Taking P = Pn and P ′ = P ′n in Eq. (4.7) gives,
E
∥∥MPnT −MP ′nT ∥∥2C = T 22
∞∑
l=1
∞∑
k=1
∥∥ω(ek, (Pn − P ′n)el)∥∥2C. (4.8)
Since
∞∑
l=1
∞∑
k=1
∥∥ω(ek,P ′nel)−ω(ek, el)∥∥2C =
∞∑
l=1
∞∑
k=1
∥∥ω(ek, (P ′n − I)el)∥∥2C
=
∞∑
l=1
∞∑
k=1
∥∥ω(e′k, (P ′n − I)e′l)∥∥2C
=
∞∑ ∞∑∥∥ω(e′k, e′l)∥∥2C → 0 as n → ∞
l=n+1 k=1
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∑∞
l=1
∑∞
k=1 ‖ω(ek,Pnel) − ω(ek, el)‖2C → 0 as n → ∞, we may
pass to the limit in Eq. (4.8) to learn that limn→∞ E‖MPnT −MP
′
n
T ‖2C = 0.(4) By Jensen’s inequality
( T∫
0
∥∥ω(B(s), ·)∥∥2
H ∗⊗C ds
)p/2
= T p/2
( T∫
0
∥∥ω(B(s), ·)∥∥2
H ∗⊗C
ds
T
)p/2
 T p/2
T∫
0
∥∥ω(B(s), ·)∥∥p
H ∗⊗C
ds
T
= T p2 −1
T∫
0
∥∥ω(B(s), ·)∥∥p
H ∗⊗C ds.
Combining this estimate with Eq. (3.28) and then applying either Skorohod’s or Fernique’s
inequality (see Eqs. (2.3) or (2.4)) shows
E
[〈M〉p/2T ] T p2 −1
T∫
0
E
∥∥ω(B(s), ·)∥∥p
H ∗⊗C ds
 T
p
2 −1
T∫
0
C
p/2
2 ‖ω‖p0
∥∥B(s)∥∥p
W
ds
 T
p
2 −1Cp/22 ‖ω‖p0
∫
W
‖y‖pW dμ(y)
T∫
0
sp/2 ds
= T p2 −1Cp/22 ‖ω‖p0 Cp
T p/2+1
p/2 + 1 = c
′
pT
p. (4.9)
As a consequence of the Burkholder–Davis–Gundy inequality (see for example [49, Corol-
lary 6.3.1a, p. 344], [45, Appendix A.2], or [41, p. 212] and [34, Theorem 17.7] for the real
case), for any p  2 there exists c′′p < ∞ such that
E
(
sup
0tT
‖Mt‖C
)p
 c′′pE
[〈M〉p/2T ]= c′′pc′pT p =: cpT p. 
4.2. Brownian motion on G(ω)
Motivated by Eq. (4.2) we have the following definition.
Definition 4.2. Let (B(t),B0(t)) be a g-valued Brownian motion as in Section 4.1. A Brownian
motion on G is the continuous G-valued process defined by
g(t) =
(
B(t),B0(t)+ 12
t∫
ω
(
B(τ), dB(τ)
))
. (4.10)0
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time T heat kernel measure on G.
Remark 4.3. An alert reader may complain that we should use the Stratonovich integral in
Eq. (4.10) rather than the Itô integral. However, these two integrals are equal since ω is a skew
symmetric form
t∫
0
ω
(
B(τ),◦dB(τ))=
t∫
0
ω
(
B(τ), dB(τ)
)+ 1
2
t∫
0
ω
(
dB(τ), dB(τ)
)
=
t∫
0
ω
(
B(τ), dB(τ)
)
.
Theorem 4.4 (The generator of g(t)). The generator of g(t) is the operator L defined in Propo-
sition 3.29. More precisely, if f :G → C is a smooth cylinder function, then
d
[
f
(
g(t)
)]= f ′(g(t))dg(t)+ 1
2
Lf
(
g(t)
)
dt, (4.11)
where L is given in Proposition 3.29, f ′ is defined as in Notation 3.5 and
dg(t) =
(
dB(t), dB0(t)+ 12ω
(
B(t), dB(t)
))
.
Proof. Let us begin by observing that
dg(t)⊗ dg(t) =
(
dB(t), dB0(t)+ 12ω
(
B(t), dB(t)
))⊗2
=
[(
dB(t),
1
2
ω
(
B(t), dB(t)
))+ (0, dB0(t))
]⊗2
=
∞∑
j=1
(
ej ,
1
2
ω
(
B(t), ej
))⊗2
dt +
d∑
=1
(0, f)⊗2 dt, (4.12)
where {f}d=1 is an orthonormal basis for C and {ej }∞j=1 is an orthonormal basis for H . Hence,
as a consequence of Itô’s formula, we have
d
[
f
(
g(t)
)]= f ′(g(t))dg(t)+ 1
2
f ′′
(
g(t)
)(
dg(t)⊗ dg(t))
= f ′(g(t))dg(t)+ 1
2
f ′′
(
g(t)
) ∞∑
j=1
(
ej ,
1
2
ω
(
B(t), ej
))⊗2
dt
+ 1
2
f ′′
(
g(t)
) d∑
(0, f)⊗2 dt=1
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2
∞∑
j=1
(
(˜ej ,0)
2
f
)(
g(t)
)
dt + 1
2
d∑
=1
(
(˜0, f)
2
f
)(
g(t)
)
dt
= f ′(g(t))(dg(t))+ 1
2
Lf
(
g(t)
)
dt. 
For the next corollary, let P ∈ Proj(W) as in Eq. (3.42), F ∈ C2(PH × C,C), and f =
F ◦ πP :G → C be a cylinder function where P ∈ Proj(W). We will further suppose there exist
0 <K , p < ∞ such that
∣∣F(h, c)∣∣+ ∥∥F ′(h, c)∥∥+ ∥∥F ′′(h, c)∥∥K(1 + ‖h‖H + ‖c‖C)p (4.13)
for any h ∈ PH and c ∈ C. Further let {f}d=1 be an orthonormal basis for C and extend {ej }nj=1
to an orthonormal basis, {ej }∞j=1, for H .
Corollary 4.5. If f :G → C is a cylinder function as above, then
E
[
f
(
g(T )
)]= f (e)+ 1
2
T∫
0
E
[
(Lf )
(
g(t)
)]
dt, (4.14)
i.e.
νT (f ) = f (e)+ 12
T∫
0
νt (Lf )dt. (4.15)
In other words, νt weakly solves the heat equation
∂tνt = 12Lνt with limt↓0 νt = δe.
Proof. Integrating Eq. (4.11) shows
f
(
g(T )
)= f (e)+NT + 12
T∫
0
Lf
(
g(τ)
)
dτ , (4.16)
where
Nt :=
t∫
0
f ′
(
g(τ)
)
dg(τ) =
t∫
0
f ′
(
g(τ)
)(
dB(τ), dB0(τ )+ 12 dMτ
)
and Mt =
∫ t
0 ω(B(τ), dB(τ)). Using Eqs. (4.12) and (4.13) there exists C = C(P,‖ω0‖) < ∞
such that
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〈
f ′(gt )⊗ f ′(gt ), dgt ⊗ dgt
〉
=
∞∑
j=1
∣∣∣∣f ′(g(t))
(
ej ,
1
2
ω
(
B(t), ej
))∣∣∣∣
2
dt +
d∑
=1
∣∣f ′(g(t))(0, f)∣∣2 dt
=
n∑
j=1
∣∣∣∣f ′(g(t))
(
ej ,
1
2
ω
(
B(t), ej
))∣∣∣∣
2
dt +
d∑
=1
∣∣f ′(g(t))(0, f)∣∣2 dt
 C1
(
P,‖ω0‖
)(
1 + ∥∥PB(t)∥∥
H
+ ∥∥B0(t)∥∥C)p(∥∥B(t)∥∥2W + 1)dt
 C
(
1 + ∥∥B(t)∥∥
W
+ ∥∥B0(t)∥∥C)p+2 dt,
wherein we have used Eq. (3.43) for the last inequality. From this inequality and either of
Eqs. (2.3) or (2.4), we find
E
[〈N〉T ] C
T∫
0
E
(
1 + ∥∥B(t)∥∥
W
+ ∥∥B0(t)∥∥C)p+2 dt < ∞
and hence that Nt is a square integrable martingale. Therefore we may take the expectation of
Eq. (4.16) which implies Eq. (4.14). 
4.3. Finite-dimensional approximations
Proposition 4.6. Let {Pn}∞n=1 ⊂ Proj(W) be as in Eq. (4.3) and
Bn(t) := PnB(t) ∈ PnH ⊂ H ⊂ W. (4.17)
Then
lim
n→∞E
[
max
0tT
∥∥B(t)−Bn(t)∥∥pW ]= 0 for all p ∈ [1,∞), (4.18)
and
lim
n→∞ max0tT
∥∥B(t)−Bn(t)∥∥W = 0 a.s. (4.19)
Proof. Let {wk}∞k=1 ⊂ W be a countable dense set and for each k ∈ N, choose ϕk ∈ W ∗ such that‖ϕk‖W ∗ = 1 and ϕk(wk) = ‖wk‖W . We then have,
‖w‖W = sup
k
∣∣ϕk(w)∣∣= sup Reϕk(w) for all w ∈ W.
By [8, Theorem 3.5.7] with A = I , if εn(t) := B(t)−Bn(t), then
lim E
∥∥εn(T )∥∥pW = 0 for all p ∈ [1,∞). (4.20)n→∞
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{|ϕk(εn(t))|}t0 is a submartingale for each k ∈ N and therefore so is
{∥∥εn(t)∥∥= sup
k
∣∣ϕk(εn(t))∣∣}t0.
Hence, according to Doob’s inequality, for each p ∈ [1,∞) there exists Cp < ∞ such that
E
∣∣∣max
tT
∥∥εn(t)∥∥W
∣∣∣p  CpE∥∥εn(T )∥∥pW . (4.21)
Combining Eq. (4.21) with Eq. (4.20) proves Eq. (4.18). Eq. (4.19) now follows from Eq. (4.18)
and [11, Proposition 2.11]. To apply this proposition, let E be the Banach space, C([0, T ],W)
equipped with the sup-norm, and let ξk := k(B(·))ek ∈ E for all k ∈ N. 
Lemma 4.7 (Finite-dimensional approximations to g(t)). For P ∈ Proj(W), Q := IW − P , let
gP (t) be the Brownian motion on GP defined by
gP (t) :=
(
PB(t),B0(t)+ 12
t∫
0
ω
(
PB(τ),P dB(τ)
))
.
Then
g(t) = gP (t)
(
QB(t),
1
2
t∫
0
[
2ω
(
QB(τ),P dB(τ)
)+ω(QB(τ),QdB(τ))]
)
, (4.22)
and
gP (t)
−1πP
(
g(t)
)= 1
2
(
0,
t∫
0
[
ω
(
B(τ), dB(τ)
)−ω(PB(τ),P dB(τ))]
)
. (4.23)
Also, if {Pn}∞n=1 ⊂ Proj(W) are as in Eq. (4.3) and
gn(t) = gPn(t) =
(
PnB(t),B0(t)+ 12
t∫
0
ω
(
PnB(τ), dPnB(τ)
))
, (4.24)
then
lim
n→∞E
[
max
0tT
∥∥g(t)− gn(t)∥∥pg]= 0 (4.25)
for all 1 p < ∞.
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lgP (t)−1∗ ◦ dgP (t) =
(
dPB(t), dB0(t)+ 12ω(PB(t),P dB(t))+ 12ω(−PB(t),P dB(t))
)
= (dPB(t), dB0(t))= d(PB(t),B0(t)).
Hence it follows that gP solves the stochastic differential equation,
dgP (t) = lgP (t)∗ ◦ d
(
PB(t),B0(t)
)
with gP (0) = 0
and therefore gP is a GP -valued Brownian motion. The proof of the equalities in Eqs. (4.22) and
(4.23) follows by elementary manipulations which are left to the reader.
In light of Eq. (4.18) of Proposition 4.6, to prove the last assertion we must show
lim
n→∞E
[
max
0tT
∣∣Mt(n)∣∣p]= 0, (4.26)
where Mt(n) is the local martingale defined by
Mt(n) :=
t∫
0
[
ω
(
B(τ), dB(τ)
)−ω(Bn(τ), dBn(τ))].
Since
〈
M(n)
〉
T
=
∞∑
j=1
T∫
0
∥∥ω(B(τ), ej )∥∥2C dτ +
n∑
j=1
T∫
0
∥∥ω(Bn(τ), ej )∥∥2C dτ
− 2
n∑
j=1
T∫
0
〈
ω
(
B(τ), ej
)
,ω
(
Bn(τ), ej
)〉
C dτ
and
2
T 2
E
[〈
M(n)
〉
T
]= ∞∑
j,k=1
∥∥ω(ek, ej )∥∥2C −
n∑
k=1
n∑
j=1
∥∥ω(ek, ej )∥∥2C → 0
as n → ∞, it follows by the Burkholder–Davis–Gundy inequalities that M(n) is a martingale
and Eq. (4.26) holds for p = 2 and hence for p ∈ [1,2].
By Doob’s maximal inequality [34, Proposition 7.16], to prove Eq. (4.26) for p  2, it suffices
to show limn→∞ E[|MT (n)|p] = 0. However, MT (n) has Itô’s chaos expansion terminating at de-
gree two and hence by a theorem of Nelson (see [44, Lemma 2, p. 415] and [43, pp. 216–217]) for
each j ∈ N there exists cj < ∞ such that E[M2jT (n)] cj [EM2T (n)]j . (This result also follows
from Nelson’s hypercontractivity for the Ornstein–Uhlenbeck operator.) This clearly suffices to
complete the proof of the theorem. 
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where dx is the Riemannian volume measure (equal to a Haar measure) pPt (x, y) is the heat
kernel on GP .
Proof. An application of Corollary 4.5 with G replaced by GP implies that νPt = Law(gP (t))
is a weak solution to the heat equation on GP . The result now follows as an application of [17,
Theorem 2.6]. 
Corollary 4.9. For any T > 0, the heat kernel measure νT is invariant under the inversion map,
g → g−1 for any g ∈ G.
Proof. It is well known (see for example [20, Proposition 3.1]) that heat kernel measures based
at the identity of a finite-dimensional Lie group are invariant under inversion. Now suppose that
f :G → R is a bounded continuous function. By passing to a subsequence if necessary, we may
assume that the sequence of G-valued random variables, {gn(T )}t0, in Lemma 4.7 converges
almost surely to g(T ). Therefore by the dominated convergence theorem,
Ef
(
g(T )−1
)= lim
n→∞Ef
(
gn(T )
−1)= lim
n→∞Ef
(
gn(T )
)= Ef (g(T )).
This completes the proof because νT is the law of g(T ). 
We are now going to give exponential bounds which are much stronger than the moment
estimates in Eq. (4.9) of Proposition 4.1. Before doing so we need to recall the following result
of Cameron, Martin and Kac [9,33].
Lemma 4.10 (Cameron–Martin and Kac). Let {bs}s0 be a one-dimensional Brownian motion.
Then for any T > 0 and λ ∈ [0, π2T )
E
[
exp
(
λ2
2
T∫
0
b2s ds
)]
= [cos(λT )]−1/2 < ∞. (4.27)
Proof. When T = 1, simply follow the proof of [31, Eq. (6.9), p. 472] with λ replaced by −λ2.
For general T > 0, by a change of variables and a Brownian motion scaling we have
T∫
0
b2s ds = T
1∫
0
b2tT dt
d= T 2
1∫
0
b2t dt.
Therefore,
E
[
exp
(
λ2
2
T∫
0
b2s ds
)]
= E
[
exp
(
λ2T 2
2
1∫
0
b2s ds
)]
= cos−1/2(√λ2T 2) (4.28)
provided that λ ∈ [0, π ). 2T
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statement that for λT > 0 sufficiently small
E
[
exp
(
λ2
2
T∫
0
b2s ds
)]
= 1 + λ
2T 2
4
+O(λ4T 4). (4.29)
Instead of using Lemma 4.10 we can derive this statement as an easy consequence of the scaling
identity in Eq. (4.28) along with the analyticity (use Fernique’s theorem) of the function,
F(z) := E
[
exp
(
z
1∫
0
b2s ds
)]
for |z| small.
Proposition 4.12. If {Nt }t0 is a continuous local martingale such that N0 = 0, then
Ee|Nt |  2
√
E
[
e2〈N〉t
]
. (4.30)
Proof. By Itô’s formula, we know that
Zt := e2Nt−〈2N〉t /2 = e2Nt−2〈N〉t
is a non-negative local martingale. If {σn}∞n=1 is a localizing sequence of stopping times for Z,
then, by Fatou’s lemma,
E[Zt |Bs] lim inf
n→∞ E
[
Z
σn
t |Bs
]= lim inf
n→∞ Z
σn
s = Zs.
This shows that Z is a supermartingale and in particular that E[Zt ] EZ0 = 1.
By the Cauchy–Schwarz inequality we find
E
[
eNt
]= E[eNt−〈N〉t e〈N〉t ]

√
E
[
e2Nt−2〈N〉t
] · E[e2〈N〉t ]=√E[Zt ] · E[e2〈N〉t ]

√
E
[
e2〈N〉t
]
. (4.31)
Applying this inequality with N replaced by −N and using e|x|  ex + e−x easily give
Eq. (4.30). 
Proposition 4.13. Let n ∈ N, T > 0, d = dimR C,
γ := sup
{ ∞∑
j=1
∣∣〈ω(h, ej ), c〉C∣∣2: ‖h‖H = ‖c‖C = 1
}
 ‖ω‖22 < ∞ (4.32)
and for P ∈ Proj(W) let BP (t) := PB(t). Then for all
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4dT√γ , (4.33)
sup
P∈Proj(W)
E
[
exp
(
λ
∥∥∥∥∥
t∫
0
ω
(
BP (τ), dBP (τ)
)∥∥∥∥∥
C
)]
< ∞ (4.34)
and
E
[
exp
(
λ
∥∥∥∥∥
t∫
0
ω
(
B(τ), dB(τ)
)∥∥∥∥∥
C
)]
< ∞. (4.35)
Proof. Eq. (4.35) follows by choosing {Pn}∞n=1 ⊂ Proj(W) as in Eq. (4.3) and then using Fatou’s
lemma in conjunction with the estimate in Eq. (4.34). So we need only to concentrate on proving
Eq. (4.34).
Fix a P ∈ Proj(W) as in Eq. (3.42) and let
MPt :=
t∫
0
ω
(
BP (τ), dBP (τ)
)
.
If {f}d=1 is an orthonormal basis for C, then
∥∥MPt ∥∥C 
d∑
=1
∣∣〈MPt ,f〉C∣∣,
and it follows by Hölder’s inequality and the martingale estimate in Proposition 4.12 that
E
[
eλ‖MPt ‖C
]
 E
[
eλ
∑d
=1 |〈MPt ,f〉C|] d∏
=1
(
E
[
eλd|〈MPt ,f〉C|
])1/d

d∏
=1
(
2
√
E
[
e2λ
2d2〈〈MP· ,f〉C〉t ])1/d
= 2
d∏
=1
(
E
[
e2λ
2d2〈〈MP· ,f〉C〉t ])1/2d . (4.36)
We will now evaluate each term in the product in Eq. (4.36). So let c := f and Nt :=
〈MPt , c〉C, and QP :H → H and Q :H → H be the unique non-negative symmetric operators
such that, for all h ∈ H ,
n∑∣∣〈ω(Ph, ej ), c〉C∣∣2 = 〈QPh,h〉H for all h ∈ H
j=1
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j=1
∣∣〈ω(h, ej ), c〉C∣∣2 = 〈Qh,h〉H for all h ∈ H.
Also let {ql(P )}∞l=1 be the eigenvalues listed in decreasing order (counted with multiplicities) for
QP and observe that
q1(P ) = sup
h=0
〈QPh,h〉
‖h‖2H
 sup
h=0
〈QPh,Ph〉
‖h‖2H
 sup
h=0
〈Qh,h〉
‖h‖2H
 γ. (4.37)
With this notation, the quadratic variation of N is given by
〈N〉T =
T∫
0
n∑
j=1
∣∣〈ω(BP (t), ej ), c〉C∣∣2 dt =
T∫
0
〈
QPBP (t),BP (t)
〉
H
dt. (4.38)
Moreover, by expanding BP (τ) in an orthonormal basis of eigenvectors of QP |PH it follows that
〈N〉T =
n∑
l=1
ql(P )
T∫
0
b2l (τ ) dτ , (4.39)
where {bl}nl=1 is a sequence of independent Brownian motions. Hence it follows that
E
[
e2λ
2d2〈〈MP· ,f〉C〉T ]= E[e2λ2d2〈N〉T ]
=
n∏
l=1
E
[
exp
(
2λ2d2ql(P )
T∫
0
b2l (τ ) dτ
)]
. (4.40)
If Eq. (4.33) holds then (using Eq. (4.37))
2λd
√
q1(P ) =
√
4λ2d2q1(P ) 2λd
√
γ < π/2T
and we may apply Lemma 4.10 to find
E
[
exp
(
2λ2d2ql(P )
T∫
0
b2l (τ ) dτ
)]
= 1√
cos(2λd
√
ql(P )T )
= exp
(
−1
2
ln cos
(
2λd
√
ql(P )T
))
. (4.41)
Moreover, a simple calculus exercise shows for any k ∈ (0,π/2) there exists c(k) < ∞ such
that − 1 ln cos(x)  c(k)x2 for 0  x  k. Taking k = 2λd√γ T we may apply this estimate to2
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E
[
e2λ
2d2〈〈MP· ,f〉C〉T ] n∏
l=1
exp
(
c(k)4λ2d2T 2ql(P )
)= exp(c(k)4λ2d2T 2 tr(QP )).
Since QP  PQP Q, we have
trQP  trQ =
∞∑
l=1
〈Qel, el〉H =
∞∑
j,l=1
∣∣〈ω(el, ej ), c〉C∣∣2 = ∥∥〈ω(·,·), c〉C∥∥22 < ∞.
Combining the last two equations (recalling that c = f) then shows,
E
[
e2λ
2d2〈〈MP· ,f〉C〉T ] exp(c(k)4λ2d2T 2∥∥〈ω(·,·), f〉C∥∥22). (4.42)
Using this estimate back in Eq. (4.36) gives,
E
[
eλ‖MPt ‖C
]
 2 exp
(
c(k)2λ2dT 2
d∑
=1
∥∥〈ω(·,·), f〉C∥∥22
)
= 2 exp(c(k)2λ2dT 2‖ω‖22) (4.43)
which completes the proof as this last estimate is independent of P ∈ Proj(W). 
Proposition 4.14. Suppose that ν and μ are Gaussian measures on W such qν(f ) := ν(f 2)
qμ(f ) := μ(f 2) for all f ∈ W ∗R. If g : [0,∞) → [0,∞) is a non-negative, non-decreasing, C1-function, then ∫
W
g
(‖w‖)dν(w) ∫
W
g
(‖w‖)dμ(w).
Proof. Theorem 3.3.6 in [8, p. 107] states that if qν  qμ then μ(A)  ν(A) for every Borel
set A which is convex and balanced. In particular, since Bt := {w ∈ W : ‖w‖ < t} is convex and
balanced, it follows that μ(Bt ) ν(Bt ) or equivalently that 1 − ν(Bt ) 1 −μ(Bt ) for all t  0.
Since
∫
W
g
(‖w‖)dν(w) = ∫
W
[
g(0)+
∞∫
0
1t‖w‖g′(t) dt
]
dν(w)
= g(0)+
∞∫
0
(
g′(t)
∫
W
1t‖w‖ dν(w)
)
dt
= g(0)+
∞∫
0
g′(t)
[
1 − ν(Bt )
]
dt (4.44)
with the same formula holding when ν is replaced by μ, it follows that
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W
g
(‖w‖)dν(w) = g(0)+
∞∫
0
g′(t)
[
1 − ν(Bt )
]
dt
 g(0)+
∞∫
0
dt g′(t)
[
1 −μ(Bt )
]= ∫
W
g
(‖w‖)dμ(w). 
Definition 4.15. Let ρ2 :G → [0,∞) be defined as
ρ2(w, c) := ‖w‖2W + ‖c‖C.
In analogy to Gross’ theory of measurable semi-norms (see e.g. Definition 5 in [27]) in the ab-
stract Wiener space setting and in light of Theorem 3.12, we view ρ as a “measurable” extension
of dGCM .
Theorem 4.16 (Integrated Gaussian heat kernel bounds). There exists a δ > 0 such that for all
ε ∈ (0, δ), T > 0, p ∈ [1,∞),
sup
P∈Proj(W)
E
[
e
ε
T
ρ2(gP (T ))
]
< ∞ and
∫
G
e
ε
T
ρ2(g) dνT (g) < ∞ (4.45)
whenever ε < δ.
Proof. Let ε′ := ε/T . For P ∈ Proj(W),
ρ2
(
gP (T )
)

∥∥BP (T )∥∥2W + ∥∥B0(T )∥∥C + 12
∥∥NP (T )∥∥C,
where NP (T ) :=
∫ T
0 ω(BP (t), dBP (t)) and therefore,
E
[
eε
′ρ2(gP (T ))] E[eε′[‖BP (T )‖2W+ 12 ‖NP (T )‖C]] · E[eε′‖B0(T )‖C].
Moreover, by Hölder’s inequality we have,
E
[
eε
′ρ2(gP (T ))] E[eε′‖B0(T )‖C]√E[e2ε′‖BP (T )‖2W ] · E[eε′‖NP (T )‖C]
 E
[
eε
′‖B0(T )‖C]√E[e2ε′‖B(T )‖2W ] · sup
P ′∈Proj(W)
E
[
eε
′‖NP ′ (T )‖C]
wherein we have made use of Proposition 4.14 to conclude that
E
[
e2ε
′‖BP (T )‖2W ] E[e2ε′‖B(T )‖2W ]= E[e2ε′T ‖B(1)‖2W ]
which is finite by Fernique’s theorem provided 2ε = 2ε′T < δ′ for some δ′ > 0. Similarly by
Proposition 4.13,
sup
′
E
[
eε
′‖NP ′ (T )‖C]< ∞
P ∈Proj(W)
B.K. Driver, M. Gordina / Journal of Functional Analysis 255 (2008) 2395–2461 2433provided ε = ε′T < π4√γ . The assertion in Eq. (4.45) now follows from these observations and
the fact that E[eε′‖B0(T )‖C] < ∞ for all ε′ > 0. 
5. Path space quasi-invariance
Notation 5.1. Let WT (G) denote the collection of continuous paths, g : [0, T ] → G such that
g(0) = e. Moreover, if V is a separable Hilbert space, let HT (V ) denote the collection of abso-
lutely continuous functions (see [14, pp. 106–107]), h : [0, T ] → V such that h(0) = 0 and
‖h‖HT (V ) :=
( T∫
0
∥∥h˙(t)∥∥2
V
dt
)1/2
< ∞.
By polarization, we endow HT (V ) with the inner product
〈h, k〉HT (V ) =
T∫
0
〈
h˙(t), k˙(t)
〉
V
dt.
Theorem 5.2 (Path space quasi-invariance). Suppose T > 0, k(·) = (A(·), a(·)) ∈ HT (gCM)
(thought of as a finite energy path in GCM), and g(·) is the G-valued Brownian motion in
Eq. (4.10). Then over the finite time interval, [0, T ], the laws of k · g and g are equiva-
lent, i.e. they are mutually absolutely continuous relative to one another. More precisely, if
F :WT (G) → [0,∞] is a measurable function, then
E
[
F(k · g)]= E[Z˜k(B,B0)F (g)], (5.1)
where
Z˜k(B,B0) := exp
⎛
⎜⎜⎝
∫ T
0 〈A˙(t), dB(t)〉H − 12
∫ T
0 ‖A˙(t)‖2H dt
+ ∫ T0 〈a˙(t)+ 12ω(A(t)− 2B(t), A˙(t)), dB0(t)〉C
− 12
∫ T
0 ‖a˙(t)+ 12ω(A(t)− 2B(t), A˙(t))‖2C dt
⎞
⎟⎟⎠ . (5.2)
Moreover, Eq. (5.2) is valid for all measurable functions, F :WT (G) → C such that
E
[∣∣F(k · g)∣∣]= E[Z˜k(B,B0)∣∣F(g)∣∣]< ∞.
Proof. The Cameron–Martin theorem states (see for example, [36, Theorem 1.2, p. 113]) that
E
[
F(B,B0)
]= E[Zk(B,B0)F ((B,B0)− k)], (5.3)
where
Zk(B,B0) := exp
( ∫ T
0 [〈A˙(t), dB(t)〉H + 〈a˙(t), dB0(t)〉C]
− 1 ∫ T [‖A˙(t)‖2 + ‖a˙(t)‖2 ]dt
)
. (5.4)2 0 H C
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(k · g)(t) =
(
B(t)+A(t),B0(t)+ a(t)+ 12
t∫
0
ω
(
B(τ), dB(τ)
)+ 1
2
ω
(
A(t),B(t)
)) (5.5)
is mapped to
(
B(t),B0(t)+ 12
t∫
0
ω
(
(B −A)(τ), d(B −A)(τ))+ 1
2
ω
(
A(t), (B −A)(t))
)
under the transformation B → B −A and B0 → B0 − a, we may conclude from Eq. (5.3) that
E
[
F(k · g)]= E[Zk(B,B0)F (B,B0 + c)], (5.6)
where
c(t) = 1
2
t∫
0
ω
(
(B −A)(τ), d(B −A)(τ))+ 1
2
ω
(
A(t), (B −A)(t)).
By taking the differential of c, one easily shows that
c(t) = 1
2
t∫
0
ω
(
B(τ), dB(τ)
)+ uB(t),
where
uB(t) := 12
t∫
0
ω
(
A(τ)− 2B(τ), A˙(τ ))dτ. (5.7)
Hence Eq. (5.6) may be rewritten as
E
[
F(k · g)]= E
[
Zk(B,B0)F
(
B,B0 + uB + 12
·∫
0
ω
(
B(t), dB(t)
))]
. (5.8)
Freezing the integration over B (i.e. using Fubini’s theorem) we may use the Cameron–Martin
theorem one more time to make the transformation, B0 → B0 − uB . Doing so gives
E
[
F(k · g)]= E
[
Z˜k(B,B0)F
((
B,B0 + 12
·∫
0
ω
(
B(t), dB(t)
)))]
= E[Z˜k(B,B0)F (g)], (5.9)
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Z˜k(B,B0) := Zk(B,B0 − uB) exp
( T∫
0
〈
u˙B(t), dB0(t)
〉
C −
1
2
T∫
0
∥∥u˙B(t)∥∥2C dt
)
. (5.10)
A little algebra shows that Z˜k(B,B0) defined in Eq. (5.10) may be expressed as in Eq. (5.2). 
Remark 5.3. The above proof fails if we try to use it to prove the right quasi-invariance on the
path space measure, i.e. that g · k has a law which is absolutely continuous to that of g. In this
case
(g · k)(t) =
(
B(t)+A(t),B0(t)+ a(t)+ 12
t∫
0
ω
(
B(τ), dB(τ)
)− 1
2
ω
(
A(t),B(t)
))
and then making the transformation, B → B −A and B0 → B0 − a gives
E
[
F(g · k)]= E[Zk(B,B0)F (B,B0 + c)],
where
c(t) = 1
2
t∫
0
ω
(
B(τ), dB(τ)
)+ uB(t)
and
uB(t) = 12
t∫
0
[
ω(A,dA)− 2ω(A,dB)].
The argument breaks down at this point since uB is no longer absolutely continuous in t . Hence
we can no longer use the Cameron–Martin theorem to translate away the uB term.
Proposition 5.4. There exists a δ > 0 and a function C(p,u) ∈ (0,∞], for 1 < p < ∞ and
0 u < ∞, which is non-decreasing in each of its variables, C(p,u) < ∞ whenever
p  1
2
(1 +√1 + δ/u), (5.11)
and,
E
[
Z˜k(B,B0)
p
]
 C
(
p,‖k‖HT (gCM)
) for all k ∈HT (gCM). (5.12)
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and B , respectively, so that by Fubini’s theorem E = EB0EB = EBEB0 , We may write Z˜k(B,B0)
as
Z˜k(B,B0) := ζ(B) exp
( T∫
0
〈
a˙(t)+ u˙B(t), dB0(t)
〉
C
)
where
ζ(B) := exp
( T∫
0
〈
A˙(t), dB(t)
〉
H
− 1
2
T∫
0
∥∥A˙(t)∥∥2
H
dt − 1
2
T∫
0
∥∥a˙(t)+ u˙B(t)∥∥2C dt
)
and uB(t) is as in Eq. (5.7). Hence it follows that,
EB0
[
Z˜k(B,B0)
p
]= ζp(B)EB0
[
exp
(
p
T∫
0
〈
a˙(t)+ u˙B(t), dB0(t)
〉
C
)]
= ζp(B) exp
(
p2
2
T∫
0
∥∥a˙(t)+ u˙B(t)∥∥2C dt
)
= UV , (5.13)
where
U := exp
(
p
( T∫
0
〈
A˙(t), dB(t)
〉
H
− 1
2
T∫
0
∥∥A˙(t)∥∥2
H
dt
))
and
V = exp
(
p2 − p
2
T∫
0
∥∥a˙(t)+ u˙B(t)∥∥2C dt
)
.
Note that when p = 1, Eq. (5.13) becomes
EB0
[
Z˜k(B,B0)
]= exp
( T∫
0
〈
A˙(t), dB(t)
〉
H
− 1
2
T∫
0
∥∥A˙(t)∥∥2
H
dt
)
,
from which it easily follows that
E
[
Z˜k(B,B0)
]= EBEB0[Z˜k(B,B0)]= 1.
Now suppose that p > 1. By the Cauchy–Schwarz inequality,
E
[
Z˜k(B,B0)
p
]= EB [UV ] (EB[V 2])1/2(EB[U2])1/2.
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EU2 = exp
(
−p
T∫
0
∥∥A˙(t)∥∥2
H
dt
)
E
[
exp
(
2p
T∫
0
〈
A˙(t), dB(t)
〉
H
)]
= exp(p‖A‖2HT (H)) exp(p‖k‖2HT (gCM))< ∞,
we have reduced the problem to estimating EV 2. By elementary estimates we have
∥∥u˙B(t)∥∥2C = 14
∥∥ω(A(t)− 2B(t), A˙(t))∥∥2C
 1
4
‖ω‖20
∥∥A(t)− 2B(t)∥∥2
W
∥∥A˙(t)∥∥2
W
 1
2
‖ω‖20
∥∥A˙(t)∥∥2
W
(∥∥A(t)∥∥2
W
+ 4∥∥B(t)∥∥2
W
)
and hence
∥∥a˙(t)+ u˙B(t)∥∥2  2∥∥a˙(t)∥∥2C + 2∥∥u˙B(t)∥∥2C
= 2∥∥a˙(t)∥∥2C + ‖ω‖20∥∥A˙(t)∥∥2W(∥∥A(t)∥∥2W + 4 sup
0tT
∥∥B(t)∥∥2
W
)
. (5.14)
By Eq. (2.10) there exits c < ∞ such that ‖ · ‖W  c‖ · ‖H . Since
∥∥A(t)∥∥
H

T∫
0
∥∥A˙(τ )∥∥
H
dτ 
√
T ‖A‖HT (H),
we find
V 2  C exp
(
4
(
p2 − p)c2‖ω‖20‖A‖2HT (H) sup0tT
∥∥B(t)∥∥2
W
)
,
where
C = exp((p2 − p)(2‖a‖2HT (C) + c4T ‖ω‖20‖A‖4HT (H)))
 C′
(
p,‖k‖HT (gCM)
)
< ∞.
Now by Fernique’s theorem as in Eq. (2.4) there exists δ′ > 0 such that
M := E
[
exp
(
δ′ sup
0tT
∥∥B(t)∥∥2
W
)]
< ∞
and hence it follows that
EV 2  C′
(
p,‖k‖H (g )
) ·M < ∞
T CM
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4
(
p2 − p)c2‖ω‖20‖A‖2HT (H)  4(p2 − p)c2‖ω‖20‖k‖2HT (gCM)  δ′.
The latter condition holds provided
p 
1 +
√
1 + δ/‖k‖2HT (gCM)
2
,
where δ := (c2‖ω‖20)−1δ′ > 0. 
Definition 5.5. We will say that a function, F :WT (G) → R (WT (G) as in Notation 5.1) is
polynomially bounded if there exist constants K,M < ∞ such that
∣∣F(g)∣∣K(1 + sup
t∈[0,T ]
∥∥g(t)∥∥
g
)M
for all g ∈ WT (G). (5.15)
Given a finite energy path, k(t) = (A(t), a(t)) ∈ gCM, we say that F is right k differentiable if
d
ds
∣∣∣∣
0
F
(
(sk) · g)=: (kˆF )(g)
exists for all g ∈ WT (G).
Corollary 5.6 (Path space integration by parts). Let k(·) = (A(·), a(·)) ∈ HT (gCM) and
F :WT (G) → R be a k-differentiable function such that F and kˆF are polynomial bounded
functions on WT (G). Then
E
[
(kˆF )(g)
]= E[F(g)zk], (5.16)
where
zk :=
T∫
0
[〈
A˙(t), dB(t)
〉
H
+ 〈a˙(t)−ω(B(t), A˙(t)), dB0(t)〉C]. (5.17)
Moreover, E|zk|p < ∞ for all p ∈ [1,∞).
Proof. From Theorem 5.2, we have that for any s ∈ R
E
[
F
(
(sk) · g)]= E[Z˜sk(B,B0)F (g)]. (5.18)
Formally differentiating this identity at s = 0 and interchanging the derivatives with the expecta-
tions immediately leads to Eq. (5.16). To make this rigorous we need only to verify that derivative
interchanges are permissible. From Eqs. (3.8) and (5.15), there exists C(k) < ∞ such that
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|s|1
∣∣∣∣ dds F
(
(sk) · g)∣∣∣∣= sup|s|1
∣∣(kˆF )((sk) · g)∣∣
K sup
|s|1
(
1 + sup
t∈[0,T ]
∥∥[sk(t)] · g(t)∥∥
g
)M
 C(k)
(
1 + sup
t∈[0,T ]
∥∥g(t)∥∥
g
)M
,
wherein the last expression is integrable by Fernique’s theorem and the moment estimate in
Proposition 4.1. Therefore,
d
ds
∣∣∣∣
0
E
[
F
(
(sk) · g)]= E[ d
ds
∣∣∣∣
0
F
(
(sk) · g)]= E[(kˆF )(g)].
To see that we may also differentiate the right-hand side of Eq. (5.18), observe that
Z˜sk(B,B0) = exp
(
szk + s2β + s3γ + s4κ
)
,
where
β = −1
2
T∫
0
∥∥A˙(t)∥∥2
H
dt + 1
2
T∫
0
〈
ω
(
A(t), A˙(t)
)
, dB0(t)
〉
C
− 1
2
T∫
0
∥∥a˙(t)−ω(B(t), A˙(t))∥∥2C dt,
γ = −1
2
T∫
0
Re
〈
a˙(t)−ω(B(t), A˙(t)),ω(A(t), A˙(t))〉C dt,
and
κ = −1
8
T∫
0
∥∥ω(A(t), A˙(t))∥∥2C dt.
Using Fernique’s theorem again and estimates similar to those used in the proof of Proposi-
tion 5.4, one shows for any p ∈ [1,∞) that there exists s0(p) > 0 such that
E
[
sup
|s|s0(p)
∣∣∣∣ dds Z˜sk(B,B0)
∣∣∣∣
p]
< ∞.
Therefore we may differentiate past the expectation to find
d
∣∣∣∣ E[F(g)Z˜sk(B,B0)]= E
[
F(g)
d
∣∣∣∣ Z˜sk(B,B0)
]
= E[F(g)zk].ds 0 ds 0
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with Nelson’s theorem as described in the proof of Lemma 4.7. Alternatively, observe that∫ T
0 〈A˙(t), dB(t)〉H is Gaussian and hence has finite moments of all orders. If we let Mt :=∫ t
0 〈a˙ −ω(B, A˙), dB0〉C, then M is a martingale such that
〈M〉T =
T∫
0
∥∥a˙(t)−ω(B(t), A˙(t))∥∥2
C
dt  C
(
1 + max
0tT
∥∥B(t)∥∥2
W
)
.
So by Fernique’s theorem, E[〈M〉pT ] < ∞ for all p < ∞ and hence by the Burkholder–Davis–
Gundy inequalities, E|MT |p < ∞ for all 1 p < ∞. 
6. Heat kernel quasi-invariance
In this section we will use the results of Section 5 to prove both quasi-invariance of the heat
kernel measures, {νT }T>0, relative to left and right translations by elements of GCM.
Theorem 6.1 (Left quasi-invariance of the heat kernel measure). Let T > 0 and (A,a) ∈ GCM.
Then (A,a) · g(T ) and g(T ) have equivalent laws. More precisely, if f :G → [0,∞] is a mea-
surable function, then
E
[
f
(
(A,a) · g(T ))]= E[f (g(T ))Z¯k(g(T ))], (6.1)
where
Z¯k
(
g(T )
)= E[ζ(A,a)(B,B0)∣∣σ (g(T ))] (6.2)
and
ln ζ(A,a)(B,B0) := 1
T
〈
A,B(T )
〉
H
− ‖A‖
2
H
2T 2
+ 1
T
T∫
0
〈
a −ω(B(t),A), dB0(t)〉C
− 1
2T 2
T∫
0
∥∥a −ω(B(t),A)∥∥2C dt. (6.3)
Proof. An application of Theorem 5.2 with F(g) := f (g(T )) and k(t) := t
T
(A,a) implies
E
[
f
(
(A,a) · g(T ))]= E[F(k · g)]= E[Z˜k(B,B0) · F(g)]
= E[Z˜k(B,B0)f (g(T ))], (6.4)
where after a little manipulation one shows, Z˜k(B,B0) = ζ(A,a)(B,B0). By conditioning on
σ(g(T )) we can also write Eq. (6.4) as in Eq. (6.1). 
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is also quasi-invariant under right translations, and
dνT ◦ r−1k
dνT
(g) = Z¯k−1
(
g−1
)
, (6.5)
where
Z¯k = dνT ◦ l−1k /dνT
is as in Theorem 6.1.
Proof. Recall from Corollary 4.9 that νT is invariant under the inversion map, g → g−1. From
this observation and Theorem 6.1 it follows that νT is also quasi-invariant under right transla-
tions of elements of GCM. In more detail, if k ∈ GCM and f :G → R is a bounded measurable
function, then∫
G
f (g · k) dνT (g) =
∫
G
f
(
g−1 · k)dνT (g) =
∫
G
f
((
k−1g
)−1)
dνT (g)
=
∫
G
f
(
g−1
)
Z¯k−1(g) dνT (g) =
∫
G
f (g)Z¯k−1
(
g−1
)
dνT (g).
Eqs. (6.5) is a consequence of this identity. 
Just like in the case of abstract Wiener spaces we have the following strong converses of
Theorem 6.1 and Corollary 6.2.
Proposition 6.3. Suppose that k ∈ G \ GCM and T > 0, then νT ◦ l−1k and νT are singular and
νT ◦ r−1k and νT are singular.
Proof. Let k = (A,a) ∈ G \ GCM with a ∈ C and A ∈ W \ H . Given a measurable subset,
V ⊂ W , we have
νT (V × C) = P
(
B(T ) ∈ V )=: μT (V ),
where μT is Wiener measure on W with variance T . It is well known (see e.g. Corollary 2.5.3
in [8]) that if A ∈ W \ H that μT (· − A) is singular relative to μT (·), i.e. we may partition W
into two disjoint measurable sets, W0 and W1 such that μT (W0) = 1 = μT (W1 − A). A simple
computation shows for any V ⊂ W that
l−1k (V × C) = r−1k (V × C) = (V −A)× C.
Thus if we define Gi := Wi × C for i = 0,1, we have that G is the disjoint union of G0 and G1
and νT (G0) = μT (W0) = 1 while
νT
(
r−1k (G1)
)= νT (l−1k (G1))= νT ((W1 −A)× C)= μT (W1 −A) = 1. 
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f :G → C is a smooth function such that f and kˆf are polynomially bounded. Then
E
[
(kˆf )
(
g(T )
)]= E[f (g(T ))zk],
where kˆf (g) := d
ds
|0f ((sk)g) and
zk := 1
T
[〈
A,B(T )
〉
H
+ 〈a,B0(T )〉C −
T∫
0
〈
ω
(
B(t),A
)
, dB0(t)
〉
C
]
.
Moreover, with νT := Law(g(T )), the above formula gives,∫
G
(kˆf ) dνT (g) =
∫
G
f (g)z¯k(g) dνT (g),
where
z¯k
(
g(T )
) := E(zk|σ (g(T ))). (6.6)
Proof. This is a special case of Corollary 5.6, with k(t) := t
T
(A,a) and F(g) := f (g(T )). 
Corollary 6.5 (Left heat kernel integration by parts). Let k := (A,a) ∈ gCM and suppose that
f :G → C is a smooth function such that f and k˜f are polynomially bounded. Then∫
G
(k˜f ) dνT (g) =
∫
G
f (g)z¯lk(g) dνT (g),
where k˜f (g) := d
ds
|0f (g(sk)) and
z¯lk(g) = −z¯k
(
g−1
)
, (6.7)
where z¯k is defined in Eq. (6.6).
Proof. Let u(g) := f (g−1) so that f (g) = u(g−1). Then
(k˜f )(g) = d
ds
∣∣∣∣
0
f
(
g · (sk))= d
ds
∣∣∣∣
0
u
(
(−sk) · g−1)= −(kˆu)(g−1).
Therefore by Corollary 6.4 and two uses of Corollary 4.9 we find∫
G
(k˜f ) dνT (g) = −
∫
G
(kˆu)
(
g−1
)
dνT (g) = −
∫
G
(kˆu)(g) dνT (g)
= −
∫
G
u(g)z¯k(g) dνT (g) = −
∫
G
f
(
g−1
)
z¯k(g) dνT (g)
= −
∫
f (g)z¯k
(
g−1
)
dνT (g). G
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Proj(W) and F is a real or complex polynomial function on PH × C.
Corollary 6.7 (Closability of the Dirichlet form). Given real-valued cylindrical polynomials, u,
v on G, let
E0T (u, v) :=
∫
G
〈gradu,gradv〉H dνT ,
where gradu : G → gCM is the gradient of u defined by
〈gradu, k〉gCM = k˜u for all k ∈ gCM.
Then E0T is closable and its closure, ET , is a Dirichlet form on ReL2(G,νT ).
Proof. The closability of E0T is equivalent to the closability of the gradient operator,
grad :L2(νT ) → L2(νT )⊗ gCM,
with the domain, D(grad), being the space of cylinder polynomials on G. To check the latter
statement it suffices to show that grad has a densely defined adjoint which is easily accomplished.
Indeed, if k ∈ gCM and u and v are cylinder polynomials, then
〈gradu,v · k〉L2(νT )⊗gCM =
∫
G
k˜u · v dνT
=
∫
G
[
k˜(u · v)− u · k˜v]dνT
= 〈u,−k˜v + z¯lkv〉L2(νT ),
wherein we have used the product rule in the second equality and Corollary 6.5 for the third. This
shows that v · k is contained in the domain of grad∗ and grad∗(v · k) = −k˜v + z¯lkv, where zlk is
as in Eq. (6.7). This completes the proof since linear combination of functions of the form v · k
with k ∈ gCM and v being a cylinder polynomial is dense in L2(νT )⊗ gCM. 
7. The Ricci curvature on Heisenberg type groups
In this section we compute the Ricci curvature for G(ω) and its finite-dimensional approxi-
mations. This information will be used in Section 8 to prove a logarithmic Sobolev inequality for
νT and to get detailed Lp-bounds on the Radon–Nikodym derivatives of νT under translations
by elements from GCM.
Notation 7.1. Let (W,H,ω) be as in Notation 3.1, P ∈ Proj(W), and GP = PW × C ⊂ GCM as
in Notation 3.24. We equip GP with the left-invariant Riemannian metric induced from restric-
tion of the (real part of the) inner product on gCM = H × C to Lie(GP ) = PH × C. Further, let
RicP denote the associated Ricci tensor at the identity in GP .
2444 B.K. Driver, M. Gordina / Journal of Functional Analysis 255 (2008) 2395–2461Proposition 7.2. If (W,H,ω,P ) as in Notation 7.1, P ∈ Proj(W) is as in Eq. (3.42), and
(A,a) ∈ PH × C, then
〈
RicP (A,a), (A,a)
〉
H×C =
1
4
n∑
j,k=1
∣∣〈ω(ek, ej ), a〉C∣∣2 − 12
n∑
k=1
∥∥ω(A, ek)∥∥2C (7.1)
= 1
4
∥∥〈ω(·,·), a〉C∥∥2(PH)∗⊗(PH)∗ − 12
∥∥ω(A, ·)∥∥2
(PH)∗⊗C. (7.2)
Proof. We are going to compute RicP using the formula in Eq. (B.3) of Appendix B. If {f}dim C=1
is an orthonormal basis for C, then
n∑
k=1
∥∥ad(ek,0)(A,a)∥∥2H×C +
dim C∑
=1
∥∥ad(0,f)(A,a)∥∥2H×C =
n∑
k=1
∥∥ω(ek,A)∥∥2C. (7.3)
If (B,b) ∈ PH × C, then
ad∗(B,b)(A,a) =
n∑
j=1
〈
ad∗(B,b)(A,a), (ej ,0)
〉
gCM
(ej ,0)+
dim C∑
=1
〈
ad∗(B,b)(A,a), (0, f)
〉
gCM
(0, f)
=
n∑
j=1
〈
(A,a),
[
(B,b), (ej ,0)
]〉
gCM
(ej ,0)
+
dim C∑
=1
〈
(A,a),
[
(B,b), (0, f)
]〉
gCM
(0, f)
=
n∑
j=1
〈
(A,a),
(
0,ω(B, ej )
)〉
gCM
(ej ,0) =
n∑
j=1
(
a,ω(B, ej )
)
C(ej ,0).
This then immediately implies
n∑
k=1
∥∥ad∗(ek,0)(A,a)∥∥2gCM +
dim C∑
=1
∥∥ad∗(0,f)(A,a)∥∥2gCM =
n∑
k=1
n∑
j=1
〈
a,ω(ek, ej )
〉2
C. (7.4)
Using Eqs. (7.3) and (7.4) with the formula for the Ricci tensor in Eq. (B.3) of Appendix B
implies Eq. (7.1). 
Corollary 7.3. For P ∈ Proj(W) as in (3.42), let
kP (ω) := −12 sup
{∥∥ω(·,A)∥∥2
(PH)∗⊗C: A ∈ PH, ‖A‖PH = 1
}
. (7.5)
Also let
k(ω) := −1
2
sup
∥∥ω(·,A)∥∥2
H ∗⊗C −
1
2
‖ω‖22 > −∞. (7.6)‖A‖H=1
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〈
RicP (A,a), (A,a)
〉
PH×C  k
∥∥(A,a)∥∥2
PH×C for all (A,a) ∈ PH × C (7.7)
and k(ω) is the largest constant k ∈ R such that Eq. (7.7) holds uniformly for all P ∈ Proj(W).
Proof. Let us observe that by Eq. (7.1)
〈RicP (A,a), (A,a)〉PH×C
‖(A,a)‖2
PH×C
 〈Ric
P (A,0), (A,0)〉PH×C
‖(A,0)‖2
PH×C
the optimal lower bound, kP (ω), for Ricp is determined by
kP (ω) = inf
A∈PH\{0}
〈RicP (A,0), (A,0)〉PH×C
‖(A,0)‖2
PH×C
= inf
A∈PH\{0}
(
−1
2
‖ω(·,A)‖2
(PH)∗⊗C
‖A‖2PH
)
which is equivalent to Eq. (7.5). It is now a simple matter to check that k(ω) = infP∈Proj(W) kP (ω)
which is the content of the last assertion of the theorem. 
In revisiting the examples from Section 3.3 we will have a number of cases where H and C
are complex Hilbert spaces and ω :H × H → C will be a complex bilinear form. In these cases
it will be convenient to express the Ricci curvature in terms of these complex structures.
Proposition 7.4. Suppose that H and C are complex Hilbert spaces, ω :H ×H → C is complex
bi-linear, and P :H → H is a finite rank (complex linear) orthogonal projection. We make GP =
PH ×C into a Lie group using the group law in Eq. (3.6). Let us endow GP with the left-invariant
Riemannian metric which agrees with 〈·,·〉[gP ]Re := Re〈·,·〉gP on gP = PH × C at the identity
in GP . Then for all (A,a) ∈ gP ,
〈
RicP (A,a), (A,a)
〉
[gP ]Re =
1
2
∥∥〈ω(·,·), a〉C∥∥2(PH)∗⊗(PH)∗ − ∥∥ω(A, ·)∥∥2(PH)∗⊗C (7.8)
= 1
2
n∑
j,k=1
∣∣〈ω(ek, ej ), a〉C∣∣2 −
n∑
k=1
∥∥ω(A, ek)∥∥2C, (7.9)
where {ej }nj=1 is any orthonormal basis for PH .
Proof. Applying Eq. (7.2) with PH , C, and gP being replaced by (PH)Re, CRe, and [gP ]Re
implies
〈
RicP (A,a), (A,a)
〉 = 1∥∥〈ω(·,·), a〉 ∥∥2 ∗ ∗ − 1∥∥ω(A, ·)∥∥2 ∗ .[gP ]Re 4 CRe (PH)Re⊗(PH)Re 2 (PH)Re⊗CRe
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∥∥〈ω(·,·), a〉CRe∥∥2(PH)∗Re⊗(PH)∗Re = 2∥∥〈ω(·,·), a〉C∥∥2(PH)∗⊗(PH)∗
and ∥∥ω(A, ·)∥∥2
(PH)∗Re⊗CRe = 2
∥∥ω(A, ·)∥∥2
(PH)∗⊗C
which completes the proof of Eq. (7.8). 
Remark 7.5. By letting n → ∞ in Propositions 7.2 and 7.4, it is reasonable to interpret the Ricci
tensor on GCM to be determined by
〈
Ric(A,a), (A,a)
〉
[gCM]Re = αF
(
1
4
∥∥〈a,ω(·,·)〉C∥∥2H ∗⊗H ∗ − 12
∥∥ω(·,A)∥∥2
H ∗⊗C
)
(7.10)
= αF
(
1
4
∞∑
j,k=1
∣∣〈a,ω(ek, ej )〉C∣∣2 − 12
∞∑
k=1
∥∥ω(ek,A)∥∥2C
)
, (7.11)
where {ej }∞j=1 is an orthonormal basis for H , F is either R or C and αF is one or two, respectively.
Moreover if C = F, then Eq. (7.10) may be written as
〈
Ric(A,a), (A,a)
〉
[gCM]Re = αF
(
1
4
∥∥ω(·,·)∥∥2
H ∗⊗H ∗ · |a|2 −
1
2
∥∥ω(·,A)∥∥2
H ∗
)
. (7.12)
7.1. Examples revisited
Using Eq. (7.10), it is straightforward to compute the Ricci tensor on G for each of Exam-
ples 3.18–3.23.
Lemma 7.6. The Ricci tensor for GCM associated to each of the structures introduced in Exam-
ples 3.18 and 3.19 are given (respectively) by
〈
Ric(z, c), (z, c)
〉
hn
R
= nc
2
2
− 1
2
‖z‖2
Cn
for all (z, c) ∈ Cn × R, (7.13)
and 〈
Ric(z, c), (z, c)
〉
[hn
C
]Re = n|c|2 − ‖z‖2C2n for all (z, c) ∈ C2n × C. (7.14)
Proof. We omit the proof of this lemma as it can be deduced from the next proposition by taking
Q = I . 
Proposition 7.7. The Ricci tensor for GCM associated to each of the structures introduced in
Examples 3.20 and 3.21 are given (respectively) by
〈
Ric(h, c), (h, c)
〉 = 1 [c2 trQ2 − ‖Qh‖2H ] for all (h, c) ∈ H × R, (7.15)gCM 2
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Ric(k1, k2, c), (k1, k2, c)
〉
[gCM]Re = |c|
2 trQ2 − ‖Qk1‖2K − ‖Qk2‖2K (7.16)
for all (k1, k2, c) ∈ K ×K × R.
Proof. We start with the proof of Eq. (7.15). In this case,
∥∥ω(·, h)∥∥2
H ∗Re
=
∞∑
j=1
[
ω(ej ,A)
2 +ω(iej ,A)2
]
=
∞∑
j=1
[(
Im〈h, ej 〉Q
)2 + (Im〈h, iej 〉Q)2]
=
∞∑
j=1
[(
Im〈h, ej 〉Q
)2 + (Re〈h, ej 〉Q)2]
=
∞∑
j=1
∣∣〈h, ej 〉Q∣∣2 = ‖Qh‖2H
and from Eq. (3.36), ‖ω‖22 = 2 tr(Q2). Using these results in Eq. (7.12) with F = R gives
Eq. (7.15) with F = C and H = K × K . Eq. (7.16) follows from Eq. (7.12) with F = C,
Eq. (3.36), and the following identity:
∥∥ω((k1, k2), ·)∥∥2H ∗ =
∞∑
j=1
(∣∣ω((k1, k2), (ej ,0))∣∣2 + ∣∣ω((k1, k2), (0, ej ))∣∣2)
=
∞∑
j=1
∣∣〈k2,Qe¯j 〉∣∣2 + ∞∑
j=1
∣∣〈k1,Qe¯j 〉∣∣2
= ‖Qk1‖2K + ‖Qk2‖2K.  (7.17)
Proposition 7.8. The Ricci tensor for GCM associated to the structure introduced in Exam-
ple 3.22 is given by
〈
Ric(v, c), (v, c)
〉
[gCM]Re =
∞∑
j=1
q2j
〈
Ricα(vj , c), (vj , c)
〉
VRe×CRe ∀(v, c) ∈ H × F, (7.18)
where Ricα denotes the Ricci tensor on G(α) := V × C as is defined by Eq. (7.19) below.
Proof. Using Eq. (3.38) along with the identity,
∥∥ω(·, v)∥∥2
H ∗⊗C =
∞∑
j=1
d∑
a=1
∥∥ω(ua(j), v)∥∥2C =
∞∑
j=1
d∑
a=1
q2j
∥∥α(ua, vj )∥∥2C
=
∞∑
q2j
∥∥α(·, vj )∥∥2V ∗⊗C,j=1
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〈
Ric(v, c), (v, c)
〉
[gCM]Re = αF
∞∑
j=1
q2j
(
1
4
∥∥〈α(·,·), c〉C∥∥22 − 12
∥∥α(·, vj )∥∥2V ∗⊗C
)
.
Moreover, by a completely analogous finite-dimensional application of Eq. (7.10), we have
〈
Ricα(vj , c), (vj , c)
〉
VRe×CRe = αF
(
1
4
∥∥〈α(·,·), c〉C∥∥22 − 12
∥∥α(·, vj )∥∥2V ∗⊗C
)
. (7.19)
Combining these two identities completes the proof. 
Proposition 7.9. Let α :V ×V → C be as in Example 3.23. For v ∈ V , let αv :V → C be defined
by αvw = α(v,w) and α∗v : C → V be its adjoint. The Ricci tensor for GCM associated to the
structure introduced in Example 3.23 is then given by
〈
Ric(h, c), (h, c)
〉
[gCM]Re =
1
2
[ ∫
[0,1]2
(s ∧ t)2 dη(s) dη¯(t)
]
· ∥∥〈c,α(·,·)〉C∥∥2V ∗⊗V ∗
−
∫
[0,1]2
(s ∧ t) tr(α∗h(t)αh(s))dη(s) dη¯(t). (7.20)
Proof. In this example we have
∥∥ω(h, ·)∥∥2
H ∗⊗C =
∞∑
j=1
d∑
a=1
∥∥ω(h, ljua)∥∥2C
=
∞∑
j=1
d∑
a=1
∥∥∥∥∥
1∫
0
α
(
h(s), lj (s)ua
)
dη(s)
∥∥∥∥∥
2
C
=
∞∑
j=1
d∑
a=1
〈 1∫
0
α
(
h(s), lj (s)ua
)
dη(s),
1∫
0
α
(
h(t), lj (t)ua
)
dη(t)
〉
C
=
1∫
0
dη(s)
1∫
0
dη¯(t)(s ∧ t)
d∑
a=1
〈αh(s)ua,αh(t)ua〉C
=
∫
[0,1]2
s ∧ t[tr(α∗h(t)αh(s))]dη(s) dη¯(t).
Using this identity along with Eq. (3.40) in Eq. (7.10) with αF = αC = 2 implies Eq. (7.20). 
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8.1. Infinite-dimensional Radon–Nikodym derivative estimates
Recall from Theorem 6.1 and Corollary 6.2, we have already shown that νT ◦ l−1h and νT ◦ r−1h
are absolutely continuous to νT for all h ∈ GCM and T > 0. These results were based on the
path space quasi-invariance formula given in Theorem 5.2. However, in light of the results in
Malliavin [40] it is surprising that Theorem 5.2 holds at all and we do not expect it to extend to
many other situations. Therefore, it is instructive to give an independent proof of Theorem 6.1 and
Corollary 6.2 which will work for a much larger class of examples. The alternative proof has the
added advantage of giving detailed size estimates on the resulting Radon–Nikodym derivatives.
Theorem 8.1. For all h ∈ GCM and T > 0, νT ◦ l−1h and νT ◦ r−1h are absolutely continuous
to νT . Let Zlh := d(νT ◦l
−1
h )
dνT
and Zrh := d(νT ◦r
−1
h )
dνT
be the respective Radon–Nikodym derivatives,
k(ω) is given in Eq. (7.6), and
c(t) := t
et − 1 for all t ∈ R
with the convention that c(0) = 1. Then for all 1 p < ∞, Zlh and Zrh are both in Lp(νT ) and
satisfy the estimate
∥∥Z∗h∥∥Lp(νT )  exp
(
c(k(ω)T )(p − 1)
2T
d2GCM(e, h)
)
, (8.1)
where ∗ = l or ∗ = r.
Proof. The proof of this theorem is an application of Theorem 7.3 and Corollary 7.4 in [18] on
quasi-invariance of the heat kernel measures for inductive limits of finite-dimensional Lie groups.
In applying these results the reader should take: G0 = GCM, A = Proj(W), sP := πP , νP =
Law(gP (T )), and ν = νT = Law(g(T )). We now verify that the hypotheses [18, Theorem 7.3]
are satisfied. These assumptions include a denseness condition on the inductive limit group,
consistency of the heat kernel measures on finite-dimensional Lie groups, uniform bound on
the Ricci curvature, and finally that the length of a path in the inductive limit group can be
approximated by the lengths of paths in finite-dimensional groups.
(1) By Proposition 3.10, ⋃P∈Proj(W) GP is a dense subgroup of GCM.
(2) From Lemma 4.7, for any {Pn}∞n=1 ⊂ Proj(W) with Pn|H ↑ IH and f ∈ BC(G,R) (the
bounded continuous maps from G to R), we have
∫
G
f dν = lim
n→∞
∫
GPn
f |GPn dνPn .
(3) Corollary 7.3 shows that RicP  k(ω)gP for all P ∈ Proj(W).
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there exists an increasing sequence, {Pn}∞n=1 ⊂ Proj(W) such that P0 ⊂ Pn, Pn ↑ I on H ,
and
GCM(k) = limn→∞GPn (πn ◦ k), (8.2)
where πn := πPn and GCM(k) is the length of k (see Notation 3.9 with T = 1). However,
with k(t) = (A(t), c(t)), using the dominated convergence theorem applied to the identity
(see Eq. (3.21))
GPn (πn ◦ k) =
1∫
0
∥∥∥∥πnk˙(t)− 12
[
πnk(t),πnk˙(t)
]∥∥∥∥
gCM
dt
=
1∫
0
√∥∥PnA˙(t)∥∥2H +
∥∥∥∥c˙(t)− 12ω
(
PnA(t),PnA˙(t)
)∥∥∥∥
2
C
dt
shows Eq. (8.2) holds for any such choice of Pn|H ↑ IH with P0 ⊂ Pn ∈ Proj(W). 
Remark 8.2. In the case of infinite-dimensional matrix groups three out of four assumptions hold
as has been shown in [24]. The condition that fails is the uniform bounds on the Ricci curvature
which is one of the main results in [25].
8.2. Logarithmic Sobolev inequality
Theorem 8.3. Let (ET ,D(ET )) be the closed Dirichlet form in Corollary 6.7 and k(ω) be as
in Eq. (7.6). Then for all real-valued f ∈ D(ET ), the following logarithmic Sobolev inequality
holds
∫
G
(
f 2 lnf 2
)
dνT  2
1 − e−k(ω)T
k(ω)
ET (f,f )+
∫
G
f 2 dνT · ln
∫
G
f 2 dνT , (8.3)
where νT = Law(g(T )) is the heat kernel measure on G as in Definition 4.2.
Proof. Let f :G → R be a cylinder polynomial as in Definition 6.6. Following the method of
Bakry and Ledoux applied to GP (see [22, Theorem 2.9] for the case needed here) shows
E
[(
f 2 logf 2
)(
gP (T )
)]
 21 − e
−kP (ω)T
kP (ω)
E
∥∥(gradP f )(gP (T ))∥∥2GP
+ E[f 2(gP (T ))] logE[f 2(gP (T ))] (8.4)
where kP (ω) is as in Eq. (7.6). Since the function, x → x−1(1 − e−x), is decreasing and
k(ω)  kP (ω) for all P ∈ Proj(W), Eq. (8.4) also holds with kP (ω) replaced by k(ω). With
this observation along with Lemma 4.7, we may pass to the limit at P ↑ I in Eq. (8.4) to find
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[(
f 2 logf 2
)(
g(T )
)]
 21 − e
−k(ω)T
k(ω)
E
∣∣gradf (g(T ))∣∣2
+ E[f 2(g(T ))] logE[f 2(g(T ))].
This is equivalent to Eq. (8.3) when f is a cylinder polynomial. The result for general f ∈D(ET )
then holds by a standard (and elementary) limiting argument—see the end of Example 2.7
in [29]. 
9. Future directions
In this last section we wish to speculate on a number of ways that the results in this paper
might be extended.
(1) It would be interesting to see what happens if we set B0 to be identically zero so that g(t) in
Eq. (4.2) becomes
g(t) =
(
B(t),
1
2
t∫
0
ω
(
B(τ), B˙(τ )
)
dτ
)
. (9.1)
The generator now is L = 12
∑∞
k=1 (˜ek,0)
2
and if ω(gCM × gCM) is a total subset of C,
L would satisfy Hörmander’s condition for hypoellipticity. If dimH were finite, it would
follow that the heat kernel measure, νT , is a smooth positive measure and hence quasi-
invariant. When dimH is infinite we do not know if νT is still quasi-invariant. Certainly
both proofs which were given above when B0 was not zero now break down.
(2) It should be possible to remove the restriction on C being finite-dimensional, i.e. we expect
much of what we have done to go through when C is a separable Hilbert space. In doing
so one would have to modify the finite-dimensional approximations used in the theory to
truncate C as well.
(3) It should be possible to widen the class of admissible ωs substantially. The idea is to assume
that ω is only defined from H ×H → C such that ‖ω‖2 < ∞. Under this relaxed assumption,
we will no longer have a group structure on G := W × C. Nevertheless, with a little work
one can still make sense of Brownian motion process defined in Definition 4.2 by letting
t∫
0
ω
(
B(τ), dB(τ)
) := L2- lim
n→∞
t∫
0
ω
(
PnB(τ), dPnB(τ)
)
. (9.2)
In fact, using Nelson’s hypercontractivity and the fact that
t∫
0
ω
(
PnB(τ), dPnB(τ)
)
is in the second homogeneous chaos subspace, the convergence in Eq. (9.2) is in Lp for all
p ∈ [1,∞). In this setting we expect the path space quasi-invariance results of Section 5 to
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we expect the results of Section 8.1 to go through as well. As a consequence, G should carry
a measurable left and right actions by element of GCM and these actions should leave the
heat kernel measures (end point distributions of the Brownian motion on G) quasi-invariant.
One might call the resulting structure a quasigroup. Unfortunately, this term has already
been used in abstract algebra.
(4) We also expect that level of non-commutativity of G may be increased. To be more precise,
under suitable hypotheses, it should be possible to handle more general graded nilpotent Lie
groups. However, when the level of nilpotency of G is increased, there will likely be trouble
with the path space quasi-invariance in Section 5. Nevertheless, the methods of Section 8.1
should survive and therefore we still expect the heat kernel measure to be quasi-invariant.
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Appendix A. Wiener space results
The well-known material presented in this appendix may be (mostly) found in the books [36]
and [8]. In particular, the following theorem is based in part on Lemma 2.4.1 in [8, p. 59], and
Theorem 3.9.6 in [8, p. 138].
Theorem A.1. Let (X,BX,μ) be a Gaussian measure space as in Definition 2.1. Then
(1) (H,‖ · ‖H ) is a normed space such that
‖h‖X 
√
C2‖h‖H for all h ∈ H, (A.1)
where C2 is as in (2.2).
(2) Let K be the closure of X∗ in ReL2(μ) and for f ∈ K let
ιf := hf :=
∫
X
xf (x)dμ(x) ∈ X,
where the integral is to be interpreted as a Bochner integral. Then ι(K) = H and ι :K → H
is an isometric isomorphism of real Banach spaces. Since K is a real Hilbert space it follows
that ‖ · ‖H is a Hilbertian norm on H .
(3) H is a separable Hilbert space and
(ιu,h)H = u(h) for all u ∈ X∗ and h ∈ H. (A.2)
(4) The Cameron–Martin space, H , is dense in X.
(5) The quadratic form q may be computed as
q(u, v) =
∞∑
u(ei)v(ei) (A.3)
i=1
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Notice that by item (1) H i↪→ X is continuous and hence so is X∗ i
tr
↪→ H ∗ ∼= H = (·,·)H ∗ .
Eq. (A.3) asserts that
q = (·,·)H ∗ |X∗×X∗ .
Proof. (1) Using Eq. (2.6) we find
‖h‖X = sup
u∈X∗\{0}
|u(h)|
‖u‖X∗  supu∈X∗\{0}
|u(h)|√
q(u,u)/C2

√
C2‖h‖H ,
and hence if ‖h‖H = 0 then ‖h‖X = 0 and so h = 0. If h, k ∈ H , then for all u ∈ X∗, |u(h)| 
‖h‖H√q(u) and |u(k)| ‖k‖H√q(u) so that∣∣u(h+ k)∣∣ ∣∣u(h)∣∣+ ∣∣u(k)∣∣ (‖h‖H + ‖k‖H )√q(u).
This shows h + k ∈ H and ‖h + k‖H  ‖h‖H + ‖k‖H . Similarly, if λ ∈ R and h ∈ H , then
λh ∈ H and ‖λh‖H = |λ|‖h‖H . Therefore H is a subspace of W and (H,‖ · ‖H ) is a normed
space.
(2) For f ∈ K and u ∈ X∗
u(ιf ) = u
(∫
X
xf (x)dμ(x)
)
=
∫
X
u(x)f (x) dμ(x) (A.4)
and hence
∣∣u(ιf )∣∣ ‖u‖L2(μ)‖f ‖L2(μ) =√q(u)‖f ‖K
which shows that ιf ∈ H and ‖ιf ‖H  ‖f ‖K . Moreover, by choosing un ∈ X∗ such that
L2(μ)-limn→∞un = f , we find
lim
n→∞
|un(ιf )|√
q(un)
= lim
n→∞
| ∫
X
un(x)f (x) dμ(x)|
‖un‖L2(μ)
=
‖f ‖2
L2(μ)
‖f ‖L2(μ)
= ‖f ‖L2(μ)
from which it follows ‖ιf ‖H = ‖f ‖K . So we have shown that ι :K → H is an isometry. Let us
now show that ι(K) = H . Given h ∈ H and u ∈ X∗ let hˆ(u) = u(h). Since
∣∣hˆ(u)∣∣ ∣∣u(h)∣∣√q(u)‖h‖H = ‖u‖L2(μ)‖h‖H = ‖u‖K‖h‖H
the functional hˆ extends continuously to K . We will continue to denote this extension by hˆ ∈ K∗.
Since K is a Hilbert space, there exists f ∈ K such that
hˆ(u) =
∫
f (x)u(x) dμ(x)X
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u(h) =
∫
X
u(x)f (x) dμ(x) = u
(∫
X
xf (x)dμ(x)
)
= u(ιf ).
From this equation we conclude that h = ιf and hence ι(K) = H .
(3) H is a separable since it is unitarily equivalent to K ⊂ L2(X,B,μ) and L2(X,B,μ) is
separable. Suppose that u ∈ X∗, f ∈ K and h = ιf ∈ H . Then
(ιu,h)H = (ιu, ιf )H = (u,f )K
=
∫
X
u(x)f (x) dμ(x) = u
(∫
X
xf (x)dμ(x)
)
= u(ιf ) = u(h).
(4) For sake of contradiction, if H ⊂ X were not dense, then, by the Hahn–Banach theorem,
there would exist u ∈ X∗ \ {0} such that u(H) = 0. However from Eq. (A.2), we would then have
q(u,u) = (ιu, ιu)H = u(ιu) = 0.
Because we have assumed that q to be an inner product on X∗, u must be zero contrary to u
being in X∗ \ {0}.
(5) Let {ei}∞i=1 be an orthonormal basis for H , then for u,v ∈ X∗,
q(u, v) = (u, v)K = (ιu, ιv)H =
∞∑
i=1
(ιu, ei)H (ei, ιv)H
=
∞∑
i=1
u(ei)v(ei)
wherein the last equality we have again used Eq. (A.2). 
Appendix B. The Ricci tensor on a Lie group
In this appendix we recall a formula for the Ricci tensor relative to a left invariant Rieman-
nian metric, 〈·,·〉, on any finite-dimensional Lie group, G. Let ∇ be the Levi-Civita covariant
derivative on TG, for any X ∈ g let X˜(g) = lg∗X be the left-invariant vector field on G such that
X˜(e) = X, and for X,Y ∈ g, let DXY := ∇XY˜ ∈ g. Since ∇X˜Y˜ is a left-invariant vector field and
(∇
X˜
Y˜ )(e) = ∇XY˜ = DXY , we have the identity; ∇X˜Y˜ = D˜XY . Similarly the Ricci curvature
tensor, Ric (and more generally the full curvature tensor) is invariant under left translations, i.e.
Ricg = lg−1∗ Rice lg∗ for all g ∈ G. Hence it suffices to compute the Ricci tensor at e ∈ G. We
will abuse notation and simply write Ric for Rice .
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have
DXY := 12
([X,Y ] − ad∗X Y − ad∗Y X) ∈ g, (B.1)
where ad∗X denotes the adjoint of adX relative to 〈·,·〉e. We also have,
〈RicX,X〉 = tr(adad∗XX)−
1
2
tr
(
ad2X
)+ 1
4
∑
Y∈Γ
∣∣ad∗Y X∣∣2 − 12
∑
Y∈Γ
|adY X|2, (B.2)
where Γ ⊂ g is any orthonormal basis for g. In particular if g is nilpotent then tr(adad∗XX) = 0
and tr(ad2X) = 0 and therefore Eq. (B.2) reduces to
〈RicX,X〉 = 1
4
∑
Y∈Γ
∣∣ad∗Y X∣∣2 − 12
∑
Y∈Γ
|adY X|2 −12
∑
Y∈Γ
|adY X|2. (B.3)
These results may be found in [7], see Lemma 7.27, Theorem 7.30, and Corollary 7.33 for the
computations of the Levi-Civita covariant derivative, the curvature tensor, and the Ricci curvature
tensor, respectively.
Appendix C. Proof of Theorem 3.12
Before giving the proof of Theorem 3.12 it will be necessary to introduce the Carnot–
Carathéodory distance function, δ, in this infinite-dimensional context.
Notation C.1. Let T > 0 and HC1CM denote the horizontal elements in C1CM, where g ∈ C1CM is
horizontal iff lg(s)−1∗g′(s) ∈ H × {0} for all s. We then define,
δ(x, y) = inf{GCM(g): g ∈ HC1CM such that g(0) = x and g(T ) = y}
with the infimum of the empty set is taken to be infinite.
Observe that δ(x, y)  dCM(x, y) for all x, y ∈ GCM. The following theorem describes the
behavior of δ.
Theorem C.2. If {ω(A,B): A,B ∈ H } is a total subset of C, then there exists c ∈ (0,1) such
that
c
(‖A‖H +√‖a‖C ) δ(e, (A,a)) c−1(‖A‖H +√‖a‖C ) for all (A,a) ∈ gCM. (C.1)
Proof. Our proof will be modeled on the standard proof of this result in the finite-dimensional
context, see for example [42,50]. The only thing we must be careful of is to avoid using any
compactness arguments.
For any left-invariant metric d (e.g. d = δ or d = dCM) on GCM we have
d(e, xy) d(e, x)+ d(x, xy) = d(e, x)+ d(e, y) for all x, y ∈ GCM. (C.2)
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GCM(g) =
1∫
0
√∥∥w′(s)∥∥2
H
+ ∥∥c′(s)−ω(w(s),w′(s))/2∥∥2C ds

1∫
0
∥∥w′(s)∥∥
H
ds  ‖A‖H
from which it follows that
δ
(
e, (A,a)
)
 dCM
(
e, (A,0)
)
 ‖A‖H . (C.3)
Since the path g(t) = (tA,0) is horizontal and
‖A‖H = GCM(g) δ
(
e, (A,0)
)
 dCM
(
e, (A,0)
)
 ‖A‖H
it follows that
δ
(
e, (A,0)
)= d(e, (A,0))= ‖A‖H for all A ∈ H. (C.4)
Given A,B ∈ H , let ξ(t) = A cos t +B sin t for 0 t  2π and
g(t) =
(
ξ(t)−A, 1
2
t∫
0
ω
(
ξ(τ )−A, ξ˙(τ ))dτ
)
so that l
g(t)−1∗ g˙(t) = (ξ(t),0), g(0) = e, and
g(2π) =
(
0,
1
2
2π∫
0
ω
(
ξ(τ ), ξ˙ (τ )
)
dτ
)
=
(
0,
1
2
2π∫
0
ω(A,B)dτ
)
= (0,πω(A,B)).
From this one horizontal curve we may conclude that
δ
(
e,
(
0,πω(A,B)
))
 GCM(g) =
2π∫
0
‖−A sin t +B cos t‖H dt
 2π
(‖A‖H + ‖B‖H ). (C.5)
Choose {A,B}d=1 ⊂ H such that {πω(A,B)}d=1 is a basis for C. Let {ε}d=1 be the
corresponding dual basis. Hence for any a ∈ C we have
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(
e, (0, a)
)= δ
(
e,
d∏
=1
(
0, ε(a)πω(A,B)
))

d∑
=1
δ
(
e,
(
0, ε(a)πω(A,B)
))
=
d∑
=1
δ
(
e,
(
0,πω
(
sgn
(
ε(a)
)√∣∣ε(a)∣∣A,√∣∣ε(a)∣∣B)))
 2π
d∑
=1
(∥∥√∣∣ε(a)∣∣A∥∥H + ∥∥
√∣∣ε(a)∣∣B∥∥H ),
wherein we have used Eq. (C.2) for the first inequality and Eq. (C.5) for the second inequality. It
now follows by simple estimates that
δ
(
e, (0, a)
)
 C1
d∑
=1
√∣∣ε(a)∣∣ C2
√√√√ d∑
=1
∣∣ε(a)∣∣ C(ω)√‖a‖C (C.6)
for some constants C1  C2  C(ω) < ∞. Combining Eqs. (C.2), (C.4), and (C.6) gives,
δ
(
e, (A,a)
)= δ(e, (A,0)(0, a))
 δ
(
e, (A,0)
)+ δ(e, (0, a)) ‖A‖H +C(ω)√‖a‖C. (C.7)
To prove the analogous lower bound we will make use of the dilation homomorphisms defined
for each λ > 0 by ϕλ(w, c) = (λw,λ2c) for all (w, c) ∈ gCM = GCM. One easily verifies that ϕλ
is both a Lie algebra homomorphism on gCM and a group homomorphism on GCM. Using the
homomorphism property it follows that
l
ϕλ(g(t))
−1∗
d
dt
ϕλ
(
g(t)
)= ϕλ(lg(t)−1∗ g˙(t))
and consequently; if g is any horizontal curve, then ϕλ ◦g is again horizontal and GCM(ϕλ ◦g) =
λGCM(g). From these observations we may conclude that
δ
(
ϕλ(x),ϕλ(y)
)= λδ(x, y) for all x, y ∈ GCM. (C.8)
By Proposition 3.10, we know there exists ε > 0 and K < ∞ such that
Kδ(e, x)KdGCM(e, x) ‖x‖gCM whenever ‖x‖gCM  ε. (C.9)
For arbitrary x = (A,a) ∈ GCM, choose λ > 0 such that
ε2 = ∥∥ϕλ(x)∥∥2 = λ2‖A‖2 + λ4‖a‖2 ,H C
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λ2 =
√
‖A‖4H + 4‖a‖2Cε2 − ‖A‖2H
2‖a‖2C
.
It then follows from Eqs. (C.8) and (C.9) that λKδ(e, x) = Kδ(e, ϕλ(x)) ε, i.e.
δ2(e, x) ε
2
K2λ2
= 2 ε
2
K2
‖a‖2C√
‖A‖4H + 4‖a‖2Cε2 − ‖A‖2H
= 2 ε
2‖a‖2C
K2‖A‖2H
1√
1 + 4‖a‖2Cε2‖A‖4H − 1
. (C.10)
Since
√
1 + x − 1min(x/2,√x) we have
1√
1 + x − 1 max
(
2
x
,
1√
x
)
 1
x
+ 1
2
√
x
.
Using this estimate with x = 4‖a‖2C‖A‖−4H ε2 in Eq. (C.10) shows
δ2(e, x) 2
ε2‖a‖2C
K2‖A‖2H
( ‖A‖4H
4‖a‖2Cε2
+ ‖A‖
2
H
4ε‖a‖C
)
= 1
2K2
(‖A‖2H + ε‖a‖C),
which implies the lower bound in Eq. (C.1). 
We are now ready to give the proof of Theorem 3.12.
C.1. Proof of Theorem 3.12
Proof. The first assertion in Eq. (3.24) of Theorem 3.12 follows from Theorem C.2 and the
previously observed fact that dCM  δ. To prove Eq. (3.25), let ε0 < ε/2 where ε > 0 is
as in Proposition 3.10. Then according to that proposition, if dCM(e, x)  ε0 then ‖x‖gCM 
KdCM(e, x)  Kε0. So if x = (A,a), we have ‖A‖H  Kε0 and ‖a‖C  Kε0 and hence by
Theorem C.2, δ(e, x) c−1(Kε0 + √Kε0). This implies that
M(ε0) := sup
{
δ(e, x): x  dCM(e, x) ε0
}
 c−1(Kε0 +
√
Kε0) < ∞. (C.11)
Now suppose that x ∈ GCM with dCM(e, x)  ε0. Choose a curve, g ∈ C1CM such that
g(0) = e, g(1) = x, and GCM(g)  dCM(e, x) + ε0/4. Also choose ε1 ∈ (ε0/2, ε0] such that
GCM(g) = nε1 with n ∈ N and let 0 = t0 < t1 < t2 < · · · < tn = 1 be a partition of [0,1] such
that GCM(g|[ti−1,ti ]) = ε1 for i = 1,2, . . . , n. If xi := g(ti) for i = 0, . . . , n, then ε0  ε1 =
GCM(g|[ti−1,ti ])  dCM(xi−1, xi) and therefore from Eq. (C.11) and the left invariance of dCM
and δ we have 1M(ε0)−1δ(xi−1, xi) for i = 1,2, . . . , n. Hence we may conclude that
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 ε1
n∑
i=1
M(ε0)
−1δ(xi−1, xi)
ε0
2
M(ε0)
−1δ(e, x).
Combining this estimate with the lower bound in Eq. (C.1) shows Eq. (3.25) holds for all ε0
sufficiently small which is enough to complete the proof. 
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