Abstract-We consider uncertainty classes of noise distributions defined by a bound on the divergence with respect to a nominal noise distribution. The noise that maximizes the minimum error probability for binary-input channels is found. The effect of the reduction in uncertainty brought about by knowledge of the signal-to-noise ratio is also studied. The particular class of Gaussian nominal distributions provides an analysis tool for nearGaussian channels. Asymptotic behavior of the least favorable noise distribution and resulting error probability are studied in a variety of scenarios, namely: asymptotically small divergence with and without power constraint; asymptotically large divergence with and without power constraint; and asymptotically large signal-to-noise ratio.
I. INTRODUCTION
A DDITIVE noise is most often represented by a fixed random variable, typically Gaussian, modeling the joint effect of such signal distortions as ambient channel noise, crosstalk, intersymbol interference and/or fading. In many instances, however, it may not be feasible or desirable to fix the exact noise distribution; instead, there might be a class of noise distributions that deserves analysis.
There is a rich literature in the area of worst case constrained noise and interference analysis, covering a wide range of transmission and interference strategies. For instance, worst case transition probabilities for a finite-input-alphabet, finite-output-alphabet channel are considered in [1] , while assumed knowledge of the noise moments is used to generate a maximum-entropy distribution in [2] . Most often, a peak or average power constraint is imposed on the noise or interference and a worst case distribution is sought, either for guaranteed performance quantification [3] - [13] or in the context of a zerosum game formulation between communicator and jammer [14] , [15] . Worst case performance for power-constrained interference in a direct-sequence spread spectrum (DS/SSc) system with Gaussian background noise and linear matchedfilter detector is considered in [3] , with an extension to nonlinear detection considered in [4] for large spreading gain.
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Worst case power-constrained partial-band noise and multitone jamming for a variety of spread-spectrum transmission strategies are considered in [5] - [10] . Worst case amplitudeand power-constrained interference for an additive Gaussian channel with intersymbol interference is considered in [11] . Worst case power-constrained noise in "very noisy" channels is considered in [12] as an extension to [1] . A full solution for this problem is developed in [13] for maximum-likelihood detection, where the least favorable noise distributions for binary-input additive-noise channels with fixed signal-to-noise ratio (SNR) are found for several performance measures. An extension in [15] considers the zero-sum game between communicator and jammer when the communicator transmits an antipodal signal with pseudorandom amplitude pattern known only to the receiver. In addition to, or in lieu of, a power constraint, a constraint on the proximity of the noise to a prescribed nominal distribution is interesting as it represents prior knowledge of the approximate behavior of the channel. Such knowledge is available, for instance, in a channel subject to dynamic perturbations, a system analysis which is computationally intensive, or a hypothesis test regarding the distribution of channel noise which involves decision classes determined by proximity bounds. Consider, for example, a linear multiuser detector which mitigates multiple-access interference in such a manner that the overall channel distortion, made up of multiple-access interference and background noise, resembles the noise that would prevail in the absence of interfering users but whose exact error probability is hard to determine. Such multiuser detectors have received much attention; for an overview see [16] . In [17] , a bound is obtained for the (Kullback-Leibler) divergence between the distribution of multiple-access interference plus Gaussian channel noise and a nominal Gaussian distribution for the minimum-mean-squareerror (MMSE) linear multiuser detector. It becomes of interest, then, to study the error probability characteristics of the noise class defined by a divergence (proximity) bound.
Worst case noise under constraints of power and divergence was studied in [18] for a zero-threshold detector. In this paper, we consider instead maximum-likelihood (ML) detection in order to quantify optimum detector performance in the presence of worst case noise, providing a best possible guaranteed performance level from the receiver's point of view. The ML detector problem is significantly more involved than the corresponding zero-threshold detection problem as a result of the dependence of the detector strategy on the noise distribution. Whereas the treatment in [18] involved a Lagrange-multiplier optimization approach over fixed zerothreshold detection regions, such regions are unknown a priori in the ML detection formulation. Although zero-threshold detection is optimal for the least favorable distributions obtained in this paper, the least favorable noise distributions obtained are different from those of [18] , implying that the maximin problem of interest does not have a saddle point. Fig. 1 depicts the worst case error probability for a binaryinput channel over a range of SNR values, with each curve representing a distinct set of constraints on the noise. The curve depicting standard Gaussian error probabilities corresponds with the constraining of the noise probability density function (pdf) to zero divergence with respect to a nominal Gaussian. The worst case power-constrained curve was obtained in [13] and corresponds to a total relaxation of any proximity constraint, including divergence. The worst case power-and divergence-constrained curve depicts worst case ML detection error probability subject to a finite, nonzero divergence-fromGaussian constraint and is based on the results of this paper. As the divergence tolerance is decreased, this curve approaches the Gaussian performance curve, which represents a lower limit; as such tolerance is increased, the worst case power-constrained curve represents an upper limit, a result of Theorem 1.
In Section II, we develop an expression for the least favorable divergence-constrained noise, both with and without a power constraint. In Section III we focus on the particular class of Gaussian nominals. In Section IV, we study the asymptotic behavior of the solution in a variety of scenarios. Section V presents a summary of the results.
II. WORST CASE NOISE FOR MAXIMUM-LIKELIHOOD DETECTION

A. Power and Divergence Constraints
Consider the decision hypothesis test for the standard binary-input additive-noise channel: (1) where is a random variable representing additive channel noise. Fix a random variable with symmetric probability density function (pdf) exhibiting second moment and consider a class of pdf's constrained in power and divergence with respect to Within this class, we wish to find a pdf which maximizes the ML probability of detection error criterion (2) corresponding to (1) , where the random variable with pdf represents worst case power-and divergence-constrained noise.
The divergence of any pdf with respect to a nominal is defined by whenever exhibits absolute continuity with respect to , and is otherwise set by convention to infinity (see [19] , for instance); we take to represent the natural (base ) logarithm. We assume, unless otherwise noted, that the nominal is symmetric continuous with support
We note that the class of worst case candidate pdf's is restricted in support to the same interval through absolute continuity for any finite-divergence tolerance. Since any pdf with mass restricted to the interval exhibits zero ML probability of error according to (2) , the problem is trivial unless Relaxation of the continuity restriction on is discussed in Section II-C.
Explicitly, the described optimization problem is given by (3) subject to the constraints
where, for a general set and real-valued function with domain containing , we take to be any in for which for all in Note that the divergence tolerance can take values in since divergence is always nonnegative and the case is trivially realized by
We take all integrals to be with respect to Lebesgue measure. We also adopt the convention that any pdf actually denotes the equivalence class of all pdf's agreeing with up to a set of measure zero, since such discrepancies affect neither the objective function nor the constraints in (3). The ML probability of detection error achieved by the worst case noise is often of as much interest as the form of itself, and will be denoted by
The augmented notation and will be used to represent and , respectively, whenever dependence on the nominal and divergence tolerance deserve particular attention.
An important observation regarding the optimization problem (3) concerns convexity of the feasible set. Given any nominal and any two distinct feasible pdf's and , the candidate pdf defined by clearly satisfies (4) and (5). Furthermore, the divergence functional is strictly convex (see [19, p. 30 ] for instance).
The objective function is concave as demonstrated for any two pdf's and any by the following relationship:
Note that, as opposed to the divergence measure, concavity is not necessarily strict in the objective function.
The first observation about the solution set for (3) concerns uniqueness of the solution. The proof is deferred to the Appendix, along with the proofs for Lemmas 2-5, 7-9, 15, 16, and Theorem 1. For either of the inequality constraints (5) and (6) , the constraint will be considered active whenever optimality of (3) is achieved only by a solution or solutions for which the constraint is met with equality.
Lemma 1: Given a continuous symmetric nominal with support , the solution to (3) is unique whenever the divergence constraint is active.
The second observation concerns symmetry of the solution.
Lemma 2: Given a continuous symmetric nominal pdf with support , the solution to (3) is symmetric whenever the divergence constraint is active.
We now turn our attention to characterizing the conditions under which the divergence constraint is active. The approach we take makes use of the asymptotic behavior of the solution as the divergence tolerance grows unbounded, which is of independent interest. The worst case power-constrained solution corresponding to (3), without an imposed divergence constraint (i.e., without reference to a nominal noise distribution), was shown in [13] to be realized by a probability mass function taking mass on the set where is a positive integer given by with representing the noise power. It was additionally shown that is a mixture of two equiprobable distributions, one taking the value on the span-lattice and the other the value on the span-lattice where and
We might intuitively expect the solution to (3) to approach as we allow the divergence tolerance to tend to infinity regardless of the prescribed nominal However, we immediately discount this tendency for nominals without mass at any of the points since finite divergence requires absolute continuity of the worst case pdf with respect to We nonetheless expect the tendency to hold for nominals with mass at these points, and prove the following result in the Appendix.
Theorem 1: Given a nominal
with second moment and support where the solution to (3) satisfies where and represent the cumulative distribution functions of and , respectively, and where the limit corresponds to convergence in distribution, defined by pointwise convergence everywhere except perhaps at points of discontinuity.
Theorem 1 demonstrates convergence in distribution of worst case power-and divergence-constrained noise to worst case power-constrained noise with growing divergence tolerance for pdf's with sufficient single-interval support. It is worth noting that the result can be easily generalized to encompass all nominals with second moment and support that includes intervals of positive measure around each of the points where ; this is the most general class of nominal pdf for which the result holds.
The class of nominal pdf's treated in Theorem 1 encompasses most typical channel models, since channel noise is most often assumed to have a symmetric pdf with infinite support, for instance a Gaussian distribution. Moreover, if we consider nominals with finite support and satisfying the typical additional assumption of unimodality, where we take any symmetric pdf to be unimodal if is monotone decreasing for in accordance with [20, p. 158] , then asymptotic behavior of those nominals with support where falls in the set is also governed by Theorem 1; justification stems from the observation that the second moment of such a distribution is bounded above by that of the uniform distribution over the interval , given by , while for all in Nominals which do not fall into the class governed by Theorem 1 can be subjected to a negligible perturbation by transporting small quantities of mass to form new intervals and/or tails in order to construct a new nominal which does. An exception to this idea arises when intervals of zero mass in the pdf represent intentional restrictions on potential noise values; for example, the choice of a nominal with mass restricted to a finite interval effectively constrains the candidate noise in amplitude. It is of interest, then, to analyze the counterpart scenario to Theorem 1, when the nominal has support with In the case , it is clear that the finite support restriction on derived from the absolute continuity requirement of the divergence measure becomes more restrictive than the power constraint in (3) for large values of Hence, in order to characterize the asymptotic behavior of the solution, we make use of the upper bound on performance provided by worst case amplitude-constrained rather than worst case powerconstrained noise. Such a problem was studied in detail in [21] , where it was shown that worst case amplitude-constrained noise for an amplitude bound is achieved by a class of "picket-fence" distributions consisting of -periodic pdf's (i.e., periodic with period ) with support restricted to and which satisfy the requirement that every interval of positive mass exhibit periods. Such distributions collectively exhibit ML probability of detection error , providing an upper bound for the problem at hand. This result leads to the following characterization. The standing assumption throughout that the nominal pdf has support on the whole interval holds for typical channel models and is conducive to the development of general results. Indeed, asymptotic behavior of worst case noise and a characterization of activity of the divergence constraint have been established for such nominals earlier in this section. In the unusual event that the support of the nominal cosists of disjoint intervals (requiring, for instance, that the nominal pdf not exhibit unimodality), and for which the transportation of negligible quantities of mass in order to form a single interval of support as discussed above is not warranted, the following observation can aid in simplifying the analysis of worst case noise.
Lemma 5: Any solution to the optimization problem obtained by replacing the divergence constraint (6) with the corresponding equality constraint is also a solution to (3).
Lemma 5 permits a simplified analysis using Lagrange multiplier techniques even in cases where the divergence constraint is not necessarily active in the optimization problem (3) .
The next observation concerns continuity of the solution. , and for all whenever Since the divergence constraint is inactive for all whenever , the result is therefore shown to hold under the given assumptions except perhaps in the particular case for which the result is shown to hold in Section IV-D.
This result will prove useful in characterizing the form of once a piecewise description has been established in a later result. We can further conclude from the proof of Lemma 6 that there exists a continuous pdf among the solutions to (3) even when the divergence constraint is not active.
Equipped with Lemmas 1, 2, 4, and 6 characterizing worst case noise for continuous symmetric nominals with a single interval of support, we now concentrate on developing a more detailed description of worst case noise. The following result for symmetric unimodal nominals provides some insight into the form of worst case noise, in addition to providing the basis for a subsequent result characterizing activity of the power constraint.
Lemma 7: Given a symmetric unimodal nominal , the zero-threshold detector is an ML detector for the worst case noise pdf Note that unimodality of is not a necessary implication of Lemma 7. Nor is it implied that the zero-threshold detector falls in the ML class for all candidate noise distributions for (3), but does so for at least the nominal and worst case distributions.
We now turn our attention to characterizing the worst case pdf , making use of the results developed thus far. A Lagrange-multiplier analysis similar to that carried through in [18] would be feasible were it not for the nonsmoothness of the functional in the objective function (2). The form of (2) Denote by the collection and by the set of pdf's which exhibit the decomposition Note that, while the collection forms a partitioning of the support , for nonempty the collection does not. However, any candidate is completely determined by its specification over the sets of as a result of the definitions of and The purpose of this construction is to restrict attention to the subset of the support over which the objective function is smooth by grouping the singular points for which or (i.e., those in ) in order to submit to a Lagrange-multiplier analysis. There is no loss of information in this grouping since the grouped points are fully reconstructable by the definition determining their candidacy for grouping; for instance, knowledge of over the set completely determines for all for which This permits full expression of the objective function (2) and the constraints (4)-(6) over the sets of Using this idea, the original optimization problem (3) can be written in a decoupled form. In this framework, the worst case pdf is the (not necessarily unique) pdf for which (7) where subject to the constraints
The worst case decomposition represented by the outer optimization of (7) corresponds to an optimal choice of a set of labelled intervals within the support. The Lagrangian associated with the inner optimization of (7) is given by where represents the indicator function for the set Recalling Lemma 5, which allows for the substitution of an equality constraint on divergence, the worst case pdf reduces without loss of generality to the parametric form (11) where (12) and where are constants. Note that the constant does not represent a degree of freedom as it is determined by the value of and the constraint that have unit integral. We will refer to as the variance-scaled nominal corresponding to the nominal Of note is the fact that any specification of any one of the multiplicative constants fully determines the others through continuity whenever the divergence constraint is active according to Lemma 6. In turn, the single remaining degree of freedom is fully determined by the constraint (8) . Hence, the optimization problem (7) has been reduced to the determination of an optimal value of and an optimal support decomposition Our goal is to reduce the choice of labeled intervals representing to one parameter, yielding a parametric expression for the worst case pdf with two degrees of freedom associated with the constraints (9) and (10) . This desired reduction is the result of the following Lemma.
Lemma 8: Given a continuous symmetric unimodal variance-scaled nominal with support and satisfying (13) for all integers and all the optimal form of support decomposition in (7) is completely determined by a single parameter whenever the divergence constraint is active, and is given by (14) where Note that the worst case pdf is -periodic within the interval An important observation is that if (15) for all integers and all then condition (15) holds for all Condition (15) amounts to a weak form of local log-concavity about the integers. Clearly, a sufficient condition for (15) is provided by the stronger requirement that (16) for all and all which is equivalent to the requirement that be strictly logconcave over its support. This provides an easy check for many nominals, such as Gaussians.
Combining our previous analysis with Lemma 8 produces the following theorem characterizing worst case power-and divergence-constrained noise for ML detection.
Theorem 2:
Given a continuous symmetric unimodal nominal with second moment and support , where either or both and , and satisfying (15) , the solution to (3) is given by (17) where and (18) being chosen to make a proper pdf. Proof: The result follows directly from (11) and Lemma 8.
The closed intervals in (17) are validated by the continuity Lemma 6, which further determines that (19) ( 20) The constraint (4) and Lemma 2 in turn determine that (21) Straightforward computation yields for divergence the expression (22) and for the second moment of the expression (23) Finally, the constants and are determined, respectively, by the relationships via Lemma 4 and via the following result.
Lemma 9:
For those nominals satisfying the conditions of Theorem 2, the power constraint (5) is active in the optimization problem (3).
The worst case ML probability of detection error associated with is given by according to Lemma 7. In the case and , worst case noise falls in the class and exhibits
It is interesting to note that, according to Theorem 1, the worst case noise pdf governed by Theorem 2 should converge in distribution to the worst case power-constrained distribution as the divergence tolerance grows unbounded. It is clear from (17) that, as the constant tends to infinity, all mass associated with tends to the integers, directly implying convergence of the distribution to by Lemma 9 and the fact that the unique symmetric -periodic probability mass function with second moment and taking values on the integers is given by While this suggests a straightforward approach for verification of the required convergence, it is unfortunately not immediately apparent how to establish the implication that must tend to infinity as grows unbounded. Hence, we dismiss a rigorous verification in favor of this intuitively satisfying observation.
Theorem 2 and Lemma 7 together lead to the important observation that there is no saddle point in the two-person game between unconstrained receiver and noise constrained in power and divergence. This conclusion follows directly from the uniqueness of the worst case zero-threshold noise pdf determined in [18] and its discrepancy from the worst case pdf given by (17) , for which the zero-threshold detector is an ML detector according to Lemma 7. Such a discrepancy demonstrates that when the maximin receiver is fixed, the maximin noise distribution can be perturbed within the constrained class to increase detection error probability, implying that a saddle point does not exist.
B. Divergence Constraint
For channels wherein the class of noise under consideration lies close to some prespecified distribution, but without necessarily exhibiting limited power, worst case ML divergenceconstrained noise is the performance-characterizing distribution of interest. This problem corresponds exactly with the optimization problem (3) of Section II-A except for the dropping of the power constraint (5), leading to an enlarged feasible solution set and a somewhat simpler analysis.
The worst case divergence-constrained noise exhibits the pdf satisfying the optimization problem (24) subject to the constraints
We denote by the achieved worst case ML probability of detection error , and use the augmented notation and to represent and respectively whenever doing so makes for a clearer analysis.
By ignoring all aspects of the proofs of Lemmas 1, 2, and 5-7 associated with satisfaction of the power constraint (5), we obtain directly that each of these observations holds for a divergence-constrained analysis as well. Hence, we have the following:
Lemma 10: Given a continuous symmetric nominal pdf with support , the solution to (24) is unique whenever the divergence constraint is active.
Lemma 11: Given a continuous symmetric nominal pdf with support , the solution to (24) is symmetric whenever the divergence constraint is active.
Lemma 12: Any solution to the optimization problem obtained by replacing the divergence constraint (26) with the corresponding equality constraint (27) is also a solution to (24) .
Lemma 13: Given a continuous symmetric nominal pdf with support , the solution to (24) is continuous whenever the divergence constraint is active.
Lemma 14:
Given a symmetric unimodal nominal , the zero-threshold detector is an ML detector for the worst case noise pdf
The previous treatment concerning characterization of activity of the divergence constraint in Lemma 4 does not carry over to the present analysis, primarily due to the general discrepancy in asymptotic behavior of worst case noise with and without a power constraint for large values of divergence tolerance. The proof of Lemma 4 makes use of the upper bound on worst case power-and divergence-constrained noise provided by the worst case power-constrained distribution developed in [13] as well as the worst case amplitudeconstrained class developed in [21] , depending on the relationship between the quantities and While worst case power-constrained error probability does not provide an upper bound on achieved error performance for the optimization problem (24) , worst case amplitude-constrained error probability does so for nominals with finite support. For nominals with infinite support, for instance Gaussian distributions, neither quantity provides an upper bound, necessitating a separate analysis.
Lemma 15: Given any nominal
with finite support , the divergence constraint (26) is active for all where
The actual value of and asymptotic form of are given detailed attention in Section IV-E. For nominals with infinite support, we make the following more general observation concerning activity of the divergence constraint.
Lemma 16: Given a nominal with infinite support, the divergence constraint (26) is active for all values of Analysis of the general form of is very similar to the support decomposition approach taken in Section II-A where the form of the solution subject to a power constraint was of interest. Again, we form the support decomposition as in Section II-A, and define the class of pdf's exhibiting the support decomposition Then is the (not necessarily unique) pdf for which subject to the constraints (8) and (10) but not (9) . Taking into account Lemma 12, a Lagrange-multiplier analysis yields for worst case noise the form (28) where are constants. The form of support decomposition can again be simplified using Lemma 8 for the class of symmetric continuous unimodal nominals satisfying condition (15) , leading to the following result. where Proof: The result follows directly from (28) and Lemma 8.
Care must be taken in characterizing activity of the divergence constraint according to Lemmas 15 and 16, which is of interest in order to apply Lemma 13 to reduce the number of degrees of freedom associated with the weighting constants in (28) and (29). If the nominal has infinite support, the divergence constraint is active, as is the case if has support and where a quantity whose evaluation is discussed in Section IV-E. In either of these cases, the continuity Lemma 13 determines that and which, along with the fact that is a proper pdf, determine that Finally, is determined in the case of an active divergence constraint by setting
C. Nominals with Discontinuities
The majority of results developed thus far assume that the nominal noise pdf is continuous symmetric with support over a single interval
The relaxation of the support assumption through transportation of negligible quantities of mass was discussed in Section II-A. Here we discuss the relaxation of the continuity assumption by introducing a simple procedure for treating nominals with discontinuities.
Given a bounded symmetric nominal pdf with support over an interval (where need not be finite) and a countable number of discontinuities, consider any sequence of bounded continuous pdf's satisfying each exhibiting a bounded worst case power-and divergence-constrained pdf determined by the analysis of Section II-A. Define and note through bounded convergence that yielding the desired result Coupled with the strategy for treating nominals with support over disjoint intervals discussed above, this procedure allows for application of the results of Section II-A to any symmetric nominal pdf. This procedure clearly extends to the case of unconstrained power as well, allowing for the application of the results of Section II-B to any symmetric nominal pdf.
III. GAUSSIAN NOMINALS
An analysis of near-Gaussian channels is performed by specifying a Gaussian pdf for the nominal centering the divergence-constrained candidate class of worst case noise distributions. Such a specification encompasses models incorporating an ambient Gaussian noise channel subject to interference, jamming, or any general contamination satisfying a proximity (divergence) bound. In this case, the divergence-fromGaussian constraint provides a measure of "non-Gaussianness" as defined in [17] and [22] .
A. Power-and Divergence-from-Gaussian Constraints
Assume the nominal noise is a zero-mean, varianceGaussian random variable, denoted by
The nominal pdf then takes the form where is the standard Gaussian pdf. Given this prespecification, worst case power-and divergence-constrained noise takes the form (17) according to Theorem 2. Direct substitution in (18) (22) and (23), making use of the identity for Gaussian pdf's. Finally, the worst case probability of ML detection error is given by (36) Note that the expression (30) describes a worst case pdf made up of a -periodic interval with tails. The interval consists of a symmetric mixture of truncated variance-Gaussians; each of the points centers a weighted variance-Gaussian pdf truncated to an interval of length , while each of the points centers a similar Gaussian pdf truncated to an interval of length
The two degrees of freedom corresponding to the parametric constants and are determined by the relations and through (34) and (35).
B. Divergence-from-Gaussian Constraint
The divergence-constrained problem for Gaussian nominals is governed by Theorem 3, which by direct substitution yields the form (30) for worst case noise pdf with the simple modification that
Following the analysis of Section III-A and making the appropriate modification, worst case divergence-constrained noise for a Gaussian nominal is made up of a -periodic interval with zero-mean, variance-Gaussian tails. The interval is made up of a mixture of truncated variance-Gaussians; each of the points centers a weighted varianceGaussian pdf truncated to an interval of length where , while each of the points centers a similar Gaussian truncated to an interval of length Fig. 3 depicts worst case noise for a nominal Gaussian channel with SNR dB for a variety of divergence tolerance values, with and without a power constraint. Fig. 4 depicts similar curves for a channel with SNR dB All peaks are piecewise weighted Gaussians. According to Theorem 1, the power-and divergenceconstrained pdf's of Fig. 3 tend, as grows, to a three-point mass function with weights at the points and weight at as determined in [13] . Similarly, the limiting distribution of the power-and divergence-constrained pdf's of Fig. 4 is given in [13, p.1502 ]. The worst case pdf's without a power constraint are made up of a mixture of piecewise weighted translations of the nominal Gaussian, with ML error probability tending to the upper bound of with growing divergence tolerance according to the analysis of Section IV-E. Of note is the increase in discrepancy between the worst case pdf's with and without a power constraint for growing divergence tolerance, an expected feature of the enlarged feasible classes.
IV. ASYMPTOTIC BEHAVIOR
A. Small Divergence Tolerance with Power Constraint
We are interested in studying the asymptotic behavior of worst case power-and divergence-constrained noise for Gaussian nominals as the divergence tolerance tends to zero. Noting that the divergence between any two pdf's is zero if and only if they are identical (up to measure zero), this represents the scenario where a fixed-power noise class exhibits near-Gaussian behavior. For instance, the performance of a multiuser communication system wherein the superposition of multiple-access interference and background noise displays quasi-Gaussian characteristics warrants such an analysis.
Proposition 1: Given a nominal pdf and fixed SNR, the worst case power-and divergence-constrained error degradation satisfies the asymptotic relation where is the nominal ML error probability. For a derivation, see the Appendix.
For high SNR channels, we see that demonstrating that worst case error performance is sensitive to non-Gaussianness even when the receiver is allowed to optimally adjust to the noise distribution.
B. Small Divergence Tolerance Without Power Constraint
Consider worst case divergence-constrained noise for a Gaussian nominal as the divergence tolerance tends to zero. Such a scenario arises when, for instance, a decision is warranted as to whether a given unknown channel fits the standard AWGN model. This decision is discussed as being reliably achievable in [23] given a large enough number of transmitted symbols and a stationarity assumption on the noise, where the associated hypothesis test is based on a divergence threshold ; given the hypothesis corresponding to a Gaussian fit, this threshold provides the appropriate divergence bound for (24) , making the present results of immediate interest in quantifying guaranteed channel performance.
Proposition 2: Given a nominal pdf and fixed SNR, the worst case divergence-constrained error degradation satisfies the following asymptotic relation (derived in the Appendix):
This result provides for an interesting comparison with the expression (37) found in [18] governing asymptotic behavior of worst case divergence-constrained error degradation for a zero-threshold detector. The implication is that, given a noise class falling in a very small divergence neighborhood of a Gaussian distribution (i.e., a quasi-Gaussian channel), there is no loss in worst case performance incurred by using a hard-limiter in place of an ML decision rule.
C. High Signal-to-Noise Ratio
We turn our attention to the analysis of worst case powerand divergence-constrained noise for Gaussian nominals as the noise power tends to zero. This represents a channel subject to noise that may stray significantly from a nominal Gaussian distribution, but is known to exhibit high SNR. The results pertain to reliable transmission applications where noise is non-Gaussian.
Proposition 3:
Given the class of nominal pdf's parameterized by and fixed divergence tolerance , the worst case power-and divergence-constrained ML error probability satisfies the following asymptotic relation (derived in the Appendix):
Such behavior is demonstrated in Fig. 1 where the divergence-constrained curve generated according to Theorem 2 exhibits a near-linear dependence on for high SNR values, with the ratio given approximately by for small values of An informative manner in which to view this result derives from a comparison with worst case power-constrained noise for ML detection and asymptotically high SNR, shown in [13] to take the form of a probability mass function taking the value at the points and the value at zero, achieving probability of ML detection error Noting that corresponds with when , we have the result
Hence, the imposition of a divergence-from-Gaussian constraint results in a linear reduction in worst case powerconstrained error performance, the ratio being given by where is the imposed divergence tolerance.
D. Large Divergence Tolerance with Power Constraint
In this section we analyze the behavior of worst case powerand divergence-constrained noise as the divergence tolerance is allowed to grow unbounded, representing the scenario where the power constraint dominates the optimization problem (3).
Proposition 4: Given a nominal pdf with second moment and support , the worst case power-and divergenceconstrained ML detection error probability satisfies integers if and for all if
For a derivation and additional asymptotic analysis, including an expression for , see the Appendix.
E. Large Divergence Tolerance Without Power Constraint
Channels subject to a large class of potential noise distributions centered about some nominal can be studied by characterizing the behavior of worst case divergence-constrained noise for large values of divergence tolerance. This corresponds to the scenario where the noise distribution is derived from a prespecified nominal by some perturbation which can significantly affect the noise characteristics.
Proposition 5: Given a nominal pdf
with finite support , the worst case divergence-constrained ML detection error probability satisfies for all Given a nominal with infinite support For a derivation and additional asymptotic analysis, including an expression for , see the Appendix.
V. CONCLUSIONS
In Section I, a class of noise pdf was defined and motivated for binary-input channels based on constraints on power and divergence from a nominal noise distribution. Section II formed a characterization of worst case noise within this class, using minimum detection error probability as the optimality criterion. Worst case noise subject to a lone divergence constraint was also characterized.
In Section II-A, a unique worst case pdf was shown to exist under an active divergence constraint based on assumptions of continuity, symmetry, and single-interval support for the nominal Under such conditions, was also shown to be symmetric and continuous. The limiting behavior of and corresponding worst case probability of ML detection error were characterized for asymptotically large values of divergence tolerance; this behavior was shown to be governed by the worst case power-constrained solution developed in [13] for nominals satisfying where is the power associated with , and by the worst case amplitude-constrained solution developed in [21] for the case Based on this analysis, activity of the divergence constraint was also characterized. For unimodal nominals, it was shown that the zero-threshold detector is an ML detector for , a useful property for both qualitative and quantitative analysis. A piecewise characterization of was developed (11) along with a full expression (17) for nominals satisfying a weak local log-concavity condition (15), a condition satisfied by strictly log-concave pdf's (for example, Gaussians). In this case, the worst case pdf takes the form of a -periodic function over an interval made up of piecewise weighted geometric means derived from the variance-scaled nominal pdf , while the tails are simply weighted tails of Through the demonstrated continuity of , its parametric expression reduces to two degrees of freedom determined by activity of the power and divergence constraints.
Worst case divergence-constrained noise was analyzed in Section II-B upon dropping the power constraint. Results developed for the power-and divergence-constrained problem concerning uniqueness, symmetry, and continuity were shown to hold, along with results demonstrating ML performance of the zero-threshold detector. An expression for the worst case divergence-constrained noise pdf was developed (29) for nominals satisfying condition (15) , displaying the same form as worst case power-and divergence-constrained noise upon substitution of the nominal for the variance-scaled nominal
In Section II-C, we lifted the technical assumptions on continuity and support, thereby extending results to symmetric nominal pdfs.
The important particular class of Gaussian nominals was analyzed in detail in Section III. An expression for worst case power-and divergence-from-Gaussian-constrained noise was developed (30) along with an expression for worst case probability of ML detection error (36). The scenario without power constraint was analyzed in Section III-B. It was found that the form of worst case noise is significantly simplified in this special case.
In Section IV, the behaviors of worst case noise and worst case probability of ML detection error were characterized for a variety of asymptotic scenarios. For Gaussian nominals subject to fixed power and asymptotically small divergence tolerance, the worst case error probability was shown to satisfy where is the nominal probability of ML detection error. We conclude that worst case performance is very sensitive to non-Gaussianness of channel noise (as measured by divergence-from-Gaussian) even when the receiver is allowed to optimally adjust to the noise distribution. The worst case error probability for the divergence-constrained problem with no power constraint was shown to satisfy which coincides with the corresponding expression obtained for zero-threshold detection in [18] , allowing us to conclude that there is no asymptotic loss incurred by employment of fixed zero-threshold detection rather than optimal detection for channels exhibiting arbitrarily small non-Gaussianness. Worst case performance for Gaussian nominals, asymptotically high SNR and a fixed divergence tolerance was shown to satisfy
We conclude that near-far resistance cannot be guaranteed in multiuser channels wherein pre-threshold processing leads to a noise distribution that can only be bounded in power and non-Gaussianness.
The behavior of worst case noise was characterized for growing divergence tolerance, including the development of expressions for the range of divergence tolerances leading to an active divergence constraint both with and without a power constraint.
Finally, it was demonstrated that, for symmetric unimodal nominals satisfying (15) , there is no saddle point in the twoperson game of unconstrained receiver versus power-and divergence-constrained noise.
APPENDIX PROOFS AND DERIVATIONS
A. Proof of Lemma 1
Assume by contradiction that there exist two distinct solutions and for (3) . Since the divergence constraint is assumed to be active, Consider the candidate pdf By convexity of the feasible set, is a feasible candidate, and performs as least as well as and by the noted concavity of the objective function (2) . By strict convexity of the divergence measure and the assumption that and are distinct, we have that , which leads through the assumed activity of the divergence constraint to the desired contradiction.
B. Proof of Lemma 2
Assume by contradiction that the unique solution is not symmetric. Note that and that by the assumption that is symmetric. Define the candidate By convexity of the feasible set and concavity of the objective function, is a feasible solution which performs at least as well as The strict convexity of the divergence measure and the assumed asymmetry of dictate that , which leads to the desired contradiction in light of the assumed activity of the divergence constraint.
C. Proof of Theorem 1
Choose any suitable nominal pdf An upper bound on the probability of ML detection error achieved by for any finite divergence tolerance is immediately provided by that associated with since the latter corresponds exactly with the former except for the dropping of the divergence constraint. Our goal then is to describe a construction for large among the valid class of candidates for (3) whose probability of ML detection error can be forced arbitrarily close to that of by taking sufficiently large; by the uniqueness of as a solution to the power-constrained problem (without divergence constraint), it directly follows that By supposition, there exists small enough so that the support of includes the closed interval There also exists small enough so that the unit-mass pulse exhibits second moment less than , where represents the unit step function Take with small enough to satisfy both conditions, and find a positive integer and constants and such that the pdf defined by with exhibits second moment Since was chosen small enough so that the second moment of is less than , and since the second moment corresponding to the choice (where and correspond with ) is strictly greater than we remark that there exists such a by noting that we can vary the second moment continuously between these two extremes by varying and Having constructed the pdf to meet the power constraint (5), we note that for any the divergence is finite, rendering a valid candidate for (3) for sufficiently large Finally, we define a probability mass function corresponding to by setting to take the value on the points and the value on the points and note that the difference in second moments is given by Hence, by taking small enough we can force the second moment of arbitrarily close to that of By the fact that uniquely determines and for , we have that and as implying that converges to as , and hence that the ML detection error probability converges to that exhibited by Since worst case performance is lower-bounded by that of the explicit construction and is upper-bounded by the performance exhibited by the unique solution to the power-constrained problem, we conclude that the desired result.
D. Proof of Lemma 3
Choose any suitable nominal pdf
The family of worst case amplitude-constrained noise pdf's clearly provides an upper bound for (3) since the amplitude-constrained problem corresponds with (3) after dropping the power constraint and replacing the divergence constraint with the weaker absolute continuity constraint for nominals with finite support Note that the class of pulse-series candidate pdf's parameterized by and given by falls into the class for , and that exhibits finite divergence with respect to whenever Furthermore, the second moment of can be forced arbitrarily close to that of the probability mass function taking the value at the points by taking arbitrarily small. Since , where represents the largest point taking mass in the mixture of equiprobable distributions discussed above, and since , the second moment of is strictly smaller than by an analysis of such equiprobable mixtures provided in [13] .
Hence, there exists small enough so that is a feasible solution to (3) for sufficiently large By defining and noting that all worst case amplitude-constrained pdfs belong to the class we have the result.
E. Proof of Lemma 4
Assume first that Fix the divergence tolerance in (3) and assume by contradiction that there exists an optimal (worst case) solution with
Since it was shown in [13] that is the unique solution to the optimization problem obtained by dropping the divergence constraint from (3), we know that falls strictly short of the ML detection error probability achieved by We also know from Theorem 1 that tends to in distribution as implying that tends to the ML detection error probability achieved by Hence, there exists some such that
Define the candidate pdf where and is chosen small enough so that , which is possible as a result of the convexity of the divergence measure and the assumption By convexity of the feasible set and concavity of the objective function associated with (3), is necessarily a feasible solution which strictly outperforms , rendering the latter suboptimal and thereby leading to the desired contradiction.
For the case , fix and assume by contradiction that there exists an optimal solution to (3) with Since represents the class of maximizing solutions to the amplitude-constrained problem which in turn provides an upper bound for (3), and since it was shown in Lemma 3 that , there exists a divergence tolerance and a corresponding solution for which
As above, the candidate pdf with and chosen small enough so that is a feasible solution to (3) which strictly outperforms , leading to the desired contradiction.
F. Proof of Lemma 5
Consider any solution to (3) . In the event that
we can construct a family of pdf's parameterized by for which the limiting distribution exhibits divergence with respect to and is also a solution as follows.
Let and Intuitively, represents a point to which we can arbitrarily transport mass within without increasing its second moment, since the support of is restricted to that of and is the point of minimum amplitude among the closure of such support. Assume without loss of generality that and consider the family of pdf's given by otherwise where is chosen large enough so that falls within the support of , and is determined by the unit integral of according to
Then, for large enough has second moment bounded above by that of by the choice of , and exhibits divergence
The last two terms in (39) both tend to zero as , as does the quantity Hence, the divergence of the limiting distribution with respect to the distribution is given by allowing satisfaction of the divergence constraint through the choice Finally, a simple lower bound on the performance of is given by which converges to with growing , so that performance of the limiting distribution matches that of , rendering the former a valid worst case solution.
G. Proof of Lemma 6
We prove that given a symmetric continuous nominal with support and a divergence tolerance for which there exists such that , the worst case pdf is continuous over the interval Take the notation-simplifying convention that represents the worst case pdf and assume by contradiction that exhibits at least one discontinuity at some point
We assume that the discontinuities of are isolated, which is justified by the observation that for any pdf with nonisolated discontinuities, there exists another in the equivalence class determined by equality up to measure zero with isolated discontinuities and sharing equal values for the objective function and constraints. Assume without loss of generality that , where, in general, and represent and respectively, definitions justified by the assumption of isolated discontinuities. Define or or
The finiteness of and are guaranteed by the integrability of Note that there is necessarily a discontinuity at each of the points with magnitude at least as great as the discontinuity at Consider the class of candidate pdf's parameterized by and given by otherwise where is chosen small enough so that the discontinuities of within the intervals are restricted to the points (justified by the assumption that has isolated discontinuities), and and are chosen small enough so that either throughout or throughout and so that either throughout or throughout Such a specification is always possible given the definitions of and and ensures that Furthermore, restrict and small enough so that for each for all in and in Finally, fix and require that and are small enough so that which is always achievable for small enough given that is assumed continuous, particularly at the points The displacement of mass around the point results in a reduction in divergence given by
where the convention is used that whenever and where (40) follows from the specification that for all in and in , and from the construction of from Similarly, the displacement of mass around each of the points results in a reduction in divergence, with the overall result being that where is fixed. The construction has been shown to match or outperform in the objective function while exhibiting a strictly smaller divergence with respect to the nominal In light of the assumed activity of the divergence constraint, we could immediately claim suboptimality of if it were not for the possible increase in second moment incurred by the construction of from , which we deal with presently. An upper bound on such increase is obtained by assuming the worst case scenario that the displacement of mass around each of the points leads to an increased second moment and that each point takes the value of the upper bound on magnitude, and is given by (43) where (43) follows from (41) and (42), implying further that satisfies the power constraint for small enough and Hence, the construction of demonstrates suboptimality of the discontinuous candidate , providing the desired contradiction. The case can be treated with a trivial modification of the above argument.
H. Proof of Lemma 7
The zero-threshold detector (hard limiter) yields the decision if and if with reference to the hypothesis test (1) . This decision strategy falls into the class of ML strategies if and only if the symmetric worst case pdf exhibits for all , except perhaps on a set of measure zero. Assume by contradiction, then, that the worst case pdf exhibits over some set of positive measure in Such a set must have finite measure as a result of the integrability of , and can hence be approximated arbitrarily well by a finite union of open intervals (as discussed in [24, p. 72 , where (45) follows from the relationship , and where (46) follows from the assumption that is unimodal and from the previous restriction on Hence, for small enough the construction strictly outperforms in the power and divergence constraints, while matching or outperforming in the objective function. In the event , the divergence constraint is active as a result of Lemma 4. In the event , the divergence constraint is also active in view of Lemma 4 and the observation that the worst case pdf is assumed not to beperiodic, which is a requirement for all pdf's in Hence, the strict divergence discrepancy between and renders the latter suboptimal, providing the desired contradiction.
I. Proof of Lemma 8
It is straightforward to show that, as a direct result of condition (13) 
where (47) follows from the symmetry of through Lemma 2. Note that since falls in the interval , implying that the right-most product in (48) is a strictly decreasing function of as a direct result of condition (13) . The remaining product in (48) is also a strictly decreasing function of since is strictly unimodal, implying that is strictly decreasing over providing the desired contradiction.
A direct result of Lemma I.1 is that any interval of increase for satisfies (49) for all in according to the definitions of , and This in turn implies through symmetry that (50) for all in ; that is, if is increasing over an interval then is symmetric about This observation provides the key for parameterizing the support decomposition
Recalling the form (11) for , we note first that there must be at least one interval of increase (not necessarily strict) in the region ; that is, is not strictly unimodal in spite of the strict unimodality of
The reasoning is that any support decomposition which includes a set , or in the interval (assuming ) requires that for some in the same interval, necessitating an interval of increase as a result of the continuity of If there exists a set or in the interval , then by symmetry of for some in , again necessitating an interval of increase since any measurable set or spans more than the singleton Hence, the decomposition is restricted to the sets and if there is to be no interval of increase in Since the value of over each of these sets is a scalar weighting of according to (11) , must be identical to by the continuity and symmetry of , implying that is suboptimal by the assumed activity of the divergence constraint. Now let be the supremum of all points of increase for , whose finiteness is guaranteed by the integrability of through (49). Interestingly, must be an integer, since according to (50), which by continuity directly contradicts the definition of unless Now let be the supremum of those points less than of strict decrease for , and let in turn be the supremum of those points less than of increase for Note that the interval is an interval of increase, while is an interval of strict decrease. Note further that since any interval of increase in the interval exhibits symmetry about the point according to (50), which cannot be the case given that the entire interval is an interval of increase whenever
We, therefore, know from (50) 
J. Proof of Lemma 9
Take any nominal satisfying the conditions of Theorem 2. Assume by contradiction that the worst case noise pdf exhibits second moment Consider the worst case noise pdf yielded by a lone divergence constraint and no power constraint, a problem investigated more thoroughly in Section II-B, with the divergence tolerance set to An expression (29) for is given by Theorem 3, which was developed without the need to consider a power constraint. The form of (29) reveals that the second moment of is strictly greater than for any strictly positive divergence tolerance, implying by uniqueness that as expected. Now consider the new candidate pdf for (3) given by where and is chosen small enough so that the second moment of is no greater than By strict convexity of the divergence measure, , rendering a feasible solution for (3) . Concavity of the objective function then implies that demonstrating sub-optimality of and providing the desired contradiction.
K. Proof of Lemma 15
Let the divergence tolerance take any value and assume by contradiction that the worst case pdf exhibits By definition of does not belong to the class and hence Take any pdf in which is a justifiable specification in view of the existence of a finite according to Lemma (3) and the observation that and consider the candidate pdf where and is chosen small enough so that , which is achievable via convexity of the divergence measure. By concavity of the objective function (2) we have that demonstrating that is suboptimal and thus providing the desired contradiction.
L. Proof of Lemma 16
In this case, the upper bound on ML probability of detection error (2) is provided by the supremum over all pdfs
For large values of divergence tolerance, we can come arbitrarily close to this bound by taking as candidate the uniform pdf for increasing values of Take for divergence tolerance any value and assume by contradiction that the worst case pdf exhibits
Now take large enough so that and consider the new candidate pdf given by where and is chosen small enough so that
Concavity of the objective function dictates that which leads to the desired contradiction.
M. Derivation of Proposition 1
From Section III-A we know that the worst case noise pdf takes the form (30) for a nominal pdf. for worst case power-and divergence-constrained error degradation.
N. Derivation of Proposition 2
The analysis of asymptotic behavior of divergenceconstrained noise follows very closely that of powerand divergence-constrained noise developed for Proposition 1, with the exception that the variance-scaled nominal is replaced with the nominal due to the lack of a requirement for power considerations, equivalent to setting (i.e., ),
, and Hence, the expression for divergence is given by and the detection error probability is given by Worst case divergence-constrained performance degradation then satisfies the relation implying that (54)
O. Derivation of Proposition 3
Worst case power-and divergence-constrained noise for a Gaussian nominal takes the form (30) as obtained from (17) by direct substitution. We fix the divergence tolerance and consider the parametric behavior of (30) as tends to zero. The second moment of is given by (23 The expression (34) for divergence reduces to where, using the previous observations regarding the limiting behavior of and Recalling that straightforward manipulation yields the expression at the bottom of this page.
For fixed , it is clear that the term remains bounded below, implying that tends to for decreasing and hence that tends to zero. We thus have that Finally, the expression (52) for yields which, when coupled with the previous observation and expression (56) relating with yields
P. Derivation of Proposition 4
Choose a nominal pdf with second moment and support If , the behavior of is directly governed by Theorem 1. With the knowledge that the cumulative distribution approaches the step function described in Section II-A for large , we conclude that the pdf must necessarily attain asymptotically large values at the points corresponding to the jumps, leading to the conclusion that grows without bound with growing in the optimal parametric expression (11) . For sufficiently large we have that for all and , so that satisfies condition (13) . Furthermore, the assumption guarantees activity of the divergence constraint. Hence, we know through Lemma 8 that takes the form (17) for large enough , implying that is aperiodic function in an interval with components composed of weighted geometric means. Outside this interval, is simply a weighted version of the variance-scaled nominal , the weight being determined through Lemma 6 by continuity at the point Clearly, as we have that and that all mass converges to the points according to Theorem 1. The worst case probability of ML detection error in this case satisfies integers as derived directly from [13] .
We now turn our attention to symmetric continuous nominals with support where In this case, recall that the finite support constraint, which amounts to a constraint on noise amplitude, is asymptotically more restrictive than the power constraint, resulting in asymptotic behavior governed by Lemma 3. Hence, there exists some for which worst case noise falls into the class of "picket-fence" distributions for all , implying that
The value of and the form of the corresponding worst case pdf are determined by the optimization problem since represents the minimum divergence among all pdf's in satisfying the power constraint. Using the fact that belongs to the class , the problem can be reformulated as subject to the constraints where , which leads through a straightforward Lagrange-multiplier analysis to the optimal form otherwise where is the variance-scaled nominal and is chosen to render a proper pdf and hence satisfies
The value of is uniquely determined by the relation yielding the expression Note that, for divergence tolerance , the worst case pdf exhibits the decomposition in the optimal expression (11) where takes the value if is even and the value if is odd. Inspection also reveals that is continuous when the divergence tolerance is set to , formally completing Lemma 6.
Q. Derivation of Proposition 5
For symmetric continuous nominals with finite support , the resulting restriction on the support of is equivalent to a constraint on noise amplitude. As discussed in Section II, worst case noise for such a constraint class, without reference to a nominal, consists of the family of "picket-fence" distributions, all of which exhibit the ML probability of detection error This provides an upper bound for the divergence-constrained problem, which is achieved for large enough divergence tolerance by the pulse-string pdf where Hence, there is some range of divergence tolerance for which falls in the worst case amplitudeconstrained class , implying that
In order to determine and to characterize the actual form of for the case , we note that the latter satisfies the optimization problem which can be rewritten using the properties of the class in the form subject to the constraint leading to the optimal form otherwise where scales to a proper pdf and hence satisfies Finally, the value of can be shown through straightforward manipulation to satisfy which is directly computable upon specification of the nominal For values of approaching from below, will approach in distribution, while for values of larger than , there is a family of worst case pdf's belonging to and including As noted in Lemma 12, there is an optimal realization of (28) which meets the divergence constraint with equality even for , which is justified by the observation that the continuity Lemma 13 does not necessarily hold for an inactive divergence constraint; this allows for realizations of the form otherwise where and is chosen to give unit area. We note that by varying continuously between and , any value of greater than can be achieved, and that the resulting discontinuities at the points and are justified by the inactivity of the divergence constraint for the case Now consider nominals with infinite support , for which an analysis based on amplitude-constrained noise as developed above does not apply. Instead, we make use of the unconstrained supremum of on binary-input probability of ML detection error over the class of all probability distributions, demonstrating a construction that achieves arbitrary tightness for sufficiently large values of divergence tolerance. The uniform pdf exhibits finite divergence with respect to any nominal with infinite support, and achieves ; by taking sufficiently large, can be forced arbitrarily close to the upper bound , characterizing the asymptotic behavior of for such nominals. The asymptotic form of is harder to characterize, since there may be several realizations of (28) that exhibit an asymptotic detection error probability approaching the value . We do know that for nominals satisfying condition (15) , the worst case divergence-constrained noise pdf takes the form (29) for all values of according to Theorem 3, providing the desired description; it is clear that since the form (29) describes aperiodic function in an interval for sufficiently large , where the size of the interval grows with , we have that as as desired. The lack of an expression for a limiting distribution of is a direct result of the lack of an unconstrained maximizing distribution achieving ML detection error probability .
