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SERRIN’S OVERDETERMINED PROBLEM ON THE SPHERE
MOUHAMED MOUSTAPHA FALL, IGNACE ARISTIDE MINLEND, AND TOBIAS WETH
Abstract. We study Serrin’s overdetermined boundary value problem
−∆SN u = 1 in Ω, u = 0, ∂ηu = const on ∂Ω
in subdomains Ω of the round unit sphere SN ⊂ RN+1, where ∆SN denotes the
Laplace-Beltrami operator on SN . A subdomain Ω of SN is called a Serrin domain if
it admits a solution of this overdetermined problem. In our main result, we construct
Serrin domains in SN , N ≥ 2 which bifurcate from symmetric straight tubular neigh-
borhoods of the equator. Our result provides the first example of Serrin domains in
SN which are not bounded by geodesic spheres.
1. Introduction and main result
The present paper is concerned with an overdetermined boundary value problem for
the equation
−∆SNu = 1 in Ω (1.1)
in a subdomain Ω of the unit sphere SN ⊂ RN+1. More precisely, we are interested
in domains Ω ⊂ SN of class C2 such that (1.1) is solvable subject to the boundary
conditions
u = 0, ∂ηu = const on ∂Ω. (1.2)
Here ∆SN is the Laplace-Beltrami operator on S
N , and η is the unit outer normal on
∂Ω. A motivation to study this problem is given by classical and recent results for the
corresponding problem in the euclidean setting, i.e. the problem of finding a smooth
domain Ω ⊂ RN such that the overdetermined problem
−∆u = 1 in Ω, u = 0, ∂νu = const on ∂Ω (1.3)
admits a solution. The additional Neumann boundary condition in (1.3) arises in
many applications as a shape optimization problem for the underlying domain Ω. For
a detailed discussion of some applications e.g. in fluid dynamics and the linear theory
of torsion, see [31, 33]. The most celebrated result for the overdetermined problem
(1.3) has been obtained by Serrin in 1971. In his paper [31], Serrin proved that, among
smooth bounded domains Ω, (1.3) only admits a solution if Ω is a ball. More precisely,
in [31] the torsion equation −∆u = 1 is considered as an important special case within
a class of semilinear problems for which the same rigidity result is established. While
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Serrin’s proof relies on the moving plane method which appeared for the first time in a
PDE context in [31], Weinberger [36] found an alternative argument based on integral
identities which yields the result in the special case of problem (1.3).
It is natural to ask if and in which sense Serrin’s classification result carries over to
the case of other ambient Riemannian manifolds (M, g) in place of (RN , geucl). More
precisely, letting ∆M denote the Laplace-Beltrami operator onM, we are interested in
rigidity and non-rigidity results for Serrin domains in M, i.e., for subdomains Ω ⊂M
in which the overdetermined problem
−∆Mu = 1 in Ω, u = 0, ∂ηu = const on ∂Ω (1.4)
is solvable. We note that in [9], the first two authors proved that Serrin domains, which
are perturbation of small geodesic balls, exist in any compact Riemannian manifold. As
observed by the second author in [23], Serrin domains arise in the context of Cheeger
sets in a Riemannian framework. To explain this connection more precisely, we recall
that the Cheeger constant of a Lipschitz subdomain Ω ⊂M is given by
h(Ω) := inf
A⊂Ω
P (A)
|A| . (1.5)
Here the infimum is taken over measurable subsets A ⊂ Ω, with finite perimeter P (A)
and where |A| denotes the volume of A (both with respect to the metric g). If h(Ω) is at-
tained by Ω itself, Ω is usually called self-Cheeger, and it is called uniquely self-Cheeger
if Ω is the only subset which attains h(Ω). By means of the P-function method, it is
shown in [23, Theorem 1.2] that every Serrin domain in a compact Riemannian manifold
M with nonnegative Ricci curvature is uniquely self-Cheeger. Cheeger constants play
an important role in eigenvalue estimates on Riemannian manifolds (see [4]), whereas
in the classical Euclidean case (M, g) = (RN , geucl) these notions have applications in
the denoising problem in image processing, see e.g. [22, 25].
The result of Serrin was extended in [21] to subdomains Ω of the round sphere
M = SN which are contained in a hemisphere. More precisely, it is proved in [21] that
any smooth Serrin domain Ω contained in a hemisphere of SN is a geodesic ball.
However, geodesic balls are not the only Serrin domains in SN . Identifying SN−1
with the equator SN−1×{0} ⊂ SN , it is easy to see that the symmetric straight tubular
neighborhoods{(
(cos θ)σ, sin θ
)
: σ ∈ SN−1, |θ| < λ
}
⊂ SN , 0 < λ < pi
2
(1.6)
of SN−1 are Serrin domains, see Section 2 below for details. We note that, as the
geodesic balls, these domains are also bounded by geodesic spheres in SN . It is therefore
tempting to guess that this property is shared by any Serrin domain in SN . In the
present paper we show that this is not the case. More precisely, we construct Serrin
domains in SN of the form
Dφ :=
{(
(cos θ)σ, sin θ
)
: σ ∈ SN−1, θ ∈ R, |θ| < φ(σ)
}
⊂ SN , (1.7)
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where, in contrast to the sets given in (1.6), φ : SN−1 → R is a nonconstant C2-function
with 0 < φ < pi
2
.
To state our main result, we need to introduce some notions. In the following, we
call a non constant function φ : SN−1 → R axially symmetric (with respect to the axis
Re1) if
φ ≡ φ ◦ A for any A ∈ O(N) with Ae1 = e1. (1.8)
Moreover, for a nonnegative integer j, we let Yj be the unique L
2-normalized real-
valued axially symmetric spherical harmonic of degree j. So Yj is the restriction of the
uniquely determined real-valued harmonic polynomial Pj of degree j to S
N−1 which
satisfies (1.8) and ∫
SN−1
P 2j dσ =
∫
SN−1
Y 2j dσ = 1.
Here and in the following, dσ always denotes the volume element of SN−1. The unique
existence of Yj is well known; a proof and some explicit formulas for Yj are given e.g.
in [17, Chapter 2]. Our main result is the following.
Theorem 1.1. Let N ≥ 2 and α ∈ (0, 1). Then there exists a strictly decreasing
sequence (λj)j≥2 with lim
j→∞
λj = 0 and the following property:
For each j ≥ 2, there exists εj > 0 and a curve
(−εj, εj) −→ (0,∞)× C2,α(SN−1)
s 7−→ (λj(s), ϕjs)
with ϕj0 ≡ 0, λj(0) = λj and such that for all s ∈ (−εj, εj), letting φjs = λj(s) + ϕjs,
there exists a solution u ∈ C2,α(Dφjs) of the overdetermined problem{−∆SN u = 1 in Dφjs
u = 0, ∂νu = const on ∂Dφjs .
(1.9)
Moreover, for every s ∈ (−εj, εj), the function ϕjs ∈ C2,α(SN−1) is axially symmetric.
Furthermore, we have
ϕjs = s
(
Yj + w
j
s
)
in C2,α(SN−1) for s ∈ (−εj, εj),
where s 7→ wjs is a smooth map (−εj, εj)→ C2,α(SN) satisfying wj0 ≡ 0 and∫
SN−1
wjs(σ)Yj(σ) dσ = 0 for s ∈ (−εj, εj). (1.10)
4 MOUHAMED MOUSTAPHA FALL, IGNACE ARISTIDE MINLEND, AND TOBIAS WETH
Figure 1. The domains Dλj on the left and Dφjs , for j = 3, s 6= 0 on the right.
We note that the orthogonality condition (1.10) implies that the functions φjs are
not constant for s 6= 0, so the corresponding domains Dφjs are nontrivial, as illustrated
in Figure 1. We also note that the axial symmetry of the functions ϕjs in Theorem 1.1
leads to domains Dφjs ⊂ SN having an axial (or radial) symmetry of codimension
two, i.e., they are invariant under every orthogonal transformation which leaves the
two-dimensional subspace R × {0RN−1} × R ⊂ RN+1 fixed. We recall here that the
unit vector e1 lies in the same hyperplane as S
N−1 ⊂ SN . In the case N = 2, this
property merely amounts to reflection symmetry of the domains Dφjs with respect to
the two-dimensional hyperplane R× {0} × R ⊂ R3.
Theorem 1.1 supports the perception that the structure of the set of Serrin domains
in a manifold (M, g) is similar to the structure of closed embedded constant mean cur-
vature hypersurfaces (CMC hypersurfaces in short) inM up to a shift of the dimension.
We recall that the rigity result in [31] for Serrin domains in RN parallels an earlier im-
portant result by Alexandrov [2] stating that closed embedded CMC-hypersurfaces in
RN are round spheres. The result in [2] is based on the moving plane method in geo-
metric form which is also refered to as Alexandrov’s reflection principle. By the same
technique, Alexandrov proved in [3] that any closed embedded CMC-hypersurface
contained in a hemisphere of SN is a geodesic sphere. An explicit family of embedded
CMC-hypersurfaces in SN with nonconstant principal curvatures has been found by
Perdomo in [26] in the case N ≥ 3. These hypersurfaces seem somewhat related to the
Serrin domains given by Theorem 1.1, although they bound a tubular neighborhood
of S1 and not of SN−1. We also emphasize that Theorem 1.1 applies in the case of S2,
whereas CMC-hypersurfaces in S2 are obviously trivial, i.e., they are geodesic circles.
A similar dimensional shift is present in the case where M = Tm × Rk with the
flat metric, where Tm = Rm/2piZm denotes the m-torus. In the recent paper [10], the
authors have constructed bounded Serrin domains in M with nonconstant principal
curvatures for arbitrary m ≥ 1, k ≥ 1. These domains clearly correspond to periodic
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unbounded domains in Rm×Rk, and they should be seen as analogues of the classical
one-parameter family of Delaunay hypersurfaces [6] in the case m = 1, k = 2. Again
we stress that there is no analogue in the two-dimensional case m = k = 1; every
bounded CMC-hypersurface in S1 × R is clearly trivial, i.e., it is of the form S1 × {t}
with t ∈ R. On the other hand, the construction of Delaunay hypersurfaces has been
generalized to higher dimensions in [19].
The richer structure of the set of Serrin domains in low dimensions can be under-
stood as a consequence of the nonlocal nature of geometric optimization problems for
overdetermined boundary value problems. As it will become clear in Section 2 below,
these problems naturally lead to the study of (nonlocal) Dirichlet-to-Neumann maps.
This phenomenon has already been studied in detail for other classes of overdeter-
mined boundary value problems involving different elliptic equations. Starting with
the pioneering papers of Sicbaldi [32] and Hauswirth, He´lein and Pacard [18], the con-
struction of nontrivial domains giving rise to solutions of overdetermined problems has
been performed in many specific settings, see e.g. [7, 24, 28, 30]. Moreover, rigidity
results for these domains were derived in [11–14,27,29,35].
We note that most of the work so far has been devoted to the Euclidean setting
(M, g) = (RN , geucl). In the very interesting recent paper [24], the more closely related
case M = SN−1 × R is considered for the equation −∆Mu = λu, but the domains
considered there are unbounded with respect to R-variable and thus very different
from subdomains of SN . Note also that the Serrin domains obtained in [9] are triv-
ially geodesic spheres by the rigidity result in [21], since these domains are obtained
by perturbing geodesic balls with small radius. In fact we are not aware of any other
construction of nontrivial subdomains of the sphere SN arising in the context of overde-
termined boundary value problems.
Our approach for proving Theorem 1.1 relies on the Crandall-Rabinowitz Bifurcation
Theorem [5, Theorem 1.7]. The main task is to reduce the problem to an operator
equation in appropriate function spaces such that an associated family of linearized
operators satisfy the spectral and Fredholm type transversality assumptions of this
theorem. In particular, we need to derive precise information on the eigenvalues and
eigenfunctions of related families of ODEs.
We explain the main steps while describing the organization of the paper. In Sec-
tion 2,
we consider domains of the form Dφ given in (1.7) with φ ∈ C2,α(SN−1), 0 < φ < pi2
and transform the corresponding overdetermined problem to an equivalent overdeter-
mined boundary value problem on a fixed domain with a φ-dependent metric. The
solvability condition for this problem is then formulated as an operator equation in φ
of the form H(φ) ≡ const, where H : C2,α(SN−1)→ C1,α(SN−1) is a nonlinear operator
of Dirichlet-to-Neumann type. We then compute its linearizations Lλ := DH(λ) at
constant functions φ ≡ λ, λ ∈ (0, pi
2
) in the form of a classical Dirichlet-to-Neumann
operator, see Proposition 2.4. In Section 3.1, we then study the eigenvalues σj(λ),
j ∈ N ∪ {0} and corresponding eigenfunctions of Lλ given by the spherical harmonics
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of degree j. By a separation of variables ansatz using spherical harmonics, we repre-
sent these eigenvalues via boundary derivatives of the solutions of an associated λ- and
j-dependent family of second order ODEs, see (3.7) below.
However, this representation is not too useful to derive detailed qualitative informa-
tion. In Proposition 3.1, we therefore derive a different formula for the values σj(λ)
which only involves a j-dependent family of first order ODEs in the parameter λ. This
somewhat surprising new role of the parameter λ might be a consequence of a more
general principle that we are unaware of so far. In Section 4, we use the information
on the eigenvalues and eigenfunctions to deduce mapping properties of Lλ in Sobolev
spaces.
In Section 5, we then complete the proof of Theorem 1.1 via the Crandall-Rabinowitz
Bifurcation Theorem. For this we need to restrict the operator H and its linearizations
Lλ to the subspace of axially symmetric functions in C2,α(SN−1), because the inter-
sections of this subspace with the eigenspaces of Lλ are one-dimensional, as required
in [5, Theorem 1.7]. We also note that, in order to ensure the transversality condition
in [5, Theorem 1.7], we are led to show that
dσj(λ)
dλ
> 0 for j ≥ 2 and λ ∈ (0, pi
2
) with
σj(λ) = 0, see Proposition 3.5 in Section 3.
Finally, we emphasize that Theorem 1.1 yields bifurcation of Serrin domains only at
simple eigenvalues σj(λj) corresponding to axially symmetric spherical harmonics Yj
of higher degree j ≥ 2. Such a bifurcation cannot happen for j = 1. Indeed, as we
shall see in Proposition 3.1 below, σ1(λ) < 0, for λ ∈ (0, pi2 ), while this eigenvalue cor-
responds to the (nonconstant) axially symmetric eigenfunction x 7→ Y1(x) = x1. This
contrasts our paper [10] devoted toM = Tm×Rk, where bifurcation of Serrin’s domain
occurs at the every simple eigenvalue corresponding to a nonconstant eigenfunction.
Acknowledgement: M.M.F. is supported by the Alexander von Humboldt Foun-
dation. Part of the paper was written while I.A.M. and M.M F. visited the Institute
of Mathematics of the Goethe-University Frankfurt. They wish to thank the institute
for its hospitality and the German Academic Exchange Service (DAAD) for funding of
the visit of I.A.M. within the program 57060778. Also T.W. wishes to thank DAAD
for funding within the program 57060778. The authors also thank Wolfgang Reichel
for drawing their attention to overdetermined problems on the N -sphere.
The authors would like to thank the referee for carefully reading the paper and for
his/her valuable comments.
2. The transformed problem and its linearization
Consider the N -sphere SN ⊂ RN+1. The open subset SN \ {±eN+1} is locally
parameterized by
Υ : SN−1 × (−pi
2
,
pi
2
) −→ SN , (σ, θ) 7→ ((cos θ)σ, sin θ).
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The standard metric of SN in coordinates (σ, θ) is given by
g(σ,θ) = cos
2 θ gSN−1(σ) + dθ
2, (2.1)
where gSN−1 denotes the standard metric on S
N−1. In these coordinates, the corre-
sponding Laplace-Beltrami operator of SN writes as
∆g(σ,θ) =
1
cosN−1 θ
∂
∂θ
(
cosN−1 θ
∂
∂θ
)
+
1
cos2 θ
∆SN−1 . (2.2)
We fix α ∈ (0, 1) in the following. For j ∈ N ∪ {0}, we consider the Banach space
Cj,α(SN−1), and we let
U := {φ ∈ C2,α(SN−1) : 0 < φ < pi
2
}.
For a function φ ∈ U , we define
Ωφ :=
{
(σ, θ) ∈ SN−1 × (−pi
2
,
pi
2
) : |θ| < φ(σ)
}
.
We note that Υ(Ωφ) = Dφ, with Dφ defined in (1.7). We are therefore led to consider
the problem {−∆g(σ,θ)u = 1 in Ωφ,
u = 0 on ∂Ωφ.
(2.3)
We are looking for φ ∈ U such that the unique solution of (2.3) satisfies the additional
boundary condition
∂µφu = −c on ∂Ωφ, (2.4)
where µφ is the outer unit normal on ∂Ωφ with respect to the metric g(σ,θ), which is
given by
µφ(σ, θ) =
(−∇φ(σ)
cos θ
, θ|θ|)√
1 + |∇φ(σ)|2 ∈ TσS
N−1 × R for (σ, θ) ∈ ∂Ωφ. (2.5)
Here and in the following, ∇φ(σ) ∈ TσSN−1 denotes the gradient with respect to gSN−1 .
In the following, we wish to pull back the problem (2.3) to a problem on a fixed
domain. For this we note that every φ ∈ U gives rise to a C2,α-regular map
Ψφ : S
N−1 × R→ SN−1 × R, Ψφ(σ, t) = (σ, φ(σ)t)
such that Ψφ maps
Ω := SN−1 × (−1, 1)
diffeomorphically onto Ωφ. Let the metric gφ be defined as the pull back of the metric
g(σ,θ) under the map Ψφ, so that Ψφ : (Ω, gφ) → (Ωφ, g(σ,θ)) is an isometry. Then our
problem is equivalent to the overdetermined problem consisting of{−∆gφu = 1 in Ω,
u = 0 on ∂Ω
(2.6)
and the additional Neumann condition
∂νφu = −c on ∂Ω. (2.7)
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Here
νφ : ∂Ω→ RN+1
is the unit outer normal at ∂Ω ⊂ SN−1 × R ⊂ RN+1 with respect to gφ. Since Ψφ :
(Ω, gφ)→ (Ωφ, g(σ,θ)) is an isometry, we have
[dΨφ]νφ = µφ ◦Ψφ on ∂Ω (2.8)
with µφ is given in (2.5).
Here and in the following, we distinguish different types of derivatives in our notation.
If f : O → R` is a C1-map defined on an open set O ⊂ SN−1 × R, we write df(σ, t) ∈
L(TσSN−1×R,R`) for its derivative at a point (σ, t) ∈ O. In contrast, we shall use the
symbols D or Dφ to denote functional derivatives. More precisely, if X, Y are infinite
dimensional normed (function) spaces and F ∈ C1(O, Y ), where O ⊂ X is open, we let
DF (φ) or DφF (φ) ∈ L(X, Y ) denote the Fre´chet derivative of F at a function φ ∈ O.
The following lemma is concerned with the well-posedness of problem (2.6).
Lemma 2.1. For any φ ∈ U , there is a unique solution uφ ∈ C2,α(Ω) of (2.6), and
the map
U → C2,α(Ω), φ 7→ uφ (2.9)
is smooth. Moreover we have the following properties.
(i) For any φ ∈ U , the functions uφ : Ω→ R and ∂νφuφ : ∂Ω→ R are even in the
variable t ∈ (−1, 1).
(ii) If φ = φ(σ, t) is axially symmetric in σ ∈ SN−1, then the functions uφ : Ω→ R
and ∂νφuφ : ∂Ω→ R are axially symmetric in σ as well.
Proof. Let
X := {u ∈ C2,α(Ω) : u = 0 on ∂Ω} and Y = C0,α(Ω).
Moreover, let L(X, Y ) denote the space of bounded linear operators X → Y , and let
I(X, Y ) ⊂ L(X, Y ) denote the set of topological isomorphisms X → Y . Since the
metric coefficients of gφ are smooth functions of φ and dφ, it is easy to see that the
map
m : U → L(X, Y ), φ→ m(φ) := −∆gφ
is smooth. Moreover, for φ ∈ U , the definition of gφ implies that ∆gφ is an elliptic,
coercive second order differential operator in divergence form with C1,α(Ω)-coefficients.
This readily implies, by the maximum principle and elliptic regularity, that m(φ) ∈
I(X, Y ) for every φ ∈ U , and consequently the problem (2.6) has a unique solution
uφ ∈ X for every φ ∈ U . We now recall that I(X, Y ) ⊂ L(X, Y ) is an open set and
that the inversion
inv : I(X, Y )→ I(Y,X), inv(A) = A−1
is smooth. Since uφ = inv(m(φ))1, the smoothness of the map in (2.9) follows.
Finally, properties (i) and (ii) follows from the uniqueness of uφ.
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By Lemma 2.1, condition (2.7) is equivalent to
[∂νφuφ](σ, 1) = −c for σ ∈ SN−1. (2.10)
It follows from (2.5) and (2.8) that the map
U → C1,α(∂Ω,RN+1), φ 7→ νφ
is smooth, and thus we have a smooth map
H : U → C1,α(SN−1), H(φ)(σ) = ∂νφuφ(σ, 1). (2.11)
Moreover, (2.10) writes as
H(φ) ≡ −c on SN−1. (2.12)
In order to find solutions of the latter equation bifurcating from the trivial branch of
solutions φ ≡ λ, λ > 0, we need to study the linearization of H at constant functions.
In the next lemma, we collect the form of various quantities in the case φ ≡ λ for later
use.
Lemma 2.2. In the case where φ ≡ λ ∈ (0, pi
2
) is a constant, we have
Ωλ = S
N−1×]− λ, λ[,
µλ(σ, θ) = (0, sgn θ) ∈ TσSN−1 × R for (σ, θ) ∈ ∂Ωλ,
Ψλ(σ, t) = (σ, λt) for (σ, t) ∈ SN−1 × R,
gλ(σ, t) = λ
2dt2 + cos2(λt)gSN−1(σ) for (σ, t) ∈ Ω,
νλ(σ, t) = (0,
sgn(t)
λ
) ∈ TσSN−1 × R for (σ, t) ∈ ∂Ω
and
∆gλ =
1
λ2 cosN−1(λt)
∂t
(
cosN−1(λt)∂t
)
+
1
cos2(λt)
∆SN−1 , (2.13)
where ∆SN−1 acts only on the σ-variable. Moreover, we have
uλ(σ, t) = u˜(λt)− u˜(λ) for (σ, t) ∈ Ω, (2.14)
where u˜ : (−pi
2
, pi
2
)→ R is the even solution of the ODE
1
cosN−1 θ
∂
∂θ
(
cosN−1 θ
∂
∂θ
)
u˜(θ) = −1, θ ∈ (−pi
2
,
pi
2
), (2.15)
which is unique up to an additive constant. Finally, we have
H(λ) = u˜′(λ). (2.16)
Proof. The expressions for Ωλ, µλ,Ψλ, gλ and νλ are immediate. To prove (2.13), we
note that
|gλ(σ, t)| = λ2 cos2(N−1)(λt)|gSN−1|
and
g−1λ (σ, t) =
(
cos−2(λt)g−1
SN−1(σ) 0
0 λ−2
)
for (σ, t) ∈ Ω, (2.17)
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which implies that
∆gλ =
1√|gλ|∂i
(√
|gλ|gijλ ∂j
)
=
1
λ cosN−1(λt)
√|gSN−1|
·
[
∂t
(cosN−1(λt)
λ
√
|gSN−1|∂t
)
+ ∂i
(
λ cosN−3(λt)
√
|gSN−1|gijSN−1(σ)∂j
)]
=
1
λ2 cosN−1(λt)
∂t
(
cosN−1(λt)∂t
)
+
1
cos2(λt)
√|gSN−1|∂i
(√
|gSN−1|gijSN−1(σ)∂j
)
=
1
λ2 cosN−1(λt)
∂t
(
cosN−1(λt)∂t
)
+
1
cos2(λt)
∆SN−1 ,
as claimed in (2.13).
Next, let uλ be given as in (2.14). Then, as a consequence of (2.13), uλ solves the
Dirichlet problem (2.6) with φ ≡ λ, and this shows that the formula in (2.14) is correct.
Finally, we have
H(λ) = ∂νλuλ = u˜
′(λ)
as a consequence of (2.14), the fact that ∂νλ =
sgn(t)
λ
∂t and since u˜ is even.
We have the following estimate for the first derivative of the even solution u˜ of (2.15).
Lemma 2.3. We have
− u˜′(θ) ≥ θ for θ ∈ (0, pi
2
). (2.18)
Proof. Since u˜ is even, we have u˜′(0) = 0 and therefore
cosN−1 θ u˜′(θ) = −
∫ θ
0
cosN−1 ϑ dϑ for θ ∈ (−pi
2
,
pi
2
)
by (2.15). Consequently,
−u˜′(θ) =
∫ θ
0
cosN−1 ϑ
cosN−1 θ
dϑ ≥ θ for θ ∈ (0, pi
2
).
The following is the main result of this section.
Proposition 2.4. Let H : U → C1,α(SN−1) be the smooth map defined in (2.11). At a
constant function λ ∈ (0, pi
2
), the operator Lλ := DH(λ) ∈ L(C2,α(SN−1), C1,α(SN−1))
is given by
[Lλω](σ) = − u˜
′(λ)
λ
∂t ψω,λ(σ, 1) + u˜
′′(λ)ω(σ) for ω ∈ C2,α(SN−1), σ ∈ SN−1,
(2.19)
where ψω,λ ∈ C2,α(Ω) is the unique solution of the problem{
∆gλψω,λ = 0 in Ω,
ψω,λ(σ, t) = ω(σ) for (σ, t) ∈ ∂Ω, (2.20)
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and
∆gλ =
1
λ2 cosN−1(λt)
∂t
(
cosN−1(λt)∂t
)
+
1
cos2(λt)
∆SN−1 . (2.21)
Here ∆SN−1 acts only on the σ-variable.
The remainder of this section is devoted to the proof of Proposition 2.4. To abbre-
viate the notation, we put
ν˜φ(ω) := [Dφνφ]ω ∈ C1,α(∂Ω,RN+1) for φ ∈ U , ω ∈ C2,α(SN−1).
We start with the following simple observations.
Lemma 2.5.
(i) The map
U → C2,α(Ω, SN−1 × R) ⊂ C2,α(Ω,RN+1), φ 7→ Ψφ
is smooth. Moreover, for ω ∈ C2,α(SN−1), we have
[DφΨφ]ω(σ, t) = (0, ω(σ)t) for (σ, t) ∈ Ω. (2.22)
(ii) Let
m : U → C2,α(Ω), φ 7→ mφ
be a smooth map. Then the map
M : U → C1,α(∂Ω), M(φ) = ∂νφmφ
is smooth as well and satisfies
DφM(φ)ω = ∂ν˜φ(ω)mφ + ∂νφ
(
[Dφmφ]ω
)
for ω ∈ C2,α(SN−1).
Proof. (i) follows immediately from the definition of Ψφ.
(ii) For φ ∈ U and (σ, t) ∈ ∂Ω, we have
M(φ)(σ, t) = ∂νφmφ(σ, t) = Dmφ(σ, t)νφ(σ, t).
Hence M is smooth as a bilinear form composed with smooth functions, and DM is
given by
DφM(φ)ω = D[(Dφmφ)ω]νφ +Dmφν˜φ(ω) = ∂νφ
(
[Dφmφ]ω
)
+ ∂ν˜φ(ω)mφ.
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Next, we let u˜ be fixed as in Lemma 2.3 and such that u˜(0) = 1 (this normalization
does not matter in the following). Moreover, for φ ∈ U , we define
uφ ∈ C2,α(Ω), uφ(σ, t) = u˜(φ(σ)t). (2.23)
We then have
−∆gφuφ = 1 in Ω (2.24)
since we can write uφ = u¯ ◦Ψφ with the function
u¯ : SN−1 × (−pi
2
,
pi
2
)→ R, u¯(σ, θ) = u˜(θ) (2.25)
which solves
−∆g(σ,θ)u¯ = 1 in SN−1 × (−
pi
2
,
pi
2
). (2.26)
We need the following fact.
Lemma 2.6. The map
h : U → C1,α(SN−1), h(φ) := ∂νφuφ(·, 1) ∈ C1,α(SN−1)
is smooth, and its derivative at a constant function φ ≡ λ > 0 satisfies[
Dφ|φ=λ h
]
ω = u˜′′(λ)ω for σ ∈ SN−1 and ω ∈ C2,α(SN−1). (2.27)
Proof. For φ ∈ U , recalling the definition of the outer normal µφ on Ωφ given in (2.5),
we define
µφ ∈ C1,α(SN−1), µφ(σ) = µφ(Ψφ(σ, 1)) = µφ(σ, φ(σ)).
By (2.8) and since Ψφ : (Ω, gφ)→ (Ωφ, g(σ,θ)) is an isometry, we have
h(φ)(σ) = ∂νφu
φ(σ, 1) = 〈νφ(σ, 1),∇gφuφ(σ, 1)〉gφ
= 〈µφ(σ),∇g(σ,θ)u¯(σ, φ(σ))〉g(σ,θ) for σ ∈ SN−1. (2.28)
Recalling that g(σ,θ) = dθ
2 + cos2 θ gSN−1(σ), we get
∇g(σ,θ)u¯(σ, θ) = (0, u˜′(θ)) ∈ TσSN−1 × R for (σ, θ) ∈ SN−1 × (−
pi
2
,
pi
2
),
and therefore (2.28) yields
h(φ)(σ) = 〈µφ(σ), (0, u˜′(φ(σ))〉g(σ,θ) for σ ∈ SN−1.
Consequently, for ω ∈ C2,α(SN−1) we have
[Dφ|φ=λ h(φ)]ω = 〈[Dφ|φ=λµφ]ω, (0, u˜′(λ)〉g(σ,θ) + 〈µλ, (0, u˜′′(λ)ω〉g(σ,θ)
= u˜′(λ)〈[Dφ|φ=λµφ]ω,µλ〉g(σ,θ) + u˜′′(λ)ω on SN−1. (2.29)
Here we used in the last step that
µλ(σ) = (0, 1) ∈ TσSN−1 × R for all σ ∈ SN−1
by Lemma 2.2. Moreover, the first term in (2.29) vanishes since the map
U → C1,α(SN−1), φ 7→ |µφ|2g(σ,θ) ≡ 1
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is constant and thus
0 = [Dφ |µφ|2g(σ,θ) ]ω = 2〈[Dφµφ]ω,µφ〉g(σ,θ) on SN−1
for every φ ∈ U , ω ∈ C2,α(SN−1). Thus (2.29) yields[
Dφ|φ=λ h
]
ω = u˜′′(λ)ω for ω ∈ C2,α(SN−1),
as claimed.
We are now in a position to complete the
Proof of Proposition 2.4. For φ ∈ U , we note that the function
aφ := uφ − uφ ∈ C2,α(Ω) (2.30)
satisfies {−∆gφaφ = 0 in Ω
aφ = −uφ on ∂Ω.
(2.31)
Moreover, in the case where φ ≡ λ > 0, we have
uλ(σ, t) = u˜(λt) and uλ(σ, t) = u˜(λt)− u˜(λ)
by (2.14), and hence
aλ ≡ −u˜(λ) ≡ const on Ω. (2.32)
We now fix ω ∈ C2,α(Ω), and we consider the smooth map T : U → C0,α(Ω) given by
T (φ) = ∆gφaφ = g
ij
φ ∂ijaφ +
1√|gφ|∂i
(√
|gφ|gijφ
)
∂jaφ.
By (2.31) we have T ≡ 0 on U , and thus
0 = DT (φ)ω = ∆gφ [Dφaφ]ω + h
ij
φ,ω∂ijaφ + `
j
φ∂jaφ for φ ∈ U (2.33)
with
hijφ,ω := [Dφg
ij
φ ]ω and `
j
φ :=
[
Dφ
1√|gφ|∂i(
√
|gφ|gijφ
)]
ω.
Evaluating (2.33) at φ = λ and using (2.32), we find that
∆gλτω,λ = 0 in C
0,α(Ω) for τω,λ := [Dφ
∣∣
φ=λ
aφ]ω ∈ C2,α(Ω). (2.34)
Moreover, the boundary condition in (2.31) yields
aφ(σ, 1) = −uφ(σ, 1) = −u˜(φ(σ))
and by differentiation at φ ≡ λ we get
τω,λ(σ, 1) = −u˜′(λ)ω(σ) for σ ∈ SN−1. (2.35)
By Lemma 2.5(ii) and (2.32) we also have that
[Dφ
∣∣
φ=λ
∂νφaφ(·, 1)]ω = ∂ν˜φ(ω)aλ(·, 1)︸ ︷︷ ︸
=0
+∂νλτω,λ(·, 1) =
1
λ
∂tτω,λ(·, 1) on SN−1. (2.36)
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Using Lemma 2.6 and (2.36), we thus find that
[Dφ
∣∣
φ=λ
H(φ)]ω = [Dφ
∣∣
φ=λ
∂νφuφ(·, 1)]ω = [Dφ
∣∣
φ=λ
∂νφ(aφ + u
φ)(·, 1)]ω
=
1
λ
∂tτω,λ(·, 1) + u˜′′(λ)ω on SN−1.
Since u˜′(λ) < 0 by Lemma 2.3, we may consider the function ψω,λ := − τω,λu˜′(λ) ∈ C2,α(Ω)
which solves (2.20) as a consequence of (2.34) and (2.35). We then have
[Dφ
∣∣
φ=λ
H(φ)]ω = − u˜
′(λ)
λ
∂tψω,λ(·, 1) + u˜′′(λ)ω on SN−1,
as claimed in (2.19).
Remark 2.7. We note that, for given ω ∈ C2,α(SN−1), the unique solution ψω,λ of
(2.20) is even in the t-variable. This merely follows from the unique solvability of
(2.20) and the fact that the coefficients of the operator ∆gλ are even in t.
3. Spectral properties of the linearization
In this section, we provide a detailed study of the spectral properties of the linearized
operator Lλ given in Proposition 2.4. For this we first recall that, if Y ∈ C∞(SN−1) is
a spherical harmonic of degree j ∈ N ∪ {0}, then we have
−∆SN−1Y = γjY with γj := j(N − 2 + j). (3.1)
This property allows to determine the eigenvalues of Lλ, as we shall see in the following
proposition.
Proposition 3.1. Let λ ∈ (0, pi
2
), and let Y ∈ C∞(SN−1) be a spherical harmonic of
degree j ∈ N ∪ {0}. Then Y is an eigenfunction of Lλ. More precisely, we have
LλY = σj(λ)Y on SN−1, (3.2)
with
σj(λ) := u˜
′(λ)
(
(N − 1) tanλ− fj(λ)
)
− 1, (3.3)
where u˜ is the solution to (2.15) and fj : [0,
pi
2
)→ R is the unique solution of the initial
value problem{
f ′j(λ) = −f 2j (λ) + (N − 1) tanλfj(λ) +
γj
cos2 λ
, λ ∈ (0, pi
2
)
fj(0) = 0.
(3.4)
Moreover, we have
f0(λ) = 0, f1(λ) = (N − 1) tanλ for λ ∈ [0, pi
2
) (3.5)
and
cj tanλ ≤ fj(λ) ≤ N
√
γj
cosλ
for λ ∈ [0, pi
2
) if j ≥ 2, (3.6)
where cj :=
N−2+
√
(N−2)2+4γj
2
> N − 1.
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Proof. In view of Remark 2.7 and (3.1), it is natural to make a separation of vari-
ables ansatz for the unique solution ψY,λ of (2.20) in the special case ω = Y , writing
ψY,λ(σ, t) = bj,λ(|t|)Y (σ), for some function bj,λ : [0, 1)→ R with b′j,λ(0) = 0. By direct
computation using (2.21) and (3.1), the problem (2.20) then reduced to the following
boundary value problem for the function bj,λ: b′′j,λ(t)− (N − 1)λ tan(λt)b′j,λ(t)−
λ2γj
cos2(λt)
bj,λ(t) = 0, t ∈ [0, 1],
b′j,λ(0) = 0, bj,λ(1) = 1,
(3.7)
To see that (3.7) is uniquely solvable, we make the change of variable z = sin(λt) which
also extracts the λ-dependence of the problem. We thus write
bj,λ(t) =
Bj(sin(λt))
Bj(sinλ)
, (3.8)
where the function Bj is the unique solution of the linear initial value problemB
′′
j −
Nz
1− z2B
′
j −
γj
(1− z2)2Bj = 0, z ∈ (−1, 1)
Bj(0) = 1, B
′
j(0) = 0,
(3.9)
which is well defined on [0, 1). We note that the differential equation in (3.9) is a
particular case of Heun’s equation, see e.g. [8, Page 57]. It is important to note that
Bj is positive and satisfies B
′
j > 0 on (0, 1). (3.10)
Indeed, by the differential equation in (3.9), any point z ∈ (−1, 1) with B′j(z) = 0 is a
strict local minimum if Bj(z) > 0 and a strict local maximum if Bj(z) < 0. Combining
this property with the initial conditions in (3.9), we obtain (3.10).
In particular, since λ ∈ (0, pi
2
), it follows from (3.10) that Bj(sinλ) > 0. Therefore,
the function bj,λ is well defined on [0, 1] by (3.8), and a direct computation shows that
it solves (3.7).
By definition of the operator Lλ and the special form of the function ψY,λ, we then
conclude that (3.2) holds with
σj(λ) = − u˜
′(λ)
λ
b′j,λ(1) + u˜
′′(λ) = u˜′(λ)
(
(N − 1) tanλ− b
′
j,λ(1)
λ
)
− 1,
where we used in the last step that
u˜′′(λ) = −1 + (N − 1) tanλu˜′(λ) for λ ∈ [0, pi
2
) (3.11)
by (2.15). Next we prove that (3.4) admits a unique solution fj on [0,
pi
2
), and that
fj(λ) =
b′j,λ(1)
λ
for λ ∈ (0, pi
2
). (3.12)
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The uniqueness is obvious, since (3.4) is an initial value problem for a first order ODE
with smooth coefficients. We now observe that (3.4) is solved by the function
fj : [0,
pi
2
)→ R, fj(λ) := cosλ
B′j(sinλ)
Bj(sinλ)
. (3.13)
Indeed, differentiation yields
f ′j(λ) = − sinλ
B′j(sinλ)
Bj(sinλ)
+ cos2 λ
B′′j (sinλ)Bj(sinλ)− [B′j(sinλ)]2
B2j (sinλ)
= − tanλ fj(λ) + cos2 λ
B′′j (sinλ)
Bj(sinλ)
− f 2j (λ), (3.14)
and
cos2 λ B′′j (sinλ) = NsinλB
′
j(sinλ) +
γjBj(sinλ)
cos2 λ
by (3.9). Inserting this in (3.14) gives (3.4), as claimed. Moreover, by (3.8) we have
b′j,λ(1) =
λ cosλ B′j(sinλ)
Bj(sinλ)
= λfj(λ) for λ ∈ (0, pi
2
), (3.15)
as claimed in (3.12).
Next we note that (3.5) is an obvious consequence of (3.4). To complete the proof, it
thus remains to prove (3.6). So fix j ≥ 2. Then γj > N−1, and thus the unique positive
root c = cj of the equation c
2−(N−2)c−γj = 0 satisfies cj = N−2+
√
(N−2)2+4γj
2
> N−1.
Moreover, the function
λ 7→ gj(λ) = cj tanλ
satisfies g(0) = 0 and
g′j(λ) + g
2
j (λ)− (N − 1) tanλ gj(λ)−
γj
cos2 λ
=
cj + sin
2 λ [c2j − (N − 1)cj]− γj
cos2 λ
≤ c
2
j − (N − 2)cj − γj
cos2 λ
= 0
for λ ∈ (0, pi
2
). Hence the function hj = fj − gj satisfies hj(0) = 0 and
h′j(λ) ≥ g2j (λ)− f 2j (λ) + (N − 1) tanλ hj(λ) =
(
(N − 1) tanλ− fj(λ)− gj(λ)
)
hj(λ).
By Gronwall’s inequality, this implies that hj ≥ 0 on [0, pi2 ), and thus
fj(λ) ≥ gj(λ) = cj tanλ for λ ∈ [0, pi
2
),
which gives the lower estimate in (3.6).
To see the upper bound in (3.6), we argue by contradiction. So we consider the
function λ 7→ Fj(λ) := fj(λ)−N
√
γj
cosλ
and we assume that the set
M := {λ ∈ (0, pi
2
) : Fj(λ) ≥ 0}
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is nonempty. Since Fj(0) = −N√γj < 0 and Fj is continuous, it then follows that
there exists λ∗ := minM ∈ (0, pi
2
). We then have Fj(λ
∗) = 0, i.e., fj(λ∗) = N
√
γj
cosλ∗ and
0 ≤ F ′j(λ∗) = −f 2j (λ∗) + (N − 1) tanλ∗ fj(λ∗) +
γj
cos2 λ∗
−N√γj sinλ
∗
cos2 λ∗
≤ −N2 γj
cos2 λ∗
+N(N − 1) tanλ∗
√
γj
cosλ∗
+
γj
cos2 λ∗
≤ 1
cos2 λ∗
(
(1−N2)γj +N(N − 1)√γj
)
≤ N
2 − 1
cos2 λ∗
(√
γj − γj
)
< 0.
This is a contradiction, and thus the upper bound in (3.6) follows. The proof is finished.
Proposition 3.1 allows us to easily derive important properties of the shape and
asymptotics of the eigenvalue curves λ 7→ σj(λ). The following lemmas will be crucial
in order to apply the Crandall-Rabinowitz theorem.
Lemma 3.2. For every λ ∈ (0, pi
2
) we have
0 < lim inf
j→∞
σj(λ)
j
≤ lim sup
j→∞
σj(λ)
j
<∞.
Proof. Since u˜′(λ) < 0 for λ ∈ (0, pi
2
) by (2.18), the claim follows from (3.3) and
(3.6).
Lemma 3.3. For every λ ∈ (0, pi
2
) and i, j ∈ N ∪ {0}, i < j we have σj(λ) > σi(λ).
Proof. This follows readily from (3.3) and the fact that
fj(λ) > fi(λ) for i, j ∈ N ∪ {0}, i < j. (3.16)
To see (3.16), note that h := fj − fi solves the initial value problemh′(λ) = a(λ)h(λ) +
γj − γi
cos2 λ
, λ ∈ (0, pi
2
),
h(0) = 0,
(3.17)
with a(λ) = (N − 1) tanλ− fj(λ)− fi(λ). Since γj − γi > 0, this implies that h(λ) > 0
for λ ∈ (0, pi
2
), and thus (3.16) holds.
Lemma 3.4. The eigenvalue curves λ 7→ σj(λ) have the following asymptotics.
(i) lim
λ→0
σj(λ) = −1 for every j ≥ 0.
(ii) lim
λ→pi
2
−
σj(λ) =∞ for every j ≥ 2.
Proof. Claim (i) follows immediately from (3.3) and (3.4).
Moreover, for j ≥ 2, (2.18), (3.3) and (3.6) yield that
σj(λ) ≥ (cj −N − 1)λ tanλ→∞ as λ→ pi
2
−
,
as claimed.
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Proposition 3.5. For every j ≥ 2, there exists a unique λj ∈ (0, pi2 ) such that σj(λj) =
0. Moreover, we have
(i) σ′j(λj) > 0 for j ≥ 2;
(ii) λj < λi for 2 ≤ i < j;
(iii) lim
j→∞
λj = 0.
Proof. Let j ≥ 2, and suppose that λ∗ ∈ (0, pi2 ) satisfies σj(λ∗) = 0. We first claim
that
σ′j(λ∗) > 0. (3.18)
Indeed, differentiating (3.3) at λ = λ∗ gives
σ′j(λ∗) = u˜
′′(λ∗)
(
(N − 1) tan λ˜− fj(λ∗)
)
+ u˜′(λ∗)
(N − 1
cos2 λ∗
− f ′j(λ∗)
)
. (3.19)
Moreover, (3.3) gives
0 = σj(λ∗) = (N − 1) tanλ∗ u˜′(λ∗)− fj(λ∗)u˜′(λ∗)− 1,
and thus, by (3.11),
u˜′′(λ∗) = −1 + (N − 1) tanλ∗ u˜′(λ∗) = fj(λ∗)u˜′(λ∗).
Inserting this in (3.19) and using (3.4), we deduce that
σ′j(λ∗) = u˜
′(λ∗)
(
(N −1) tanλ∗ fj(λ∗)−f 2j (λ∗)+
N − 1
cos2 λ∗
−f ′j(λ∗)
)
= u˜′(λ∗)
N − 1− γj
cos2 λ∗
.
Since u˜′ < 0 on (0, pi
2
) and γj > N − 1 for j ≥ 2, (3.18) follows.
By combining (3.18), Lemma 3.4 and the intermediate value theorem, it then follows
that for every j ≥ 2 there exists a unique λj ∈ (0, pi2 ) such that σj(λj) = 0, and that
(i) holds. Claim (ii) then follows immediately from Lemma 3.3. Moreover, by (2.18),
(3.3) and (3.6) we have
1 = σ(λj) + 1 = u˜
′(λj)
(
(N − 1) tanλj − fj(λj)
)
≥ (cj −N + 1)λj tanλj
for j ≥ 2. Since cj →∞, it follows that λj → 0 as j →∞, as claimed in (iii).
4. Mapping properties in Sobolev spaces
In the following, we consider the Sobolev spaces
Hk := Hk(SN−1), k ∈ N ∪ {0}, (4.1)
and as usual we put L2 := H0. Note that L2 is a Hilbert space with scalar product
(u, v) 7→ 〈u, v〉L2 :=
∫
SN−1
uv dσ for u, v ∈ L2.
In the following, for ` ∈ N ∪ {0}, we let
V` ⊂
⋂
k∈N
Hk (4.2)
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denote the space of spherical harmonics of degree `. Moreover, we let P` : L
2 → L2
denote the 〈·, ·〉L2-orthogonal projections on V` and
W k` := {v ∈ Hk : P`v = 0} ⊂ Hk, (4.3)
the 〈·, ·〉L2-orthogonal complements of V` in Hk. We note that the space Hk is charac-
terized by the subspace of functions v ∈ L2 such that∑
`∈(N∪{0})
(1 + `2)k〈P`v, P`v〉L2 <∞ (4.4)
We may then define a scalar product on Hk by setting
(u, v) 7→ 〈u, v〉Hk :=
∑
`∈(N∪{0})
(1 + `2)k〈P`u, P`v〉L2 for u, v ∈ Hk, (4.5)
and the induced norm of this scalar product is equivalent to the standard norm on Hk.
Proposition 4.1. For fixed λ ∈ (0, pi
2
), the linear map Lλ defined in (2.19) extends to
a continuous linear map
Lλ : H2 → H1, Lλv =
∑
`∈N∪{0}
σ`(λ)P`v. (4.6)
Moreover, for any ` ∈ N ∪ {0}, the operator
Lλ − σ`(λ) id : W 2` → W 1` is an isomorphism. (4.7)
Proof. From the linear asymptotic upper growth estimate for the values σj(λ) given in
Lemma 3.2, it readily follows that (4.6) defines a continuous linear operator Lλ : H2 →
H1. On finite linear combinations of spherical harmonics, this operator coincides with
the operator Lλ : C2,α(SN−1) → C1,α(SN−1) given in (2.19) by construction. Since
linear combinations of spherical harmonics are dense both in C2,α(SN−1) and in H2,
the claimed extension property follows by continuity.
Finally, to show (4.7), we fix ` ∈ N∪{0}, and we first note that Lλ indeed maps W 2`
into W 1` by definition. Moreover, the lower growth estimate for the values σj(λ) given
in Lemma 3.2 shows that the linear operator
W 1` → W 2` , w 7→
∑
m∈N∪{0}
m 6=`
1
σm(λ)− σ`(λ)Pmw
is well-defined and continuous. Moreover, by direct computation, its inverse is Lλ −
σ`(λ) id : W
2
` → W 1` . Hence (4.7) is proved.
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Remark 4.2. Since operator Lλ : H2 → H1 given in (4.6) is a continuous linear
extension of the operator Lλ : C2,α(SN−1) → C1,α(SN−1) defined in Proposition 2.4,
it can also be characterized as follows. Given ω ∈ H2, let ψ ∈ W 1,2(Ω) be the unique
weak solution of the problem{
∆gλψ = 0 in Ω,
ψ(σ, t) = ω(σ) for (z, t) ∈ ∂Ω, (4.8)
which is axially symmetric in the σ-variable, where ∆gλ is given by (2.21). By standard
elliptic regularity theory, we then have ψ ∈ W 2,2(Ω), and Lλω is given by
[Lλω](σ) = − u˜
′(λ)
λ
∂t ψ(σ, 1) + u˜
′′(λ)ω(σ) for a.e. σ ∈ SN−1,
where ∂tψ is considered in the sense of traces. This can be easily seen by approximating
ω in H2 with functions in C2,α(Ω) and using standard elliptic estimates.
5. Proof of Theorem 1.1
In the following, we consider the spaces
X := {ϕ ∈ C2,α(SN−1) : ϕ axially symmetric},
Y := {ϕ ∈ C1,α(SN−1) : ϕ axially symmetric}.
Here axial symmetry is defined with respect to the axis Re1 as in the introdution, see
(1.8). We also consider the nonlinear operator H defined in (2.11), and we note that
H maps U ∩ X into Y by Lemma 2.1(iii). Consider the open set
O := {(λ, ϕ) ∈ (0, pi
2
)×X : −λ < ϕ < −λ+ pi
2
} ⊂ R×X . (5.1)
In view of (2.11) and (2.16), the proof of Theorem 1.1 will be completed by applying the
Crandall-Rabinowitz bifurcation theorem (see Theorem 6.1) to the smooth nonlinear
operator
G : O ⊂ R×X → Y , G(λ, ϕ) = H(λ+ ϕ)−H(λ) = H(λ+ ϕ)− u˜′(λ). (5.2)
By (2.16), we have G(λ, 0) = 0 in Y for all λ ∈ (0, pi
2
). Moreover,
DϕG(λ, 0) = DH(λ)
∣∣
X = Lλ|X ∈ L(X ,Y). (5.3)
We have the following
Proposition 5.1. Consider λj, with j ≥ 2, as given in Proposition 3.5. For j ≥ 2,
the linear operator
Lj := Lλj
∣∣
X ∈ L(X ,Y)
has the following properties.
(i) The kernel N(Lj) of Lj is spanned by Yj, the unique L2-normalized real-valued
axially symmetric spherical harmonic of degree j defined in the introduction.
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(ii) The range of Lj is given by
R(Lj) =
{
v ∈ Y :
∫
SN−1
vYj dσ = 0
}
.
Moreover,
∂λ
∣∣∣
λ=λj
LλYj 6∈ R(Lj). (5.4)
Proof. By definition we have σj(λj) = 0, which by Proposition 3.1 is equivalent to
LjYj = 0. We consider the subspaces
Xj :=
{
v ∈ X :
∫
SN−1
vYj dσ = 0
}
⊂ X , (5.5)
Yj :=
{
v ∈ Y :
∫
SN−1
vYj dσ = 0
}
⊂ Y .
To show properties (i) and (ii), it clearly suffices to prove that
Lj defines an isomorphism between Xj and Yj. (5.6)
To prove (5.6), we need to introduce further spaces. We recall the definition of the
Sobolev space Hk in (4.1) and put
Hkax :=
{
v ∈ Hk : v axially symmetric} , k ∈ N ∪ {0}, (5.7)
noting that X = H2ax∩C2,α(SN−1) and Y = H1ax∩C1,α(SN−1). Proposition 4.1 implies
that Lj defines a continuous linear operator
Lj : H2ax → H1ax, Ljv =
∑
`∈N∪{0}
σ`(λj)P`v. (5.8)
Next we put
V˜ kj := H
k
ax ∩ Vj, W˜ kj := Hkax ∩W kj ⊂ Hkax for k = 1, 2,
where the spaces Vj resp. W
k
j are defined in (4.2) and (4.3), respectively. We note that
V˜ kj is one-dimensional and spanned by the function Yj given in (i). We then deduce
from Proposition 4.1 and the property σj(λj) = 0 that
Lj defines an isomorphism W˜ 2j → W˜ 1j . (5.9)
Moreover, since Xj = W˜ 2j ∩ X and Yj = W˜ 1j ∩ Y , we see that Lj : Xj → Yj is well
defined and injective. To establish surjectivity, we let f ∈ Yj. By (5.9), there exists
ω ∈ W˜ 2j ⊂ H2 such that Ljω = f .
As noted in Remark 4.2, we then have
− u˜
′(λj)
λj
∂νψ(σ,±1) + u˜′′(λj)ω(σ) = f(σ) for a.e. σ ∈ SN−1, (5.10)
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where ψ ∈ W 2,2loc (Ω) is the unique solution of (4.8) with λ = λj, recalling that Ω =
SN−1 × (−1, 1). We claim that
ψ ∈ C2,α(Ω). (5.11)
This regularity property will follow from [16, Theorem 6.3.2.1] once we have shown
that
ψ ∈ W 2,p(Ω) for all p ∈ (1,∞). (5.12)
Indeed, if (5.12) holds, then Sobolev embeddings also give that ψ ∈ C1,α(Ω) and
therefore ω ∈ C1,α(SN−1) by (4.8). Consequently, [16, Theorem 6.3.2.1] applies with
the order d = 1 of the boundary operator (see [16, Section 2.1] and gives (5.11).
To see (5.12), we show by induction that
ψ ∈ W 2,pk(Ω) (5.13)
for a sequence of numbers pk ∈ [2,∞) satisfying p0 = 2 and pk+1 ≥ N−1N−2pk for k ≥ 0.
We already know that (5.13) holds for p0 = 2. So let us assume that (5.13) holds for
some pk ≥ 2. We distinguish two cases.
If pk < N , then the trace theorem [1, Theorem 5.4] implies that
ψ
∣∣
∂Ω
∈ W 1,pk+1(∂Ω) with pk+1 := ( N − 1
N − pk )pk ≥
N − 1
N − 2pk,
and thus ω ∈ W 1,pk+1(SN−1). Since also f ∈ C1,α(SN−1) ⊂ W 1,pk+1(SN−1) and, by
(5.10),
− u˜
′(λj)
λj
∂νψ(σ,±1) + ψ(σ,±1) = g(σ) for a.e. σ ∈ SN−1,
with
g = (1− u˜′′(λj))ω + f ∈ W 1,pk+1(SN−1),
we may deduce from [16, Theorem 2.4.2.6] that ψ ∈ W 2,pk+1(Ω).
If pk ≥ N , the trace theorem implies that ω ∈ W 1,ploc (∂Ω) for any p > 2, and then we
may repeat the above argument with arbitrarily chosen pk+1 ≥ N−1N−2pk to infer again
that ψ ∈ W 2,pk+1(Ω).
We thus conclude that (5.12) holds, and hence (5.11) follows. By passing to the trace
again, we then conclude that ω ∈ C2,α(SN−1). Consequently, ω ∈ C2,α(SN−1) ∩ W˜ 2j =
Xj, and thus Lj : Xj → Yj is also surjective. Hence (5.6) is true.
We finally derive (5.4) from the identity
∂λ
∣∣∣
λ=λj
LλYj = ∂λ
∣∣∣
λ=λj
σj(λ)Yj = σ
′
j(λj)Yj (5.14)
and Proposition 3.5.
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Proof of Theorem 1.1 (completed). Recalling (5.2) and (2.11), we shall apply the
Crandall-Rabinowitz bifurcation Theorem to solve the equation
G(λ, ϕ) = H(λ+ ϕ)−H(λ) = ∂νφuφ(e1, ·)− u˜′(λ) = 0, (5.15)
where φ = λ + ϕ ∈ U and the function uφ ∈ C2,α(Ωφ) is the unique solution to the
Dirichlet boundary value problem{−∆gφuφ = 1 in Ω,
uφ = 0 on ∂Ω,
we obtained from Lemma 2.1. Once this is done, (2.12) follows and thus we get (2.10),
which is equivalent to (2.7) with −c = H(λ).
To solve equation (5.15), we fix j ≥ 2. Moreover, we let λj be defined as in Proposition
3.5, and we let Xj be defined as in (5.5).
By Proposition 5.1, the assumptions of the Crandall-Rabinowitz bifurcation theorem
– as stated in Theorem 6.1 in the appendix – are satisfied with X = Xj, Y = Yj, O
and G defined in (5.1) and (5.2) and
Z = Zj :=
{
v ∈ Xj :
∫
SN−1
vYj dσ = 0
}
.
Applying this theorem, we then find εj > 0 and a smooth curve
(−εj, εj)→ O, s 7→ (λj(s), ϕjs)
such that
(i) G(λj(s), ϕ
j
s) = 0 for s ∈ (−εj, εj).
(ii) λj(0) = λj.
(iii) ϕjs = s
(
Yj + w
j
s
)
for s ∈ (−εj, εj) with a smooth curve
(−εj, εj)→ Zj, s 7→ wjs
satisfying wj0 = 0.
Since (λj(s), ϕ
j
s) is a solution to (5.15) for every s ∈ (−εj, εj), the function uφjs ∈
C2,α(Ω) solves the overdetermined boundary value problem{−∆g
φ
j
s
uφjs = 1 in Ω,
uφjs = 0, ∂νuφjs = u˜
′(λj(s)) on ∂Ω,
where φjs = λj(s) + ϕ
j
s. It then follows from the reformulation procedure set up in
Section 2 that the map s 7→ (λj(s), ϕjs) and the function u := uφjs ◦Ψ−1φjs ◦Υ
−1 : Dφjs → R
have the properties asserted in Theorem 1.1.
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6. Appendix
We state here a version of the Crandall-Rabinowitz bifurcation theorem used in
Section 5, which is slightly different from but obviously equivalent to [5, Theorem 1.7].
For the proof and classical applications, see e.g. [5], [20] and [34].
Theorem 6.1 (Crandall-Rabinowitz bifurcation theorem). Let X and Y be two Banach
spaces, O ⊂ R×X be an open set, where the elements of R×X are denoted by (λ, ϕ).
Let I ⊂ R be an open interval such that I × {0} ⊂ X , and let G : O → Y be a twice
continuously differentiable function such that
(i) G(λ, 0) = 0 for all λ ∈ I,
(ii) ker(DϕG(λ∗, 0)) = Rx∗ for some λ∗ ∈ I and x∗ ∈ X \ {0}.
(iii) Codim Im(DϕG(λ∗, 0)) = 1
(iv) DλDϕG(λ∗, 0)(x∗) /∈ Im(DϕG(λ∗, 0)).
Then for any complement Z of the subspace Rx∗ ⊂ X , there exists a continuous curve
(−ε, ε) −→ [R×Z] ∩ O, s 7→ (λ(s), w(s))
such that
(i) λ(0) = λ∗, ϕ(0) = 0
(ii) s(x∗ + w(s)) ∈ O
(iii) G(λ(s), s(x∗ + w(s)) = 0
Moreover, the set of solutions to the equation G(λ, u) = 0 in a neighborhood of (λ∗, 0)
is given by the curve {(λ, 0), λ ∈ R} and {s(x∗ + w(s)), s ∈ (−ε, ε)}.
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