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Spectral statistics, finite-size scaling and multifractal analysis of quasiperiodic chain
with p-wave pairing
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We study the spectral and wavefunction properties of a one-dimensional incommensurate system
with p-wave pairing and unveil that the system demonstrates a series of particular properties in its
ciritical region. By studying the spectral statistics, we show that the bandwidth distribution and
level spacing distribution in the critical region follow inverse power laws, which however break down
in the extended and localized regions. By performing a finite-size scaling analysis, we can obtain
some critical exponents of the system and find these exponents fulfilling a hyperscaling law in the
whole critical region. We also carry out a multifractal analysis on system’s wavefuntions by using
a box-counting method and unveil the wavefuntions displaying different behaviors in the critical,
extended and localized regions.
PACS numbers: 05.45.Mt, 71.23.An, 05.30.Rt, 05.70.Jk
I. INTRODUCTION
The localization to delocalization transition in one-
dimensional (1D) quasiperiodic systems has attracted re-
newed attentions in recent years due to the experimen-
tal progress in the physical realization of the quasiperi-
odic systems in ultracold atomic systems and photonic
crystals [1, 2]. The 1D quasiperiodic systems have been
studied in solid state physics to model the 1D electronic
systems with incommensurate modulations of structures
[3] and the Bloch electron in an incommenurate magnetic
field [4]. Different from the Anderson model with random
disorders, the quasi-periodic systems can exhibit the loa-
calization to delocalization transition even in one dimen-
sions, which is well described by the Aubry-Andre´ (AA)
model [3]. As a prototype model of 1D quasiperiodic
systems with the localization transition point exactly de-
termined by a self-duality mapping, the AA model and
its various extensions have been been extensively stud-
ied in past decades [5, 6]. By considering the interaction
effect, recently it has also been applied to study the phe-
nomenon of quantum many-body localization [7, 8].
Motivated by recent studies of interplay of the disorder
and topological superconductor (TSC) [9–13], the effect
of 1D quasiperiodic (incommensurate) potentials on the
topological superconductors has been explored [14–18].
Particularly, a 1D p-wave superconductor model with
quasiperiodic potential was used to study the transition
from TSC phase to Anderson localization induced by the
incommensurate potential [16, 17], and the localization
transition point is analytically determined [16]. In a re-
cent work [18], it was found that this model can be also
used to describe a topologically non-trivial tight-binding
model on the square lattice subjected to a non-Abelian
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gauge field. Through a number of numerical investiga-
tions, it was indicated that there exists a critical area
before the system enters the localized phase. The criti-
cal phase is distinguished from the usual extended phase
by different scaling behaviors of their wavefuntions [18]
although both of them are topologically nontrivial super-
conductor states [16]. Despite the fact that the localiza-
tion transition point has been analytically determined by
the close of excitation gap [16], it is still not clear whether
the phase boundary between the critical phase and the
usual extended phase can be determined from the spec-
trum properties? To clarify this point, we shall study the
spectral statistics of the system and scrutinize whether
the bandwidth distribution and level spacing distribu-
tion display different behaviors in the critical, extended
and localized regions? On the other hand, although it
was shown that the wavefuntions in the critical region
display different scaling behaviors from that in the ex-
tended region, some important issues, including the crit-
ical exponents in the critical region and whether there
exist some universal relations among these exponents,
are not explored yet. Aiming to give answers to these
questions, we shall carry out finite-size scaling analysis
on the wavefuntions, which enables us to determine crit-
ical exponents of the system and verify the existence of
a hyperscaling law among these exponents in the whole
critical region.
The paper is organized as follows. In section II, we
introduce the model and briefly review the method on
solving the spectrum and wavefunctions. In section III,
we study the spectral statistics of our model and find that
the bandwidth distribution and the level-spacing distri-
bution display an inverse power law (IPL) in the critical
region. In section IV, we carry out a finite-size scaling
analysis on system’s wavefuntions to determine critical
exponents of the system in the critical phase and unveil
the existence of a hyperscaling law among these expo-
nents. In section V, we perform a multifractal analysis
on the wavefuntions by using a box-counting method. A
2brief summary is given in section VI.
II. MODEL AND METHOD
We consider the model of a 1D p-wave superconductor
in an incommensurate lattice described by
H =
L∑
i=1
[(−tcˆ†i cˆi+1 +∆cˆicˆi+1 +H.c.) + Vinˆi] (1)
with
Vi = V cos(2piαi), (2)
where cˆi is a fermionic annihilation operator, nˆi = cˆ
†
i cˆi
is the particle number operator, V is the strength of the
incommensurate potential, and α is an irrational number
(we take α =
√
5−1
2 in this work). For convenience, we
shall take the hopping amplitude t = 1 to be the unit of
energy and set 0 < ∆ < 1 in the following calculation,
which means (t − ∆) > 0. We will discuss the general
situation in the appendix. When ∆ = 0, the model (1)
reduces to the well-known AA model [3], for which a
delocalization to localization transition occurs at the self-
duality point V = 2t as long as α is an irrational number.
In the presence of p-wave pairings (∆ 6= 0), the model (1)
exhibits a transition from a topological superconducting
phase to a localized phase with the increase of V . The
transition point at V = 2(t + ∆) can be determined by
the close of the excitation gap [16, 17]. The system is in a
localized phase when V > 2(t+∆), whereas the system is
in an extended phase when V < 2(t+∆). The localized
and extended phase can be distinguished by mean inverse
participation ratio (MIPR) of wavefunctions of system’s
eigenstates [16]. The MIPR tends to a finite number
for the localized phase, whereas it tends to zero in the
large L limit for the extended phase. In a recent work
[18], it was indicated that there exists a critical region at
2|t−∆| ≤ V ≤ 2(t+∆). In the critical region, the MIPR
scales like L−η with 0 < η < 1 [18].
The Hamiltonian (1) can be diagonlized by using the
Bogoliubove-de Gennes (BDG) transformation [19–21]:
η†n =
L∑
i=1
[un,icˆ
†
i + vn,icˆi], (3)
where L is the number of lattice sites, and the diagonal-
ized Hamiltonian is written as H =
∑L
n=1En(η
†
nηn −
1
2 )
with En being the spectrum of the single quasi-particles.
For the nth quasi-particle state |Ψ〉 = η†n|0〉, the equation
H |Ψ〉 = En|Ψ〉 gives the following explicit form
−t(un,i+1+un,i−1)+Viun,i+∆(vn,i−1−vn,i+1) = Enun,i,
(4)
t(vn,i+1 + vn,i−1)−Vivn,i+∆(un,i+1− un,i−1) = Envn,i.
(5)
For the irrational number α =
√
5−1
2 , which is also
known as the inverse of the golden mean, it can be ap-
proached by the Fibonacci numbers via the relation
lim
ℓ→∞
Fℓ−1
Fℓ
= α, (6)
where the Fibonacci numbers Fℓ are defined recursively
by Fℓ+1 = Fℓ−1+Fℓ, with F0 = F1 = 1 [22–24]. Numeri-
cally, we may successively change the system size L = Fℓ
to approach the irrational number. If we introduce a vec-
tor |Ψ〉 = [u1, v1, u2, v2, · · · , uL, vL]
T , solving Eq.(4) and
Eq.(5) reduces to an eigenvalue problem of a 2L × 2L
matrix [22]:
H =


A1 B 0 · · · 0 C
B† A2 B 0 · · · 0
0 B† A3 B 0 · · · 0
0 0 B† A4 B 0 · · · 0
...
. . .
. . .
. . .
. . .
. . .
. . .
...
0 · · · 0 B† AL−2 B 0
0 · · · 0 B† AL−1 B
C† · · · 0 B† AL


, (7)
where
An = V cos(2piαi)
(
1 0
0 −1
)
, (8)
B =
(
−t −∆
∆ t
)
, (9)
and
C =
(
−t ∆
−∆ t
)
(10)
for the system with periodic boundary conditions (PBC),
or
C =
(
0 0
0 0
)
. (11)
for the system with open boundary conditions (OBC).
III. LEVEL DISTRIBUTION AND BAND
WIDTH DISTRIBUTION
The statistical description of the energy levels is an
important tool in the study of quantum systems with
complex structures, including nuclear systems, quantum
chaos, and condensed matter systems [25]. It is known
that the distribution of energy levels of a disordered
quantum system exhibit different properties in extended
and localized phases. For the the special case of our
model (1) with ∆ = 0, the level statistics of the AA
model has been well studied [26, 27]. It is found that
3FIG. 1: (a) Energy as a function of potential strength V . (b)
Energy spectrum normalized by the maximized energy Emax
for various potential strength V . The parameters are ∆ = 0.5,
t = 1 and L = 1597.
there exist distinctive level distributions, i.e., the Pois-
son, IPL, and cosine-band-like behaviors, depending on
whether the system is localized, critical and extended
[26, 27]. While the critical phase only occurs at the self-
duality point V = 2t for the AA model, there exists a
critical region for our model in the presence of the pair-
ing term. To unveil properties of spectral statistics in
the critical region, we shall investigate level-spacing dis-
tribution [26–28] of our model.
To get an intuitive picture of the spectral distribution,
firstly we display the spectrum of the model (1) with
∆ = 0.5 and t = 1 under PBC in Fig. 1(a) for various
potential strength V . We also display the scaled spec-
trum of the system in Fig. 1(b), in which the spectrum
is normalized by the maximized energy Emax of the sys-
tem with a given V . It is clear that the spectrum is
symmetric about the zero energy due to the existence of
particle-hole symmetry, and the ground state of the sys-
tem corresponds to the state with all the negative energy
levels filled. One can see that the excitation gap closes at
the localization transition point V = 3 [16], however no
obvious change is found in the spectrum around the other
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FIG. 2: Integrated level-spacing distribution of sys-
tem with different incommensurate potential V (V =
0.98, 1.02, 2, 2.98, 3.02) for the rational approximation α =
10946
17711
of the golden mean. Other parameters are ∆ = 0.5
and t = 1.
transition point V = 1. Although the boundary between
the critical region and extended region is not discernable,
it seems that the spectrum in the critical region displays
a self-similar structure.
To get a more quantitative description, next we study
the level-spacing distribution of the model. For the AA
model, the level-spacing distribution is found to fulfill
the IPL at the critical point V = 2t [26, 27]. To check
whether the the level-spacing distribution of our model
fulfills the IPL in the whole critical region, it is conve-
nient to calculate the integrated level-spacing distribu-
tion (ILSD) [26]
pint(s) =
∫ ∞
s
p(s′)ds′, (12)
whose derivative p(s) = −dpint/ds gives the distribu-
tion density of the nearest-neighbor level spacing s, and
pint(s) determines the probability density of the energy
gaps larger than the spacing size s. We plot the ILSD for
the system with L = 17711 (corresponding to F19) for
V = 0.98, 1.02, 2, 2.98, 3.02 under PBC in the Fig. 2, in
which we have introduced a cutoff smin = 10
−6 > 0 and
normalized the function pint. In the critical region, the
ILSD clearly displays an IPL
pint(s) ∼ s
1−ρ, (13)
and thus the level-spacing distribution behaves as
p(s) ∼ s−ρ, (14)
where ρ = 1.5177±0.0029 , 1.5199±0.0048, and 1.4861±
0.0024 for V = 1.022 and 2.98, respectively. As the level-
spacing distribution in the critical region fulfills the IPL,
it obviously stays away from the IPL at the extended
(V = 0.98) and localized phase (V = 3.02) as shown
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FIG. 3: The bandwidth distribution P (w) for (a) V = 0.98
(b) V = 1.02, (c) V = 2, (d) V = 2.98 and (e) V = 3.02 by
fixing L = 17711. The legend of (b), (c) and (d) refer to the
logarithm of the corresponding bandwidth distribution.
in Fig. 2. The distribution of IPL has been taken as a
signature reflecting the self-similarity of the structure of
spectrum [26, 27].
Next we consider the bandwidth distribution P (W ),
whereW is the normalized bandwidth, which is the band-
width divided by the average bandwidth of all 2L bands.
The bandwidth distribution of the AA model has been
studied in Ref.[23, 24, 28]. It is found that the bandwidth
distribution of the AA model at the critical point dis-
plays quite different behavior from that in the extended
and localized phases [23, 24, 28]. To calculate the band-
width, one may consider the system described by Eq. (1)
with α = Fℓ−1/Fℓ being periodic with a period L = Fℓ,
which can be solved by using the Bloch condition, e.g.,
uj+L = e
ikLuj (j = 1, 2, · · · , L), where k is the Bloch
index. For a fixed value of k, the system can be solved
by diagonalizing the martix (7) with
C =
(
−t ∆
−∆ t
)
e−ikL. (15)
Its eigenvalues form 2Fℓ energy bands as k is varied in the
first Brillouin zone [−pi/Fℓ, pi/Fℓ]. In Fig. 3, we display
the bandwidth distribution P (W ) for V = 0.98, 1.02, 2,
2.98 and 3.02 by fixing ∆ = 0.5, t = 1 and L = 17711 .
From Fig. 3(b)-(d), we see that P (W ) follows an IPL
P (W ) ∼Wκ, (16)
where κ = −1.201 ± 0.018 for V = 1.02, κ = −1.229 ±
0.024 for V = 2, and κ = −1.231± 0.025 for V = 2.98 in
the critical region. However, P (W ) follows different laws
in the extended region and the localized region as shown
in Fig. 3(a) and (e).
IV. A FINITE-SIZE SCALING ANALYSIS
Given that |Ψn〉 = [un,1, vn,1, · · · , un,L, vn,L]
T is a nor-
malized eigenvector corresponding to the nth eigenvalue,
where L is the system size, we can define the mean ’sum
over states’ as [29]
ZL(q) =
1
L
L∑
n=1
L∑
i=1
(|un,i|
2q + |vn,i|
2q), (17)
where q is a real parameter. The generalized participa-
tion ratio is defined by using ZL(q) as
IL(q) = ZL(q)
1/(1−q)
. (18)
When q = 2, IL(2) is just the conventional participation
ratio, which has been widely used in the study of the An-
derson localization in disordered systems [30] and incom-
mensurate systems [31]. For the AA model, it has been
indicated that IL(q)/L has similar properties to 〈M
2〉 in
the Ising model, where M is the instantaneous magne-
tization of the system composed of L spins and 〈M2〉 is
the time average of M2 [29]. Then we can define the
quantity:
σL(q) = (IL(q)/L)
1/2. (19)
Denote I(q) = I∞(q) and σ(q) = σ∞(q) as the thermody-
namic limits of IL(q) and σL(q) (L → ∞), respectively.
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FIG. 4: The plots of R[L,L
′
] versus V for several pairs of
(L,L
′
) by fixing t = 1, ∆ = 0.5 and q = 2. (a) corresponds to
the left boundary of the critical area, describing the transition
from the extended phase to critical phase. (b) corresponds to
the right boundary of the critical area, describing the transi-
tion from the critical phase to localized phase.
Near a phase transition point Vc, we can define three
critical exponents as [29]:
ξ ∼ |δV |−ν , (20)
I(q) ∼ (δV )−γ , (21)
σ(q) ∼ (−δV )β , (22)
where ξ is the correlation length or the localization
length, and δV = (V −Vc)/Vc, where V ≤ Vc1 = 2(t−∆)
when we consider the extended-critical transition and
V ≥ Vc2 = 2(t + ∆) when we consider the critical-
localized transition. Near the critical point, we assume
the following finite-size scaling relationship for a finite
system:
σL(q)
2L1−γ/ν = F (L1/ν(δV )), (23)
where F(x) is the scaling function. For convenience, we
set q = 2 in the following calculation.
At the critical point V = Vc, we have δV = 0, and
thus Eq.(23) reduces to σ2L = F (0)L
γ/ν−1. Then we can
define a function of two size-variables by
R[L,L
′
] =
log(σ2L/σ
2
L′
)
log(L/L′)
+ 1. (24)
-6 -5 -4 -3 -2 -1 0
δv L1/ν
1.2
1.3
1.4
1.5
σ
L2
L
1
-γ
/ν
(a)
0 0.5 1 1.5 2 2.5 3 3.5
δv L1/ν
0.7
0.8
0.9
1
1.1
σ
L2
L
1
-γ
/ν
(b)
L=377
L=1597
L=6765
L=28657
FIG. 5: σL(q)
2L1−γ/ν versus L1/ν(δV ) for different values of
L with (a) V ≤ Vc = 2|t − ∆| and (b) V ≥ Vc = 2(t + ∆).
Different lines are superposed together when we set ν = 1.
Here we have taken t = 1, ∆ = 0.5 and q = 2.
It is clear that the above function equals to γ/ν at V = Vc
for any pair (L,L
′
) provided that L and L
′
are large
enough. In Fig. 4, we display the change of R[L,L
′
] as a
function of V for different pairs of L and L
′
[29], where
the PBC is used. We can determine γ/ν and Vc from the
crossing point in the Fig. 4. For the system with ∆ = 0.5
and t = 1, we can get the critical strength Vc1 = 1.00
and the corresponding critical exponent γ/ν = 0.7867
from Fig. 4(a), which is consistent with Vc1 = 2(t −∆).
Similarly, we get the critical strength Vc2 = 3.00 and
the corresponding critical exponent γ/ν = 0.6871 from
Fig. 4(b), which is consistent with Vc2 = 2(t + ∆). By
this way, we can numerically determine both the phase
boundaries of the critical region very precisely.
The exponent ν can be determined by plotting of
σL(q)
2L1−γ/ν versus L1/ν(δV ) for different values of L
with V ≤ 2|t − ∆| in Fig. 5(a) and V ≥ 2(t + ∆) in
Fig. 5(b), respectively. Close to the transition points, it
is shown that lines corresponding to different L superpose
together if we set the exponent ν = 1, which indicates
ν = 1 at both the left boundary and right boundary of
the critical area.
By using Eq. (20), we can rewrite Eq. (21) and Eq.
6(22) in terms of ξ as
I(q) ∼ ξ
γ
ν , (25)
σ(q) ∼ ξ−
β
ν . (26)
At the critical point, ξ ∼ L, so we have [32]
I(q) ∼ L
γ
ν , (27)
σ(q) ∼ L−
β
ν . (28)
As long as Eq. (27) and Eq. (28) hold true, we can
directly get the following hyperscaling law from Eq. (19):
2β
ν
+
γ
ν
= 1. (29)
To verify this hyperscaling law numerically, we plot
ln(IL(2)) and ln(σL(2)) versus ln(L) in Fig. 6. As shown
in Fig. 6 (a) and (b), we observe ln(IL(2)) and ln(σL(2))
as a linear function of ln(L) for V = 1, 1.5, 2.5 and
3, indicating that Eq. (27) and Eq. (28) are fulfilled
in the whole critical region 1 ≤ V ≤ 3. From the
slope of the straight line in Fig. 6 (a), we can obtain
γ/ν = 0.7871, 0.7390, 0.7381, and 0.6871 corresponding
to V = 1, 1.5, 2.5 and 3, respectively. Similarly, we can
get β/ν = 0.1065, 0.1305, 0.1309 and 0.1565 correspond-
ing to V = 1, 1.5, 2.5 and 3, respectively, from the slope
of the straight line in Fig. 6 (b). It is clear that the hy-
perscaling law is fulfilled for all these states in the critical
region. As a comparison, we also give data for the sys-
tem out of the critical region in Fig. 6 (a) and (b). For
V = 0.99 and V = 3.01, we can see that ln(IL(2)) and
ln(σL(2)) are no longer linear functions of ln(L). Con-
sequently, Eq. (27) and Eq. (28) are not fulfilled in the
extended and localized region.
V. MULTIFRACTAL ANALYSIS OF WAVE
FUNCTIONS
Next we perform a multifractal analysis of the wave
functions of the model (1) by using the box-counting
method [33, 34], which was applied to study the AA
model [33]. For the AA model, it was found that the
wavefuntions exhibit multifractal fluctuations extending
to all length scales at the critical point (Vc = 2). When
V > Vc, the localized states manifest multifractal fea-
ture up to the localization length. On the other side
with V < Vc, the extended states manifest multifractal
features up to the correlation length. For our model, it
would be interesting to study whether the multifractal
features exist in the whole critical region and how these
multifractal properties change with different lattice sizes.
In the above section, we have determined the criti-
cal exponent ν = 1 at both the transition point Vc1 =
2(t − ∆) and Vc2 = 2(t + ∆). Therefore, from Eq.(20),
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FIG. 6: (a) ln(IL(2)) as a function of ln(L) for V = 0.99, 1,
1.5, 2.5, 3 and 3.01, respectively. (b) ln(σL(2)) versus ln(L)
for V = 0.99, 1, 1.5, 2.5, 3 and 3.01, respectively. We can
obtain γ
ν
and β
ν
from (a) and (b) for different V in the critical
region and the relationship between ln(IL(2)) or ln(σL(2))
and ln(L) isn’t linear in the extended and localized region.
Here we fix t = 1 and ∆ = 0.5.
we can get the correlation length ξc = a
Vc1
Vc1−V
, when
V approaches Vc1 = 2(t − ∆) from V < Vc1 , and the
localization length lc = b
Vc2
V−Vc2
, when V approaches
Vc2 = 2(t + ∆) from V > Vc2 , where a and b are unde-
termined constants. When ∆ → 0, this system becomes
the AA model, and we can obtain a = b = 1 by compar-
ing ξc and lc with the localization length and correlation
length of the AA model [3, 35, 36], given by lc =
2
V−2
and ξc =
2
2−V , respectively.
Then we consider multifractal properties of our model.
Given a wave function defined over lattice size L divided
into L/l segments of length l, we define a quantity
χj(q) =
L/l∑
n=1
[
nl∑
i=(n−1)l+1
(u2j,i + v
2
j,i)]
q, (30)
and the average of them
χ(q) =
1
L
L∑
j=1
χj(q). (31)
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FIG. 7: lnχ(q = 2) as a function of lnl for L = 2584 (cor-
responds to F17), where l is the box size used in Eq.(30) (a)
corresponds to a localized phase with V = 3.05. (b) corre-
sponds to the critical case, and the legend refers to different
incommensurate potential strength V = 2.95, 2.5, 2, 1.5, 1.05.
Here we only plot the straight line about V = 2. (c) corre-
sponds to an extended phase with V = 0.95.
as a function of l, where j corresponds the jth eigenstate.
Multifractality is characterized by a power-law behavior
of χ(q) ∼ (l/L)τ(q) with the exponent τ(q) determining
the multifractal dimensions Dq = τ(q)/(q − 1) [34, 37–
39]. We now consider the case of q = 2 and discuss some
detail properties of τ(2) as a function of the length-scale
considered. Here τ(2) equals to the correlation dimension
[37], i.e., τ(2) = D2. While D2 tends to 0 for a localized
state and tends to 1 for an extended state. The wave
functions are multifractals if 0 < D2 < 1.
In Fig. 7, we display the change of lnχ as a function
of lnl for different quasi-disorder strength V by using
PBC. Fig. 7(a) refers to V = 3.05 corresponding to lo-
calized states. When the length l is smaller than the
localization length lc, we see that χ(2) follows the power
law χ(2) ∼ lD2 , where D2 = 0.602 ± 0.014 can be de-
termined from the slope of the dashed line in Fig. 7
(a). On the other hand, the data for lengths larger
than lc can be approximated by a line with the slope
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FIG. 8: lnχ(q = 2) as a function of lnl for L = 610 (cor-
responds to F14), L = 987 (corresponds to F15), L = 2584
(corresponds to F17), L = 6765 (corresponds to F19), and
L = 10946 (corresponds to F20), where l is the box size used in
Eq.(30). (a) corresponds to a localized phase with V = 3.05.
(b) corresponds to an extended phase with V = 0.95. The
legend refers to different lattice sizes.
D2 ≈ 0. Here a crossover is clearly present by changing
the length l. In Fig. 7(b) we show the critical case with
V = 1.05, 1.5, 2, 2.5, and 2.95. No crossover is found for
these cases and the wave functions are multifractals to
all scales. It is found that lnχ is a linear function of lnl
with the slope of the straight line given by D2 = 0.69
to D2 = 0.74 corresponding to V = 1.05 to V = 2.95.
In Fig. 7(c) we show the extended case with V = 0.95.
In this case there is a crossover point. Below this point,
the slope is given by D2 = 0.808± 0.005, exhibiting the
multifractal feature, and above it D2 ≈ 1, corresponding
to an extended state without self-similarity.
We further study multifractal properties of our model
with different lattice sizes. In Fig. 8(a), we display the
change of lnχ as a function of lnl for the system with
various L and V = 3.05 in the localized region. For
l < lc, one can observe lnχ being a linear function of
lnl, which completely superposes together for different L
with an identical slope D2 = 0.602 suggesting that the
system exhibits multifractal feature. For l > lc with lc =
3/(3.05− 3), the slopes of the straight lines are different
for different lattice size L and the slopes decrease to 0
8when enlarging L. In Fig. 8(b), we display the change of
lnχ as a function of lnl for the system with various L and
V = 0.95 in the extended region. For l < ξc, we observe
that lnχ versus lnl are described by a series of parallel
lines with the same slope D2 = 0.808. When l > ξc,
we find the slopes are different for different lattice size
L and the slopes increase to 1 when enlarging L, where
ξc = 1/(1− 0.95).
VI. SUMMARY
In summary, we have explored spectral statistics, a
finite-size scaling and multifractal analysis of the 1D in-
commensurate system with p-wave pairing, which can be
in the extended, critical, or localized phase depending
on the strength of incommensurate potential. Our re-
sults indicate that the bandwidth distribution and level
spacing distribution in the critical region fulfill inverse
power laws, which no longer survive in the localized and
extended region. By carrying out a finite-size scaling on
the wavefuntions of the system, we can determine both
the transition point from the localized phase to critical
phase and that from the extended phase to critical phase.
We have also acquired the critical exponents of this sys-
tem and found the existence of a hyperscaling law among
these exponents in the whole critical region. By using a
box-counting method, we carry out multifractal analy-
sis and unveil the wavefuntions displaying different be-
haviors in the critical, extended and localized regions.
When the system is in the critical region, the wavefun-
tions are found to present multifractal behaviors at all
length scales. On the other hand, if the system is in
the localized (extended) phase near the phase transition
point, the multifractal behaviors can only be observed
below the length scale of the localization (correlation)
length.
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Appendix A: Symmetry analysis of model
Through a Jordan-Wigner transformation, the model
given by Eq.(1) in the main text corresponds to a trans-
verse XY model with an irrationally modulated trans-
verse field [16, 40, 41]:
Hˆ = −
∑
i
[Jxσ
x
i σ
x
i+1 + Jyσ
y
i σ
y
i+1] +
∑
i
hiσ
z
i , (A1)
where Jx = (t + ∆)/2, Jy = (t −∆)/2, hi = −Vi/2 and
σxi = (cˆ
†
i + cˆi)exp(−ipi
∑i−1
j=1 cˆ
†
j cˆj). We rotate the system
on z axis with pi/2, which leads to
Hˆ ′ = ei
pi
2
∑
i S
z
i Hˆe−i
pi
2
∑
i S
z
i
= ei
pi
4
∑
i σ
z
i Hˆe−i
pi
4
∑
i σ
z
i
= −
∑
i
[Jxσ
y
i σ
y
i+1 + Jyσ
x
i σ
x
i+1] +
∑
i
hiσ
z
i .
It is clear that the above unitary transformation gives
U−1H(∆)U = H(−∆) with U = e−i
pi
2
∑
i S
z
i .
Introducing φn,i = (un,i+vn,i) and ψn,i = (un,i−vn,i),
we can rewrite the BDG transformation (Eq.(3) in the
main text) as
η†n =
1
2
L∑
i=1
[(φn,i + ψn,i)cˆ
†
i + (φn,i − ψn,i)cˆi]. (A2)
In terms of (φ, ψ), Eq.(4) and (5) in the main text can
be represented as
(∆− t)ψn,i+1 + Viψn,i − (∆ + t)ψn,i−1 = Enφn,i, (A3)
− (∆+ t)φn,i+1+Viφn,i+(∆− t)φn,i−1 = Enψn,i. (A4)
By solving the above equations, we can diagonal-
ize the Hamiltonian and obtain all its eigenvalues
En and eigenstates denoted by the vectors |Ψn〉 =
[ψn,1, φn,1, ψn,2, φn,2, · · · , ψn,L, φn,L]
T . If we make a
transformation H(∆) → H(−∆) and ψn,i → φn,i,
φn,i → ψn,i, where i = 1, 2, · · · , L, then Eq.(A3)
becomes Eq.(A4) and Eq.(A4) becomes Eq.(A3). To
be detailed, given that H(∆)|Ψn〉 = En|Ψn〉, we
have U−1H(∆)UU−1|Ψn〉 = U−1En|Ψn〉, which gives
H(−∆)|Ψ
′
n〉 = En|Ψ
′
n〉 with |Ψ
′
n〉 = U
−1|Ψn〉 =
[φn,1, ψn,1, φn,2, ψn,2, · · · , φn,L, ψn,L]
T . Now it is clear
that the generalized partition ration defined by Eq.(18)
in the main text and the MIPR defined by [16, 18]
MIPR =
1
L
L∑
n=1
L∑
i=1
(|φn,i|
4 + |ψn,i|
4), (A5)
are invariant under the unitary transformation. As the
extended, critical and localized phase are characterized
by the generalized partition ration or the MIPR, we can
directly get properties of the system with ∆ < 0 from
the system with ∆ > 0.
In this paper we numerically determine the critical re-
gion range of this system that 2(t−∆) ≤ V ≤ 2(t +∆)
with t > 0, ∆ > 0 and (t − ∆) > 0. From the above
discussion, we can determine the critical region range
2(t − |∆|) ≤ V ≤ 2(t + |∆|) when t > 0, (t − |∆|) > 0.
If we make some replacements t → −t, ψn,i → −φn,i,
φn,i → −ψn,i if i is odd and ψn,i → φn,i, φn,i → ψn,i if
i is even in Eq.(A3) and Eq.(A4), then Eq.(A3) becomes
Eq.(A4) and Eq.(A4) becomes Eq.(A3). Consequently,
9when we change t to −t, the extended and localized prop-
erties of this system aren’t changed. Therefore we can de-
termine the critical region 2(|t| − |∆|) ≤ V ≤ 2(|t|+ |∆|)
with (|t| − |∆|) > 0 just from the parameter region with
t > 0 and ∆ > 0. In Ref.[18], the authors make a local re-
placement about Eq.(1) that cˆi → −dˆ
†
i if i is odd, cˆi → dˆ
†
i
if i is even and α→ α+1/2, then Eq.(1) keeps the same
form if we exchange t and ∆, which means t and ∆ make
same contribution to extension and localization of this
system. The range of critical region shouldn’t change if
we exchange t and ∆, so we can determine the critical
region 2||t| − |∆|| ≤ V ≤ 2||t|+ |∆|| just from our choice
of ∆ > 0 and t > ∆, no matter how large t and ∆ are.
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