We study a novel information retrieval problem, where the query is a time series for a given time period, and the retrieval task is to find relevant documents in a text collection of the same time period, which contain topics that are correlated with the query time series. This retrieval problem arises in many text mining applications where there is a need to analyze text data in order to discover potentially causal topics. To solve this problem, we propose and study multiple retrieval algorithms that use the general idea of ranking text documents based on how well their terms are correlated with the query time series. Experiment results show that the proposed retrieval algorithm can effectively help users find documents that are relevant to the time series queries, which can help users analyze the variation patterns of the time series.
INTRODUCTION
In most existing work on information retrieval (IR), the problem involves a keyword text query entered by a user, and the goal is to retrieve documents from a collection of text documents, which are relevant to the query. While satisfying a user's information needs via keyword queries has so far been the primary application of information retrieval, in this paper we show that there is also another type of applications, where the goal is to find the documents in a text collection that can explain the changes of an external time series variables.
Topics discussed in text documents often have relations with other non-textual variables. For example, the reporting of a negative event about a company in the news might affect its stock prices.
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Similarly, the dramatic changes of the stock price of a company might also trigger discussions about it in the news. Another example is a new election pledge in a campaign that may affect support rate to the candidates in a presidential election.
In such cases, there is often a need to understand which topics in the text data may be correlated with the time series data. For example, investors are probably interested in what leads to the increase or decrease of the stock prices and use such relationships to forecast future price changes. Companies may want to understand how product sales rise and fall in response to such text data as advertisements or product reviews. In election campaigns, analysis of news or social media may explain why a candidate's support has risen or dropped in the polls. Such understanding of the situation can help to make better future strategies for sales or polls.
One way to help users find such relevant topics is to use time series as a query. Ideally, the documents retrieved from a timestamped text collection will include those topics that are correlated with the given time series. For example, using Apple stock price time series query, we may be able to retrieve relevant documents from general news stream ( Figure 1 ). The highly ranked documents are not only articles 'about' Apple company, but also potentially explain major changes of the input time series. This is an interesting and novel retrieval problem, which has not been studied before. Although there were some previous works about text and time-series retrieval as we explain more in Sec 2, the main difference between this problem and other existing formulations is that instead of using a text query, we use a non-textual time series query. To solve this retrieval problem, the main challenge is how to cross the barrier between a time series query and text documents. Our key idea for solving this challenge is to first find terms whose frequency distribution over the time period of a collection is correlated with the query time series, and then use these terms to further find possibly relevant documents. We propose and study multiple retrieval algorithms to implement this idea. In general, we would first compute the word frequency curves from the text stream and calculate their correlations with the input time series query. Then, we would score a document based on the weighted average of the words in the document, where the weight is a function of the value of the correlation between the word and the input query.
We evaluate the proposed algorithms on the news data with stock prices. In addition to quantitative evaluation with standard information retrieval measures such as mean average precision (MAP) and normalized discounted cumulative gain (NDCG), we also qualitatively evaluate the top ranked documents to see if they are useful for understanding the changes in the input time series. Experimental results show that the proposed retrieval algorithms can effectively help users find documents that are relevant to the time series queries. 
RELATED WORK
The main goal of traditional information retrieval is finding relevant documents to the textual keyword query [33] . However, so far there have been no attempts to retrieve relevant documents directly from time series queries, which we study in this paper.
While there were studies in the time series matching and retrieval, they mainly focused on the retrieval from a collection of time series, and not from text data [1, 2, 3, 4, 6, 8, 14, 15, 16, 24, 26, 27, 32] . The main technical challenges for this problem are about the accurate measurement of similarity between two time series, and their efficient search. There are various methods for measuring similarity between time series, from basic measures such as Euclidean distance and correlation to more advanced techniques such as shape definition language [3] , pattern matching and analysis [2, 6] , longest common sequence matching [14] , and dynamic time warping [32] . While these techniques are solely focused on numerical time series data without the consideration of related text data, they are useful tools for an approach to measuring similarity between the time series of word frequency and the input time series.
For more efficient and fast retrieval, various indexing and dimension reduction techniques can also be used, such as discrete Fourier transformation [1, 26, 27] , wavelet transformation [4] , and a probabilistic approach [15] . Like the general information retrieval problems, feedback on time series is also studied [16] . In this paper, we focus more on how accurately we can retrieve relevant and causal documents. These techniques can be possibly applied to speed up our method.
In addition to the previous methods, there were attempts to coanalyze text data with time series which showed interesting results. NTCIR proposed GeoTime 1 that is a geographical and timedependent event retrieval task by question queries including location and time constraints. People have tried to summarize time series by extracting textual expressions [12, 31] and use their linguistic features to retrieve similar time series [30] . Temporal similarity analysis of word dynamics has helped to find semantically related terms [25] . Recent works showed that using different term weighting based on word dynamics over time, can help to improve document retrieval [5, 11, 19, 20] . Our retrieval problem shares a similar concept to these works in that we give different weights to terms, based on the time series analysis. However, we relate word dynamics to the input external time series which has not been considered in the previous works. Moreover, in problem setup, we use 1 http://metadata.berkeley.edu/NTCIR-GeoTime time series itself as a query, while previous works are still based on the keyword query retrieval task.
Research on stock prediction using financial news content is also relevant to our work [13, 23, 28] . One of its goals is to find the most predictive words and label the news according to their effect on the stock prices for that specific day. Most of these works are based on a regression or a classification problem setup, unlike our problem.
Causal topic mining [18] is a yet another closely related work. It automatically models topics that have causal relationships to the external time series input. However, in this paper, instead of topic retrieval based on probabilistic topic modeling, we try to retrieve relevant documents with word-level-based analysis. This approach is more simple and efficient, because we do not need complex parameter estimation steps of a probabilistic topic model.
RETRIEVAL WITH TIME SERIES QUERY

Motivation
Information retrieval with a time series query is a practical problem that arises in many text mining applications where there is a need to analyze text data and discover potentially causal topics in order to explain the changes of external time series variables.
Given an input time series and the knowledge about its topic, it would be natural to think that we could use the topic keywords with traditional IR techniques to obtain relevant documents that could explain the evolution of the external time series. However, there are three main advantages of a time series-based information retrieval approach over the traditional keyword-based information retrieval.
First, for the envisioned analysis problem, we need a special notion of relevance which goes beyond the traditional topical relevance. Specifically, we want to find articles containing topics that are highly correlated to the changes in the input time series. Traditional information retrieval does not consider dynamics of terms and how they are related to the external time series. Instead, it focuses on matching of query terms. In contrast, our technique measures the correlation between the time series of each term and the input time series query, and uses correlation to weigh the terms. In this way, we can rank documents based on how correlated their content is with the time series.
Second, the usage of time series as a query has an advantage of avoiding user bias in keyword selection that may give us misleading results, and irrelevant documents. For example, let us assume that Apple's iPhone sales revenue is our time series query. An analyst may use the company and product name as a query to find relevant documents that explain the behavior of the revenue. However, a competitor's product, such as Samsung's Android phone, may also be a good keyword if it had a significant effect on the sales of iPhone. We could add "Samsung" and "Android" as additional keywords, but still there could be even more related terms, corresponding to related entities, facts, and aspects that could have serious impact on the sales. For example, there could have been a new trend in the smartphone market or even a global economic trend, which the analyst would likely have missed. Therefore, rushing to specify the subtopic and using its keywords can lead to the loss of important hidden signals, related to the time series. By using the time series query itself, we let the algorithm find the most related documents corresponding to different signals that affect the behavior of the external time series.
Third, in addition to the previous examples of understanding stock prices, sales revenues, and election polls, we can even apply the technique to an unknown or an artificial time series curve. For example, we may have unknown traffic signals from the web and may be able to find potential reasons for the traffic by searching on social media sites such as Facebook and Twitter. For another example, we could analyze signals obtained from physical sensors. In that case, we might be able to find unknown reasons of the signal changes or glitches from the log data or other kinds of possibly related text articles (e.g. local news, and web articles of the locations where sensors are installed). Furthermore, in addition to the given time series as an input, users may also use multiple time series data to derive a normalized discriminative time series as a query, or even draw an artificial time series curve based on their needs to retrieve correlated documents with such an imagined time series.
Problem Definition
The input of our retrieval problem consists of a text stream and a time series query. The output is a ranked list of input text documents. Formally, given a numeric time series query with time stamps T S = {(x1, t1), (x2, t2), ..., (xn, tn)}, and a text stream which is a collection of documents with time stamps within the same time period, D = {(d1,t d 1 ), ..., (dm, t dm )}, we have to compute a ranked list of documents,
)}. These are the documents that explain the behavior of the time series.
The main challenge in solving our problem is to cross the barrier between the query and the document. In regular text retrieval, both the query and the document are text objects, making it easy to match them, but in our case, the query is a non-textual time series. We describe our methods to solve this challenge in the next section.
METHOD
General Method
The goal of our retrieval problem is to find documents having contents that could possibly help to explain the changes in the input time series. In order to cross the barrier between a non-textual query and a text document, our key idea is to first obtain words whose frequency distributions over time are correlated to the query time series, and then use such correlated words as a weighted text query to retrieve documents that match such a query well. This idea naturally leads to a general three-step retrieval procedure as shown in Figure 2 . In the first step, we pre-process the text stream and obtain a frequency distribution over time for each term. Such a frequency distribution gives us a time series characteristics when the term is mentioned frequently, and when infrequently, over time. In the second step, we can then match such a term time series with the given query time series to compute a correlation or association score. If whenever the value of a query time series variable is high, a word would occur frequently, we would have a high correlation for such a word. For example, if mentioning of a particular political issue tends to be associated with the increase of votes for a presidential candidate in a national poll, words about such a political issue can be expected to have a relatively high correlation compared with other words. Finally, we would use words with relatively high correlations to compute the score of a document by essentially treating such words as forming a weighted text query.
Clearly, the two main technical challenges in such an approach are: 1) how to measure the correlation between a term and the input time series, and 2) how to aggregate the signals from each term for document ranking. In general, there are many different ways of solving each of these two challenges within the proposed general retrieval framework. In this paper, as a first step in studying this new problem, we focus on studying a few natural ways to solve these challenges, leaving the exploration of more sophisticated methods as future work. Specifically, we will experiment with two methods for computing correlation of two time series variables (i.e., Pearson correlation and Dynamic Time Warping), and two different strategies for computing document scores based on term correlations (i.e., feeding an existing retrieval function with an artificial weighted text query constructed based on correlated terms, and direct aggregation of term correlations). We now describe all these methods in detail. 
Correlation Function
To compute the correlation of a term with a query time series, we first generate the term frequency curve for each term w in the collection, W Fw, over the given time period of the collection, t1, ..., tn.
W Fw = (wfw,t 1 , wfw,t 2 , ..., wfw,t n ) wfw,t i = c(w, Dt i ) where wfw,t i is the frequency of the word w at the time ti, and c(w, Dt i ) is the count of w over all documents d having ti time tag in collection D.
We can now use any similarity metric for the time series to measure the correlation between a term and the query time series. Depending on the specific applications, we may also be interested in shifting the time points when computing correlations. For example, aligning term frequencies in earlier time points (e.g. 1 day before) to a stock time series can potentially discover terms that might "predict" stock changes, while aligning them from a later time period (e.g. a few days later) than the stock prices might reveal words that discuss the changes of stock that have already happened. In this paper, we do not systematically explore all these options, but instead simply align the time points exactly in order to focus on understanding the relative effectiveness of different methods, though one of the two methods to be presented below can capture the time shift to some extent. Furthermore, we may be interested in assessing correlation in a certain time period, rather than the entire time period. This can also be easily achieved by restricting the computation of correlation to only the interesting time period.
Pearson Correlation
Pearson correlation (Pearson) is the most representative metric for measuring how much two time series are related. It indicates whether two time series move in the same direction (an increase or decrease), which fits our purpose very well.
For two time series X=(x1, x2, ..., xN ) and Y =(y1, y2, ..., yM ), correlation coefficient can be defined as following 2 .
http://en.wikipedia.org/wiki/Correlation_ and_dependence where µX and µY are average of X and Y, X and Y are standard deviation of X and Y, E is expected value (average) operator, cov is covariance operator, and corr is correlation.
Dynamic Time Warping
Although Pearson correlation gives a good idea of how much the two time series are correlated, it has a limitation in capturing the similarity when one of the series is stretched or shifted. It is often the case that two time series have overall similar shapes, but are not exactly lined up on the timeline. In reality, when one factor may affect another, there can be a delay in the impact, or this impact may last longer even once the causal factor has disappeared. Therefore, it is possible for the two correlated time series to not be in sync.
To overcome this limitation, dynamic time warping (DTW) [17, 22] has been proposed. Dynamic time warping is a dynamic programming algorithm that aligns time series with a flexible timeline mapping. That is, depending on the shape of the series, one time period (e.g. a day) can be mapped to several time periods of the same kind (e.g. days) of the other series dynamically. By following the mapping path from the beginning to the end of the time series, DTW finds the best alignment path with the minimal distance between the time series (e.g. Euclidean distance).
Algorithm starts by building the distance matrix having distances for all pair between X and Y. Each component of cost matrix C is ci,j = kxi yjk. Then, using the cost matrix, optimal alignment path, p ⇤ , with minimal cost is searched.
where D is accumulated cost matrix. That is, D(i,j) is the minimal cost to align x1, ..., xi to y1, .., yj. D can be computed with the following rule with dynamic programming.
As we have mentioned in Section 2, dynamic time warping has also been used in previous works on time series retrieval [32] and word similarity by time dynamics [25] .
Aggregation function
Once we obtain the word correlation scores, our next task is to score documents based on their coverage of highly correlated words. We propose two strategies for doing this. The first one is to formulate a weighted text query using the highly correlated words, and adapt an existing retrieval function to score and rank documents. The second one is to directly compute an aggregated correlation score for a document based on the correlation scores of the words matched in the document. Compared with the first strategy, the second strategy has the advantage of generating a more meaningful score (i.e., correlation score) for our task, but the first one may have the advantage of leveraging existing retrieval heuristics. We now present these two strategies in detail.
Weighted TF-IDF (BM25)
The first strategy is to leverage an existing retrieval model. In our original problem formulation, the query is non-textual, thus we cannot apply a regular retrieval model. However, after we compute word correlations, we can generate a weighted text query based on the highly correlated words. This would allow us to leverage an existing retrieval model for scoring documents. In our experiments, we will use BM25 [10] , which is one of the most effective basic retrieval functions. Specifically, we can slightly modify BM25 formula to use a correlation coefficient for each term as a weight. With sorted terms w 0 i by correlation coefficient, we can define "top-K term BM25" as
Average Correlation
One potential disadvantage of the Weighted TF-IDF approach is that the scores are not so meaningful. We thus propose a second strategy where we aggregate the correlation values of words matched in a document and obtain an aggregated correlation value, which can be interpreted as the correlation of the topic covered in the document with the query time series. Average over all terms: A natural way to aggregate word correlations at the document level is to compute the average correlation of all the terms in the document (AC). Formally, each document consists of words that form a subset of the entire vocabulary of the input data set, d = w1, w2, .., w l . The ranking score of document d can then be defined as
where |d| is the length of document and corTS(wi) is the correlation between input time series and the word frequency curve of wi. Note that this aggregation function is independent of the correlation function for terms, thus we can apply it on top of any correlation function. We use the absolute value of the correlation as the weight because we want to focus on the strength of the correlation, regardless its sign. Moreover, we do not want to have two highly correlated terms with different direction that negate each other when being averaged. However, we could also consider the direction of the time series to obtain more detailed scores that can tell which documents had a positive impact or a negative impact on the query time series.
Since stopwords do not provide any meaningful signal about the time series changes, we can preprocess the documents to remove them. Average over top-k terms: Obtaining a high score for the average correlation requires for all the words in the document to be highly correlated. However, in reality, even if every single word is not highly correlated, there can still exist some important information that could explain the input time series. Besides, a relevant document containing correlated topics may cover non-correlated topics. Based on this intuition, we propose another aggregation method that uses only the top-K highest correlated terms to compute average correlation (TopK-AC). That is, documents will compete with each other using their best K terms. Ranking score of the document d can be defined as follows.
For each document, the terms will be sorted in descending order of the absolute values of their correlations. Then, the top K correlations will be used for computing each document's ranking score.
The ranking score of the document d can be defined as
where w 0 i are the sorted terms. Unlike the average correlation, top K average correlation will penalize documents that are shorter than K words, because their score will still be divided by K. This is reasonable, since such short documents are less likely to contain enough information. Average over top-k unique terms: When we observe only the top K correlated words, the list of their scores may be dominated by multiple occurrences of the same term. In large documents, multiple occurrences are more likely to happen. This may lead to documents that are more diverse to be ranked lower than the less diverse documents where a few highly correlated words are repeated a large number of times. To avoid this, we propose a variation of the top K average correlation where the list of top K correlated words contains only the unique terms (TopK-AC-Uniq).
To achieve this, input documents are reprocessed to have each word only once, d 00 = w 00 1 , w 00 2 , .., w 00 m . Then, the previous strategy of top K average correlation can be applied.
EVALUATION
To evaluate our retrieval task, we need a test collection that consists of (1) a text stream, (2) query time series, and (3) relevance judgments for each document with respect to each time series query. Since there does not exist any such test collection that we could use, we had to create one. Below we first discuss how we create our test collection, design our experiments, and then discuss the experiment results.
Experiment design
Data Set: Considering the availability of many stock price time series data and many news articles of the same time period, we decided to use stock price time series data as queries and the companion news stream as document collection. Specifically, for the text stream, we used The New York Times annotated corpus 3 covering all the news published for the period between July 2000 and December 2001, which includes the total of 144261 articles. For the input time series queries, we have used stock prices of multiple major companies. Daily stock price information was obtained from Yahoo! Finance 4 . Creating relevance judgments turned out to be a challenging task. To find if one document has contents associated with changes in time series, annotators would have to have profound knowledge for both time series and text data. We propose to solve this problem by assuming that a document mentioning the name of a company is relevant to the stock time series of the corresponding company. That is, given a query representing the stock prices of company entity A, we assume that any documents mentioning A are relevant. This gives us an objective way of evaluating our algorithms quantitatively. However, while it is reasonable to assume that if a document mentions entity A, it can be regarded as relevant, not all relevant documents necessarily mention entity A. We thus also examine the top-ranked results and evaluate them qualitatively.
To ensure each query has a reasonably large number of relevant documents in the collection, we selected companies that had more than 50 relevant articles in our document collection and whose daily values of stocks were available on Yahoo! Finance. We ended Measures: To measure the performance of our algorithms, we used standard information retrieval measures, mean average precision (MAP) and normalized discounted cumulative gain (NDCG) [9] . In our problem setup, we only used the binary relevance, that is, the gain will be either 0 or 1. Research Questions: First, we want to know if our proposed methods are capable of finding meaningful relevant documents based solely on a non-textual time series query. Second, we want to compare the different variations of our proposed algorithms and understand which method works the best. In particular, we would like to compare the Pearson correlation and the dynamic time warping correlation, and compare the weighted TF-IDF document scoring method with the correlation aggregation methods. Implementation Detail: For the implementation of dynamic time warping, we have used the Machine Learning Python package (mlpy) 5 . We removed stop words using the stopword list provided by the Python Natural Language Toolkit (NLTK 6 ).
Experiment Results
Qualitative evaluation
We first examine the quality of the top-ranked documents to see if it is feasible to retrieve meaningful relevant documents solely based on a non-textual time series query. In Table 2 , we show the dates and excerpts of the top ranked documents obtained by using American Airlines stock price query.
Interestingly, all of the top ranked documents are distributed over the late 2001, and related to the September 11 terrorist attacks and the anti-terrorism activities in 2001. In Table 1 , we further show the top-10 most correlated terms to the input time series. We again see that all the top terms are related to terror attack and also confirm that the highly correlated terms indeed contributed to the retrieval of the top-ranked relevant documents in Table 2 . Since our relevance judgments are created automatically based on entity recognition, our algorithm can also be used to (automatically) rank stocks based on how strongly their prices are correlated with topics covered in our news stream. Results in Table 4 are ranked by the MAP of Pearson correlation. Results with the American Airline stock query that had a significant cause, namely the September 11 attacks, which was mentioned a lot in the news media, shows the highest precision compared to other companies. This matches our intuition. In general, our algorithm can be used to analyze comparable time series data based on their correlations with topics in text data, offering an interesting novel way of mining text data for interesting topic patterns that might explain changes in time series data and obtaining potentially useful knowledge.
The results of American Airlines stock price query show that our algorithms can effectively cross the barrier of from time-series to text data to retrieval meaningful relevant articles based solely on a time series. We now show that the results can be significantly improved by further imposing a simple keyword constraint. In Table  3 , we show the top-10 results of using the stock time series of Apple after imposing the constraint that the documents must contain the term "Apple". Although the Apple stock price has also dropped due to the September 11 attacks, there was an even more significant drop at the end of the September 2000, when it turned out that the Apple's earnings report was not as good as its expectation. At that time, the company's stock price made a historical drop (about 50% off). In Table 3 , we can observe that all of the top 3 ranked documents directly explain this event. In addition to the earnings report, we can observe the various events that may have affected the company's stock such as the Federal Reserve and the opening of new retail stores. Notice that our algorithm ignored the September 11 related articles, which had a relatively low correlation to stocks in the computer industry.
These results also show that our algorithms can generate an additional ranking score orthogonal to the other ranking features used in a search engine to prefer documents that cover topics correlated with a time series, and thus can help improve the current search engines to generate more useful ranking of documents for the purpose of text analysis in association with a time series. Table 4 shows a comparison of the two correlation methods, i.e., Pearson and DTW, by fixing the aggregation function to average correlation (AC). We see that the number of relevant documents (from 52 to 575) is very small, when compared to the size of the whole collection (total of 144261 documents). Our algorithm with Pearson correlation shows a 0.0019 mean average precision that is higher than the random precision of 0.0013. It also shows a relatively high NDCG, 0.3515. When we used the dynamic time warping for correlation measure, the results showed an even better performance, with a 0.0022 mean average precision and a 0.3609 NDCG. DTW shows a significant improvement over the Pearson correlation (paired t-test, 95% confidence interval, t-value=2.25 for MAP and 3.43 for NDCG). The evidence shows that the flexible timeline alignment of dynamic time warping helps to better model the real world stock prices. Table 5 shows the retrieval performance with various aggregation methods when the correlation function is fixed to Pearson correlation. For major comparison, we also performed significant tests with paired t-test with 95% confidence level.
Quantitative Evaluation
Compared to the average correlation, all variations of the top K average correlation variations and BM25 have shown a significant improvement in NDCG. The results have shown that using only the most correlated terms of the document, instead of all of its terms, results in a more useful ranking. Such technique allows us to avoid the noisy insignificant terms that most documents contain.
When we compared the topK to topK-uniq methods, there were no significant differences. For average correlation, when we use a higher K, it shows a better performance for topK-AC methods (significant improvement from top5-AC to top20-AC). We tried larger values of K, the performance may be further improved slightly, but insignificantly. Extremely large values of K hurt the performance. Overall, K=20 seems to be a reasonable value.
BM25-based method showed higher sensitivity to K. It showed the best performance when K = 10, which is comparable to the top-K average correlation methods, but its performance for K = 5 and K = 20 was significantly worse than the top-K average correlation methods. One possible explanation is that the correlation aggregation methods can more directly and likely more accurately quantify the correlation of the topic in a document than using a standard retrieval function such as BM25.
We see that all the MAP values are very low. The main reason for this is because our retrieval task is much more challenging than a normal retrieval task as we face a huge gap between the query (a time series) and a relevant document. Thus the task is much harder than a normal retrieval task on average. Another reason is that our current gold standard does not contain complete relevance judgments, and many top-ranked ones are actually relevant as we have seen in the qualitative evaluation. While we believe the results of relative comparison between different ranking methods are meaningful, the MAP values we obtained are likely a significant under-estimate of the actual MAP values. Using more complete judgments for evaluation is an important future research to be done.
Despite the low MAP values, however, the NDCG values are relatively high. This difference is due to the different discounting coefficients used in the two measures to penalize results with lowly ranked relevant documents. Specifically, MAP penalizes low positions linearly, but NDCG uses a less-harsh logarithmic discounting scheme for penalization. We analyze this difference as follows. Suppose we want to compute MAP @K and NDCG@K for a query with a total of R relevant documents in the collection. Assume that there are n relevant documents returned in the top K results at ranks, r1, .., rn, respectively. Then, we have
where log is log with base 2. Thus, if we view each as a sum over all the ranks of a relevant document retrieved, then the weight at ri (rank of the i-th relevant doc) would be i/ri for MAP and 1/[log(ri +1)⇤(1+1/log3+...1/log(n+1))] for NDCG. Therefore, the impact of adding 1 to ri (i.e., moving a relevant down one position in the ranked list), measured by the ratio of the degraded weight to the original weight, would be: ri/(ri + 1) for MAP and log(ri + 1)/log(ri + 2) for NDCG. We clearly see that NDCG degrades much more slowly.
The difference between MAP and NDCG is further amplified in our results because we computed them over the whole set of docu- ments. Normally, in retrieval evaluation, we compute NDCG@10 because users generally only look at the top 10 documents, and any differences afterward probably do not matter to our users. However, in our evaluation, our goal is to compare two ranking methods for a very difficult ranking task, we did not use any cutoff and simply used the entire set of documents in order to see any small differences between different methods.
DISCUSSIONS
Although we focused on studying the accuracy of the proposed algorithm for solving this new problem in this paper, in practical applications, we would also need to consider the efficiency of the algorithm. Our envisioned application of the proposed retrieval problem is not for interactive search with time-series queries, but rather for joint analysis of text data and time-series data to discover topics that can potentially explain the changes of the time series data. Thus it does not have to respond in real time as in a regular Web search engine. For example, when analyzing stocks, we can easily afford to spend a few hours to find the most relevant topics. However, it is also possible to imagine other applications where faster responses are highly desirable. In such a case, there are several strategies to consider. First, when we save text collection, as a preprocessing step, we can generate word frequency time series for each term in the data set and index them by terms. Second, our proposed methods can be easily parallelized. When an input time series query arrives, we can calculate correlation coefficient with each term in parallel because the computation for each term is independent. The aggregation step can also be easily parallelized by aggregating a subset of data. The correlation coefficient computation may even be pipelined to the aggregation step for more speedup.
However, because the vocabulary size is huge, the correlation computation may still take a long time. To solve this problem, we can reduce dimensions by clustering temporally and semantically similar terms into a cluster. By using precomputed cluster time series as a unit, we would be able to decrease the amount of computation significantly in the correlation coefficient step as well as the aggregation step.
We assumed that 'relevant documents to time series' are highly correlated documents to the input time series that can potentially cause or be caused by the change of time series. Depending on what kind of correlation function to use, users may capture different notions of relevancy thus flexibly supporting different kinds of applications. For example, if a user is only interested in unidirectional causality from a document to input time series, it is possible to use a causality test with lagged value such as Granger test [7] as a correlation function.
In our evaluation, we assumed a document mentioning a company name to be relevant to the query representing the corresponding company's stocks. While this assumption makes it easy to perform quantitative evaluation, it also has its limitation. In particular, it appears that many relevant documents with topics related to the query time series do not necessarily mention the company's name. In our qualitative evaluation, we found that many top-ranked documents are clearly relevant, but they did not mention the company's name. As a result, they were regarded as non-relevant. This may also be a factor that has artificially lowered the MAP values. Further evaluation with more complete relevance judgments is thus needed in order to draw more reliable conclusions. However, we would like to stress that our results clearly demonstrate the usefulness of the proposed new retrieval task in helping an analyst to go from an arbitrary time series query into a text collection to explore relevant and related topics in the text data, providing a novel way to support text analysis.
CONCLUSIONS
We introduced and studied a novel retrieval problem with time series queries, where the goal is to find relevant documents in a text collection of the same time period as the time series query, which contain topics that are correlated with the query time series. This retrieval task is very useful for a user to analyze a time series jointly with companion text data, particularly in helping users understand the changes of a time series.
To solve this problem, we proposed and studied multiple retrieval algorithms that use the general idea of ranking text documents based on how well their terms are correlated with the query time series. Experiment results show that it is feasible to use a non-textual time series query to directly retrieve relevant text documents, and the proposed retrieval algorithms can effectively find relevant documents that are useful for understanding the changes of the query time series.
Our study only explored some basic algorithms for solving this problem, but the proposed solution framework is quite general and can thus easily support further exploration of this problem with more sophisticated correlation functions and aggregation functions, opening up many interesting directions for future research in this direction. First, we may extend the current algorithms with other advanced information retrieval techniques, such as query expansion and feedback process. For example, we may retrieve the top N highly correlated terms and use them as a supplementary measure of the input time series to find correlated documents. Second, we may perform topic analysis to capture the relationships among the terms and retrieve correlated topics with a time series. In this paper, we assumed independence of terms and computed the correlation between each term and the input time series independently. A potentially more interesting way may be to group related terms together (e.g. via semantic similarity, often co-occurring terms, or a high temporal correlation between terms) and measure correlation between the groups of terms (i.e., topics) and the input time series. Lastly, our quantitative evaluation relied on highly incomplete relevance judgments, thus a very important future work is to generate a test set by using experts to create a more complete set of relevance judgments, and further verify the effectiveness of the proposed methods with more solid evaluation.
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