Abstract. Suppose a pair of polynomialsf (X, Y ),ḡ(X, Y ) ∈ C[X, Y ] satisfies the Jacobian condition:f XḡY −f YḡX ≡ c = 0, c a constant. The plane Jacobian Conjecture asserts that there exist polynomials ϕ(U, V ),
Introduction
Letf (X, Y ),ḡ(X, Y ) ∈ C[X, Y ] be a pair of polynomials satisfying J (X,Y ) (f ,ḡ) := f XfȲ g XḡY ≈ 1, (The Jacobian Condition).
Convention 1.1. We write φ ≈ ψ when φ = cψ, for a suitable non-zero constant c. A pair satisfying the Jacobian Condition is called a Jacobian pair.
In an elementary move we replace a given Ψ : C 2 → C 2 by a composition Ψ • E or E • Ψ, where E : C 2 → C 2 is either a non-singular affine transformation or a mapping of the form (X, Y ) → (X, Y + ω(X)), ω(X) ∈ C[X].
Our Theorem 7.11 asserts that (f ,ḡ) : C 2 → C 2 is a polynomial automorphism in the sense that there exists a finite sequence of (elementary) moves on (f ,ḡ) at the end of which we arrive atf = X,ḡ = Y . This proves the Jacobian Conjecture. Let N denote the minimal possible value degḡ can attain amongst all moves. If N = 1, then (f ,ḡ) is clearly a polynomial automorphism.
The rest of the paper is devoted to showing that N ≥ 2 leads to a contradiction.
Let M := degf. We can assume N = degḡ, M ≥ N ≥ 2, and, without loss of generality, thatf ,ḡ are regular in X in the sense that deg Xf (X, 0) = M, deg Xḡ (X, 0) = N.
We can also assume thatf (X, 0),ḡ(X, 0) are monic.
We can writeḡ as a polynomial in X, Now, take h ∈ Q + . Consider the weight system w(X) = h, w(Y ) = 1. (The weight of X i Y j is ih + j.) Let Wf (h)(X, Y ) denote the leading weighted (homogeneous) form off , i.e., the sum of all monomials off of maximal weight. Let Wḡ(h)(X, Y ) denote that ofḡ.
Leth denote the largest number such that Wf (h)(X, 1) or Wḡ(h)(X, 1) has at least two distinct roots. Of course, 0 <h ≤ 1 and, since b 1 (Y ) ≡ 0, Wḡ(h)(X, 1) has no X N −1 term.
We shall see, in §5, that, since (f ,ḡ) is a Jacobian pair, the polynomials Wf (h)(X, 1), Wḡ(h)(X, 1) must be "proportional" (Definition 2.1). In particular, if one has two or more distinct roots, so does the other.
Thanks to this proportionality we can also assume that M > N. (See §5.)
Supposeh < 1. Then 1/h ∈ N. For otherwise, the move Y → Y + cX 1/h , where c = 0, Wḡ(h)(1, c) = 0, would reduce N, a contradiction. Hence only two cases can arise: (1.2) (i)h = 1, (ii) 1/h ∈ N, (0 <h < 1).
We show, in §7 , that in either case, the assumption N ≥ 2 leads to a contradiction.
We replacef ,ḡ byf − c 1 ,ḡ − c 2 , where c 1 , c 2 are fixed generic constants. Then, with g(X, Y ) fixed, we define an elimination process, beginning withf 0 :=f, as follows.
First, definē If Wf 2 (h)(X, Y ) = C 2 X M 1 + · · · , C 2 = 0, we definef 3 , etc.. Thus, this process either produces an infinite sequence {f 0 , · · · ,f i , · · · }, or else terminates at a finite stage, producing {f 0 , · · · ,f U },f U being the only one such that Wf U (h)(X, 0) ≡ 0, deg Xf i (X, 0) < NM i−1 , either for all i, or for all i ≤ U,
We shall show (Corollary 7.10 ) that this process always terminates.
To show the finitness of the elimination process we substitute X = x, Y = 1/y, yielding (1.3) f (x, y) :=f (x, 1 y ), g(x, y) :=ḡ(x, 1 y ), and a new Jacobian Condition in terms of (x, y),
We also call (f, g) a Jacobian pair ;f andḡ (resp. f and g) a Jacobian companion of each other.
Similarly we define f 1 (x, y) :=f 1 (x, 1 y ), · · · , f U (x, y) :=f U (x, 1 y ).
In the rest of the paper, we shall work mainly with the coordinate system (x, y).
By a Newton-Puiseux root of g(x, y) we mean a Laurent fractional power series γ(y) such that g(γ(y), y) ≡ 0 ( §3). (It parametrizes at "infinity" a root ofḡ(X, Y ).) Such a root is called an eclipse root if f (γ(y), y) is bounded as y → 0; otherwise, called non-eclipse. We show a non-eclipse root always exists.
The proof of finiteness of the elimination process is based on a detailed analysis of the Newton polygons of g, f, f 1 , ..., relative to the Newton-Puiseux roots of g and is presented in §7. This section contains also the proof of the main Theorem 7.11 which, besides the finiteness, uses other subtle properties of these Newton polygons.
In §7.2 we present a variant of our proof which does not require such a detailed analysis of the Newton polygons, although is still based on the finiteness of the elimination process. This approach uses the renowned Suzuki-Abhyankar-Moh Theorem ( [5] , [2] )). We show that the existence of an eclipse root would force the elimination process to be infinite. Hence no eclipse root can exist. It follows thatḡ(X, Y ) has no asymptotic critical value (Proposition 7.15) and hence, by the Suzuki-Abyhankar-Moh Theorem, is equivalent to a linear function.
Both proofs grew out of a complete understanding of the elimination process. The use of Newton Polygons relative to the Newton-Puiseux roots of g(x, y) has made possible the interplay between the local and the global analysis of the situation, while in the mean time allowing us to visualize the elimination process in action.
Resonant pairs of polynomials
Take non-zero polynomials P (z), Q(z) ∈ C[z], of degrees p, q respectively. Write (1) △ (P,Q) ≡ 0.
(2) There are constants m, n, (m, n) = (0, 0), such that
If (2) is satisfied then (m, n) and (p, q) are proportional.
Proof. The multiplicities of the roots of P and Q can be compared in
which is equivalent to the equation in (2) . The rest of the proof is obvious.
Definition 2.3. We say (P, Q) is a resonant pair of type (p, q), and P, Q are resonant companion of each other, if
In this case p, q ≥ 1, P (z)Q(z) has no multiple root; P ′ , Q ′ have no common root.
Remark 2.4. Suppose there exist constants m, n such that mP nQ P
Then (P, Q) is a resonant pair if and only if p ≥ 1, q ≥ 1. In this case mq = pn.
Remark 2.5. If (P (z), Q(z)) is a resonant pair, then so is the pair (aP (cz + d), bQ(cz + d)), where abc = 0. Hence, when searching for resonant companions, we can always assume that P, Q are monic; and also that one, and hence both (except if p = q = 1), of them are Tschirnhausen polynomials, that is, polynomials of the form z n + c n−2 z n−2 + · · · .
Example 2.6. Take Q(z) = z. Then P (z), monic, is a resonant companion if and only if
Lemma 2.7 (Resonance Degree lemma). Let P, Q be monic polynomials of degree p, q respectively. Let (a, b) be a pair of positive integers proportional to (p, q). Then
In particular, (P, Q) is a resonant pair if and only if
the right-hand side is of degree p + q + d − 1 with leading coefficient dc − qac. Definition 2.8. Take P 1 (z) ∈ C[z], of degree p 1 . We say the ordered pair (P 1 , Q) is weak resonant if there exists R(z) ∈ C[z], r := deg R ≥ 1, such that
where m 1 = 0, n = 0 are real numbers, γ ≥ 0, β > 0 are integers.
An easy consequence of the definition is
another one is the following Now, let z 0 be a root of P 1 (z)R(z). By comparing the orders of the poles on both sides of (2.2), we see that there are only two distinct possibilities: To show (3) ⇒ (4), note that, using (2),
It follows that all roots ofP 1 are simple, P 1 has only roots of the first type, proving (1).
Remark 2.12. Let (P 1 , Q) be a weak resonant pair (of first type or not). The above argument shows that m 1 /n is a positive rational. Hence one can always choose m 1 , n as integers of the same sign.
Let (P 1 , Q) be a first type weak resonant pair, P 1 = R s−1P
1 . We write (2.6) simply as (2.7)
In general, supposeP 1 , R are monic polynomials of degreep 1 ≥ 1, r ≥ 1 respectively, satisfying (2.7). IfP For a proof, compare the orders of the zeros in (2.7).
Remark 2.14. For first type weak resonant pairs (2.4) yields an exact formula for p 1 : This follows from the identity
Corollary 2.16. Let (P 1 , Q) be a first type weak resonant pair of monic polynomials. If
Definition 2.17. We say that a first type weak resonant pair (P 1 , Q) is a special weak resonant pair, or an SWRP, if for each root z 0 of Q we have (2.9)
Evidently, in this case P 1 has roots that are not roots of Q, and by (2.4) these roots are simple. In particular,
2 is a first type weak resonant pair but not an SWRP. Here, R = Q, p 1 = 5, q = r = 3, s = 2, (2.9) is satisfied for z = 1 but not for
2 is an SWRP. The roots of P 1 are z = 0, z = 1 and two other real roots z = 5/6 ± √ 5/6; p 1 = 7 and q = r = 3. Both z = 0 and z = 1 satisfy (2.9).
Take a weight system w(x) = h, w(y) = 1, h ∈ Q, and consider the weighted forms in x, y such that x has integral non-negative exponents, and y may have arbitrary rational exponents. Let F (x, y), G(x, y) be such weighted forms. Then we call the polynomials P (z) := F (z, 1), Q(z) := G(z, 1), z ∈ C, the dehomogenizations of F , G respectively. The weighted degree, m, of F , and the weighted degree, n, of G are defined by
An easy calculation of the Jacobian determinant yields (2.12)
where the one variable polynomials P, P ′ , Q, Q ′ are calculated on z = x/y h .
Definition 2.18. Take non-zero weighted forms F , G. We say they are proportional if there exist a weighted form H(x, y), α, β ∈ Z, c, c
The following easy lemmas will be used frequently. (1) m = n = 0; (2) F and G are proportional.
, if and only if m + n − h − 1 = −2 and P, Q is a resonant pair.
Newton polygons relative to an arc at infinity
Consider f (x, y), g(x, y) ( §1, (1.3)), and the Newton-Puiseux factorisations ( [6] )
where
A Laurent fractional (power) series is a (convergent) series of the form
By (the germ at infinity of) a real analytic arc in the (X, Y )-plane we mean an arc
where γ(y) is a Laurent fractional series. (To get the complexification of γ γ γ, put y = z L .) We shall also consider γ γ γ as an arc in the (x, y)-plane. Now, let φ(x, y) be a given polynomial in x, like f (x, y) or g(x, y), whose coefficients are Laurent series in y.
Take the series γ(y) in (3.2). As in ( [6] , [4] ), the Newton Polygon of φ relative to γ, denoted by N P γ (φ), is defined as follows.
Consider the expansion
For each c ij = 0 we plot a dot, called a Newton dot, at the point (i, j/L), then draw an upward vertical half line on each Newton dot. The boundary of the smallest convex hull which contains all these half lines is N P γ (φ).
If φ is monic in x, degree d, then (d, 0) is a Newton dot and also a vertex of N P γ (φ). If φ(γ(y), y) ≡ 0, then there is no dot on the y-axis, and conversely.
For a Newton edge E of N P γ (φ), let L(E) denote the straight line extending E. Take a compact edge E. Define the associate weighted (homogeneous) form by
This is a weighted form with w(x) = h E , w(y) = 1, where h E denotes the co-slope of E. The associated polynomial is the dehomogenization
Now, take any h ∈ Q. Either there exists a unique compact edge, E := E(h), with co-slope h E = h, or else there is a unique vertex V (h), such that the line through V (h) with co-slope h meets the polygon only at this vertex.
In the former case, we define W (h)(x, y) := W E (x, y), and in the latter case, define
If h is non-trivial then P E (z) has at least one non-zero root, and conversely.
Convention 3.3. We count the compact edges counter-clockwisely from the negative y−axis. Thus E 0 denotes the first one (the one closest to the y−axis). We shall write h 0 := h E 0 .
The Straightened Newton Polygon of φ relative to γ γ γ, denoted by SN P γ (φ), was defined geometrically in ( [4] ). If E 0 has one vertex on the y-axis and the other vertex V 1 = (k,k) for k ≥ 2, then SN P γ (φ) := N P γ (φ). In case if V 1 is on the line x = 1, then we erase the first (to the left) compact edge and extend the second one to the y-axis. If γ is a root of φ, but not a multiple one, then we simply extend the first compact edge to the y-axis.
In general, SN P γ (φ) can be defined algebraically as follows. For simplicity, let the Newton-Puiseux roots of φ be that of f (x, y) in (3.1). We assume M ≥ 2.
Let γ * be the arc defined by x = γ(y) + cy h , where c ∈ C is a generic constant (if h = ∞ then we put γ * = γ). We define
Then no part of the polygon SN P γ (φ) lies above N P γ i (φ).
In particular, if φ has no multiple root then the vertex on the y-axis of the former either coincides with, or lies below, that of the latter.
On the other hand, for a given polar
This lemma follows from Lemma 3.3 in [3] , or Theorem 2.1 in [4] . Proof. Let x = γ i (y), 1 ≤ i ≤ r, denote the polar arcs of φ(x, y). Obviously, they are also the polar arcs of φ(x, y) − c, for any c.
For a polar arc we always have SN P γ i (φ) = N P γ i (φ). Hence, by Lemma 3.4, it suffices to prove the assertion for polar arcs only.
Consider a fixed γ i . First, if N P γ i (φ) has the origin (0, 0) as a vertex, then so does N P γ i (φ − c), for any c, c = P E (0), E being the Newton edge having (0, 0) as the left vertex.
If N P γ i (φ) has a vertex on the negative y-axis, it remains a vertex of N P γ i (φ − c). So in these two cases N P γ i (φ) and N P γ i (φ − c) coincide for generic c. Now suppose N P γ i (φ) has a vertex on the positive y-axis, or no vertex on the y-axis. In this case the difference between N P γ i (φ) and N P γ i (φ − c), c = 0, is that 0 is a vertex of the latter but not of the former. The Newton edge E ′ of N P γ i (φ − c), which has 0 as its left vertex, contains a vertex, or an entire edge, of the former. Hence N P γ i (φ − c) is generated by N P γ i (φ) and the origin.
Thus, each N P γ i (φ − c), 1 ≤ i ≤ r, c generic, has a vertex either at, or below, (0, 0).
Newton Polygons of Jacobian companions
Fix a weight system w(x) = h, w(y) = 1, h ∈ Q. Consider the weighted expansions
where F , G are the (weighted) initial forms, γ a given arc. Write F , G as in (2.11), with weighted degrees deg F := m, deg G := n.
Convention 4.1. When a weight system w(x) = h, w(y) = 1 is given, in order to stress that fact that the weighted expansion (4.1) depends on h, we sometimes (if necessary) use F (h), G(h) to denote the weighted initial forms, of weighted degrees m(h), n(h), and with associated polynomials P (h), Q(h), etc..
The Jacobian Condition implies that α 1 (y), · · · , β N (y), in (3.1), are mutually distinct.
Proposition 4.2. There are three possible types for
(e) Eclipse: m = 0, n = 0, and 1 < h; (r) Resonance:
and (P, Q) is a resonant pair. In the cases (p) and (e), J(F, G)
Proof. Clearly we have In this case, the corresponding edges are parallel, the ratio of the lengths is also r. Next, we apply the Preparation Lemma 3.5 to f − c 1 and g − c 2 , c 1 , c 2 generic. rN, 0) . 
As
0
. In the weighted expansions (4.1) write the corresponding weighted initial forms as
where the dots stand for terms with exponents (p
If J(F, G) ≡ 0, it must be the initial form of J(f, g) ≈ −y −2 . This is impossible since p ≥ 2. Hence J(F, G) ≡ 0, (p,p) and (q,q) are proportional.
By the Preparation Lemma, the weighted degree m of F is strictly negative. Hence, by Lemma 2.20, F and G are proportional.
Letting h = h E k , for any k ≥ 1, the above implies that 
and for all h < h 0 ,
Corollary 4.6. Let γ γ γ : x = γ(y) be a polar arc of g, that is a root of ∂g/∂x = 0. If g is bounded on γ then so is f .
Hence it is also a vertex of SN P γ (f − c 1 ). It follows that f − c 1 , and also f , are bounded.
Let γ γ γ : x = γ(y) be a Newton-Puiseux root of g, that is, one of β j (y) in (3.1).
Definition 4.7. We say γ γ γ is an eclipse root of g if f is bounded on γ γ γ; otherwise, non-eclipse. Proof. Since f is unbounded on γ γ γ, N P γ (f ) has a vertex on the negative y-axis, hence so does SN P γ (f ). Thus SN P γ (f ) = SN P γ (f −c) for all c. By Proposition 4.4, SN P γ (g −c 2 ) also has a vertex on the negative y-axis. This implies that the weighted multiplicities m, n of F (h 0 ), G(h 0 ) are negative. The coslope h 0 cannot be eclipse.
Since γ is a root of g, N P γ (g) has no dot on the y-axis, and Q(h 0 ) has a root at z = 0. This root must be simple, for otherwise h 0 would not be the biggest co-slope.
If h 0 were proportional, then P (h 0 ) would also have a root at z = 0 and this root, for the same reason, has to be simple. Thus, in this case, deg P (h 0 ) = deg Q(h 0 ) and M = N by Proposition 4.4, a contradiction. Hence h 0 must be resonant. The second picture of Figure 2 shows an arrangement for γ eclipse.
5. Set-up for Elimination Process.
Consider the weight system w(X) =h, w(Y ) = 1 and the weighted expansions
The last term is weighted homogeneous of degree
In this case an elementary move (f ,ḡ) → (f,ḡ −f ) would drop N, a contradiction.
Hence from now on we can assume M > N. Now, we proceed by replacingf,ḡ byf − c 1 ,ḡ − c 2 , c 1 , c 2 generic constants. In this section we study the first step of the elimination process. Take a Newton-Puiseux root γ γ γ(y) of g(x, y). Since Wḡ(h)(X, 1) has at least one non-zero root, −h must be the smallest non-trivial co-slope of N P γ (g), and, by Proposition 4.4, also that of N P γ (f ). Hence it has the form (6.1)
Again, let h 0 denote the (common) biggest non-trivial co-slope of SN P γ (f ) and SN P γ (g). As in §1, let
For a fixed co-slope h, let us expand f 1 with respect to w(x) = h, w(y) = 1,
where F 1 = F 1 (h) is the weighted initial form, P 1 (z) its dehomogenization, p 1 := deg P 1 .
Then, if h < h 0 , (4.4) is equivalent to
Proposition 6.1. Suppose h 0 is resonant. Then
and m < 0, n < 0, m 1 < 0,.
This shows the first formula. The Resonance Degree Lemma 2.7 implies the equality in (6.5). By Proposition 4.4,
(ii) P (h 0 ), Q(h 0 ) are not proportional, and hence
Proof. To show (ii) note that, by (2) of Proposition 5.1, Q(h 0 ) vanishes at z = 0 but P (h 0 ) does not. So they cannot be proportional. The inequality follows from the Resonance Degree Lemma 2.7.
Similarly, Q(h 0 ) vanishes at z = 0 but P 1 (h 0 ) does not, proving (iii). 
is a weak resonant pair.
In both cases m 1 < 0, m < 0, n < 0, and p 1 ≥ 2.
Suppose J(F 1 , G) ≡ 0. Since P and Q are proportional, P = cR α , Q = c ′ R β , (6.6) gives a weak resonant relation ( §2), (6.8)
We say h < h 0 is proportional (resp. weak resonant) for (F 1 , G) if (p) (resp. (r)) holds.
Note that if h < h 0 is weak resonant then by (6.9) and (2.3), (6.10)
Proof. It suffices to show that if Q(h) has at least two distinct roots then so does P 1 (h). This is obvious if P 1 and Q are proportional. Otherwise, (P 1 , Q) is a weak resonant pair and this follows from Lemma 2.9.
Given h < h 0 , we denote by h the smallest co-slope h > h that is non-trivial for N P γ (f 1 ).
(It may happen that h = h 0 .) Denote by m, n, m 1 the degrees of the initial forms F , G, F 1 of f, g, f 1 respectively, with respect to the weights w(x) = h, w(y) = 1. Similarly, we use the notations P , Q, P 1 and p, q, p 1 . Note that, for instance, p equals the multiplicity of z = 0 as a root of P , see Figure 3 . By the geometric interpretation of h and h as tangents,
Lemma 6.5. For any co-slope h ≤ h 0 ,
Proof. For weak resonant h the inequality is proven in (6.10). For h = h 0 it follows from (6.5) in the non-eclipse case and from (ii) of Proposition 6.2 in the eclipse case. Thus it suffices to show (6.12) for P 1 , Q proportional. If we write (6.12) as p 1 > Np−q −p, then we see that it is preserved by the proportionality relation. More precisely, if P 1 , Q, P are proportional and if, as above, we denote by p 1 , p, q the multiplicities of z = 0 as a root of P 1 , P, Q, then (p 1 , Np − q − p), ( p 1 , N p − q − p) are proportional. But p 1 , p, q are the degrees of the polynomials corresponding to h, and hence (6.12) for h is equivalent to the similar inequality for h. Thus to show the inequality for proportional h we take the smallest co-slope h ′ > h such that the associated polynomials
In these cases (6.12) has already been proven.
is a first type weak resonant pair.
Proof. Suppose, for such h, there exists a root, z 0 , of P 1 Q of the second type. Clearly, z 0 is a common root of P 1 and Q, and, by Proposition 2.11, (m 1 /n)β ≤ (s − 1). First, suppose z 0 = 0. This implies that the degrees p 1 , q are proportional to m 1 , n. Hence
which contradicts Lemma 6.5. Now, suppose z 0 = 0. Using the Newton-Puiseux Theorem, we can find another root γ * of g of the form γ * (y) = γ(y) + z 0 y h + · · · , (we may delete terms of γ(y) of order > h).
Let us consider N P γ * (g), N P γ * (f 1 ), P * 1 (h), Q * (h), etc, defined for the root γ * . An important observation is that
which have a common root z * 0 = 0 corresponding to z 0 . We can then apply the above argument to z * 0 = 0 to produce a contradiction.
Note. The switching from γ to γ * is essentially the idea of a "sliding" in [4] .
Lemma 6.7. Consider two consecutive non-trivial co-slopes h < h < h 0 of N P γ (f 1 ).
(
1) If h is proportional, then so is h; (2) It is impossible to have both h, h weak-resonant.
Proof. The following equality and inequality follow from (6.11) and (6.12) respectively,
If h is weak resonant and h proportional then, by Proposition 6.3, the left hand side of (6.13) is positive, so this case is impossible.
Similarly, if both h, h are weak-resonant, the left-hand side of (6.13) equals 0, hence so does the right-hand side. This contradicts Corollary 6.6.
The second assertion also follows directly from Corollary 6.6. Indeed, if h < h are two consecutive non-trivial weak resonant co-slopes, then, by (6.13), p 1 = N p − p − q + 1, a contradiction.
Theorem 6.8. Let γ be a root of g of eclipse type. Any co-slope h < h 0 is proportional. In particular, SN P γ (f 1 ) and SN P γ (g) are radially proportional.
Proof. Let h denote the biggest co-slope such that h < h 0 and h is non-trivial for N P γ (f 1 ). If h were weak resonant then, by Proposition 6.3, the left-hand side of (6.13) would be positive, a contradiction. Now, apply Lemma 6.7 to complete the proof. Theorem 6.9. Let γ be a root of non-eclipse type. Let h 1 be the biggest co-slope such that h 1 < h 0 and h 1 is non-trivial for N P γ (f 1 ). Then
(1) The co-slope h 1 is of weak resonant type; the associated polynomials P 11 := P 1 (h 1 ),
Proof. Set h = h 1 , h = h 0 . Note that (6.13) remains true. By (6.5) the right-hand side equals to 0. Therefore, by Proposition 6.3, h 1 is weak resonant. The pair (P 11 , Q 1 ) is of the first type by Corollary 6.6.
We claim that this pair is an SWRP. This can be proved again by "sliding". More precisely, let z 0 be a root of Q. We may suppose that z 0 = 0. (Otherwise, we can replace γ by γ * as before, thus translating z 0 to z * 0 = 0; the new root for the co-slope h 1 is still weak resonant, by Theorem 6.8, it cannot be of eclipse type.) q p q p^1 1 Figure 4 .
Now for z 0 = 0 the inequality (2.9) can be read easily from the Newton polygon, see Figure  4 . It presents the case when h 1 is not trivial for g. The other case, h 1 trivial for g, is even simpler. An algebraic computation goes as follows. Denote the degrees corresponding to h 1 by m 1 , m, n etc. as before and those to h 0 by m 1 , m, n etc.. Then, by (6.3), m 1 > Nm. On the other hand m 1 = N m and therefore
Hence by (6.11), m 1 q > n p 1 and consequently p 1 q > q p 1 , proving (2.9) as claimed.
Finally, (2) follows from Corollary 6.6 and Corollary 2.16. This completes the proof.
Remark 6.10. The argument of the proof of Lemma 6.7, Theorem 6.8, and Theorem 6.9 can be reorganized as follows. Define the weighted degree deficit and the degree deficit of a co-slope h ≤ h 0 by
By (6.4), (6.5), Proposition 6.2, and Lemma 6.5 we have
Then (6.13) takes the form
Let h < h 0 . By Proposition 6.3, h is weak-resonant if and only if wd(h) = 0 and for weakresonant h, d(h) > 0. Thus the formulas (6.14) and (6.15) impose restrictions on possible sequences of non-trivial co-slopes h < h 0 of N P γ (f 1 ).
7. Newton polygon of f i relative to a root of g.
We continue the elimination process by studying N P γ (f j ), j ≥ 1. The method is similar to that used in the last section. Nevertheless we give details.
We continue to use the following notations. For a given h, the weighted expansion of f j , with w(x) = h, w(y) = 1, is written as
The assumption (1.4) gives
7.1. Non-eclipse case.
Theorem 7.1. Suppose γ is a root of g of non-eclipse type. There is a finite sequence
of co-slopes such that, for every given j, 0 ≤ j ≤ k, the following hold.
(1) If 1 ≤ j ≤ k, thenh j is the biggest co-slope that is smaller thanh j−1 and non-trivial for N P γ (f j ).
(2) The polynomials P j (h j ), Q(h j ) form a special weak resonant pair (SWRP). (3) Ifh j is trivial for N P γ (g) then the edge with co-slopeh j of N P γ (f j ) has two dots. (4) If h <h j is non-trivial for N P γ (g) then it is non-trivial for N P γ (f j ).
(5) For h <h j the corresponding initial forms F j (h) and G(h) are proportional.
In particular,h 1 = h 1 , where h 1 is defined in Theorem 6.9.
For a proof we proceed by induction on j, 0 ≤ j ≤ k − 1. Supposeh i have already been defined for i ≤ j and satisfy the above properties.
By (5) of Theorem 7.1, for h ≤h i , i ≤ j, we have the proportionality:
and, for h <h i , the identity
where C i is the i-th constant of the elimination process, i.e.
and hence, by (7.1),
This shows the first formula.
Similarly, by (7.1), the first type weak resonance relation between P j = P j (h j ) and Q = Q(h j ) is
By the Resonance Degree Lemma 2.7,
and the last term equals j−1 i=0 (N − 1)p i by (7.9) and (7.3).
Definition 7.3. By the j-th weighted degree deficit and the j-th degree deficit of h ≤h j we mean Proof. This follows easily from (7.8).
If J(F j+1 , G) ≡ 0, then, by comparing both sides in (7.8),
Since P i , i ≤ j, and Q are proportional for h <h i , (7.8) gives a weak resonant ( §2) relation,
If J(F j+1 , G) ≡ 0 then, as a consequence of (2.3),
Lemma 7.5. If h ≤h j is a non-trivial co-slope of N P γ (g) then it is a non-trivial co-slope of N P γ (f j+1 ).
Proof. It suffices to show that if Q(h) has at least two distinct roots then so does P j+1 . This is obvious if P j+1 and Q are proportional. Otherwise, by Proposition 7.4, (P j+1 , Q) is a weak resonant pair, the lemma follows from Lemma 2.9.
For h <h j , let h denote the smallest co-slope h > h that is non-trivial for N P γ (f j+1 ).
(It may happen that h =h j .) Denote by m, n, m 1 , etc., the degrees of the initial forms F , G, F 1 , etc., of f, g, f 1 ,etc., with respect to w(x) = h, w(y) = 1. Then p i (resp. q) equals the multiplicity of z = 0 as a root of P i (h) (resp. Q(h)), for i ≤ j + 1. We have again (7.14)
Lemma 7.6. For any co-slope h ≤h j ,
Proof. For h =h j we have the equality, see (7.7). For h <h j , h weak resonant, the inequality is proven in (7.13).
Thus it suffices to show (7.15) when P j+1 , Q are proportional. Fix h <h j so that P j+1 (h), Q(h) are proportional. Since (7.15) is preserved by proportionality relations (compare the proof of Lemma 6.5) it suffices to prove it for the first co-slope h ′ > h for which the associated polynomials P j+1 (h ′ ), Q(h ′ ) are not proportional. But this h ′ either equalsh j or is weak resonant. In these cases (7.15) has already been proven. Proof. Suppose that for such h, z 0 is a root of P j+1 Q of the second type. By Proposition 2.11, (m j+1 /n)β ≤ (s − 1) and z 0 has to be a root of Q. By replacing γ by another NewtonPuiseux root of g (sliding), if necessary, we can assume z 0 = 0. (Here we need to know that (7.13) holds also in the eclipse case. For this see Lemma 7.14.)
The degrees p j+1 , q are proportional to m j+1 , n. This gives
a contradiction to Lemma 7.6. The last assertion of the Corollary follows from (2) of Proposition 2.11.
Lemma 7.8. Leth j+1 be the biggest co-slope non-trivial for N P γ (f j+1 ) such thath j+1 <h j . Thenh j+1 is weak resonant for P j+1 , Q.
Proof. For h <h j and for h defined above, (7.14) gives
If h =h j+1 , h =h j , then wd j (h) = 0 by (7.7). Thereforeh j+1 is weak resonant.
Let h < h be consecutive non-trivial co-slopes, h <h j . Then the left-hand side of (7.16) is ≤ 0 and therefore a non-trivial proportional co-slope cannot be bigger that a weak resonant one.
Similarly one can show that it is impossible to have two non-trivial weak resonant co-slopes in a row. This also follows from Corollary 7.7. Indeed, suppose h < h are consecutive nontrivial weak resonant co-slopes. Then by Corollary 7.7 and (2.4),
This contradicts Corollary 7.7.
We can show that the polynomials P i (h i ), Q(h i ) form a special weak resonant pair either by a geometric argument or by a direct computation. Then (3) of Theorem 7.1 follows from Corollary 6.6 and Corollary 2.16.
To finish the proof of Theorem 7.1 we show that this process terminates in a finite number of steps. Since N P γ (g) has only finitely many non-trivial co-slopes this follows from the next lemma.
Lemma 7.9 (Finiteness lemma). Supposeh j > −h is a non-trivial co-slope of N P γ (g). Then there is a finite number l such thath j+l is again a nontrivial co-slope of N P γ (g).
Proof. Ifh j+1 > −h is a trivial co-slope of N P γ (g) then
By (7.7),
By (5) of Theorem 7.1, p j+1 (h j+1 ) < Np j (h j+1 ), and hence
Geometrically, the difference p j+1 (h j+1 ) − p j+1 (h j ) represents the horizontal length of the additional edge on N P γ (f j+1 ).
If, moreover,h j+2 is a trivial co-slope of N P γ (g) then similarly,
Thus the horizontal length of consecutive additional edges decreases and hence the process terminates. This proves Lemma 7.9. By (6.1),h k = −h. This completes the proof of Theorem 7.1. Proof. A non-eclipse root of g exists by Proposition 5.1. We choose one and apply Theorem 7.1. As
Consequently, by (6.1), and for the weights w(x) =h, w(y) = 1, the weighted degree deg wfk+1 =hNM k .
By construction, p k+1 = deg(P N k −C N k Q M k ) < Np k = NM k , and hence there is no Newton dot at (NM k , 0) on the Newton polygon off k+1 (X, Y ).
The key point of the above proof is the inequality p k+1 < Np k for h =h k . Actually we have a better result. Since (P k , Q) is a special first type weak resonant pair it follows from (7.7), Theorem 7.1, (7.12), (2.8) and (2.10) that Proof. Suppose firsth = 1. Thenf k+1 is of degree M k+1 = NM k . Since Q has at least two distinct roots, it follows from (7.17) that the Newton polygon off k+1 has no Newton dot at (M k+1 , 0) nor at (M k+1 − 1, 1). Therefore the Newton polygon of J(f k+1 ,ḡ) has no dot at (M k+1 + N − 1, 0). When we take a generic co-slope h >h and expand This yields a contradiction since the weighted initial form of the left-hand side, but not of the right-hand side, must involve y. Alternatively, we can expand with respect to a generic co-slope h < −h L in (x, y),
. Now suppose 0 <h < 1. Again, by Theorem 7.1, the Newton polygon off k+1 has no dot at (NM k , 0). Since 1/h / ∈ N, there cannot be a Newton dot at (NM k − h −1 L , 1). Then the same argument as in the caseh = 1 yields a contradiction.
The case 0 <h < 1 can be also excluded by [1] , Theorem 18.13. 7.2. The Eclipse case. It is also possible to prove Theorem 7.11 without such a careful analysis of the behavior of polynomials during the elimination process, namely without considering SWARP. This can be done by directly showing that the eclipse case actually never arises.
Theorem 7.12. Let γ be a Newton-Puiseux root of g of eclipse type. Then for all j and for all h < h 0 , h is a proportional co-slope for f j , g.
Proof.
The proof is similar to the proof of Theorem 6.8 and 7.1. We just sketch the main points of the proof.
Firstly for all i, P i (h 0 ), Q(h 0 ) are not proportional. Indeed, Q(h 0 ) vanishes at z = 0 and P i (h 0 ) does not. Hence wd j (h 0 ) < 0, d j (h 0 ) ≥ 0. It is easy to see that the following analogues of Lemmas 7.5 and 7.6 hold.
Lemma 7.13. If h < h 0 is a non-trivial co-slope of N P γ (g) then it is a non-trivial co-slope of N P γ (f j ) for all j ≥ 0.
Lemma 7.14. For any co-slope h ≤ h 0 and for all j ≥ 0,
(N − 1)p i − q + 1.
The formula (7.16) holds and implies that, for each j ≥ 0, a non-trivial proportional coslope cannot be bigger than a weak resonant co-slope. The same formula also implies that the first non-trivial co-slope smaller than h 0 has to be proportional.
This completes the proof of Theorem 7.12.
It is clear that Theorem 7.12 contradicts Corollary 7.10. Therefore g cannot have any Newton-Puiseux root of eclipse type. Theorem 7.11 follows from the following Proof. The proposition follows from the Suzuki-Abhyankar-Moh theorem [5] , [2] . Indeed, by this theorem, ifḡ has no critical values, neither the standard ones nor the ones at infinity, thenḡ is equivalent to a linear function. In this case it is easy to see that (f,ḡ) is an automorphism.
So suppose thatḡ has a critical value at infinity. It means that there is (the germ at infinity of) a polar arc δ of g such that g is bounded on δ (see [4] , §4). Then, by Corollary 4.6, f is bounded on δ. By Lemma 3.4 there is a Newton-Puiseux root of g that is of eclipse type. In other words the existence of a critical value at infinity produces a root of eclipse type.
