A functional focal-plane implementation of a 2D optical flow system is presented that detects an preserves motion discontinuities. The system is composed of two different network layers of analog computational units arranged in a retinotopica1,order. The units in the first layer (the optical flow network) estimate the local optical flow field in two visual dimensions, where the strength of their nearestneighbor connections determines the amount of motion integration. Whereas in an earlier implementation [ I] the connection strength was set constant in the complete image space, it is now dynamically and locally controlled by the second network layer (the motion discontinuities network) that is recurrently connected to the optical flow network. The connection strengths in the optical flow network are modulated such that visual motion integration is ideally only facilitated within image areas that are likely to represent common motion sources. Results of an experimental aVLSI chip illustrate the potential of the approach and its functionality under real-world conditions.
MOTIVATION
The knowledge of visual motion is valuable for a cognitive description of the environment which is a requisite for any intelligent behavior. Optical flow is a dense representation of visual motion. Such a representation naturally favors an equivalent computational architecture where an array of identical, retinotopically arranged computational units processes in parallel the optical flow at each image location. Successful aVLSI implementations of such architectures have been reported (see e.g. [2] ) that demonstrated real-time processing performance in extracting optical flow. Although local visual motion information is sufficient for many applications, its inherent ambiguity (which is e.g. expressed as the aperture problem) makes the purely local (normal) optical flow estimate: of these processors unreliable and often incorrect.
Fig. 1. Different motion sources and their appropriate regions-of-support.
Three different motion sources are induced by two moving objects and the background. The collective computation is ideally restricted to the isolated sets ofprocessing units A, B (objects) and C (background).
The estimation quality can be increased significantly if visual motion information is spatially integrated. In [3], a motion chip that globally integrates and thus performs a collective estimation of visual motion amongst all the units in the complete image space, is presented. If multiple motion sources' are present, however, such a global estimate becomes meaningless. Earlier, we presented an improved focal-plane processor that restiicts collective computation to smooth isotropic kernels of variable size, resulting in a smooth optical flow estimate [I: [. Ideally, integration should be limited to the extents of the individual motion sources. Such a scheme, as illustrated in Figure 1 , provides an optimal optical flow estimate but requires the processing array to be able to connect and separate groups of units dynamically. Resistive network architectures applying such dynamical linking have been proposed before [4] . However, to our knowledge there exists only one attempt to implement such an approach [5] . In this one-dimensional processing 0-1803-1448-1/02/$11.00 02002 IEEE I1 -332 'e.g. a single moving object on a stationary but structured background array, nearest-neighbor connections in between units were dynamically set according to the local optical flow gradients.
In the following, we present a novel 2D focal-plane processor that provides enhanced optical flow estimates using dynamically controlled connections between its computational units.
COMPUTATIONAL ARCHITECTURE
The computational architecture of the processor is schematically illustrated in Figure 2 . It consists of the opticalflow network and the discontinuity network that are recurrently connected.
The optical flow network is the physical embodiment of a dynamical system that, in steady state, solves the constraint optimization problem of minimizing the cost function HOF = C(Ej + pijS;j +bias term). (1) This cost function represents the model of visual motion the systems applies and is described by three constraints imposed on the expected and allowed optical flow fields: It requires the optical flow at each location ( i , j ) to obey the brightness constraint' (Fij), to be smooth (S;j) and biased. Applying gradient descent on the cost function directly proposes the necessary network dynamics in order to solve the problem. Thereby, the components of the optical flow vec- although its units have a linear activation function and connectivity is restricted to nearest neighbors. Further details on the network architecture and an extended analysis can be foundin [1, 7] .
In the context of this paper, there are two important points to consider: i) the weight of the smoothness constraint in the overall optical flow model is determined by the conductance pattem p;j that effectively determines the connectivity strength of the local nearest-neighbor connections; ii) the network is proven to be globally asymptotically stable for any given, positive distribution p i j . As a consequence, we can preserve discontinuities in the optical flow estimate if we find a possibility to control the smoothness conductances p;j locally at motion boundaries; and still, the network remains asymptotically stable.
The additional discontinuity network provides this possibility where the states of its units Pij and Q i j (see Figure 2) recurrently control the lateral conductance p:j and pyj of the optical flow network in the x-and y-direction respectively. For simplicity we refer in the following only to one type of units (P). We assume the discontinuity units to have a very narrow sigmoidal activation function g : p;j -+ Pij E [0, 11, meaning that a motion discontinuity at node ij is, basically, either detected (Pij = 1) or not (Pij = 0).
Thus we rewrite the local conductances in the x-direction as
The task, and thus the behavior of the discontinuity network is defined again as optimization problem with the following constraints: i) the total network activity should be low in order not to split the visual scene into too many independent motion sources and ii) activity should be high preferably at locations where the optical flow gradient (AV) is large and the brightness constraint is severely violated (AF). As we will see later, the violation of the brightness constraint serves as an inevitable error measure to achieve a piece-wise smooth optical flow estimate and thus perform motion segmentation. The constraints are combined to form the cost function
(3)
where a, / 3 and y are weighting parameters and 11 is some symmetric measure. The integral term represents the total activation energy needed to keep the unit's activation state high or low. Gradient descent on (3) then leads to the following dynamics
We recognize that the units in the network perform a threshold operation, which approximates in steady state a binary I1 -333 output behavior (due to the boundedness of g) if the output conductance R is large: Pij = 1, if the weighted measure of the flow gradient and the brightness constraint deviation is larger than a threshold a, and Pij = 0 otherwise.
Closing the feedback loop, the two relatively simple network stages of the system solve a typical combinatorial problem, which is computationally hard. Unlike in other network solutions of such problems [ 6 ] , the network architecture is non-homogeneous. The discontinuity network thereby performs a typical line process [8] , although it remains fully deterministic. Hence, the found solutions might be only sub-optimal which can be reflected by hysteretic behavior in the activity of the discontinuity network.
HARDWARE AVLSI IMPLEMENTATION
An 11x1 1 array of the described optical flow system has been implemented in a double-poly double-metal 0.8 pm BiCMOS process. Each pixel consists of an optical flow unit plus two discontinuity units. The schematics of the optical flow unit is basically as reported in [I] although improved [7] . The estimated optical flow field is encoded as the continuous voltage distributions Uii and Vij in two resistive layers with respect to some reference potential, where the output signal range is roughly f0.5 V. The optical flow units can reliably report the speed of visual motion over almost 3 orders of magnitude.
The schematics of a single discontinuity unit are shown in Figure 3 . The circuit approximates the dynamics (4) with the output Pij being inverted. The error measures (11 AV\\ and IlAFII) are implemented by bump circuits [9] that provide the local segmentation current accordingly. The output of the discontinuity units controls a pair of pass transistors sitting in between two neighboring units of the optical flow network in order to break the lateral conductances or to leave them at some preset value PO.
In total, a single pixel consists of roughly 200 active elements, occupying a chip area of (170 jim)2. A substantial fraction of this area, however, is used for all the nearestneighbor connections of the different signals. The fill-factor is at low 4% and power consumption is 8OpW/pixel in steadystate.
Fig. 4. Detecting motion discontinuities.
The scanned sequence of the chip's output while seeing a dark dot on a light background, moving from ,the left upper to the right lower corner of its visual field.
RESULTS
We waive a detailed characterization ofthe optical flow units (which can be found in [7] ) and report instead the response of the complete system in two visual experiments, performed under real-world conditions. In the first example, the chip was presented with a stimulus consisting of a dark moving dot on a light background. Figure 4 shows the sampled responses of the chip while the dot was moving from the upper left to the lower right corner of its visual field. The estimated optical flow field is shown superimposed onto the images of the photoreceptor output, while the associated activity of the discontinuity units (P and Q) is displayed1 as binary images below each frame. Note that the activity pattern of the discontinuity units approximately reflects the contour of the dark dot. However, the chip has difficulties to achieve a closed contour that completely separates figure and background. Nevertheless, the optical flow estimate is improved insofar as it predominantly preserves a :sharp flow gradient at the dot's outline. In the second example, a stimulus with a less complex motion boundary was applied (Figure 5a ). The stimulus consisted of two tightly joined, identical sinewave plaid patterns. One pattem was stationary while the other one moved horizontally to the right, thus forming a linear motion discontinuity. In a first instance, the motion discontinuity units were disabled. As shown in Figure 5b , the smoothness constraint forces the flow field to be smooth, thus assigning uniform motion to the moving plaid (as desired) but also to the stationary pattem. Enabling the discontinuity units (Figure 5c,d) , however, leads to a clear separation of the two motion sources and thus to the segmentation of the visual scene in two areas of distinct, piece-wise smooth optical flow. Note, that this is hardly possible without using the error signal generated by the brightness constraint violations.
DISCUSSION
The presented focal-plane implementation is an example of the successful physical translation of collective computational principles in recurrent network architectures. The implementation provides near-optimal solutions to the computationally hard problem of motion segmentation. The chip's dynamical reassessment of its connectivity pattern did prove to enhance optical flow estimation as compared to previous implementations with no [2] , or constant interaction strengths [3, 11. An increased array size of the processor will certainly improve the apparent quality of its motion estimates as well as its ability to detect motion boundaries. Furthermore, local interactions of the motion discontinuity units in a soft-WTA (winner-takes-all) manner can adapt the effective threshold locally to reduce the present susceptibility to a fixed threshold value. Nevertheless, the current implementation is already close to the feasible limits of focal-plane implementation. Any increase in connectivity might require to split up the system into multiple chips.
