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Abstract: The paper presents different control strategies for a variable-speed wind energy conversion 
system (WECS), based on the doubly-fed induction generator (DFIG). Direct Torque Control with Space-
Vector Modulation (DTC-SVM) is used on the rotor side converter (RSC). This control method is known to 
reduce the fluctuations of the torque and flux at low speeds in contrast to the classical DTC, where the 
frequency of switching is uncontrollable. The reference for torque is obtained from the MPPT technique of 
the wind turbine. For the grid-side converter (GSC), a Fuzzy Direct Power Control (F-DPC) is proposed 
for the control of the instantaneous active and reactive power. Simulations results of the WECS are 
presented to compare the performance of the proposed and the classical control approaches. 
1. Introduction 
In Recent years and owing to the rapid decline of fossil fuels and increase in global warming, the attention is 
diverted towards the adoption of renewable energy sources such as wind, solar, biomass, geothermal and small 
hydroelectric.  Wind is an abundant source of energy worldwide and is playing a vital role for electrical power 
generation compared to other renewable sources 1,2. Because of the randomness of wind speed in different 
areas, a flexible electric generation system is required to maintain constant frequency voltage and stable 
power3.  
Doubly-fed induction generators (DFIGs) are currently the dominant technology in modern wind turbines 
systems due to their variable speed operation, four-quadrant active and reactive power capability, low converter 
cost, and reduced power losses compared to other machine configurations such as fixed-speed induction 
generators or fully fed synchronous generators with fully sized converters4. 
Field oriented control   still the most commonly used control for DFIG system  by using the classic  Proportional 
Integral (PI) regulators5,6. However, this method is more complex and difficult to maintain desired 
performances because it requires many parameters of the motor7.  
Nowadays, direct control techniques for AC machines have found many interests due to their simplicity and 
high dynamic performances. Direct torque control (DTC) was first introduced by I. Takahashi in 19858. the 
DTC directly controls the developed torque by the machine with the use of torque and flux information and 
selects the best voltage vector using a switching table. In 1988, the direct self-control (DSC) was developed in 
Germany by M. Depenprock9. After that, direct power control (DPC) was developed and presented in 1998 by 
T. Noguchi10; it’s based on the same control principles as the DTC technique, the unique difference is the 
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directly controlled variables. In the case of the DTC, the electromagnetic torque and the rotor flux are directly 
controlled while in the DPC, the stator active and reactive powers are controlled11.  
Conventional direct control techniques of induction motors utilize hysteresis controller to compensate their 
errors. Due to the use of hysteresis controllers, conventional direct controllers suffers from high ripples and 
also switching frequency is variable. To overcome these disadvantages many improvements have introduced 
to Direct Control techniques such as Direct Control with Space Vector Modulation (DC-SVM). In addition, 
employment of intelligent control strategies has been swept all areas and applied in different industries, among 
them artificial neural network, the fuzzy logic control (FLC) and sliding mode control (SMC) have been used 
successfully for DFIG control12.  
The aim of this paper is to design and compare two different control methods for the rotor side power converter 
(RSC) and grid side power converter (GSC). For the RSC, direct torque control strategy (DTC), constructed 
around two hysteresis controllers, provides flux and torque regulation. For the GSC, direct power control 
(DPC) based on two hysteresis controllers regulates the instantaneous real and reactive power injected into the 
grid. These two classical control strategies are compared with DTC based on Space Vector Modulation (DTC-
SVM) and fuzzy DPC (F-DPC) respectively. 
The rest of the paper is organized as follows: Section 2 and 3 describe the model of wind turbine and the 
description of the MPPT algorithm. Section 4 presents the model of the DFIG. The design methodology of the 
classical DTC and DTC-SVM for the DFIG is presented in Section 5. Section 6 overviews the conventional 
DPC and presents the Fuzzy-DPC for the GSC.  The simulation results are presented and discussed in Section 
7. Finally, conclusions of the paper are presented in Section 8. 
2. Modeling and control scheme of the DFIG based WECS  
The WECS used in this work is depicted in Fig. 1. It consists of a wind turbine, a gearbox, a DFIG and two 
back-to-back two-level converters. The WECS control system consists of two main blocks: the RSC control 
and the GSC control. The objective of the RSC control is to decouple the active and reactive powers of the 
stator. In this paper, DTC-SVM is used to control the RSC. In DTC, it is possible to control machine flux and 
electromagnetic torque by the selection of the optimum inverter switching modes. The GSC controller, based 
on DPC, regulates the DC voltage and controls the power flow from the rotor of the DFIG to the grid 13,14. 
 
 
Fig. 1.Wind Energy Conversion System configuration 
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2.1 Modeling of the wind turbine 
 According to the aerodynamic characteristics of wind turbine, the output mechanical power is given by15,16. 
2 31 ( , )
2w t P
P R v C          (1) 
Where ߩ is the air density (kg/m3), ܴ is the turbine radius (m), ݒ௧ is the wind velocity (m/s) and ܥ௣ is the power 
coefficient defined as the ratio of the turbine power to the power of wind stream. This definition shows that 
power coefficient is a function of the tip speed ratio (λ) and the blade pitch angle (β), being tip speed ratio the 
ratio of the speed at the tip of the blade to wind velocity 17.  
.t
t
R
v
           (2)
 
In general, the aerodynamic torque of the wind turbine can be expressed as18 
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        (3)
 The performance coefficient is different for each turbine and is related to the tip speed ratio and pitch angle. A 
generic equation is used to model CP (β, λ). This equation, based on the modeling turbine characteristics, is 18–
21: 
  51 2 3 4 61, . . . .i
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3
1 1 0.035
0.08. 1i              (5)
 Table I gives the parameters C1 to C6.  
Table I: Parameters of the performance coefficient 
 ܥଵ ܥଶ ܥଷ ܥସ ܥହ ܥ଺
0.5176 116.0 0.4 5.0 21.0 0.0068
2.2  Maximum Power Point Tracking (MPPT) technique 
Maximum power point tracking (MPPT) strategies play an important  role in wind power conversion systems 
(WECS) because they maximize the power extracted from the wind, and therefore optimize the conversion 
efficiency. Two strategies are commonly used 22–24, based on whether speed control is used or not. In this paper, 
the MPPT with speed control is used as it permits to adjust the wind turbine speed to the desired value which 
corresponds to the maximum power extraction. The power extracted from the wind is maximized when ܥ௣ is 
optimal. This optimal value of ܥ௣ occurs at a defined value of the tip speed ratio ߣ. For each wind speed, there 
is an optimum rotor speed where maximum power is extracted from the wind.  Therefore, if wind speed is 
assumed to be constant, the value of ܥ௣ depends only on the rotor speed of the wind turbine. The variability of 
the output power from the wind generator implies that, without special interface measures, the turbine will 
often operate away from its maximum power point. The associated losses can be avoided by the use of an 
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MPPT controller which ensures that there is always maximum energy transfer from the wind turbine to the 
grid25–27. 
The simplified representation of wind turbine model with speed control is given in Fig.2.   
 
Fig. 2. Diagram block of the MPPT extracted with speed control 
 
The maximum value of CP (CP max = 0.48) is achieved for β = 0 and for λ = 8.12.  To achieve this step, the 
value of the electromagnetic torque reference is set at the maximum value given by2,28,29: 
5
1 max 2
3 32
R Ct pTem ref mec
Gopt


        (6) 
Fig.3 shows the CP (β, λ) characteristics for different values of the pitch angle β 19.  
 
Fig 3: The typical performance coefficient curve 
2.3 Modeling of the DFIG 
A commonly used model for the DFIG is the Park model 30,31. Where the stator and rotor voltages are given as 
follows: 
( )
( )
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The stator and rotor flux are given as: 
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3. Direct Torque Control of RSC  
This section presents the synthesis of two DTC control strategies for the RSC, based on two-level inverter 
topology, to improve the energy efficiency and performance characteristics of the variable speed wind turbine 
driven by the DFIG. The two DTC control strategies considered are the classical/conventional DTC and a DTC 
based on SVPWM control with fixed frequency defined by a parallel control structure 32.  
DTC was introduced by Takahashi (1984) in Japan and then in Germany by Depenbrock (1985)33–38 and has 
proved to be a powerful method for the control of induction machines. As compared to stator flux oriented 
control or field oriented control (FOC), DTC implementation minimizes the use of machine parameters32,9,39–
42 while conserving the merits of fast transient response characteristics, it provides a systematic solution to 
improve operating characteristics of the machine and voltage inverter source43. DTC method is based mainly 
on instantaneous space vector theory.  
The application of DTC to the DFIG has been discussed in 13,37,44–47,47–50. The basic principle consists of 
selecting the inverter switching states to control directly the rotor flux linkage magnitude, ߮ ௥	and the generator 
torque, ௘ܶ47. The selection of the appropriate voltage vectors uses a pre-defined switching table and is based 
on hysteresis control of the estimated rotor flux linkage and the torque. The rotor flux and torque are controlled 
directly and independently. The torque hysteresis comparator is a three-valued comparator. Whereas the flux 
hysteresis comparator is a two-valued comparator 29,37,44. Consequently, the number of space voltage vectors 
and switching frequency directly influence the performance of DTC. For a fixed switching strategy, the 
machine operation, in terms of torque, switching frequency, and torque response are quite different at low and 
high speed 29,51,52.  
The voltage vector ௥ܸ is delivered by a three-phase voltage source inverter whose switch states are supposed 
ideal. It is represented theoretically by three (03) Boolean control variables ௝ܵ 	ሺ݆ ൌ ܽ, ܾ, ܿሻ such that when    
௝ܵ ൌ 1, the high switch is closed and the low switch is open and when ௝ܵ ൌ 0, the high switch is open and the 
low switch is closed.  
Consequently, the voltage vector rV  can be written in the following form53,51:  
2 4
3 32 [ ]
3
j j
r dc a b cV U S S e S e
 
          (9) 
3.1 Estimation of the rotor flux linkage  
  
0
t
r r r rV R i dt            (10) 
The magnitude of the rotor flux is estimated from its components along the α and β axes53,29,37,44–49,51.   
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        (11) 
The amplitude of the rotor flux vector can be expressed by:  
2 2
r r r              (12) 
The angle α of the rotor flux r is determined by: 
1tan rr
r


 
     
         (13) 
3.2 Estimation of the electromagnetic torque 
The electromagnetic torque can be estimated starting from the estimated value of the flux  and r r   and 
the calculated values of the current  and ir ri   53,29,37,44–49,51: 
 e r r r rT p i i              (14) 
 Select the sector where the rotor flux vector belongs is essential. r  is contrlled by a two-level hysteresis 
regulator as shown in Fig. 4 ,where the flux amplitude must be increased (K=0) an (K=1) to decrease it. 
 
 
 
 
Fig. 4 Two-level hysteresis regulator 
௘ܶ௠	is controlled by a 3-level hysteresis regulator as shown in Fig. 5, where the states are ‘1’ (increase) and ‘-
1’ (decrease) and ‘0’ (constant). 
 
Figure 5: Three level hysteresis regulator 
 
 
 
 
 
 
0 
1 
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According to the combination of the switching modes of the Voltage Source Inverter VSI , the voltage vectors 
is applied to the rotor and this voltage will cause the  rotor flux to change52. The tangential component of the 
rotor voltage vector will increase or decrease the torque angle, while the radial component will increase or 
decrease the rotor flux magnitude as depicted in, Fig. 6. 
 
Fig. 6: Trajectory representation of rotor flux space vector withe different voltage vector 
 
The DFIG stator winding is directly connected to the grid, which means that stator flux vector is practically 
constant both in magnitude and speed. As the rotor and stator fluxes are referred to a rotor reference frame, 
both fluxes are rotating at the slip speed on the rotor reference frame. The position of the rotor flux is divided 
into six sectors. Rotor flux is then controlled by means of one of eight different voltage vectors.  There are six 
active voltage vectors ܸ 1 െ ܸ6. Each vector lies in the center of a sector of 60o width denoted ܵ 1 to ܵ 6 according 
to the voltage vector it contains. and two zero voltage vectors ܸ0 െ ܸ7 at the origin the sector and vector 
placement is shown in Fig. 6 53,29,44,46,51.  
 3.3 Switching Table:  
The following table II presents selection of appropriate vector applied to the rotor side converter. This table 
permit to control the rotor flux and the torque13,29,44–46,51 
Table II: selection of appropriate vector applied to the rotor side converter 
 
 
 
 
 
 
Where the voltage vectors are defined as: 
  V0 ൌ ሾ000ሿ; V1 ൌ ሾ100ሿ; V2 ൌ ሾ110ሿ; V3 ൌ ሾ010ሿ; V4 ൌ ሾ011ሿ; V5 ൌ ሾ001ሿ; V6 ൌ ሾ101ሿ; V7 ൌ ሾ111ሿ 
 Sector (N) 1 2 3 4 5 6 
 
ࡿ࣐࢘ ൌ ૚ 
ܵܿ݁݉ ൌ 1 ܸ2 ܸ3 ܸ4 ܸ5 ܸ6 ܸ1
ܵܿ݁݉ ൌ 0 ܸ7 ܸ0 ܸ7 ܸ0 ܸ7 ܸ0
ܵܵܿ݁݉ ൌ െ1 ܸ6 ܸ1 ܸ2 ܸ3 ܸ4 ܸ5
 
ࡿ࣐࢘ ൌ ૙ 
ܵܿ݁݉ ൌ 1 ܸ3 ܸ4 ܸ5 ܸ6 ܸ1 ܸ2
ܵܿ݁݉ ൌ 0 ܸ0 ܸ7 ܸ0 ܸ7 ܸ0 ܸ7
ܵܿ݁݉ ൌ െ1 ܸ5 ܸ6 ܸ1 ܸ2 ܸ3 ܸ4
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3.4 Implementation of the classical DTC 
A schematic diagram  of  the DTC applied to the DFIG is shown in Fig. 7. There  are two loops for the control 
of the rotor flux and torque magnitudes. The reference values for the flux rotor and torque are compared with 
the  actual values, and the resulting error values are fed into the two-level and three-level hysteresis blocks 
respectively. The outputs of the rotor flux error and torque error hysteresis blocks, together with the position 
of the rotor flux are used as inputs of the switching Table II. The position of the rotor flux is divided into six 
sectors. According to Fig. 7, the rotor flux and torque errors tend to be restricted within their respective 
hysteresis bands. It can be proved that the flux hysteresis band affects the rotor-current distortion in terms  of  
low order harmonics and the torque hysteresis band affects the switching frequency54.   
 
Fig. 7: Structure of the direct torque control applied to a DFIG 
3.5 DTC based on Space Vector Modulation 
The classical DTC does not require any mechanical sensor or current regulator and coordinate transformation 
is not present, thus reducing the complexity of its implementation 55. DTC has proved as an effective control 
strategy in various industrial applications56. However, the performance of DTC is limited due to the presence 
of hysteresis control characterized by high torque and flux ripples, slow transient response to step changes 
during start up and a variable switching frequency32,41,57,58.   
Generally, there are two methods to reduce the torque and flux ripples in the DTC-controlled drives.  The first 
is to use a multilevel inverter or multi cell inverter42,56,59–61; which provides a more precise control of the torque 
and flux. However, the cost and complexity will be increased because more power switches are used; they are 
mainly used for high voltage applications. The other method uses space vector modulation (SVM). In the DTC-
SVM, the torque ripple and flux ripple can be reduced with fixed frequency 52,62–64. In this work, the proposed 
DTC is based on space-vector pulse width modulation (SVPWM). 
SVPWM is an advanced PWM technique now widely used in industrial variable frequency drives aplication. 
SVM provides a better fundamental output voltage, better harmonic performance, and is easy to implement65,66. 
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Compared with sinusoidal pulse width modulation (SPWM), SVM is more suitable for real-time 
implementation since the obtainable DC voltage utilization ratio can be considerably increased67–70.  
The basic concept of DTC with Space Vector Modulation (DTC-SVM)32,52,71 for the control of a DFIG is 
illustrated in Fig. 8. The combination of a PI controller with SVM ensures a reduction in the harmonic level of 
the rotor currents, allows the use of a fixed switching frequency and reduce ripples in the torque and flux 
response32,52,72–74.  
In the structure of DTC–SVM, the two inner control loops with PI controllers regulate the magnitude of the 
rotor flux vector and the electromagnetic torque of the DFIG. The magnitude of the rotor flux vector ߮ݎ and 
the value of the electromagnetic torque ܶ݁  are compared with their reference values. Both error signals are 
sent to two PI controllers. The output control signals from PI controllers determine the reference values ݒݎݔ∗  
and ݒݎݕ∗  of the stator voltage vector components of RSC32,52,57,63,75–82. 
 
Fig. 8: Control diagram of DTC-SVM for Rotor Side Converter 
4. Direct power control of GSC  
In a DFIG-based wind turbine, the main objective of the grid side converter GSC is to maintain a constant DC 
link voltage and to control the flow of the power delivered to the grid. In this work, Direct Power Control 
(DPC) is used to achieves these control objectives. 
DPC is based on the same control principles as DTC. The only difference is in the directly controlled variables. 
In DTC, the electromagnetic torque and the rotor flux are the directly controlled variables, while in DPC, the 
active and reactive powers are directly controlled by selecting the optimum switching state of the converter 83–
87. 
DPC based on the instantaneous active and reactive power control loops was developed for controlling PWM 
rectifiers connected to the network88. In this technique, there are no internal current control loops and no PWM 
modulator block. The PWM voltage source converters switching states is determined by a switching table based 
on the instantaneous errors between the actual and estimated values of the active and reactive powers. Fig.9 
shows the configuration of the direct instantaneous active and reactive power control for a three-phase PWM 
rectifier89,90.   
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The instantaneous active (ܲ) and reactive (ܳ) powers are estimated using voltage and current measurements, 
and compared to their references ܲ∗ and ܳ∗ respectively. Reference ܲ∗ is provided from the PI regulator of the 
DC voltage controller block whereas reference ܳ∗ is set to zero to achieve a unity power factor. The 
instantaneous errors between the actual and estimated powers are controlled directly with hysteresis controllers 
and a lookup table like the one used in DTC 63.   
 
Fig. 9: Bloc diagram of DPC for Grid Side Converter 
 
The error signals ܵ݌, ܵݍ . and voltage phase angle ߠ݊ are fed to the switching table (Table III) which stores the 
states ܵܽ, ܾܵ, and ܵܿ, of the converter. The optimal switching states are selected so that the power errors are 
kept within the hysteresis bands. For this purpose, the stationary coordinates are divided into 12 sectors, as 
shown in Fig. 10, and the sectors can be numerically expressed as: 
 
1tan
v
v


         (20) 
   2 1  where n=1,2,3,.......,12
6 6n
n n        (21)
 
Fig. 10: Sectors and voltage vectors of VSI 
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The instantaneous active and reactive power are given by91. 
     1
3
a a b b c c
b c a c a b a b c
p v i v i v i
q v v i v v i v v i
  
       
   (22) 
Table III: Switching table of GSC 
ࢊ࢖ ࢊࢗ ࣂ૚ ࣂ૛ ࣂ૜ ࣂ૝ ࣂ૞ ࣂ૟ ࣂૠ ࣂૡ ࣂૢ ࣂ૚૙ ࣂ૚૚ ࣂ૚૛ 
 
 
0 ݒ5 ݒ6 ݒ6 ݒ1 ݒ1 ݒ2 ݒ2 ݒ3 ݒ3 ݒ4 ݒ4 ݒ5 
1 ݒ3 ݒ4 ݒ4 ݒ5 ݒ5 ݒ6 ݒ6 ݒ1 ݒ1 ݒ2 ݒ2 ݒ3 
 
 
0 ݒ6 ݒ1 ݒ1 ݒ2 ݒ2 ݒ3 ݒ3 ݒ4 ݒ4 ݒ5 ݒ5 ݒ6 
1 ݒ1 ݒ2 ݒ2 ݒ3 ݒ3 ݒ4 ݒ4 ݒ5 ݒ5 ݒ6 ݒ6 ݒ1 
 
4.1. Hysteresis Controller 
The main idea behind DPC method is to maintain the instantaneous active and reactive power within 
a desired band. DPC consists of two hysteresis comparators whose inputs are the errors between the reference 
and estimated values of the active and reactive power respectively92: 
ref
ref
p p p
q q q
    
   (23) 
The hysteresis comparators provide two logic outputs ݀݌ and	݀௤. The state “1” corresponds to an increase of 
the controlled variable (p and q) while “0” corresponds to a decrease. 
   1 
 0
   1 
 0
p p
p p
q q
q q
if p h d
if p h d
if q h d
if q h d
   
    
   
    

   (24) 
Where  and p qh h denote the hysteresis bands. 
4.2. Fuzzy Direct power Control:   
A block diagram of the proposed fuzzy direct power control (Fuzzy-DPC) technique is shown in Fig. 11. 
1 
0 
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Fig. 11: The proposed structure of fuzzy direct power control 
 
In this control scheme, the hysteresis controllers are replaced by fuzzy logic controllers (FLC) however, it uses 
the same concept as DPC for the selection of the switching vector. The inputs to the FLC are the errors of real 
and reactive power (݁݌, ݁ݍ) and their variations (݀݁௣, ݀݁௤) and the output of the FLC is the actual voltage 
vector applied to the GSC93,6. 
 
( ) ( )
( ) ( 1)
( ) ( )
( ) ( 1)
p ref
p p p
q ref
q q q
e p k p k
de e k e k
e q k q k
de e k e k
         
       (25) 
The inference method used is based on Mamdani min-max rule. The membership functions of the input and 
the output variables are shown in Fig. 12.  With seven fuzzy sets labeled: negative big (NB), negative medium 
(NM), negative small (NS), zero (Z), positive small (PS), positive medium (PM) and positive big (PB). The 
resulting rules are presented in Table IV. 
 
Table IV: Table FLC rule base 
de         e PB PM PS Z NS NM NB 
PB PB PB PB PB PM PS Z 
PM PB PB PB PM PS Z NS 
PS PB PB PM PS Z NS NM 
Z PB PM PM Z NM NM NB 
NS PM PS Z NS NM NB NB 
NM PS Z NS NM NB NB NB 
NB Z NS NM NB NB NB NB 
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Fig. 12: Membership functions for the input and output variables of the active and reactive powers 
 
5. Simulations results  
The WECS used in these simulations is based on 10 kW wind turbine and a 7.5 kW DFIG connected to the 
grid and the model is implemented in Matlab /Simulink environment. The parameters values used in the models 
are presented in the Appendix.   
The wind speed profile used in these simulations is shown in Fig. 13 (a). For the simulated wind turbine model, 
the maximum power coefficient ܥ݌,݉ܽݔ ൌ 0.48	and the optimal tip speed ratio ൌ 8.1 (Fig. 13 (c) and (d)). 
Fig. 13 (b) shows the waveforms of optimal angular speed ߱݋݌ݐ and the measured angular rotor speed ߱݉ of 
the DFIG. The reference angular rotor speed ߱݋݌ݐ is obtained from the MPPT algorithm.  
 
 
Fig. 13: Wind turbine characteristics.  
(a) wind speed profile, (b) mechanical speed, (c) power coefficient (࡯࢖), (d) tip speed (ࣅ). 
 
Fig. 14 presents different switching schemes present in two-level SVPWM. 
0(a)  0(b)  
0(c)  
0(d)  
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Fig. 14: Switching schemes in two level SVPWM 
(a) ,(b) Waveform of phase voltage, (c) Waveform of line voltage, (d) Sector transform of voltage vector, (e) 
Duty ratios for SVPWM, (f) Reference input voltage vector (α-β) . 
 
Fig. 15 presents the results with the classical DTC. It can be noticed that the torque reacts quickly to changes 
in wind speed. 
 
Fig. 15: Response of RSC with DTC 
(a)Output of the torque, (b) Rotor flux magnitude, (c) α-β rotor flux , (d) α-β rotor flux 
The results obtained with DTC-SPWM are shown in Fig. 16.  From Fig. 16(c), the trajectory of the rotor flux 
vector, it can be stated that the rotor flux vector rotates with a constant magnitude and with small oscillation. 
Overall, the DTC-SVPWM with a two-level inverter resulted in a better performance with a significant 
reduction in the torque and flux ripples and a rapid system response.  
0(a)  0(b)  0(c)  
0(d)  
0(e)  0(f)  
0(a)  0(b)  
0(c)  
0(d)  
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Fig. 16: Response of RSC with DTC-SVM. 
(a)Output torque, (b) Rotor flux magnitude, (c) α-β rotor flux, (d) α-β rotor flux 
The response of the DC-link voltage is shown in Fig. 17. The instantaneous value of DC-link voltage is kept 
constant across a wide range of variations of the wind speed.  
Fig. 17 shows the instantaneous active ݌݃ and reactive power ݍ݃ delivered to the AC grid when DPC is applied 
to the DFIG. The instantaneous reactive power ݍ݃ is set to zero to achieve a unity power factor. The 
instantaneous active power delivered to the AC grid varies because of the fluctuating wind speed. 
 
Fig. 17: Response of GSC with DPC. 
(a) The injected active power into grid, (b) The injected reactive power into grid, (c) DC bus voltage 
(d) output V and I of the VSI (e) the twelve sectors of the voltage vector,(f) Reference input 
voltage vector (α-β) 
0(a)  0(b)  
0(c)  
0(d)  
0(a)  0(b)  0(c)  
0(d)  0(e)  
0(f)  
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The results in Fig. 18 are obtained with the proposed Fuzzy-DPC. A very good control of the DC bus voltage 
is achieved. It can be observed from these simulation that the control of the GSC with Fuzzy-DPC resulted in 
better steady and transient response and significant reduction in the instantaneous active ݌݃ and reactive power 
ݍ݃ripples.   
 
Fig. 18: Response of GSC with Fuzzy-DPC 
(a)The injected active power into grid, (b) The injected reactive power into grid, (c) DC bus voltage (d) output V 
and I of the VSI (e) the twelve sectors of the voltage vector, (f) Reference input voltage vector (α-β)  
6. Conclusion  
In this paper, a control of a DFIG-driven wind turbine is investigated by testing a different control strategy in 
both side of DFIG: Rotor Side Converter (RSC) and Grid Side Converter (GSC). A direct torque control (DTC) 
and a DTC based on space vector modulation (DTC- SVM) was designed  and compared for (RSC)  and the 
simulation results showed that the conventional (C-DTC) strategy presents a fast and good dynamic torque in 
steady state behavior. However, due of the variable switching frequency, this strategy presents the drawback 
of having a high switching frequency. The latter introduce high ripples of flux and electromagnetic torque. The 
torque and flux ripples can be reduced significantly and low constant switching frequency is achieved with the 
proposed DTC- SVM strategy. Besides, for the grid side converter (GSC): a direct power control (DPC) and a 
fuzzy direct power control (FDPC) have been implemented and the presented results showed that the 
conventional DPC (C-DPC) strategy has a fast and good dynamic in steady state behavior. Nonetheless, this 
strategy presents high active and reactive power ripples. Therefore, these ripples can be reduced significantly 
and very good control of the DC bus voltage is achieved with the proposed FDPC strategy. 
The simulation results for every case (DTC, DTC-SVM, DPC, Fuzzy-DPC), confirmed the high effectiveness 
of the proposed methods (DTC-SVM and Fuzzy-DPC). 
 
 
 
 
0(a)  0(b)  0(c)  
0(d)  0(e)  
0(f)  
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7. Appendix  
Appendix A: System Parameters  
Table V: Wind turbine parameters 
Nominal power  (P) 10KW 
Diameter    (D) 3m 
Number of blades 3 
Gearbox     (G) 5.4 
Inertial  (J) 0.042 Kg.m2 
Viscous coefficient (f) 0.017 N.m.s-1 
 
Table VI: Doubly fed induction generator parameters 
Nominal power  (P) 7.5KW 
Nominal speed    (N) 1500 rpmn 
Stator resistance (Rs) 0.455 Ω 
Rotor resistance  (Rr) 0.62 Ω 
Stator inductance (Ls) 0.084 H 
Rotor inductance (Lr) 0.081H 
Main inductance (Lm) 0.078 H 
Pairs of pole number (p) 2 
Inertial  (J) 0.3125 Kg.m2 
Viscous coefficient (f) 6.73.10-3 N.m.s-1 
 
Appendix B:   
B.1. Principle of SVPWM  
The basic principle of Space vector PWM for a two-level voltage source inverter is that which treats sinusoidal 
voltage as a rotating constant amplitude vector rotating with constant frequency69,94,95, and generating three 
consecutive switching voltage vectors in a sampling period ( sT ) and approximates the reference voltage refV
by the combination of different switching modes of the inverter96.    
To implement the space vector PWM, the abc  reference of the voltage equations can be transformed into the 
stationary αβ reference frame97,98. There are eight switching states for the inverter at any instant of time. Out 
of which six switching states [(100), (110), (010), (011), (001), (101)] produce a non-zero voltage vectors 
(V1,V2,V3,V4,V5,V6), and the remaining two switching states [(111), (000)] produce zero voltage vectors 
(V0,V7)99.  
The vectors (V1 - V6) are working states that form stationary vectors in the αβ frame and divide the plane into 
six sectors (each sector: 60 degrees)100 and shape form a hexagon as depicted in Fig.1998 and feed electric 
power to the load or DC link voltage is supplied to the load. The angle between any adjacent two nonzero 
vectors is 60 degrees101.  
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Fig. 19:  Diagram of the inverter exported voltage space vector 
 
B.2. Steps in the realization of blocks SVM  
In general, the Conventional SVPWM implementation involves the following six steps:  
(a) Determination of reference voltages Vα, Vβ, (b) sector identification in which the instantaneous reference 
space vector lies, (c) calculation of the variables X, Y and Z, (d) calculation of 1T and 2T for each sector, (e) 
generation of the modulating signals aonT , bonT  and conT , (f) pulse generation series ,  and Ta b cT T . 
B.2.a. Determining vα, vβ  
Fig. 20 is the typical diagram of a three-phase voltage source inverter model102,103. 
  
Figure 20: Typical diagram of a three-phase inverter 
 
Space Vector Modulation (SVM) is based on the representation of the three phase measures as vectors into two 
dimensions (α, β) plane104,105. 
2 1 1
3 0 3 3
a
dc
b
c
S
V U S
V
S


                 
      (25) 
The refV and angle ( ) are given as in the equations (3) & (4) 
2 2
refV V V           (27) 
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V


               (29) 
B.2.b. Identifying sectors 
This step is to identify the sector in which the reference voltage space vector is present. It is necessary to know 
in which sector the reference output lies in order to determine the switching time and sequence. The 
identification of the sector where the reference vector is located is straight forward. The phase voltage 
corresponding to eight switching states: six non-zero vectors and two zero vectors at the origin. Depending on 
the reference voltages, the angle of the reference vector can be determined the sector as per the table VII106. 
Table VII: Sectors and their respective angle 
Ni Sector 1 Sector 2 Sector 3 Sector 4 Sector 5 Sector 6 
  
0
3
   2
3 3
    2
3
     4
3
    4 5
3 3
    5 2
3
     
 
B.2.c. Calculation of variables X, Y and Z 
The rest of the period spent in applying the null vector. For every sector, commutation duration is calculated. 
The amount of times of vector application can all be related to the following variables107–109.  
The three variables are given by the following equations:  
 
 
3
3 3
2
3 3
2
S
B
dc
S
dc
S
dc
TX V
U
TY V V
U
TZ V V
U
 
 

 
 
       (30) 
ST  is the sampling time and Vdc is the DC voltage on one side of the inverter110.  
B.2.d. Calculation of T1 and T2 
The application durations of the sector boundary vectors are tabulated as follows109: 
In this step, the determination of the times 1 2and T T for each sector from the values of X, Y and Z according 
to the Table VIII110.  
Table VIII: Calculation of T1 and T2 
Sector 1 2 3 4 5 6 
T1 -Z Y X Z -Y -X 
T2 X Z -Y -X -Z Y 
 
B.2.e. Determination of Taon, Tbon and Tcon 
This step is to compute the three necessary duty cycles as: 
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1
2
( 1 2)
2aon
bon aon
con bon
Ts T TT
T T T
T T T
 
 
 
        (31) 
B.2.f. Determination of Ta, Tb and Tc 
The last step is to assign the right duty cycle ( xonT ) to the right motor phase according to the sector109. The 
xonT  signals are ordered in a certain way (Table IX)110. 
Table IX: Calculation of Ta, Tb and Tc 
        Sector 
phase 
1 2 3 4 5 6 
Ta 
aonT bonT  conT  conT  bonT  aonT
Tb 
bonT aonT  aonT bonT  conT  conT  
Tc 
conT  conT  bonT aonT  aonT  bonT
 
After all the mathematical equations have been derived, then all the equations are modelled in Matlab/Simulink 
to generate the switching signal. Fig 21 shows the overall model of SVPWM103. 
 
Fig.21: Overall model of SVPWM 
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