Institutional Influences in Individual-level Innovation Adoption outside Organizational Contexts: A Scale Development Study by Hoerndlein, Christian et al.
Thirty Third International Conference on Information Systems, Orlando 2012 1 
 
INSTITUTIONAL INFLUENCES IN  
INDIVIDUAL-LEVEL INNOVATION ADOPTION  
OUTSIDE ORGANIZATIONAL CONTEXTS:  
A SCALE DEVELOPMENT STUDY 
Completed Research Paper 
Christian Hoerndlein 
Institute for Information Systems and 
New Media, LMU Munich 
Ludwigstr. 28, 80539 Munich, 
Germany 
hoerndlein@bwl.lmu.de 
 
Alexander Benlian 
Chair of Information Systems and 
Electronic Services, TU Darmstadt 
Hochschulstr. 1, 64289 Darmstadt, 
Germany 
benlian@ise.tu-darmstadt.de 
 
Thomas Hess 
Institute for Information Systems and  
New Media, LMU Munich 
Ludwigstr. 28, 80539 Munich, 
Germany 
thess@bwl.lmu.de 
Abstract 
There has recently been a growing interest in IS innovation research regarding how 
institutional influences affect organizations’ adoption decisions under the label 
“organizational institutionalism”. However, there has been a lack of research regarding 
institutional influences on individual adopters in non-organizational adoption settings, 
although institutional theory's foundations apply to decisions made by actors in 
general. In our paper, we expand the use of institutional theory to also include the 
impact on individuals in non-organizational settings. We develop three constructs 
comprising “institutional influences on individual-level innovation adoption” - 
normative, cultural-cognitive, and regulative influences - in a non-organizational 
setting, and rigorously validate them through a state-of-the-art procedure. Sub-
sequently, we empirically test the measurement model’s fit and the constructs’ validity 
and reliability through a web-based survey. We find that institutional individual-level 
influences' impact on behavioral intention is mediated through performance 
expectations, which is in contrast with their direct impact on intention in organizational 
settings. 
Keywords: Institutional theory, innovation adoption, individual-level analysis 
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Introduction 
In information systems (IS) research, the IT innovation field is “is concerned with understanding the 
factors that facilitate or inhibit the adoption and diffusion of emerging IT-based processes or products 
within a population of potential adopters” (Fichman 2004, p. 314). In recent years, there has been a 
growing interest regarding the impact of institutional1 influences on companies’ technology adoption and 
the diffusion of technologies among a population of companies under the term “organizational 
institutionalism” (Currie and Swanson 2009). Within this line of research, an institution is a “social 
system that exerts influence and regulation over other social entities as a persistent feature of social life” 
(King et al. 1994, p. 141; Weerakkody et al. 2009, p. 354). 
Institutional theory acknowledges that “one cannot explain everything that happens in organizations by 
considering only the rational actions of managers, but rather one must find a means for taking into 
account the 'irrationalities' arising within the institutional context that surrounds organizational 
actors” (Mignerat and Rivard 2009, p. 369). It therefore addresses the call to regard behavioral and the 
technological domains as interacting instead of two separate subsystems (Lee 2000). IT should not be 
analyzed without considering the socio-economic and political context that it is embedded in (Currie and 
Swanson 2009); otherwise one incorrectly places too much focus on rational aspects instead of cultural 
and structural forces (Orlikowski and Barley 2001). 
Although the underlying themes and concepts of institutional influences can be traced back to its origins 
in disciplines like anthropology (Scott 2008) and sociology (Jepperson 1991), there has been a lack so far 
in IS research that explores the effect of institutions on the technology adoption decisions taken by 
individuals in non-organizational settings. However, we feel that institutional influences are not only 
restricted to impact actors in organizational settings, but can also be expected to affect individuals outside 
organizations. One of these settings where institutional influences have emerged to play a crucial role 
regards environmentally-friendly behavior and the related use of “green technologies” (Li et al. 2010), 
which we expected to shape the adoption of a specific “green IS” (Watson et al. 2010). 
In summary, this study attempts to make two contributions to IS research. The first and main 
contribution is the conceptualization and operationalization of the three constructs of institutional 
influences - normative, cultural-cognitive and regulative influences (Scott 2008) - on the individual-level 
adoption of a green IS innovation outside an organizational context. This aspect of our study focuses on 
the development of an appropriate measurement instrument and testing its validity and reliability 
through an empirical study. 
The second contribution of our study relates to the question whether increased institutional influences on 
an individual level directly cause an increased intention to adopt a specific innovation, independent from 
innovation-related performance expectations, or whether institutional influences operate indirectly 
through their impact on performance expectancy. Although institutional research’s main interest has been 
on the former, with its focus on the concept of legitimacy (Suchman 1995), the latter mechanism can also 
be derived from the literature. 
Existing research on IT adoption has been shaped by the so-called “dominant paradigm” and its related 
“economic-rationalistic” models (Fichman 2004). Also at the level of individual innovation adoption, the 
most commonly used theories follow this dominant paradigm (Jeyaraj et al. 2006). By conceptualizing 
and analyzing the effect of institutional factors on individuals’ adoption decision, we try to move adoption 
research beyond purely rational considerations and pay more attention to how the social environment 
shapes innovation adoption. Besides, by extending institutional theory to non-organizational settings, we 
plan to address the scarcity of theories that apply to both individual and organizational adoption (Jeyaraj 
et al. 2006). 
                                                             
1 An analysis of the literature reveals that earlier research uses the term “neoinstitutional” instead of “institutional” to 
distance the “new” institutionalism from the “old” institutionalism. Recent research however tends to use the terms 
“neoinstitutional” and “institutional” interchangeably. We will use the term “institutional” in this paper, unless we 
want to emphasize certain aspects that relate to neoinstitutionalism. 
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The remainder of this paper is structured as follows: First, we review the foundations of institutional 
theory and put forward why we deem it appropriate to transfer institutional thinking to individual-level 
decision-making in non-organizational contexts. Besides, we present the context of green technologies, 
which lends itself to answer our research questions. Second, we provide details on the scale development 
procedure that we employed and the empirical study that we conducted. Finally, we conclude this paper 
by summarizing our finding, pointing out potential limitations of our study, and highlighting areas for 
future research.  
Institutionalism 
In this section, we will first review the foundations of institutional theory, before we will expand the 
notion of institutional influences on individual actors in non-organizational contexts. We will conclude 
this section by pointing out why green technologies can be considered institutionalized and therefore lend 
themselves to studying institutional influences.  
Foundations of Institutional Theory2 and its Role in IS Research 
Under the term “institutional theory”, researchers have analyzed how actors are shaped by powerful 
influences outside the realms of neoclassical rational-actor models (DiMaggio and Powell 1991; Friedland 
and Alford 1991). These forces called “institutions” have been defined as “regulative, normative and 
cultural-cognitive elements that, together with associated activities and resources, provide stability and 
meaning to social life” (Scott 2008, p. 48). Actors’ main focus is the attainment of legitimacy (Suchman 
1995), which actors pursue even more than technical efficiency (DiMaggio and Powell 1983; Meyer and 
Rowan 1977). 
Scott (2008) integrates existing work on institutional theory and provides an overview of institutional 
influences, which he terms the “three pillars of institutions”. The normative pillar operates mainly 
through binding expectations and social obligation. The cultural-cognitive pillar, which conceptually 
differentiates the “old” from the “new” institutionalism (Greenwood et al. 2008), stresses the taken-for-
grantedness and shared understanding of objects which results in mimetic, i.e. imitating, behavior. The 
regulative pillar emphasizes coercive mechanisms and regulative rules. 
Although different streams of this theory exist3, such as in the fields of economics and political science 
(Scott 2008), IS research has been mainly drawn upon ideas in institutional theory in organizational 
analysis, which has seen a growing interest in recent years (Weerakkody et al. 2009). This increased 
interest goes along with a shift of how IT is perceived in academic research: Instead of regarding IT as a 
purely technological artifact, research has started paying more attention to the notion that “[t]echnologies 
are simultaneously social and physical artifacts” (Orlikowski and Barley 2001, p. 149), considering IT 
within its socio-economic and political context (Currie 2009). 
This “new institutionalism in organizational analysis has a distinctly sociological flavor” (DiMaggio and 
Powell 1991, p. 11). However, this fact is not surprising when one takes into account that research in 
ethnomethodology and phenomenology contributes to the microfoundations of neoinstitutionalism 
(DiMaggio and Powell 1991), and researchers “have drawn on developments in cognitive and cultural 
theory in [sociology’s] neighboring disciplines of psychology and anthropology” (Scott 2008, p. 36). 
Besides, institutions are considered “core concepts of general sociology” (Jepperson 1991, p. 143). 
IS scholars have used organizational institutionalism to explain phenomena mainly by focusing on 
organizations as unit of analysis (Weerakkody et al. 2009). According to a meta-review by Mignerat and 
Rivard (2009), which groups institutional IS studies by their level of analysis, there is only one study that 
applies institutional theory on an individual level at the adoption stage of the innovation process. This 
                                                             
2 This section will only briefly summarize the relevant aspects of institutional theory and how they relate to our study. 
The reader interested in more details may be referred to Powell and DiMaggio (1991), Scott (2008), and Greenwood et 
al. (2008) for a comprehensive account of institutional theory. 
3 Cf. Palmer et al. (2008) whether institutional theory actually represents a scientific theory. 
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case study by Phang et al. (2008) investigates the adoption of an enterprise system in a financial 
institution. 
Individual-level Institutional Influences 
There is not only a lack of analyzing individuals in institutional IS research outside organizational 
contexts, but for institutional research in general. Suddaby (2010) concedes that it is “somewhat 
surprising (…) how individuals often disappear from institutional research. Institutional logics, for 
example, must have a perceptual component that operates cognitively at the level of individuals. That is, 
if we take seriously the notion that institutions are powerful instruments of cognition, there must be 
some opportunity in conducting research on how institutional logics are understood and influence[d] at 
the individual level of analysis”.  
Closer consideration of the basic foundations that institutional theory is based on reveals that many of the 
constitutive authors that institutional theory builds upon pay attention to institutions’ impact on 
individuals in general, whether or not they belong to or are embedded within an organization. In his 
seminal paper, Parsons (1934/1990) contributes to the workings of the normative influences of 
institutions, which “in a strict sense, [are] moral phenomena. This implies further that the primary 
motive for obedience to an institutional norm lies in the moral authority it exercises over the individual” 
(p. 326). In terms of regulative influences, Parsons further concludes that “the theory of institutions may 
be regarded as precisely the sociology of law” (p. 328). Zucker (1977) draws on contributes to developing 
the microfoundations of institutional theory by combining micro-sociologies of Berger and Luckmann’s 
(1967) phenomenological constructivist and Garfinkel’s (1967) ethnomethodological works (Barley 2008; 
Powell and Colyvas 2008), thus laying the foundations for the cultural-cognitive pillar. These two works 
per se do not refer to any organizational contexts but deal broadly with individuals’ behaviors and 
interactions. 
Moreover, looking at objects within institutional theory that are considered institutions reveals that 
institutions can operate independent from an organizational context. Jepperson (1991) names among 
other things the marriage, the handshake, the vacation, and voting as examples for institutions. Given the 
conceptually broad definition of the term “institutions” in the sections above and the basic foundations 
institutional theory is built on, we consider the term “institutions” and related concepts encompassing 
enough to also include institutional forces on individuals exerted outside an organizational context. This 
conforms to the notion that individual behavior cannot be explained when it is stripped of the societal 
context that it occurs in (Friedland and Alford 1991).  
Integrating our considerations on institutional theory in general and institutional influences that impact 
individuals outside organizational contexts in specific, our study wants to answer the following research 
question:  
Can institutional individual-level influences on IS innovation adoption in non-organizational contexts 
be conceptualized as comprised of three distinct constructs, which are normative, cultural-cognitive, 
and regulative influences? 
The Case of Green Technologies 
One societal context that has emerged in recent years and lends itself to the study of institutional 
influences in non-organizational settings is the use of “green technologies”, which have become a social 
fact to many people. Green technologies, which are also termed “environmental technologies”, are defined 
as “production equipment, methods and procedures, product designs, and product delivery mechanisms 
that conserve energy and natural resources, minimise environmental load of human activities, and 
protect the natural environment” (Li et al. 2010, p. 7290). In IS research, drawing on Watson et al. 
(2010), we define “green IS” as an integrated and cooperating set of people, processes, software, and 
information technologies to support environmentally sustainable behavior. Although this definition is 
more encompassing than and includes the term “green IT”, we will still use the term “green technologies” 
in our study, as “green IS” have just recently emerged, whereas the “green technologies” have been in use 
for a longer time span and thus had more time to become institutionalized in society. 
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Taking a specific country as an example for a country in which green technologies have become 
institutionalized, we focus our study on Germany. German citizens don’t consider environmentally-
friendly as only restricting their lifestyle any more, but rather with an increase in quality of life. The 
majority of Germans also associates benefits like financial savings and positive health effects with 
environmentally-friendly behavior. At the same time, Germans acknowledge that laws related to the 
protection of the environment restrict their behavior (Federal Ministry for the Environment, Nature 
Conservation and Nuclear Safety and The Federal Environment Agency 2010), as the German government 
is pushing to increase the share of renewable energies in total gross electricity consumption and promotes 
energy efficiency (Federal Ministry for the Environment, Nature Conservation and Nuclear Safety 2010). 
In this dual sense, green technologies “construct actors and define their available modes of action; they 
constrain behavior, but they also empower it” (Scott 2008, p. 32). This “duality of social structure” 
(Giddens 1984, p. 25) causes “[i]ndividual actors [to] carry out practices that are simultaneously 
constrained (in some directions) and empowered (in others) by the existing social structure” (Scott 
2008, p. 77). We therefore consider environmentally-friendly behavior and the use of green technologies 
that comes with it to be institutionalized in the Germany society: For that reason, we deem it appropriate 
to embed our study and the development of the institutional items to measure the normative, cultural-
cognitive, and regulative constructs in this context.  
Institutional Influences on Individuals’ Intention to Adopt an Innovation 
In institutional theory, actors are more interested in gaining legitimacy than efficiency (Mignerat and 
Rivard 2009). Along the lines of institutional reasoning, “[t]he social construction of actors also defines 
what they consider to be their interests” (Scott 2008, p. 66), from which follows that individuals’ interests 
are themselves socially constructed. Therefore, the intention to adopt an innovation can be assumed to be 
driven directly by institutional forces apart from any efficiency, i.e. rational, considerations of an 
individual adopter.  
However, the notion that individual preferences and choices cannot be understood without considering 
their cultural and historical context (Powell 1991) can also be interpreted slightly different when one 
assumes that institutions affect not only which ends are considered legitimate but also the means of how 
these ends are evaluated (Friedland and Alford 1991). So if institutionalized objects gain the status of what 
Meyer and Rowan (1977) termed “rationalized myths” and the boundary between “institutional” on the 
one side and “technical” (i.e. rational) is not as clear-cut as it seems (Suddaby 2010), one could actually 
not tell whether a person adopts an innovation because of the institutional influences per se, or because of 
his beliefs that by adopting this innovation, he or she acts rationally. Institutions influence people’s 
intention whether to adopt an innovation, but only indirectly by shaping people’s performance 
expectations regarding this innovation. 
Hence, to shed light on which conception of the workings of institutional influences holds to be true, we 
formulate our second research question:  
Do institutional influences in a non-organizational setting impact individual-level behavioral intention 
directly, with higher institutional influences causing a higher intention to adopt, or do they operate 
indirectly through their impact on performance expectancy? 
Scale Development Procedure 
As shown in Figure 1, the scale development procedure, which we have adopted from MacKenzie et al. 
(2011), can be broken down into two steps that we followed. In the first step we developed and refined 
appropriated measures. These measures were the basis for the scale evaluation and validation in the 
second step. This section provides the details on the respective steps. 
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Development and Refinement of Measures 
Following the first three stages of the process suggested by MacKenzie et al. (2011), we first developed 
conceptual definitions for the three constructs of institutional influences related to green technologies. 
Definitions for the constructs were derived from institutional literature, especially from Scott’s (2008) 
work on the three pillars of institutions.  
We subsequently generated reflective items to represent the domain of the constructs. We followed 
conventional guidelines, for example simple language, avoidance of ambiguity, and consistency in terms 
of perspective (Hinkin 1998).We conducted four pretest rounds with two raters each. Raters were either 
university students or student researchers, as they have the “intellectual ability” (MacKenzie et al. 2011,  
p. 306) to match the correspondence of each item to the three constructs. The raters were not otherwise 
involved in this research project in order to avoid biasing the results. 
Raters had to indicate on a 5-point Likert scale to what extent an item represented the definition, i.e. the 
domain, of a construct and thus its content adequacy (Hinkin and Tracey 1999; MacKenzie et al. 2011). In 
each round, we eliminated or refined those items whose average ratings did not exhibit the highest values 
for the construct they were expected to measure. At the beginning, one major feedback was that the initial 
construct definitions were not distinct enough and that it was difficult to distinguish between the 
normative and the cultural-cognitive construct. We incorporated the raters’ feedback to refine the 
constructs’ definitions and to refine and add items where necessary. In summary, the four pretest rounds 
tested 44 items and resulted in a list of 17 items and the refinement of the constructs’ definitions. The 
final constructs’ definitions can be found in Table 1. 
Table 1. Definitions for the Three Institutional Constructs 
Construct Definition 
Normative Influences 
Societal expectations, values, and attitudes influence the use of 
green technologies. 
Cultural-cognitive Influences 
The use of green technologies is accepted and perceived as 
something normal. 
Regulative Influences 
Laws and rules, as well as incentives and sanctions influence the 
use of green technologies. 
 
Corresponding to the procedure presented above, we conducted a pretest on the list of 17 items with 13 
raters and checked for statistical significance whether the constructs showed sufficient discriminant 
validity. As MacKenzie et al. (2011) point out, a repeated-measures test has to be applied in this 
circumstance as each rater assesses every item for each construct. Therefore, a between-subjects test 
cannot be applied. However, an ANOVA could not be used in our circumstance as the ANOVA’s 
Development and Refinement 
of Measures
Scale Evaluation 
and Validation
 Construct Conceptualization
 Item Generation and Refinement
 Pre-Test
 Analysis of Model Fit
 Analysis of Convergent / Discriminant Validity
 Analysis of Nomological Validity in the Context 
of  Individual-level Technology Adoption
 
 
Figure 1.  Scale Development Process 
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distributional assumptions were not met. Thus, we applied the Wilcoxon matched-pairs signed rank test 
which does not assume data’s distributional normality (Boslaugh and Watters 2008). 
As the test resulted in only three normative construct items that were statistically significant, we 
conducted another pretest round in which seven raters had to assess three normative items (mixed with 
two cultural-cognitive and regulative each). In total, the different pretest rounds resulted in 14 items, 
which were to be used for the validation of the measurement items, all of them except one were 
significantly different from the other two constructs on a 10%-level (two-sided). These items can be found 
in Table 2. 
Table 2. Items for Measuring the Institutional Constructs 
Construct Item 
Normative Influences 
Many fellow citizens expect others to use green technologies. 
The use of green technologies is regarded as something positive in 
society. * 
There are many people who support green technologies in our society. * 
Most people consider the use of green technologies as virtuous. * 
Many people demand that others use green technologies. 
Cultural-cognitive 
Influences 
Green technologies are not regarded as something special anymore.  
Green technologies are everywhere nowadays. * 
Green technologies are not an uncommon phenomenon anymore. * 
Society can no longer be imagined without green technologies. 
Regulative Influences 
The use of green technologies is demanded by the state. 
The government promotes the increased use of green technologies.  
The use of green technologies is subsidized. * 
The use of green technologies is facilitated by laws. * 
The use of green technologies is encouraged by the state. * 
* indicates items that are included in the final model.  
Scale Evaluation and Validation 
The data to evaluate the model was gathered through a web-based survey among students from a large 
public university in Germany between September 8 and September 30, 2011, which resulted in a dataset 
of 443 respondents. Items were measured on a 5-point Likert scale. The median time to finish the 
questionnaire was slightly above seven minutes. We excluded the responses of 24 respondents who 
needed less than four minutes to finish the survey, as we deemed this time period to be the minimum time 
necessary to read through the instructions and fill out the answers thoroughly. This procedure was also 
supported by a comparison of Cronbach’s Alpha between the respondents who it took less than four 
minutes and the ones who it took at least four minutes to complete the survey. The fast respondents’ 
answers exhibited Alpha values that were considerably lower than the slower group, which we interpreted 
as evidence that the fast group filled out the survey carelessly. Excluding the fast respondents left us with 
a dataset of 419 respondents, with 209 female and 207 male respondents (three respondents did not want 
to indicate their gender) and a median age of 23 years.  
Model Fit 
We used covariance-based structural equation modeling based on LISREL version 8.80 (Jöreskog and 
Sörbom 1993) with listwise deletion to evaluate the model’s fit. Computation of LISREL fit indices showed 
that one normative indicator resulted in a misfit of the model because of its error covariance with other 
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normative indicators. It was therefore excluded from subsequent analysis. Table 3 shows the fit indices for 
the proposed 3-factor solution with thirteen indicators and a reduced solution with eight indicators. 
Table 3. Fit Indices for 3-Factor Solution 
Fit Indices 
Hypothesized Model 
8 indicators 13 indicators 
Degrees of Freedom 17 62 
Normal Theory Weighted Least Squares  
Chi-Square 
24.99 (P = 0.09) 102.02 (P=0.00) 
Estimated Non-centrality Parameter (NCP) 5.74 40.02 
Root Mean Square Error of Approximation 
(RMSEA) 
0.042 0.049 
90% Confidence Interval for RMSEA  [0.0 ; 0.074] [0.031 ; 0.065] 
P-Value for Test of Close Fit (RMSEA < 0.05)  0.62 0.52 
Expected Cross-Validation Index (ECVI)  0.23 0.59 
ECVI for Saturated Model 0.27 0.67 
ECVI for Independence Model 2.21 5.21 
Standardized Root Mean Square Residual (SRMR) 0.042 0.052 
Normed Fit Index (NFI) 0.96 0.92 
Comparative Fit Index (CFI) 0.98 0.97 
Goodness of Fit Index (GFI) 0.98 0.95 
Adjusted Goodness of Fit Index (AGFI) 0.95 0.92 
 
All values meet the thresholds suggested by Byrne (1998) and Hair et al. (2011). As reliability measures 
(discussed further below) showed the best fit for the eight-item solutions and we felt confident that the 
remaining eight items still covered the construct domains and ensured adequate face validity, all following 
analyses refer to the eight-item solution4. Table 4 provides descriptive statistics for the 8-item solution. 
Table 4. Descriptive Statistics for 3-Factor Solution 
Factor Mean Standard deviation Scale 
Normative Influences 4.28 0.56 1 – 5: 
Completely disagree 
to 
Completely agree 
Cultural-cognitive Influences 3.75 0.87 
Regulative Influences 3.75 0.85 
 
Despite the model’s very good fit, Rigdon (1998) emphasizes the importance of testing plausible 
alternative models that might also fit the data to verify the validity of the hypothesized model. We 
therefore tested a) whether one underlying single factor could be responsible for the three constructs’ 
variance and b) whether the normative and cultural-cognitive indicators could be caused by one factor 
and the regulative measures by another factor. The hypothesized model and the two alternative models 
are shown in Figure 2. 
 
                                                             
4 We used the maximum likelihood (ML) estimator for our analysis. To check for the robustness of our results, we also 
employed the “robust ML” estimator (Brown 2006), which yielded similar fit indices. Although our sample size is 
below the recommended number for the use of the weighted least squares (WLS) estimator (Flora and Curran 2004), 
we additionally performed a WLS regression, which also resulted in acceptable fit indices. 
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The comparison of the two alternative factor solutions with the hypothesized model structure regarding 
several fit indices can be found in Table 5. The two alternative solutions exhibit a worse fit across all of the 
indices. 
Table 5. Comparison of Fit Indices for Alternative Factor Solutions 
Fit Indices 
Hypothesized  
Model 
Alternative  
1-Factor 
Model 
Alternative 
2-Factor 
Model 
Degrees of Freedom 17 20 19 
Normal Theory Weighted Least Squares  
Chi-Square 
24.99  
(P = 0.09) 
213.30  
(P = 0.00) 
121.52  
(P = 0.00) 
Root Mean Square Error of Approximation 
(RMSEA) 
0.042 0.19 0.14 
Normed Fit Index (NFI) 0.96 0.65 0.80 
Comparative Fit Index (CFI) 0.99 0.66 0.82 
Goodness of Fit Index (GFI) 0.98 0.84 0.90 
 
We also investigated whether the construct could be a second-order construct with a “superordinate” 
(Edwards 2001) institutional construct causing the normative, cultural-cognitive, and regulative 
constructs to vary. Although the resulting fit indices match those of the hypothesized first-order construct, 
the t-values of the coefficients of the paths between the second and first order construct are non-
significant. We can therefore reject the possibility of a second-order construct. 
Student samples have been criticized for making students respond to statements that deal with a topic 
unfamiliar to them (McKnight et al. 2002). To ensure that the students surveyed could answer the 
questions related to saving money through the use of the e-energy equipment, we included a question 
whether they still live with their family. 63.0% of the students indicated that they don’t live with their 
families any more. Analysis of fit indices of this subsample resulted in values that show a fit similar to the 
fit values for the whole dataset. The values are displayed in Table 6.  
Normative
Cultural-
cognitive
Regulative
Item
Item
Item
Item
Item
Item
Item
Item
3 Factors 
Combined
Item
Item
Item
Item
Item
Item
Item
Item
Normative &
Cult.-cogn.
Regulative
Item
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Item
Item
Item
Item
Item
Hypothesized Model 1-Factor Model 2-Factor Model
 
Figure 2.  Structures of the Hypothesized Model and the Two Alternative Models 
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Table 6. Fit Indices for Sub Sample of Students Who Don’t Live with Their Families 
Fit Indices Hypothesized 3-Factor Model 
Normal Theory Weighted Least Squares Chi-Square 24.08 (P = 0.12) 
Root Mean Square Error of Approximation (RMSEA) 0.049 
Normed Fit Index (NFI) 0.94 
Comparative Fit Index (CFI) 0.98 
Goodness of Fit Index (GFI) 0.97 
 
In summary, although we cannot state with complete certainty that there is no model that is at least as 
good as the hypothesized model, as there are always “equivalent models” (Stelzl 1986), we feel confident 
that we have rejected the most plausible alternative models.  
Convergent Validity 
We assessed convergent validity by computing construct reliability (Hair et al. 2010), which is also called 
composite reliability ρr (Bagozzi and Yi 1988). We had to calculate the values for ρr manually as LISREL 
provides no means for automatic calculation of this measure. The values for ρr that can be found in Table 
7 are computed for both the sample of students that have already moved out and the total sample. 
Composite reliabilities for all three influences surpass the threshold of 0.6 (Bagozzi and Yi 1988; 
Diamantopoulos and Siguaw 2000). 
Table 7. Results for Composite Reliabilities 
Construct ρr (students moved out) ρr (total) 
Normative Influences 0.63 0.65 
Cultural-cognitive Influences 0.72 0.68 
Regulative Influences 0.81 0.82 
 
We are aware of recommendations that constructs should be measured by at least three items, as a two-
item construct by itself is mathematically underidentified (Hair et al. 2010). As we measured cultural-
cognitive influences by only two items in the hypothesized model’s 8-item solution, we tested the 
construct’s unidimensionality by computing fit indices for a four-indicator solution by including two 
cultural-cognitive items that we dropped before. The model was now overidentified and resulted in χ2 
values of 0.34 at 2 degrees of freedom (p=0.84), CFI=1.0, SRMR=0.008, and RMSEA=0.00, which 
indicated unidimensionality. 
Discriminant Validity 
To test for discriminant validity, we employed the same approach as described by Byrne (1998) and 
employed e.g. by Jia and Reich (2008). We tested all three pairwise combinations of the three constructs; 
one time with the covariance between the constructs unconstrained, the other time with the covariance set 
to a fixed value, and employed a chi-square difference (D2) test. However, we employed a more stringent 
approach by additionally setting the pairwise correlations between the constructs, which correspond to 
the covariances when the constructs variances are set to one, to 0.6 instead of only setting them to 1.0. We 
expect this approach to produce more meaningful results related to the discrimination between two 
respective constructs.  
Because of the conceptual similarity between the constructs of social influence and normative influences, 
we also included the measurement of the social influence construct to establish discriminant validity by 
computing the pairwise comparison for the constructs normative influences and social influence. Social 
influence was measured based on the operationalization in Venkatesh et al.’s (2003) “Unified Theory of 
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Acceptance and Use of Technology” (UTAUT) and its extended version UTAUT2 (Venkatesh et al. 2012), 
which extends UTAUT to a consumer context. The items referred to a specific green technology that we 
will describe further below in this paper. 
The D2 test indicated that all differences were significant at a 0.1%-level. Therefore we concluded that the 
constructs exhibit adequate discriminant validity. The results of the pairwise comparisons are shown in 
Table 8. 
Table 8. Results of Pairwise Comparisons for Construct Validity 
Construct Pairs 
Correlation 
constrained to 1.0 
χ2 (df) 
Correlation 
constrained to 0.6 
χ2 (df) 
Unconstrained 
χ2 (df) 
Normative – Cultural-cognitive 79.37 (5) 29.34 (5) 14.97 (4) 
Normative – Regulative 99.01 (9) 56.83 (9) 6.53 (8) 
Cultural-cognitive – Regulative 62.37 (5) 20.14 (5) 3.67 (4) 
Normative – Social influence 86.09 (9) 18.83 (9) 5.98 (8) 
 
We also computed fit indices for both a 4-factor solution in which social influence was a separate factor, 
and a 3-factor solution in which one factor loaded on both the social and the normative influence items. 
The results are displayed in Table 9. Results show that the 4-factor solution exhibits a considerably better 
fit than the 3-factor model. As in addition, normative and social influences only correlate moderately  
(r = 0.33), we feel confident to conclude that the two constructs are sufficiently discriminant. 
Table 9. Comparison of Fit Indices for Alternative Factor Solutions 
Fit Indices 4-Factor Model 3-Factor Model 
Degrees of Freedom 38 41 
Normal Theory Weighted Least Squares Chi-Square 38.72 (P = 0.44) 119.76 (P = 0.0) 
Root Mean Square Error of Approximation (RMSEA) 0.009 0.09 
Normed Fit Index (NFI) 0.95 0.85 
Comparative Fit Index (CFI) 1.00 0.90 
Goodness of Fit Index (GFI) 0.97 0.92 
 
Nomological Validity in the Context of Individual-level Technology Adoption 
Finally, we wanted to answer our second research question whether institutional influences directly 
influence behavioral intention or operate indirectly through their impact on performance expectancy. 
Therefore, we assessed “nomological validity” (MacKenzie et al. 2011) by analyzing how the three 
institutional constructs relate to the constructs of behavioral intention and performance expectancy as 
operationalized in Venkatesh et al. (2003, 2012). This approach allowed us to explore empirically whether 
institutional influences’ impact on behavioral intention is mediated by performance expectancy. 
In contrast to the three institutional constructs which we related to green technologies in general, 
performance expectancy and behavioral intention refer to a specific green IS. We decided to relate the 
constructs of behavioral intention and performance expectancy to a green IS called “E(nergy)-
management”. This technology, which we will briefly describe below5, allows users to take advantage of 
fluctuating energy prices that come with an economy’s increased use of renewable resources like wind and 
sun to produce energy.  
                                                             
5 Please refer to http://www.meregio.de/en/index.php?page=solution-phaseone for a more detailed description of the 
technology. 
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With this technology, individual consumers do not pay a fixed energy price per kilowatt hour. Rather, they 
pay variable prices based on the availability of electricity within a smart grid. The current price for 
electricity varies, depending among other things on the load factor of the electricity grid and the current 
weather, which corresponds with the generation of electricity through renewable energy sources such as 
sun and wind. In their homes, users have gadget, a so-called “energy traffic light”, which indicates in the 
colors red, yellow, and green how expensive it currently is to use electricity. Based on this information, 
consumers can decide when to use electric household appliances such as the washing machine, the dryer, 
the stove, or the dish washer.  
A “smart electricity meter” transfers the current usage data via an internet connection to the energy 
provider, which bills usage-based depending on the current tariff. The users can always check their usage 
information on a per-second basis on their computer via the internet. With the help of a control box, 
consumers can also configure their appliances to automatically turn on once cheap energy is available. 
After respondents were presented with a description of this technology, they had to assess the 
performance expectancy regarding the technology and the behavioral intention to use the technology if it 
was available to them. The constructs’ items were measured on a 5-point Likert scale (ranging from 1: 
Completely disagree to 5: Completely agree) using items based on Venkatesh et al. (2003, 2012). The 
items used can be found in Table 10. The constructs’ mean values were 3.96 for performance expectancy 
and 3.13 for behavioral intention to use; the standard deviations were 0.94 and 1.07 respectively. 
Table 10. Items for Measuring Performance Expectancy and Behavioral Intention to Use 
Construct Item 
Performance Expectancy 
“E-management” would be of no use to me. (negatively worded) 
All in all, the use of “E-management” would be an advantage to me. 
I would find “E-management” useful. 
I would save electricity cost through the use of “E-management”. 
Behavioral Intention to Use 
I intend to use “E-management” once it is available. 
It is probable that I will use “E-management” given its availability. 
I assume that I will use “E-management” once it is offered. 
 
We used partial least squares structural equation modeling, more precisely the software SmartPLS 2.0 
(Ringle et al. 2005), to analyze the institutional constructs’ influence. We first analyzed whether the three 
institutional influences had an impact on behavioral intention and performance expectancy. The 
significance levels are based on the t-values that were produced through a bootstrapping procedure with 
5000 repetitions. Results were calculated using case-wise deletion for missing values, which resulted in 
257 complete cases. Table 11 shows the constructs’ composite reliability and the construct correlations; 
diagonal values indicate the average variance extracted (AVE). 
Table 11. Composite Reliability, Construct Correlations and AVEs 
 ρr 1 2 3 4 5 
1. Normative Influences 0.81 0.59     
2. Cultural-cognitive Influences 0.86 0.14 0.76    
3. Regulative Influences 0.87 0.07 0.28 0.70   
4. Performance Expectancy 0.93 0.20 0.15 0.05 0.77  
5. Behavioral Intention to Use 0.96 0.16 0.06 0.08 0.66 0.88 
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The path diagram including the significance levels of the significant path coefficients is shown in Figure 3. 
 
Performance 
Expectancy
Behavioral 
intention
Normative
Cultural-
cognitive
Regulative
0.185 ***
Institutional  Influences
0.119 **
0.660 ***
R2: 44.2 %
 
 
                                                                 2-sided significance levels: ** 5% *** 1% 
Figure 3.  Exploratory Model of Nomological Validity 
Bold paths signal significant relationships between constructs, thin arrows indicate non-significant 
relationships. T-values of the path coefficients indicate a statistically significant influence of both 
normative and cultural-cognitive influences on performance expectancy. None of the three institutional 
constructs had a direct impact on behavioral intention.  
Subsequently, we tested whether performance expectancy acts as mediator of the impact of normative and 
cultural-cognitive influences on behavioral intention. Using the bootstrap samples that we generated to 
calculate the t-values above, we compared the direct effect of normative, respectively cultural-cognitive, 
influences on behavioral intention with their total effects on behavioral intention through a dependent-
samples mean value comparison (Schloderer et al. 2009). Both mediating effects were significant at a 
0.1%-level (two-sided). 
To further explore the impact of regulative influences, we analyzed whether regulative influences might 
impact normative and/or cultural-cognitive influences directly. The reasoning for doing so is the 
assumption that society’s structure of laws and regulations can be assumed to lay the foundation for 
beliefs about social facts that we either take for granted (cultural-cognitive) or that shape the beliefs of 
what other people expect of us (normative).  
Results of the analysis indicate a significant impact of regulative influences on cultural-cognitive 
influences. The path between regulative and normative influences on the other hand is not statistically 
significant. Corresponding to our procedure above, we tested whether cultural-cognitive influences 
mediate the relationship between regulative influences and performance expectancy, which was 
confirmed at the 0.1%-level (two-sided). 
Discussion, Limitations, and Further Research 
Through our study we extend the conception of institutional influences on an organizational level to the 
individual level in a non-organizational setting. We developed and empirically validated the constructs 
comprising institutional influences on individual-level innovation adoption in a non-organizational 
context for the adoption of green technologies. We could show that institutional influences comprise three 
distinct constructs – normative, cultural-cognitive, and regulative influences – with each construct 
showing discriminant validity.  
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By placing the three constructs within a nomological network, we could also explore the relevance that 
institutional influences play regarding the adoption of innovations that have become institutionalized. 
The results of this aspect highlight the complex interrelationship between institutional influences on the 
one side and rational constructs like performance expectancy on the other side. Contrary to studies in 
organizational contexts, such as Teo et al. (2003), which find that institutional pressures have a direct 
impact on intention, our results indicate that institutions might operate through their effect on per-
formance expectancy in non-organizational settings. 
Although our study has a theoretical focus, there are implications that managers of companies can draw 
on. Our results show that individuals consider the performance expectancy of products higher that are in 
line with institutional influences. Therefore, if institutional impacts are expected to play a role in the 
adoption of an innovation, a company’s marketing should consider emphasizing how their product 
conforms to institutional norms. In addition to green technologies, relevant institutional contexts could 
include the illegal sharing and downloading of music and video files or contexts where different standards 
compete for dominance and it is uncertain which one will evolve as the dominating one. 
There are certain potential limitations to our study. We assume that Scott’s (2008) pillars of institutional 
theory, which predominantly focus on organizational settings, exist at an individual level outside 
organizational contexts. Scott (2005) emphasizes that he has integrated different levels of analysis as well 
as pointed out similarities of institutional literature from very different fields. Therefore, we feel confident 
that the three pillars can be applied to the context and level of analysis that we have researched. However, 
we cannot exclude the possibility that additional pillars might exist that influence the adoption decision 
outside organizational contexts. 
This study is the first of its kind to research institutional influences and operationalize the respective 
constructs in a non-organizational setting. Therefore, our model has to be validated with different 
samples and within different contexts besides green technologies to generalize our findings 
(Diamantopoulos and Siguaw 2000). As our measurement instrument has been specifically developed for 
the adoption of a green IS, the items cannot be readily applied within a “non-green” context. Rather, it 
would be necessary to adapt the items accordingly. Our measurement instrument could however guide the 
development of new items. 
Regarding the limitation of using a student sample, one has to distinguish between the two contributions 
that we planned to make (cf. Compeau et al. 2012 on the importance of making the generalization goals of 
one’s study explicit): First, to show that the three institutional influences can be operationalized on an 
individual level, and second, to explore whether institutional influences operate directly or indirectly on 
an individual level. We feel that in terms of the first contribution, using a student sample actually makes 
our claim stronger. Sears (1986) notes that “college students are likely to have less-crystallized attitudes” 
(p. 515). Therefore, by showing that that three institutional constructs could be identified within a student 
population where institutional influences might not have fully sedimented yet, we feel confident that these 
influences are likely to exist within a non-student population where institutional influences have become 
more firmly established. This logic corresponds to the path “D-B” proposed by Seddon and Scheepers 
(2012) on the generalization of knowledge claims. 
However, students have at the same time stronger cognitive skills (Sears 1986), which is typical for earlier 
adopters (Rogers 2003). Earlier adopters are also more rational and place more emphasis on the most 
effective means to an end (Rogers 2003). Performance expectations could for that reason have a stronger 
direct impact on the decisions of earlier adopters, while later adopters’ decisions might be influenced 
directly by institutional influences6. Only sampling from a more representative population would be able 
to shed more light on the workings of institutional influences. 
In addition to sampling from a non-student population, further research should include technological 
adoption settings where regulative influences have a stronger impact in a sense that the use of the 
technology is mandatory. This would also allow for testing whether regulative influences in some contexts 
exert a direct impact on behavioral intention or performance expectancy, which was not the case in our 
                                                             
6 We thank an anonymous reviewer for pointing out this important aspect and how it relates to our second contri-
bution. 
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study. Besides, replicating our study in different countries and within different social contexts would 
allow for testing how culture affects institutional influences. 
We hope that this study will serve as a starting point for paying closer attention to institutional influences 
on individual-level technology adoption. In the way that we have conceptualized institutional influences, 
institutional theory could contribute to integrating individual and organizational adoption studies; except 
from Innovation Diffusion Theory, there seems to be a lack of theories that integrate both perspectives 
(Jeyaraj et al. 2006). Moreover, this study may also contribute to the discussion how social and rational 
factors influence each other, thus helping to analyze IT within an appropriate context.  
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