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Abstract
The restricted connectivity ′(G) of a connected graph G is deﬁned as the minimum cardinality of a vertex-cut over all vertex-cuts
X such that no vertex u has all its neighbors in X; the superconnectivity 1(G) is deﬁned similarly, this time considering only vertices
u in G − X, hence 1(G)′(G). The minimum edge-degree of G is (G) = min{d(u) + d(v) − 2 : uv ∈ E(G)}, d(u) standing
for the degree of a vertex u. In this paper, several sufﬁcient conditions yielding 1(G)(G) are given, improving a previous
related result by Fiol et al. [Short paths and connectivity in graphs and digraphs, Ars Combin. 29B (1990) 17–31] and guaranteeing
1(G) = ′(G) = (G) under some additional constraints.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Throughout this paper, only undirected simple graphs without loops or multiple edges are considered.
Let G = (V ,E) be a graph with vertex set V = V (G) and edge set E = E(G). For u, v ∈ V , d(u, v) = dG(u, v)
denotes the distance between u and v; that is, the length of a shortest (u, v)-path. For S, F ⊂ V , d(S, F )=dG(S, F )=
min{d(s, f ) : s ∈ S, f ∈ F } denotes the distance between S and F. For every v ∈ V and every nonnegative integer
r0, Nr(v) = {w ∈ V : d(w, v) = r} denotes the neighborhood of v at distance r. If S ⊂ V then Nr(S) = {w ∈
V : d(w, S) = r}, where d(w, S) means d({w}, S). Observe that N0(S) = S. When r = 1 we put simply N(v) and
N(S) instead of N1(v) and N1(S). If S ⊂ V then G[S] stands for the subgraph induced by S. The degree of a vertex
v is d(v) = |N(v)|. Thus  = (G) is the minimum degree over all vertices of G. The girth g = g(G) is the length
of a shortest cycle in G. The diameter D = D(G) is the maximum distance over all pairs of vertices in G, and G is
connected if D<∞.
Let X be a subset of vertices or edges. The notions of vertex-connectivity (G) and edge-connectivity (G) can be
naturally generalized by imposing conditions on the components of G − X and/or on the set X. Harary formulated
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in [8] the notion of conditional connectivity by imposing conditions on the components of G − X. Esfahanian and
Hakimi in [4] introduced the restricted connectivity by imposing conditions on the set X. More precisely, a restricted
cut X is a vertex-cut that belongs to the family of subsets of vertices
F′ = {X ⊂ V : N(u)X for any u ∈ V }.
Provided that some restricted cut exists, the restricted connectivity is
′ = ′(G) = min{|X| : X is a restricted cut}.
A restricted cut X is called a ′-cut if |X| = ′. A restricted edge-cut, the restricted edge-connectivity ′ = ′(G) and a
′-cut are deﬁned analogously.
Later, Fàbrega andFiol in [5,6] introduced the notion of-extraconnectivityby imposing that the resulting components
of G−X must have at least + 1 vertices, where 1 is an integer. Therefore, a vertex-cut X of G is called an -extra
cut if X does not contain the neighborhood N(S) of any set S of cardinality at most  such that S ∩X =∅. When = 1,
we have that any 1-extra cut must belong to the family
F1 = {X ⊂ V : N(u)X for any u ∈ V \X}.
Provided that some 1-extra cut exists, the 1-extraconnectivity is
1 = 1(G) = min{|X| : X is a 1-extra cut}.
A 1-extra cutX is called a1-cut if |X|=1.A 1-extra edge-cut, the 1-extra edge-connectivity 1=1(G) and a 1-cut are
deﬁned analogously.The superconnectivity and edge-superconnectivity proposed in [2,3] can bemeasured by1(G) and
1(G), respectively. A graph is superconnected, for short super-, if all its minimum vertex-cuts consist of the vertices
incident with one vertex, see Boesch [2], Boesch and Tindell [3] and Fiol et al. [7]. Observe that a superconnected graph
is necessarily maximally connected, (G) = (G), but the converse is not true (take Cg—a cycle of length g—with
g6 as a simple example of a maximally connected graph that is not superconnected). Notice also that 1(G)> (G)
is a sufﬁcient and necessary condition for G to be superconnected. In a similar way an edge-superconnected or super-
graph is deﬁned.
A connected graph G is called ′-connected if ′(G) exists. From deﬁnitions it is clear that 1(G)=′(G). Esfahanian
and Hakimi [4] showed that each connected graph G of order at least 4 except a star is ′-connected and satisﬁes
′(G)(G), where (G) denotes the minimum edge-degree of G deﬁned as (G) = min{d(u) + d(v) − 2 : uv ∈
E(G)}. Furthermore, a ′-connected graph is said to be ′-optimal if ′(G) = (G). Some of the authors in [1] have
studied ′-optimality in graphs of diameter at most g − 1, generalizing some results given by Hellwig and Volkmann
[9] for graphs of diameter 2.
For vertices the situation is different. When some restricted cut exists, it is clear that 1(G)′(G), since any
restricted cut X is certainly a 1-extra cut. The converse, however, is not always true. Fig. 1 provided in [4] is an example
in which 1(G) = 3 = (G) + 1 and ′(G) does not exist. Moreover, 1(G) does not exist for some graphs; this is the
case for the complete bipartite graph Kn,m with n,m2. We say that a connected graph G is ′-connected if ′(G)
exists, and 1-connected if 1(G) exists.We will show that G is a ′-connected graph with ′(G)(G) (thus, it is also
1-connected and 1(G)′(G)(G)) whenever either g6 and 2, or g = 5 and 3. The same conclusion
will be obtained when g = 5 and  = 2, provided that G satisﬁes some additional requirement. In this paper we will
restrict ourselves on graphs G for which the inequalities 1(G)′(G)(G) hold.
Fig. 1. Example provided in [4] by Esfahanian and Hakimi.
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In relation to the lower-boundness of 1, some sufﬁcient conditions on the diameter of a graph in terms of its girth
were given in [7]:
12 − 2 if D
{
g − 3 (g odd);
g − 4 (g even). (1)
In this paper, we improve (1) by showing that a graph G with diameter at most g − 3 satisﬁes 1(G)(G). Next,
we prove that this lower bound for 1(G) still holds for a graph with odd girth g imposing some additional constraint
for all pair of vertices u, v at distance d(u, v)g − 2. Finally, we present sufﬁcient conditions for a graph G that allow
us to guarantee ′(G) = 1(G) = (G). In Section 2 we present our results and prove them in Section 3.
2. Main results
The ﬁrst result provides a light requirement for a graph G to be ′-connected with ′(G)(G).
Proposition 2.1. Let G be a connected graph with girth g5 and minimum degree 2. Then G is ′-connected and
′(G)(G) if one of the following assertions holds:
(i) g6 or 3.
(ii) There exists some edge u0u1 with d(u0)+ d(u1)− 2 = (G) such that every cycle u0u1u2u3u4u0 (if any) satisﬁes
dG(u3)3.
In Proposition 2.1 of [1] some of the authors proved that the girth is a suitable index in order to study how far away a
vertex of a non ′-optimal graph G can be from a set of vertices. Knowledge of this kind of structural properties is very
useful when attempting to prove that G is ′-optimal if the diameter satisﬁes Dg − 2 [1]. Thus, in order to obtain
an improvement of known result (1) we need to show that the girth is also useful in order to study how far away a
vertex of a 1-connected graph G satisfying 1(G)< (G) can be from a 1-cut. Now the main difﬁculty is to perform
computations involving vertices instead of edges.
Proposition 2.2. Let G = (V ,E) be a 1-connected graph with girth g and minimum degree 2. Let X ⊂ V be a
1-cut. If 1(G)< (G) then for each connected component C of G − X there exists some vertex u ∈ V (C) such that
d(u,X)(g − 3)/2	.
The following theorem shows that the minimum edge-degree of a graph G is a lower bound for 1(G), whenever
G satisﬁes certain constraints on the diameter and the minimum degree. Notice that this result is an improvement of
known result (1).
Theorem 2.3. Let G be a 1-connected graph with girth g, minimum degree 2 and diameter D. Then 1(G)(G)
if Dg − 3.
Our next goal is to establish sufﬁcient conditions to guarantee 1(G)(G) in graphs G of diameter g − 2 for odd
g.
Theorem 2.4. Let G be a 1-connected graph with odd girth g5 and minimum degree 2. Then 1(G)(G) if
one of the following assertions holds:
(i) Diameter is D = g − 2 and all pair u, v of vertices at distance d(u, v) = g − 2 is such that neither vertex u nor v
lies on a cycle of length g.
(ii) |N(g−3)/2(u) ∩ N(g−1)/2(v)|3 for all pair u, v of vertices at distance d(u, v)g − 2.
Fig. 2 provides an example showing that Theorem 2.4 is best possible in the sense that the hypothesis |N(g−3)/2(u)∩
N(g−1)/2(v)|2 for all pair u, v of vertices at distance d(u, v)g − 2 with g odd does not imply 1(G)(G). Fig. 3
shows that the conditions in Theorem 2.4 yielding 1(G)(G) are not necessary.
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Fig. 2. A graph with D = 3, g = 5, and 3 = 1 < = 4.
Fig. 3. 1 = 2 = , even though the conditions of Theorem 2.4 do not hold.
The following result shows that 1(G)(G) if two distinct vertices in N(g−3)/2(u) ∩ N(g−1)/2(v) satisfy certain
requirement, for all pair u, v of vertices at distance d(u, v)g − 2 with g odd.
Theorem 2.5. Let G be a 1-connected graph with odd girth g7 and minimum degree 2. Suppose that for all
pair u, v of vertices at distance d(u, v)g− 2 the set N(g−3)/2(u)∩N(g−1)/2(v) contains at least two distinct vertices
x,y such that 2d(x, y)(g−3)/2 and such that any w ∈ N(g−3)/2(v)∩ (N(x)∪N(y)) satisﬁes d(w, y)(g−3)/2
if w ∈ N(x), d(w, x)(g − 3)/2 if w ∈ N(y). Then 1(G)(G).
Noticing that any graph G with (G) = 2 and 1(G)(G) = 2 cannot be superconnected, next corollary follows
directly from Proposition 2.1, Theorems 2.3–2.5.
Corollary 1. Let G be a connected graph with girth g5, minimum degree 2 and diameter D. Suppose that there
exists some edge u0u1 such that d(u0)+d(u1)−2=(G) and every cycle u0u1u2u3u4u0 (if any) satisﬁes dG(u3)3.
Then, 1(G) = ′(G) = (G) if one of the following assertions holds:
(i) Dg − 3.
(ii) g is odd, D = g − 2, and all pair u, v of vertices at distance d(u, v) = g − 2 is such that neither vertex u nor v
lies on a cycle of length g.
(iii) g is odd and |N(g−3)/2(u) ∩ N(g−1)/2(v)|3 for all pair u, v of vertices at distance d(u, v)g − 2.
(iv) g7 is odd, and for all pair u, v of vertices at distance d(u, v)g−2 the setN(g−3)/2(u)∩N(g−1)/2(v) contains at
least two distinct vertices x, y such that 2d(x, y)(g−3)/2 and such that anyw ∈ N(g−3)/2(v)∩(N(x)∪N(y))
satisﬁes d(w, y)(g − 3)/2 if w ∈ N(x), d(w, x)(g − 3)/2 if w ∈ N(y).
Furthermore, < 1(G) = ′(G) = (G) if G also satisﬁes (G)3.
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3. Proofs
Proof of Proposition 2.1. (i) Let uv be any edge of G. It is not difﬁcult to see for all z ∈ V (G)\{u, v} that
N(z)N({u, v}) whenever g6 or 3. Hence N({u, v}) is a restricted cut, following that G is ′-connected and
′(G) |N({u, v})| for any edge uv of G, so ′(G)(G).
(ii) Let u0u1 be an edge satisfying the hypothesis of the proposition. Reasoning as in case (i) we have N(z)N({u0,
u1}) for any z ∈ N(u0) ∪ N(u1). So suppose that z /∈N(u0) ∪ N(u1) is such that N(z) ⊆ N({u0, u1}). As no
cycles of length 4 can exist we must have N(z) = {u4, u2} with u4 ∈ N(u0) − u1, u2 ∈ N(u1) − u0, yielding a
cycle u0u1u2zu4u0 with dG(z) = 2, against the hypothesis. Thus, G is ′-connected. To end the proof, observe that
′(G) |N({u0, u1})| = d(u0) + d(u1) − 2 = (G). 
The following convention will be used henceforth. Let G = (V ,E) be a graph and let X ⊂ V , v ∈ V \X and
u ∈ N(v). Let us introduce the sets
S+u (v) = {z ∈ N(v) − u : d(z,X) = d(v,X) + 1};
S=u (v) = {z ∈ N(v) − u : d(z,X) = d(v,X)};
S−u (v) = {z ∈ N(v) − u : d(z,X) = d(v,X) − 1}. (2)
Clearly, S+u (v), S=u (v) and S−u (v) form a partition of N(v) − u.
Proof of Proposition 2.2. For g = 3, 4, 5 the result is immediate. So suppose that g6 and let C be any connected
component of G − X. Let us denote by  = max{d(u,X) : u ∈ V (C)}. First assume that  = 1. This implies that
every vertex of V (C) is adjacent to some vertex of X. As |V (C)|3, we can take an edge uv of E(C). Consider the
sets deﬁned in (2) and observe that S−v (u) ⊆ X, S−u (v) ⊆ X and S+v (u) = S+v (u) = ∅. Likewise, the sets S−v (u) ⊆ X,
S−u (v) ⊆ X, N(S=u (v)) ∩ X and N(S=v (u)) ∩ X are pairwise disjoint because g6. Therefore, as |N(S=u (v)) ∩
X| |S=u (v)| and |N(S=v (u)) ∩ X| |S=v (u)| because g6 and every vertex of V (C) is adjacent to some vertex of X,
we have
1(G) = |X| |S−v (u)| + |S−u (v)| + |S=v (u)| + |S=u (v)|
= |N(u) − v| + |N(v) − u| = d(u) + d(v) − 2(G),
which is a contradiction. Therefore we can assume that 2. We reason by contradiction, so assume that 2
(g − 3)/2	 − 1, which implies that g8. We study the following cases.
Case 1: There exists an edge uv in C such that d(u,X) = d(v,X) = .
In this case S+u (v) = S+v (u) = ∅. Moreover, we have |N(S=u (v)) ∩ X| |S=u (v)|. Otherwise, by the Pigeonhole
Principle there are two vertices v1, v2 ∈ S=u (v) both at distance  to a vertex x ∈ N(S=u (v))∩X. Then there is a cycle
going through {v1, v, v2, x} of length at most 2 + 22(g − 3)/2	g − 2 which is impossible. In the same way it
is proved that |N(v) ∩ X| |S−u (v)|. Furthermore, N(S=u (v)) ∩ X, N(S=v (u)) ∩ X, N(u) ∩ X and N(v) ∩ X are
pairwise disjoint, because otherwise a cycle of length at most 2 + 3g − 1 exists.
Therefore, we have
1(G) = |X| |N(u) ∩ X| + |N(v) ∩ X| + |N(S=v (u)) ∩ X| + |N(S=u (v)) ∩ X|
 |S−v (u)| + |S−u (v)| + |S=v (u)| + |S=u (v)|
= |N(u) − v| + |N(v) − u| = d(u) + d(v) − 2 = (G),
against the hypothesis 1(G)< (G).
Case 2: Every vertex u in C with d(u,X) =  is such that d(v,X) =  − 1 for all v ∈ N(u).
Letu be a vertexwith d(u,X)= and consideru1 ∈ N(u). Notice that d(u1, X)=−1 and every vertex inN(S+u (u1))
is at distance  − 1 from X. Reasoning as in the previous case, we have the inequalities |N−1(N(S+u (u1)) − u1) ∩
X| |N(S+u (u1))−u1| |S+u (u1)| (since 2), |N−1(S=u (u1))∩X| |S=u (u1)|, |N−1(N(u)−u1)∩X| |N(u)−u1|,
and |N−1(u1) ∩ X| |S−u (u1)|. Likewise, the sets N−1(N(S+u (u1)) − u1) ∩ X, N−1(S=u (u1)) ∩ X, N−1(u1) ∩ X
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and N−1(N(u) − u1) ∩ X are pairwise disjoint. Hence we have
1(G) = |X| |N−1(N(u) − u1) ∩ X| + |N−1(u1) ∩ X|
+ |N−1(S=u (u1)) ∩ X| + |N−1(N(S+u (u1)) − u1) ∩ X|
 |N(u) − u1| + |S−u (u1)| + |S=u (u1)| + |S+u (u1)|
= d(u) + d(u1) − 2(G),
which is a contradiction.
Therefore, we conclude that (g − 3)/2	. 
As a consequence of Proposition 2.2, if G is a 1-connected graph with girth g such that 1(G)< (G) and X is a
1-cut, then for any connected component C of G − X, the following set is nonempty:
CX = {u ∈ V (C) : d(u,X)(g − 3)/2	}.
Concerning this set we need to prove the following result.
Lemma 1. Let G be a 1-connected graph with odd girth g5 and minimum degree 2. Let X be a 1-cut and
assume that there exists a connected component C of G−X such that max{d(u,X) : u ∈ V (C)} = (g − 3)/2. Then if
1(G)< (G), the following assertions hold:
(i) The induced subgraph G[CX] contains edges.
(ii) If u ∈ CX and N(u) ∩ CX = ∅ then |N(u) ∩ CX|2.
(iii) Any vertex u ∈ CX lies on a cycle of length g.
(iv) There exists a vertex u in CX such that |N(g−3)/2(u) ∩ X| = 1.
Proof. (i) When g = 5, for every vertex u ∈ CX there must exist some v ∈ N(u) such that v ∈ CX, that is,
d(u,X) = d(v,X) = 1; otherwise, N(u) ⊆ X, against the fact that X is a 1-extra cut. Hence assume g7. We reason
by contradiction supposing that every vertex u ∈ CX satisﬁes N(u) ∩ CX = ∅. Hence d(u,X) = (g − 3)/2 and
|N(g−3)/2(u) ∩ X|d(u). Take u1 ∈ N(u) and consider the sets deﬁned in (2). Notice that d(u1, X) = (g − 5)/2
and every vertex in N(S+u (u1)) is at distance (g − 5)/2 from X. Observe also that the sets N(g−5)/2(N(u) − u1) ∩ X,
N(g−5)/2(u1) ∩ X, N(g−5)/2(S=u (u1)) ∩ X and N(g−5)/2(N(S+u (u1)) − u1) ∩ X are pairwise disjoint. Thus by the
Pigeonhole Principle we have
1(G) = |X| |N(g−5)/2(N(u) − u1) ∩ X| + |N(g−5)/2(u1) ∩ X|
+ |N(g−5)/2(S=u (u1)) ∩ X| + |N(g−5)/2(N(S+u (u1)) − u1) ∩ X|
 |N(u) − u1| + |S−u (u1)| + |S=u (u1)| + |N(S+u (u1)) − u1|.
As 2, and taking into account the hypothesis, we have |N(S+u (u1)) − u1| |S+u (u1)| which gives 1(G)d(u) +
d(u1) − 2(G), contradicting our assumption.
(ii) It is equivalent to showing that S=u (v) = ∅ and S=v (u) = ∅, for any edge uv ofG[CX].We reason by contradiction
supposing that S=v (u)= ∅. In this case, the sets N(g−3)/2(u)∩X, N(g−3)/2(v)∩X and N(g−3)/2(S=u (v))∩X are all of
them pairwise disjoint (we take N(g−3)/2(S=u (v))∩X = ∅ in case S=u (v)= ∅). Taking into account that |N(g−3)/2(u)∩
X| |S−v (u)|, |N(g−3)/2(v) ∩ X| |S−u (v)| and |N(g−3)/2(S=u (v)) ∩ X| |S=u (v)|, we have
1(G) = |X| |N(g−3)/2(u) ∩ X| + |N(g−3)/2(v) ∩ X| + |N(g−3)/2(S=u (v)) ∩ X|
 |S−v (u)| + |S−u (v)| + |S=u (v)| = d(u) + d(v) − 2(G),
and this is not possible. Hence S=u (v) = ∅ and S=v (u) = ∅, for any edge uv of G[CX].
(iii)We reason by contradiction, so suppose that some vertex u ∈ CX does not lie on a cycle of length g. First, suppose
that there exists some edge uv inG[CX]. Clearly, S+v (u)=S+u (v)=∅, S=v (u)=(N(u)−v)∩CX and S−v (u)=N(u)\CX.
Notice that the sets N(g−3)/2(u)∩X, N(g−3)/2(v)∩X, and N(g−3)/2(S=v (u)∪S=u (v))∩X are pairwise disjoint because
otherwise a cycle in G of length at most g − 1 would be found. Thus, we have
1(G) = |X| |N(g−3)/2(u) ∩ X| + |N(g−3)/2(v) ∩ X| + |N(g−3)/2(S=v (u) ∪ S=u (v)) ∩ X|.
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Since |N(g−3)/2(u) ∩ X| |S−v (u)| it follows that
1(G) = |X| |S−v (u)| + |S−u (v)| + |N(g−3)/2(S=v (u) ∪ S=u (v)) ∩ X|. (3)
Moreover, we have
N(g−3)/2(S=v (u)) ∩ N(g−3)/2(S=u (v)) ∩ X = ∅,
because no cycle of length g goes through u. Furthermore, |N(g−3)/2(S=v (u))∩X| |S=v (u)|, because otherwise a cycle
of length at most g − 1 can be found; this fact together with (3) implies
1(G) = |X| |S−v (u)| + |S−u (v)| + |S=v (u)| + |S=u (v)|
= |N(u) − v| + |N(v) − u|d(u) + d(v) − 2,
a contradiction.
Second, suppose that N(u) ∩ CX = ∅. As discussed in (i) this assumption yields g7 and every vertex of N(u) is
at distance (g − 5)/2 from X. Take u1 ∈ N(u) and observe that the sets N(g−5)/2(N(u) − u1) ∩ X, N(g−5)/2(u1) ∩ X,
N(g−5)/2(S=u (u1)) ∩ X, N(g−5)/2((N(S+u (u1)) − u1)\CX) ∩ X and N(g−3)/2(N(S+u (u1)) ∩ CX) ∩ X are all of them
pairwise disjoint, because otherwise u lies on a cycle of length at most g, contradicting our assumption. Therefore, by
the Pigeonhole Principle and taking into account that |N(S+u (u1)) − u1| |S+u (u1)| because 2, we have
1(G) = |X| |N(g−5)/2(N(u) − u1) ∩ X| + |N(g−5)/2(u1) ∩ X|
+ |N(g−5)/2(S=u (u1)) ∩ X| + |N(g−5)/2((N(S+u (u1)) − u1)\CX) ∩ X|
+ |N(g−3)/2(N(S+u (u1)) ∩ CX) ∩ X|
 |N(u) − u1| + |S−u (u1)| + |S=u (u1)| + |N(S+u (u1)) − u1|
d(u) + d(u1) − 2(G),
again a contradiction.
(iv) Suppose that any vertex u in CX satisﬁes |N(g−3)/2(u) ∩ X|2. Take any edge uv in G[CX]. Notice that
S+v (u) = S+u (v) = ∅ and that the sets S=v (u), S−v (u), S=u (v) and S−u (v) are pairwise disjoint. The hypothesis implies
|N(g−3)/2(S=u (v)) ∩ X|2|S=u (v)| and |N(g−3)/2(S=v (u)) ∩ X|2|S=v (u)|. We can assume |S=v (u)| |S=u (v)|. Notice
that the sets N(g−5)/2(S−v (u))∩X, N(g−3)/2(S=u (v))∩X and N(g−5)/2(S−u (v))∩X are pairwise disjoint, following that
1(G) = |X| |N(g−5)/2(S−v (u)) ∩ X| + |N(g−3)/2(S=u (v)) ∩ X| + |N(g−5)/2(S−u (v)) ∩ X|
 |S−v (u)| + 2|S=u (v)| + |S−u (v)|
 |S−v (u)| + |S=u (v)| + |S=v (u)| + |S−u (v)|
= |N(u) − v| + |N(v) − u| = d(u) + d(v) − 2(G),
contradicting the hypothesis. 
Proof of Theorem 2.3. The theorem is truewhen g=3, 4, thus assume g5. Suppose that 1(G)< (G) and consider
two connected components, C and C′ of G−X where X is a 1-cut. First assume that g is even. Then by Proposition 2.2
we have that there exists a vertex u ∈ V (C) such that d(u,X)g/2 − 1 and there exists a vertex u′ ∈ V (C′) such that
d(X, u′)g/2 − 1. Hence Dd(u, u′)d(u,X) + d(X, u′)g − 2, against the hypothesis Dg − 3.
Second assume that g is odd. By Proposition 2.2, we have that both sets CX and C′X are nonempty. For any u ∈ CX
and any u′ ∈ C′X we have g−3Dd(u, u′)d(u,X)+d(X, u′)g−3. Hence d(u, u′)=g−3 for any u ∈ CX and
any u′ ∈ C′X. Furthermore, max{d(u,X) : u ∈ V (C)}=(g−3)/2 and max{d(X, u′) : u′ ∈ V (C′)}=(g−3)/2. Thus
by Lemma 1, we can pick u ∈ CX such that N(g−3)/2(u) ∩ X = {x0} for some x0 ∈ X, and we can pick u′ ∈ C′X such
that N(g−3)/2(u′)∩X={x′0} for some x′0 ∈ X. As d(u, u′)=g−3, it follows that x0 =x′0. Notice that N(u)∩CX = ∅,
because otherwise |N(g−3)/2(u) ∩ X| |N(u)|2. Take any v ∈ N(u) ∩ CX. Since d(v, u′) = g − 3 we must have
x0 ∈ N(g−3)/2(v). As a consequence, the path from u to x0 together with the path from v to x0 and the edge uv form a
cycle of length at most g − 2, which is absurd. 
Before proceeding with the proof of Theorem 2.4 we make the following remark, quoted without proof.
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Remark. Let G be a connected graph with odd girth g and diameter Dg − 2. Then, each pair of vertices u and v at
distance d(u, v)g − 2 satisﬁes |N(g−3)/2(u) ∩ N(g−1)/2(v)|1 if and only if D = g − 2.
Proof of Theorem 2.4. By Theorem 2.3, 1(G)(G) if Dg − 3. So taking into account the Remark we can sup-
pose D = g − 2 both in case (i) and (ii). Let X be an arbitrary 1-cut and let us assume that 1(G)< (G); hence by
Proposition 2.2, the sets CX and C′X are nonempty for any two connected components C and C′
of G − X.
Case 1: Suppose d(X, u′)(g − 1)/2 for some vertex u′ of C′X. Let u be any arbitrary vertex in CX. As
g − 2 = Dd(u, u′)d(u,X) + d(X, u′)d(u,X) + (g − 1)/2g − 2, we obtain d(u,X) = (g − 3)/2 for every
u ∈ CX, that is, max{d(u,X) : u ∈ V (C)} = (g − 3)/2. We further obtain that d(X, u′) = (g − 1)/2 and d(u, u′)
= g − 2.
(i) From the hypothesis of item (i) it follows that u does not lie on a cycle of length g contradicting Lemma 1 (iii).
(ii) The hypothesis |N(g−3)/2(u) ∩ N(g−1)/2(u′)|3 implies |N(g−3)/2(u) ∩ X|3 for every u ∈ CX, contradicting
Lemma 1 (iv).
Case 2: Suppose d(u,X) = d(X, u′) = (g − 3)/2 for any u ∈ CX and any u′ ∈ C′X. By Lemma 1, we can take
u ∈ CX such that N(g−3)/2(u) ∩ X = {x0} and we can take u′ ∈ C′X such that N(g−3)/2(u′) ∩ X = {x′0}. Notice that
d(v, x0) = (g − 1)/2 for any v ∈ N(u) ∩ CX and d(v′, x′0) = (g − 1)/2 for any v′ ∈ N(u′) ∩ C′X. Let us show the
following claim:
Claim 1. Any two vertices w,w′ ∈ V (G) at distance d(w,w′)(g − 1)/2 satisfy |N(g−3)/2(w) ∩ N(w′)|1.
Otherwise we ﬁnd s, t ∈ N(g−3)/2(w) ∩ N(w′). Hence, the path from w to s along with the path from w to t and the
edges sw′ and tw′ form a cycle of length at most g − 1, a contradiction. 
(i) By Lemma 1 we know that any vertex of CX ∪ C′X lies on a cycle of length g, then the hypothesis of item (i)
implies d(w,w′) = g − 3 for every w ∈ CX and for every w′ ∈ C′X. Therefore x0 = x′0. Take any v ∈ N(u) ∩ CX.
Since d(v, u′)= g − 3 and N(g−3)/2(u′)∩X={x′0} we must have x0 = x′0 ∈ N(g−3)/2(v), which is impossible because
x0 ∈ N(g−1)/2(v).
(ii) First suppose d(u, u′)=g−2, so x0 = x′0 and d(u, x′0)=(g−1)/2.Taking into account thatN(g−3)/2(u)∩V (C′)=∅, N(g−3)/2(u) − x0 ⊆ V (C), and |N(g−3)/2(u) ∩ N(g−1)/2(u′)|3, we deduce that |N(g−3)/2(u) ∩ N(g−1)/2(u′) ∩
V (C)|2. But the hypothesis N(g−3)/2(u′)∩X ={x′0} allows us to deduce that N(g−3)/2(u)∩N(g−1)/2(u′)∩V (C) ⊆
N(x′0) ∩ V (C), that is, |N(g−3)/2(u) ∩ N(x′0)|2 which contradicts Claim 1.
Secondly suppose d(u, u′) = g − 3. As g − 3 = d(u, u′)d(u,X) + d(X, u′) = g − 3, it follows that x0 =
x′0 and d(v, x0) = (g − 1)/2 for any v ∈ N(u) ∩ CX which implies by Claim 1 that |N(g−3)/2(v) ∩ N(x0)| =
1. Moreover d(v, u′) = g − 2 for any v ∈ N(u) ∩ CX and therefore, |N(g−3)/2(v) ∩ N(g−1)/2(u′)|3. Notice
that
N(g−3)/2(v) ∩ N(g−1)/2(u′) = (N(g−3)/2(v) ∩ N(g−1)/2(u′) ∩ V (C)) ∪ (N(g−3)/2(v) ∩ N(g−1)/2(u′) ∩ X)
⊆ (N(g−3)/2(v) ∩ N(x′0) ∩ V (C)) ∪ (N(g−3)/2(v) ∩ X)
for any v ∈ N(u) ∩ CX, since max{d(v,X) : v ∈ V (C)} = (g − 3)/2 and N(g−3)/2(u′) ∩ X = {x′0}. Therefore, we
have
|N(g−3)/2(v) ∩ X|2 for any v ∈ N(u) ∩ CX. (4)
Notice that S=u (v) = ∅ by applying item (ii) of Lemma 1. Given w ∈ S=u (v), it is clear that d(w, x0)(g − 1)/2 and,
therefore, d(w, u′)=g−2. So, by hypothesis |N(g−3)/2(w)∩N(g−1)/2(u′)|3 and reasoning as above we deduce that
|N(g−3)/2(w) ∩ X|2 for any w ∈ S=u (v). (5)
Thus, if u0 ∈ N(u)∩CX, by (4) we have that |N(g−3)/2(v)∩X|2 for any v ∈ S=u0(u) and by (5) |N(g−3)/2(w)∩X|2
for any w ∈ S=u (u0). First suppose that |S=u0(u)| |S=u (u0)|. Then, the sets N(g−3)/2(u) ∩ X, N(g−3)/2(u0) ∩ X and
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N(g−3)/2(S=u0(u)) ∩ X are pairwise vertex disjoint, and as a consequence we conclude that
1(G) = |X| |N(g−3)/2(u) ∩ X| + |N(g−3)/2(u0) ∩ X| + |N(g−3)/2(S=u0(u)) ∩ X|
 |S−u0(u)| + |S−u (u0)| + 2|S=u0(u)|
 |S−u0(u)| + |S−u (u0)| + |S=u0(u)| + |S=u (u0)|
= d(u) + d(u0) − 2(G),
a contradiction. Second, if |S=u (u0)| |S=u0(u)|, then we apply the same reasoning to the pairwise vertex disjoint sets
N(g−3)/2(u) ∩ X, N(g−3)/2(u0) ∩ X and N(g−3)/2(S=u (u0)) ∩ X, obtaining again a contradiction. 
Proof of Theorem 2.5. If Dg − 3, then we are done by Theorem 2.3. Then, from the hypothesis and the Remark,
we can assume henceforth D = g − 2. Moreover, observe that if d(x, y) = 2 it follows that there exists a vertex
u∗ ∈ N(g−5)/2(u) such that d(u∗, x) = d(u∗, y) = 1 because otherwise a cycle of length g − 1 would appear. In this
case x′xu∗y is a path of length 3 which is only possible if g = 7, 9 because of the hypothesis d(x′, y)(g − 3)/2.
Let us prove that |N(g−3)/2(u) ∩ N(g−1)/2(v)|3 holds for every u, v such that d(u, v) = g − 2, hence the result
will follow from Theorem 2.4.
Suppose that u, v are two vertices satisfying d(u, v) = g − 2 and N(g−3)/2(u) ∩ N(g−1)/2(v) = {x, y} and we will
arrive at a contradiction. Let xx′ · · · v and yy′ · · · v be two paths of length (g − 1)/2. Observe that x′ = y′, since
otherwise a cycle of length at most g − 1 would be formed from the shortest (u, x)-path and (u, y)-path both of
length (g − 3)/2 and the edges xx′ and yx′. Hence, {x′, y′} ⊆ N(g−3)/2(v) ∩ N(g−1)/2(u). If some vertex z′ /∈ {x′, y′}
is assumed to be such that z′ ∈ N(g−3)/2(v) ∩ N(g−1)/2(u), then z′ cannot be adjacent to a vertex in {x, y}, since
otherwise a cycle of length at most g − 1 appears; thus, z′z · · · u is a path of length (g − 1)/2, z /∈ {x, y}. But, in this
case, z ∈ N(g−3)/2(u) ∩ N(g−1)/2(v), contradicting our initial assumption N(g−3)/2(u) ∩ N(g−1)/2(v) = {x, y}. As a
consequence,N(g−3)/2(u)∩N(g−1)/2(v)= {x, y} implies that N(g−3)/2(v)∩N(g−1)/2(u)= {x′, y′}, xx′ and yy′ being
two edges of G. Observe once more the fact that no cycle of length g − 1 being able to exist implies that neither x
nor x′ can be adjacent to either y or y′.
By hypothesis d(x, y)(g − 3)/2 and d(x′, y′)(g − 3)/2, then both the shortest (x, y)-path and the shortest
(x′, y′)-path are unique. Moreover, these two paths are vertex-disjoint because of the hypotheses d(x′, y)(g − 3)/2
for any x′ ∈ N(x) ∩ N(g−3)/2(v) and d(x, y′)(g − 3)/2 for any y′ ∈ N(y) ∩ N(g−3)/2(v). Thus these two paths
together with the edges xx′, yy′ form a cycle of length at most
2 + d(x, y) + d(x′, y′)g − 1,
which is a contradiction. Hence |N(g−3)/2(u) ∩ N(g−1)/2(v)|3 and the proof is over. 
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