This paper examines the efficiency of various methods of calibrating a rainfall-runoff model. The model used is a 12 parameter version of the Bough ton model which has been developed for large tropical basins. Attempts were made to improve the efficiency of calibration in three areas: selection of the best nonlinear programming algorithms; reduction of the number of objective functions required for calibration; and simplification of the model structure. The best algorithms were found to be those of Powell, Rosenbrock, and the simplex method of Nelder and Mead. The Davidon method did not perform well. The number of objective function evaluations can be reduced by performing a sensitivity analysis on the model and selecting a small group of parameters which are not interdependent and which the objective function is sensitive to. This may yield a substantial reduction in the computer time required to calibrate the model. Simplification of the model structure can also yield substantial savings, especially where it removes calculations which are redundant and reduces the number of model parameters.
INTRODUCTION
Automatic calibration of a rainfall-runoff model for a particular drainage basin involves the use of a nonlinear programming algorithm to minimize an objective function, F, where F = f(ai,a 2 ,a 3 ,...,a n )
ai,..., a n being the model parameters. The algorithms operate by generating sets of model parameter values which are retained or rejected depending on whether they produce an improvement in the value of the objective function.
The most frequently used objective function is of the type
where QOBS is observed runoff, QCALC is the runoff generated by the model, t is the number of observations used for calibration and; is an exponent, usually with a value of 2. In order to calculate one value of the objective function, it is necessary to run the model for the whole period of record used for calibration. This may be several years. Nonlinear programming algorithms may require tens or even hundreds of objective function evaluations so large amounts of computer time are required. Because of the limited success achieved so far in relating the parameters of rainfall-runoff models to drainage basin characteristics, it seems likely that operational hydrology must continue to rely on nonlinear programming techniques for model calibration. It therefore seems desirable to improve the efficiency and cost-effectiveness of the models and the techniques currently available.
There are three areas in which attempts can be made to improve the efficiency of selfcalibrating rainfall-runoff models. These are:
(1) select the most effective nonlinear programming algorithm for model calibration; (2) reduce the number of objective function evaluations required to produce a given standard of model performance; (3) reduce the time required for each objective function evaluation by removing surplus paths and calculations from the model. This paper describes a series of experiments carried out to find the most effective way of calibrating a modified version of the daily rainfall-runoff model originally developed by Boughton (1965) . In the first section, a description of the model and its parameters is presented. Subsequent sections then examine each of the three ways of increasing model efficiency listed above. In the first set of experiments, four commonly-used optimization algorithms were tested on a model calibration problem with a known optimum solution. The most efficient algorithms were then selected for further work. The second set of experiments was used to examine methods of reducing the number of objective function evaluations. This was done by performing a set of sensitivity analyses to isolate the effect and importance of each model parameter on the output from the model. A subgroup of parameters was then selected for optimization and model calibration runs were carried out to determine whether sub-group optimization was more effective than optimization of all parameters. The third set of experiments involved calibration runs with a version of the model which was simplified to remove surplus paths and inactive parameters. The results from these runs were compared with those of earlier runs to determine whether the model improved its performance.
THE RAINFALL-RUNOFF MODEL
The Boughton model (Boughton, 1965) was originally developed for use on small semiarid basins and produces estimates of daily runoff from rainfall and évapotranspiration. Since it was developed, a number of versions of the model have appeared (Jones, 1969; Murray, 1971; Johnston and Pilgrim, 1973) .
The version of the model used here is basically that presented by Johnston and Pilgrim (1973) . However, several features have been added to make the model suitable for humid tropical conditions and basins of up to 3000 km 2 . These include the simulation of baseflow and storage routing of model outflow and are described in detail by Pickup (1976) .
The structure of the model is shown in Fig. 1 . It consists of four storages through which water passes, simulating the main processes of the hydrological cycle. The Interception Store allows for water held on the surface of vegetation and also possibly surface litter. The topsoil is represented by two storages, the Upper Soil Store and the Drainage Store. The Upper Soil Store represents the capacity of the soil to hold moisture between field capacity and wilting The operation of the model is as follows. Any rain which falls is added to the Interception Store, VS. When the capacity of this store, VSMAX, is exceeded, the surplus moisture overflows into the Upper Soil Store, US. Once the Upper Soil Store is filled, any excess water overflows into the Drainage Store, DS.
If the capacity of the Drainage Store is exceeded, surface runoff begins. The amount of surface runoff is calculated from an empirical relationship:
where Q is the amount of runoff; P is the amount of water which overflows from the Drainage Store; F is the infiltration for that particular day.
Infiltration occurs from the Drainage Store to the Lower Soil Store at a rate which depends on the contents of the Lower Soil Store. The infiltration function used is that proposed by Johnston and Pilgrim (1973) :
where Boughton (1965) . Instead, the modified calculations proposed by Johnston and Pilgrim (1973) to restrict the rate of évapotranspiration as soil moisture content declines and prevent over-emptying of the soil moisture stores were incorporated. The modified calculations are as follows:
Upper Soil Store:
Lower Soil Store:
where E is the potential daily évapotranspiration rate; EVPMX is the maximum daily évapotranspiration rate when the soil moisture level is at field capacity; SS is the amount of moisture held in the Lower Soil Store; SSMAX is the capacity of the Lower Soil Store; US is the amount of moisture held in the Upper Soil Store; USMAX is the capacity of the Upper Soil Store; and t refers to time.
There is no provision for baseflow in the original version of the Boughton model. In this version of the model, it is assumed that moisture drains from the Lower Soil Store to become baseflow. The amount of drainage from the subsoil is calculated from the relationship:
where C and XOUT are empirical coefficients. This moisture is then routed through a linear storage to become baseflow. The routed baseflow is added to surface runoff and routed through a second linear storage which represents the effect of channel storage.
The routing functions used in the model are those described by Chow (1964, section 14) :
Groundwater storage:
Channel storage:
where GWQ is the outflow from groundwater storage; SSOUT is drainage from the Lower Soil Store; COEFK2 is the baseflow recession coefficient; QSUM is the outflow from the drainage basin; Q is surface runoff; COEFK is the channel storage recession coefficient; and t refers to time.
The two recession coefficients are not parameters of the model. Instead, the storage coefficients DELA Y and DELA Y2 are used. These are related to the recession coefficients by the relationships:
MODEL CALIBRATION TECHNIQUES
Selection of nonlinear programming algorithms
The modified Bough ton model has 12 parameters to be optimized. It is known from previous work (Johnston and Pilgrim, 1973 ) that some of these parameters are interdependent, some are insensitive and there are discontinuities in the response surface. Calibration of such a model is therefore a very difficult problem for any optimization algorithm. A large number of optimization routines are now available and a major review has been presented by Himmelblau (1972) . Many of them are unsuitable for use with rainfall-runoff models whereas others have produced good results (see, for example Ibbitt and O'Donnell, 1971) . Four algorithms were selected for use in this project:
(1) the simplex method of Nelder and Mead (1965) ; (2) the Powell (1965) method of direct search; (3) the Davidon method as modified by Fletcher and Powell (1963) ; and (4) Rosenbrock's (1960) algorithm. Computer programs for the first three methods are presented by Himmelblau (1972) and a program for the fourth method is given by Machura and Mulawa (1973) with corrections and modifications by Bultheel (1974) and Klemes and Klemsa (1974) .
To determine the relative efficiency of the four methods for model calibration, a test problem with a known optimum solution was set. Firstly, the rainfall-runoff model was used to generate runoff from a synthetic rainfall record with a particular set of model parameters.
The rainfall record was designed to contain both wet and dry periods allowing the various moisture stores to empty, fill and then to remain close to full. This ensured that all the paths in the model were used and all parameters were active at some time. The model parameter values were then changed and used as the starting point in an attempt to calibrate the model so that it reproduced the runoff sequence generated with the original set of parameter values.
The correct solution to the problem is of course the original set of parameter values but because of parameter interdependence, more than one set of parameters may produce identical results. It was therefore decided to evaluate optimization algorithm performance on three different criteria:
(1) whether correct parameter values were generated; (2) the reduction achieved in the value of the objective function; (3) the amount of computer time used. The objective function used in the search was:
and all parameter values were scaled so that they lay between 1 and 10. Table 1 shows the parameter values generated by each of the optimization routines and compares them with the starting values and the true values. The results are not good, for none of the routines succeeded in generating the original set of values. It also seems that each search technique is approaching a different solution to the problem because there seems to be no real tendency for parameter values to change in the same direction. Instead, one search technique may overestimate a true parameter value while the next one underestimates it.
The technique which seems to be the most successful in finding original parameter values is the simplex method of Nelder and Mead. This algorithm produces values of the parameters VSMAX, DELA Y, FK and DELA Y2 which are close to the true values. The Powell method is only slightly less effective, for it generates reasonable values of SSMAX, PV and DELAY2. Rosenbrock's algorithm produces reasonable estimates of only two parameters, SSMAX and DELA Y while the Davidon method seems to have no success in generating any of the correct parameter values.
All the methods succeeded in producing large reductions in the value of the objective function as Table 2 shows. The best results were achieved by the Powell method followed by the Rosenbrock method, and the simplex method. The Davidon method produced a reduction in the objective function but it was smaller than that produced by the other techniques. Instead, it appears to have converged on a local minimum in the response surface from which there could be no escape.
For a number of reasons it is probably not realistic to accept small differences in the final values of the objective function as being indicative of the superiority of one method of optimization over another. Firstly, because there are substantial differences in the parameter values being generated by each technique, it is likely that different techniques are converging on different local minima in the least squares response surface. As a result, the speed with which each technique reduces the objective function is not comparable because they are not converging on the same point. A second reason for not attaching great significance to small differences in the value of the objective function is that convergence, even to a local minimum may not have been achieved. This is because it was not found possible to establish adequate convergence criteria on which to terminate the search. Because of discontinuities in the response surface, sudden major decreases in the objective function can occur, even after a considerable amount of computer time has been used up in apparently fruitless searching. Several examples of this are shown in Fig. 2 which is a plot of objective function values against the number of simplex iterations for a number of runs. The plots in Fig. 2 also show that there is no tendency for convergence to follow a particular pattern. It is therefore difficult to know when to terminate the search and, in most cases, the search is ended by the inbuilt safeguards of the computer system rather than by a user-specified function. On these grounds, it seems that there is little to choose from between the simplex, Rosenbrock and Powell algorithms. The Davidon method appears to be less efficient because, unlike the other three search techniques, it seems unable to escape from local minima on the response surface.
Comparisons of the time used up in the search for optimum parameters suffer from the same limitations as comparisons of the final value of the objective function, namely that different solutions to the problem were found and that adequate convergence criteria could not be established. Every technique involved the use of very large amounts of computer time, but on a time for reduction of the value of the objective function basis, the Davidon method rated very poorly. The other three optimization techniques seem to operate at similar levels of efficiency and on an overall basis, there is little to choose between them.
Reduction of the number of objective function evaluations
There are a number of ways of reducing the number of objective function evaluations to achieve a given level of fit between observed and model-generated results. The two examined in this study were:
(1) scaling of model parameters so that step length in the search for optimum para- meter values increases where the objective function is indifferent to changes in a parameter value; (2) selection and optimization of a sub-group of model parameters; each parameter is selected on the grounds that the objective function is sensitive to variations in it and/or it has a particular effect on model output which is not replicated by any other parameter in the sub-group.
The first stage in each of these approaches is to carry out a sensitivity analysis of each model parameter. This makes it possible to determine how sensitive the objective function is to individual parameters over a certain range of values, what the effect of each parameter is on model output and whether parameters can be grouped according to their effect on model output.
The sensitivity analysis was carried out in the following manner. First, two sets of rainfall data were generated; one set representing continuously wet conditions while the other allowed the moisture stores to gradually empty then refill. Model output from the first set of data consists mainly of surface runoff while the output from the second set of data is mainly baseflow. A set of model parameters was then selected (Table 3 ) and the model was run. Each parameter was then varied by +50 per cent and -50 per cent in turn while holding all other parameter values constant and the model was run using both sets of rainfall data.
The extent to which each model parameter affects model outflow is shown in Table 3 . Clearly, model output is considerably more sensitive to changes in some parameters than others, the most important being VSMAX, PV, FK, EVPMX, C and XOUT. However, because the rainfall-runoff model is nonlinear, the importance of each parameter varies with its value. For example, using the first set of rainfall data in which the moisture stores empty then refill; when the value of FK lies between 2 and 3, it has more than twice the effect on model output than when it has a value of 1 to 2. Similarly, the effect of individual parameters on model output varies with the rainfall input. For example, the baseflow parameters 
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C and XOUT have a much greater effect on model outflow from the first set of rainfall data than the second set. These points may seem obvious to anyone who has used rainfall-runoff models. However, they do illustrate the difficulty of producing a single set of scaling factors which make changes in each parameter have an effect of similar magnitude on model output. To achieve this, a new set of scaling factors would have to be calculated at each step in the parameter optimization process and this would add computer time. It is therefore probably better to adopt a more simple parameter scaling system which gives a coarse reduction in the range of parameter sensitivity. The system adopted in this project was to scale all parameters so that their values lay within the range 1 to 10. This has the effect of compressing the range of parameter sensitivity, it is easy to use and requires very little additional computer time.
An area which is more promising than parameter scaling for the reduction of model calibration costs is the second method described at the beginning of this section: parameter sub-group optimization. This requires:
(1) identification of the effects of each parameter on model output; (2) identification of groups of parameters which have the same effect on model output; (3) selection of one parameter to represent each group, ideally, the most sensitive one. Figures 3, 4 , 5 and 6 illustrate the effects on model outflow of changing individual parameter values for the two sets of rainfall data used in the sensitivity analysis. The plots show that some parameters have virtually no effect on the amount and distribution in time of runoff. They also show that some parameters have exactly the same effect as others on outflow which means that there is little point in optimizing more than one of them.
From an inspection of the graphs, six groups of parameters can be identified.
(1) VSMAX, PV, USMAX and EVPMX all appear to affect model output for continuously wet conditions in the same way, i.e. they result in a very small change in the discharge without any effect on its time distribution. In most cases, however, the effect on model output is minimal as Figs. 3, 4 and 6 show. During drying and wetting conditions, PV and EVPMX result in small changes in the whole range of discharges while VSMAX and USMAX tend to affect discharge only during wetting. In both cases however, the effect is fairly small.
(2) FO and FK, the infiltration parameters, seem to have an almost identical effect on model output for both wet and dry periods. They affect the size of the flood peak, its timing and the shape of the recession curve (Fig. 5) .
(3) SSMAX has an effect similar to FO and FK in that it influences the size of the flood peak and the shape of the recession curve. It does not seem to affect the timing of the peak but it can delay the start of the rise or even remove some flood events completely (Fig. 3) .
(4) DELA Y seems to be restricted to flood events in its effects. A change in this parameter will change the magnitude and timing of a flood and the shape of the recession curve (Fig. 4) .
(5) C and XOUT appear to have an identical effect on model output. Both affect the amount of baseflow and the shape of the lower part of the recession curve. Both have very little effect on flood magnitude (Fig. 6) .
(6) DSMAX and DELA Y2 seem to have little effect on the model output (Figs. 4 and 5 ). Neither affect it significantly under continuously wet conditions. In a dry period DSMAX has the same effect as the group (1) parameters while DELA Y2 operates in the same way as DELAY ma introduces slight changes in the shape of the baseflow recession curve. With these results in mind, four parameters were selected for sub-group optimization: VSMAX representing group (1). FK representing (2). SSMAX since it is very sensitive and has an effect different from most other variables. XOUT representing group (5). DSMAX and DELA Y2 were excluded because the model is insensitive to them. DELA Y was also excluded because in the operational situation it can be estimated from recessions in the runoff data.
To test the effectiveness of sub-group optimization as a strategy for model calibration, a problem was set with a difficult area to search. Firstly, the model was calibrated for the year 1970 for the Tua River in the Papua New Guinea highlands. The calibration run was carried out with all parameters free to vary and using the simplex method of Nelder and Mead. This reduced the objective function from an initial value of 3583 to 741 after 5550 mill units of C.P.U. time. At this stage, the model is fairly well calibrated and it is difficult to achieve any further improvement in the value of the objective function. Further optimization is therefore a severe test of any algorithm.
Two attempts were made to improve model fit. In the first attempt, all parameters were free to vary and the Rosenbrock algorithm was used. After 2000 mill units of C.P.U. time, the objective function was reduced to 691. In the second run only VSMAX, FK, SSMAX and XOUT were free to vary. After 2000 mill units the objective function was reduced to 666. It would therefore seem that optimization of a small group of parameters selected to avoid interdependence and insensitivity problems is more efficient than optimization of all the parameters, for it produced a 60 per cent greater decrease in the value of the objective function for the same expenditure on computer time. This conclusion is verified by optimization runs with the simplified version of the model described in the next section. In these runs, about 2800 mill units were required to reduce the objective function to a value of 755 whereas sub-group optimization achieved the same result in 2000 mill units.
There are a number of reasons why optimization of a sub-group of model parameters is more efficient than optimization of all parameters. First, computational effort is not wasted on insensitive parameters. This allows more computer time to be used on trials with values of the more sensitive parameters. A second advantage of sub-group optimization is that it removes some of the effects of parameter interdependence. The removal of interdependence means that computation time is not wasted in achieving the same effect on model output with more than one parameter. It also prevents the situation where changes in a model parameter in a particular search direction are offset by the changes in an interdependent parameter. This appears to be one of the factors which make model calibration expensive. A third reason for the use of sub-group optimization is the fact that most search routines generate a single search direction for all parameters for each iteration. Because of parameter interdependence and the complexity of the model structure, it is likely that the most appropriate search direction will vary with the group of parameters considered. This means that a search for optimum parameter values in any single direction is inefficient, because different search directions are required for different parameter groupings. The optimization of a subgroup of parameters simplifies model structure and reduces the complexity of response surface geometry. This creates a situation in which a search in one direction for all parameters is more likely to find a minimum in the response surface.
CHANGES TO MODEL STRUCTURE
Where parameter interdependence exists, some of the model calculations are superfluous. It may therefore be possible to make the model more efficient by combining some calculations and simplifying its structure. This has been done and the structure of the simplified model is presented in Fig. 7 while the changes are described below.
An obvious improvement to the model is to simplify the calculations associated with USMAX, VSMAX, PV and EVPMX all of which seem to affect model output in the same way. These parameters govern rainfall losses and the rate of evaporation of soil water, and in combination they determine the long term difference between rainfall and runoff. To replace the Upper Soil Store, US and the Interception Store, VS, a parameter called RET was introduced. This parameter is meant to represent a storage which holds the moisture retained by the drainage basin. RET can only hold a finite amount of moisture, RETMAX, and it can only be emptied by évapotranspiration. It cannot contribute to runoff or percolate to the Lower Soil Store. The use of a single Moisture Retention Store, RET, removes the interdependence which existed between USMAX and VSMAX, otherwise the model operates in the same way as before. Thus any moisture which overflows from RET goes into the drainage store, DS.
Incorporation of a single Moisture Retention Store also makes it possible to simplify the evaporation calculations. If we assume that RETMAX represents all the water in the drainage basin which is available for évapotranspiration, there is no need to have a function to calculate evaporation losses from the Lower Soil Store. This makes redundant the parameter FF which proportions out evaporation from the Upper and Lower Soil Stores.
The modified evaporation calculations are less complex than the original ones. It is assumed that there is a limiting rate at which évapotranspiration can take place from RET. This rate is defined as EVPMX and is one of the model parameters to be optimized. As RET is emptied, the évapotranspiration rate gradually declines, approaching zero in an exponential manner. If the potential évapotranspiration rate on a particular day is less than the limiting rate at the current RET level, the évapotranspiration calculations are as follows:
These calculations are similar to those in the Johnston-Pilgrim (1973) version of the Bough ton model but here only one moisture store is used. Another area in which the model might be improved is the calculation of baseflow. In the existing version of the model, water drains from the Lower Soil Store at a rate defined by equation (10). It is then routed through groundwater storage by equation ( 11). As Fig.  5 shows, the value of the routing coefficient, DELA Y2 has virtually no effect on the calculated outflow, indicating that the routing calculations are redundant. This occurs because there is little day to day variation in the amount of water draining from the Lower Soil Store. The baseflow routing calculations can therefore be removed without adversely affecting the results thus the parameter DELA Y2 is no longer needed.
Another problem with the baseflow calculations is equation (10), the function used to calculate drainage from the Lower Soil Store. At present, the two coefficients in this function, C and XOUT have an identical effect on model output indicating that one of them is not needed (Fig. 6) .
To remove these problems, equations (10) and (11) were replaced by the relationship
This equation appears to give a much better fit to the baseflow recession and has only one parameter to be optimized. While the baseflow calculations were being examined, another deficiency in the model was found, in this case, the runoff calculations. On many Papua New Guinea streams even during dry periods, small storm events still generate quickflow, producing a series of small floods. Presumably the small floods occur because most rain falls during short-duration high intensity storms producing Horton-type overland flow or some kind of rapid-response throughflow at favoured locations which is quickly added to streamflow. The model does not generate these events because the amount of rain which falls is usually less than that required to fill the Interception Store and the Upper Soil Store so runoff cannot occur.
Whatever the process involved, it is desirable to represent it in the model. This has been done in the following manner. It is assumed that for any given state of catchment wetness, a fixed proportion of rainfall becomes surface runoff. When the Moisture Retention Store, RET and the Drainage Store, DS axe full, the proportion which becomes surface runoff is given by a new model parameter, CONST. As the catchment dries out, and its moisture holding capacity increases, the proportion of rainfall which runs off decreases at a rate dependent on the amount of water held in RET and DS. In algebraic terms the calculations are
Ql = RAIN. CONST. [(DS + RET) / (DSMAX + RETMAX)]
where Ql is surface runoff. This is analogous to the use of an antecedent precipitation index in which the amount of runoff is determined by a catchment moisture index which is dependent on previous rainfalls. The revised version of the model has nine parameters compared with twelve in the previous version. It is conceptually less elegant than the first version but considerably simpler and more suitable for use with automatic calibration techniques.
A test of the efficiency of the revised model calculations was carried out by fitting it to the Tua River data for 1970. All model parameters were allowed to vary and two optimization runs were carried out. The first run used the Rosenbrock algorithm and ran for 4000 mill units. It succeeded in reducing the objective function to 704. The second run used the simplex method and had, as its starting point, the parameters generated by the first run. The model was run for 2000 mill units and reduced the value of the objective function to 635. These results show considerable improvement on the earlier version of the model where the use of 25 per cent more computer time produced final objective function values of 691 and 666.
CONCLUSIONS
This study indicates that substantial economies can be achieved in rainfall-runoff model calibration by several means. First, direct search algorithms seem to perform better than algorithms using derivatives, because they are able to escape from local minima on the response surface and in some cases, cross response surface discontinuities. Second, optimization of a sub-group of parameters selected for their effectiveness and independence is more efficient than the 'blunt instrument' approach in which all parameters are optimized. A third way to improve model performance is to rationalize the model structure by removing surplus calculation paths, removing inactive parameters and reducing the number of parameters which have the same effect on model output. It is likely that this operation would improve the performance of most rainfall-runoff models currently in use.
