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Re´sume´ – Dans ce travail, nous proposons d’e´tudier le proble`me du codage/de´bruitage optimal d’une source bruite´e. Ce proble`me peut se
formaliser comme un proble`me d’optimisation ou` le crite`re a` minimiser est la distorsion globale, c’est-a`-dire l’erreur entre l’image d’origine
non bruite´e et l’image de´code´e de´bruite´e. Ce proble`me est complexe a` traiter car une optimisation globale est habituellement difficile a` effectuer
puisque le crite`re global doit eˆtre optimise´ en meˆme temps par rapport aux parame`tres de codage et de de´bruitage. Nous montrons ici comment
e´crire analytiquement les diffe´rents termes de la distorsion globale et nous pre´sentons un algorithme pour minimiser cette distorsion par rapport
a` ces parame`tres. Nous montrons des re´sultats de cet algorithme d’optimisation jointe sur des images classiques et sur une image satellite haute
dynamique, visuellement et d’un point de vue de´bit-distorsion.
Abstract – In this paper, we propose to study the problem of optimal noisy source coding/denoising. This problem can be formulated as an
optimization problem where the criterion to minimize is the global distortion, that is the error between the noise-free image and the denoised
image. This problem is challenging since a global optimization is usually difficult to perform as the global fidelity criterion needs to be optimized
in the same time over the sets of both coding and denoising parameters. We show here how to express the global distortion in closed-form and
we present an algorithm to minimize this distortion with respect to these parameters. We show results of this joint optimization algorithm on
classical test images and on a high dynamic range image, visually and in a rate-distortion sense.
1 Introduction
Les images obtenues par les syste`mes d’acquisition en ima-
gerie satellite sont la plupart du temps contamine´es par du flou
et du bruit, qui viennent principalement de l’imperfection des
instruments optiques. Or, il est admis que le bruit re´duit les per-
formances de compression en re´duisant la corre´lation entre les
pixels [1]. C’est le proble`me de codage optimal d’une source
bruite´e [2]. Beaucoup de travaux ont e´te´ de´die´s a` ce proble`me,
entre autre [3] et [4]. La majorite´ de ces travaux s’appuient sur
l’e´tude de la distorsion globale propose´e par [5]. Cette e´tude
de´montre que la distorsion globale, si mesure´e par l’erreur qua-
dratique moyenne (EQM), peut eˆtre traite´e en deux proble`mes
se´pare´s. L’image bruite´e doit d’abord eˆtre de´bruite´e de manie`re
optimale (au sens de l’EQM) et cette image de´bruite´e doit en-
suite eˆtre encode´e, encore une fois de manie`re a` minimiser
l’EQM. Il est ne´anmoins difficile en imagerie satellite, du fait
de la faible quantite´ de ressources a` bord, de modifier l’agence-
ment de la chaıˆne image pour y inse´rer une e´tape de de´bruitage
avant codage. Pour cette raison, nous sommes inte´resse´s ici par
le proble`me d’optimisation globale jointe dans le cas ou` l’e´tape
de de´bruitage est effectue´e apre`s codage/de´codage. L’article est
organise´ comme suit. La section 2 pre´sente la chaıˆne e´tudie´e et
introduit les hypothe`ses et notations du papier. Nous de´taillons
en section 3 comment e´crire explicitement la distorsion globale
en fonction des parame`tres de codage (pas de quantification)
et des parame`tres de de´bruitage (parame`tres de re´gularisation),
puis nous pre´sentons une me´thode permettant de minimiser
cette distorsion par rapport a` ces parame`tres, afin d’atteindre la
distorsion minimale pour un de´bit donne´. Nous montrons des
re´sultats visuels et en termes de courbes de´bit-distorsion de la
methode propose´e dans la section 4. Enfin, la section 5 conclut
ce travail et en pre´sente quelques perspectives.
2 Hypothe`ses et notations
Nous conside´rons la chaıˆne de traitement figure 1 ou` x est
l’image re´elle (N pixels) et xˆ l ’image finale. Le bruit instru-
ment z est suppose´ blanc Gaussien de variance σ2z . Le cod-
FIG. 1 – Chaıˆne de traitement conside´re´e
age/de´codage s’effectue de manie`re classique en 2 e´tapes [6] :
l’image est de´compose´e sur une base d’ondelettes W (son in-
verse est note´ W˜) et chaque sous-bande wy,j (Nj pixels), ou`
j est l’indice de la sous-bande, est ensuite quantifie´e par un
quantificateur scalaire uniforme Q de pas ∆j :









ou` ⌊ ⌋ est la fonction partie entie`re qui renvoit l’entier infe´rieur
le plus proche. Par simplicite´, nous conside´rons que le de´bruitage
est effectue´ dans la meˆme base d’ondelettes que le codage.
Etendre la me´thode propose´e a` des algorithmes de de´bruitage
plus complexes est une taˆche de´licate qui sera aborde´e dans
un futur travail. L’algorithme de de´bruitage T est ainsi un al-
gorithme de restauration de type Wiener qui atte´nue chaque





ou` λj est le parame`tre de re´gularisation associe´ a` la sous-bande
j. Les parame`tres de la chaıˆne e´tudie´e sont donc l’ensemble
des pas de quantification {∆j} et l’ensemble des parame`tres
de de´bruitage {λj}. Nous de´taillons dans la prochaine partie
une me´thode permettant d’estimer et d’optimiser la distorsion
globale par rapport a` ces parame`tres.
3 Me´thode propose´e
3.1 Estimation de la distorsion globale
Soit D la distorsion globale et R le de´bit, le proble`me d’op-
timisation global consiste a` trouver les parame`tres optimaux
{λ∗j} et {∆
∗
j} qui minimisent la distortion globale D sous la
contrainte que le de´bit R ne de´passe pas le de´bit cible Rc. Ceci






 argmin φτ ({λj}, {∆j})




ou` τ > 0 est un multiplicateur de Lagrange et
φτ ({λj}, {∆j}) = D({λj}, {∆j})+τ (R({λj}, {∆j})−Rc) .










ou` X et Xˆ repre´sentent les variables ale´atoires associe´es a` x
et xˆ. En utilisant la proprie´te´ d’orthogonalite´ des sous-bandes


























ou` πj sont des coefficients de ponde´ration permettant de consi-
de´rer e´galement des transforme´es en ondelettes biorthogonales
[9]. La principale difficulte´ ici vient de la pre´sence du terme
E (Wx,jWxˆ,j) qui est difficile a` calculer. La me´thode que nous
proposons repose sur l’hypothe`se que le bruit instrument z per-
met de de´corre´ler les m-moments de l’image source x des n-















, ∀m > 0, n > 0. (5)
Cette hypothe`se peut se ve´rifier en se basant sur le fait que
le couple bruit-quantification peut eˆtre vue comme un syste`me
de dithering non-soustractif ou` le bruit instrument agit comme
un bruit de dither. Comme mentionne´ dans [8], un tel sche´ma
permet de de´corre´ler les moments de l’erreur globale (e´tant
de´finie comme la somme du bruit instrument et du bruit de co-
dage) des moments du signal source si le bruit de dither s’ex-
prime comme la somme de bruits uniformes. L’ide´e ici est de
tirer partie de la pre´sence du bruit instrument Gaussien z en le
conside´rant comme une somme infinie de bruits uniformes. En
utilisant [7], nous pouvons affirmer que cette hypothe`se de di-





Soit wb,j le bruit de quantification, nous avons
wyˆ,j = wy,j + wb,j = wx,j + wǫ,j , (7)
ou` wǫ,j = wz,j + wb,j de´signe le terme d’erreur globale. A
partir de (2) et (7), nous pouvons e´crire l’image restaure´e finale


























ou` aj = Nj/N est le poids de la sous-bande j dans toute
l’image. La seconde partie du proble`me (3) ne´cessite l’expres-
sion du de´bit global R. Ce de´bit peut eˆtre exprime´ comme






Le proble`me d’optimisation global consiste donc a` re´soudre (3)
ou`























Nous de´taillons dans la partie suivante l’algorithme permettant
de re´soudre ce proble`me d’optimisation.
3.2 Allocation de´bit-distorsion
Nous pouvons montrer que le proble`me d’optimisation (3)
admet une unique solution [10] et nous proposons un algo-
rithme nume´rique pour trouver cette solution. Cet algorithme
est base´ sur la re´solution des conditions d’optimalite´ de Karush-
Kuhn-Tucker (KKT) du proble`me (3). Ces conditions permettent

























j ) = Rc (13)
ou` le calcul de
∂Rj
∂∆j
(∆j) est de´taille´ dans [10]. Comme on le
remarque sur les e´quations (11), (12) et (13), les parame`tres op-
timaux {∆∗j} et τ
∗ ne se calculent pas analytiquement. Cepen-
dant, comment indique´ dans [10], n’importe quel algorithme
de recherche du ze´ro d’une fonction peut eˆtre utilise´ pour ce
calcul. Pour nos simulations, nous utiliserons un algorithme de
recherche dichotomique. Par manque de place, nous renvoyons
le lecteur inte´resse´ a` [10] pour une pre´sentation de´taille´ de l’al-
gorithme et de son imple´mentation.
4 Re´sultats
Nous avons simule´ l’algorithme d’optimisation jointe pro-
pose´ en comparaison de la technique d’optimisation disjointe
qui consiste a` choisir les pas de quantification et les parame`tres
de re´gularisation tels que l’erreur de codage et l’erreur de res-
tauration soient minimise´es inde´pendamment. Nous avons dans
un premier temps re´alise´ cette optimisation disjointe empiri-
quement sur le crite`re d’origine (4) puis nous avons inse´re´ les
parame`tres obtenus dans l’estimation (9) du crite`re d’origine
afin de ve´rifier la validite´ de la me´thode propose´e. Puis nous
avons compare´ ces courbes de´bit-distorsion d’optimisation dis-
jointe avec celle obtenue par l’optimisation jointe du crite`re es-
time´ (9). Cette comparaison est donne´e figure 2 pour l’image
Barbara, figure 3 pour l’image Lena.
FIG. 2 – Comparaison de l’optimisation disjointe du crite`re
d’origine (4) et son estimation (9) avec la courbe de´bit-
distorsion de l’optimisation jointe du crite`re estime´ (9) sur
l’image Barbara, σz = 15.
On remarque que l’estimation propose´e de la distorsion glo-
bale est valide pour des de´bits moyens et forts. Ce re´sultat est
parfaitement attendu puisqu’a` bas de´bits, les pas de quantifica-
tion augmentent et la condition (6) n’est plus respecte´e, ce qui
rend invalide l’hypothe`se de de´corre´lation. Ne´anmoins, lorsque
l’estimation est valide, on remarque que l’optimisation jointe
permet de fortement diminuer la distorsion globale a` iso-de´bit
ou le de´bit a` iso-distorsion. A titre d’exemple, on peut ve´rifier
sur la figure 2 que l’optimisation jointe permet d’atteindre a`
1.49 bits/pixel la meˆme distorsion que celle obtenue a` 2.04
bits/pixel pour l’optimisation disjointe, e´conomisant ainsi 25%
du de´bit. D’un autre point de vue, une conclusion importante de
ce travail est que l’optimisation jointe permet d’atteindre avec
une optique de moins bonne qualite´ (c’est-a`-dire donnant plus
de bruit) la meˆme distorsion a` iso-de´bit que celle que l’on ob-
tiendrait avec une optimisation disjointe. Ceci permet de mettre
en e´vidence que traiter la chaıˆne image dans sa globalite´ per-
met de relaˆcher des contraintes sur la conception des syste`mes
optiques. Des re´sultats visuels sont donne´s figure 4 pour une
image satellite haute dynamique. On peut remarquer que l’opti-
misation jointe permet d’ame´liorer significativement la qualite´
de l’image restaure´e en re´duisant les arte´facts de ringing. Ces
re´sultats indiquent clairement que la technique qui consiste a`
optimiser se´parement codage et de´bruitage est sous-optimal et
qu’il est ne´cessaire d’aborder le proble`me de l’optimisation de
la chaıˆne image dans sa globalite´ ; la me´thode propose´e est en-
courageante dans ce sens.
5 Conclusion
Dans ce travail, nous avons e´tudie´ le proble`me du codage-
de´bruitage optimal d’une source bruite´e. Nous avons propose´
une me´thode permettant d’estimer la distorsion globale en fonc-
FIG. 3 – Comparaison de l’optimisation disjointe du crite`re
d’origine (4) et son estimation (9) avec la courbe de´bit-
distorsion de l’optimisation jointe du crite`re estime´ (9) sur
l’image Lena, σz = 15.
tion des parame`tres de codage et de´bruitage et de minimiser
cette distorsion afin de trouver la valeur optimale de ces pa-
rame`tres. Nous avons montre´ des re´sultats sur des images clas-
siques et sur une image satellite haute dynamique qui indiquent
que la technique d’optimisation jointe propose´e permettait, par
exemple, d’ame´liorer significativement la qualie´ de l’image fi-
nale a` iso-de´bit, en comparaison de l’image obtenue par op-
timisation disjointe. Les futurs travaux seront concentre´s sur
l’ame´lioration de l’estimation pour des de´bits plus faibles et
pour des algorithmes de restauration plus complexes prenant
en compte le flou.
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