-,Abstract-Good continuation is the Gestalt observation that parts often group to form coherent wholes. Perceptual integration of edges, for example, involves orientation good continuation, and has been widely exploited computationally. But more general local-global relationships, such as for shading, have been elusive. While Taylor's Theorem suggests certain modeling and smoothness criteria, the consideration of levelset geometry indicates a different approach. Using such first principles we derive, for the first time, a generalization of good continuation to all those visual structures that can be abstracted as scalar fimctions over the image plane. Our model yields a coupled system of partial differential equations, which leads to a unique class of harmonic models and a network-based cooperative algorithm for structure inference which we apply to shading and intensity distributions. We demonstrate how this approach eliminates spurious measurements while preserving both singularities and regular structure, a property that facilitates higher level processes which depend so critically on both aspects of visual structures.
I. INTRODUCTION AND BACKGROUND
Visual perception, by either man of machine, is a process of acquiring descriptions and information about the world from its images. Perceptual organization [30] , [16] facilitates this goal by providing a "description that decomposes the image into constituents that capture regularity or coherence [and] therefore provides descriptive chunks that act as 'semantic precursors', in the sense that they deserve or demand explanation" (Witkin and Tenenbaum [32, p. 483]). Such a goal, which presupposes only minimal a priori knowledge about the world, and employs only the most general models [33] , is typically embodied in a variety of tasks, from texture segmentation, through feature grouping, to figure-ground segregation and contour completion.
Of the different perceptual organization principles [30] , one particularly prominent is good continuation. Described by Wertheimer as the "inner coherence" by which "successive parts of a whole should follow one another" [30, p. 83], good continuation had become a fundamental topic of computational investigation in a variety of ways and levels of abstraction. Notably, these efforts focused almost exclusively on the study of curve-like structures (e.g., [29] , [25] , [19] , [6] , [7] , [31] , [14] , [26] ), perhaps because of the abundance of curves in visual stimuli, the recognized importance of edge detection, and the fact that Wertheimer himself demonstrated and phrased this principle in terms of curve-like structures.
While the identification of good continuation with curves is historical, it is clear that visual structures has barely penetrated into formal and computational investigations. Our goal in this paper is to develop such a computational generalization for a wide class of visual features -those that can be abstracted as scalar functions from the image plane to the real line R (or subintervals thereof). As we argue, developing this approach requires an explicit consideration of levelsets and their geometry.
The contribution of our paper is both theoretical and in addressing a critical computational necessity for computer vision. To motivate this argument, consider the image in Fig. la which is easily perceived as a fixture of two intersecting tubes. The intensity image has several cues that should enable a computer vision system make the correct shape inference and part decomposition. For example, consider the (second-order) intensity singularity of co-dimension I in the marked region. Although it is not visually salient, this discontinuity is clearly visible in the representation of the shading as a set of isoluminance levelsets (Fig. lb) . Correspondingly, the regular geometrical structure away from this singularity is essential for correctly inferring the cylindrical shape of the two parts that intersect along the singularity. Both the regular and singular structures must survive any preprocessing before being handled by a higher level shape inference or part decomposition computation. But if the image were contaminated with noise, this task would be difficult to achieve. Fig. lc shows the levelset geometry for a noisy patch. Indeed, trying to remove the noise distorts both the singularity and the regular structure long before the noise is eliminated (Fig. ld) , and in this case any subsequence shape inference process is thus guaranteed to fail. [22] applied to the noisy image distorts both the regular structure and the singularity long before the noise is eliminated. Any shape inference procedure that is applied later is guaranteed to fail (in the sense of reporting the correct physical structure).
Noise elimination, as is required in Fig. 1 , is of course nothing new to image analysis. However, typical denoising processes care explicitly about the noise, and frequently for the preservation of singularities, but never for the preservation of regular structures. In this paper we argue that that consideration of good continuation at that general level can achieve all these tasks simultaneously. Indeed, various nonlinear diffusion techniques that can smooth higher dimensional data sets (e.g., [27] , [28] ) relate indirectly to good continuation by their virtue of minimizing certain variational functionals. These techniques, however, were not only criticized on a principled validity level [15] , but they do not address good continuation explicitly or able to guarantee any kind of performance with regard to it (as we also show in our results below). A more explicit consideration of good continuation of non curvelike features has been attempted within the tensor voting framework [8] for surface patches, and formal considerations based on a frame field representation were offered by BenShahar and Zucker [1] for locally parallel structures. We follow the latter in using a frame field representation, but note that it, too, is incomplete for general scalar functions.
We stress that this paper is theoretical and general, so our results are applicable not only to images and shading functions (presented therein), but also, for example, to the R, G, and B channels of color images; to color saturation and intensity in HSV representations; to disparity information along epipolar lines in a stereo pair; to texture energy channels [17] ; and to the magnitude of optical flow fields.
II. THE GEOMETRY OF 2D SCALAR FEATURES
Let I: R2 -+ R be a generic image feature defined over the image plane. For now, assume I is smooth. (We will frequently refer to I as the "shading" function, although this is a choice of convenience only; it may be one of the many image features described above.) Our goal is to group different measurements ("parts") of I into coherent "wholes". Following the Gestalt principle of good continuation, two nearby measurements should be considered part of the same coherent unit if and only if they are in good "succession" relative to each other [30] . The question is how to define "succession"
One possibility is to approximate the "good' behavior of the function I: R2 -* R around a point q = (a,b) based on the coefficients of its Taylor expansion. Depending on the level of approximation, this results in one (I(q)), three (I(q) and the gradient VI(q)), six (I(q), VI(q), and the Hessian H(q)), or even higher number of parameters (plus the two parameters that describe q itself), for example by
Another view -closer in spirit to good continuation -is that such approximations should be based on the levelset geometry of these functions [2] , [24] , [15] , [4] . Because the levelset geometry of smooth regions is generically locally parallel (Fig. 2) 
But {0(q), ST4(q), KN (q)} are only three parameters, capable of approximating the local levelset geometry but not all of I(x, y) in the neighborhood of q. To achieve that goal we must expand the {0(q),rT(q),rN(q)} descriptor and add parameters that map values on top of the geometry. We therefore return to the Taylor descriptor, focus on 2nd order approximations (this is the lowest order that captures variations in the levelset geometry), and seek an extension of the {0(q), 'TT(q), KN(q)} descriptor that maps one-to-one with the set {I (q), Ix (q), Iy (q), Ixx (q), Ixy (q), Iyy(q)}. In other words, we need to expand the set {09(q), KT(q), KN(q)} with other measurements at q such that all of the Taylor coefficients can be computed directly from the new set. Obviously, I(q) must be included explicitly in our expanded set. Since by definition ET is tangent to I's levelsets, VI is parallel to EN and we arbitrarily select EN to point away from VI ( Fig. 2) , i.e., surements at point q, that reflects good continuation in the neighborhood of q, both for its levelset geometry and for the distribution of its values. Assuming, without loss of generality, that our model is constructed around the origin q = (0, 0) with the coordinate system aligned with the tangent of the levelset at that point, i.e., with ET(q) = (1, 0) or 0(q) = 0, a model that reflects good continuation for the locally parallel structure of the levelsets has already been proposed in the literature [1] and takes the form 0(x,y) -(tan I KT( K+KNY) (4) where KT = IST(q) and KN = IrN(q)-When viewed as a surface in the space XYO (i.e., R3 whose Z axis represents orientation), this function is known as a right helicoid. Several instances of this model, depicted as texture patterns stripped of any value structure, are shown in Fig. 4 . Such a helicoidal model possesses several geometrical properties that associate it with good continuation. Perhaps most importantly, this model uniquely induces an identical covariation of the two curvature functions SIT and rN and guarantees that their ratio remains invariant in a neighborhood
Therefore, unlike common ways to achieve "good behavior" of 2D (or higher dimensional) structures, typically via anisotropic diffusion and deformable models (e.g., [28] , [27] ), the helicoidal model emerges from considerations of the behavior of curvatures in the image plane and thus it is a closer in spirit to the methodology that was employed in the study of good continuation of curves (e.g., [29] , [19] , [18] , [14] ). As a consequence, this model guarantees that streamlines of the model's flow structure will have neither curvature extrema nor inflection points, both of which are considered significant geometrical events for segmentation and part decomposition (e.g., [23] , [9] ) and therefore are clearly inappropriate for a model for coherence.
Although it emerges from explicit good continuation considerations in the image plane, the helicoidal model does enjoy properties that link it to scale space and diffusion techniques. In particular, this model (as an orientation function) was proved to be both p-harmonic for all values ofp and a minimal surface in XYO. For all these reasons we use this object as a starting point for the more general model that we seek for the good continuation of general 2D scalar functions over the image plane. Fig. 4 . Stripped of its value (say, shading) structure, underlying I(x, y) -the model for good continuation -is the geometry of its levelsets, which as we argue should have good continuation qualities of its own. For this purpose we utilize an already proposed model for the good continuation of locally parallel structure -a right helicoid in XYO [1] . Shown here are just several examples of helicoidal levelset structures around a central point q having 0(q) = 0 and different curvature values NT (q) and CN (q) as indicated. Geometry patterns were generated using the line integral convolution method [3] . and using Eq. 2 [13] which is used to parameterize the entire solution as a dense collection of levelsets. This parameterization is finally used to impose additional good continuation constraints for the derivation of the final desired model. All these steps are discussed next.
A. Levelsets closed form
Let I(x,y) an arbitrary smooth scalar function over the image plane. The orientation of I's levelsets satisfy (see Eq. 3) 0 =tan -1(IZ) (9) and therefore, once we are given an orientation function 0(x, y) for I's levelsets, I(x, y) must satisfy the PDE IX +Iy tan0(x,y) 0. 
The characteristic curves [13] (12) where ,2 = K2 + KN and the coefficients cl, c2, and C3, are determined from the initial data Given any point in the image plane, we are now able to trace its levelsets via Eqs. 12 and 13. Deriving such a closed form for the levelsets should not be taken for granted. In fact, many levelset orientation functions 0(x,y), including functions much simpler than the helicoidal one used here, would give rise to nonlinear characteristic PDEs with no closed form solution. The fact that we are able to do so with a function that was shown to have good continuation qualities is a property that will prove most valuable in the derivation of a closed form model for I(x, y) as a whole.
B. Solution parameterization
Since Eqs. 12 and 13 transform point initial data to a curve, they will turn initial data along a curve into a surface patch in R3. Let F(s) = (xo(s), yo(s), IO(s)) be such an initial Cauchy data parametrized by s. As long as F is not a characteristic curve (and as long as other minor anomalies are avoided), the substitution on F into Eqs. 12 and 13 yields the following parametric surface IO(S) (14) Given this closed form, it is left to find a "legal" (i.e., non characteristic) initial curve F(s). where ,u(x, y) -A/1 + 2KNX (17) 2KTY + 42(X2 + y2) where K(s, t) = sKN+ tKT.
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Having Eq. 17, and an explicit way to switch back and forth between the levelset-centered and the Cartesian parameterization, we are now able to plug s(x, y) to the I(x, t) component of Eq. 16 Eq. 16 is a key result of special importance to this paper. It provides an explicit parameterization of the desired good continuation model based on its desired levelset structure (i.e., the helicoidal good continuation model). It therefore parameterizes the sought after model V Tll,I,rT,rNI(XIY) around the point q (which, without loss of generality, can be considered to be the origin) as a collection of integral curves that emerge from the generator curve rF y(s) (see Fig. 5 ).
What is left to consider is the distribution of values 1o(s) along Jxy(s) from which we can complete the definition of f(s) and the solution surface as a whole. Since nothing in the levelset geometry can constrain this distribution, we will need to incorporate additional good continuation constraints, as discussed below. However, before doing so, one needs to realize that the parameterization provided by Eq. 16 is not Cartesian. This is a major limitation because eventually the good continuation model should be used with images provided in Cartesian coordinates. Of particular concern is the fact that (18) What is left to do is to devise the function Io(s) in a way that makes the value structure of the resultant I(x, y) satisfy certain good continuation properties (i.e., in additional to the already guaranteed good continuation of its levelsets). C. Derivation of the final model Eq. 18, and the function Io (s) on which it is built, represent the backbone on which any scalar function with helicoidal levelsets can be constructed in Cartesian coordinates. But of all these functions, which one would best suit good continuation? While this question was never addressed explicitly from a perceptual organization point of view, the notion of "nice" functions is of course ubiquitous in image analysis, especially for denoising and scale space analysis. Typically, the desired behavior in this context is achieved by low pass filtering [12] or by minimization of some variation measure through anisotropic diffusion [27] , [28] . In this sense, the helicoidal model for the levelsets already achieves that goal for the geometry underlying I(x, y), as it was shown both to have a vanishing p-Laplacian (a measure used in, e.g., [28] ) for all values of p and to be a minimal surface (used in, e.g., [5] (19) and the derivatives of 9(x, y) are readily computed from Eq. 17 (with some special care involving the sign unction): ri (A,A ') between different labels at different nodes. In our case, these compatibilities represent the degree to which two nearby pixels have consistent values based on the model for consistency developed above (Proposition 2). For lack of space we omit the rest of the technical details and refer the reader to the many papers on the subject that describes its theoretical foundations (e.g., [11] , [21] ).
We have examined the performance of this approach on a variety of shading images, both synthetic and natural. Three of the benchmark images we used are presented in Fig. 7 . Since both values and levelset geometry are important, we show both aspects in all figures. Fig. 7 . Test images (gradient edge, gradient patches, and bananas) and their levelsets geometry. Fig. 8 illustrates the results of the inference of coherent structure-on the input images, and compares these results to representative anisotropic diffusion processes [22] , [27] to show how this computation is able to provide superior organization that effectively eliminates spurious measurements and noise while preserving both singularities and regular levelset geometry. All relaxation results are shown after 5 iterations. Diff-usion results are shown after 200 iterations on clean images (to illustrate the qualitative effect of the process on typical visual structure), after 100 iterations on images with additive noise (which was near the minimal number of iteration required to get rid of most, but not necessarily all of the noise), and after 500 iteration on images with Salt and Pepper noise (which was never enough to eliminate the noise). Observe the near flawless behavior of the good continuation process in comparison to these contemporary diffusion schemes, not only in termns of noise removal and preservation of singularities, but more so mn termns of preserving and reconstructing the regular levelset geometry. In comparison, diff-usion of the noisy images distorts these structures long before noise is removed (though'this is true in general, it is particularly evident with Salt and Pepper noise). Results on clean images are shown in order to illustrate qualitatively the effect of all these processes on typical visual structure which without noise should be preserved as long as possible.
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-~~~~~~~~~~~~~~~F ig. 8. Results of applying the good continuation inference process on a synthetic and natural shading patterns (unless printed on a quality printer, details in several images may be diffi cult to observe. In this case, please refer to the electronic version and zoom in on individual panels). Different rows relate to performance on different input images, where each input image is tested with no noise (top row of each triple), with Gaussian additive noise (middle row, a = 0.9 , Matlab's implementation), and with Salt and Pepper noise (bottom row, p = 0.1, Matlab's implementation), respectively. Please refer to the main text for additional explanations.
