Abstract. We classify trigonometric solutions to the associative Yang-Baxter equation (AYBE) for A = Mat n , the associative algebra of n-by-n matrices. The AYBE was first presented in a 2000 article by Marcelo Aguiar and also independently by Alexandre Polishchuk. Trigonometric AYBE solutions limit to solutions of the classical Yang-Baxter equation. We find that such solutions of the AYBE are equal to special solutions of the quantum Yang-Baxter equation (QYBE) classified by Gerstenhaber, Giaquinto, and Schack (GGS), divided by a factor of q − q −1 , where q is the deformation parameter q = e . In other words, when it exists, the associative lift of the classical r-matrix coincides with the quantum lift up to a factor. We give explicit conditions under which the associative lift exists, in terms of the combinatorial classification of classical r-matrices through Belavin-Drinfeld triples. The results of this paper illustrate nontrivial connections between the AYBE and both classical (Lie) and quantum bialgebras.
Introduction
Let A be an associative algebra (not necessarily with unit), and r ∈ A ⊗ A. The associative Yang-Baxter equation (AYBE) for r over A is the equation Further, one may consider a graded version of the AYBE. Namely, given a finite abelian group Γ, one may consider solutions r of the usual AYBE over the Γ-graded algebra A ⊗ C[Γ] which have total degree zero, i.e. are sums of terms of bidegrees (x, −x) ∈ Γ 2 . In this case, writing r(u) for the part of r of bidegree (u, −u), we obtain the following equation for r(u): This equation, which one may call the graded AYBE, obviously makes sense for infinite groups Γ as well; moreover, if Γ is a complex vector space, then one may require r(u) to be meromorphic in u. Finally, as before, one can add a spectral parameter. In this form, (with a 1-dimensional space Γ), the AYBE arose in the work of Polishchuk [Pol00] , in the study of A ∞ -categories attached to algebraic curves of arithmetic genus 1. More precisely, the equation considered in [Pol00] is the graded AYBE with spectral parameter over the algebra A From now on, the term "AYBE" will be reserved for this equation.
One special case studied in [Pol00] is where A = Mat n (C) and AYBE solutions r(u, v) also satisfy the unitarity condition This follows from the proof of the fact in [Pol00] that, even without the Laurent condition (1.6), when the limit r(v) = (pr ⊗ pr)r(u, v) u=0 exists (pr is the projection away from the identity to traceless matrices), it is a unitary solution of the CYBE with spectral parameter.
In this paper we will classify all such matrices r (u, v) where r 0 (v) =r
1−e v forr a constant solution of the CYBE (1.7) satisfyingr +r 21 = i,j e ij ⊗ e ji .
Theser were classified by Belavin and Drinfeld in the 1980's [BD84] in terms of combinatorial objects known as Belavin-Drinfeld triples. We will discover that such matrices r(u, v) correspond not to all Belavin-Drinfeld triples forr, but to a subclass of them, called associative BD triples. In particular, we answer negatively the question asked in Remark 1 of Section 5 of [Pol00] : whether any nondegenerate solution r(v) = (pr⊗pr)r 0 (v) of the CYBE can be "lifted" to such an AYBE solution r(u, v) (see Remark 3.5). Also, for those triples which are associative, only special classical r-matrices from the usual continuous family are liftable. Recall that the Belavin-Drinfeld classification assigns to each BD triple a family of classical r-matrices parameterized by a finite-dimensional vector space of skew-symmetric diagonal components. We will demonstrate that there is only a finite number of choices of this component, up to scalars (1 ⊗ A + A ⊗ 1), which yield an r-matrix liftable to an associative r-matrix (this number is nonzero iff the BD triple is associative). More precisely, the condition for a classical r-matrix to be "liftable" to an associative r-matrix (a unitary solution of the AYBE) satisfying (1.6) is that the map T : Γ 1 → Γ 2 which defines the BD triple be "liftable" to a cyclic permutationT of the set {e 1 , . . . , e n }. Here, "liftable" means that T (α i ) = α j implies thatT (e i ) =T (e j ) andT (e i+1 ) =T (e j+1 ). Here Γ 1 , Γ 2 ⊂ Γ = {α 1 , . . . , α n−1 }. Then, the skew-symmetric diagonal component s parameterizing the r-matrices for the BD triple is determined up to scalars by an explicit formula (the solution to "associative" versions of the equations for s in the CYBE theory). There are evidently finitely many choices of the liftT of T , and we define the BD triple to be "associative" if there exists at least one.
We discover that such an associative r-matrix lifting a classical r-matrixr is closely related to the Gerstenhaber-Giaquinto-Schack (GGS) quantization ofr, i.e. a special matrix R GGS (u) = 1 + ur + O(u 2 ) which satisfies the QYBE,
and the Hecke condition,
where q = e u/2 and P = i,j e ij ⊗ e ji is the permutation matrix (see [GGS93] ,
1−e v P ], wherein the limit v is taken to be real. In fact, we can make the connection between the AYBE solution "lifting" a classical r-matrix (a solution of (2.2) and (2.3)) and the QYBE solution "quantizing" the classical r-matrix more apparent by adding the spectral parameter v back into the quantum R-matrix. That is, for any matrix R = 1 + ur + O(u 2 ) satisfying the QYBE and the Hecke condition which is a function only of the parameter q = e u/2 , one can consider its "Baxterization,"
which is a solution of the QYBE and the Hecke condition which quantizes the CYBE solution with spectral parameter
1−e v [Mud02] . Now, letting R BGGS (q, v) be given by (1.11) from R GGS (q), we find that
In particular, this implies that the matrix r(u, v) satisfies not only the AYBE but also the QYBE. Remark 1.1. The fact that the "associative r-matrix" r(u, v) specializes to both classical and quantum r-matrices is in good agreement with the remark in [Agu00] (p.2) that infinitesimal bialgebras have nontrivial analogies and connections with both classical (Lie) and quantum bialgebras. At the same time, we must admit that we don't have a conceptual explanation for the validity of (1.12). To find such an explanation seems to be an interesting problem. Remark 1.2. In [Mud02] (p.9) Mudrov quantizes certain Belavin-Drinfeld triples that obey a slightly more restrictive version of the associative conditions than those considered in this paper. To do this, Mudrov uses the language of associative Manin triples. It appears that the theory of [Mud02] is parallel to [Agu00, Agu01] and closely related to the content of this paper. Remark 1.3. We expect that the results of this paper can be generalized to the case of all trigonometric solutions of the CYBE with spectral parameter (not just those obtained from constant CYBE solutions). In this case, we expect again that the classical r-matrices with spectral parameter can be lifted provided they satisfy the BD associativity conditions and the classical r-matrix for the triple is chosen correctly (in an analogous way to the case of constant r-matrices). Furthermore, for any given r 0 (v), the associative lift r(u, v) should again be related to the quantum lift R(q, v) by
The matrix R(q, v) should be given explicitly by a generalization of the GGS formula (there is already a different kind of explicit formula for R(q, v) given in [ESS00] and [ES01] ).
Background
Overview 2.1. We formally introduce Belavin-Drinfeld triples, the AYBE as presented in [Pol00] , and the GGS Conjecture [GGS93] , proved in [Sch00] .
Belavin-Drinfeld triples.
Let (e i ), 1 ≤ i ≤ n, be the standard basis for C n . Set Γ = {e i − e i+1 : 1 ≤ i ≤ n − 1}. We will use the notation α i := e i − e i+1 . Let (, ) denote the inner product on C n having (e i ) as an orthonormal basis.
Definition 2.2.
[BD84] A Belavin-Drinfeld triple of type A n−1 is given by (T, Γ 1 , Γ 2 ) where Γ 1 , Γ 2 ⊂ Γ and T : Γ 1 → Γ 2 is a bijection, satisfying (a) T preserves the inner product:
Let g = gl(n) be the Lie algebra of complex n × n matrices. Define h ⊂ g to be the abelian subalgebra of diagonal matrices and g ⊂ g to be the simple subalgebra of traceless matrices (i.e. sl(n)). Elements of C n define linear functions on h by i λ i e i i a i e ii = i λ i a i . Under this identification, we use Γ as the set of simple roots of g with respect to the Cartan subalgebra h ∩ g . Let P = 1≤i,j≤n e ij ⊗ e ji be the Casimir element inverse to the standard form, (B, C) = tr(BC), on g. It is easy to see that P (w⊗v) = v ⊗w, for any v, w ∈ C n , so we also call P the permutation matrix. Let P 0 = i e ii ⊗e ii be the projection of P to h ⊗ h.
For any Belavin-Drinfeld triple, consider the following equations for s ∈ h ∧ h: are given, up to inner isomorphism, by a discrete datum (the Belavin-Drinfeld triple) and a continuous datum (a solution s ∈ h ∧ h of (2.1)). We now describe this classification.
For α = e i − e j , set e α := e ij . Define |α| = |j − i|. For any Y ⊂ Γ, set Y = {α ∈ Span(Y ) | α = e i − e j , i < j} (the set of positive roots of the semisimple subalgebra of g having Y as its set of simple roots). In particular we will use the notationΓ,Γ 1 , andΓ 2 . We will also use α > 0 to denote that α ∈Γ, and α < 0 to denote that −α > 0. We extend T additively to a map
Clearly ≺ is a partial ordering onΓ. We will also use α≺β to denote that either α ≺ β or α = β. Suppose T k α = β for α = e i − e j and β = e l − e m . Then there are two possibilities on how T k sends α to β, since T k induces an isomorphism of the segment of the Dynkin diagram corresponding to α onto the segment corresponding to β.
In the former case, call T k orientation-preserving on α, and in the latter, orientation-reversing on α. Let
Here r st ∈ g ⊗ g is the standard solution of the CYBE satisfying r st + r 
(this is easy to verify directly and is also given in [GG97] ). We will see that this formula for s generalizes to formula (3.1) in the associative case.
The CYBE and AYBE with parameters.
The CYBE takes the following form "with spectral parameter" over a Lie algebra a: 
Proof. This follows immediately.
The version of the AYBE we consider has the form (2.10)
The unitarity condition is Proof. We repeat the proof of [Pol00] (since it is short and we will use (2.15) later). First note that the unitarity of r follows immediately from the unitarity of r. Substituting r 21 (−u, −v) = −r 12 (u, v), we rewrite the AYBE as
We permute the first two components, yielding
This resembles the AYBE with the order of each product reversed (which we seek). To obtain it, we make the linear change of variables given by
(2.14)
Subtracting this from the AYBE, we get
Applying pr ⊗ pr ⊗ pr, we get the same equation with (pr ⊗ pr)r replacing r, and then we may take the limit u → 0 to find that r(v) satisfies the CYBE with spectral parameter.
This warrants the following. Definition 2.8. Solutions of (1.4) and (1.5) are called associative r-matrices.
In the case we consider, r(u, v) has a Laurent expansion at u = 0 of the form (1.6), and this result can be strengthened: Lemma 2.9. If r(u, v) has a Laurent expansion at u = 0 of the form
and is an associative r-matrix, then r 0 (v) is a solution of the CYBE with spectral parameter.
Proof. This follows from (2.15), since 1 commutes with anything. 
The GGS quantization.
The matrix R GGS is given by a simple (yet not fully understood) formula proposed by Gerstenhaber, Giaquinto, and Schack [GGS93] in 1993:
where PS(α, β) is defined as follows. First, we define the relation α β for α > 0, β > 0 to mean that, writing α = e i − e j and β = e k − e l , we have j = k. In other words, considering α to be the line segment with endpoints i and j and β the line segment with endpoints k and l on the real line, we have that α lies adjacent to β on the left. Now, let [statement] = 1 if "statement" is true, and [statement] = 0 otherwise. Then, PS is given by
Theorem 2.10 (The GGS Conjecture). [GGS93] , [Sch00] The element R GGS satisfies the QYBE (2.16) and the Hecke condition (2.17).
Statement of the main theorem
Overview 3.1. In this section, we state the main theorem, which gives (1) the associativity conditions under which a classical r-matrix can be lifted to an associative r-matrix, (2) the formula relating the associative r-matrix to the GGS quantum R-matrix, and (3) a new, explicit formula for the GGS R-matrix in this case (which is a generalization of Giaquinto's formula for the GGS R-matrix in the case of generalized Belavin-Drinfeld triples).
Definition 3.2. Call a triple an associative triple if (i) the triple preserves orientation, and (ii) there exists a cyclic permutationT of {1, . . . , n} such that 
for any associative structure (Γ 1 , Γ 2 , T,T ), where s 0 = (pr ⊗ pr)s is determined by (3.1).
Remark 3.5. One can also classify associative r-matrices where we require only that the limit r(v) = (pr ⊗ pr)(r(u, v)) u=0 exist and satisfy r(v) =r for some classical r-matrixr over g . When the Laurent condition (1.6) holds, all such lifts of r (without fixing r 0 ) are equal to e cuv r (u, v), for r (u, v) an associative r-matrix classified in Theorem 3.4 and c ∈ C. To see this, first note that the BD associativity and s 0 conditions must still be satisfied, because our proof 2 where c ∈ C and Φ ∈ h satisfies (α, Φ) = (T α, Φ), ∀α ∈ Γ 1 . In this paper, we focus on lifts of r 0 when it is a classical r-matrix, rather than lifting just r, since the result is cleaner.
Remark 3.6. Equation (3.2) can be thought of as the "associative" version of (2.1) classifying classical s; it just so happens in the associative case that these equations completely determine s 0 by the choice ofT .
Remark 3.7. In the case of generalized Cremmer-Gervais triples (see Remark 2.5), (3.6) is the formula found by Giaquinto [Sch00] . Indeed, a generalized Cremmer-Gervais triple has a unique associative structure, under which (3.1) becomes the formula given in Remark 2.5. 
Proof of the main theorem (3.4)
Overview 4.1. We prove the parts of Theorem 3.4 in the reverse order. Thus, in the first subsection, we prove part (3), namely the explicit formula for R GGS for associative BD triples where s 0 = (pr ⊗ pr)s is given by (3.1) for a choice of a compatible permutationT . Then, in the second subsection, we prove parts (2a) and (2b) of Theorem 3.4, namely verifying that r(u, v) =
1−e v P in fact satisfies the AYBE and unitarity conditions and lifts the classical r-matrix, and is the unique such element. Finally, in the third subsection, we prove part (1) of Theorem 3.4, that the BD associativity and s 0 -compatibility conditions are necessary and sufficient for the lift to exist (necessity is all that will remain).
Proof of Theorem 3.4, part (3): the generalization of Giaquinto's formula.
Overview 4.2. We prove the generalization of Giaquinto's formula (3.6) via a straightforward computation.
First, we prove a lemma which gives a new formula for the combinatorial constant PS(α, β):
which proves the desired result. 
Corollary 4.4. The matrix R GGS can be written as
(4.2) (q − q −1 ) α e −α ⊗ e α + α=e i −e j ≺β=e k −e l (−1) C α,β (|α|−1) q −C α,
Proof of Theorem 3.4, part (3).
In the associative case where s 0 = (pr ⊗ pr)s is given by (3.1) for a compatible permutationT , we can simplify (4.2). Let us assume first that s 0 = s ∈ Λ 2 g . Then, for each α = e i − e j ≺ β = e k − e l , we have C α,β = 0 and s
n . So, we rewrite (4.2) as follows:
In the general case where s is not necessarily equal to s 0 , the result follows from the fact, evident in (2.19), that R GGS = q s−s R q s−s , where R is the GGS matrix for the same triple as R GGS , but replacing s with s .
Proof of Theorem 3.4, parts (2a) and (2b): the GGS R-matrix satisfies the AYBE with slight modifications.
Overview 4.5. We verify that the r(u, v) given by (3.4) and (3.6) satisfies the AYBE and the unitarity condition by a direct computation using BD combinatorics. A lemma from [Pol00] proves that r(u, v) is uniquely determined by r 0 in (1.6), and it is easy to check that r(u, v) lifts r T,s (i.e. that r 0 = r T,s ). These results prove part (2a) of Theorem 3.4, from which (2b) immediately follows. As in the previous subsection, most of the work reduces to the case where s = s 0 ∈ Λ 2 g .
Lemma 4.6. Fix some associative structure (Γ 1 , Γ 2 , T,T ) and choice of s such that s 0 is given by (3.1). Let r(u, v) be given by (3.4). Let r 0 (v) be the classical r-matrix which is the term of degree-zero in the Laurent expansion of r(u, v) in
Proof. This follows from a simple computation using the next lemma (4.7). Alternatively, it follows from the connection between R GGS and r T,s .
Lemma 4.7. Set s
where Φ ∈ h satisfies (α, Φ) = (T α, Φ) for any α ∈ Γ 1 . Using (3.6), we can write the matrix r (u, v) given by (3.4) as follows: 2 )u , or simply Φ 1 + Φ 2 , commutes with R GGS . Together with the fact that e t P e t = 0 for t any skew-symmetric matrix, we find that
where R 0 GGS is the GGS matrix quantizing r T,s 0 . Now (4.4) follows from (3.6) with a small amount of manipulation.
Notation 4.8. For any A ⊗ A-valued function t of u and v (possibly constant in one or both variables), we will denote by AY BE(t) the LHS of (1.4). 
Lemma 4.9. Suppose that r(u, v) is a solution of the AYBE and
and similarly,
3 u , and (4.8)
Hence, it follows that AY BE(t) = e Proof. Using facts of the form P 12 t 13 = t 23 P 12 which follow because P is the permutation matrix, we compute
So, the AYBE is satisfied for y + f (v)P , where f is any function satisfying the relation
We can rewrite this as
which is the same as the condition that
. So the solutions are g(v) = e Kv for K ∈ C, and in particular, when
Furthermore, provided K = 0, we evidently have
1−e −Kv P satisfies the unitarity condition. This concludes the proof.
Remark 4.11. This lemma essentially shows how to "Baxterize" AYBE solutions. As mentioned in the introduction, we know that the same procedure works for QYBE solutions using a result from [Mud02] . Proof. We will compute the coefficients AY BE(y) jlp ikm and see that they are all zero, so that y satisfies the AYBE. Note that we need only check those indices for which i + k + m = j + l + p, because all nonzero coefficients in the formula for AY BE(y) obey this relation, and the product or sum of matrices whose nonzero coefficients obey this relation yields another matrix of the same form.
First, let us compute the coefficient AY BE(y) jlp ikm for i = j, k = l, and m = p, subject to the relation i + k + m = j + l + p. We have (4.14) AY BE(y)
where the underscore means that the index is deduced from the other three by setting equal the sums of the upper and lower indices. In each product of two coefficients, the two underscores are equal. We claim that either two or none of the three terms on the right-hand side are nonzero, and that when there are two nonzero terms, they cancel. To see this, set α = e i −e j , β = e k −e l , and γ = e m −e p . Suppose that |α| = |i−j| > |β| = |k −l| and |α| > |γ|. Then if the first term in the RHS of (4.14) is nonzero, it follows that −α = T c β + T d γ, for some c, d ∈ Z, and furthermore that exactly one of the other two terms is nonzero: the second term if |c| < |d|, the third term if |d| < |c|, or if c = d then the second term is nonzero iff α < 0 (and the third term iff α > 0). Conversely, if the second or third term is nonzero, then the first term must be nonzero with the given conditions holding. Hence either two or zero terms are nonzero. Furthermore, two nonzero terms have values ±e du+(d−c)u , with the positive sign for the first term and the negative for the second or third term, so they cancel.
In cases where |β| or |γ| is the largest among |α|, |β|, and |γ|, the same argument applies, and the right hand side is zero.
Next, let us check that AY BE(y) jlm ikm = 0 for any i = j, k = l, with i+k = j+l. We use (4.14), setting p = m. Set α = e i − e j and β = e k − e l . It is evident that the first two terms are each nonzero iff either −α≺β with β > 0, or −β ≺ α with α > 0. On the other hand, the last term is nonzero iff one of these two conditions is true, with the additional condition that, setting the underscores equal to t, either −α≺e m − e t ≺ β, or −β≺e t − e m ≺ α. Assuming that all three terms are nonzero, and using the notational abuse
Further assuming that α < 0 and −α ≺ β, we write the first two terms of the RHS of (4.14) as
On the other hand, if the third term of the RHS of (4.14) is zero, and still assuming α < 0, then we can write the first two terms (if nonzero) as Finally, we check that AY BE(y) ikm ikm = 0 for all i, k, and m. We compute:
Let δ = 1 if i≺k≺m in theT -ordering-that is, if k lies between i and m under iteration of the cyclic permutationT (or k = i or m). Otherwise, set δ = 0. Let δ denote the opposite of δ, i.e.δ = 1 − δ. Now, we simplify this to:
so AY BE(y) ikm ikm = 0, independently of δ. Hence, y satisfies the AYBE.
Remark 4.13. In the preceding proof, the cancellation of terms in the first two parts of the proof (the ones involving some non-diagonal matrices) is actually a very special case of the pairing of so-called T -quadruples in [Sch00] . In [Sch00] these tools are developed much more extensively to expand the twist from [ESS00] , which is an arduous computation.
Lemma 4.14.
[Pol00] Let r be a solution of the AYBE with a Laurent expansion of the form (1.6). Then r is uniquely determined by r 0 .
Proof. We repeat the computations of [Pol00] . First, note that, since the polynomials u k , (u ) k , and (u + u ) k are linearly independent, r k is uniquely determined by r 0 and r 1 for all k > 2. Now, from the AYBE for r we obtain the equation All we have to show is that this equation uniquely determines r 1 . Suppose that
Now, applying pr ⊗ id ⊗ id to this equation, we obtain (pr ⊗ id)t(v) = 0 and similarly we obtain (id ⊗ pr)t(v) = 0. Hence, t(v) is a scalar meromorphic function satisfying t(v) + t(v ) + t(v + v ) = 0. Now, for any k ∈ Z \ {0, 1}, the elements v k , (v ) k , and (v + v ) k are linearly independent, so when we write t in terms of its Laurent expansion, we see that the identity can only be satisfied if t = a + bv for some a, b ∈ C. Now the identity holds iff a = b = 0. Hence, t(v) = 0 identically so that r 1 is uniquely given by r 0 . Now, we can complete the proof of Theorem 3.4.
Proof of Theorem 3.4, part (2a).
Uniqueness is a consequence of Lemma 4.14. By Lemma 4.6, r(u, v) indeed has the Laurent expansion (3.3). Then, Lemma 4.7, which uses part (3) of the Theorem, reduces our task to verifying that (4.4) satisfies the AYBE and the unitarity condition. By Lemma (4.9), we can assume that Φ = 0, since the proof of Lemma 4.7 points out that Φ 1 + Φ 2 commutes with r (u, v) . By Lemma 4.10, it suffices only to show that y(u) given by (4.13) satisfies the AYBE. This is proved in Lemma 4.12. Hence, the element r (u, v) given by (3.4) is a unitary AYBE solution lifting r 0 (v), proving part (2a) of Theorem 3.4.
Proof of Theorem 3.4, part (2b)
. This follows directly from part (2a) and (1.11).
Proof of Theorem 3.4, parts (1a) and (1b).
Overview 4.15. In this section, we present and exploit condition (4.22), which follows from (4.20) in Lemma 4.14, in order to prove the necessity of the associative BD conditions and formula (3.1) for s 0 , which is all of (1a) that remains to be proved. The equivalence of (3.1) and (3.2) is an easy computation, proving part (1b) and hence the Theorem. for all roots α. Now, provided the first condition of Definition 3.2 is satisfied (which we now know is necessary), we can define a permutationT of {1, . . . , n} such that T (α i ) = α j impliesT (i) = j andT (i + 1) = j + 1. This permutation is compatible just in the case it is cyclic; we can choose it to be cyclic iff there is no cycle (a 1 , . . . , a k ), 1 ≤ k < n, such that, for each 1 ≤ i ≤ k, either T (α a i ) = α a i+1 , or T (α a i −1 ) = α a i+1 −1 (subscripts of a are given modulo k). Now, in the case that such a cycle exists, (4.26) and (4.27) imply 0 = 1 2 (e a 1 + . . . + e a k , α) (4.28) for any α. This implies that e a 1 + . . . + e a k = 1, so the cycle contains all of {1, . . . , n}, contradicting our assumption. Proof. Take (4.22) and project to h ⊗ h ⊗ h. Let t = s + (a 2 , . . . , a n ), such that t a i a j = 1 2 for all i < j. This is equivalent to a cyclic permutation of {1, . . . , n} given by σ = (1, a 2 , a 3 . . . , a n ). That is, a cyclic permutation of (1, . . . , n) is associated with the ordering of 2, . . . , n obtained by "cutting off" 1.
Evidently the values t ij completely determine t up to scalars. We rewrite this in a way which yields (3.2). SetT = σ. Note that t ii = which is exactly (3.2). Now, it remains to see thatT is compatible with T , that is, T (α i ) = α j impliesT (i) = j andT (i + 1) = j + 1. To see this, we apply (4.26) and (4.27). Suppose T (α i ) = α j . Using the previous work in this lemma, we know that there is a unique permutationT such that s satisfies (3.2) for all roots α. In
