Abstract. In this article, we investigate the property of posterior distribution for dichotomous quantal response models using a uniform prior distribution on the regression parameters. Sufficient and necessary conditions for the propriety of the posterior distribution with a general link function are established. In addition, the sufficient conditions for the existence of the posterior moments and the posterior moment generating function are also obtained. Finally, the relationship between the propriety of posterior distribution and the existence of the maximum likelihood estimate is examined.
Introduction
Dichotomous quantal response models have been used in many medical and econometric studies to examine the relation between various covariates and a dichotomous outcome measure. Zellner and Rossi [13] analyzed quantal response models from the Bayesian point of view, using diffuse and informative prior distributions. When prior information is not readily available, a uniform prior distribution or some other noninformative priors such as the Jeffreys prior for the regression coefficients is often used. However, use of the uniform prior or non-informative prior typically leads to a challenging problem, that is, whether the resulting posterior distribution is proper. Now, we introduce some notation, which will be used throughout the rest of the paper. Let y = (y 1 , y 2 , . . . , y n ) denote an n × 1 vector of n independent dichotomous random variables. Assume that y i = 1 with probability p i and y i = 0 with probability 1 − p i . In the dichotomous quantal response models, it is usually assumed that p i = F (x i β), (1.1) where F (·) denotes a cumulative distribution function, x i = (x i1 , ..., x ik ) is a k × 1 vector of covariates, and β = (β 1 , ..., β k ) is a k × 1 vector of regression coefficients.
In (1.1), x i1 may be 1, which corresponds to an intercept, and F −1 is called a link function. Three widely utilized functional forms for F (·) in (1.1) are
the logit model, and
the log-log link model. In (1.2), Φ(·) denotes the standard normal cumulative distribution function. Of course, other functional forms for F (·), 0 < F (·) < 1, can be employed; see, for example, Agresti [1] , McCullagh and Nelder [7] , and Chen and Dey [3] . Using (1.1), the likelihood function, denoted by L(β|y), is
In the context of Bayesian analysis, it is required to specify a prior distribution for β, say, π(β). Then, the posterior distribution of β is
Since an improper posterior makes Bayesian inference impossible, it is important to study the propriety of the posterior distribution. An investigation of the posterior propriety can avoid a poor experimental design, which may result in the parameters of interest not being identifiable without using a suitable proper prior. It is clear that the posterior π(β|y) is proper if and only if
In this article, we are interested in the following problem. If a uniform prior distribution for β, i.e., π(β) ∝ 1, is specified, what are the sufficient and necessary conditions for the propriety of π(β|y) ? Zellner and Rossi [13] obtained some sufficient conditions for (1.7) when F −1 is logit, x i1 = 1, and k = 2. Without loss of generality, assume that y i = 0 for i = 1, 2, . . . , m, and
x (n−i)2 . These conditions, thereafter, are referred to as Zellner-Rossi sufficient conditions.
Other related works are Ibrahim and Laud [6] and Natarajan and McCulloch [8] . Ibrahim and Laud [6] established a sufficient condition for the propriety of the posterior distribution using the Jeffreys's prior for the generalized linear model, while Natarajan and McCulloch [6] provided necessary and sufficient conditions for the existence of the posterior distribution of the variance components in a class of mixed models for binomial responses. Their problems are different from ours.
In Section 2, we aim to establish precise necessary and sufficient conditions for the propriety (1.7) for a general link function F −1 . It is interesting to note that those conditions are almost F free. The remainder of this article is organized as follows. The main results are presented in Section 2. In Section 3, we examine the relationship between the propriety of the posterior distribution and the existence of the maximum likelihood estimates. The proofs of all theorems are given in Section 4.
Main results
To obtain sufficient and necessary conditions for the propriety of the posterior distribution, let z i = 1 if y i = 0 and = −1 if y i = 1, X be the n × k known design matrix, with rows x i and define X * as the matrix with rows z i x i . The main results are given as follows. 
The next result extends Theorem 2.1 to the existence of posterior moments and the posterior moment generating function.
Theorem 2.3. Assume that (C1) and (C2) are satisfied. If
for some δ 0 > 0, where || · || denotes the Euclidean norm.
For the three widely used probit, logit and log-log link models, it is easy to see that 0 < F (0−) = F (0) < 1 and that
and (C2) are necessary and sufficient conditions for (2.2), (2.3) and (2.4).
The moment condition (C3) may not be satisfied for some other links, say the Cauchy link or t-link with less than k degrees of freedom. In general, however, it cannot be weakened. 
On the other hand, when the design matrix X * has some nice structure, it is possible to weaken the moment condition.
is of full rank and
The results in Theorems 2.4 and 2.5 suggest that the necessity of the moment condition depends on the structure of the design matrix and response variable y. For some cases, a finite k th moment of F is necessary, while for some other cases, even a finite first moment is sufficient.
It should be mentioned that verifying condition (C2) is a standard linear programming problem which can be done using commercially available software, for example CPLEX (CPLEX Optimization, 1992). 
Remark 2.2. The following example shows that if F (0−) = 0 or F (0) = 1, then (C2) is not a necessary condition for (2.2). Let n = 5, k = 2, y 1 = y 2 = y 3 = 1,
for all β 1 = β 2 and hence
On the other hand, it is easy to see from Remark 2.1 that (C2) is not satisfied. Then m = 1, x (1)2 = 1, x (2)2 = 2, and x (3)2 = 3. Thus, Zellner-Rossi sufficient condition (c) does not hold. However, it is easy to verify that our sufficient and necessary conditions (see (2.7) for (C2)) still hold. Therefore, the resulting posterior is proper. But, this result cannot be observed via the Zellner-Rossi conditions.
Existence of the maximum likelihood estimate
In this section, we aim to examine the relationship between the propriety of the posterior distribution and the existence of the maximum likelihood estimate (MLE). The existence of the MLE was discussed by Haberman [5] , Wedderburn [12] and Silvapulle [11] for the dichotomous quantal response models, Albert and Anderson [2] and Santner and Duffy [10] for multinomial logistic regression models. It was proved by Silvapulle [11] that if − log F and log(1 − F ) are convex and the design matrix X is of full rank (i.e., (C1) holds), then the MLEβ exists and the minimum set {β} is bounded if and only if
However, some of Silvapulle's conditions such as the convexity on − log F or log(1 − F ) are not necessary for the existence of the maximum likelihood estimate. A more general result is given in the following theorem, which confirms that (C1) and (C2) are sufficient for the existence of the maximum likelihood estimate for the general link F −1 . Remark 3.1. The example below shows that (C1) is not a necessary condition for the existence of MLE. Let x 1 = x 2 = (1, 1) and
Clearly,
Therefore, there existsβ 1 such that
This means that the MLE of β exists; however, it is easy to see that (C1) is not satisfied.
Proofs of the theorems
The following lemma plays a key role in the proofs of our theorems. 
Since X * is of full rank, for every ε ∈ E, there is a b ε ∈ R n such that
Let a = (a 1 , ..., a n ) ∈ R n be a positive vector satisfying (2.1). Put
For ε = ε β = sign(β ) = (sign(β 1 ), ..., sign(β k )) , we have δ > 0 and a + δb ε > 0. Hence, it follows from (4.2) that
as desired.
Proof of Theorem 2.1. Observing that
and
By the Fubini theorem, we get
It follows from Lemma 4.1 that
which yields (2.2) immediately, by (C3).
Proof of Theorem 2.2. Since 0 < F
If X is not of full rank, then X * is not of full rank either. In this case, it is easy to see that the posterior distribution of β is not proper. Now assume that (C2) is not satisfied. Let
Then D is a convex cone in R k (see Section 2 of Rockafellar [9] ). Since (C2) does not hold, by Corollary 11.7.3 of [9] , there exists some non-zero vector
and hence
In particular, we have 
Proof of Theorem 2.3. The proof follows along the same lines as that of Theorem 2.1.
Proof of Theorem 2.4. Let
M = k max 1≤i≤n k l=1 |x il |. By (4.4), we have R k L(β|y)dβ = R n R k 1{u 1 > β 1 + k l=2 x 1l β l , −u i < β 1 + k l=2 x il β l , 2 ≤ i ≤ n}dβdF (u) ≥ R +n R k 1{u 1 − k l=2 x 1l β l > β 1 > − min 2≤i≤n k l=2 x il β l }dβdF (u) ≥ R +n 0<β l <u1/(2M) dβdF (u) ≥ R +n (u 1 /(2M )) k dF (u) ≥ F (0) k−1 ∞ 0 u k dF (u).
This proves (i). Similarly, we have (ii).
Proof of Theorem 2.5. Let {ξ i , 1 ≤ i ≤ n} be independent random variables with the same distribution function F . From Lemma 4.1 it follows that there exists a constant K such that
whenever X * β ≤ u. Hence, in view of the proof of Theorem 2.1,
as desired. Hence by (4.6), L(β * + sb) is an increasing function of s. This is a contradiction. This shows that (C2) is necessary for the existence of the MLE of β.
