Improving load balancing techniques by location awareness at indoor femtocell networks by A. Aguilar-Garcia et al.
RESEARCH Open Access
Improving load balancing techniques by
location awareness at indoor femtocell
networks
A. Aguilar-Garcia1*, S. Fortes1, A. Garrido2, A. Fernandez-Duran2 and R. Barco1
Abstract
Femtocells are the auspicious solution for the coverage and capacity challenges that mobile operators are currently facing
indoors. Whereas some operators are focused on offloading data traffic from macrocells to femtocells, others prefer to
ensure indoor coverage and prioritize voice traffic in order to mitigate the negative impact of blocked or dropped calls.
In this context, this paper proposes a novel self-optimizing mechanism to prevent congestion problems at indoor
environments, focused on operators that prioritize voice traffic connections. A challenge specific to femtocells is that they
normally can only serve a small number of simultaneous connections. Based on this restriction, the proposed mechanism
resizes femtocell coverage areas by tuning their transmission powers for load balancing purposes. How information on
user location can enhance the optimization process is also investigated in this paper. According to this, two methods to
estimate the received signal level per user are evaluated. Finally, the performance is studied by means of both simulations
and a real field trial.
Keywords: Self-Organizing Networks (SON), Self-optimization, Mobility load balancing (MLB), Location awareness,
Indoor, Femtocell
1 Introduction
The continuous advances in mobile technologies and
personal devices (smartphones and tablets) have led to
the deployment of heterogeneous networks (HetNets) to
support the extreme traffic demand of new services. Het-
Nets comprise different Radio Access Technologies (RAT)
and several cell sizes (macrocell, microcells, picocell, etc.),
resulting in a non-easily manageable complex mobile
network infrastructure. In this sense, Self-Organizing Net-
works (SON) [1] have been identified by the 3rd Gener-
ation Partnership Project (3GPP) as a key feature to
intelligently automate network management procedures
in the future mobile networks. For that purpose, several
self-x capabilities have been defined: self-configuration
to automate network configuration and planning; self-
optimization to enhance network performance by
automatically tuning its parameters; and self-healing
to detect, identify, compensate, and recover failures in
the network. In this context, several self-optimization
mechanisms have been widely studied and analyzed in
the literature and in European projects in both out-
door and indoor networks [2–8], with the aim of en-
hancing the network performance and increasing cell
capacity and mobile network coverage.
SON techniques play an important role at indoor
scenarios, since a high number of mobile connections
are originated at home, work, shopping malls, etc. Those
places normally present a poor signal quality that de-
grades the quality of service (QoS), the system coverage
and capacity. To solve or reduce the impact of these
indoor issues, operators are deploying plug and play,
low-cost, short-range, and low-power cellular access
points called femtocell access points (FAP) [9]. These
devices are small versions of standard macrocells that
work in the licensed frequency band and are connected
to the operator core over the Internet (i.e., through end-
user’s broadband backhaul). The FAP coverage area is
several meters, and the accessibility can be close (i.e., ac-
cess is restricted to specific registered users) or open
(i.e., access is allowed to any mobile subscriber, like in
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macrocells). As a consequence of its simple architecture
and limited computational power, the maximum number
of simultaneous connections is restricted to up to 64
users (even when radio resources are still available).
Therefore, one of the most important shortcomings of
femtocells is the connected-users limitations. Once the
amount of active users reaches that top number, new
connections (voice or data) that attempt to access the
femtocell present a challenge from the operator perspec-
tive, as these connections could be blocked or accepted
(in case another connection is handed over or dropped).
That decision would depend on admission control (AC)
scheme, which is not standardized. Note that this
characteristic is independent of the scheduler, the avail-
ability of radio resources, or the circuit/packet-switched
channel. Additionally, it is also applicable to any cellular
technology (GSM, UMTS, or LTE).
On the one hand, the operator could be interested in a
macrocell offload solution where macrocell data traffic
hands over to femtocells (when possible) to increase
network capacity. Hence, once the femtocell is full, the
incoming voice calls that attempt to access are redir-
ected to the macrocell, while the incoming data connec-
tions are accepted after handing over a voice traffic call
to the macrocell. That situation could block many voice
calls if the quality of the macrocell signal is poor. On the
other hand, other operators could decide that femtocell
deployments are aimed at enhancing the signal quality
and extend the coverage at indoor environments where
the macrocells present bad conditions (coverage holes,
poor signal, etc.). According to this policy, the operator
prefers that the voice calls are carried out through
femtocells and data services hand over to the macrocell.
The reason is related to the user point of view. Some
operators consider that, once the femtocell is full, the
client frustration is higher when a voice call is rejected
than when he has no access to any other service. There-
fore, the priority to accept an incoming voice call is
higher than to accept data traffic. Consequently, those
data connections hand over to the macrocell when an
incoming voice call attempts to access a crowded femto-
cell. The impact of mobility failures on Voice over LTE
(VoLTE) calls is discussed in the recent drive test pre-
sented in [10], where the handover failure rate (HFR) for
pedestrian users is over 21 %, which is an unacceptable
user experience for operators.
Additionally, nowadays, there is a growing interest
both in academia and in industry in indoor positioning
techniques, due to the expansion of smart devices. In
this field, the final aim is to achieve a seamless solution
for location-based services (LBS). Although several tech-
nologies provide indoor localization, there is a com-
promise between the system accuracy and the cost. The
better the accuracy of the localization system, the more
expensive the system is. That indoor accuracy varies from
millimeters (e.g., ultra-wide band (UWB)) to several
meters (e.g., radio-frequency identification (RFID)).
Location information could extremely enhance the mo-
bile network performance as it could support network
management mechanisms in real-time. However, current
operation, administration, and management (OAM) ar-
chitectures usually manage network parameters in pe-
riods of hours or even days which could be inefficient
in dynamic scenarios such as indoor environments. In
this sense, the hybrid architecture presented in [11] is
one possible solution for implementing real-time self-
management mechanisms.
This paper is focused on developing SON algorithms
for indoor scenarios where operators prioritize voice
connections over any other service. In addition, the algo-
rithms are supported by indoor localization information
to enhance the network performance in real-time. Ac-
cording to this, the main contribution of this work is the
deployment of a novel location-based load balancing
method that prevents or immediately reduces temporal
overloaded situations at indoor femtocell environments
when operator prioritizes voice traffic. The proposed
system dynamically modifies femtocell transmission
power based on the number of connected users, users’
location, and RSS values to resize the network cell cover-
age. These RSS values are obtained from two different
sources: current measurement reports (MR) or historical
RSS measurements. Thus, the two methods were per-
formed. A detailed study was carried out in a realistic
heterogeneous simulated scenario and a field trial in
order to evaluate both systems.
The rest of this paper is organized as follows. Section 2
presents an overview of the state of the art associated to
this work. Section 3 formulates the mobility load balan-
cing use case at indoor scenarios. Section 4 describes the
design and the scheme of the proposed method. Sec-
tion 5 discusses and compares the simulations results
while the evaluation in a real deployment is presented in
Section 6. Section 7 summarizes the main conclusions.
2 Related work
The self-optimization use case of mobility load balan-
cing (MLB) has been proposed by 3GPP [12]. MLB use
case aims to share users from overloaded cells to their
low loaded neighboring cells in order to gain network
capacity and improve overall QoS. Several techniques
for MLB have been proposed by both academia and
industry [12–16]. Those techniques tune network pa-
rameters to reach a better configuration that alleviates
the congestion situation outdoors. Focusing on indoor
environments, the work proposed in [17] presented a
new planning strategy for placing femtocells and making
the most of automatic traffic sharing algorithms for a
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LTE heterogeneous network. Femtocells are plug and
play devices connected to the operator’s network by a
broadband connection (e.g., cable or xDSL). Thus, these
networks are prone to unplanned deployment in many
cases (the client is free to locate the femtocell anywhere).
The authors in [18], proposed a method to adjust hyster-
esis margins depending on an estimation of the distance
from the base station to the user equipment (UE),
reduces the number of redundant handovers (HOs)
while keeping the throughput of femtocells as high as
possible. The work shown in [19] studied the persistent
congestion problems on traffic distribution in LTE fem-
tocell enterprise scenario. That work implemented and
compared several traffic sharing algorithms that tune
femtocell transmission power and handover margins,
following a fuzzy logic controller (FLC) scheme in order
to automatically adjust femtocell parameters. Neverthe-
less, temporarily overloaded cells issues were not ad-
dressed in that work. The study of [20] analyzed the
importance of the femtocell capacity in terms of the
number of active users for mobility load balancing in
temporal overloaded situations. However, the user loca-
tion was not considered in that study.
None of the previous studies made use of the user
location for MLB in indoor scenarios. The authors in
[21] introduced location information into the load balan-
cing mechanisms to reduce handovers or call blocking
rates in temporarily overloaded cells by modifying the
coverage area. However, it was focused on outdoor
UMTS macrocell networks. Other studies utilized users’
positioning to enhance self-optimization mechanism and
reduce costs [22–25], but those works are not in the
scope of MLB use case.
The techniques proposed in this paper are based on
resizing cell areas by modifying transmission power. In
this context, reference [23] introduced the received sig-
nal strength (RSS) fingerprint as a method for cellular
optimization and compared the RSS fingerprint with a
propagation model to predict the received signal power.
However, this work was oriented to outdoor environ-
ments. Another study [26] was focused on femtocell
networks and presented a balancing data traffic method
based on users’ location and RSS information by resizing
cell area, but it did not analyze some special characteris-
tics of femtocells (e.g., the number of active users) which
is more restricted than the occupied radio resources. In
addition, it was in line with the first operators’ policy in
Section 1, i.e., using femtocells mainly for data traffic.
3 Problem description
Femtocells are proposed as a solution to solve some of
the current cellular challenges: the UE battery lifetime is
increased and the user Quality of Experience (QoE) is
enhanced due to the proximity between femtocells and
users, while operators reduce capital and operational
expenditure (CAPEX/OPEX). Conversely, femtocells
present some shortcomings that must be addressed, for
example, the unpredictable occasional events that could
cause unexpected overload conditions in the network.
These temporal variations, combined with the coverage
holes and time-variant fading caused by reflections and
obstacles, could negatively affect network performance.
Generally, voice and data traffic, as well as local user
densities, vary in temporal and spatial domain. Those
situations lead to degraded indoor cellular networks
where many people could want to use their mobile
devices at the same time, close to the same area and/or
for a short period. For example, at the airport, people
waiting for a delayed flight at the boarding gate could
collapse a femtocell or, a celebrity walking through a
mall where everybody is interested in taking pictures
and sharing them instantaneously in social networks or
calling friends to share the experience. To support these
extreme situations, a simple solution could be to plan
the network resources according to the peak traffic.
However, this solution would increase operator costs.
MLB algorithms, by adaptive cell sizing, are the most
suitable solution to avoid these cell congestions. Such
algorithms are based on optimizing different parameter
settings in order to adjust service areas (e.g., cell trans-
mission power). Consequently, connections are handed
over from the problematic serving cell to the most suitable
neighboring cell, sharing traffic and balancing the load of
the network. The estimation of the best configuration
parameters can be formulated as a classical optimization
problem [21]. However, operators prefer solving these
issues by heuristic rules as the full information required to
build analytical models are rarely available.
Temporal network congestions must be solved from
two perspectives. On the one hand, from the user point
of view, the performance is measured according to their
QoE, which can be improved by minimizing two net-
work indicators: the global call blocking ratio (CBR)
and the call dropping ratio (CDR). CBR is defined as ra-
tio of the number of calls that attempt to access the
network but fail (Nblocked_calls(Δt)) to the number of
calls that attempt to access the network (Nattempted_-
calls(Δt)) in a period Δt:
CBR Δtð Þ ¼ Nblockedcalls Δtð Þ
Nattemptedcalls Δtð Þ
¼ Nblockedcalls Δtð Þ
Nblockedcalls Δtð Þ þ Nacceptedcalls Δtð Þ
ð1Þ
where Naccepted_calls(Δt) is the number of accepted calls
in the period Δt.
While the CDR is defined as the ratio of the number
of active calls that are not finished by the user but due
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to a network issue like a handover failure, bad coverage,
congestion, etc. (Ndropped_calls(Δt)) to the number of calls
that are accepted in the network in a period Δt:
CDR Δtð Þ ¼ Ndroppedcalls Δtð Þ
Nacceptedcalls Δtð Þ
ð2Þ
To summarize this information into one indicator that
measures the users’ dissatisfaction, the user dissatisfac-
tion ratio (UDR) is used. It is interpreted as a combin-
ation of CBR and CDR [19], which is also an important
parameter from the operator point of view because the
users’ QoE is important to keep clients.
UDR Δtð Þ ¼ CBR Δtð Þ þ 1−CBR Δtð Þð Þ⋅CDR Δtð Þ ð3Þ
On the other hand, from the operator point of view, in
addition to the previous indicators, an important criter-
ion is also given by the amount of signaling data neces-
sary to control the network fluctuations. A key indicator
to measure that information is user handover ratio
(UHR) described as the number of handovers Nhando-
vers(Δt) over the accepted calls in the time span Δt. Low
values of UHR are desirable and it can be defined as:
UHR Δtð Þ ¼ Nhandovers Δtð Þ
Nacceptedcalls Δtð Þ
ð4Þ
In this work, the proposed method aims to optimize
the user QoE by finding a good trade-off between CBR/
CDR and UHR.
4 Load balancing algorithm
4.1 Information sources
The aim of the proposed algorithm is to resize the cell
coverage areas in order to share traffic between neigh-
boring cells. For that reason, the main network param-
eter that will be tuned is the cell transmission power. To
address this operation, the received power per mobile
phone is used by the system in order to calculate the new
cell transmission power. That information could be ob-
tained or estimated from different sources (propagation
models, measurement reports, etc.). Radio propagation
models, as empirical mathematical formulas, characterize
radio wave propagations. These models are very sensitive
to pedestrian, obstacles, etc., which vary both in time and
space, above all at indoor environments. Other sources
such as measurement reports provide instantaneous infor-
mation about RSS, while historical power measurements
provide an estimation of RSS based on the previous recent
RSS measurements. These RSS values could be different
depending on the source due to the influence of fading
and shadowing that could dramatically alter the RSS along
time. In consequence, this work is focused on the analysis
and comparison of an average estimation of the RSS
versus instantaneous values in order to determine their
benefits. Therefore, instantaneous RSS information from
measurement reports and from historical RSS information
(estimated based on “historical path loss information”) per
position are studied. Note that the second approach re-
quires the users’ location to create the historical path loss
database, whereas location is not used by the first
approach.
Regarding the users’ location, a recent advanced re-
search provides accurate indoor-positioning techniques
which could enhance SON mechanisms. In this sense,
the mobile devices could be well located (location error
below 1 m), thanks to external network localization pro-
cesses like infrared laser and UWB. The drawback is
that these kinds of systems are very expensive due to
their low location error and high accuracy. Systems such
as RFID and Wi-Fi could reduce these expenses al-
though the position accuracy is degraded (location error
of meters).
In order to manage all this information, to reduce traf-
fic congestions, and to implement the mechanisms, the
local-centralized architecture described in [11] is the
base of the proposed system.
A brief description about RSS from the measurement
reports, as well as the methodology and mechanisms to
get the RSS based on historical RSS information and the
users’ location, are described in the next subsections.
4.1.1 Instantaneous RSS from measurement reports
Mobile devices provide valuable information about the
network conditions through the measurement reports
(MR). These reports are periodically sent to the cell and
contain information about the channel quality (current
mobile transmitted/received power, block error ratio of
the data channel, etc.). This is vital to assist dynamic
network planning and radio resource management
(RRM) processes in power control decisions and hand-
over. 3GPP specifications define this type of measure-
ments in [27, 28].
The received signal power (i.e., RSS) per mobile phone
is included in the measurement reports, although named
in a different way depending on the radio technology.
For 2G deployments, it is called received signal level
(RxLev) whereas, for 3G, it is named as received signal
code power (RSCP) and in LTE as reference signal re-
ceived power (RSRP). That information is periodically
forwarded to the OAM layer from the base stations. In
practice, the mobile network does not support continu-
ous real-time communication to the OAM elements due
to the amount of signaling data and the high-level loca-
tion of the OAM in the hierarchy. For that reason, this
real-time process is difficult to be implemented now-
adays. However, recent OAM architectures [11] place
some of its functions in lowest levels, e.g., sites, making
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this real-time process viable. This is in line with distrib-
uted SON architectures proposed by 3GPP for future
networks [1].
4.1.2 Historical path loss maps (HPLM) mechanism
The RSS information depends on several factors such as
propagation channel, cell transmission power, and user
location. However, since the signal path loss (PL) is inde-
pendent of the cell transmission power, the path loss in-
formation will be used instead of the RSS information to
create a database. Path loss values are calculated and
stored into this database together with the measured
localization to build the so named HPLM. The relation-
ship between both parameters is given by
RSScell x; yð Þ ¼ PTXcell−PLcell x; yð Þ ð5Þ
where RSScell(x, y) is the received power at (x, y) pos-
ition from cell, PTXcell is the equivalent isotropically ra-
diated power (EIRP) of cell and PLcell(x, y) is the radio
signal path loss at point (x, y) from cell. In this context,
in order to support SON mechanisms, the database
contains the path loss per position received from each
base station. This information is calculated based on the
MRs (i.e., RSS values) performed by the UEs over time,
the network configuration parameters (i.e., cells trans-
mission power) and the users’ positions. Thanks to this
HPLM database, the system will be able to get an esti-
mation of the RSS per position based on Eq. (5).
Building the HPLM database is a continuous process
composed by two different kinds of information (Fig. 1a).
On the one hand, the measurements reported from the
active users are used to calculate the current path loss
information from each cell PLcell(i, j)u, where coordinates
(i, j)u are the position of user u. On the other hand, and
synchronized with the measurements reports, the active
user position (i, j)u is supplied to the mechanisms by an
external indoor-positioning system [29] (the implemen-
tation of an indoor-positioning system is out of the
scope of this work). With these data (measurement and
location), the average path loss for a position and cell is
updated according to the following equation:
cPLcell i; jð Þ ¼ 1N
XN
m¼1PLcell i; jð Þm ð6Þ
where PLcell(i, j)m are the different path loss measure-
ments over time at position (i, j) and N is the total num-
ber of measurements. That cPLcell i; jð Þ would be used to
estimate the dRSScell i; jð Þ according to Eq. (5).
The radio channel conditions, above all at indoor envi-
ronments, suffer continuous changes due to the number
of people, obstacles, etc. Therefore, the number of sam-
ples, N, to build the estimated path loss value per pos-
ition should be a configurable parameter and could be
quite different depending on the scenario and the pos-
ition. For this work, in order to keep the propagation
channel conditions updated, the number of samples is
limited in time:
N x; yð Þ ¼ NT interpolationsamples x; yð Þ ð7Þ
where NTsamples x; yð Þ is the number of samples at coor-
dinates (x, y) within a period Tinterpolation.
Note that, at the beginning of the process, no histor-
ical information is stored in the database. Hence, this
mechanism is under a state of standby where no infor-
mation about the path loss is provided to any self-
optimization algorithm (the network is not optimized).
Additionally, even when a wide range of data is stored,
there could be positions with no path loss information
as (xp, yp) in Fig. 2. In this case, the mechanism needs to
guess a possible path loss value of these positions. To
address this problem, that information is calculated
through an interpolation.










cPLcell xm; ymð Þ ð8Þ
where R is the number of positions with stored path
loss information, cPLcell xm; ymð Þ is the estimated path loss
Fig. 1 HPLM scheme. a Acquisition of information. b Estimation of RSS value.
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value of the position m that is already stored in the data-
base and wm is the weight assigned to each m position
depending on its distance to the studied UE. These
weights must be inversely proportional to the distance
between the known locations and the UE position in
order to give more importance to those path loss values









where da − b is the distance from position a to position
b and R is the number of the stored path loss values.
The range of m would be from 1 to R and the sum of
these wm weights is 1.
4.2 Load balancing mechanism
RSS information is obtained from the HPLM database
depending on the user location (Fig. 1b). Alternatively,
when location is not available or positioning system stat-
istical parameters are unsuitable for the algorithm (high
location error), RSS information is directly obtained
from the UE measurement reports. Subsequently, RSS
information is used as input of an iterative rule-based
mechanism to offload the congested cells by adjusting
the femtocell-transmitted powers.
This mechanism is proposed to provide a consistent
solution to those operators aiming at prioritizing voice
traffic users over data traffic users in indoor femtocell
environments, as the impact to the end user is more
frustrating in voice calls than in data traffic. For that
purpose, the system ensures free resources for voice traf-
fic when the indoor network is congested, whereas data
traffic is handed over to macrocells or suffers outage for
a while (that would be managed by the AC or the sched-
ulers). In other words, the mechanism reduces the call
blocking ratio to the minimum value as well as the call
dropping ratio when network parameters are modified
in order to balance and enhance network performance.
The proposed load balancing algorithm is shown in
Fig. 3. First, the system examines the percentage of users
per femtocell Lcell based on its users’ capacity:




where Ncellconnectedusers is the number of active users in a
femtocell cell and Nfemtocell_capacity is the maximum num-
ber of simultaneous connections that this femtocell
supports.




!¼ L1; L2…Li…LN femtocellsð Þ Li≥Liþ1
 ð11Þ
The next step consists of selecting the first item of
that vector Ls = 1, i.e., the most congested femtocell, to
start the balance process. Hereafter that selected femto-
cell will be called studied cell (s). That value Ls is com-
pared with a fixed threshold α; therefore, the algorithm
only starts when the ratio of connected users is over α.
In that case, that femtocell should be offloaded. This α
value is defined by the operator according to their pol-
icies and priorities.
Now, the neighboring femtocells of the studied cell s
are selected from the neighbor cell lists. Since, normally,
there is a high overlapping between femtocells because
of their unplanned deployments, these neighbor cell lists
usually include a lot of femtocells. Then, the users’ load
per neighboring femtocell of the studied cell s is evalu-
ated. The idea is to determine whether these neighbor-
ing cells have space to allocate new users or not. In this








where Lcell_a was previously calculated according to
Eq. (10), cell_a represents the cell identification of the
neighboring cells and Nneighboring_femtocells is the number
of neighboring femtocells.
Fig. 2 Interpolation at coordinates (xp, yp)
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After that, the situation could be:
 As ≥ Ls, which means that the studied cell has less
users than the average users of its neighboring cells.
Therefore, no users should leave that cell because
the situation out of this cell is the same or worst.
 As < Ls, which means that the situation of the
serving cell could be critical but it could be solved
as, in average, its neighbors present lower level of
users’ load. In consequence, some users of the
serving cell will hand over to the most suitable
neighboring cells.
To accomplish good QoE and avoid ping-pong ef-
fects, a threshold β limits the minimum difference be-
tween those previous indicators (As, Ls). This means
that the difference between the ratio of connected
users from the serving cell (Ls) and the average ratio
of selected serving cell neighbors (As) should be over
β to evaluate that overloaded situation and to con-
tinue with the algorithm. Otherwise, a new cell (s = s
+ 1) is selected to be analyzed (new studied cell), and
the algorithm goes back to the previous steps, as
Fig. 3 shows. This process would stop when s is over
the total number of femtocells.
Once the studied cell s has been selected to be off-
loaded, it is necessary to determine the RSS value per
user in that cell (by means of the RSS module—green
box in Fig. 3) prior to estimate the number of users that
should handover to neighboring cells and to modify the
transmission power of the cells (by means of the offload
module—yellow box in Fig. 3).
4.2.1 RSS module (green module)
As Section 4.1 has introduced, two ways to obtain the
RSS information are analyzed and evaluated as part of
this algorithm:
– RSS from HPLM: this method is the preferred
information source. However, users’ location is
required to estimate the value of its RSS. In this
case, Eq. (5) estimates those values of RSS for each
UE position and femtocell, based on the stored
HPLM and Eqs. (6) and (8).
– RSS from MR: the RSS information is directly
acquired from the mobile reports. It provides actual
data about the propagation channel.
The selection of one method or the other would depend
on the availability of the users’ location. However, the po-
sitioning system could introduce a location error defined
by statistical parameters (mean error, standard deviation,
etc.). This shortcoming will degrade the network perform-
ance; therefore, the positioning system accuracy is
Fig. 3 Power user balancing algorithm scheme
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compared to a threshold, TH(parameter), to decide
whether to continue with the HPLM or to change to MR
method.
Finally, this RSS module provides a vector RSSuser
!
for
each UE with its received power from both the serving
cell and the neighboring cells:
RSSuser
! ¼ RSSservingcell ;RSSneighborcell1… RSSneighborcellp
 
ð13Þ
When there is no information about the received
power from a given neighboring cell, the RSS for such
cell is set to −130 dBm.
4.2.2 Offload module (yellow module)
Once the RSS information is received from the RSS
module, the next step is to estimate the number of users
that should leave the studied serving cell Ncellleavingusers
 
and to update femtocell transmission power to complete
the handovers of these users to the more suitable neigh-
bor cell. In this context, the algorithm tries to balance
the number of users in the serving cell based on the
average number of connected users (Nusers_average) in the
neighboring cells according to:





where ceil function gets the nearest integer towards
infinity, Ncellconnectedusers is the number of connected users at








where a identifies the cell_id of the serving cell and
each neighboring femtocell and Nneighboring_femtocells is
the number of these neighboring femtocells.
The next step is to determine the transmission power
adjustment that must be applied in the femtocells to ac-
complish the desired network behavior. For that pur-
pose, the algorithm in Fig. 4 is executed. The procedure
Offload(RSS, Nleaving_users) calculates the new femtocell
transmission power, nptx
!
, according to the number of
users that should hand over to other femtocells. In this
sense, for each user m, the mechanism determines the
new transmission power of the neighboring femtocell to
handover that user. It is based on the strongest value of
RSS from neighboring cells of all the connected users in
the studied cell. Until the condition in line 17 is not ac-
complished, the next strongest value of RSS from neigh-
boring cells of all the connected users in the studied cell
is deleted from the RSS matrix in order to select the
next strongest one in the following iteration. In general,
the selected neighboring cell c and the user u would be
different in each loop.
The script is repeated until that requirement is ful-
filled. Then, the offset is calculated, i.e., the parameter
involved in the offset to accomplish a handover
(offset_handover) (e.g., event A3 in LTE [27]) and the
vector nptx
!
is updated with the new transmission power
of cell c. Finally, the new transmission power of the
studied cell (serving cell) is evaluated based on previous
Fig. 4 Offload process
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transmission power variations diff
!
and the maximum
value of offset. The procedure returns the vector nptx
!
.
Note that the decrease of the serving cell transmission
power is truncated by τmin. This condition is required to
guarantee the QoS and, thus, to avoid dropped calls and
to successfully terminate the voice calls.
After that, and based on vector nptx
!
, the system evalu-
ates the new network configuration to estimate how the
network could be when femtocells are tuned. In order to
do that, new values of RSS would be calculated (RSS') as
well as the ratio of connected users to each femtocell
(L ' cell). To determine those values of RSS
', the PTXcell
of Eq. (5) is replaced by nptx(cell), i.e., the new EIRP of
that femtocell. In the same way, the new percentage of
users per femtocell L ' cell (see Eq. (10)) is calculated. The
new number of active users per celli N 0connectedusers cell
 
is







To conclude, the flow goes back (s = 1) to the begin-
ning of the algorithm (see Fig. 3) to analyze the new net-
work situation (before the new parameters are set on the
femtocells) and determine whether the network is well-
balanced or another femtocell needs to be analyzed be-
cause there are still overload issues.
Next sections evaluate the proposed methods. Further-
more, an analysis of the algorithm based on each RSS
model is carried out. These methods are evaluated with
a system-level simulator, as well as in a real field-test.
5 Simulation analysis
5.1 Analysis set-up
Firstly, the implementation of the proposed mechanism
and its assessment is accomplished in a dynamic LTE
system-level simulator [30]. For this paper, a single tri-
sectorized macrocell (blue triangle) has been deployed
into a large scenario of 3 km long and 2.6 km wide
where Málaga Airport has been designed and located
500 m far from the macrocell as a realistic simulated in-
door environment. The building is 265 long and 180 m
wide. To avoid border effects, the wrap-around tech-
nique has been implemented. This description is
illustrated in the red dotted line of the left picture of
Fig. 5. Inside the airport, 12 femtocells have been de-
ployed (red dots) to ensure coverage signal from, at
least, two femtocells at all points of the scenario. In this
context, interference introduced by the macrocell inside
the airport is also taken into account, as the airport is
close enough to the macrocell.
Additionally, the simulator implements a propagation
model that considers several environment configura-
tions: Winner II project [31]. It models the propagation
conditions for indoor, outdoor, outdoor-to-indoor, and
indoor-to-outdoor scenarios. Likewise, shadowing is
modeled by a spatially correlated log-normal distribution
with different standard deviation for outdoor and indoor
users, whereas fast-fading is modeled by the Extended
Indoor A (EIA) model for indoor users [32].
The movement of mobile users is based on the ap-
proach presented in [33], a random waypoint mobility
model. Each walking path has been assigned with a dif-
ferent probability in order to create hotspots along the
simulation where network congestions may occur.
The simulator also includes common RRM features,
such as cell reselection (CR), HO based on “A3” and
“A5” events, directed retry (DR), and scheduler. Fur-
ther details about the simulator configuration are
summarized in Table 1, while a full description is de-
tailed in [30].
As the proposed method is focused on temporary con-
gestion situations and prioritize voice traffic, the algorithm
must evaluate the network indicators in short periods.
Additionally, the period to change the transmission power
in a femtocell (i.e., to set the configuration file) usually
takes tens of seconds. Consequently, the epoch to launch
Fig. 5 Simulated scenario
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the proposed mechanism is set to 60 s while the simula-
tion lasts 24 h.
Moreover, in order to simplify the AC and the sched-
uler, once a femtocell allocates its maximum number of
active users, any new call attempt is rejected (although
thanks to the directed retry, it could be allocated into
another femtocell) and only voice traffic (VoLTE) is con-
sidered in the simulations.
Examples of HPLM are drawn in Fig. 6 for some of
the deployed cells. Initially, beacons were placed each
2 m to emulate the transient response and to gather
RSS samples at those positions. In addition, the reso-
lution of the HPLM is set to 50 cm. Thus, those lo-
cations with no path loss information at the
beginning are estimated based on Eq. (8) of the
interpolation procedure previously explained. At the
beginning of the tests, as Table 1 shows, macrocells
have been set up to transmit 43 dBm and femtocells
3 dBm. Over the simulation time, femtocells change
those values in order to optimize the network. Note
that these adaptations do not modify previous HPLM
because the path loss is independent of the system
parameters (e.g., transmit power). To ensure that all
locations are always simultaneously covered by at
least two stations, the minimum value of transmission
power variation is limited to −30 dB. The maximum
increment is set to 10 dB as the femtocell maximum
transmission power is restricted to 13 dBm, and they
are initially configured at 3 dBm.
5.2 Performance assessment methodology
The proposed MLB algorithm is compared with the
non-optimized network (baseline) and the power traffic
sharing (PTS) algorithm presented in reference [19]
which tunes femtocell transmission power based on
comparing the call blocking ratio of a cell to the average
call blocking ratio of its neighboring cells. To quantify
the advantages and disadvantages of the MLB algorithm,
the indicators described in Section 3 are assessed: UDR
and UHR.
In addition, a sensitivity study of α and β has been per-
formed to obtain the lowest value of UDR for this
scenario, showing homogeneous results (around 2 %) for
low values of these parameters. The best values are α =
50 and β = 20.
Table 1 Simulation parameters [30]




Propagation model Outdoor-outdoor Winner II C2
Outdoor-indoor Winner II C4
Indoor-indoor Winner II A1
Indoor-outdoor Winner II A2
Base station model EIRP 3 (femto)/43 (macro) dBm
Directivity Omni (femto)/tri-sector (macro)
Access Open (femto)/open (macro)
Mobile station model Noise figure 9 dB
Noise density −174dBm/Hz
Traffic model Calls Poisson (avg. 0.43calls/user · h)
Duration Exponential (avg. 100 s)
Mobility model Outdoor 3 km/h, random direction & wrap-around
Indoor Random Waypoint
Service model Voice over IP 16 kbps
RRM model Bandwidth 5 MHz (25 PRBs)
Access control Directed retry (threshold = −44 dBm)
Cell reselection Criteria S, R
Handover Events A3, A5
Scheduler Time domain: round-robin
Frequency domain: best channel
Time resolution 100 ms
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5.3 Assessment of the results
The simulation results are described in this subsec-
tion. In order to accomplish an extensive and
complete study, the evaluation of the algorithms was
performed for four different processing capacities
(i.e., maximum number of connected users allowed
by the femtocell: 4, 8, 16, and 32 users). The number
of users in the scenario has been established according to
the analyzed cell capacity, e.g., for a femtocell capacity
limit of 4 users, a number of 500 users per hour is simu-
lated, whereas for a femtocell limit of 8, a population of
1000 users per hour is defined.
5.3.1 Limitation of 4 users per femtocell
In this case, the capacity of femtocells is restricted to a
maximum of four connected users at the same time. As
Fig. 7 on the left shows, the non-optimized network
(baseline) presents an average UDR of around 11 %. This
value is not acceptable for any mobile operator since it
is a critical situation that must be fixed as soon as pos-
sible. The PTS algorithm reduces the average UDR, as
expected. However, with PTS, the temporary network
congestions are not rapidly optimized because of its long
convergence period (further details in [19]). Conversely,
the yellow bar represents the proposed mechanism
Fig. 6 Example of HPLM (dB). a Macrocell (sector I). b Femtocell II. c Femtocell IV. d Femtocell XI
Fig. 7 Network performance (24 h). a Users dissatisfied ration (%). b Number of HO per user
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supported by the MRs. This method reduces the average
UDR to around 3.5 % by reducing the percentage of
blocking calls. Moreover, the HPLM method presents
even better users’ satisfaction. The relative improvement
is, in average, around 40 % compared with the MR
method. The reason of this enhancement is related with
multi-path reflections and wall obstacles that present se-
vere fast variations of the propagation channel (fast ‐ fad-
ing Δf ≈ [±5dB]). This means, the estimated transmission
power adaptation in the MR method could be affected by
the fast-fading when the number of users is low, as a con-
sequence of the channel instability.
On the other hand, Fig. 7b presents the UHR indica-
tor. As expected, resizing femtocell coverage area in-
volves an increase in network signaling and the number
of handovers. Nevertheless, that increment in the num-
ber of handovers is negligible compared with the users’
satisfaction enhancement.
5.3.2 Limitation of 8 users per femtocell
In this scenario, the femtocell capacity has been doubled
(up to eight active users) as well as the number of pedes-
trian sitting/walking through the airport corridors. Fig. 7a
illustrates similar behavior as the previous scenario. In
this case, the baseline presents an average UDR around
8.5 % and the PTS method reaches an average UDR
value of 4 %. Meanwhile, the proposed algorithm re-
duces this value to 3 % (MR) and to 2 % (HPLM). Note
that the average performance of both methods (MR and
HPLM) is closer than in the previous scenario (4 users).
From the point of view of the number of handovers,
baseline, PTS, and HPLM method is quite similar. How-
ever, the MR method presents more number of hand-
overs in average.
5.3.3 Limitation of 16 users per femtocell
As in the previous scenario, both the femtocell capacity
and the number of UEs in the airport have been dou-
bled. For this scenario, as the number of active users is
higher, the average UDR value for both methods (HPLM
and MR) is closer (see Fig. 7a). The same behavior is ob-
served from the handovers point of view (see Fig. 7b).
5.3.4 Limitation of 32 users per femtocell
Finally, the femtocells with the highest users processing
capacity are evaluated. In this case, the number of hand-
overs to be managed is increased. Therefore, the impact
of the fading in the MR method is reduced as the new
transmission power adaptations would trigger the hand-
over process for most selected users. This means the ra-
tio of successful handovers is higher when the femtocell
capacity is increasing. However, for the HPLM method,
once the database has a wide variety of RSS samples, the
performance would not be improved as much as in the
case of the MR method when increasing the number of
users. According to this, Fig. 7a shows how the average
UDR values of both methods are closer, less than 2 %
for HPLM and over 2 % for MR. Baseline keeps high
UDR around 7 %. UHR depicts comparable number of
handovers, therefore, similar signaling load.
To summarize, it has been shown how problematic
temporary network congestion could be managed to en-
hance users’ satisfaction. The proposed algorithm pro-
vides valuable enhancement in the operator network
over the non-optimized situation and outperforms the
PTS algorithm. The HPLM method is stable in the four
scenarios, whereas the MR method improves when the
femtocell capacity is higher and the number of UEs is in-
creased. This means, the higher the number of UEs is,
the more similar the average RSS from MR is, compared
to RSS from HPLM method.
In any case, the HPLM method outperforms the MR
method when the influence of the location accuracy has
not been addressed. Next subsection assesses the per-
formance of the HPLM method when the positioning
system provides the user location with some degree of
inaccuracy.
5.4 Error in user positioning
The positioning system could have some inaccuracy in
the user localization. Consequently, the RSS information
obtained from the HPLM might be wrong. This situation
is evaluated in this study to assess the robustness and re-
liability of the proposed HPLM method in indoor femto-
cell environments.
To emulate this situation, the users’ location error
is modeled as a normal distribution (μ,a2) where
μ = {25, 50, 100, 200, 400, 800}cm and σ ¼ μ 3= cm, be-
ing the mean and the standard deviation, respect-
ively. According to this, Fig. 8 depicts the same four
previous scenarios where the users’ location accuracy is
modified in relation to the precision error supplied by dif-
ferent positioning systems. The average value of the UDR
over 24-h simulation for the HPLM method is illustrated
for each average location error (continuous blue line) and
scenario. The average value of the UDR for the MR
method (dotted green line) is also presented in the figures.
For all the scenarios, as expected, the users’ satisfac-
tion decreases when the average location error increases.
The top left figure (max. 4 users/femtocell) shows the
good performance of the HPLM method compared to
the MR method when the average location error is less
than 5 m. In other case (average location error over
5 m), the MLB algorithm should get the RSS informa-
tion from the MR method. Next figure, top right (max. 8
users/femtocell), presents similar behavior. Now, the al-
gorithm should avoid HPLM method when the average
location error is over 4 m.
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The bottom left figure continues with similar pattern
but both methods reach the same UDR value sooner.
Therefore, in this case, the MR method should be
followed when the average location error is over 2 m.
The same trend can be observed in the bottom right fig-
ure, where the HPLM method outperforms the MR
method for average location error under 1.5 m.
The results are performed with information from 100
simulations for each location error and use case. The 95 %
confidence interval is around ±0.25 % of UDR for any use
case with 25 cm of location error. It is extended when loca-
tion error is increased: from around ±1 % for maximum 4
users/femtocell to ±0.5 % for maximum 32 users/femtocell.
These positioning accuracies are not very demand-
ing and could be achieved with several indoor-
localization systems like the one described in [34]
where the 90th percentile error of the proposed
method is lower than 3 m and the average location
error is 1.5 m. Other smartphone-based indoor-
localization systems, like those cited in [29], improved
the average location error to 1 m, thanks to the in-
tegration of the sensor information into their
localization engine [35].
To summarize, this study has demonstrated that the
increase in the location error degrades the algorithm
performance when it uses the HPLM method to get
the RSS information. The HPLM outperforms the MR
method for low average location errors; however, that
threshold would depend on the type of femtocell.
6 Test-bed analysis
6.1 Field-test description
The next step was the evaluation of the proposed al-
gorithm in a real network. The 3G Alcatel Lucent
Fig. 8 UDR based on different location errors. a Maximum connected users: 4. b Maximum connected users: 8. c Maximum connected users: 16.
d Maximum connected users: 32
Fig. 9 Field-test
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9361 Home Cell v2 model [36] has been selected as
femtocell. Four of them were deployed into an office
building and connected to a core network to verify
the proposed algorithm and compare both methods
to obtain the RSS values. The femtocell distribution
along the building is depicted in Fig. 9. All femtocell
transmission power was initially set to 3 dBm and,
subsequently, they were tuned according to the al-
gorithm outputs. Here, femtocell capacities are re-
stricted to maximum four connected users at the
same time.
To evaluate the proposed algorithm, three mobile
phones were allocated in the same cell (Femto x2) to
verify how the femtocell coverage areas are modified to
share these users to/from a neighboring femtocell/the
serving cell.
6.2 Field-test evaluation
Due to the complexity and the constraints to set the
network parameters on the mobile operator infra-
structure, a simple use case was proposed to evaluate
the algorithm.
For monitoring what is happening in the femtocell
network, a simple graphical user interface (GUI) has
been developed as Fig. 10 illustrates. It is composed of
three parts:
– Received signal strength [dBm]: This window (top
left) illustrates the RSS value from the serving cell
(the icon identifies the femtocell) for each mobile
phone (the color identifies the user) in real-time.
– Self-optimization (estimated power variation [dB]):
It depicts the self-optimizing algorithm response
Fig. 10 Graphical user interface (GUI)
Fig. 11 HPLM method
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(top right). In this case, it is the transmit power vari-
ation that should be set up per femtocell to balance
the network. Each femtocell is identified by an icon
and a color (see bottom bar of Fig. 10).
– Estimated maximum RSS [dBm]: The scenario is
showed in this window (bottom) where femtocells
and mobile phones positions are also integrated. The
highest estimated values of RSS per position are
represented on the scenario.
The three mobile phones were located on a fixed
position, as the bottom image of the Fig. 10 shows (three
small squares as they are connected to Femto x2). As
previously explained, the color identifies the mobile
phone and the shape of the icon indicates its serving
cell, in this case, Femto x2 (square) for all of them. The
user location is manually introduced in the system to
avoid location errors. The algorithm analyzes the net-
work situation every 5 s (minimum period to ensure
QoS in the field test). The MLB algorithm based on both
methods (HPLM and MR) is checked under these
conditions.
On the one hand, the algorithm supported by the HPLM
method is analyzed in Fig. 11. For this situation, the algo-
rithm is triggered because a femtocell (Femto x2) is over-
loaded due to the fact that three active users are attached
to it, occupying the 75 % of the femtocell capacity Lfemto x2 >
50% (α = 50%, β = 20% and Tinterpolation = 60 min,) while
the neighboring cells are empty Afemto_x2 = 0 %. The esti-
mated value of the power adaptation of each femtocell is
showed in the top right of Fig. 11. Notice that, as the left
window illustrates, the RSS values (per user) provided by
this method are quite similar in time. The reason is related
to the short time in which the RSS values are estimated
(every 5 s) in comparison to the number of samples (over
500) that are taken to calculate these estimated RSS values
(see Eq. (5)); therefore, small changes in RSS values are in-
significant between close RSS estimations.
The new configuration is set on the femtocells through
a configuration file to update femtocell transmission
power. After that, the femtocell network is monitored
again to validate the modifications.
As expected, the blue (left icon in Fig. 10) mobile
phone hands over to Femto x4, whereas the other two
stay on the same serving cell (Femto x2). After this, the
self-optimization window does not depict any data be-
cause the network is balanced and the algorithm is not
triggered (until an overloaded situation appears again).
The new estimated RSS values of Femto x2 and Femto
x4 are illustrated in Fig. 12.
On the other hand, the MR method is evaluated in
Fig. 13 where the same problematic situation is deployed.
Fig. 12 Estimated RSS after self-optimization. a Femto x2. b Femto x4
Fig. 13 MR method
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In this case, as previously described, the RSS values fluctu-
ate over time due to the propagation channel conditions
as the left figure illustrates (neighboring cells present a
similar behavior). In consequence, the algorithm proposes
a different solution in time, making three femtocells
(Femto x1, Femto x3, and Femto x4) fight to get the blue
(left icon in Fig. 10) or red mobile phone. The instability
of the RSS values from these neighboring cells generates
this situation: either the strongest RSS value from neigh-
boring cells is received by the blue mobile phone (from
Femto x3/x4) or from the red mobile phone (Femto x1).
That means there is not a unique solution for that situ-
ation in time; therefore, the number of handovers could
be increased (as simulations depict in Fig. 7b).
After that, a real-time indoor-localization system was
implemented in order to supply online users’ positions
to the SON algorithms. This system made use of RSS
and orientation information of the terminal to calculate
its position. The cumulative density function (CDF) po-
sitioning error is 3 m for the 50 % and 5.9 m for the
90 %.
The HPLM method under this localization inaccuracy
proposes similar femtocell transmission power (estimated
power variation) to the use case of accurate positions (see
Table 2). Once these new transmission powers are tuned
in femtocells, users hand over and network is balanced.
This follows the expected behavior discussed in Subsec-
tion 5.4 as the accuracy of the indoor positioning system
is below 5 m (use case: 4 users/femtocell).
7 Conclusions
This work has been proposed for those operators that
prioritize users making phone calls over any other ser-
vice in indoor femtocell scenarios. For that purpose, a
mechanism to work under temporary traffic fluctuations
in femtocell environment has been implemented in
order to avoid or prevent blocking/dropping calls and to
enhance the users QoE indoors. How the proposed
method works under different femtocell capacities with
regard to the number of maximum users has been stud-
ied. In parallel, the two methods to obtain the RSS infor-
mation have been analyzed.
The HPLM method has presented the best source of
RSS values to calculate the estimated transmission
power. Nevertheless, the accuracy of this algorithm
depends on a positioning system where the online user
location could be provided with errors (up to several
meters). In consequence, the system performance would
decrease depending on the location error. The MR
method outperforms the previous method when the user
location error starts to be over a few meters. The loca-
tion error threshold to choose the HPLM or the MR
method depends on the femtocell capacities.
Future work will be focused on the deployment of
these mechanisms in other scenarios like malls with dif-
ferent indoor positioning systems to evaluate the impact
of the location accuracy in a real scenario. In addition,
the analysis of extra context-aware information in the
development of new context-aware load balancing
mechanisms indoors will be performed.
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(location error = 3 m)
ΔPower Users ΔPower Users
Femto_x1 0 0 0 0
Femto_x2 −9.0 2 −8.8 2
Femto_x3 0 0 0 0
Femto_x4 7.5 1 7.3 1
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