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ABSTRACT
Among all aeronautical structures prone to develop MSD, riveted lap joints in the 
fuselage have been identified as being the most susceptible. Recent recommendations 
by regulators to avoid MSD threat stipulate an Inspection Starting Point (ISP) and a 
Structural Modification Point (SMP) in the life of aircraft. These points can be defined 
in terms of MSD analysis and the capability to accurately calculate service life to MSD 
onset becomes of considerable importance. To investigate this failure mode, a 
probabilistic model for MSD assessment considering both fatigue crack initiation and 
crack propagation as random variables was proposed. The fatigue crack initiation stage 
of the model differed from other published models for incorporating continuing damage 
assumption instead of a damage accumulation technique for re-initiation of fatigue 
cracks at crack-free fatigue critical locations. The crack propagation stage of the model 
was firstly performed deterministically by means of a dual boundary element computer 
code; and, secondly, probabilistic crack growth treatment was incorporated in a simple 
way. The results from the MSD assessment model provided good agreement with 
published experimental work on fatigue of lap-splice joints and with other model for the 
same geometrical configuration. In order to fulfil a lack from the literature, the 
probabilistic MSD model was employed to investigate variables influencing MSD. The 
variables were related to possible changes in the standard deviation for fatigue crack 
initiation, uniform and non-uniform hole pin-loadings, nominal stress level and high 
rivet squeeze force. The parametric study showed that the ISP and the SMP can be 
considerably affected. Further results include the identification of a conflict between 
two different structural safety criteria and the proposition of a new one; the use of 
uniform pin-loading distribution with peak loads from a non-uniform pin-loading 
distribution was suggested to avoid non-conservatism specially at low cumulative 
probabilities of failure; a clear tendency to decrease the mean time for the lead crack 
propagation as the number of MSD-like scenarios increased was verified, but not 
always a bigger number of nucleated cracks per damage scenario gave the smallest time 
for crack propagation and the crack nucleation sequence was more important than the 
number of nucleated cracks per damage scenario. To investigate the effects of high rivet 
squeeze on MSD, an experimental work was carried out to obtain input S-N fatigue 
data. Recent findings from the literature established the benefits that high squeeze force 
can provide for the mean time to fatigue crack initiation, but no probabilistic analysis 
was undertaken comparing different squeeze force values. The results of such analysis 
reviewed that the whole MSD failure process was retarded and the number of MSD-like 
scenarios considerably reduced, demonstrating that high rivet squeeze force is 
extremely beneficial for MSD prevention. Finally, the probabilistic model was 
employed for comparison to in-service MSD data from pressurized fuselage panels. 
During the preliminary modelling stage, it was found clear evidences that S-N input 
data obtained from good quality riveted test specimens could not be used for MSD 
assessment of real pressurized fuselage panels, and it was assumed open hole quality 
input S-N fatigue data. The results demonstrated to be rationally conservative compared 
to in-service findings. In-service data indicated that both the ISP and the SMP were well 
established from the simulations, and failure due to MSD occurrence would not threaten 
structural safety during the monitoring period.
ACKNOWLEDMENTS
I would like to express my sincere appreciation and my best regards to Professor Phil 
Irving for his support, supervision and guidance during the whole period of this 
research.
I would like to express my appreciation to Dr. Nelson Krahenbuhl Salgado for his help 
on the dual boundary element technique and for his permission to use the DTD code in 
this work.
My acknowledgements to the Brazilian Air Force, in regards to Brigadier General 
Sabino Freire and Eng. Flavio Araripe d’Oliveira, and to the Civil Aviation Authority 
(CAA) from the U.K., in regards to Prof. John Bristow and Mr. Richard Minter, for 
trusting myself and sponsoring this work.
Finally, I would like to express my gratitude to my wife Celina and my children 
Marjorie and Victor for their love and for supporting me in moments of difficulty; and 





List of Figures vii
List of Tables xvi
Nomenclature and Abbreviations xviii
1. Introduction 1
1.1. Multiple Site Damage and its Importance as a Research Case 1
1.2. Objectives of This Work 4
1.3. Thesis Structure 5
2. Literature Review 6
2.1. Terminologies and Definitions for Multiple Cracking Occurrence 6
2.2. Background Theory 9
2.2.1. The Origin of Fatigue Problem in Riveted Joints 10
2.2.2. MSD Life Prediction in Riveted Joints by Means of S-N Fatigue Data 12
2.2.3. Fracture Mechanics Fundaments 16
2.2.4. Residual Strength and the Fracture Toughness 19
2.2.5. Fatigue Crack Growth 21
2.3. MSD Assessment Methodologies Review 23
2.4. Rivet Squeeze Force Experimental Work Review 31
2.5. This Research Work in the Context of Literature Review 34
3. Riveted Lap Joint Model Subjected to MSD 36
3.1. The Damage Tolerance Design (DTD) Code Outlines
3.2. Riveted Strap Lap Joint Model






4. A Methodology for Assessing Multiple Site Damage in Mechanically 
Attached Lap-Splice Joints 55
4.1. Fatigue Crack Initiation 55
4.2. Deterministic Fatigue Crack Propagation 58
4.3. Probabilistic Fatigue Crack Propagation 63
4.4. Failure Criterion 68
4.5. Summary 69
5. Experimental Work Procedures 70
5.1. Specimen Description and Manufacturing Procedures 70
5.2. Testing Procedures 74
5.3. Summary 76
6. Results 77
6.1. Experimental Work 77
6.2. Methodology Application 89
6.2.1. Comparison to Experimental Work from the Literature 89
6.3. Parametric Study 101
6.3.1. Effect of Change in Standard Deviation on MSD Assessment 101
6.3.2. Effect of Change in Pin-Loading on MSD Assessment 105
6.3.3. Effect of Change in Stress Level on MSD Assessment 114
6.3.4. Effect of High Rivet Squeeze Force on MSD Assessment 121
6.4. Summary of the Results from Sections 6.2 and 6.3 124
6.5. MSD Assessment Comparison to Teardown Inspections
from In-Service Data 126
V
7. Discussion 136
7.1. Experimental Work 136
7.2. MSD Assessment Model Comparison to Experimental Work
and Other Models from the Literature 141
7.3. MSD Assessment Model Limitations 150
7.4. Parametric Study 158
7.5. Effect of Change in Standard Deviation on MSD Assessment 158
7.6. Effect of Change in Pin-Loading on MSD Assessment 166
7.7. Effect of Change in Stress Level on MSD Assessment 170
7.8. The Role of Number of Cracks and Crack Nucleation Positioning
on MSD Assessment Modelling 177
7.9. Effect of High Squeeze Force on MSD Assessment 186
7.10. MSD Assessment Comparison to Teardown Inspections
from In-Service Data 189
8. Conclusions 201
8.1. Experimental Work 201
8.2. MSD Assessment Model Comparison to Experimental Work and
to Other Models from the Literature 202
8.3. MSD Assessment Model Limitations 203
8.4. Effect of Change in Standard Deviation on MSD Assessment 203
8.5. Effect of Change in Pin-loading on MSD Assessment 204
8.6. Effect of Change in Stress Level on MSD Assessment 205
8.7. The Role of Number of Cracks and Crack Nucleation Positioning
on MSD Assessment Modelling 206
8.8. Effect of Rivet Squeeze Force on MSD Assessment 207
8.9. MSD Assessment Comparison to Teardown Inspections
from In-Service Data 207
vi
9. Future Work 209
10. References 212
Appendices 221
A Fatigue Test Results for a Riveted Unstiffened Lap Joint 221
B The Dual Boundary Element Model for the Lap Joint
Configuration from Figure 6.2.1.1 227
LIST OF FIGURES
Figure 1.1.1: Aloha Airlines Flight 243 after landing [ 1 ] 1
Figure 1.1.2: MSD in a row of riveted holes at a pressurized fuselage panel [2] 2
Figure 1.1.3: Difference between local damage and MSD behaviours [3] 2
Figure 2.1.1: Determination of the monitoring period [3] 8
Figure 2.1.2: Graphical example for the establishment of the ISP and the SMP 9
Figure 2.2.1.1: Localized stress concentration in a hole under uniaxial
tension in an infinite plate 11
Figure 2.2.1.2: Variation of stress concentration factor as a function of the
number of rows of fasteners [9] 11
Figure 2.2.1.3: Fastener load distribution of three rows of fasteners [9] 12
Figure 2.2.2.1: Typical S-N curve and scatter bands plotted with three
different probability density functions [19] 14
Figure 2.2.3.1: Two dimensional stress field in the vicinity of the crack tip [10] 18
Figure 2.2.3.2: Modes of loading. Mode I opening mode. Mode II shear
mode. Mode III tearing mode [10] 19
Figure 2.2.4.1: Effect of thickness on toughness [10] 20
Figure 2.2.5.1: Relation between stress intensity factor range and crack
growth rate [6] 22
Figure 3.2.1: Riveted strap lap joint sketch 42
Figure 3.2.2: Load equilibrium in a strap lap joint 44
Figure 3.2.3: Sketch of the DBE model for the upper row of Figure 3.2.1 45
Figure 3.2.4: DBE model mesh for the upper row of Figure 3.2.1 46
Figure 3.2.5: Boundary tractions and displacements of Figure 3.2.4 47
Figure 3.2.6: Hole boundary tractions and displacements of Figure 3.2.4 48
Figure 3.2.7: Cracked DBE model mesh for the upper row of Figure 3.2.1 49
Figure 3.2.8: Detail of the DBE mesh for the pin-loaded hole with a
crack of 6.35 mm 50
Figure 3.3.1: Riveted lap joint subjected to MSD 51
Figure 3.3.2: DBE model for the lap joint from Figure 3.3.1 52
Figure 4.1.1: Riveted lap-splice joint configuration 55
viii
Figure 4.1.2: Gaussian distribution generated by gaus3.exe code 57
Figure 4.1.3: Schematic of a possible outcome for a random fatigue life 58
Figure 4.2.1: Schematic of Swift link-up criterion for a lead and
a MSD cracks 60
Figure 4.2.2: Schematic of link-up criterion for a lead crack and an
undamaged hole 60
Figure 4.2.3: Link-up stress prediction from this work 61
Figure 4.2.4: Continuing damage assumption illustration 62
Figure 4.2.5: Sketch of a damage accumulation technique for crack
growth re-initiation 63
Figure 4.3.1: Trajectories of the stochastic crack growth from Virkler [51] 64
Figure 4.3.2: Crack propagation rate dispersion from Virkler [51] 65
Figure 4.3.3: Various crack propagation rate curves for constant ‘n’
and variable ‘C’ 67
Figure 4.4.1: Residual strength monitoring with the DTD code [87] 68
Figure 5.1.1: Lap j oint test specimen geometry 71
Figure 5.1.2: Hole countersink detail from Figure 5.1.1 72
Figure 5.1.3: Riveting controlled compressive force 72
Figure 5.1.4: Rivet formed head 73
Figure 5.1.5: Different rivet formed heads due to 10, 16 and
24 KN squeeze forces 74
Figure 5.2.1: Testing rig 75
Figure 6.1.1: Fatigue life to failure for each test specimen from Table 6.1.1 78
Figure 6.1.2: Effect of rivet squeeze force on the mean cycles to failure 80
Figure 6.1.3: Rivet squeeze force effect on mean cycles to failure and
corresponding standard deviation at 100 MPa 81
Figure 6.1.4: Rivet squeeze force effect on mean cycles to failure
and corresponding standard deviation at 120 MPa 81
Figure 6.1.5: Fatigue life to failure for each test specimen
from Table 6.1.1 82
Figure 6.1.6: Coefficient of variation as a function of squeeze force 83
Figure 6.1.7: Coefficient of variation as a function of log (cycles)
ix
to failure
Figure 6.1.8: Visual inspection crack detection
Figure 6.1.9: Lateral fracture surface from testing
configuration 1 (Table 6.1.1)
Figure 6.1.10: Front fracture surface from testing
configuration 1 (Table 6.1.1)
Figure 6.1.11: Lateral fracture surface from testing
configuration 2 (Table 6.1.1)
Figure 6.1.12: Front fracture surface from testing
configuration 2 (Table 6.1.1)
Figure 6.1.13: Lateral fracture surface from testing
configuration 3 (Table 6.1.1)
Figure 6.1.14: Front fracture surface from testing
configuration 3 (Table 6.1.1)
Figure 6.1.15: Mean fatigue crack initiation site coordinates
Figure 6.2.1.1: Riveted lap-splice joint configuration 
Figure 6.2.1.2: Calculated local elastic stresses at 3 and 9 o’clock positions 
for an external row from Figure 6.2.1.1 -  elastic analysis 
Figure 6.2.1.3: Assumed local elastic stresses at 3 and 9 o’clock positions 
for an external row from Figure 6.2.1.1 
Figure 6.2.1.4: Plot of equation 6.2.1.1 
Figure 6.2.1.5: Plot of equation 6.2.1.2 
Figure 6.2.1.6: Example of MSD simulation sequence for one 
damage scenario
Figure 6.2.1.7: Example of a worksheet for random fatigue crack 
initiation calculation 
Figure 6.2.1.8: Example of simultaneous crack propagation performed with the 
DTD code [87] for the damage scenario from Figure 6.2.1.6 
Figure 6.2.1.9: Monte Carlo simulation comparison to experimental data 
from Table 6.2.1.1 [31]- standard deviation for 
TTCI (log) = 0.21, non-uniform pin-loading and 




















Figure 6.2.1.10: Convergence of mean number of cycles to failure as a function
of number of Monte Carlo simulations 98
Figure 6.2.1.11: Convergence of mean number of cycles of the standard deviation
to failure as a function of number of Monte Carlo simulations 99
Figure 6.2.1.12: Cumulative probability distribution of failure
from Figure 6.2.1.9 100
Figure 6.2.1.13: Percentage of lead crack nucleation sites for the external
row of holes from Figure 6.2.1.9 100
Figure 6.2.1.14: Percentage of scenarios as a function of number of
nucleated cracks from Figure 6.2.1.9 101
Figure 6.3.1.1: Monte Carlo simulations -  standard deviation for
TTCI (log) = 0.09, non-uniform pin-loading and 
100 MPa (R = 0.1) cyclic tensile stress. 102
Figure 6.3.1.2: Cumulative probability distribution of failure
from Figure 6.3.1.1 103
Figure 6.3.1.3: Percentage of lead crack nucleation sites for the external row
of holes from Figure 6.3.1.1 104
Figure 6.3.1.4: Percentage of scenarios as a function of number of nucleated
cracks from Figure 6.3.1.1 105
Figure 6.3.2.1: Stress distribution in 12-inch panel [2] 106
Figure 6.3.2.2: Mean local stresses at 3 and 9 o’clock positions for an external
row from Figure 6.2.1.3- uniform pin-loading distribution 107
Figure 6.3.2.3: Monte Carlo simulations - standard deviation for
TTCI (log) = 0.21, uniform pin-loading and 
100 MPa (R = 0.1) cyclic tensile stress. 108
Figure 6.3.2.4: Cumulative probability distribution of failure
from Figure 6.3.2.3 109
Figure 6.3.2.5: Percentage of lead crack nucleation sites for the external row
of holes from Figure 6.3.2.3 110
Figure 6.3.2.6: Percentage of scenarios as a function of number of nucleated
cracks from Figure 6.3.2.3 110
Figure 6.3.2.7: Monte Carlo simulations - standard deviation for
xi
TTCI (log) = 0.09, uniform pin-loading and
100 MPa (R = 0.1) cyclic tensile stress. I l l
Figure 6.3.2.8: Cumulative probability distribution of failure
from Figure 6.3.2.7 112
Figure 6.3.2.9: Percentage of lead crack nucleation sites for the external row
of holes from Figure 6.3.2.7 113
Figure 6.3.2.10: Percentage of scenarios as a function of number of nucleated
cracks from Figure 6.3.2.7 113
Figure 6.3.3.1: Fatigue life to achieve an initial crack size of 1.0 mm for each
test specimen calculated from Figure 6.1.5 115
Figure 6.3.3.2: Monte Carlo simulations from Figure 6.32.3 - standard 
deviation for TTCI (log) = 0.05, uniform pin-loading and 
100 MPa (R = 0.1) cyclic tensile stress. 116
Figure 6.3.3.3: Cumulative probability distribution of failure
from Figure 6.3.3.2 117
Figure 6.3.3.4: Percentage of scenarios as a function of nucleated cracks
from Figure 6.3.3.2 118
Figure 6.3.3.5: Monte Carlo simulations from Figure 6.3.3.2 - standard 
deviation for TTCI (log) = 0.05, uniform pin-loading and 
120 MPa (R = 0.1) cyclic tensile stress. 119
Figure 6.3.3.6: Cumulative probability distribution of failure
from Figure 6.3.3.5 119
Figure 633.1: Percentage of scenarios as a function of nucleated cracks
from Figure 6.3.3.5 120
Figure 6.3.4.1: Monte Carlo simulations for 24 KN squeeze force - standard 
deviation for TTCI (log) = 0.13, uniform pin-loading and 
100 MPa (R = 0.1) cyclic tensile stress. 122
Figure 6.3.4.2: Cumulative probability distribution of failure
from Figure 6.3.4.1 123
Figure 6.3.4.3: Percentage of scenarios as a function of nucleated cracks
from Figure 6.3.4.1 123
Figure 6.5.1: Fuselage lap joint configuration for Boeing 727
xii
aircraft [15] 126
Figure 6.5.2: DBE model for the lap joint inner skin lower row
from Figure 6.5.1 127
Figure 6.5.3: S-N fatigue data for inner skin lower rivet hole
from Figure 6.5.1 [100] 129
Figure 6.5.4: Cumulative probability distributions from
teardown inspections [15] 130
Figure 6.5.5: Fleet crack growth data for B-737 and B-727 aircraft [111]
comparison to deterministic crack growth from this work 131
Figure 6.5.6: Monte Carlo simulation for teardown
inspection comparison 132
Figure 6.5.7: Cumulative probability distribution for initiation of fatigue
cracks comparison to teardown inspection data 133
Figure 6.5.8: Cumulative probability distribution for detection of fatigue
cracks comparison to teardown inspection data 133
Figure 6.5.9: Cumulative probability distribution for failure comparison to
teardown inspection data 135
Figure 6.5.10: Percentage of scenarios as a function of nucleated
cracks from Figure 6.5.6 135
Figure 7.1.1* Experimental data fit to theoretical cumulative probability
distribution, and 100 MPa (R = 0.1) cyclic tensile stress. 137
Figure 7.1.2 Influence of mean life on scatter [114] 139
Figure 7.2.1 MSD assessment and comparison to experimental work [31] 143
Figure 7.2.2 MSD assessment and comparison to experimental work [40] 143
Figure 7.2.3 MSD assessment and comparison to experimental work [39] 144
Figure 7.2.4 MSD assessment and comparison to experimental work [17] 144
Figure 7.2.5 Results from Figure 6.2.1.9 but with deterministic
crack growth 148
Figure 7.3.1 Results from Figure 6.2.1.9 with 99 and 99.97 %
confidence intervals 152
Figure 7.3.2: Results from Figure 7.3.1 with simulations mean time to crack














99.97% confidence region from Figure 7.3.1 154
Cumulative probability distribution comparison 155
Cumulative probability distribution comparison 155
Cumulative probability of failure distributions from
Figures 6.2.1.9 [standard deviation for TTCI (log) = 0.21]
and 6.3.1.1 [standard deviation for TTCI (log) = 0.09]
with non- uniform pin-loading at 100 MPa (R = 0.1)
cyclic tensile stress. 161
Proposed structural safety criterion 162
FCLs 1 and 3 (Figure 6.2.1.7) normal distributions for
fatigue crack initiation lives 164
FCLs 1 and 3 (Figure 6.2.1.7, but with ‘Stdeva’ equal to 0.09)
normal distributions for fatigue crack initiation lives 165
Normal distributions for fatigue crack initiation lives for
different pin-loading conditions 167
Cumulative probability of failure distributions from
Figures 6.3.2.3 [standard deviation for TTCI (log) = 0.21]
and 63.2.7 [standard deviation for TTCI (log) = 0.09]
with uniform pin-loading at 100 MPa (R = 0.1)
cyclic tensile stress. 169
Cumulative probability of failure distributions from
Figures 6.2.1.9, 6.3.1.1, 6.3.2.3 and 63.2.1 at
100 MPa (R = 0.1) cyclic tensile stress. 170
Comparison of cumulative probabilities of failure for different
nominal stress levels and standard deviation values 173
Monte Carlo simulation points from Figures 6.3.3.2
[100 MPa (R = 0.1) cyclic tensile stress] and
6.3.3.5 [120 MPa (R = 0.1) cyclic tensile stress] and the
deterministic MSD case [120 MPa (R = 0.1) cyclic tensile stress]
with standard deviation for TTCI (log) = 0.05 and
uniform pin-loading 175













Number of nucleated cracks per damage scenario from 
Figure 6.3.2.3 - standard deviation for TTCI (log) = 0.21, uniform 
pin-loading at 100 MPa (R = 0.1) cyclic tensile stress. 179
Number of nucleated cracks per damage scenario from 
Figure 6.3.2.7. - standard deviation for TTCI (log) = 0.09, uniform 
pin-loading at 100 MPa (R = 0.1) cyclic tensile stress. 179
Number of nucleated cracks per damage scenario from 
Figure 6.3.3.2 - standard deviation for TTCI (log) = 0.05, uniform 
pin-loading at 100 MPa (R = 0.1) cyclic tensile stress. 180
Number of nucleated cracks per damage scenario from 
Figure 6.3.3.5 - standard deviation for TTCI (log) = 0.05, uniform 
pin-loading at 120 MPa (R = 0.1) cyclic tensile stress. 180
Crack nucleation sequence ‘case 1’ and ‘case 2’ from 
Figure 7.8.2 - standard deviation for TTCI (log) = 0.21, uniform 
pin-loading at 100 MPa (R = 0.1) cyclic tensile stress. 181
Crack nucleation sequence ‘case 1’ and ‘case 2’ from 
Figure 7.8.3 - standard deviation for TTCI (log) = 0.09, uniform 
pin-loading at 100 MPa (R = 0.1) cyclic tensile stress. 181
Crack nucleation sequence ‘case 1’ and ‘case 2’ from 
Figure 7.8.4 - standard deviation for TTCI (log) = 0.05, uniform 
pin-loading at 100 MPa (R = 0.1) cyclic tensile stress. 182
Crack nucleation sequence ‘case 1’ and ‘case 2’ from 
Figure 7.8.5 - standard deviation for TTCI (log) = 0.05, uniform 
pin-loading at 120 MPa (R = 0.1) cyclic tensile stress. 182
Mean lead crack time for crack propagation comparison from 
Figures 7.8.2 and 7.8.6 - standard deviation for TTCI (log) = 0.21, 
uniform pin-loading at 100 MPa (R = 0.1) cyclic tensile stress. 183 
Mean lead crack time for crack propagation comparison from 
Figures 7.8.3 and 7.8.7 - standard deviation for TTCI (log) = 0.09, 
uniform pin-loading at 100 MPa (R = 0.1) cyclic tensile stress. 184 
Mean lead crack time for crack propagation comparison from 
Figures 7.8.4 and 7.8.8 - standard deviation for-T-TGI (log) = 0.05,—
XV
uniform pin-loading at 100 MPa (R = 0.1) cyclic tensile stress 184 
Figure 7.8.13: Mean lead crack time for crack propagation comparison from
Figures 7.8.5 and 7.8.9 - standard deviation for TTCI (log) = 0.05, 
uniform pin-loading at 120 MPa (R = 0.1) cyclic tensile stress. 185 
Figure 7.9.1: High and intermediate squeeze force MSD
assessment comparison 189
Figure 7.10.1: Cumulative probability distribution for crack initiation
from Figure 6.5.7 194
Figure 7.10.2: Cumulative probability distribution for crack detection
from Figure 6.5.8 195
Figure 7.10.3: Cumulative probability distribution of failure
from Figure 6.5.9 197
Figure 7.10.4: Percentage of scenarios as a function of number of cracked
holes for the Monte Carlo simulations from Figure 6.5.6 198
Figure 7.10.5: Fatigue cracks in riveted lap joint of an aging aircraft
727 fuselage [129] 199
Figure A. 1: Test specimen no. 1 221
Figure A.2: Test specimen no. 2 222
Figure A.3: Test specimen no. 3 223
Figure A.4: Test specimen no. 4 224
Figure A.5: Test specimen no. 5 225
Figure A.6: Test specimen no. 6 226
Figure B. 1.1: DBE model for the upper row of holes from Figure 6.2.1.1 228
xvi
LIST OF TABLES
Table 3.2.1: Fasteners reaction loads from Figure 3.2.1 43
Table 3.2.2: Geometric correction factors comparison 49
Table 3.3.1: Comparison of SIF values for the lead crack of Figure 3.3.1 53
Table 3.3.2: Comparison of SIF for the MSD crack of Figure 3.3.1 53
Table 5.1.1: Lap j oint test specimen dimensions 71
Table 5.1.2: Rivet squeeze force and correspondent d/do ratio 73
Table 5.2.1: Testing matrix for the sample from Figure 5.1.1 74
Table 5.2.2: Testing loads according to Table 5.2.1 76
Table 6.1.1: Testing matrix for the sample from Figure 5.1.1 77
Table 6.1.2: Fatigue life to failure parameters from Table 6.1.1 80
Table 6.1.3: Mean crack initiation sites for configurations
1,2 and 3 (Table 6.1.1) 88
Table 6.2.1.1: Experimental fatigue test data from Santgerma [31] 92
Table 6.4.1: Index of figures and corresponding variables analysed 124
Table 6.4.2: Influence of standard deviation on MSD
parameters (100 MPa) 125
Table 6.4.3: Influence of standard deviation on MSD
parameters (100 MPa) 125
Table 6.4.4: Influence of pin-loading on MSD
parameters (100 MPa) 125
Table 6.4.5: Influence of stress level on MSD parameters
(scatter TTCI (log) = 0.05) 125
Table 6.4.6: Influence of high squeeze force on MSD
parameters (100 MPa) 125
Table 7.5.1: Changes in N0 due to changes in cr 163
Table 7.7.1: Changes in N 0 due to changes in ju 171
Table 7.7.2: Deterministic MSD failure lives comparison to
MSD simulations 176
Table 7.9.1: Comparison of intermediate and high squeeze forces
at 100 MPa stress 187
Table 7.9.2:
XVll
Changes in vV0 due to changes in // and cr 188
xviii
NOMENCLATURE AND ABBREVIATIONS
a Crack half-length for a crack free to extend at both ends, or crack length
for a crack free to extend at one end only 
A Cross sectional area (W.t)
ac Critical crack size
acd Crack size for continuing damage assumption (0.127 mm)
acrit l d  Critical crack size for local damage
acrit w f d  Critical crack size for WFD
adet Detectable crack size
af Final crack size
akad Lead crack size
amsd MSD crack size
ao Initial crack size
Ax, A2 Empirical constants for different fastener material
a  Gaussian random distribution
BE Boundary element
BEM Boundary element method
p  Geometric correction factor
p lead Lead crack geometric correction factor
p msd MSD crack geometric correction factor
CAA Civil Aviation Authority
d Rivet formed head due to riveting process
DBE Dual boundary element
DBEM Dual boundary element method
DSG Design service goal
DTD Damage tolerance design
da / dn Fatigue crack growth rate
d/do Rivet formed head ratio
do Original hole diameter
xix
A Non-recoverable work associated with the permanent deformation at tl 
crack tip
A  a Crack increment size
e Edge distance
E Young modulus
EIFS Equivalent initial flaw size
FE Finite element
FEM Finite element method
FCL Fatigue critical location
F Sq Rivet squeeze force
F w f d Repeat inspection intervals factor
/,w Trigonometric functions
* Fastener diameter
G Strain energy release rate per unit area of crack growth
h2 Sheet thicknesses
IP Inspection Period
ISP Inspection Starting Point
IWFD Repeat inspection intervals
J J-integral
J 1 J-integral for mode I loading
J 11 J-integral for mode II loading
K Stress intensity factor
K, Elastic stress concentration factor
AK Stress intensity factor range (K max -  Kmin)
M ejr Effective stress intensity factor range
Kc Critical value of stress intensity factor or plane stress fracture toughness
Ko cr^na ; where cr as the same definition of S
K, Stress intensity factor (mode I)
KIC Plane strain fracture toughness in Mode I
K„ Stress intensity factor (mode II)
L Ligament yield length
LD Local damage
LEFM Linear elastic fracture mechanics
LPSF Limit to proper structural functioning
LTR Load transfer ratio
Lld Period for detectable local damage
Lwfd Period for detectable WFD
MSD Multiple site damage
N Number of cycles in general
NU Non-uniform pin-loading
Nf Number of cycles to failure (TTCI + TCP)
Wf  TTCI + TCP
N0 Number of cycles to develop a crack size ao
H Mean value
OEM Original equipment manufactures
p Pitch distance
Pbp Bypass load
P i Tensile load
Pmax Maximum tensile load
P min Minimum tensile load
Ppin Pin-load
Pgross Gross load
R Stress amplitude ratio ( S min / Smax)
RFL Random fatigue life
(r, 0) Polar coordinates with origin at the crack tip
s Estimated standard deviation
S Nominal gross section stress in crack-free part of component
S Local stress
Si Tensile stress
SIF Stress intensity factor
SMP Structural Modification Point
Sc Critical stress at failure
SIF Stress intensity factor
S-N Stress-life curve
So Remote tensile stress
ASeff Effective stress range
Smax Maximum stress value
Snfa Minimum stress value




<j c Critical stress corresponding to ac
a gross Gross stress or far field nominal stress
Gi} Stress field component
a LU Link-up stress
a YS Yield strength of the material
t Thickness
TCP Time for crack propagation
TCP Mean time for the lead crack propagation
TTCI Time to crack initiation
TTCI Mean time for the lead crack initiation
6t Angular coordinate centred at the crack tip
T Work required to form a unit area of new crack surface
U Uniform pin-loading
UK United Kingdom
USAF United States Air Force
v Coefficient of variation






Widespread fatigue damage 
Estimated mean value
1
C h a p te r  1
1. INTRODUCTION
1.1. Multiple Site Damage and its Importance as a Research Case
On 28th of April o f 1988, the civil aviation world experienced the accident of the Aloha 
Airlines Boeing 737. The airplane had a sudden fatigue failure of longitudinal riveted 
lap splice joints which caused part o f its fuselage to be lost during flight (Figure 1.1.1). 
Many small collinear cracks occurred and linked up forming a large crack as a result o f 
internal pressurization of the fuselage [1]; and this type of failure, once completely 
neglected, has its own name: Multiple Site Damage (MSD).
Figure 1.1.1: Aloha Airlines Flight 243 after landing [1].
MSD is basically a problem connected to ageing aircraft, and it is characterized by the 
development o f simultaneous small fatigue cracks at multiple sites in the same 
structural element (Figure 1.1.2). Figure 1.1.3 illustrates the difference between a local 
damage and MSD damage at the same structural element; where ‘LD’ means local 
damage, ‘WFD5 means widespread fatigue damage, ‘ a c n t  l d ’ means critical crack size
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for local damage, ‘ac-it w f d ’ means critical crack size for WFD, ‘adet’ means detectable 
crack size, ‘ L l d ’ means period for detectable local damage and ‘ L w f d ’ means period 
for detectable WFD.
Figure 1.1.2: MSD in a row of riveted holes at a pressurized fuselage panel. [2]
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Figure 1.1.3: Difference between local damage and MSD behaviours [3].
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From Figure 1.1.3, it can be seen that in MSD situations there is a rapid decrease in 
residual strength and crack growth is accelerated compared to the local damage case; 
showing that crack growth and residual strength degradation occurs in a faster way in 
the presence of MSD. It is also expected that MSD occurs later in the life of a structural 
component than for the case of a local damage development, and the inspection period 
for the case of MSD occurrence is diminished compared to the local damage one.
Large passenger aircraft when kept in service for an extended period of time suffer from 
the development of a range of damage processes associated with ageing aircraft. These 
can take the form of corrosion, together with various forms of fatigue failure. MSD is 
one of the major threats to airworthiness of such ageing aircraft. Statistics show that 
after the year 2000, more than 60 % of the worldwide fleet of aircraft manufactured in 
the US would already be more than 20 years old [4]; and that by the year 2005 more 
than 30 Airbus A300 will be operating beyond their design service goal [5]. The reason 
for this crescent number of aging aircraft relies on economical reasons. While an 
average cost of a new commercial aircraft is about US$ 55 million, a major overhaul for 
an aging aircraft Boeing 727 can reach up to US$ 2 million depending on how much 
work needs to be done [4]; and these costs explain the increase in the aging aircraft fleet 
as well as fatigue life extension programs being undertaken by aircraft manufactures 
[5]. One of the main targets of such aging aircraft life extension programs is to prevent 
MSD occurrence by its prediction based on fatigue tests, service experience and 
analysis performed by MSD assessment models.
Among all aeronautical structures prone to develop MSD, riveted lap-splice joints in the 
fuselage have been identified as being the most susceptible [3]. Recent 
recommendations by regulators to avoid this MSD threat [3] stipulate an Inspection 
Starting Point (ISP) and a Structural Modification Point (SMP) in the service life of 
aircraft. These points can be defined in terms of MSD analysis results, test results or by 
service experience. The intention is that the aircraft shall not be operated while there is a 
significant probability that MSD is present. Capability to accurately calculate service
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life to MSD onset becomes of considerable importance, and MSD modelling plays a 
fundamental role for helping MSD prevention.
One of the most important achievements in MSD understanding, during the past decade, 
is that there is general agreement throughout the literature that MSD largely depends on 
probabilistic effects; and approaches intending for MSD assessment might consider 
these effects [5].
Although several MSD models have been proposed, and they have varied in their built- 
in assumptions and calculation techniques, MSD assessment models which can 
incorporate simplifying assumptions are still welcome; and the use of such models for 
investigation of variables influencing MSD assessment is an open field. The work 
described in this thesis is concerned in giving its contribution to some fields which are 
in need of further investigation on MSD modelling and on variables that might 
influence its behaviour.
1.2. Objectives of This Work
The research presented in this thesis has the following objectives:
1. Develop a methodology for MSD assessment incorporating a simplifying 
assumption.
2. Compare the methodology to laboratory MSD fatigue tests of lap joints and/or 
in-service data for validation of the results.
3. Use the methodology to perform a parametric study to investigate variables that 
might influence MSD assessment.
4. Conduct fatigue tests on riveted lap joints to investigate the effect of rivet 




The current research is reported in this thesis in the following sequence:
Chapter 2: Presents a review on the literature regarding terminologies, definitions and
concepts for multiple cracking; a theoretical background; methodologies 
for multiple site damage assessment and rivet squeeze force experimental 
work from the literature.
Chapter 3: Presents the fundaments of the dual boundary element computer code used
for crack propagation in this work; a dual boundary elements cracked strap 
lap joint model and a wide lap joint model subjected to MSD. Both lap 
joint models idealized are compared to corresponding finite element 
models.
Chapter 4: Presents the methodology proposed in this work for MSD assessment of
riveted joints.
Chapter 5: Presents the experimental work procedures.
Chapter 6: Presents the results of this work regarding the experimental work; the
MSD assessment model comparison to experimental data from the 
literature; a parametric study performed with the proposed MSD 
assessment model; and a comparison of the MSD assessment model output 
to in-service data from the literature.
Chapter 7: Presents the discussions on the results from chapter 6.
Chapter 8: Presents the conclusions from the discussions given in chapter 7.




2.1. Terminologies and Definitions for Multiple Cracking Occurrence
The Airworthiness Assurance Working Group (AAWG) [3] developed a terminology 
regarding the subject of multiple cracking scenarios. This terminology, which is used 
throughout this work, is presented as follows:
Damage Tolerance - is the attribute of the structure that permits it to retain its required 
residual strength without detrimental structural deformation for a period of use after the 
structure has sustained specific levels of fatigue, corrosion, accidental or discrete source 
damage.
Widespread Fatigue Damage (WFD) - is the presence of simultaneous cracks at 
multiple structural details that are of sufficient size and density whereby the structure 
will no longer meet its damage tolerance requirement (i.e. to maintain its required 
residual strength after partial structural failure).
Multiple Site Damage (MSD) - is a source of widespread fatigue damage characterized 
by the simultaneous presence of fatigue cracks in the same structural element (i.e. 
fatigue cracks that may coalesce with or without other damage leading to a loss of 
required residual strength).
Fatigue Crack Initiation -  is a point in time when a finite fatigue crack is first 
expected.
Monitoring Period -  is the period of time when special inspections of the fleet are 
initiated due to an increased risk of MSD, and ending when the point of WFD is 
established.
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Point of WFD -  is a point reduced from the average expected behaviour, i.e. lower 
bound, so that operation up to that point provides equivalent protection to that of a two­
lifetime fatigue test.
Inspection Starting Point (ISP) -  point in time where the monitoring period is
started.
Structural Modification Point (SMP) -  this point is also called the point of WFD. 
When the point of WFD (or SMP) is reached, no airplane may be operated without 
further structural evaluation, structural modification or part replacement.
Figure 2.1.1 presents an illustration on how the monitoring period is established [3]; 
where ‘ I w f d ’ means repeat inspections interval and ‘WFD’ means widespread fatigue 
damage. The establishment of the monitoring period is the main reason for the existence 
of MSD models. From Figure 2.1.1, the monitoring period starts at the point of MSD 
fatigue crack initiation, which is usually called by ISP, and ends at the point of WFD 
(SMP point). The monitoring period might be established in a region of detectable MSD 
cracks, and the probability for MSD occurrence should be small. If no MSD cracking is 
detected by the time the point of WFD is reached, then the predicted point of WFD 
could be re-evaluated. During the monitoring period, it is defined the I w f d  which is the 
repeat inspections interval. The I w f d  is established in a form that several opportunities 
for MSD crack detection should exist. The establishment of the monitoring period is 
derived from the mean failure behaviour of the WFD distribution (or the MSD failure 
distribution). The points of ISP and SMP are established by dividing the mean cycles 
for MSD failure by typical factors of, respectively, 3 and 2; in such a sense that the 
point of SMP provides equivalent protection to that of a two-lifetime fatigue test.
Figure 2.1.2 presents a graphical illustration with a hypothetical example for the 
establishment of the ISP and the SMP points. As is can be seen, the mean MSD failure 
behaviour was ‘calculated’ as 90,000 flight cycles, and by dividing this value by 3 and 2 
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Figure 2.1.2: Graphical example for the establishment of the ISP and the SMP.
2.2. Background Theory
Metal Fatigue failure is defined as cracking resulting from repeated applications of 
stress bellow the material ultimate static strength. Structures are not designed to fail at a 
single application of the load and fatigue failure happens after the application of 
thousands of load cycles [6]. The whole fatigue failure process is normally approached 
by separating it into three stages: fatigue crack initiation (nucleation), fatigue crack 
propagation and final fracture (failure). The time in life when fatigue crack initiation 
ends and fatigue crack propagation starts is a complete arbitrary definition, since fatigue 
can be considered as a smooth process [7].
In this work, the end of fatigue crack initiation stage is identified by the occurrence of a 
detectable through-the-thickness macro crack obtained from S-N fatigue test data of 
simple coupon specimens (stress-life approach). From the point of the end of fatigue 
crack initiation, the crack propagation stage is started and it is calculated based on 
Linear Elastic Fracture Mechanics (LEFM) theory until the residual strength of the 
structure is lost.
There are many published theories to describe the previous stages and they can be found 
in several textbooks. It is out of the scope of this thesis to provide a complete lesson on 
metal fatigue and fracture mechanics theories. The aim of this section is to describe the 
fundamental concepts of fatigue and fracture mechanics that are relevant to this research
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investigation. Unless otherwise stated, all theory presented has been derived from 
Suresh [8], Niu [9], Broek [10], Aliabadi [11], Irving [12] and Zhang [6].
2.2.1. The Origin of Fatigue Problem in Riveted Joints
Airframes are mostly constructed by assembling many pieces of metal sheets together 
by means of countless rows of rivets, and riveted lap joint fuselage panels are a typical 
example of it. The basic problem with such structures is that holes are a well known 
source for stress concentration which is the primary factor affecting fatigue life. The 
elastic stress concentration factor Kt is defined by the following expression,
K , = - ^ —  2.2.1.1
®gross
Where S is the local stress and o' is the far field nominal stress applied.
Figure 2.2.1.1 presents the case of a localized stress concentration at the 3 and 9 o’clock 
positions of an open hole border in an infinite plate under uniaxial tension with 
value <Jgross. As it can be seen, in such a case the local stresses are raised to a value of
3 o  . In the case of a row of pin-loaded holes, the stress concentration at the 3 and 9
o’clock positions of each single hole border is even worse, and the nominal local elastic 
stress (theoretical stress) can easily reach 4 or 5 times the value of the nominal tension 
applied. In real life, the local stress values are limited due to plasticity and elastic stress 
values higher than the ultimate failure stress of the material are never achieved. Figure
2.2.1.2 illustrates an example of the variation of the elastic stress concentration factor 
for a hole with fastener, in a row of fastened holes, as a function of the number of 
fastener rows.
In riveted lap joints the fastener load distribution may vary depending on the number of 
riveted rows. Considering the example of a strap lap joint, if a single or a double row of 
fastened holes is employed then the load each rivet carries is equal and, in the case of 2
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rows, is equally divided by them. For the case of 3 or more rows of fastened holes then 
the external rows are overloaded compared to the inner ones. Figure 2.2.1.3 shows an 
example of a strap lap joint containing 3 rows of fastened holes. As it can be seen, the 
fastener load carried by the external rows is equal but higher than the load carried by the 
inner row. The observed differences on the fastener loads are related to different types 





Figure 2.2.1.1: Localized stress concentration in a hole under uniaxial tension in an
infinite plate.
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Figure 2.2.1.2: Variation of stress concentration factor as a function of the number of
rows of fasteners [9].
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Figure 2.2.1.3: Fastener load distribution of three rows of fasteners [9].
The MSD threat is, therefore, closely connected to the proximity of many structural 
details (such as pin-loaded holes) which are prone to develop fatigue cracks, due to its 
stress raising characteristics, in a relatively close period of time [3]. This multiple 
cracking pattern can, in a sudden, link-up to form a huge crack that degrades the 
capability of the entire structure to sustain normal operational loads. One possible way 
to assess the period of time to multiple cracking existences is described in the following 
section.
2.2.2. MSD Life Prediction in Riveted Joints by Means of S-N Fatigue Data
The stress-life approach to characterize the fatigue life in terms of nominal stress 
amplitudes as a function of number of load cycles originated from the work of Wohler 
in mid 1800s. The Wohler curve or S-N curve can be obtained experimentally for a 
particular structural component by conducting a number of fatigue tests performed with 
a constant mean stress and constant stress amplitude (constant amplitude fatigue tests).
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By selecting different stress levels, the resulting S-N curve is represented by a best-fit 
plot that crosses the corresponding mean value for the experimental points obtained. 
The S-N curve is, therefore, a best-fit curve which is also called the 50% probability 
curve; and it is quite commonly presented in the literature without any information of 
the scatter inherent to the fatigue process.
When it comes to analyse the fatigue life of fuselage riveted lap joints, MSD is the main 
concern since many structural details, such as pin-loaded holes, are placed side-by-side 
in a single row. A typical aeronautical configuration for the fuselage consists of a lap 
joint containing 3 rows of fastened holes. From the point of view of the analyst only one 
row of fastened holes is generally assessed for MSD occurrence. As illustrated in Figure
2.2.1.3, the external rows are the ones that carry the biggest fastener loads and fatigue 
cracks are prone to develop firstly in such places. The tendency for fatigue crack 
occurrence at the upper or lower rows (critical rows) of lap joints is supported by 
fatigue tests [13, 14] and in-service findings [2, 15].
Once the critical row of fastened holes is defined (highly stressed one), the fatigue 
analysis for MSD assessment starts by determining the fatigue properties of a single 
structural detail. For the case of fuselage lap joints, the simplest way to obtain such 
fatigue properties is by performing constant amplitude fatigue tests of simple coupon 
specimens manufactured with the same material, construction techniques and subjected 
to the same loads as for the lap joint intended for analysis. The test specimen geometry 
is the same as for the lap joint but with width equal to one pitch distance (distance from 
centre-to-centre of two adjacent fastened holes in the same row). This procedure is 
widely accepted and it is presented in many publications, such as in references [3, 16, 
17, 18].
It is well known that the fatigue life of structural components present considerable 
scatter when loaded under the same stress cycles. The sources for such scatter are 
numerous and they are described in many publications, such as Schijve [19]. Figure
2.2.2.1 presents a sketch of a typical S-N curve together with 3 different statistical 
distributions to represent the scatter bands. This work is concerned with the log-normal
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distribution for fatigue crack initiation and the probability density function of this 
distribution is represented as the top one from Figure 2.2.2.1 for the alternate stress 
level Sai. The log-normal distribution has been reported to consistently provide a best fit 





Figure 2.2.2.1: Typical S-N curve and scatter bands plotted with three different 
probability density functions [19].
The most well known distribution function is called the normal or Gaussian distribution, 
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Where p(x)d(x) is the probability of occurrence of an event between x  and x + dx, 
and p  and a  are the population mean and standard deviation respectively. When a
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normal distribution of the logarithm of the number of cycles to failure is used, the above 
expression must be replaced by [20],




d(\ogN) 2 2 .2.2
Where ju and cr are now the mean and standard deviation of log (life) and N  is the 
number of cycles to failure of a randomly selected specimen. For equation 2.2.22, the 
best estimates of p  and <x that can be obtained from a sample of ‘n’ test specimens are 
given by [20],
E iogw ,
x = log(A0 = /=1 2.2.2.3




What can be clearly seen from Figure 2.2.2.1 (log-normal distribution) is that the 
fatigue life for crack initiation is not deterministic for the same stress amplitude, and 
this fact is the basis for initiation of MSD cracks in a row of holes. Supposing that each 
hole is subjected to the same loading conditions and that there are 2 fatigue critical 
locations per hole (3 and 9 o’clock positions of the hole border), then if ‘n’ holes are 
considered ‘2n’ different fatigue crack initiation lives can be assigned, within the same 
row of holes, by the log-normal distribution from Figure 2.2.2.1. If the mean time to 
crack initiation and the corresponding standard deviation (scatter) values for a single 
rivet pitch are known, it is possible to use a random process to derive as many damage 
scenarios as necessary for the initiation of fatigue cracks in a row of fastened holes 
(critical row). As far as the fatigue life follows a log-normal distribution, the
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randomization process from Press [21] can be used [18]. This process is detailed in 
another chapter where the MSD assessment methodology from this work is proposed.
2.2.3. Fracture Mechanics Fundaments
The fracture phenomenon was firstly investigated by Griffith [22] by carrying out 
experimental studies on glass. To explain the differences on residual strengths in glass 
rods, Griffith postulated that the existence of crack-like flaws could increase in size by 
the application of external load and that crack growth was controlled by the balance 
between the available strain energy and the energy required to form new crack surfaces. 
He postulated that if the strain energy released by the strain field when the crack 
advanced a small distance was greater than the energy required to form the new surfaces 
then unstable crack growth would take place if,
G > 2 r  2.2.3.1
Where G is the strain energy release rate per unit area of crack growth and T is the 
work required to form a unit area of new crack surface (2 surfaces). Griffith showed that 
the strain energy release rate was given by,
G = ^ - ^  2.2.3.2
E
Where <j  is the remotely applied tensile stress from the crack, a  is the semi-length of a 
crack and E  is the Young’s modulus of the material. From equations 2.2.3.1 and
2.2.3.2, at the onset of instability the failure stress crc is related to the critical crack
length a c by,
* ef c  = constant 2.2.3.3
Griffith experiments were conducted on glass which is a brittle material where fracture 
happens with little or no permanent deformation. Some years later, Irwin [23] and
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Orowan [24] extended the work of Griffith to ductile materials, which is the case of 
metals. They suggested that unstable crack growth would occur if,
G > 2 f  + A 2.2.3.4
Where A is the non-recoverable work associated with the permanent deformation at the 
crack tip.
By using linear elasticity theory, Irwin [25] showed that the two dimensional stress field 
in the vicinity of the crack tip (Figure 2.2.3.1) was given by,
Where 4i’ and ‘j ’ mean ‘x’ and/or ‘y’ coordinates, cr. is the stress field component at
the point (r,0) near the crack tip, (r,0) are polar coordinates with origin at the crack
tip and f tJ (6) contains trigonometric functions. As the value of r tends to zero, the first
term in equation 2.2.3.5 dominates and the other terms are constant or tend to zero. The 
constant K  in the first term is known as the stress intensity factor and, therefore, it 
follows that the stress field in the vicinity of the crack tip is characterized by K .
Irwin [25] also derived a relationship between the strain energy release rate and the 
stress intensity factor near the crack tip,
The proportionality in equation 2.2.3.6 is a function of elastic constants of the material.
for crack growth (stable or unstable). Therefore, the crack growth is characterized by 
the parameter K . This implies that two different cracks having the same value of K  will
cry (r, 6) = . f tJ {0) + other terms 2.2.3.5
G ocK 2 223.6
Equation 2.2.3.6 provides a relationship between the crack tip stress field and the 
energy balance criterion that can be interpreted in terms of critical values of K  required
18
behave in the same manner. K  is a function of the crack size and shape, the type of 
loading and the geometrical configuration of the structure. It has to be highlighted that 
K  is not the true stress at the crack tip but it is a measure of the intensity of stress. The 
stress intensity factor is often written in the following form,
Where P is a non-dimensional function of geometry, cr is the remote applied stress 





Figure 2.2.3.1: Two dimensional stress field in the vicinity of the crack tip [10].
It has to be noted that the basic assumption of Linear Elastic Fracture Mechanics 
(LEFM) is that the growth of a crack is controlled by the stress field at the crack tip. 
From equation 2.2.3.5, it can be seen that at the crack tip r — 0 and, therefore, the linear 
elastic theory predicts stress values which tend to infinity. In real materials, infinite
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stresses cannot exist and plastic deformation occurs at the vicinity of the crack tip. 
Provided that these deformations are small compared to the region dominated by the K 
term in the stress field, then the LEFM concepts can still be used.
Regarding the stress intensity factor expression from equation 2.2.3.7, it has already 
been said that K  is a function of the type of loading. Figure 2.2.3.2 presents the 3 
different types of loading. The mode I is the tension or the opening mode, mode II is the 
in-plane shear mode and mode III is the out-of-plane shear mode or the tearing mode. 
As the three different loading modes, there are stress intensity factors corresponding to 
each one of these modes; and this work is concerned about mode I loading type.
MODE I MODE II MODE III
Figure 2.2.3.2: Modes of loading. Mode I opening mode. Mode II shear mode. Mode III
tearing mode [10].
2.2.4. Residual Strength and the Fracture Toughness
The criterion for failure due to unstable crack growth of a crack can be expressed in the 
following manner,
K > K IC (plane strain condition) 2.2.4.1
K > K C (plane stress condition) 2.2.4.2
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Failure will occur (or residual strength is lost) if equations 2.2.4.1 and 2.2.4.2 are 
satisfied, where KIC and Kc are called by the fracture toughness of the material. The
definitions of plane strain and plane stress conditions are not presented here but can be 
found in Broek [10].
KIC and Kc values are material constants and they depend upon the material thickness 
as illustrated in Figure 2.2.4.1. The value of KIC is applicable to thick materials while 





Figure 2.2.4.1: Effect of thickness on toughness [10].
Considering equations 2.2.3.7 and 2.2.4.2, then the fracture toughness failure criterion 
for the plane stress condition can be expressed by,
Prjc^juTc =Kc 2.2A.3
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Where a c and ac are, respectively, the critical stress and the critical crack length at
failure. It has to be noted that the left hand side of equation 2.2.4.3 is related to the 
geometry of a cracked body and the stress amplitude, while the right hand side of 
equation 2.2.4.3 is related to material property.
From equation 2.2.4.3, and for a known value of Kc, it can be seen that given the
critical stress value it can be determined the critical crack length or given the critical 
crack length it can be determined the critical stress level at failure.
2.2.5. Fatigue Crack Growth
After the introduction of the concept of the stress intensity factor, Paris [26] suggested 
that the growth of cracks due to the variation in stress (fatigue loads) could be described 
as a function of the stress intensity factor. Paris postulated that the rate of growth per 
cycle of stress da/dn was a function of the stress intensity range AK given by,
—  = CAK" 2.2.5.1
dn
Where C and n are material constants. AK  is the stress intensity factor range given by 
AK = Kmax -  Kmin = fl(Smax -  Smin )^ n a  due to a cyclic variation in the applied stress.
In practice equation 2.2.5.1 can only represent part of experimental data. The plot of 
da/dn versus AK has a sigmoid shape, as illustrated in Figure 2.2.5.1, and fatigue 
crack growth life may be divided in three regions.
n
The first region is for slow crack growth rates (< 10' m/cycle), the second region is for
o  <r
macro crack growth rates (10‘ to 10' m/cycle) and the third region is for fast crack 
growth rates (> 10'6 m/cycles) for unstable crack growth and failure.
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In a log-log plot of daj dn versus AK, the Paris equation (2.2.5.1) falls on a straight line 
and it covers macro-crack growth rates (region 2 from Figure 2.2.5.1) which is typically 
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Figure 2.2.5.1: Relation between stress intensity factor range and crack growth rate [6].
Regarding fatigue crack growth on a sheet specimen of Aluminium 2024-T3, Elber [28] 
observed what he described as the crack closure effect: a crack can be closed at a 
positive tensile stress. By means of experimental work, Elber discovered that under a 
certain stress level, which he called Sop (crack opening stress), the crack would remain
partially opened or fully closed. Therefore, Elber argued that fatigue crack propagation
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would only occur under an effective stress range ASeff = SmsK -  Sop. Bearing this in 
mind, Elber defined the effective stress intensity factor AKeff as
Both forms of Paris equation given by 2.2.5.1 and 2.2.5.3 are still widely employed 
nowadays due to its simplicity and effectiveness for engineering applications.
2.3. MSD Assessment Methodologies Review
A review of the methodologies to assess MSD indicates that previous workers have 
approached this problem by considering the probabilistic nature of MSD occurrence. 
Monte Carlo techniques have been widely employed to simulate the stochastic nature of 
fatigue crack initiation at fastener holes and /or subsequent crack propagation to 
calculate the distribution of lives to MSD onset and ultimate failure.
The general approach for the crack initiation stage consists of randomly placing initial 
fatigue cracks at the 3 and 9 o’clock positions in a row of holes. This row of holes is the 
one that represent the critical ones (highest stressed rows) [29] of, for example, a riveted 
joint. The 3 and 9 o’clock positions at each hole is called Fatigue Critical Location 
(FCL). One initial damage scenario is generated in a row of holes when cracks of ao size 
are placed at each FCL according to a randomized fatigue life distribution established 
via Monte Carlo simulation (probabilistic models). This process is then repeated to 
create the necessary number of different initial damage scenarios for the posterior crack 
propagation stage.
2.2.5.2




The crack initiation stage is commonly addressed by applying Monte Carlo simulation 
to lognormal [16-18, 30-41] or Weibull [15, 35, 42, 43] distributions of lives to achieve 
a specified crack size ao. Some authors [44-46] do not use Monte Carlo simulation, but 
predict fatigue crack initiation using a strain-life approach incorporating Miner rule for 
cumulative damage calculation. Liao [47] also employs a strain-life approach for crack 
initiation prediction, but he derived analytical expressions for local stress as a function 
of squeeze force and coefficient of friction as random variables generated by Monte 
Carlo simulation. From the previous models, it can be realized that they treat crack 
initiation probabilistically. Noticeably, the lognormal distribution coupled with Monte 
Carlo simulation is widely employed from most models derived, as also reported by 
Tong [48].
After damage scenarios are generated from the previous crack initiation stage, multiple 
crack propagation for each scenario generated is started. The crack propagation stage is 
simulated either deterministically or probabilistically in current MSD assessment 
models. The deterministic crack propagation is performed based on traditional linear 
elastic fracture mechanics principles. When cracks reach sufficient length, interaction 
effects with other cracks, holes, stiffeners, etc. become an important issue because the 
geometric correction factor term P (equation 2.2.3.7) changes considerably for each 
single crack at each different cracked scenario. Therefore, the technique used for stress 
intensity calculation must be accurate and economical of computer time, if it is to be 
used in a repeated simulation such as the Monte Carlo, in order to effectively represent 
multiple crack growth. In previous MSD methodologies compounding method [5, 18, 
30, 33-35, 44-46, 49], finite element [16, 31, 37, 50], boundary elements [11] and dual 
boundary elements [39] have been used to calculate stress intensities of MSD cracks in 
a deterministic crack growth approach.
Although many workers have calculated multiple crack growth deterministically, it has 
already been demonstrated by other authors that the nature of crack propagation is 
probabilistic due to variability in material properties and, therefore, deterministic crack 
growth models cannot represent it. The first verification that fatigue crack propagation
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process presents scatter, and so does the crack growth rate, was done by Virkler 
experimental work [51]. Proppe [40] also mentions the work of Ghonem [52] as a 
verification of the probabilistic nature of crack propagation. Since Virkler experimental 
work, several probabilistic crack growth models have been developed [17, 32, 36, 40, 
41,43,53-59].
Yang [54] approach to probabilistic crack growth utilizes a lognormal distribution to 
characterize the crack growth rate dispersion. The parameters that characterize this 
dispersion are determined from experimental test results by means of the log-log plot of 
the crack growth rate versus the crack length. The Yang approach is, therefore, an 
experimental based probabilistic crack growth model and it has been employed by other 
authors [36, 57]. Wang [55, 56, 59] developed a probabilistic crack growth model for 
aluminium 2024-T3 based on a comprehensive analysis of scatter in fatigue crack 
propagation in both small and large crack size regions. Wang utilizes a modified version 
of the Paris equation (equation 2.2.5.1) incorporating the crack closure effect from Elber 
[28] and an empirical fitting factor as a function of the maximum stress intensity factor 
to account for crack growth rate near the threshold range. Other authors [17, 32, 40, 41, 
43] have modelled the probabilistic nature of crack growth by assuming the ‘n’ 
coefficient as a fixed value and by randomizing the ‘C’ coefficient of the Paris equation 
(equation 2.2.5.1) according to a lognormal distribution. This assumption is widely 
employed due to implementation simplicity reasons; and its effectiveness has been 
demonstrated by Ostergaard [60] who concluded that the variability of the ‘C’ 
coefficient does give very good results compared to the variability of both ‘C’ and ‘n’ 
coefficients.
Regarding the stress intensity factor calculation for the probabilistic crack growth 
models reported in the previous paragraphs, it has to be highlighted that the 
probabilistic models based on Yang [54] are fitted equations to match specific test 
configuration data and do not request the determination of stress intensity factors. On 
the other hand, Cavallini [17, 58], Lazzeri [32], Proppe [40], Shkarayev [41] and Shoji 
[43] approaches consider the variability of crack propagation inherent to material 
properties and they request stress intensity calculation to account for different cracked
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scenarios. The main difference among Cavallini, Lazzeri, Proppe, Shkarayev and Shoji 
is the formulation employed for stress intensity factor determination. While Cavallini 
and Lazzeri employ the compounding method; Shoji employs a Bayesian procedure to 
determine a modification coefficient to replace the geometric correction factor /? 
(equation 2.2.3.7); Proppe implemented an algorithm which employs the finite element 
alternating method which avoids the need for re-meshing inherent to FE models when 
crack size is varied; and Shkarayev utilized an increment finite element algorithm as a 
function of crack size and time increments. Unlike the deterministic crack growth 
approaches, no model has been implemented using boundary element techniques for 
probabilistic crack growth.
Among the MSD assessment models, the equivalent initial flaw size (EIFS) approach is 
being used by several authors [32, 58, 61-73]. The idea of EIFS has been introduced by 
Rudd [68] and has been developed by Manning and Yang [69-73]. The EIFS concept 
relies on deriving a fictitious distribution of crack sizes (EIFS distribution) for the short 
crack range by using crack propagation equations valid for the long crack range. In 
order to obtain the EIFS distribution, the time to crack initiation (TTCI) distribution for 
a fixed crack length is firstly established from experimental work. Afterwards, a crack 
propagation law from LEFM is back-extrapolated from the TTCI distribution to an 
arbitrary reference time (also called zero time). The result of this back-extrapolation to a 
fixed time will lead to the EIFS distribution. When the EIFS distribution is established 
for a certain structural component, life assessment analysis can be performed from the 
zero time up to the long crack range and failure. An example of EIFS application and 
results can be found in Harris [74]. Harris has reported that EIFS is a quite suitable 
engineering approach for predicting total fatigue life of fuselage panels; but he also 
concluded that EIFS has to be determined for each unique combination of structural 
geometry and service environment. Therefore, the need for a specific experimental 
database in order to derive an appropriate EIFS distribution is obvious, otherwise wrong 
fatigue life predictions are obtained.
The next paragraphs present the MSD methodologies derived by some Original 
Equipment Manufactures (OEM), as well as one aircraft operator. Details about each
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one of these approaches can be found in the final report from the Airworthiness 
Assurance Working Group (AAWG) [3]. The USAF approach is also presented and 
details of it can be found in Gallagher [75].
The Airbus Industry MSD methodology [3] consists of allocating different fatigue 
endurance to each fastener hole (two per fastener hole). The fatigue endurance is 
randomly allocated by means of Monte Carlo simulation applied to a lognormal or to a 
Weibull distribution of lives to grow a crack to a macro crack size. The distribution of 
lives are obtained from simple coupon test specimens which are built using the same 
material and construction technique applied to fuselage panels manufacturing. Crack 
growth for each initiated fatigue crack is performed using LEFM principles and the 
Paris equation (2.2.5.1); stress intensity factors are calculated using the compounding 
method or by means of FE analysis. The crack link-up criterion is according to the 
touching crack tip plastic zones. Crack growth is stopped at a pre-defined condition 
such as fixed value for the lead crack size.
The Boeing Commercial Airplanes approach [3] for MSD consists of determination of 
the time to crack initiation using a two-parameter Weibull probability distribution, 
which treats MSD initiation the same as MSD detectable, i.e., the initial crack size is the 
detectable one according to current field inspection techniques. Considering the Weibull 
distribution, the characteristic fatigue life of a critical detail is statistically estimated 
from in-service/test data; as well as the shape parameter. The initial lead crack is placed 
in the most likely or stressed structural detail determined from stress analysis or field 
experience. Secondary cracks are placed accordingly around the lead crack and in 
adjacent structural details. Crack growth for each initiated fatigue crack is performed 
using LEFM principles and the Paris equation (2.2.5.1); stress intensity factors are 
calculated using the compounding method. Crack growth is limited to a conservative 
final crack length.
Lockheed-Martin Aeronautical Systems [3] plans for future approach of MSD by means 
of EIFS application. The implementation of this approach is depending on teardown 
programs to derive EIFS distributions for structural details. Meanwhile, Lockheed-
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Martin uses a single crack growth curve to establish recurring inspection intervals. This 
crack growth curve is obtained from an upper and a lower bound crack growth curves. 
The upper and lower crack growth curve bounds are, respectively, a crack growth curve 
of a single crack from a fastened hole (least conservative assumption -  highest time for 
crack propagation) and a crack growth curve from two adjacent cracked holes 
containing four equal length collinear cracks (most conservative assumption -  smallest 
time for crack propagation). A single crack growth curve, which will serve as the basis 
for the recurring inspection scheme, is then calculated to be 90% more conservative 
than all crack growth curve possibilities that may arise between the upper and the lower 
crack growth curve bounds.
Delta Airlines approach [3] to MSD assumes fatigue crack initiation based on the 
number of cycles to grow a crack up to 1.27 mm (0.05 in). The calculation of the 
number of cycles to reach a 1.27 mm initial flaw size is done by statistical analysis 
based on coupon testing of similar MSD susceptible details to derive a characteristic 
life. After the determination of the characteristic life, a scatter for aluminium 2024 is 
assumed and a crack initiation table is created for posterior use in the crack propagation 
stage. Instead of placing cracks randomly in a row of holes, a cracking sequence is 
assumed where the first crack starts to propagate from the highest stressed location. 
New cracks are introduced in the model according to the crack initiation table sequence 
generated, and each crack is placed at the following high stressed location available. 
According to Delta [3] this cracking sequence is a rational approach that matches their 
in-service findings while repairing cracked fuselage panels. Multiple crack propagation 
is performed by using an iterative sequence of FEA models. The crack propagation 
stops when two cracks growing from adjacent holes link-up according to the touching 
crack tip plastic zones criterion.
The USAF approach [75] to MSD is a risk analysis methodology based on probabilistic 
and deterministic assumptions. For airframe structure applications, the risk analysis 
determines the probability that the maximum stress in a flight will produce a stress 
intensity factor (for current crack size) that exceeds the material fracture toughness 
based on fracture mechanics principles. The probabilistic input data consists of
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equivalent flaw size, repair flaw size, fracture toughness, probability of crack detection 
and the maximum stress per flight. The deterministic data required is obtained from the 
crack growth analyses that are conducted for fatigue critical locations and includes the 
normalized stress intensity factor and the fatigue crack growth curve. The maximum 
acceptable frequency for structural failure which is considered adequate for long term 
operation of the airplane must be bellow 1 x 10'7 occurrences per flight. To apply the 
methodology, a computer program called PROF was written and the program can 
determine the probability of failure due to fatigue cracking, discrete source damage, 
widespread fatigue damage and corrosion thinning in metallic structures.
As far as MSD crack initiation modelling is concerned, it can be observed that 
probabilistic approaches based on Monte Carlo simulation represent the great majority 
of MSD models, with exception to a few authors [44-46] or in the case of approaches 
based on EIFS and Yang [54]. Considering a row of holes, Monte Carlo simulation is 
used to initially establish random fatigue lives at each FCL for posterior crack 
propagation. After crack propagation is started, each crack-free FCL has its initial 
assigned fatigue life updated by some damage accumulation technique as cracks grow 
step-by-step by a pre-defined crack increment size. This procedure is, therefore, a step- 
routine utilized to calculate fatigue crack re-initiation lives from the initially assigned 
fatigue life given by Monte Carlo simulation for each crack-free FCL. Regarding the 
MSD models presented in this section, linear damage accumulation is the technique 
used to calculate fatigue crack re-initiation lives for crack-free FCLs, except in some 
cases such as in Proppe [40] and Wang [59]. Proppe calculates fatigue crack re­
initiation life for each hole by an empirical correlation factor that assigns the crack-free 
FCL a fatigue life based on the fatigue life of the first initiated crack at either the 3 or 
the 9 o’clock position. Wang developed a probabilistic damage accumulation solution 
based on crack closure that takes into account, among other factors, plastic yield at each 
crack-free FCL. Surprisingly, the continuing damage assumption [76], which constitutes 
a simplifying alternative to a damage accumulation technique, has not been reported in 
any of the previous MSD methodologies presented.
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Considering the crack propagation stage of the MSD models presented in this section, it 
can be noticed that probabilistic crack propagation is not so commonly employed. One 
reason for this fact is that based on in-service teardown data some authors [77] describe 
that deterministic crack propagation is enough for engineering applications. It may be 
that for engineering applications deterministic crack propagation is acceptable but 
certainly probabilistic crack growth represents a refinement is this field. Despite of the 
approach adopted, the overwhelming majority of the MSD models reported previously 
employ the Paris equation (equation 2.2.5.1) or some modified version of it (equation 
2.2.5.3). In the case of probabilistic models the ‘C’ coefficient is the randomized 
parameter used to simulate the probabilistic nature of crack propagation (equations
2.2.5.1 and 2.2.5.3). The stress intensity factor calculation used for crack propagation is 
performed by either analytical or numerical techniques. Among the numerical 
techniques employed for MSD crack propagation, only Proppe [40] and Shkarayev [41] 
developed a probabilistic approach based on FEM. Proppe and Shkarayev derived their 
own algorithms to act as a step-routine integrated to their FE analysis. The need for a 
step-routine, or a loop-routine, incorporated to numerical techniques is quite important 
as invariably the value of the ‘C’ coefficient of the Paris equation changes due to the 
randomization process. The absence of a step-routine would cause the numerical crack 
growth analysis to be frequently stopped for changing the ‘C’ coefficient value, which 
would be unlikely to be used when a great number of simulations, such as the ones from 
Monte Carlo, are performed. A complicating problem when performing probabilistic 
crack growth with a numerical technique is that commercial FE or BE computer codes 
normally do not allow the user to access the font code and, therefore, an integrated step- 
routine is unlikely to be implemented.
One surprising issue from all MSD models reviewed in this section is the absence of 
any type of parametric study to investigate factors that influence MSD by employing the 
models derived. The majority of papers presented are limited to description of the MSD 
model developed and comparison of its results to experimental test data. The exception 
to this lack of investigation on MSD behaviour belongs to Horst [30, 35] who conducted 
some parametric studies employing his model. From his work Horst [30] concluded that 
the mean TTCI, the scatter of the mean TTCI and the detectable crack length are the
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main parameters that influence the establishment of fatigue crack inspection intervals 
and its threshold. In another work Horst [35] studied the influence of different scatter 
values on the mean MSD failure behaviour (used to determine the inspection starting 
point and the structural modification point) by means of the log-normal and Weibull 
distributions. By varying the scatter value for initiation of fatigue cracks, Horst 
concluded that the mean value of the failure curve is not very closely linked to the 
question of MSD onset and, therefore, the establishment of the inspection starting point 
and the structural modification point should be done in a ‘very critical mood’. Horst 
also demonstrated that log-normal and Weibull distributions provided similar MSD 
failure distributions; but the distribution for fatigue crack initiation can differ (especially 
when more than 18 fatigue critical locations are considered) due to the unbounded 
nature of the log-normal distribution when compared to the Weibull one. Horst also 
mentioned that a more ‘MSD-like’ situation (greater number of cracks per damage 
scenario) is obtained when low scatter values for fatigue crack initiation are employed.
In the light of the literature review presented in this section, it can be realized that since 
the Aloha accident much effort in MSD understanding has been done and improvement 
in this field has been achieved. For example, the recognition that MSD presents a 
probabilistic nature is clearly reflected from the many crack initiation and/or crack 
propagation approaches presented.
2.4. Rivet Squeeze Force Experimental Work Review
From the vast experimental work reported in the literature regarding MSD investigation, 
the effect of rivet squeeze force on fatigue life for crack initiation has been devoted a 
special attention in this work and this review is concerned about this theme. The reason 
for the focus on riveting squeeze force is that although riveted joints have been used for 
several decades in the aeronautical industry for fuselage panel construction, it is only 
recently that some authors have reported that great improvement in the mean fatigue life 
to crack initiation is obtained by increasing the rivet squeeze force. As fatigue crack 
initiation is definitely an important part in the whole MSD process, it becomes of
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interest within this research to assess how rivet squeeze force might influence MSD 
behaviour.
As reported by Slagter [78], Hartman was possibly one of the first researchers to notice 
that the improvement in the mean fatigue life of riveted joints was related to the 
increase of solid rivet driven head diameter formed after the riveting process. Muller 
[79] extended the work of Hartman by unequivocally showing that the main governing 
factor for fatigue life improvement was not the size of the driven head formed, but the 
value of the squeeze force employed. To reach this conclusion, Muller investigated and 
compared a wide range of lap joint geometries of aluminium 2024-T3 and Glare 3. For 
the same material type, Muller showed that by varying the geometries and rivet type, 
the same driven head size could be formed but different fatigue lives were obtained; and 
that similar fatigue lives were connected by similar rivet squeeze forces and not by 
similar driven head sizes.
Muller and Hart-Smith [80] investigated three-row riveted joints of aluminium 2024-T3 
subjected to four different nominal stresses and manufactured with three different levels 
of squeeze force. The main conclusion that can be drawn from their work is that a 
combination of high squeeze force together with an optimum geometrical configuration 
can lead fuselage panels design to be simplified and still keep a very long crack-free 
fatigue life.
Chiarelli [53] also conducted a wide investigation on the effect of riveting for different 
aluminium 2024-T42 lap joint geometries. The rivet type, material and heat treatment 
were varied in his investigation. From the conclusions drawn by Chiarelli, the most 
impressive one is the fact that among the many parameters that have influence on 
fatigue behaviour ‘rivet squeeze force is perhaps the most significant one’.
Fawaz [81] calculated stress intensity factor solutions for fatigue crack growth from 
holes riveted with different rivet squeeze forces. He concluded that for part through 
cracks, the variation in stress intensity factor range is three times larger when rivets are
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installed with low squeeze force values compared to high squeeze force ones, 
demonstrating that crack propagation was affected in the vicinity of the hole border.
Vlieger [14] conducted a series of fatigues tests and tried to correlate the formed rivet 
head diameter produced by different rivet squeeze forces to the fatigue crack initiation 
location. Vlieger concluded that it was not possible to establish this correlation.
Wang [82] investigated four different rivet squeeze forces and he was able to correlate 
experimentally the hole expansion to rivet squeeze force installation: hole expansion 
increases for increasing rivet squeeze force.
Harish [83] studied the effect of rivet squeeze force on residual stress distribution 
around a pin-loaded hole by a FE model; he also conducted two experimental fatigue 
tests for each combination of four different rivet squeeze forces and five different 
nominal stress levels. Harish results showed that the observed fatigue life increased with 
increase in squeeze force; and that as the squeeze force increased, the location of crack 
nucleation moved further away from the 3 and 9 o’clock positions of the pin-loaded 
hole border (due to changes in residual stresses around the hole).
Terada [84], among other factors, examined the effect of three different rivet squeeze 
forces by fatigue testing of flat riveted panels. Terada states that ‘the magnitude of the 
squeezing force plays the most important role on the fatigue life of joint structures’. 
Also, he found out that the effect of the squeezing force was more pronounced in 
thinner joints than in thicker ones; and that squeeze force alters the loading mechanism 
in a riveted joint: for low squeeze force values the load is mainly transmitted by the 
rivets themselves, while for higher squeeze force values the load is mostly transmitted 
by surface friction of the mating sheets. This last conclusion is in accordance to what 
has been observed by Harish [85] in previous work.
Ofsthun [86] investigated fatigue quality enhancers such as cold work, shoot peening 
and controlled interference fit to fastener holes. Regarding the interference fitting of 
holes caused by different rivet squeeze forces, Ofsthun observed that the fatigue life
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improved with increasing interference fit at holes up to a limit. When the interference fit 
was excessive, the fatigue life degraded instead of improving.
From what has been presented in the previous paragraphs regarding rivet squeeze force, 
the most significant findings concerning different rivet squeeze force applications were 
obtained in the last 10 years; and the number of authors who investigated this theme is 
relatively small. It is also evident that rivet squeeze force is one of the major factors that 
control fatigue life for crack initiation. Another fact that can be observed from the 
previous review is that no information on scatter values is available for comparison 
purposes when different rivet squeeze forces are employed. As the crack initiation stage 
describes a probabilistic nature, information on scatter values for different rivet squeeze 
forces is still missing for the application of probabilistic-based MSD models. Therefore, 
the effect of rivet squeeze force on MSD behaviour is not fully established yet.
2.5. This Research Work in the Context of Literature Review
Based on the literature review presented in sections 2.3 and 2.4, four topics are 
presented in this section regarding MSD investigation where a contribution to 
knowledge can be given. It is, therefore, an identification of some gaps that need further 
clarification. These topics are: (a) Simplification on MSD modelling; (b) Parametric 
study on MSD; (c) The effect of high rivet squeeze force on MSD; and (d) MSD 
assessment comparison to in-service data.
(a) From the review on MSD assessment models, it can be seen that models have 
differed in their built-in assumptions and in their calculation techniques, but they 
also have some assumptions in common. One assumption that is employed in all 
MSD models reported in section 2.3 is the use of a damage accumulation technique 
to calculate fatigue crack re-initiation lives for crack-free fatigue critical locations. 
This is a curious observation because continuing damage assumption [76], which is 
widely employed in traditional damage tolerance analysis, has been completely 
forgotten when it comes to MSD assessment based on probabilistic models. If the
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continuing damage assumption can be successfully implemented for MSD 
assessment, then a simplification can be established in the field of MSD modelling.
(b) The need for a parametric study for investigation of factors that might influence 
MSD behaviour, judging by the lack of work in this area, is quite obvious and 
dismisses further comments.
(c) Regarding the experimental work review on rivet squeeze force, it is clearly 
established by the literature that high squeeze force values greatly improve the mean 
time to crack initiation; but what is the probabilistic effect of high rivet squeeze 
force on MSD behaviour has not been established.
(d) From the MSD assessment models presented in section 2.3, it has not been reported 
a comparison of models output to teardown data obtained from in-service fuselage 




3. RIVETED LAP JOINT MODEL SUBJECTED TO MSD
As described in Chapter 2, multiple site damage can be approached by considering a 
theoretical separation of multiple crack development into a crack initiation stage and a 
crack propagation stage up to a failure criterion. In order to perform multiple crack 
growth (different-sized cracks propagating simultaneously), crack interaction effects 
must be considered when calculating stress intensities due to, for example, the 
proximity of a crack to another crack, to a pin-loaded hole, to a free border or to a 
stiffening member. If different cracked lap joint configurations (different damage 
scenarios) are to be analysed, the Stress Intensity Factor (SIF) values for each crack in 
each different damage scenario is changed as invariably these scenarios are changed. 
One of the possible ways of calculating crack growth for different cracked 
configurations is by employing numerical techniques based on Finite Element (FE) or 
Boundary Element (BE) methods. In this work the Damage Tolerance Design (DTD) 
code [87], based on the Dual Boundary Element Method (DBEM), was selected to 
perform deterministic multiple crack growth.
Among all aeronautical structures prone to develop MSD, riveted lap-splice joints in the 
fuselage have been identified as being the most susceptible [3]. One of the central tasks 
in MSD analysis is the effective evaluation of stress intensity factors for cracks 
emanating from fastener holes which are employed during the crack propagation stage. 
Also, when Monte Carlo simulation is employed to generate hundreds of different initial 
damage scenarios for posterior crack propagation to MSD assessment, computer time 
saving becomes a fundamental matter.
To introduce the DTD code, in section 3.1 it is firstly presented a basic concept on how 
BE based computer codes work and some references where BE theory and formulation 
can be found. Secondly, the well established advantages of the BE technique compared 
to the FE one are stated. Finally, the DTD code formulation is outlined to point out how 
stress intensity factor, crack growth analysis and the riveted connections are modelled.
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In sections 3.2 and 3.3, the DTD code is employed to idealize two simple and effective 
DBE lap-splice joint models. The first model (section 3.2) is of a strap lap-splice joint 
containing one crack; and the second model (section 3.3) is of a large lap-splice joint 
containing multiple crack situations. The geometrical correction factors and stress 
intensity values obtained from the two models idealized in this chapter are compared to 
results from the literature for the same lap joint configurations, but modelled by means 
of Finite Element Method (FEM).
3.1. The Damage Tolerance Design (DTD) Code Outlines
The Boundary Element Method (BEM) is a firmly established engineering numerical 
technique that can be used as an alternative to the Finite Element Method (FEM) [11]. 
The DTD Code [87] is based on the Dual Boundary Element Method (DBEM), which is 
a variation of the Boundary Element Method (BEM). The main advantage of the DBEM 
over the BEM is that the former can be used to solve general (mixed mode) crack 
problems while the latter can be used to solve symmetric crack ones. Details of the DBE 
technique can be found in Portela, Aliabadi and Rooke [88].
The BEM is a technique for the numerical solution of differential equations with initial 
boundary conditions [89]. The theory of elasticity, for example, describes the 
equilibrium of stresses in an elemental volume of a loaded three-dimensional body via 
differential equations. The BE method allows the transfer of the differential equation set 
for some continuous region of an arbitrary shape into a corresponding equivalent 
integral equation. After the equivalent integral equation is obtained, it is converted to a 
form that involves only a surface integral, i.e., an integral over the boundary. The 
solution of this surface integral generally involves replacing it by a linear system of 
equations. To do so, the boundary is divided into elements and the integral over the 
boundary becomes simply the sum of the integration over each element, resulting in a 
dense and non-symmetric matrix system of linear equations. The solution of this matrix 
will give the unknown boundary displacements and boundary tractions at each boundary 
element. Once the boundary elements have been solved, the surface integral solution is 
obtained and the way back can be done to compute any interior points of the body. As it
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can be seen, the BEM has no need to render the entire volume into discrete finite 
elements but only the surface (the boundaries). Although the concept of the BEM is 
simple, the many steps described previously involve a series of laborious calculations 
which are out of the scope of this work. A detailed description of the BE theory and of 
the steps for its computational implementation can be found in textbooks such as the 
ones in references [11] and [89].
The most attractive feature of the BEM, and its variations such as the DBEM, is the 
reduction of the dimensionality of the numerical model compared to the FEM. For 
three-dimensional problems only the domain surface needs to be discretized, and for 
two-dimensional problems only the line boundaries of the domain needs to be 
discretized. The reduction of the dimensionality leads to a much smaller system of 
equations to be solved numerically [11]. This fact is especially attractive for fracture 
mechanics problems because regions with high stress concentration can be modelled 
more efficiently as the number of necessary grid points is confined to one less 
dimension [90]. Crack propagation can take advantage of the BEM since algorithms 
treating this problem need continuous updating of the mesh as crack size is changed; 
and the re-meshing is less laborious with BE techniques compared to FE ones, which 
discretizes the entire continuum [91]. Another clear advantage of the BE technique over 
the FE one is that it provides continuous modelling of the interior since no 
descretization is required leading to a high resolution of interior stresses and 
displacements [11]. Also, Cartwright and Rooke [92] showed that a boundary element 
analysis produced more accurate stress intensity factors than the finite element analysis.
Regarding the DTD code formulation, when the matrix system of linear equations, as 
described previously, is solved for the unknown boundary displacements and boundary 
tractions, the stress intensity factor can be calculated via the J-integral. Portela, Aliabadi 
and Rooke [93] concluded that the J-integral technique is the best suited for SIF 
calculations in the DBEM. A detailed formulation of the DTD code can be found in 
Salgado and Aliabadi [90, 94, 95]. Its fundamentals for stress intensity factor 
calculation, crack growth analysis and riveting connection modelling are resumed in the 
next paragraphs; with emphasis on crack growth.
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Once the J-integral is calculated, the stress intensity factor (under plane stress 
conditions) is given by the following relationship,
Kn are the mode I and mode II stress intensity factors, respectively; and E is the 
Young modulus.
In the DTD code, the crack growth analysis is calculated according to the maximum 
principal stress criterion [96]. This criterion states that crack growth occurs in a 
direction perpendicular to the maximum principal stress. The local crack extension 
direction is determined when the shear stress at the crack tip is zero,
Where 6t is the angular coordinate measured along the crack axis and centred at the
crack tip. The maximum principal stress criterion does not take into account the crack 
extension increment modelling and thus a prediction correction scheme [93] is adopted 
in the DTD code.
In multiple crack problems it is necessary to determine not only the direction of the 
crack extension but also the relative crack size increments due to differences in crack 
growth rate among the various crack tips. In the DTD code, the crack growth rate 
{daldn) is given by the modified Paris equation (equation 2.2.5.3) by using the 
effective stress intensity factor range AKeff
J 1 = K j / E  and J 11 =K2n /E 3.1.1
Where J 1 and J 11 are the J-integrals for mode I and for mode II, respectively; K{ and
Kj sin 6t + Kn (3 cos 0t — 1) = 0 3.1.2
3.1.3
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Where C and n are material parameters and AKeff is given by Tanaka [97],
AK*f f =AKf + 2AKl 3.1.4
For constant amplitude fatigue load with stress amplitude ratio R, AKj =Kj (1 -R )  and
To determine the crack increment sizes, firstly the effective stress intensity factors are 
calculated and the crack growth equation 3.1.3 is integrated to determine the necessary 
number of cycles ANi to grow an arbitrary reference crack size (RS) for each crack tip
Where the integration is performed assuming that the stress intensity factors remain 
constant as the crack grows from the initial size at to at + R S . It is then assumed that
the fast-growing crack tip, the one with smallest number of cycles ANC = min(AAf ),
will grow the pre-defmed size RS. The increment sizes of the other cracks are then 
calculated by integrating the inverse of the crack growth equation
Using the minimum number of cycles previously determined ( ANC ) to calculate the 
growth length. Again the stress intensity factors are assumed to remain constant.
The boundary element mesh is then updated to include the new increments, and a 
structural analysis is performed at the end of which new stress intensity factors are 
evaluated. The increments size is then re-calculated, now taking into account the 
variation of the stress intensity factors when integrating equations 3.1.5 and 3.1.6. The
AKII=KJI( \-R ) .
3.1.5
eNC+ANC
A a‘ = c L  (^  dn
3.1.6
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increments are re-meshed and a new structural analysis is performed. This procedure is 
repeated until convergence for the increments size is achieved. The increments direction 
and size are calculated simultaneously as summarized:
1. Perform structural analysis.
2. Calculate the effective stress intensity factors range.
3. Calculate the crack increments direction and size assuming that, as the cracks
grow, the effective stress intensity factors range remains constant.
4. Update mesh to include the crack increments.
5. Perform new structural analysis.
6. Calculate new effective stress intensity factors range.
7. Correct the crack increments direction and size considering the variation of the 
stress intensity factors from their former to new values.
8. Verify convergence for the increments direction and size. If no convergence is 
achieved, then return to step 4.
In the DTD code, a riveted joint is modelled as two 2D flat sheets connected by spring 
elements which simulate fasteners. The entire load is transmitted from one sheet to the 
other in shear exclusively by the spring elements and no friction is considered between 
the mating sheets or at the boundary of pin-loaded holes. According to Swift [98], 
fastener displacements may comprise more than 75 % of the displacement in joints; and 
riveted joint model idealizations that consider fasteners as rigid can lead to errors 
greater than 50 % on the determination of SIF values at the crack tips. In the DTD code 
formulation, the displacement compatibility between the fasteners (spring elements) and 
the sheets is taken into account by considering the fastener flexibility via the empirical 





Where Ax and A2 are empirical constants which depend on fastener material type, <j> is 
the fastener diameter, hx and h2 are the sheets thickness and E is the modulus of 
elasticity.
In the next sections, the DTD code will be employed to model two different lap-splice 
joint geometrical configurations, in the presence of cracks, and the results obtained will 
be compared to ones from the literature.
3.2. Riveted Strap Lap Joint Model
The strap lap joint geometry selected to be modelled is the one presented in Figure 3.2.1 
and it has been analysed by Cope [99] by means of FE modelling. The lap joint is 
subjected to a remote tensile stress of So = 68.95 MPa and is constructed of two W = 
25.4 mm wide 2024-T3 aluminium panels (t = 1.6 mm) fastened together with steel 
rivets {</> = 4.76 mm). The pitch distance (p) and edge distance (e) are 25.4 mm and 
12.7 mm, respectively.
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Figure 3.2.1: Riveted strap lap joint sketch.
To determine the load transferred by the rivets, the remote tensile stress of So = 68.95 
MPa was applied to the lap joint illustrated in Figure 3.2.1. The global model idealized
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with the DTD code consists of two rectangular sheets discretized by 48 boundary 
elements and 96 nodes each. The sheets are connected by 3 steel fasteners simulated by 
spring elements. To take fastener flexibility into account, the fastener shear deformation 
coefficient was calculated by the empirical equation 3.1.7 repeated as follows,
<D = At + A2' £ +£] 1 "l Z h2, E(j>
Where Ax and A2 are empirical constants which, for steel fasteners, are Ax = 1 .6 7  and 
A2 = 0 .8 6  according to experimental work from Swift [9 8 ]. (j) is the fastener diameter 
( ^ = 4 . 7 6mm), hx and h2 are the sheet thicknesses (hx =h2 =1.6mm) and E is the 
modulus of elasticity for the aluminium (E  = 7 3 ,0 0 0  MPa).
The rivet reaction loads ‘P pin’ obtained from the DTD code (P Pm-dtd) and the ones from 
Cope [99] (P pin-ref.) are presented in Table 3 .2 .1 , together with the differences in 
percentage for the values presented. The fastener position 1, 2  and 3 represent the ones 
illustrated in Figure 3 .2 .1 .
Table 3.2.1: Fasteners reaction loads from Figure 3.2.1.
Position Ppin-dtd ( N ) Ppin-ref. ( N ) Difference (%)
1 995.2 1000.9 -0.6
2 811.7 800.2 + 1.4
3 995.2 1000.9 -0.6
The maximum Ppin-dtd value obtained was 995.2 N, and it is located at the external 
fastener positions (positions 1 and 3 from Figure 3.2.1) of the lap joint outer rows. It has 
to be noted that the values of rivet reaction loads for the upper and lower rows (outer 
rows) are the same, and that the inner row carries less load compared with the outer 
ones. Also, it can be seen from Table 3.2.1 that the differences between the values of 
Ppin-dtd and P pin-ref. vary from -0.6% to +1.4%, with a mean difference of +0.4%.
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Once the fastener reaction loads have been calculated, a DBE lap joint model is 
idealized by using the load transfer within one of the aluminium sheets, and only one 
row of the lap joint from Figure 3.2.1 is modelled. According to the results from Table
3.2.1, it can be seen that the critical positions are the ones from the external rows of 
Figure 3.2.1 because they carry the highest pin-loads and, therefore, present a reduced 
fatigue life for crack initiation character [100]. For this reason, only one of the external 
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Figure 3.2.2: Load equilibrium in a strap lap joint.
From Figure 3.2.2, it can be seen that the load equilibrium for the upper row in one of 
the sheets is given by,
Pgross =  Ppin +  Pbp 3.2.2
Where:
Pgross = CTgross .A, crgross is the gross stress and A = W.t; 3.2.3
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Ppin = <ybr • ̂  • t , <Jbr is the bearing stress; and 3.2.4
Pbp = (Jbp • A, crbp is the bypass stress. 3.2.5
Considering that the lap joint configuration, material and loading conditions sketched in 
Figure 3.2.2 are the same as in Figure 3.2.1; from the results presented in Table 3.2.1 
and equation 3.2.2, it follows that Ppjn = 995.2 N; Pgr0ss= 2,802.1 N and Pbp = 1,806.9 N. 
From the values of Pgross, Ppin, and Pbp, and from equations 3.2.3 to 3.2.5; it follows that 
a gross = 68.95 MPa, <rbr= 130.67 MPa and crbp= 44.46 MPa.
Once the values of <rgross , crbr and crbp have been obtained, the sketch of the idealized
local DBE model for the upper row of rivet (position 1 from Figure 3.2.1) is presented 
in Figure 3.2.3. The mesh of the idealized model is presented in Figure 3.2.4.
cr.
Figure 3.2.3: Sketch of the DBE model for the upper row of Figure 3.2.1.
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Figure 3.2.4: DBE model mesh for the upper row of Figure 3.2.1.
The model illustrated in Figure 3.2.5, which is the same as in Figure 3.2.4, consists of 
one rectangular sheet, 52.0 mm high and 25.4 mm wide, discretized by 58 boundary 
elements and 116 nodes, with a central hole with diameter 4.76 mm (representing a 
single sheet upper row of the lap joint illustrated in Figure 3.2.1) and sheet thickness 1.6 
mm. There are upper and lower displacement constraints (Dx) in the x direction and 
lateral displacement constraints (Dy) in the y direction due to symmetry. The material 
(A1 2024-T3) and remote applied stress (68.95 MPa) are as in Figure 3.2.1. The concept 
of load transfer, as illustrated in Figure 3.2.3, is used and the values of stresses applied 
to the model illustrated in Figure 3.2.5 are the ones calculated in this section, i.e., 
Ggross = 68.95 MPa (represented by Ty in the top of Figure 3.2.5) and <jbp= 44.46 MPa 
(represented by Ty in the bottom of Figure 3.2.5).
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Figure 3.2.5: Boundary tractions and displacements of Figure 3.2.4.
The value of crbr = 130.67 MPa is applied in the central hole of Figure 3.2.5 according
to the details shown in Figure 3.2.6. The direction of the applied stresses in the hole 
border is according to Figure 3.2.3. Figure 3.2.6 shows details of the hole border 
loading. The hole model is discretized by 10 boundary elements and 20 nodes. The load 
(Ty) is applied in the y direction, between 3 and 9 o’clock positions, respectively, points 
1 and 7 (Figure 3.2.6), with interpolated intermediate values between the segments 1-2, 
2-3, 3-4,4-5, 5-6 and 6-7.
The load values applied in segments 1-2, 2-3 and 3-4 are, respectively, equal to the load 
values applied in segments 6-7, 5-6 and 4-5. The minimum load values are assigned in 
positions 1 and 7 (3 and 9 o’clock positions), and they are equal to zero. The maximum 
load value, as calculated in this section, is assigned in position 4, and is equal to a br =
130.67 MPa (crbr .sin 90°). The load in nodes 2 and 6 are given by <Jbr .sin 30°, and the
loads in nodes 3 and 5 are given by crbr .sin 60°. From Figure 3.2.6 it can also be seen 
the displacement constraints (Dx) in the x direction which are used to simulate the 




Figure 3.2.6: Hole boundary tractions and displacements of Figure 3.2.4.
With the boundary elements model established (Figure 3.2.4), a through-the-thickness 
crack with an initial crack size of 1.27 mm will be placed at the hole border 3 o’clock 
position in order to obtain the geometrical correction factors p  (as the initial crack size 
is grown by crack increments of 1.27 mm) and compare these values to the ones from 
Cope [99]. The mesh containing the initial crack ao = 1.27 mm is shown in Figure 3.2.7, 
and the number one in the figure is a reference to crack tip 1. The mesh in Figure 3.2.7 
is increased by 12 boundary elements compared to the one from Figure 3.2.4 due to the 
presence of ao.
The geometrical correction factors p  are given as a function of the mode I stress 
intensity factor Kj divided by K0 = o4n.a  given by,
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Where a  is the nominal gross stress crgross = 68.95 MPa and a is the crack size. The
values of p  calculated with the DTD code are defined as Pdtd while the ones from
Cope [99] are defined as p ref . The comparison of both p dtd and Prcf is presented in
Table 3.2.2. The DBE mesh from Figure 3.2.7, but for a detail of the hole with a crack 
size a — 6.35 mm, is presented in Figure 3.2.8.
Figure 3.2.7: Cracked DBE model mesh for the upper row of Figure 3.2.1. 
Table 3.2.2: Geometric correction factors comparison.
a (mm) P d td P re f . Difference (%)
1.27 1.962 1.966 -0.20
2.54 1.444 1.431 +0.98
3.81 1.226 1.215 +0.91
5.08 1.116 1.107 +0.90




Figure 3.2.8: Detail of the DBE mesh for the pin-loaded hole with a crack of 6.35 mm.
As it can be seen from Table 3.2.2 , the differences between the values of Pdtd and p ref
vary from - 0.20 % to + 0.98 %, so within ± 1.0 %. The comparison demonstrates the 
effectiveness of the idealized DBE cracked strap lap joint model from Figure 3.2.7, 
based on load transfer between two fastener rows (upper row and the middle row) for a 
single lap joint sheet, when compared to the same lap joint model based on the FE 
analysis from Cope [99].
3.3. Riveted Lap Joint Model
In order to simulate MSD behaviour in riveted lap joints, a wide DBE lap joint model is 
idealized in this section and the values obtained for the Stress Intensity Factor (SIF) 
with the DTD code [87] are compared to the ones obtained from the literature [99].
The lap joint geometry selected to be modelled is the one presented in Figure 3.3.1 and 
it has been analysed by Cope [99] by means of FE modelling. The lap joint is subjected 
to a remote tensile stress of So = 68.95 MPa and is constructed of two W = 609.6 mm 
wide 2024-T3 aluminium panels (t = 1.6 mm) fastened together with steel rivets (<j> = 
4.76 mm). The pitch distance (p), row spacing (s) and edge distance (e) are 25.4 mm. A 
203.2 mm slot connected the nine centre fasteners in the upper row, and a lead crack is 
introduced at each of the outer two fasteners of the slot. MSD cracks are introduced at 
adjacent fastener holes to the lead crack tips.
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Lead crack sizes: MSD crack sizes:
2.54 mm, 3.81 mm 1.27 mm, 2.54 mm,
and 5.08 mm 3.81 mm and 5.08 mm
W—Symetry line
H—101.6 mm—H a b
W/2
V s 0
Figure 3.3.1: Riveted lap joint subjected to MSD.
The lap joint idealized with the DTD code is illustrated in Figure 3.3.2 and, as in section
3.2, only the upper row of holes from Figure 3.3.1 is modelled. The model consists of 
one rectangular sheet of aluminium 2024-T3, 609.6 mm long and 304.8 mm wide, 
discretized by 94 boundary elements and 188 nodes, with a lead crack and two MSD 
cracks represented by the numbers 3, 2 and 1, respectively; with a central row of seven 
pin-loaded holes (representing the upper row of holes of the lap joint illustrated in 
Figure 3.3.1), left constraint (Dx) in the x direction to simulate symmetry and a lateral 
constraint (Dy) in the y direction where no displacements are expected. The hole 
diameter, pitch distance, edge distance and sheet thickness are the same as illustrated in 
Figure 3.3.1. The concept of load transfer (as in Figure 3.2.3) is used and the values of 
stresses applied in the model are the remote tensile stress So = 68.95 MPa in the top of 
Figure 3.3.2 and the bypass stress crbp = 54.07 MPa in the bottom of Figure 3.3.2; both
of them represented by the Ty traction vectors. The value of crbp is obtained considering
that the holes traversed by the lead crack do not react to the remote stress So (Figure 
3.3.1) and these loads are redistributed as bypass loads.
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Figure 3.3.2: DBE model for the lap joint from Figure 3.3.1.
The model shown in Figure 3.3.2 is then run by the DTD code, and the results of the 
SIF values for the lead crack ‘a’ (Figure 3.3.1) Kia-dtd (from this work) and Kia-ref. (from 
Reference [99]) are presented in Table 3.3.1. It can be seen that the differences (E) 
between both models ranged from -  2.22 % to -  1.19 %, with a mean difference of 
-  1.84 %. The SIF values for the MSD crack ‘b’ (Figure 3.3.1) Kib-dtd (from this work) 
and Kib-ref. (from Reference [99]) are presented in Table 3.3.2. From Table 3.3.2, the 
differences (E) between both models ranged from -  3.29 % to +1.08 %, with a mean 
difference of -  1.34 %.
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( M Pa4m )
E
(%)
2.54E-03 - 43.54 44.27 -1.64
2.54E-03 1.27E-03 43.64 44.46 -1.85
2.54E-03 2.54E-03 44.08 44.81 -1.62
3.81E-03 - 43.86 44.74 -1.98
3.81E-03 1.27E-03 43.95 44.93 -2.18
3.81E-03 2.54E-03 44.46 45.37 -2.02
3.81E-03 3.81E-03 45.31 45.98 -1.44
5.08E-03 - 44.33 45.12 -1.75
5.08E-03 1.27E-03 44.46 45.34 -1.95
5.08E-03 2.54E-03 45.18 45.85 -1.45
5.08E-03 3.81E-03 45.53 46.54 -2.17
5.08E-03 5.08E-03 46.54 47.49 -2.00











2.54E-03 1.27E-03 15.78 15.65 +0.85
2.54E-03 2.54E-03 18.73 19.15 -2.18
3.81E-03 1.27E-03 16.19 16.15 +0.22
3.81E-03 2.54E-03 19.25 19.72 -2.39
3.81E-03 3.81E-03 22.23 22.65 -1.86
5.08E-03 1.27E-03 16.89 16.71 +1.08
5.08E-03 2.54E-03 20.15 20.50 -1.73
5.08E-03 3.81E-03 22.85 23.62 -3.29
5.08E-03 5.08E-03 25.97 26.70 -2.75
The results comparison shown in Tables 3.3.1 and 3.3.2 demonstrate a good level of 
agreement for the whole range of lead and MSD crack sizes, despite the differences 
inherent to both models (see Reference [99]). The simple DBE lap joint model 
subjected to MSD (Figure 3.3.2) shows its effectiveness when it comes to analysing a 
complex lap joint configuration such as the one illustrated in Figure 3.3.1; and therefore 
this type of model will be used in the next chapters of this work for calculation of SIF 
values for a range of crack configurations in lap joints.
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3.4. Summary
In section 3.1 of this chapter, an overview of how boundary element based computer 
codes work and the advantages of using the BEM over the FEM as a numerical 
technique for crack propagation was presented. The DTD code formulation was outlined 
and special attention was given to the crack growth calculation procedure.
In sections 3.2 and 3.3, respectively, a riveted cracked strap lap joint and a riveted lap 
joint subjected to MSD have been modelled and the geometrical correction factors and 
stress intensity factors compared to equivalent FE models from the literature. The 
results indicated that the geometrical correction factors difference are within ± 1.0% 
for the case of the riveted cracked strap lap joint model; and that the stress intensity 
factors for the whole range of lead cracks and MSD cracks are within -  3.29 % to + 
1.08 % for the case of the riveted lap joint model. The results comparison demonstrate 
the effectiveness of both BE models derived in this chapter; and therefore these type of 
models will be used in the next chapters of this work for calculation of geometrical 




4. A METHODOLOGY FOR ASSESSING MULTIPLE SITE DAMAGE IN 
MECHANICALLY ATTACHED LAP-SPLICE JOINTS
Details of the MSD assessment model proposed in this chapter are presented in the next 
sections. The modelling procedures are separated into different stages: fatigue crack 
initiation, deterministic crack propagation, probabilistic crack propagation and failure.
4.1. Fatigue Crack Initiation
Considering a typical riveted lap-splice joint configuration, such as the one from Figure
4.1.1, cracks are expected to start nucleation at the critical rows (external rows) which 







p =  20.0 mm 
0  =  4.0 mm 
e =  20.0 mm 
t =  1.6 mm
Figure 4.1.1: Riveted lap-splice joint configuration.
In the present model, fatigue crack initiation is defined as the number of cycles ‘ N 0 9
necessary to develop a through-the-thickness crack up to an initial macro crack size ‘ao’. 
To simulate MSD behaviour in lap joints, only a single row of pin-loaded holes
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representative of the external row of holes is taken into account (Figure 4.1.1). In the 
case of the lap joint from Figure 4.1.1, for example, a row of nine pin-loaded holes 
would serve as basis to the MSD assessment model proposed in this section. For each 
pin-loaded hole, two fatigue critical locations (FCLs) are defined at the 3 and 9 o’clock 
positions of the hole border. Considering one row of nine holes, eighteen FCLs are 
present.
To represent the probabilistic character of the fatigue crack initiation life ‘ N 0 ’, a 
lognormal distribution of lives to achieve the initial crack size of ‘ao’ is employed. For 
each FCL, the normal distribution ‘ \og(N0) ’ is defined by the mean S-N fatigue life
V  [log]’, the standard deviation 4 cr [log]’ associated with ‘/ / ’ and a random value 
chosen from the standard normal distribution 4 a ’ (zero mean and standard deviation 
equal to one) given by the following expression [31],
\og(N0) = ju + a.cr 4.1.1
Where: N 0 is the initial fatigue life to grow a crack of ao size for each FCL;
// is the mean fatigue life in log-scale;
<j  is the standard deviation (log-scale) associated with f i ;
a  is a Gaussian distribution [ N(0,1) ].
Considering the equality that follows
l o g , „ W = ^ ^  4.1.2
eioV '  lnlO
From equations 4.1.1 and 4.1.2, the value of N0 can be calculated as
N 0 = exp[lnlO(// + or.cr)] 4.1.3
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In the case of Figure 4.1.1, for example, eighteen random values from the standard 
normal distribution ‘ a  ’ are selected to attribute each FCL a different fatigue life given 
by expression 4.1.3. The FCL which develops the first crack is the one with the lowest 
fatigue life. The second crack to enter the model is given by the second lowest fatigue 
life given by equation 4.1.3 and so on.
The Monte Carlo simulation technique used to generate Gaussian random numbers, 
which form a standard normal distribution ‘ a \  is presented in Press [21] as the Box- 
Muller transformation. The Box-Muller transformation produces a Gaussian distribution 
with zero mean and standard deviation of one from pairs of numbers taken from an 
uniform random distribution in the interval [-1, 1]. This transformation has been 
incorporated in the gauss3.exe FORTRAN code [101] and an output plot from three 
thousand Gaussian random numbers is compared to the theoretical standard normal 
distribution in Figure 4.1.2.
Gaussian distribution from gaus3.exe code
0.4











1 0 1 2 3 44 ■3 ■2
X
Figure 4.1.2: Gaussian distribution generated by gaus3.exe code.
It has to be noted that making a - 0 in expression 4.1.1 will let logA0 be equal t o / / ,
which represents the mean fatigue value given by the 50 % S-N curve. Figure 4.1.3 
schematically presents a 50 % S-N curve and one possible Random Fatigue Life (RFL) 
outcome from Monte Carlo simulation.
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Stress
RFL = logN = P +cc.cr
a .o
£— 50 % S-N curve
logNRFL / /
Figure 4.1.3: Schematic of a possible outcome for a random fatigue life.
When the Randomized Fatigue Life (RFL) is established for each FCL in a row of pin- 
loaded holes, one initial damage scenario is generated and the next stage of the MSD 
assessment model starts: the crack propagation stage. This process is repeated as many 
times as necessary to create a variety of different initial damage scenarios.
4.2. Deterministic Fatigue Crack Propagation
After an initial damage scenario is generated by Monte Carlo simulation as described in 
section 4.1, deterministic crack propagation for through-the-thickness cracks is 
performed for each scenario generated by employing the DTD code [87]. The 
formulation of the DTD code, which has been described by Salgado and Aliabadi [90, 
94, 95], has been presented in chapter 3 for stress intensity factor calculation and for 
crack growth procedure.
The present crack propagation analysis is based on the established two-dimensional 
DBE model for a row of pin-loaded holes containing through-the-thickness cracks, as 
presented in section 3.3.
The main limits, simplifications and assumptions of this work with respect to crack 
propagation for riveted lap-joints are the ones from the DTD code [87] formulation, as 
presented in chapter 3, added to the following,
59
• Single-row pin-loaded holes two-dimensional model for crack propagation (as 
proposed in chapter 3 -  section 3.3);
• Only through-the-thickness cracks (macro crack size range) are considered as 
initial crack size at any FCL;
• Constant amplitude loading and R > 0 (pressurized fuselage structures);
• Crack link-up according to Swift criterion; and
• Continuing damage assumption.
Regarding the assumptions stated previously, the origin of the stress field in a fuselage 
lap joint is related to the ground-air-ground (GAG) fuselage pressurization cycles, the 
inertia loads (due to fuselage weight) and the aerodynamic loads (specifically the ones 
created by the horizontal stabilizer). Fuselage pressurization is the primary fatigue load 
on a fuselage lap-splice, it gives rise to a combination of hoop tension (membrane 
stress), longitudinal tension and out of plane bending [102]. The hoop tension and out of 
plane bending are predominant in fatigue life determination; while after the initial 
fatigue cracks in the macro size range are formed the main parameter governing the 
crack growth is the membrane stress in the skin and the rivet reaction force [77]. For 
multiple crack growth, and due to the dominant membrane stress, a local two- 
dimensional model containing pin-loaded holes has been reported adequate for multiple 
crack propagation of fuselage joints [77, 102]; and the MSD model proposed in section
3.3 is used here for crack propagation.
As cracks grow towards other cracks, the Swift criterion [103] (or ligament yield 
criterion) is employed in this work for crack link-up. This criterion has been compared 
to other five different crack link-up criteria and demonstrated to be the most accurate for 
panels with MSD [104]. According to Swift [103], link-up of a lead crack and a MSD 
crack would occur when the intact ligament stress between them reaches the yield 
strength of the material (plane stress condition -  thin sheets), i.e, when the two plastic 
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Figure 4.2.1: Schematic of Swift link-up criterion for a lead and a MSD cracks.
The same intuitive link-up criterion, as proposed by Swift, has been investigated 
experimentally and via FE analysis but for the case of a crack approaching an 
undamaged hole, as schematically illustrated in Figure 4.2.2, demonstrating good 
agreement [31].
Figure 4.2.2: Schematic of link-up criterion for a lead crack and an undamaged hole.
The ligament yield criterion adopted in this work for link-up calculation is usually 
represented by the link-up stress expression [105] as follows,
Where crLU is the link-up stress necessary to link-up the lead crack ( alead length) and 
the MSD crack ( amsd length) when the crack tips are separated by the ligament length 
L . <j ys is the yield strength of the material, p lead is the geometrical correction factor for 
the lead crack and flmsd is the geometrical correction factor for the MSD crack.
Lend crack
Hole 1 Hole 2
4.2.1
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The riveted joint from Figure 3.3.1 has been analysed and the results obtained for stress 
intensity factors for the lead crack and the MSD crack, respectively, presented in Tables
3.3.1 and 3.3.2 (chapter 3). Using the SIF values from Tables 3.3.1 and 3.3.2, the 
definitions of a lead, amsd and the experimental values obtained for <jlu  from Cope [99]
for the lap joint geometry from Figure 3.3.1; the comparison of the link-up stresses 






















Tests link-up stress (MPa)
140
Figure 4.2.3: Link-up stress prediction from this work.
From Figure 4.2.3, the differences between the calculated values and the test ones for 
<j lu are in a range of -  9.7 % to + 7.4 %, with a mean difference value of 1 %.
Comparing the difference range for <j lu from Figure 4.2.3 with other published work 
from the literature [104-106] which applies the Swift criterion, as well as other link-up 
criteria, it can be realized that <rLU predictions within ± 10 % are considered good 
correlation to experimental work.
After link-up takes place, as illustrated in Figures 4.2.1 and 4.2.2, continuing damage 
assumption [76] is employed in this work as illustrated in Figure 4.2.4.
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Crack growing towards a hole crack growing toward another crack




( I ) - Crack growth ( II ) - Link-up ( L I )  - Continuing damage 
Figure 4.2.4: Continuing damage assumption illustration.
The continuing damage, as described by Gallagher [76] (recommended by the USAF), 
is intended to provide an orderly and progressive path for a crack that may cause 
structural failure, i.e, a crack size acd = 0.127 mm (0.005 in) is assumed to start from the 
opposite hole border to where link-up took place, as illustrated in Figure 4.2.4. In his 
work, Gallagher refers to a 0.127 mm comer crack size. In this work, the continuing 
damage is performed by a through-the-thickness crack size acd = 0.127 mm.
The MSD probabilistic models reported in chapter 2 use a damage accumulation 
technique, opposed to continuing damage assumption from this model, to re-initiate 
crack growth after crack link-up has taken place, as sketched in Figure 4.2.5.
From Figure 4.2.5, it can be seen that a lead crack 4aiead’ starts to grow in (1) and it 
links-up in (2). Before or after link-up takes place, some possible situations for re­
initiation of fatigue crack growth are illustrated in, respectively, (3) and (4). In models 
that use a damage accumulation technique, as aiead grows (by adding pre-defined crack 
increment sizes 4 A a ’) the stress level a point ‘a’ changes at each different A a value 
added; and consequently the initial fatigue life allocated for point ‘a’ has to be updated. 
In order to update the initial fatigue life at point 4a’, Miner rule for damage
accumulation calculation [107] is widely employed. If (2) is achieved, then (4) can 
occur where ‘a f  and ^ 3’ enter the crack propagation model via Miner rule as well.
(1) a
or /
b o — o a,2
(2 ) b O ~  O  ^  (4) or
a•3
Figure 4.2.5: Sketch of a damage accumulation technique for crack growth re-initiation.
In the case of multiple crack growth analysis via probabilistic MSD assessment models, 
the use of a damage accumulation technique, as illustrated in Figure 4.2.5, increases
Therefore, the use of a damage accumulation technique for re-initiation of fatigue 
cracks can only justify itself in case it can be automatically taken into account by a step- 
routine incorporated into computer codes employed for crack growth analysis. In case a 
step-routine for continuing damage calculation cannot be incorporated, continuing 
damage assumption is a simplifying alternative.
4.3. Probabilistic Fatigue Crack Propagation
Possibly the first work to demonstrate the probabilistic nature of crack growth was 
presented by Virkler [51] by means of sixty eight replicate constant amplitude crack 
propagation tests conducted on 2024-T3 aluminium alloy (Figure 4.3.1). Virkler 
verified that fatigue crack propagation process presents a scatter, and so does the crack 
growth rate (Figure 4.3.2).
considerably the analysis burden if the analyst has to stop at each crack increment size 
to consider changes in stress levels at undamaged FCLs such as points ‘a’, ‘b’ and ‘c \
From the results presented in Figure 4.3.1, Virkler observed that if a ‘test started out 
slow it tended to remain slow for most of the test’. From Figure 4.3.1, it can also be 
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Figure 4.3.1: Trajectories of the stochastic crack growth from Virkler [51].
In order to represent the probabilistic nature of fatigue crack growth in this work, the 
Xing [108] formulation will be used to couple Monte Carlo simulation to the 
deterministic numerical technique for crack propagation presented in section 4.2. 
Considering the modified Paris equation (3.1.3), reproduced here as follows,
4.3.1
Taking the logarithm on both sides of equation 4.3.1 it follows,
4.3.2
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Figure 4.3.2: Crack propagation rate dispersion from Virkler [51].
To represent the stochastic nature of crack propagation, a normally distributed variable 
Z ~ N(0,crz2) is added to the logarithm of the fatigue crack growth equation 4.3.2,
l o g ^  = logC + »log(A«:e#)+Z 4.3.3
Considering the properties of the standard normal distribution [ V(0,1)], the probability 
that a measurement will fall in a range Z <Zp is given by P(Z <Zp) = p , and Zp can 
be written as,
Z n = a„crp p * 4.3.4
When the probability 4 p  ’ is given, a p can be obtained from the standard normal 
distribution. For example, whenp  =50%, a p = 0, leading Zp = 0 in equation 4.3.4, and
equation 4.3.3 becomes equation 4.3.2 which becomes equation 4.3.1 which is the 
deterministic average fatigue crack growth rate. The probabilistic crack growth rate,
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represented by equation 4.3.3, can be simplified if the value of ‘n’ is assumed as a mean
assumed as a lognormal distribution. The assumption of considering ‘n’ constant and 
varying ‘C’ as a lognormal distribution is enough to adequately describe the crack 
propagation rate and its statistical feature [17, 60]; and it has been widely employed by 
the MSD models presented in chapter 2, when probabilistic crack growth is considered. 
Therefore, equations 4.3.3 and 4.3.4 can be re-arranged as,
Where logC^ = logC + a  pa z is now a random variable normally distributed with mean
logC and variance cr]. Considering the equality from equation 4.1.2, equation 4.3.5 
can be re-written as,
At the original work from Xing [108], equation 4.3.6 is derived from equation 4.3.1 as 
presented in this section, but taking the natural logarithm both sides from equation 4.3.1 
which leads equation 4.3.6 to be written as,
crz is given in log-scale and in the latter it is given in natural-log-scale. As values of crz 
are more commonly found in the literature in log-scale, in this work equation 4.3.6 is 
adopted for probabilistic crack growth analysis.
constant value and the probabilistic character of crack growth is attributed to ‘C’,
4.3.5
=  [C  ex p (ln  10 . a p ,<j7 )](A/Ct # )" =  C ( A K ejrY 4.3.6
~  =  [ C e x p ( a p . * ! m K , j//)" = C ( & K tl/y 4.3.7
The difference between equations 4.3.6 and 4.3.7 is because in the former the value of
For a given value of a p, the number of cycles Nf  to grow a crack from an initial crack 
size ‘ao’ up to a crack size laf is obtained from direct integration of equation 4.3.6,
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i ar
Nf = 7 ^ \
da
c l i ^ Y
4.3.8
Based on Virkler findings described in the beginning of this section, it is assumed in 
this work that each initial damage scenario generated by Monte Carlo simulation 
(section 4.1) has a unique a p value in equation 4.3.6, i.e., in practice each damage
scenario is assigned a random 4 C ’ value so that deterministic crack propagation can be 
performed as described in section 4.2.
t—i—r
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Figure 4.3.3: Various crack propagation rate curves for constant ‘n’ and variable ‘C \
The effect of considering ‘n’ constant and ‘C’ varying as a lognormal distribution is 
illustrated in Figure 4.3.3; where it can be seen that parallel crack growth rate curves are 
created to describe the scatter from Figure 4.3.2.
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4.4. Failure Criterion
To check for residual strength during the crack growth period, the fracture toughness 
criterion is employed in this work for each crack existing in a cracked lap joint scenario.
The fracture toughness criterion states that the residual strength of a structural element 
will be lost when, for example, mode I stress intensity factor 4 K, ’ equals or surpass the 
material fracture toughness value Kc (plane stress conditions in the case of this work 
since thin sheets are considered),
K j > K c 4.4.1
Figure 4.4.1 illustrates an example of residual strength monitoring using the DTD code 
[87] for the lap joint configuration illustrated in Figure 4.1.1 where five cracks are 
present; represented by tips 1, 2, 3, 4 and 5.
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Figure 4.4.1: Residual strength monitoring with the DTD code [87].
The y-axis is plotted as Kc / K j . The horizontal line y = 1 represents = Kc value 
for the lap joint analysed. The x-axis shows the number of cycles for crack propagation. 
It can be seen that as cracks grow, the corresponding KI values for each crack tip
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increases, causing crack tips 1, 2, 3, 4 and 5 curves to decrease values until one of these 
curves crosses y = 1, leading to failure due to the fracture toughness criterion.
4.5. Summary
In this chapter, a probabilistic MSD assessment model was proposed where both fatigue 
crack initiation and fatigue crack propagation were considered as random variables. The 
MSD assessment model developed was presented in three separate parts: fatigue crack 
initiation, deterministic crack growth and probabilistic crack growth up to failure. 
Continuing damage assumption was incorporated into the proposed MSD assessment 
model as a simplifying alternative to a damage accumulation technique present in MSD 
models reported in the literature (chapter 2). Fatigue crack initiation was calculated 
based on a lognormal distribution of lives, given by Monte Carlo simulation, to achieve 
a through-the-thickness crack size (macro crack range). Previous MSD simulations 
using dual boundary element models have used deterministic crack growth for open 
hole geometries in their analysis [39]. In this work, MSD analysis is performed in a row 
of pin-loaded holes and the probabilistic nature of crack propagation is considered. 
Crack propagation was based on the dual boundary element model presented in chapter 
3 for lap joints subjected to MSD. Firstly, deterministic crack propagation is performed 
to each damage scenario generated from the crack initiation stage of the model. As 
cracks grow, the Swift criterion [103] is used to define link-up and the continuing 
damage assumption [76] is incorporated after link-up. Secondly, based on observations 
of the experimental work from Virkler [51], the probabilistic nature of crack 
propagation was incorporated into the model using a formulation proposed by Xing 
[108]. To check for the residual strength of a cracked lap joint, the fracture toughness 
criterion is employed as presented in section 4.4.
In the chapters to come, the proposed MSD assessment model is verified by comparison 
to another MSD model (to check for the continuing damage assumption) considering 
the same lap joint geometrical configuration and loading conditions; to experimental 




5. EXPERIMENTAL WORK PROCEDURES
In this chapter the procedures for the experimental work performed are described. The 
objective of the experimental work was to determine fatigue life mean and scatter 
(standard deviation) values for typical riveted lap joint samples manufactured with 
different rivet squeeze force levels; and use these values to address, by means of Monte 
Carlo simulation, its implications to MSD behaviour, which has not been addressed yet 
(chapter 2).
As presented in chapter 2 , recent publications from the literature have already 
highlighted the importance of high squeeze force on the improvement of mean time to 
initiation of fatigue cracks, but no concern to changes in scatter and its implication to 
MSD behaviour has been reported. Workers have been focusing the comparison of the 
mean time to crack initiation considering different squeeze force values applied to 
various material types, geometrical configurations and loading conditions for riveted 
joints; and the quantity of fatigue tests performed has frequently ranged from 2 to 5 for 
each joint configuration analysed.
In order to a test sample distribution demonstrate a good approximation to a normal one, 
the execution of at least twenty one tests is recommended [109]. In the next sections a 
strap lap joint test specimen, manufactured with three different squeeze force values, is 
presented. The testing procedures for twenty one fatigue tests, performed for each test 
specimen configuration, are described.
5.1. Specimen Description and Manufacturing Procedures
The lap joint geometrical configuration tested is of a strap containing 3 rows of rivets 
and 1 rivet per row. Countersunk rivets (NAS1097AD5-5 of aluminium 2117) were 
used to attach the sheets mechanically and there was no bonding or sealant between the 
mating sheets, i.e., the assembly was dry. The lap joint sheet material is A12024-T351
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Clad L-T direction and the dimensions of the test specimen are presented in Table 5.1.1 
and Figures 5.1.1 and 5.1.2.
Table 5.1.1: Lap joint test specimen dimensions.
Description Dimension (mm) Reference
Length (1) 250 ±0.050 Figure 5.1.1
Clamping length (c) 40 ±0.050 Figure 5.1.1
Edge distance (e) 10 ±0.025 Figure 5.1.1
Pitch (p) 20 ±0.025 Figure 5.1.1
Width (W) 20 ±0.050 Figure 5.1.1
Thickness (t) 1.6 Figure 5.1.1
Hole diameter (do) Reamed to 4 Figure 5.1.2





Figure 5.1.1: Lap joint test specimen geometry.
Figure 5.1.2: Hole countersink detail from Figure 5.1.1.
From Figure 5.1.1 it can be seen that there are two tabs (A12024-T351 Clad) placed at 
the extremes of the lap joint assembly. The tabs are glued to the base sheets by means of 
araldite 420A resin mixed with araldite 420B hardener in a proportion of, respectively, 
5:2. The resin and hardener mixture is cured at 50 °C during four hours. The purpose of 
the tabs is to keep the load applied to the centre line of the lap joint assembly.
In order to rivet the samples sketched in Figure 5.1.1, a controlled compressive force 
riveting process was performed by using a hydraulic testing machine INSTRON 8500 
(50 KN capacity), as illustrated in Figure 5.1.3. Each rivet was squeezed separately 
using a compressive load rate of 10 KN per minute up to the specified value.
Figure 5.1.3: Riveting controlled compressive force.
73
The amount of compressive squeeze force load 4Fsq’ and measured displacement4 Ah — 
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Figure 5.1.4: Rivet formed head.
Table 5.1.2: Rivet squeeze force and correspondent d/do ratio.
F s q ( K N ) A hx  10"3 m d x 10‘3 m d/do ratio
0 — 4.00 1.00
2 0.16 4.00 1.00
4 0.57 4.11 1.03
6 1.13 4.33 1.08
8 1.71 4.81 1.20
10 2.16 5.19 1.30
12 2.49 5.49 1.37
14 2.70 5.73 1.43
16 2.96 6.07 1.52
18 3.13 6.29 1.57
20 3.28 6.51 1.63
21 3.32 6.57 1.64
22 3.45 6.71 1.68
23 3.49 6.73 1.68
24 3.52 6.83 1.71
25 3.58 6.91 1.73
Figure 5.1.5 (a), (b) and (c) illustrates the case of different rivet formed head ratios 




Figure 5.1.5: Different rivet formed heads due to 10, 16 and 24 KN squeeze forces.
5.2. Testing Procedures
The testing procedures consist of fatigue testing to failure the strap lap joint illustrated 
in Figure 5.1.1 under two different stress levels (100 and 120 MPa), with constant 
amplitude loading (R = S min/Smax = 0.1) and 20 Hz frequency; according to the test 
matrix presented in Table 5.2.1. As it can be seen from Table 5.2.1, three different rivet 
squeeze force values ‘Fsq’ were considered: 10, 16 and 24 KN. For each testing 
configuration 21 samples were tested.













2 16 1.52 21




5 16 1.52 21
6 24 1.71 21
* Values from Table 5.1.2
The criterion for choosing the squeeze force values from Table 5.2.1 was based on 
findings from previous workers, such as Muller [79] and Chiarelli [53], where 10, 16 
and 24 KN are considered, respectively, low, mean and high squeeze force values. The 
mean squeeze force values are typical manufacturing procedure adopted in the 
aeronautical industry for riveted fuselage panels; and they form rivet heads [Figure 5.1.5 
(b)] around a ‘d /d o ’ ratio equal to 1.5 (Table 5.1.2).
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The fatigue tests, presented in Table 5.2.1, were conducted by a hydraulic testing 
machine INSTRON DARTEC M9500 series (10 KN capacity), and the samples (Figure
5.1.1) were placed in the testing machine as illustrated in Figure 5.2.1. Figure 5.2.1 (a) 
shows an overview of the testing machine (left) and its control panel (right). Figure
5.2.1 (b) shows the sample itself gripped in the testing machine.
(a) (b)
Figure 5.2.1: Testing rig.
The tensile loads ‘Pi’ applied, considering the stress levels presented in Table 5 .2 .1 ,  and 
R = 0.1 are obtained as follows:
Pi = S i .  A 5.2.1
Where: ‘Pi’ is the tensile load;
‘Si’ is the tensile stress; and
‘A’ is the cross section area ‘W.t’ (Figure 5.1.1).
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The values obtained for Pj are presented in Table 5.2.2 as P max and Pmin, and they 
represent, respectively, the maximum and the minimum load values corresponding to 
each maximum stress value and R = 0.1.
Table 5.2.2: Testing loads according to Table 5.2.1.
Maximum stress 









The experimental work data, derived from the test matrix presented in Table 5.2.1, 
regards the number of fatigue cycles to fail the specimens from Figure 5.1.1. In the 
following chapter, this data will be reduced to fatigue crack initiation data for a pre­
defined crack size value. Afterwards, the mean time to crack initiation and the 
corresponding scatter values are derived, for each testing configuration from Table
5.2.1, to serve as input variables to the MSD assessment model, presented in chapter 4, 
so that MSD behaviour can be addressed due to changes in rivet squeeze force.
5.3. Summary
In this chapter, the experimental work objective, the test specimen configuration, 
manufacturing details and testing procedures were presented. It has been highlighted the 
need for establishing the effect that changes in rivet squeeze force may cause to MSD 
behaviour, via Monte Carlo simulation, which has not been addressed yet.
The results from the experimental work procedures described in this chapter are 





As presented in chapter 5, the testing procedures consist of fatigue testing to failure the 
strap lap joint illustrated in Figure 5.1.1 according to the test matrix presented in Table
5.2.1, which is repeated here as Table 6.1.1. Three different rivet squeeze force values 
‘Fsq’ were considered: 10, 16 and 24 KN which represents a low, a medium and a high 
squeeze force values.










1 10 1.30 21
2 100 0.1 16 1.52 21
3 24 1.71 21
4 10 1.30 21
5 120 0.1 16 1.52 21
6 24 1.71 21
* Values fromr"able 5.1.2
The fatigue life to failure as a function of maximum stress level (100 and 120 MPa) for 
each test specimen from Table 6.1.1 is plotted in Figure 6.1.1. The notation ‘ F Sq ’ in the 
legend denotes squeeze force. For the case of the testing configuration number 3 (Table
6 .1.1), the fatigue tests were interrupted at 2 ,200,000  cycles due to the high number of 
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Figure 6.1.1: Fatigue life to failure for each test specimen from Table 6.1.1.
Considering that n observations N l,N 2,...9Nn form a sample distribution randomly 
selected from a normal distribution of mean // and standard deviation cr, the sample 
distribution mean x and the standard deviation s are the estimates of, respectively, jj. 






When n  and a  are the mean and the standard deviation of log (N) , and N  is the 
number of cycles to failure, the best estimates of ju and cr are, respectively, given by 
substituting Nt by log(Nt) in equations 6.1.1 and 6.1.2 [20].
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The parameters ju and cr are enough by themselves to define the normal distribution, 
but sometimes the coefficient of variation v is also employed. Any two of the three 
parameters ju, cr and v can be used to define the normal distribution, and the 
expression for the coefficient of variation is given by [109],
v = -  6.1.3
In this work, the estimated coefficient of variation is given by,
x
The values for x , s and v’ for each testing configuration from Table 6.1.1 are 
presented in Table 6.1.2. The x and s values are given in both cycles and log (cycles), 
according to equations 6.1.1 and 6.1.2. The v' value is given by equation 6.1.4 for the
values of x and s in log (cycles). The values presented in Table 6.1.2 are also 
illustrated from Figures 6.1.2 to 6.1.7.
From Figure 6.1.2 it can be seen the effect of rivet squeeze force on the mean time to 
failure (cycles) for the 6 testing configurations from Table 6.1.1. For both stress levels
(100 and 120 MPa) the increase of squeeze force increases x , with the greater stress 
range producing the smallest lives. In the case of 100 MPa stress level, the increase of
x (cycles) for squeeze forces varying from 10 to 16 KN, 16 to 24 KN and 10 to 24 KN 
are, respectively, by factors of 2.4, 2.9 and 6.9. In the case of 120 MPa stress level, the
increase of x (cycles) for squeeze forces varying from 10 to 16 KN, 16 to 24 KN and 
10 to 24 KN are, respectively, by factors of 2.6,1.9 and 5.0.
Figures 6.1.3 and 6.1.4 show the same results as in Figure 6.1.2 but with the associated 
standard deviation value (cycles) for, respectively, 100 and 120 MPa stress levels. For 
both stress levels the increase of squeeze force increases the s values, with the greater
8 0
stress range producing the smallest scatters. In the case of Figure 6.1.3, the increase of 
s for squeeze forces from 10 to 16 KN, 16 to 24 KN and 10 to 24 KN are, respectively, 
by factors of 2.3, 3.4 and 7.7. In the case of Figure 6.1.4, the increase of s for squeeze 
forces varying from 10 to 16 KN, 16 to 24 KN and 10 to 24 KN are, respectively, by 
factors of 2.4, 2.7 and 6.7.













1 10 238,079 57,849 5.3650 0.1029 0.0192
2 16 573,893 133,096 5.7478 0.1005 0.0175
3 24 1,652,713 447,697 6.2014 0.1274 0.0205
4 10 92,377 11,822 4.9622 0.0555 0.0112
5 16 244,396 28,805 5.3853 0.0508 0.0094
6 24 461,954 78,856 5.6588 0.0718 0.0127
Notation:
Fsq: Rivet squeeze force;
x : Estimated mean fatigue life; 
s : Estimated standard deviation; and 
v ': Estimated coefficient of variation.
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Figure 6.1.2: Effect of rivet squeeze force on the mean cycles to failure.
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Figure 6.1.3: Rivet squeeze force effect on mean cycles to failure and corresponding
standard deviation at 100 MPa.
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Figure 6.1.4: Rivet squeeze force effect on mean cycles to failure and corresponding
standard deviation at 120 MPa.
From Figures 6.1.2 to 6.1.4, the high squeeze force value (24 KN) produced the biggest 
fatigue lives to failure and the biggest standard deviation values.
Figure 6.1.5 shows the same results as in Figure 6.1.1 but with fatigue life to failure in 
log (cycles) with the corresponding standard deviation value for each rivet squeeze
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force and at both 100 MPa and 120 MPa stress levels. From Figure 6.1.5, as observed 
from Figures 6.1.2 to 6.1.4, for the same stress level the high squeeze force value (24 
KN) produced the biggest fatigue lives to failure and the biggest standard deviation 
values. It can also be seen that an increase in the stress level leads to a reduction of the 
standard deviation values for similar fatigue lives, no matter the squeeze force value 
adopted.
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Figure 6.1.5: Fatigue life to failure for each test specimen from Table 6.1.1.
Another parameter that can be used to define a log-normal distribution is the coefficient 
of variation v', as in equation 6.1.4. The data from Table 6.1.2 for the values of v' as a 
function of rivet squeeze force and number of log (cycles) to failure are presented in 
Figures 6.1.6 and 6.1.7.
Figure 6.1.6 shows that at the stress of 120 MPa, v' values are between 0.0094 and 
0.0127. At the smaller stress of 100 MPa, v' values are between 0.0175 and 0.0205. The 
largest values of v? are associated with the highest squeeze forces and smallest stresses. 
At each stress value, the highest squeeze force always has the greatest v' and the 
intermediate squeeze force the smallest v '.
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Figure 6.1.6: Coefficient of variation as a function of squeeze force.
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Figure 6.1.7: Coefficient of variation as a function of log (cycles) to failure.
It needs to be established whether squeeze force influences v' at similar values of life to 
failure. Figure 6.1.7 shows a plot of v' derived from mean values of lives in log (cycles) 
for tests at 100 and 120 MPa. It can be seen from Figure 6.1.7 that, at lives between 5.3 
and 5.7 log (cycles), specimens at 100 MPa have greater values of v’ than those at 120 
MPa, irrespective of the squeeze force.
From Figures 6.1.6 and 6.1.7 it can be seen that largest values of v' are associated with 
smallest stresses, long lives and large squeeze forces; and the smallest values of v' are 
associated with the highest stresses and intermediate lives and squeeze forces.
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Regarding the fracture surface of the test specimens from the testing matrix presented in 
Table 6.1.1, Figure 6.1.8 shows a typical crack detected from a 16 KN squeeze force 
test specimen at approximately the 9 o’clock position of the hole border. The crack 
length is of 1.0 mm detected by visual inspection.
I B
Figure 6.1.8: Visual inspection crack detection.
Figures 6.1.9 and 6.1.10 show, respectively, typical lateral and front view from fracture 
surfaces of 10 KN squeeze force test specimens at 100 MPa maximum stress level 
(Table 6.1.1). Figures 6.1.11 and 6.1.12 show the same information but for 16 KN 
squeeze force test specimens and Figures 6.1.13 and 6.1.14 for 24 KN squeeze force test 
specimens.
From Figures 6.1.9, 6.1.11 and 6.1.13 some shaded surfaces can be clearly observed 
which increase in area as the squeeze force increases. These shaded surfaces are 
possibly fretting regions created by friction between both sheets, during constant 
amplitude fatigue testing, due to the clamping forces originated from the riveting 
process. Figures 6.1.10, 6.1.12 and 6.1.14 show crack fronts which resemble an 
elliptical shape in all cases.
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Figure 6.1.10: Front fracture surface from testing configuration 1 (Table 6.1.1)
8 6
Figure 6.1.11: Lateral fracture surface from testing configuration 2 (Table 6.1.1)
BBBiiiBBll
Figure 6.1.12: Front fracture surface from testing configuration 2 (Table 6.1.1)
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Figure 6.1.13: Lateral fracture surface from testing configuration 3 (Table 6.1.1)
• '
Figure 6.1.14: Front fracture surface from testing configuration 3 (Table 6.1.1)
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Figure 6.1.15 shows a sketch of a segment of hole border and a fretting region (as in 
Figures 6.1.9, 6.1.11 and 6.1.13) where ‘p’ is the approximate mean point for fatigue 
crack initiation measured with the help of an optical microscope, ‘D’, ‘h’ and ‘r’ are 
distances measured from the centre ‘O’ of the hole and 6 is the angle formed by ‘r’ and 
‘D’ with centre in ‘O’. AA’ is a centre line that crosses the 3 and 9 o’clock positions and 
the middle of the hole ‘O’. Table 6.1.3 presents the mean values of ‘D’, ‘h’, ‘r’ and 6 






Figure 6.1.15: Mean fatigue crack initiation site coordinates.
Table 6.1.3: Mean crack initiation sites for configurations 1, 2 and 3 (Table 6.1.1).











10 1.8 0.9 2.0 26.6
16 1.6 1.6 2.3 45.0
24 1.4 2.0 2.4 55.0
As it can be observed from Table 6.1.3, the coordinate ‘r’ is a vector that changes its 
value (given by changes in ‘D’ and ‘h’) and direction (given by changes in 6).  For the 
10 KN squeeze force the values of ‘r’ and 6 are the smallest ones and for the 24 KN 
squeeze force the biggest ones. In the case of the 10 KN squeeze force the value of ‘r’ is 
practically the same as the hole radius (2.0 mm), indicating that in average cracks 
nucleate at the hole border or extremely close to it. As the squeeze force increases to 16 
KN and to 24 KN, the mean values of ‘r’ and 6 increase indicating that cracks tend to 
nucleate further away from the hole border.
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In general, the fracture surface pictures review that as the squeeze force increases the 
mean crack nucleation sites move further away from the centre of the hole 40 ’ and from 
the centre line AA’ (Figure 6.1.15).
6.2. Methodology Application
6.2.1. Comparison to Experimental Work from the Literature
Regarding the MSD methodology proposed in chapter 4, the MSD assessment model is 
employed to analyse the lap joint configuration presented in Fig. 4.1.1, reproduced here 
as Figure 6.2.1.1, and the results compared to experimental work from the literature for 
validation of the approach. Appendix A presents the rough cracking chronology for 6 
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Figure 6.2.1.1: Riveted lap-splice joint configuration.
The geometry selected (Figure 6.2.1.1) is of a typical fuselage lap joint section. The 
material is A12024-T3 Clad T-L and the material properties employed are crUTS = 448
MPa, crYS = 331 MPa and Klc= 32 MPa m112. Material constants for deterministic crack 
growth C and n values (equation 3.1.3) are C = 6.09E-11 and n = 2.6, obtained from 
Salgado [87]; and <j z [log] = 0.043 has been assumed, following Proppe [40], for
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probabilistic crack growth (equation 4.3.6). The lap joint configuration is subjected to a 
cyclic tensile stress of 100 MPa and R = 0.1. It has to be highlighted that the value of 
Klc from the DTD code (32 MPa m1/2) for A12024-T3 is set automatically for plane
strain condition showing that the author of the code [87] chose a conservative approach 
when calculating critical crack size values via the fracture toughness failure criterion
For the geometrical configuration from Figure 6.2.1.1, the S-N fatigue curve is given by 
reference [31] and the number of cycles ‘N’ is obtained as a function of the theoretical 
local elastic stress ‘S’ (from FE analysis [31]) existing at both 3 and 9 o’clock positions 
of each hole for the external rows of the lap joint from Figure 6.2.1.1. The value of the 
local elastic stresses ‘S’ for each FCL (18 FCLs corresponding to 9 holes) calculated by 
the DTD code [87] is presented in Figure 6.2.1.2; and these values are within ± 5 % 
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Figure 6.2.1.2: Calculated local elastic stresses at 3 and 9 o’clock positions for an 
external row from Figure 6.2.1.1 -  elastic analysis.
From Figure 6.2.1.2, it can be seen that the FCLs ‘1 and 2’ (corresponding to, 
respectively, the 9 and 3 o’clock positions for row column no. 1 at the external rows -  
Figure 6.2.1.1) and ‘17 and 18’ (corresponding to, respectively, the 9 and 3 o’clock 
positions for row column no. 9 at the external rows -  Figure 6.2.1.1) are the highest 
stressed locations. This fact is due to FCLs 1,2, 17 and 18 are located at the pin-loaded 
holes by the free edges of the lap joint (holes 1 and 9 - Figure 6.2.1.1). While for the 
inner holes (from 2 to 8 -  Figure 6.2.1.1) there is a pair of adjacent pin-loaded holes to
FCL's Loading
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
FCL position
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re-distribute the far field load applied, for the case of holes 1 and 9 (Figure 6.2.1.1) 
there is only one adjacent hole each case plus a free edge distance equal to one pitch (‘e’ 
from Figure 6.2.1.1) causing holes 1 and 9 (Figure 6.2.1.1) to be overloaded compared 
to the other ones.
From the experimental results presented in appendix A [31], the first and the last holes 
(corresponding to, respectively, FCLs ‘1 and 2’ and ‘17 and 18’ -  Figure 6.2.1.2) were 
riveted with 60// m interference to avoid crack nucleation at these sites [31]; although it 
did not happen to all test specimens (Figures Al, A4 and A5 -  appendix A), and, 
therefore, in this work cracks were allowed to nucleate at the first and last holes 
(corresponding to, respectively, FCLs ‘1 and 2’ and ‘17 and 18’ -  Figure 6.2.1.2) to 
simulate what was observed from appendix A. The values of the local stresses at FCLs 
‘1 and 2’ and ‘17 and 18’ (9 and 3 o’clock positions for, respectively, row columns no. 
1 and no. 9 at the external rows -  Figure 6.2.1.1) were arbitrarily assumed as in Figure
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Figure 6.2.1.3: Assumed local elastic stresses at 3 and 9 o’clock positions for an
external row from Figure 6.2.1.1.
The values of the mean fatigue life ‘ // ’ for crack nucleation and the corresponding 
standard deviation ‘ or ’ for the lap joint geometry presented in Figure 6.2.1.1 are given 
by [31],
/ /= loglO5
/  \ - 6.2 
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Where S  is the local elastic stress value for each FCL assumed as in Figure 6.2.1.3. It 
has to be noted that equation 6 .2 .1.2 has no physical meaning since it is not 
dimensionally balanced. The initial crack size ‘ao’ for the S-N curve defined by 
equations 6.2.1.1 and 6.2.1.2 is equal to 1.0 mm. The initial crack size ‘ao’ was obtained 
by normalizing the rough experimental data (as presented in Appendix A) to achieve a 
fatigue life corresponding to a crack length of 1.0 mm. The normalized test data, used 
for comparison purposes in this section, is reproduced in Table 6.2.1.1 and it comes 
from Santgerma [31]; where TTCI is the time to crack initiation, TCP is the time for 
crack propagation and Nf is the number of cycles to failure (TTCI + TCP) for the 6 test 
specimens.
Table 6.2.1.1: Experimental fatigue test data from Santgerma [31].
Specimen no.
TTCI (cycles) 
ao = 1.0 mm
TCP (cycles) Nf = TTCI + TCP (cycles)
1 280,900 85,200 366,100
2 281,950 85,111 367,061
3 201,700 36,200 237,900
4 201,950 68,150 270,100
5 200,000 85,368 285,368
6 97,000 45,827 142,827
Mean 210,583 67,642 278,226
Figures 6.2.1.4 and 6.2.1.5 present plots for, respectively, equations 6.2.1.1 and 6.2.1.2. 
As is can be seen from these figures, both the mean TTCI ( / / )  and the corresponding 
standard deviation ( cr) vary as the local elastic stress S assumes different values. For 
the case of local elastic stresses presented in Figure 6.2.1.3, the values of // and cr 
range from, respectively, 5.51 to 5.68 log (cycles) and 0.20 to 0.21 log (cycles).
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The DBEM lap joint model which has been idealized to analyze the lap joint 
configuration from Figure 6.2.1.1 is presented in Appendix B.
Mean time to crack initiation x local stress
700 







Figure 6.2.1.4: Plot of equation 6.2.1.1.
Standard deviation x local stress
oliogivq
Figure 6.2.1.5: Plot of equation 6.2.1.2.
Figure 6.2.1.6 sketches the MSD development for one damage scenario. From Figure 
6.2.1.6, the whole MSD simulation sequence can be seen, i.e., crack nucleation, crack 
growth, link-up, continuing damage and failure. In this scenario, the 1st crack nucleated 
with 129,609 cycles at the right side of hole no. 8 , and the 2nd crack nucleated with 
137,197 cycles at the right side of hole no. 5. The number of cycles to crack initiation 
(section 4.1), crack propagation (section 4.2) and failure (section 4.4) always refer to the 
first crack nucleated (the lead crack) in each damage scenario.
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Figure 6.2.1.7 presents an excel worksheet idealized for random fatigue crack initiation 
calculation, which in this case refers to the scenario sketched in Figure 6.2.1.6; where 
See # is the scenario number, FCL is the fatigue critical location (18 FCLs 
corresponding to 9 holes), S is the local elastic stress for each FCL from Figure 6.2.1.3, 
MeanTTCI is the mean time to crack initiation (log-scale) for each FCL given by 
equation 6.2.1.1, Stdeva is the standard deviation value (log-scale) given by equation
6.2.1.2, Ran # is a random number assigned to each FCL obtained from Hudson [101], 
TTCI is the random time to crack initiation (log-scale) assigned to each FCL given by 
equation 4.1.1 and TCI is the random time to crack initiation (cycles) assigned to each 
FCL given by equation 4.1.3.
From column H of Figure 6.2.1.7 it can be seen the attributed random initial fatigue 
lives assigned to each FCL for scenario 94. The smallest fatigue life for crack initiation 
is the one from cell HI 8, which corresponds to FCL 16 (right side of hole no. 8 -  Figure
6.2.1.6) where the lead crack enters the model to start crack propagation. The lead crack 
is then inserted in the DBEM model (Appendix B) and it is propagated by the DTD 
code [87] to create a file of crack size versus number of cycles for crack propagation.
The second crack to enter the model is the one from cell H12 (right side of hole no. 5 -  
Figure 6.2.1.6) because it has the second smallest initial fatigue life (Figure 6.2.1.7). 
The difference between the first and the second smallest fatigue lives is 7,288 cycles 
(137,197 -  129,909 cycles). From the crack size versus number of cycles file for 
propagation of the lead crack generated by the DTD code [87], when 7,288 cycles is 
reached the lead crack has an approximate length of 2.3 mm (Figure 6.2.1.6). At this 
stage of the model, the second crack is inserted in the DBEM model (as sketched in 
Figure 6.2.1.6) where the lead crack length is set to be 2.3 mm. Both cracks are then 
propagated simultaneously by the DTD code [87] (Figure 6.2.1.8 illustrates an example 
of crack propagation starting at the second continuing damage stage from Figure
6.2.1.6), and from Figure 6.2.1.6 it can be seen that the total time for crack propagation 
is 52,201 cycles (182,110 -  129,909 cycles), when failure occurs at 182,110 cycles 
(fracture toughness criterion). From Figure 6.2.1.7, it can be seen that the third smallest 
initial fatigue life assigned to an FCL is the one from cell HI6 (182,407 cycles); but as
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failure occurred at 182,110 cycles (Figure 6.2.1.6) a third crack is not placed into the 
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Figure 6.2.1.6: Example of MSD simulation sequence for one damage scenario.
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A B i C D E F G H I
1
2 See # " t c l  ■ r S MeanTfCI Stdeva Ran# iTTCI (log) TCI (cycles)
3 94 1 i 386.3 15.682915 0.211082 0.348414 ! 5.756459 562336]
4 r— 386.3 5.682915 0.211082 0.899543 j 5.872792 734849.71
SSI 3 f 411.4 5.508374 0.199533 0.984861 ! 5.704886 499437.3)
6 4 1 410.7 5.513091 0.199827 0.994882 j 5.711895 507554.3)
7 5 391.2 5.647941 0.208654 0.350136 | 5.720998 5182923)
51736221 ' [8 6 1 390.5 5.652909 0.208995 0.322082 | 5.720223
9 7 i 386.5 5.681478 0.210981 -1.81339 j 5.298888 196308.3]
10 8 f 386.3 5.682915 0.211082 5.504503 ^315009.51
T !i 9 1 386.7 5.680043 0.21088 -1.45307 I 5.37362 233124.21
12 10 1 386.7 5.680043 0.21088 -2.54611 j 5.14312 137197.4)
13 11 I 386.3 [5^682915 0.211082 0.268246 I 5.739537 540870I
14 i 12 I 386.5 [5.681478 0.210981 0.763388 j 5.842539 685455.4)
15 13 | 390.5 5.652909 0.208995 -1.18529 I 5.40519 250681.1 i
16 I 391.2 5.647941 0.208654 -1.82592 | 5.266955 182407.11
17 15 1 410.7 15.513091 0.199827 10 015401 | 5.516168 323575.4 (
18 16 I 411.4 j 5.508374 0.199533 -1.94949 I 5.119386 129908.8)
19 i 17 I 386.3 5.682915 0.211082 -0.65585 | 5.544476 345343.8)
212780.5120 I 18 1 386.3 15.682915 0.211082 -1.65336 I 5.33392
Figure 6.2.1.7: Example of a worksheet for random fatigue crack initiation calculation.
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Figure 6.2.1.8: Example of simultaneous crack propagation performed with the DTD 
code [87] for the damage scenario from Figure 6.2.1.6.
The procedure described previously for the MSD simulation of scenario 94 is repeated 
for each damage scenario, as many times as necessary, by employing an excel 
worksheet for random fatigue life crack initiation and the DTD code [87] for 
deterministic crack propagation up to failure.
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The result of 400 Monte Carlo simulations (400 damage scenarios), represented by 
black dots, is presented in Figure 6.2.1.9 together with the 6 experimental test points 
from Table 6.2.1.1. In Figure 6.2.1.9, each black dot is one damage scenario where the 
x-axis presents the TTCI and the y-axis the TCP for the lead crack.
From Figure 6.2.1.9 it can be seen that lives to failure are dominated by crack initiation, 
with mean initiation life equal to 176,455 cycles and the mean propagation life equal to 
54,286 cycles, i.e., the initiation phase represents 76.5 % of the mean failure process 
(TTCI + TCP = 176,455 + 54,286 cycles = 230,741 cycles). Total initiation life varies 
from 55,758 to 352,684 cycles, whereas propagation lives are between 24,206 to 88,382 
cycles. From Table 6.2.1.1 it can be seen that the spread of the six experimental test 
points are enclosed by the range of 400 Monte Carlo simulations presented in Figure
6.2.1.9 at both initiation and propagation axis. The mean initiation and propagation lives 
of the simulations are, respectively, 16.2 % and 19.7 % smaller than the one from the 
experimental data; leading, consequently, to the mean failure life of the simulations 
(230,741 cycles) being 17.1 % smaller than the 6 experimental test points (278,226 
cycles).
Figures 6.2.1.10 and 6.2.1.11 show the convergence behaviour of, respectively, the 
mean life to failure and the associated standard deviation values as a function of the 
number of Monte Carlo simulations related to the results from Figure 6.2.1.9. As it can 
be seen from Figure 6.2.1.10, the minimum number of Monte Carlo simulations 
necessary to stabilize the mean number of cycles to failure is around 280; while from 
Figure 6.2.1.11 the same value for the associated standard deviation is 250.
The reason for checking for the minimum necessary number of simulations for life to 
failure and its corresponding standard deviation is that the results from Figure 6.2.1.9 
can also be presented in terms of cumulative distributions of failure (TTCI + TCP). In 
order to plot such distributions, it is necessary to estimate the unbiased mean and 
standard deviation values to failure; and these estimators are obtained when 
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Figure 6.2.1.9: Monte Carlo simulation comparison to experimental data from Table 
6.2.1.1 [31] -  standard deviation for TTCI (log) = 0.21, non-uniform pin-loading and
100 MPa (R = 0.1) cyclic tensile stress.











Figure 6.2.1.10: Convergence of mean number of cycles to failure as a function of
number of Monte Carlo simulations.
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Figure 6.2.1.11: Convergence of mean number of cycles of the standard deviation to 
failure as a function of number of Monte Carlo simulations.
Figure 6.2.1.12 shows the cumulative probability distribution of failure from the results 
presented in Figure 6.2.1.9 together with the theoretical cumulative normal distribution. 
The x-axis shows the number of cycles to failure and the y-axis the corresponding 
cumulative probabilities from 0 to 1 (0 to 100%). The theoretical distribution is plotted 
by using an excel function called NORMDIST with the same mean and corresponding 
standard deviation values for failure from Monte Carlo simulations (converged values 
from Figures 6.2.1.10 and 6.2.1.11). From Figure 6.2.1.12, the 0.5 cumulative 
probability of failure corresponds to 230,741 cycles which represents the mean failure 
behaviour given by the Monte Carlo simulation results from Figure 6.2.1.9. With the 
mean number of cycles to failure established, the ISP and the SMP are calculated as, 
respectively, 76,914 cycles and 115,371 cycles; considering, respectively, factors 3 and 
2 as recommended in reference [3].
From the results shown in Figure 6.2.1.9, two interesting outcomes to be investigated 
are the ones related to the crack nucleation positioning generated by the Monte Carlo 
simulations and also the number of cracks present in each single scenario. Figure 
6.2.1.13 presents the percentage of lead crack nucleation sites for the external row of 
holes from Figure 6.2.1.9. As it can be seen hole positions 2 and 8 (Figure 6.2.1.1) 
present a clear tendency for crack nucleation compared to the other positions; and this 
fact should be expected considering the pin-loading from Figure 6.2.1.3.
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Figure 6.2.1.13: Percentage of lead crack nucleation sites for the external row of holes
from Figure 6.2.1.9.
Figure 6.2.1.14 shows the percentage of scenarios which developed 1, 2, 3, 4 and 5 
cracks related to the 400 simulations from Figure 6.2.1.9. It can be seen that damage 
scenarios which developed only one crack represent a bit more than 40 % of the cases 
and the maximum number of cracks developed were 5, which represents less than 0.5 % 
of the simulations.
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Figure 6.2.1.14: Percentage of scenarios as a function of number of nucleated cracks
from Figure 6.2.1.9.
6.3. Parametric Study
In this section, the MSD assessment model presented in chapter 4 is employed to 
perform a parametric study to investigate variables influencing MSD assessment. These 
variables are the standard deviation for fatigue crack initiation (section 6 .3 .1), hole pin- 
loading (section 6.3.2), nominal stress level (section 6.3.3) and high rivet squeeze force 
(section 6.3.4). 400 simulations were performed for all Monte Carlo data presented in 
the next sections; and the minimum number of simulations for convergence of lives to 
failure, checked as in Figures 6.2.1.10 and 6.2.1.11, ranged from 260 to 280.
6.3.1. Effect of Change in Standard Deviation on MSD Assessment
In order to evaluate the effect of change in scatter (standard deviation) on the MSD 
assessment results presented in Figure 6.2.1.9, the scatter value for fatigue crack 
initiation (column E from Figure 6.2.1.7) is the only one variable that is changed from 
the model, everything else is kept the same for all damage scenarios.
Figure 6.3.1.1 presents the same results as in Figure 6.2.1.9 but the standard deviation 
value (log) input is set as 0.09 for crack initiation of all damage scenarios.
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As observed in Figure 6.2.1.9, from Figure 6.3.1.1 it can be seen that lives to failure are 
dominated by crack initiation, with mean initiation life equal to 257,773 cycles and the 
mean propagation life equal to 51,974 cycles, i.e., the initiation phase represents 83.2 % 
of the mean failure process (TTCI + TCP = 257,773 + 51,974 cycles = 309,747 cycles). 
Total initiation life varies from 144,960 to 370,530 cycles, whereas propagation lives 
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Figure 6.3.1.1: Monte Carlo simulations -  standard deviation for TTCI (log) = 0.09, 
non-uniform pin-loading and 100 MPa (R = 0.1) cyclic tensile stress.
Comparing the results from Figure 6.3.1.1 to the ones from Figure 6.2.1.9, it can be 
seen that the mean initiation life has increased by 46.1 %, while the mean time for crack 
propagation life has decreased by 4.3 %; leading to the mean failure process to increase 
by 34.2 %.
As in Figure 6.2.1.12, Figure 6.3.1.2 shows the cumulative probability distribution of 
failure from the results presented in Figure 6.3.1.1 together with the theoretical 
cumulative normal distribution. The x-axis shows the number of cycles to failure and
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the y-axis the corresponding cumulative probabilities from 0 to 1 (0 to 100%). From 
Figure 6.3.1.2, the 0.5 cumulative probability of failure corresponds to 309,747 cycles 
which represents the mean failure behaviour given by the Monte Carlo simulation 
results from Figure 6.3.1.1. With the mean number of cycles to failure established, the 
ISP and the SMP are calculated as, respectively, 103,249 cycles and 154,874 cycles; 
considering, respectively, factors 3 and 2 as recommended in reference [3].
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Figure 6.3.1.2: Cumulative probability distribution of failure from Figure 6.3.1.1.
Comparing the ISP and SMP values from Figure 6.3.1.1 to the ones from Figure 6.2.1.9, 
it can be seen that the ISP and the SMP have increased by 34.2 %, due to an increase in 
the mean failure process by 34.2 %.
Figure 6.3.1.3 shows the percentage of lead crack nucleation positioning for the 
simulations from Figure 6.3.1.1. From Figure 6.3.1.3 it can be seen that there is a clear 
tendency for cracks to nucleate at hole positions 2 and 8 (Figure 6.2.1.1); while the 
percentage of crack nucleation at hole positions 1, 3, 4, 5, 6 , 7 and 9 (Figure 6.2.1.1) are 
quite similar; as in Figure 6.2.1.13.
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Comparing the tendency for crack nucleation at positions 2 and 8 from Figure 6.3.1.3 to 
the one from Figure 6.2.1.13, it can be seen that lead crack nucleation at positions 2 and 
8 (Figure 6.2.1.1) has been increased, while the lead crack nucleation at positions 1, 3, 
4, 5, 6 , 7 and 9 (Figure 6.2.1.1) has been diminished demonstrating that a decrease in 
scatter for fatigue crack initiation tends to concentrate crack nucleation sites at the high 
stressed locations (Figure 6.2.1.3).
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Figure 6.3.1.3: Percentage of lead crack nucleation sites for the external row of holes
from Figure 6.3.1.1.
Figure 6.3.1.4 shows the percentage of scenarios which developed 1, 2, 3, 4, 5 and 6 
cracks related to the 400 simulations from Figure 6.3.1.1. It can be seen that damage 
scenarios which developed only one crack represent a bit less than 30 % of the cases 
and the maximum number of cracks developed were 6 , which represents less than 0.5 % 
of the simulations.
Comparing the results from Figure 6.3.1.4 to the ones from Figure 6.2.1.14, it can be 
seen that the number of scenarios that initiated a single crack as decreased from 40.4 % 
(Figure 6.2.1.14) to 29.5 % (Figure 6.3.1.4) for the simulations. The decrease in the 
number of mono-crack scenarios from Figure 6.3.1.4 reflects an increase in the 
percentage of scenarios that developed more than one crack, without exception, when 
compared to figure 6.2.1.14. From Figure 6.3.1.4 it can also be noted that scenarios 
containing 6 cracks have entered the model, increasing the number of MSD-like 
scenarios, while from Figure 6.2.1.14 the maximum number of cracks developed by one 
possible damage scenario was 5.
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Figure 6.3.1.4: Percentage of scenarios as a function of number of nucleated cracks
from Figure 6.3.1.1.
6.3.2. Effect of Change in Pin-Loading on MSD Assessment
To simulate MSD behaviour of a lap joint in a frame-bay, MSD assessment models 
consist of a row of 8 to 10 uniformly pin-loaded holes. The reason for the small number 
of holes, and the pin-loading distribution, is well summarized by Horst [30] where he 
notes that in stiffened lap joints a nearly quadratic stress distribution is found within one 
frame-bay and the maximum of this distribution is located in the centre of the bay 
(Figure 6.3.2.1). Therefore, MSD models usually present 8 to 10 holes uniformly loaded 
in such a manner that the fatigue life can be very similar compared to the one, for 
example, in the centre of the bay from Figure 6.3.2.1.
As it can be seen from Figures 6.2.1.4 and 6.2.1.5, the mean time for fatigue crack 
initiation and the corresponding standard deviation values are a function of the local 
elastic stress values adopted for each FCL (Figure 6.2.1.3), i.e., as far as there is a non- 
uniform pin-loading distribution, different initial fatigue life properties are assigned to 
each FCL. From the MSD assessment models presented in chapter 2, this approach was 
employed by Santgerma [31]; while other MSD models employ equal pin-loading 
(uniform pin-loading) in a row of pin-loaded holes.
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Figure 6.3.2.1: Stress distribution in 12-inch panel [2].
In this section, MSD assessment for the lap joint from Figure 6.2.1.1 is performed using 
a row of uniformly pin-loaded holes (as in Figure 6.3.2.2, where the FCL loading is a 
mean value from Figure 6.2.1.3) to establish the difference between the non-uniform 
pin-loading distribution employed in section 6 .2.1 and the uniform pin-loading 
distribution on MSD assessment.
In order to compare the differences that a uniform pin-loading distribution produces in 
the whole MSD assessment, the results from Figure 6.2.1.9 are repeated here but with 
the pin-loading from Figure 632.2, instead of the one from Figure 6.2.1.3, for fatigue 
crack initiation of all damage scenarios. According to equations 6.2.1.1 and 6.2.1.2, the 
new values for ju and cr are, respectively, equal to 5.6071 and 0.2059; and the results 
of the simulations are presented in Figure 6.3.2.3.
As observed in Figure 6.2.1.9, from Figure 6.3.2.3 it can be seen that lives to failure are 
dominated by crack initiation, with mean initiation life equal to 178,662 cycles and the 
mean propagation life equal to 54,208 cycles, i.e., the initiation phase represents 76.7 %
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of the mean failure process (TTCI + TCP = 178,662 + 54,208 cycles = 232,870 cycles). 
Total initiation life varies from 69,691 to 320,566 cycles, whereas propagation lives are 
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Figure 6.3.2.2: Mean local stresses at 3 and 9 o’clock positions for an external row from 
Figure 6.2.1.3 -  uniform pin-loading distribution.
Comparing the results from Figure 6.3.2.3 to the ones from Figure 6.2.1.9, it can be 
seen that the mean initiation life has increased by 1.3 %, while the mean time for crack 
propagation life has decreased by 0.1 %; leading to the mean failure process to increase 
by 0.9 %.
As in Figure 6.2.1.12, Figure 6.3.2.4 shows the cumulative probability distribution of 
failure from the results presented in Figure 6.3.2.3 together with the theoretical 
cumulative normal distribution. The x-axis shows the number of cycles to failure and 
the y-axis the corresponding cumulative probabilities from 0 to 1 (0 to 100%). From 
Figure 6.3.2.4, the 0.5 cumulative probability of failure corresponds to 232,870 cycles 
which represents the mean failure behaviour given by the Monte Carlo simulation 
results from Figure 6.3.2.3. With the mean number of cycles to failure established, the 
ISP and the SMP are calculated as, respectively, 77,623 cycles and 116,435 cycles; 
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Figure 6.3.2.3: Monte Carlo simulations - standard deviation for TTCI (log) = 0.21, 
uniform pin-loading and 100 MPa (R = 0.1) cyclic tensile stress.
Comparing the ISP and SMP values from Figure 6.3.2.3 to the ones from Figure 6.2.1.9, 
it can be seen that the ISP and the SMP have increased by 0.9 %, due to an increase in 
the mean failure process by 0.9 %.
Figure 6.3.2.5 shows the percentage of lead crack nucleation positioning for the 
simulations from Figure 6.3.2.3. From Figure 6.3.2.5 it can be seen that there is no 
specific tendency for cracks to nucleate at any hole positions (Figure 6.2.1.1).
Comparing the crack nucleation pattern from Figure 6.3.2.5 to the one from Figure 
6.2.1.13, it can be seen that the uniform pin-loading distribution (Figure 6.3.2.2) has 
given the lead crack a fairly smooth crack nucleation site distribution, which does not 
occur in the case of Figure 6.2.1.13.
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Figure 6.3.2.4: Cumulative probability distribution of failure from Figure 6.3.2.3.
Figure 6.3.2.6 shows the percentage of scenarios which developed 1, 2, 3, 4, 5 and 6 
cracks related to the simulations from Figure 6.3.2.3. It can be seen that damage 
scenarios which developed only one crack represent 34 % of the cases and the 
maximum number of cracks developed were 6 , which represents less than 0.5 % of the 
simulations.
Comparing the results from Figure 6.3.2.6 to the ones from Figure 6.2.1.14, it can be 
seen that the number of scenarios that initiated a single crack as decreased from 40.4 % 
(Figure 6.2.1.14) to 34 % (Figure 6.3.2.6). The decrease in the number of mono-crack 
scenarios from Figure 6.3.2.6 reflects an increase in the percentage of scenarios that 
developed more than one crack, without exception, when compared to figure 6.2.1.14; 
and scenarios that developed 6 cracks have entered the model.
Considering the case of Figure 6.3.1.1 (standard deviation for TTCI of 0.09 and non- 
uniform pin-loading), the same results are presented in Figure 6.3.2.7 but for uniform 
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Figure 6.3.2.5: Percentage of lead crack nucleation sites for the external row of holes
from Figure 6.3.2.3.
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Figure 6.3.2.6: Percentage of scenarios as a function of number of nucleated cracks
from Figure 6.3.2.3.
As observed in Figure 6.3.1.1, from Figure 6.3.2.7 it can be seen that lives to failure are 
dominated by crack initiation, with mean initiation life equal to 275,935 cycles and the 
mean propagation life equal to 52,182 cycles, i.e., the initiation phase represents 84.1 % 
of the mean failure process (TTCI + TCP = 275,935 + 52,182 cycles = 328,117 cycles). 
Total initiation life varies from 181,921 to 361,507 cycles, whereas propagation lives 
are between 22,011 to 84,759 cycles.
Comparing the results from Figure 6.3.2.7 to the ones from Figure 6.3.1.1, it can be 
seen that the mean initiation life has increased by 7.0 %, while the mean time for crack
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Figure 6.3.2.7: Monte Carlo simulations - standard deviation for TTCI (log) = 0.09, 
uniform pin-loading and 100 MPa (R = 0.1) cyclic tensile stress.
As in Figure 6.3.1.2, Figure 6.3.2.8 shows the cumulative probability distribution of 
failure from the simulations in Figure 6.3.2.7 together with the theoretical cumulative 
normal distribution. The x-axis shows the number of cycles to failure and the y-axis the 
corresponding cumulative probabilities from 0 to 1 (0 to 100%). From Figure 6.3.2.8, 
the 0.5 cumulative probability of failure corresponds to 328,117 cycles which represents 
the mean failure behaviour given by Figure 6.3.2.7. With the mean number of cycles to 
failure established, the ISP and the SMP are calculated as, respectively, 109,372 cycles 
and 164,059 cycles; considering, respectively, factors 3 and 2 as recommended in 
reference [3].
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Monte Carlo Simulation - TTCI standard deviation (log) = 0.09, uniform load
Normal distribution
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Figure 6.3.2.8: Cumulative probability distribution of failure from Figure 6.3.2.7.
Comparing the ISP and SMP values from Figure 6.3.2.7 to the ones from Figure 6.3.1.1, 
it can be seen that the ISP and the SMP have increased by 5.9 %, due to an increase in 
the mean failure process by 5.9 %.
Figure 6.3.2.9 shows the percentage of lead crack nucleation positioning for the 
simulations from Figure 6.3.2.7. From Figure 6.3.2.9 it can be seen that there is no 
specific tendency for cracks to nucleate at any hole positions (Figure 6.2.1.1).
Comparing the crack nucleation pattern from Figure 6.3.2.9 to the one from Figure
6.3.1.3, it can be seen that the uniform pin-loading distribution (Figure 6.3.2.2) has 
given the lead crack a fairly smooth crack nucleation site distribution, which does not 
occur in the case of Figure 6.3.1.3.
Figure 6.3.2.10 shows the percentage of scenarios which developed 1, 2, 3, 4, 5, 6 and 7 
cracks related to the simulations from Figure 6.3.2.7. It can be seen that damage 
scenarios which developed only one crack represent 19.3 % of the cases and the 











Figure 6.3.2.9: Percentage of lead crack nucleation sites for the external row of holes
from Figure 6.3.2.7.
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Figure 6.3.2.10: Percentage of scenarios as a function of number of nucleated cracks
from Figure 6.3.2.7
Comparing the results from Figure 6.3.2.10 to the ones from Figure 6.3.1.4, it can be 
seen that the number of scenarios that initiated a single crack as decreased from 29.5 % 
(Figure 6.3.1.4) to 19.3 % (Figure 6.3.2.10) for the Monte Carlo simulations. The 
decrease in the number of mono-crack scenarios from Figure 6.3.2.10 reflects an 
increase in the percentage of scenarios that developed 4, 5 and 6 cracks, when compared 
to figure 6.3.1.4. It can also be noted that scenarios that developed 7 cracks have entered 
the model.
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6.3.3. Effect of Change in Stress Level on MSD Assessment
In the present section, a change in the remote applied stress level from 100 to 120 MPa 
is performed to establish the differences on MSD assessment.
The lap joint configuration analysed is the same from Figure 6.2.1.1 and the pin-loading 
condition considered is the uniform one, as in Figure 6.3.2.2 for the case of 100 MPa, 
but with a mean value of 508.4 MPa for each FCL loading considering 120 MPa. The 
value of 508.4 MPa for the local stresses was calculated by the DTD code [87] via 
elastic analysis, as in sections 6.2.1 and 6.3.2, but for nominal stress level of 120 MPa 
applied to the lap joint configuration from Figure 6.2.1.1.
Figure 6.3.3.1 shows the experimental results from Figure 6.1.5 but normalized to 
achieve a fatigue life corresponding to an initial through-the-thickness crack size of 1.0 
mm. The procedure adopted to normalize the data presented in Figure 6.3.3.1 was 
subtracting the number of cycles to grow an initial crack size of 1.0 mm up to failure 
from the number of cycles to failure from Figure 6.1.5. To perform this procedure; a 
DBE strap lap joint model was built, as idealized in section 3.2, but to represent the test 
specimen configuration from Figure 5.1.1 at both 100 and 120 MPa stress levels.
From equations 6.2.1.1 and 6.2.1.2, and considering a local stress level equal to 508.4 
MPa for each FCL, the values of // and cr are, respectively, equal to 4.9236 and 
0.1697 to initiate a 1.0 mm fatigue crack. From Figure 6.3.3.1, for a crack initiation life 
of 4.9236, at 120 MPa stress level, the corresponding standard deviation value is close 
to 0.05; which is much smaller than 0.1697 obtained from equation 6.2.1.2. As 
presented in sections 6.3.1 and 6.3.2, a reduction in the standard deviation value 
[log(cycles)] produces a decrease in the number of mono-crack scenarios and, therefore, 
for the parametric study presented in this section a standard deviation value of 0.05 is 
adopted to force the development of more MSD-like damage scenarios.
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Figure 6.3.3.1: Fatigue life to achieve an initial crack size of 1.0 mm for each test 
specimen calculated from Figure 6.1.5.
Before presenting the results from the MSD assessment model for 120 MPa nominal 
stress level, a comparison between the results from Figure 6.3.2.3 (// = 5.6071 and <j  = 
0.2059, for uniform pin-loading) and 6.3.3.2 {fi = 5.6071 and <j  = 0.05, for uniform 
pin-loading), both at 100 MPa nominal stress level, is presented.
As observed in Figure 6.3.2.3, from Figure 6.3.3.2 it can be seen that lives to failure are 
dominated by crack initiation, with mean initiation life equal to 324,560 cycles and the 
mean propagation life equal to 47,830 cycles, i.e., the initiation phase represents 87 % 
of the mean failure process (TTCI + TCP = 324,560 + 47,830 cycles = 372,390 cycles). 
Total initiation life varies from 257,877 to 377,658 cycles, whereas propagation lives 
are between 20,564 to 84,746 cycles.
Comparing the results from Figure 6.3.3.2 to the ones from Figure 6.3.2.3, it can be 
seen that the mean initiation life has increased by 81.7 %, while the mean time for crack 
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Figure 6.3.3.2: Monte Carlo simulations from Figure 6.3.2.3 - standard deviation for 
TTCI (log) = 0.05, uniform pin-loading and 100 MPa (R = 0.1) cyclic tensile stress.
As in Figure 6.3.2.4, Figure 6.3.3.3 shows the cumulative probability distribution of 
failure from the results presented in Figure 6.3.3.2 together with the theoretical 
cumulative normal distribution. The x-axis shows the number of cycles to failure and 
the y-axis the corresponding cumulative probabilities from 0 to 1 (0 to 100%). From 
Figure 6.3.3.3, the 0.5 cumulative probability of failure corresponds to 372,390 cycles 
which represents the mean failure life given by the simulations from Figure 6.3.3.2. 
With the mean number of cycles to failure established, the ISP and the SMP are 
calculated as, respectively, 124,130 and 186,195 cycles; considering, respectively, 
factors 3 and 2 as recommended in reference [3]. Comparing the ISP and SMP values 
from Figure 6.3.3.2 to the ones from Figure 6.3.2.3, it can be seen that the ISP and the 
SMP have increased by 59.9 %, due to an increase in the mean failure process by 59.9 
%.
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Figure 6.3.3.3: Cumulative probability distribution of failure from Figure 6.3.3.2.
Figure 6.3.3.4 shows the percentage of scenarios which developed 1, 2, 3, 4, 5, 6, 7 and 
8 cracks related to the simulations from Figure 6.3.3.2. It can be seen that damage 
scenarios which developed only one crack represent 4.3 % of the cases, and the 
maximum number of cracks developed per damage scenario was 8. This case represents 
less than 1.3 % of the simulations.
Comparing the results from Figure 6.3.3.4 to the ones from Figure 6.3.2.6, it can be 
seen that the number of scenarios that initiated a single crack has decreased from 34 % 
(Figure 6.3.2.6) to 4.3 % (Figure 6.3.3.4). The decrease in the number of mono-crack 
scenarios from Figure 6.3.3.4 reflects an increase in the percentage of scenarios that 
developed 3, 4, 5 and 6 cracks, when compared to Figure 6.3.2.6. It can also be noted 
that scenarios that developed 7 and 8 cracks have entered the model.
As in Figure 6.3.3.2 (fi  = 5.6071 and a  = 0.05, for uniform pin-loading), Figure
6.3.3.5 (// = 4.9236 and cr = 0.05, for uniform pin-loading) presents the same results 
but for a remote applied stress level of 120 MPa. Therefore, the difference between the
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results from both figures consist only in a change of the nominal stress applied (or the 
mean time to crack initiation) variable.
Scenarios as a Function of Nucleated Cracks (%) 
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21.5%
Figure 6.3.3.4: Percentage of scenarios as a function of nucleated cracks from Figure
6.3.3.2.
As observed in Figure 6.3.3.2, from Figure 6.3.3.5 it can be seen that lives to failure are 
dominated by crack initiation, with mean initiation life equal to 67,382 cycles and the 
mean propagation life equal to 19,493 cycles, i.e., the initiation phase represents 87 % 
of the mean failure process (TTCI + TCP = 67,382 + 19,493 cycles = 86,875 cycles). 
Total initiation life varies from 53,538 to 78,406 cycles, whereas propagation lives are 
between 11,016 to 32,546 cycles.
Comparing the results from Figure 6.3.3.5 to the ones from Figure 6.3.3.2, it can be 
seen that the mean initiation life has decreased by 79.2 %, while the mean time for crack 
propagation life has decreased by 59.2 %; leading to the mean failure process to 
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Figure 6.3.3.5: Monte Carlo simulations from Figure 6.3.3.2 - standard deviation for 
TTCI (log) = 0.05, uniform pin-loading and 120 MPa (R = 0.1) cyclic tensile stress.














Number of cycles to failure
150000 200000
Figure 6.3.3.6: Cumulative probability distribution of failure from Figure 6.3.3.5.
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As in Figure 6.3.3.3, Figure 6.3.3.6 shows the cumulative probability distribution of 
failure from the results presented in Figure 6.3.3.5 together with the theoretical 
cumulative normal distribution. The x-axis shows the number of cycles to failure and 
the y-axis the corresponding cumulative probabilities from 0 to 1 (0 to 100%). From 
Figure 633.6, the 0.5 cumulative probability of failure corresponds to 86,875 cycles 
which represents the mean failure behaviour given by the simulations from Figure 
6.3.3.5. With the mean number of cycles to failure established, the ISP and the SMP are 
calculated as, respectively, 28,958 cycles and 43,438 cycles; considering, respectively, 
factors 3 and 2 as recommended in reference [3].
Comparing the ISP and SMP values from Figure 6.3.3.5 to the ones from Figure 6.3.3.2, 
it can be seen that the ISP and the SMP have decreased by 76.7 %, due to a decrease in 
the mean failure process by 76.7 %.
Percentage of Scenarios as a Function of 
Number of Nucleated Cracks
Figure 6.3.3.7: Percentage of scenarios as a function of nucleated cracks from Figure
6.3.3.5.
Figure 6.3.3.7 shows the percentage of scenarios which developed from 2 to 14 cracks 
related to the simulations from Figure 6.3.3.5. It can be seen that damage scenarios 
which developed only one crack do not exist anymore and scenarios with the smallest
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number of cracks represent 0.3 % of the cases with 2 cracks. The maximum number of 
cracks developed was 14, which represents 0.5 % of the simulations.
Comparing the results from Figure 6.3.3.7 to the ones from Figure 6.3.3.4, it can be 
seen that the number of scenarios that initiated a single crack as decreased from 4.3 % 
(Figure 6.3.3.4) to 0 % (Figure 6.3.3.7). The absence of mono-crack scenarios from 
Figure 6.3.3.7 reflects an increase in the percentage of scenarios that developed 7 and 8 
cracks, when compared to Figure 6.3.3.4. It can also be noted that scenarios that 
developed 9 to 14 cracks have entered the model, where scenarios with 9 cracks 
represent 20.3 % of the simulations.
6.3.4. Effect of High Rivet Squeeze Force on MSD Assessment
In order to study the effect of high rivet squeeze force on MSD assessment, the case of 
24 KN squeeze force at 100 MPa stress level from Figure 6.3.3.1 is used as input data 
for the MSD assessment model from this work.
For the 100 MPa stress level from Figure 6.3.3.1, it can be seen that the 24 KN squeeze 
force produces the highest mean time for crack initiation (6.1976) and standard 
deviation (0.1286) values compared to the 10 and 16 KN squeeze forces.
Considering the values of ju = 6.1976 and a  = 0.1286 as input variables for the 
uniform pin-loaded MSD assessment model from section 6.3.2, the Monte Carlo 
simulations are presented in Figure 6.3.4.1.
From Figure 6.3.4.1 it can be seen that lives to failure are dominated by crack initiation, 
with mean initiation life equal to 919,481 cycles and the mean propagation life equal to 
57,750 cycles, i.e., the initiation phase represents 94.1 % of the mean failure process 
(TTCI + TCP = 919,481 + 57,750 cycles = 977,231 cycles). Total initiation life varies 
from 505,211 to 1,347,769 cycles, whereas propagation lives are between 35,986 to 
85,247 cycles.
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Figure 6.3.4.2 shows the cumulative probability distribution of failure from the results 
presented in Figure 6.3.4.1 together with the theoretical cumulative normal distribution. 
The x-axis shows the number of cycles to failure and the y-axis the corresponding 
cumulative probabilities from 0 to 1 (0 to 100%). From Figure 6.3.4.2, the 0.5 
cumulative probability of failure corresponds to 977,231 cycles, which represents the 
mean failure life given by Figure 6.3.4.1. With the mean number of cycles to failure 
established, the ISP and the SMP are calculated as, respectively, 325,744 cycles and 
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Figure 6.3.4.1: Monte Carlo simulations for 24 KN squeeze force - standard deviation 
for TTCI (log) = 0.13, uniform pin-loading and 100 MPa (R = 0.1) cyclic tensile stress.
Figure 6.3.4.3 shows the percentage of scenarios which developed 1, 2, 3 and 4 cracks 
related to the simulations from Figure 6.3.4.1. It can be seen that damage scenarios 
which developed only one crack represent 72 % of the cases and the maximum number
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of cracks developed were 4, which represents 0.5 % of the simulations; showing that the 
majority of the damage scenarios generated were mono-crack ones.












500000 1000000 1500000 2000000
Number of cycles to failure
Figure 6.3.4.2: Cumulative probability distribution of failure from Figure 6.3.4.1.
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Figure 6.3.4.3: Percentage of scenarios as a function of nucleated cracks from Figure
6.3.4.I.
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6.4. Summary of the Results from Sections 6.2 and 6.3
In this section, a summary of the results from sections 6.2 (methodology application) 
and 6.3 (parametric study) is presented from Tables 6.4.1 to 6.4.6.
Table 6.4.1 presents the list of figures and corresponding variables which have been 
analysed for MSD assessment. These variables are the standard deviation for fatigue 
crack initiation, hole pin-loading, nominal stress level and high rivet squeeze force. 
Tables 6.4.2 to 6.4.6 present the results themselves.
In Table 6.4.1 the ‘standard deviation’ value for the case of Figure 6.2.1.9 (which varies 
from 0.1995 to 0.2111) is presented as 0.21; for the case of Figure 6.3.2.3 (which is 
0.2059) is presented as 0.21; and for the case of Figure 6.3.4.1 (which is 0.1286) is 
presented as 0.13. The same simplifying notation is valid for Tables 6.4.2 to 6.4.6.
For Tables 6.4.1 to 6.4.6 the meaning of ‘NU’ is for ‘non-uniform pin-loading’; ‘U’ is 
for ‘uniform pin-loading’; ‘ TTCI ’ is for ‘mean time to crack initiation of the lead 
crack’; ‘ TCP’ is for ‘mean time for crack propagation of the lead crack’; ‘ Nf  ’ is for
‘ TTCI+TCP\ and ‘MSD-like scenarios’ is for ‘damage scenarios that nucleated more 
than one crack’.
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0.21 NU 176,455 54,286 230,741 76,914 115,371 59.6
0.09 NU 257,'773 51,974 309,747 103,249 154,874 70.5



















0.21 U 178,662 54,208 232,870 77,623 116,435 66.0
0.09 u 275,935 52,182 328,117 109,372 164,059 80.7
0.05 u 324,560 47,830 372,390 124,130 186,195 95.7



















0.21 NU 176,455 54,286 230,741 76,914 115,371 59.6
0.21 U 178,662 54,208 232,870 77,623 116,435 66.0
0.09 NU 257,773 51,974 309,747 103,249 154,874 70.5
0.09 U 275,935 52,182 328,117 109,372 164,059 80.7
















100 U 324,560 47,830 372,390 124,130 186,195 95.7
120 U 67,382 19,493 86,875 28,958 43,438 100.0



















0.13 U 919,481 57,750 977,231 325,744 488,616 28.0
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6.5. MSD Assessment Comparison to Teardown Inspections from In-Service Data
In this section the MSD assessment model presented in chapter 4 is employed to 
compare its output to teardown data from in-service fuselage lap joints of aging aircraft.
The lap joint geometrical configuration analysed is presented in Figure 6.5.1 and it is 
from a Boeing 727 aircraft [15]. The fuselage skin is of aluminium 2024-T3, the outer 
and inner skins thicknesses are, respectively, 1.6 mm and 1.0 mm; and they are 
connected by 3 rows of NAS1097D6 aluminium rivets of diameter 4.76 mm, row 
spacing of 22.9 mm and pitch distance between rivets of 28.6 mm. The frame spacing is 
of 508 mm and 17 rivet holes are present within one frame bay, excluding the ones from 
the frames. The lap joint configuration is subjected to a nominal hoop stress of 103.4 
MPa at fuselage skin mid-frame bay due to pressurization.
Tear Straps
Stringer
0.063 in. Al 2024-T3 








Figure 6.5.1: Fuselage lap joint configuration for Boeing 727 aircraft [15].
According to Steadman [15], MSD was detected at the inner fuselage skin at the rivet 
lower row (Figure 6.5.1) and cracks nucleated basically at holes from the centre of the 
bay. The DBE model idealized to analyse the inner skin of the lap joint configuration 
from Figure 6.5.1 is presented in Figure 6.5.2.
The DBE model from Figure 6.5.2 consists of one rectangular sheet of aluminium 2024- 
T3; 1000 mm long and 314.4 mm wide; discretized by 182 boundary elements and 364
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nodes; with a central row of 11 pin-loaded holes; lateral constraint (Dx) in the x 
direction to simulate a wider joint, top and bottom constraint (Dx) in the x direction and 
lateral constraint (Dy) in the y direction where no displacements are expected due to 
symmetry; gross stress (Ty) applied in the top of the model and bypass stress (Ty) 
applied in the bottom of the model. The hole diameter, pitch distance between holes and 
sheet thickness are the same as illustrated in Figure 6.5.1 for the inner skin.
jDx
Figure 6.5.2: DBE model for the lap joint inner skin lower row from Figure 6.5.1.
The bypass stress (<Jbp-  66.7 MPa) and the bearing stress (crbr = 220.2 MPa) for the
DBE model from Figure 6.5.2 was obtained considering a gross stress <Jgross = 103.4
MPa applied to a strap lap joint subjected to load equilibrium, as in section 3.2 (Figure 
3.2.2), but with width of 28.6 mm (one pitch distance) and all remaining dimensions as 
from Figure 6.5.1 inner skin. All the 11 holes from Figure 6.5.2 have the same pin-
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loading (uniform pin-loading) and they represent the inner skin lower row of rivet holes 
present in the central part of the fuselage bay from Figure 6.5.1.
Figure 6.5.3 presents S-N fatigue data [100] for cycles to failure of a loose fit/open hole 
strap specimens of aluminium 2024-T3, which is adopted in this section for the fatigue 
crack initiation part of the MSD assessment model. The material and dimensions of the 
strap specimen used to generate the S-N data from Figure 6.5.3 are the same as for the 
inner skin from Figure 6.5.1, but the specimen width is of 31.8 mm.
As it can be seen, Figure 6.5.3 presents the S-N data as a function of the gross stress 
( (Jgross) and the stress ratio crbr / crgross. For the calculated loading conditions used in this
section <Jgross = 103.4 MPa (15 ksi) and crbr Icrgross = 2.13, the fatigue life to failure of
the strap specimen is equal to 42,000 cycles. The value of 42,000 cycles to failure has to 
be normalized to achieve a fatigue life corresponding to an initial crack size to serve as 
input variable for the crack initiation part of the MSD assessment model. In his work 
Steadman [15] presents a cumulative distribution function for fatigue crack initiation 
corresponding to an initial crack size of 1.27 mm (0.05 inches), which is adopted in this 
section.
To normalize the 42,000 cycles to failure to a fatigue life corresponding to an initial 
crack size of 1.27 mm; a DBE strap lap joint model was built, as idealized in section
3.2, but to represent the strap specimen configuration at the top right from Figure 6.5.3. 
The loading condition was a maximum tensile stress of 103.4 MPa and R = 0. The 
number of cycles to propagate an initial crack size of 1.27 mm up to failure from the 
DBE strap model was 6,300 cycles, which subtracted from 42,000 cycles to failure 
gives a mean time to crack initiation of 35,700 cycles or 4.5527 in log (cycles). With the 
mean time to crack initiation defined, the corresponding standard deviation value has to 
be established. As from Figure 6.5.3 no information about scatter is provided, it is 
assumed a standard deviation of 0.15 (log-scale) to be a typical value for fatigue testing 
of aluminium alloy 2024 components under constant amplitude loading [110].
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Figure 6.5.4 presents cumulative probability distributions from the detailed results of 
teardown inspections on 24 fuselage bays calculated by Steadman [15]. The x-axis 
presents life in terms of percent of DSG (Design Service Goal), where 100 % DSG is 
equal to 60,000 flight cycles. The y-axis presents the cumulative probabilities from 0 to 
1 (0 to 100 %). In the legends, ‘Initiation’ is the cumulative distribution for initiation of 
fatigue cracks with a crack length of 1.27 mm; ‘Detectable’ is the cumulative 
distribution to detect a crack length of 5.1 mm with 66 % probability; and ‘Failure’ is 
the cumulative distribution for the link-up of adjacent MSD cracks.
S n  DATA 2 0 2 4 -T 3  CLAD SHEET
OPEN HOLE AND LOOSE F IT  LOADED HOLE
STRESS RATIO R ~ 0
r
LIFE (CVfCLCS)
F a t i c j u c  S n  Date). 2 0 2  4 - T 3 ,  S t r e s s  R a t i o
Figure 6.5.3: S-N fatigue data for inner skin lower rivet hole from Figure 6.5.1 [100].
In this section failure is defined as the first crack link-up, i.e., crack propagation is 
performed considering an initial crack size of 1.27 mm, as defined in previous 
paragraph, up to the link-up of a crack with another crack to compare with the results 
from Figure 6.5.4.
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To check for crack propagation obtained with the DBE model from Figure 6.5.2; Figure
6.5.5 presents fleet crack growth data for Boeing 737 and 727 aircraft [111] together 
with ‘This work’ deterministic crack propagation data. From Figure 6.5.5, Jones [111] 
highlights one crack growth region between the horizontal lines that cross the 4 and 11 
mm crack length axis. It can be seen that, within the region defined, the crack 
propagation time ranges from, approximately, 16,000 to 45,000 flight cycles for several 
B-737 and B-727 aircraft. The crack growth data plotted as ‘This work’ indicates a 
number of, approximately, 26,000 cycles to grow a single crack from 4 up to 11 mm; 
which demonstrates that the number of cycles obtained for ‘This work’ is within the 
range of the data measured from real aircraft fuselage panels.
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Figure 6.5.4: Cumulative probability distributions from teardown inspections [15].
The result of Monte Carlo simulations regarding 11 central holes for the idealized inner 
skin lower row of rivets from Figure 6.5.1 is presented in Figure 6.5.6. It can be seen 
that lives to failure are dominated by crack propagation, with mean initiation life equal 
to 18,655 cycles (31.1 % DSG) and the mean propagation life equal to 23,890 cycles 
(39.8 % DSG), i.e., the propagation phase represents 56.2 % of the mean failure process 
(TTCI + TCP = 18,655 + 23,890 cycles = 42,545 cycles = 70.9 % DSG). Total initiation
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life varies from 9,536 to 28,780 cycles, whereas propagation lives are between 13,614 
to 43,007 cycles.
Figure 6.5.7 shows the cumulative probability distribution comparison for crack 
initiation from the results presented in Figures 6.5.6 (Monte Carlo simulations) and 
6.5.4 (teardown inspection data). The x-axis shows life as a function of percentage of 
DSG and the y-axis the corresponding cumulative probabilities from 0 to 1 (0 to 100%). 
In the legends, ‘Initiation’ refers to the teardown data (Figure 6.5.4) while ‘Initiation 
MC’ to the Monte Carlo simulations (Figure 6.5.6).
From Figure 6.5.7, the 0.5 cumulative probabilities for initiation of fatigue cracks from 
the teardown data and from Monte Carlo simulations are, respectively, 36.9 % DSG 
(22,140 cycles) and 31.1 % DSG (18,665 cycles); with the Monte Carlo simulation 
results being 15.7 % smaller than the teardown inspection results.
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Figure 6.5.5: Fleet crack growth data for B-737 and B-727 aircraft [111] comparison to 
deterministic crack growth from this work.
Figure 6.5.8 shows the cumulative probability distribution comparison for crack 
detection. The results for Monte Carlo simulation from Figure 6.5.8 were obtained from
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the results presented in Figure 6.5.7 (initiation of fatigue cracks) but adding the number 
of cycles to grow the corresponding lead cracks probabilistically from 1.27 mm to 5.1 
mm (detectable crack length considered in Figure 6.5.4).
From Figure 6.5.8, the x-axis shows life as a function of percentage of DSG and the y- 
axis the corresponding cumulative probabilities from 0 to 1 (0 to 100%). In the legends, 
‘Detectable’ refers to the teardown data (Figure 6.5.4) while ‘Detectable MC’ to the 
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Figure 6.5.6: Monte Carlo simulation for teardown inspection comparison.
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Figure 6.5.7: Cumulative probability distribution for initiation of fatigue cracks 
comparison to teardown inspection data.
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Figure 6.5.8: Cumulative probability distribution for detection of fatigue cracks 
comparison to teardown inspection data.
From Figure 6.5.8, the 0.5 cumulative probabilities for detection of fatigue cracks from 
the teardown data and from Monte Carlo simulations are, respectively, 68 % DSG
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(40,800 cycles) and 52.3 % DSG (31,380 cycles); with the Monte Carlo simulation 
results being 23.1 % smaller than the teardown inspection results.
Figure 6.5.9 shows the cumulative probability distribution comparison for failure, 
defined as first crack link-up, from the results presented in Figure 6.5.6 (Monte Carlo 
simulation) and Figure 6.5.4 (teardown inspection data). The x-axis shows life as a 
function of percentage of DSG and the y-axis the corresponding cumulative 
probabilities from 0 to 1 (0 to 100%). In the legends, ‘Failure’ refers to the teardown 
data (Figure 6.5.4) while ‘Failure MC’ to the Monte Carlo simulations (Figure 6.5.6).
From Figure 6.5.9, the 0.5 cumulative probabilities for failure from the teardown data 
and from Monte Carlo simulations are, respectively, 91.5 % DSG (54,900 cycles) and 
70.9 % DSG (42,540 cycles); with the Monte Carlo simulation results being 22.5 % 
smaller than the teardown inspection results. With the mean number of cycles to failure 
established by Monte Carlo simulation, the ISP and the SMP are calculated as, 
respectively, 14,180 cycles (23.6 % DSG) and 23,270 cycles (35.5 % DSG); 
considering, respectively, factors 3 and 2 as recommended in reference [3]. The ISP and 
the SMP values for the Monte Carlo simulations from Figure 6.5.6 are 22.5 % smaller 
than the same values from the teardown data presented in the same figure.
Figure 6.5.10 shows the percentage of scenarios which developed from 8 to 21 cracks 
related to the simulations from Figure 6.5.6. It can be seen that damage scenarios which 
developed only one crack do not exist, and scenarios with the smallest number of cracks 
represent 0.3 % of the cases with 8 cracks. The maximum number of cracks developed 
was 21, which represents 1.3 % of the simulations. Considering that the DBE model 
from Figure 6.5.2 has 11 holes (22 fatigue critical locations), for scenarios containing 
21 cracks (Figure 6.5.10) all holes are cracked before failure (first link-up).
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Figure 6.5.9: Cumulative probability distribution for failure comparison to teardown
inspection data.
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In this chapter the discussion given follows the same order as for the results presented in 
chapter 6, whenever possible.
7.1. Experimental Work
The objective of the experimental work presented in section 6.1 was to generate fatigue 
crack initiation data to assess the effect of high squeeze force on MSD development via 
the application of the MSD model presented in chapter 4; and high squeeze force is one 
of the variables studied in this work regarding MSD behaviour. The purpose of the 
discussion presented in this section is to provide a general explanation to the results 
presented in section 6.1 and, mainly, to compare the fatigue data obtained to published 
work from the literature in order check its validity.
The fatigue test data from Figure 6.1.1 is presented in Figure 7.1.1 together with the 
corresponding theoretical cumulative probability of failure curves, and the data shows a 
good fit to the normal distribution. As found in other published work [53, 79, 80, 83- 
85], the testing configurations from Table 6.1.1 show that the mean time to failure 
(cycles) increases when the squeeze force varies from a low to a high value, despite the 
stress level employed; and with the smallest stress range producing the biggest lives 
(Figure 6.1.2).
The reason for why fatigue lives are consistently improved when squeeze force is 
increased is explained by Harish [83, 85] and Muller [79]; and a brief summary is 
presented here. When high rivet squeeze force values are employed, an expansion of the 
hole in the material sheet occurs due to the rivet expansion inside the hole. This 
expansion causes an interference fit between rivet and hole which leads to beneficial 
compressive residual stresses in radial and tangential directions in the vicinity of the 
hole. As the compressive tangential stresses increase, there is a reduction on the local
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stresses at the boundary of the hole during fatigue loading; and if a small crack is 
present at the hole edge the stress intensity factor is reduced and more crack closure 
occurs. Also, the squeeze force produces a clamping pressure on the mating surfaces of 
both sheets, especially pronounced, around the vicinity of the hole border. The clamping 
pressure causes part of the load transmitted by the rivet to be taken up by the sheets due 
to interfacial friction. The higher the clamping pressure the greater is the interfacial 
frictional load, and the smaller is the load transmitted by the rivet. This complex stress 
distribution results in lower peak stress values at the rivet/skin interface leading to 
higher fatigue crack nucleation lives and, consequently, fatigue life improvement.
For example, if the 10 KN squeeze force test specimens at 100 MPa stress from Figure
6.1.1 are considered, it can be seen that the mean fatigue life is equal to 238,079 cycles 
(Table 6.1.2); when the squeeze force and stress level are increased to, respectively, 16 
KN and 120 MPa, the mean fatigue life obtained (Table 6.1.2) is 244,396 cycles (which 
is practically the same as for the case of 10 KN squeeze force at 100 MPa). This 
example shows that an increase in squeeze force makes the fatigue critical location to 
behaves as if it was subjected to a lower nominal stress than it actually is due to changes 
in the local stress field around the hole border.
Experimental Data Fit to Normal Distribution
O 10 KN at 100 MPa 
a 16 KN at 100MPa 
x 24 KN at 100 MPa 
x 10 KN at 120 MPa 
□ 16 KN at 120 MPa 
+ 24 KN at 120 MPa
1.E+04 1.E+05 1.E+06 1.E+07
Number of cycles to failure
0.1
Figure 7.1.1: Experimental data fit to theoretical cumulative probability distribution, 
and 100 MPa (R = 0.1) cyclic tensile stress.
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Figures 6.1.3 and 6.1.4 show the results from Figure 6.1.2 but with the corresponding 
standard deviation values. From both figures it can be seen that not only the mean 
fatigue life is increased when squeeze force increases, but also the corresponding 
standard deviation values (cycles) regardless of the stress level considered. A direct 
comparison of changes in scatter due to changes in squeeze force from this work to 
other published data is not straightforward. As presented in chapter 2, research on 
different rivet squeeze forces has been concentrated in comparison of the mean fatigue 
life to failure of strap joint specimens. This comparison was usually done by performing 
only 3 to 5 fatigue tests; and a comparison of the scatter data from this work, where 21 
fatigue tests were performed, with 3 to 5 fatigue tests from other publications becomes 
quite questionable.
What is clear from Figures 6.1.3 and 6.1.4 is that when squeeze force increases the 
mean fatigue life improves, and it is well known from the literature that scatter varies 
when the mean fatigue life changes. For constant amplitude fatigue tests, the fatigue life 
distribution generally depends on the stress level, where longer fatigue lives and greater 
scatters are obtained as the stress amplitude is reduced [112]; and this statement can be 
confirmed observing the differences on the mean fatigue lives and corresponding scatter 
values for the same squeeze forces from Figures 6.1.3 and 6.1.4.
The main question here is why different squeeze forces produce different scatters for the 
same stress level. As explained previously, as the squeeze force increases beneficial 
residual compressive stresses and high clamping pressures are created. These stress state 
acts reducing the stress concentration at the fatigue critical location leading to longer 
fatigue lives and, consequently, bigger scatter values in fatigue life would be expected 
even at the same stress levels.
As a general trend, it can be stated that as the squeeze force increases, fatigue life is 
improved and bigger scatter values are obtained for the same stress level; although this 
statement is not always true. For example, Ofsthun [86] verified that squeeze force can 
not be increased infinitely because at some point the fatigue life degrades instead of
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improving. Stagg [20] showed that the life -  scatter relationship is not linear and that for 
some loading conditions scatter tends to level off.
Considering Figures 6.1.6 and 6.1.7, it can be seen that the COV values range from 
0.0094 to 0.0127 at 120 MPa and from 0.0175 to 0.0205 at 100 MPa. These values are 
in accordance to what has been reported by Stagg [20] for riveted aluminium joints for 
fatigue lives varying from 5 to 6.5 in log (cycles). What calls the attention in Figures
6.1.6 and 6.1.7 is that there is a point of minimum for the intermediate lives in log 
(cycles) corresponding to the intermediate squeeze force (16 KN). From Figure 6.1.5 it 
can also be seen that, not only the COV (Figures 6.1.6 and 6.1.7), but the scatter values 
in log (cycles) are smaller at intermediate lives at both stress levels.
Raikher [113, 114] and Stagg [20] investigated scatter behaviour out of thousands of 
aluminium alloy coupons and structural elements by gathering a comprehensive fatigue 
test data from many sources to compare them. A typical plot of scatter ‘S (logX)’ versus 










Figure 7.1.2: Influence of mean life on scatter [114].
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As it can be seen from Figure 7.1.2, scatter does not always increase with increasing 
life, as observed in Figure 6.1.5. Raikher [113, 114] and Stagg [20] concluded that 
scatter increases for both high and low lives, and that there is a region of minimum 
scatter which can be found between these lives; and the same trend is observed for a 
plot of COV versus mean fatigue life in log (cycles) (see Stagg [20]). Therefore, the 
results presented in Figures 6.1.5 and 6.1.7 are in accordance to Raikher and Stagg, but 
an explanation to why scatter, and COV, behaves such as in Figure 7.1.2 is not clear 
from the literature.
Beyond of the improvement in fatigue life caused by high squeeze force values, Harish 
[83, 85] and Muller [79] also showed, by means of FE analysis and thermal imaging 
measurements of riveted joints, that crack nucleation sites change for different squeeze 
force values due to changes in the residual stress distribution patterns in the vicinity of 
the hole. For low squeeze force values, the crack nucleation sites are close to the 3 and 9 
o’clock positions of the hole and mainly at its border. For large squeeze force values the 
boundary of the hole is not critical anymore, with crack nucleation taking place away 
from the 3 and 9 o’clock positions and from the hole border. The previous findings from 
Harish and Muller are in accordance to the experimental results from this work, reported 
in Table 6.1.3, regarding changes on the mean fatigue crack initiation site coordinates 
for increasing squeeze force values.
From Table 6.1.3 it can be seen that for the low squeeze force value crack nucleation 
takes place mainly at the hole border. When the squeeze force is increased from a small 
to an intermediate or high values, crack nucleation moves further away from the hole 
border; and fatigue crack nucleation away from hole border has also been confirmed by 
teardown inspections from in-service riveted lap joint fuselage panels [115].
Regarding the fatigue crack initiation mechanism in fuselage riveted joints, it has been 
verified that fretting is the main cause for fatigue crack nucleation in aging aircraft [29]. 
Figures 6.1.9, 6.1.11 and 6.1.13 show darker areas that are evidences of fretting. It can 
be noted that as the squeeze force increases, the dark areas increase as well. This 
behaviour can be explained by the clamping forces originated from the riveting process.
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As the squeeze force increases, clamping increases as well and it is expected that 
friction contact areas (possibly the dark areas) increase. From Figures 6.1.10, 6.1.12 and 
6.1.14, it can be observed that the fracture surfaces resemble an elliptical shape; and 
these results are in accordance to Fawaz [81]. Fawaz showed that the crack propagation 
front at riveted joints is elliptical and, therefore, elliptical-like fracture surfaces are 
expected.
From the discussion given previously, it can be seen that the fatigue test results 
presented in section 6.1 demonstrate good agreement to what has been reported in the 
literature. Therefore, the fatigue data generated can be considered valid as input variable 
for the MSD assessment model from this work for future MSD behaviour investigation.
7.2. MSD Assessment Model Comparison to Experimental Work and Other 
Models from the Literature
In this section a discussion on the MSD assessment results from Figure 6.2.1.9 (Monte 
Carlo simulations and 6 experimental test data) and on a comparison to other MSD 
models from the literature is provided. The purpose of this discussion is to verify if the 
MSD methodology from this work can be used as an engineering tool for MSD 
assessment.
As found in other published simulations for MSD assessment, for instance Santgerma 
[31], Proppe [40], Kebir [39] and Cavallini [17], Figure 6.2.1.9 shows that lives to 
failure are dominated by the crack initiation phase. It can be noted that for the Monte 
Carlo simulations the total initiation life varies from 55,758 to 352,684 cycles, whereas 
propagation lives are between 24,206 to 88,382 cycles. Considering the 6 experimental 
test points, the total initiation life varies from 97,000 to 281,950 cycles, whereas 
propagation lives are between 36,200 to 85,368 cycles and, therefore, the spread of 
predicted lives encloses the scatter of the experimental lives for both initiation and 
propagation stages. It can also be seen that the 6 experimental test points demonstrate a 
spread comparable to the 400 Monte Carlo simulations in both initiation and 
propagation axis. This observation is found in the majority of previous comparisons of
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Monte Carlo simulations to experimental MSD data from the literature (Figures 7.2.1 to 
7.2.4), despite of the geometry and loading conditions of the experimental data used for 
comparison. In the case of Figure 6.2.1.9, it is possible that were 400 experiments to be 
performed the observed scatter could be greater than the current simulations data set; 
but this issue can not be addressed here due to the small number of test points. What can 
be stated from Figure 6.2.1.9 is that the simulations were able to enclose and, therefore, 
to represent the experimental test data used for comparison purposes, demonstrating its 
effectiveness.
Figures 7.2.1 to 7.2.4 present typical MSD assessment analysis from, respectively, 
Santgerma [31], Proppe [40], Kebir [39] and Cavallini [17] (refer to section 2.3 for a 
detailed description of these methodologies). Santgerma analysed the same 
configuration as from Figure 6.2.1.1, Proppe and Kebir analysis is for a row of 14 open 
holes and Cavallini analysis is for a butt joint of 14 holes. The results from Figures 7.2.1 
to 7.2.4 serve as good comparison basis to the ones presented in Figure 6.2.1.9, since 
both fatigue crack initiation and propagation phases are plotted, in the case of Cavallini 
initiation and failure (initiation + propagation).
As the results presented in Figure 6.2.1.9, it can be seen from Figures 7.2.1 to 7.2.4 that 
the test points demonstrate a spread comparable to the MC simulations and that they are 
reasonably enclosed by them, but in the case of Figure 7.2.4 for the total life axis 
(initiation + propagation). The discrepancies between the experimental data and MC 
simulations from Cavallini [17] have been explained as an incorrect evaluation of the 
time to crack initiation as a consequence of different riveting processes while 
manufacturing the test specimens. Cavallini explanation coincides with what can be 
observed from Table 6.1.2. It can be seen that if test samples are manufactured with 
different rivet squeeze forces, they will demonstrate a different behaviour regarding the 
mean time to crack initiation and, therefore, present different fatigue life distributions.
When compared to MSD experimental test data, it is clear from Figures 7.2.1 to 7.2.4 
and 6.2.1.9 that MSD assessment is feasible when its probabilistic nature is taken into 
account. The probabilistic nature of MSD can be explained based on Schijve [116], who
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states that a quantitative prediction of fatigue properties (deterministic fatigue life 
predictions) cannot yet be given because of the qualitative understanding of the 
complexity of fatigue damage accumulation.
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Figure 7.2.4: MSD assessment and comparison to experimental work [17].
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Regarding the MSD models themselves, it can be noticed by visual inspection from 
Figures 7.2.1 to 7.2.4 and 6.2.1.9 that different models produce similar outputs. 
Although MSD models have differed in their built-in assumptions and in their 
calculation techniques; they also have some assumptions in common. One assumption 
that is common to the models reported (chapter 2) is the use of a damage accumulation 
technique for calculating re-initiation of fatigue cracks opposed to continuing damage 
assumption, as described in section 4.2. The use of continuing damage assumption in 
probabilistic based models for MSD assessment has been reported only by Garcia [117, 
118]; but the difference between modelling with a damage accumulation technique or 
continuing damage assumption has not been established. To establish this difference, 
the MSD assessment results from Santgerma [31], presented in Figure 7.2.1, are used as 
a comparison basis since the same lap joint configuration under the same loading 
conditions was analysed.
In the case of Santgerma [31], the lap joint configuration analysed is the one from 
Figure 6.2.1.1 subjected to the same loading conditions (100 MPa cyclic tensile stress 
and R = 0.1). The fatigue crack initiation phase is modelled exactly the same as in this 
work, where the same S-N fatigue data and its scatter come from, respectively, 
equations 6.2.1.1 and 6.2.1.2 to achieve a distribution of lives corresponding to an initial 
crack size of 1.0 mm via Monte Carlo simulation applied to a lognormal distribution 
(equation 4.1.1). Regarding the crack propagation phase, Santgerma [31] performs 
deterministic crack growth via a FE based computer code and the Swift criterion [103] 
for crack link-up (as in section 4.2). FE analysis for local stress calculation and Miner 
rule [107] are used to establish fatigue damage accumulation at crack-free FCLs. The 
crack propagation phase stops when residual strength is lost by net section yielding.
From the MSD methodology by Santgerma [31], it can be realized that the differences 
to the one from this work are concentrated in the crack propagation phase. In order to 
establish a comparison basis between the continuing damage assumption from this work 
and the damage accumulation technique from Santgerma, the crack propagation analysis 
from the results presented in Figure 6.2.1.9 is kept deterministic and the new results are
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presented in Figure 7.2.5. Before comparing the results from Figure 7.2.5 to Santerma 
(Figure 7.2.1) a comparison between Figures 7.2.5 and 6.2.1.9 is presented.
Comparing the results from Figure 7.2.5 to the ones from Figure 6.2.1.9, it can be 
clearly seen a change in the crack propagation life distributions, but no changes are 
observed for the crack initiation lives. While the distribution of lives for crack initiation 
remains the same, the mean time for crack propagation is now equal to 54,213 cycles 
with the propagation lives varying from 23,524 to 65,510 cycles. From Figure 6.2.1.9 
the corresponding values for mean time for crack propagation is 54,286 cycles with the 
propagation lives varying from 24,206 to 88,382 cycles. It can be noticed that the mean 
time for crack propagation of the deterministic analysis and the probabilistic one are 
basically the same, with a difference of 0.1 %. This small difference, or no difference at 
all, is expected since the probabilistic crack growth treatment (section 4.3) applied to 
the deterministic crack propagation output (section 4.2) uses the random Gaussian 
distribution from Figure 4.1.2 (which is fairly centred around zero), i.e., each 
deterministic crack propagation life from Figure 7.2.5 is randomly modified either to a 
bigger or to a smaller value when probabilistic crack growth is considered, but the mean 
of the modified lives is not supposed to suffer any big change when a minimum number 
of Monte Carlo simulations is performed for convergence; and this behaviour is shown 
by the small difference between the mean crack propagation lives from Figures 7.2.5 
and 6.2.1.9.
Another difference in the crack propagation axis from Figures 7.2.5 and 6.2.1.9 is that 
while in Figure 7.2.5 it can be noticed some clear straight lines, in Figure 6.2.1.9 these 
lines disappear giving place to a smoother distribution of lives for crack propagation. 
The straight lines from Figure 7.2.5 represent single-crack scenarios that, although 
assigned different crack initiation lives, had the lead crack nucleation at the same FCL 
and, since deterministic crack growth is considered, the number of cycles for crack 
propagation does not change. From Figure 6.2.1.14 it can be seen that scenarios that 
developed a single crack represent 40.4 % of the cases, i.e., 162 out of 400 simulations. 
As for the lap joint configuration analysed (Figure 6.2.1.1) there are only 18 FCLs for 
the external row of holes, what can be invariably concluded is that among the 162
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single-crack scenarios some of them can have the same time for crack propagation. On 
the other hand, when the probabilistic crack growth treatment (section 4.3) is applied to 
the scenarios from Figure 7.2.5, the number of cycles for crack propagation of each 
damage scenario moves up or down; determining a smoother crack propagation 
distribution (Figure 6.2.1.9) with an enlarged life range. In fact, differences in the crack 
propagation lives from Figures 7.2.5 and 6.2.1.9 are mostly concentrated in the crack 
propagation range (max. TCP -  min. TCP). While in Figure 7.2.5 propagation lives 
range is 41,986 cycles, in Figure 6.2.1.9 the same value is 64,176 cycles. The main 
implication of this difference is that while in Figure 6.2.1.9 the experimental data set 
scatter could be enclosed by the Monte Carlo simulations in the crack propagation axis, 
the same fact is not true for the case of Figure 7.2.5, where continuing damage 
assumption is employed with deterministic crack propagation. From Figure 7.2.5 it can 
be seen that 4 out of 6 experimental points are not enclosed by the crack propagation 
lives from the simulations. This result shows that when continuing damage assumption 
is employed with deterministic crack propagation, conservative crack growth life ranges 
are obtained compared to the results from Figure 6.2.1.9 (continuing damage 
assumption + probabilistic crack growth) and to the experimental data as well.
Considering the results from Santgerma [31], Figure 7.2.1 shows that the mean 
initiation life is 162,075 cycles and the mean propagation life is 65,264 cycles, with a 
mean failure process of 227,339 cycles. If these values are compared to the ones from 
Figure 7.2.5 (continuing damage assumption + deterministic crack growth), it can be 
seen that the mean initiation life from Figure 7.2.5 is 8.9 % bigger than the one from 
Figure 7.2.1, while the corresponding mean propagation life is 16.9 % smaller, leading 
to a mean failure process 1.5 % bigger than the one from Figure 7.2.1. The difference 
obtained for the mean time to crack initiation can be explained by differences on the 
FCLs loading from this work (Figure 6.2.1.3) and the one adopted by Santgerma [31]. 
Since the crack initiation stage for both models are the same (given by equations 4.1.1,
6.2.1.1 and 6.2.1.2 for the same lap joint configuration); were the values for each FCL 
loading calculated by Santgerma [31] utilized in this work, as well as the same random 
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Figure 7.2.5: Results from Figure 6.2.1.9 but with deterministic crack growth.
While the difference arising from the crack initiation stage between this work and 
Santgerma [31] is relatively simple to explain, the same does not occur for the crack 
propagation lives. Differences in the mean time for crack propagation can be attributed 
to factors which are difficult to separate and quantify each one’s influence in the whole 
context of the crack propagation stage. Despite continuing damage assumption and a 
damage accumulation technique, other factors related to differences in crack 
propagation modelling assumptions exist. For instance, while Santgerma [31] employs 
the Paris equation (equation 2.2.5.1) for crack propagation, this work employs a 
modified version of it which takes into account the effective stress intensity factor 
(equation 3.1.3). Differences in the lap joint modelling from Figure 6.2.1.1 also occur 
since Santgerma [31] used an FE code and in this work the same configuration is 
modelled by a DBE code (Appendix B); and these modelling differences can be 
translated by, for example, different pin-loading and bypass loading values and
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boundary conditions assumed (constraints in x and y directions); which lead to 
differences in stress intensity factors calculation, as shown in section 3.3 for example.
For the reasons stated in the previous paragraph, a direct comparison of Figures 7.2.1 
and 7.2.5, for establishing the contributions that continuing damage assumption and a 
damage accumulation technique have on the whole crack propagation stage is not an 
easy task; but some interesting discussion can be given if the results from Figure 6.2.1.9 
are considered to compare Figures 7.2.1 and 7.2.5 for general trends.
Observing Figures 6.2.1.9 (continuing damage assumption + probabilistic crack growth) 
and 7.2.1 (damage accumulation technique + deterministic crack growth), it can be seen 
that the results from the Monte Carlo simulations are quite similar to each other 
considering the scatter bands on both crack propagation and initiation axis when 
compared to the experimental data set, showing a good agreement between both models 
outcome. Therefore, it can be realized that continuing damage assumption and 
probabilistic crack growth can be used as a valid option to a damage accumulation 
technique and deterministic crack growth as an engineering approach to MSD models. 
Also, for the reasons presented in section 4.2, continuing damage assumption represents 
a simplifying assumption compared to a damage accumulation technique when it comes 
to model MSD on probabilistic basis.
On the other hand, when the crack propagation scatter from Figures 7.2.1 (damage 
accumulation technique + deterministic crack growth) and 7.2.5 (continuing damage 
assumption + deterministic crack growth) are compared, while in Figure 7.2.1 the 
experimental data set scatter could be reasonably enclosed by the Monte Carlo 
simulations in the crack propagation axis, the same is not true for the case of Figure 
7.2.5 and, therefore, continuing damage assumption + deterministic crack growth is not 
an appropriate approach to represent the scatter inherent to crack propagation. Also, the 
mean time for crack propagation from Figure 7.2.5 is 15.6 % smaller than the one from 
Figure 7.2.1 showing that, as a general trend, deterministic crack propagation performed 
with continuing damage assumption gives conservative crack propagation lives 
compared to the ones from deterministic crack propagation performed with a damage
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accumulation technique; and this is readily verified by observing Figures 7.2.1 and
7.2.5.
7.3. MSD Assessment Model Limitations
The purpose of this section is to present the author point of view about some limitations, 
as well as possible solutions to overcome them, concerning the MSD methodology from 
this work.
Regarding the minimum number of Monte Carlo simulations performed for MSD 
assessment, what can be realized from the literature is that this number varies among 
authors. For example, Santgerma [31] reported 150 simulations for a row of open 14 
holes and 200 simulations for a row of 9 pin-loaded holes; Kebir [39] reported 200 
simulations for a row of 14 open holes (same configuration as in [31]); Balzano [16] 
reported from 100 to 150 simulations for a row of 14 open holes (same configuration as 
in [31]); Shkarayev [41] reported 100 to 200 simulations for a row of 3 and 6 open 
holes; Horst [30] reported 250 simulations for a row of 8 pin-loaded holes; and in this 
work (chapter 6) it has been reported from 260 to 280 simulations for a row of 9 pin- 
loaded holes (same configuration as in [31]).
Horst [30] verified that if real mathematical convergence is needed then millions of 
simulations are necessary, but for engineering applications only a few hundreds of 
simulations are enough to stabilize the results from Monte Carlo simulations. As 
observed by Horst [30], Figure 6.2.1.10 shows, for example, that failure lives vary at the 
beginning but after 280 simulations the differences are no longer large if compared to 
uncertainties inherit to the model itself. In fact, the importance of convergence in MC 
simulations relies on the need for having unbiased estimators (mean fatigue life and 
corresponding standard deviation) in order to use statistical tools, such as cumulative 
distribution functions or confidence regions, to extrapolate the results from a limited 
number of simulations.
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The reason for why the minimum number of simulations varies among different MSD 
models, even when the same geometrical configuration and loading conditions is 
analysed, is not clear for the author; and it may be connected to modelling assumptions 
and calculations inherit to each model. The literature (chapter 2) brings no answer for 
this question, but it is clear from Figure 7.2.4 that if the right input variables are not 
employed in probabilistic MSD models, then even 106 simulations are not enough to 
represent the test data accordingly.
At this point, the need for performing at least a minimum number of Monte Carlo 
simulations is clear; but what is the desired maximum number of simulations to be 
performed is not. For example, if 1,000 simulations were presented in Figure 6.2.1.9 
instead of 400 then both ranges for crack initiation and propagation lives would be 
possibly enlarged due to new damage scenarios. In fact, what can be realized is that 
probabilistic MSD assessment models, like the one from this work, that perform a few 
hundreds of simulations have its limitations. For MSD assessment models that use FE 
or BE based computer codes for crack propagation calculation it is feasible to perform a 
few hundreds of simulations; but millions of simulations, for example, is out of 
question. To overcome this limitation, Horst [30] and Santgerma [31] used confidence 
regions together with their simulations.
The use of confidence regions is, in fact, a statistical treatment applied to the limited 
number of Monte Carlo simulations; as far as this limited number of simulations is 
enough for achieving convergence. While Horst [30] used confidence regions (also 
called joint confidence sets) that resemble a skewed bell-like shape, Santgerma [31] 
used an elliptical one. Differences and comparison among 5 different joint confidence 
sets, including the ones from Horst and Santgerma, can be found in Arnold [119]. In 
this work, the elliptical confidence set is employed for simplicity and the procedure to 
plot this type of confidence set comes from Press [21]. The difference of the elliptical 
confidence regions from this work and Santgerma relies on the fact that in this work the 
elliptical confidence boundaries have been corrected according to Arnold [119]; so that 
a finite number of simulations can produce the same confidence region size as the 
theoretical infinite number. The Monte Carlo simulations from Figure 6.2.1.9 are
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presented in Figure 7.3.1 together with a 99 and 99.97 % confidence regions for all 
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Figure 7.3.1: Results from Figure 6.2.1.9 with 99 and 99.97 % confidence intervals.
From Figure 7.3.1, it can be seen that 2 experimental points fall out of the 99.97 % 
confidence region. The reason for this fact does not seem to rely on scatter of the 
simulations (considering both crack initiation and propagation axis) since the scatter of 
the 6 experimental test points are enclosed by them, while the mean value obtained for 
fatigue crack initiation of the simulations is 176,455 cycles when compare to the same 
value from the experimental data being 210,583 cycles. If the fatigue crack initiation 
values for each simulation is added by a fixed number of cycles so that the mean time to 
crack initiation has the same value from the experimental test points (210,583 cycles), 
then the results from Figure 7.3.1 become the ones from Figure 7.3.2. From Figure 7.3.2 
it can be seen that now only one experimental point falls outside the 99.97 % 
confidence zone, and it may be that this point is really out of it, showing that best 
agreement of the simulations is obtained when the mean time to crack initiation matches 
the one from the test data. From this example, it can be realized that the mean time to
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crack initiation is an important parameter and the most correctly it is calculated the best 
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Figure 7.3.2: Results from Figure 7.3.1 with simulations mean time to crack initiation 
modified to the one from experimental test data.
Another interesting interpretation can be given to, for example, the 99.97 % confidence 
region from Figure 7.3.1, which is presented alone in Figure 7.3.3. This confidence 
region, or any other confidence region used, can be interpreted as a crack initiation and 
crack propagation envelop where the points A, B, C and D indicate its extreme values. 
If the corresponding crack initiation and propagation lives from points A, B, C and D 
are added then the failure lives are, respectively, 76,418; 239,660; 385,096; 221,734 
cycles; i.e., the point represented by A has the smallest failure life.
From section 6.2.1, the ISP and the SMP have been established by the Monte Carlo 
simulations from Figure 7.3.1 (former 6.2.1.9) and these values are, respectively, 76,941 
and 115,371 cycles. If the number of cycles to failure from point A (Figure 7.3.3) is 
considered, it can be seen that this number is very close to the ISP one (76,941 cycles).
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At this stage it would be interesting to check whether the number of cycles to failure 
given by the point A or by the ISP is so close to each other. To perform this 
comparison, the cumulative probability distribution of failure from Figure 7.3.5 is 
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Figure 7.3.3: 99.97% confidence region from Figure 7.3.1.
Figures 7.3.4 and 7.3.5 show the same results with different scales in the y-axis, where 
the simulation points from Figure 7.3.1 are plotted with the theoretical normal 
cumulative probability distributions of failure. The theoretical distributions have the 
same mean and corresponding standard deviation values from the simulations.
As observed from other authors [17, 31], Figures 7.3.4 and 7.3.5 show that the 
simulation points demonstrate a reasonable fit with the theoretical normal cumulative 
distributions, with the largest differences at the tail (Figure 7.3.5); and the simulations 
approximation to the theoretical case can be considered acceptable for the extrapolation
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Figure 7.3.5: Cumulative probability distribution comparison.
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Regarding the number of cycles to failure of point A (76,418 cycles) from Figure 7.3.3, 
it can be seen from Figure 7.3.5 that for 76,418 cycles the corresponding cumulative 
probability of failure is approximately 4E-4. According to Gallagher [75], the USAF 
adopts the criterion that if a single flight probability of failure is less than IE-7 then the 
risk is acceptable for long term operation of aircraft structure. If the IE-7 single flight 
probability of failure is computed in terms cumulative probability of failure then this 
value is equal to IE-3 [48]. The equivalent IE-3 cumulative probability of failure from 
Figure 7.3.5 is approximately 89,000 cycles, which is a bit more than 12,000 cycles 
from the ones established by point A and by the ISP. From these results it can be 
realized that the ISP is well established and, in fact, the confidence level of 99.97 % 
from Figure 7.3.1 (from which point A originated -  Figure 7.3.3) is quite high and can 
be reduced.
On the other hand, if the SMP value (115,371 cycles), established by the simulations 
from Figure 7.3.1, is considered, then it can be seen from Figure 7.3.5 that its 
cumulative probability of failure would be approximately 6E-3; and this value is bigger 
than what is recommended by the USAF criterion [75] for adequate long-term operation 
of the structure! This result is quite interesting because it shows that the factor of 2, 
recommended for establishing the SMP [3], does not provide an acceptable cumulative 
probability of failure according to the USAF criterion [75]; and a value of 2.6 should be 
used instead for a cumulative failure risk of IE-3. It is worthwhile to note that the ISP 
and the SMP are established based on a unique point of the cumulative failure 
distribution: the 50 % one; and no other parameters are taken into account.
From the results presented in the previous paragraph regarding the SMP, it is noticeable 
that the establishment of this point, according to the recommendations from the AAWG 
[3], is in conflict with the USAF criterion [75]. This conflict suggests that the 
establishment of the SMP can be reviewed; and this issue is discussed in section 7.5.
In order to finalize the discussions of this section, the establishment of inspection 
intervals from MSD analysis needs some considerations., If the Monte Carlo 
simulations are considered solely from Figure 7.3.1, it can be seen that the smallest time
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for crack propagation is 24,206 cycles. If the 99.97 % confidence region is considered, 
for example, the same value is 19,323 cycles. If the smallest time for crack propagation 
from Monte Carlo simulations (24,206 cycles) is employed to establish the inspection 
intervals instead of the one from the 99.97 % confidence region, then different answers 
are obtained; and the reason for this difference is explained as follows.
The main reason for MSD assessment models existence is the establishment of the 
Inspection Starting Point (ISP) and the Structural Modification Point (SMP), used to 
define the monitoring period [3]. The ISP and the SMP are calculated by dividing the 
mean time to failure by typical factors of 3 and 2 respectively [3]. For the Monte Carlo 
simulations from Figure 7.3.1 the ISP and the SMP values are respectively, 76,914 
cycles and 115,371 cycles.
Repeat inspection intervals ( I w f d )  are established based on time from a detectable crack 
size initiation up to the SMP, divided by a factor ( F w f d )  which must lead to several 
opportunities for crack detection [3]. Considering the chosen initial crack size value of 
1.0 mm as the detectable crack length, the total Inspection Period (IP) is defined as the 
number of cycles between the ISP and the SMP [3], i.e., equal to 38,457 cycles 
(115,371 -  76,914 cycles). From the Monte Carlo simulations from Figure 7.3.1 the 
smallest time for crack propagation is 24,206 cycles. According to traditional damage 
tolerance analysis [76], if the smallest time for crack propagation (24,206 cycles) is 
divided by a typical factor of 3 it will lead to an inspection period of 8,067 cycles. 
Dividing the IP by 8,067 cycles, a factor F w f d  = 4.8 is obtained and, consequently, a 
factor of 5 (or greater) is more likely to be employed. Therefore, the repeat inspection 
intervals can be defined, at least, as I w f d  =  I P / F w f d  = 38,457/5 = 7,691 cycles which 
can be approximated to I w f d  = 7,600 cycles. If the previous calculation is repeated but 
considering the smallest time for crack propagation from the 99.97 % confidence region 
from Figure 7.3.1 (19,323 cycles), then the I w f d  will be equal to 6,400 cycles, which is 
1,200 cycles smaller than the 7,600 cycles obtained by considering so lonely the Monte 
Carlo simulations from Figure 7.3.1.
158
As it can be seen from the previous calculations, if a limited number of simulations is 
employed, a bigger inspection interval is obtained compared to the one from the 
confidence region, and this fact can lead to fatigue cracks missing during the inspection 
period. Therefore, the establishment of repeat inspection periods obtained from MSD 
models that perform a limited number of simulations should be faced with care; and to 
overcome this limitation, the use of confidence regions is recommended.
7.4. Parametric Study
In section 6.3, the MSD assessment model (presented in chapter 4) was used to 
investigate variables that might influence MSD assessment via a parametric study. 
These variables were the standard deviation for fatigue crack initiation, uniform and 
non-uniform hole pin-loadings, nominal stress level and high rivet squeeze force.
From the literature review regarding the MSD methodologies presented in chapter 2, 
workers have concentrated in proposing their own MSD models and comparing its 
output to experimental work for validation. One fact that amazes the author is the 
almost complete lack of information when it comes to employ the proposed MSD 
methodologies to perform a parametric study for investigation of variables influencing 
MSD. The only exception found by the author belongs to Horst [18, 30, 33-35] who, 
among other variables not analysed in this work, has also investigated the influence of 
standard deviation for fatigue crack initiation on MSD behaviour; but all the other 
variables analysed in this work have no comparison basis to any other probabilistic 
MSD assessments. Therefore, the reader shall not be surprised with the reduced 
comparison of the parametric study results from this work to other workers from the 
literature, this might be expected.
7.5. Effect of Change in Standard Deviation on MSD Assessment
In order to evaluate the effect of scatter (standard deviation) on MSD behaviour, the 
scatter value for the initiation of fatigue cracks was changed, and the effect of such a
159
change on MSD parameters was presented in Table 6.4.2 for the case of non-uniform 
pin-loading.
Scatter in crack initiation has been reported as one of the major factors to control the 
MSD phenomenon [16]. Rather than being a purely theoretical situation, different 
scatter values for approximately the same mean value of fatigue life for crack initiation 
is feasible to happen. For example, for the lap joint configuration from Figure 6.2.1.1, 
the values of mean cycles to crack initiation jj, and corresponding standard deviation cr 
come from equations 6.2.1.1 and 6.2.1.2 [31] and they vary from 5.51 < ju< 5.68 and 
0.20 < a  < 0.21 (Figure 6.2.1.7). From Liao [47], for 5.51 < // < 5.68 the scatter values 
recommended are 0.09 < <r < 0.15. Hoggard [120] recommends the value of cr = 0.20 
for general design of aluminium structures. From Nesterenko [121] the typical values of 
scatter for zero-to-tension loads in aluminium alloys are a  < 0.15. The results from the 
fatigue tests presented in Figure 6.1.5 indicate that cr is approximately 0.10 for 
5.51 < ju < 5.68 for the lap joint configuration from Figure 6.2.1.1.
The explanation for this great variability in cr values is not the aim of this work, but it 
is possible that the manufacturing process quality makes a significant contribution [30]. 
While hand-riveted samples may exhibit large scatter values for initiation of fatigue 
cracks, because of non-homogeneity of hole filling, the opposite situation can possibly 
be related to samples manufactured under tight control where holes are reamed to the 
desired diameter value; which gives a much proper expansion of the hole due to better 
rivet interference fit. The effect of proper hole interference fit and its improvement to 
the mean fatigue life is reported by Swift [100]; although manufacturing process is not 
the only one variable that could influence scatter values, and a deep scientific study of 
scatter as a research target has been acknowledged [113].
From the point of view of aeronautical safety regulators, a main concern would be how 
different scatter values adopted for MSD assessment can change the establishment of 
the ISP and the SMP. Observing Table 6.4.2, it can be seen that when the scatter was
varied from 0.21 to 0.09 the mean time to crack initiation of the lead crack ( TTCI) is
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increased by 46.1 % and the mean time for crack propagation of the lead crack ( TCP) is 
decreased by 4.3 %; leading both the ISP and the SMP to increase by 34.2 %. As it can 
be seen, the establishment of the ISP and the SMP points are quite sensitive to changes 
in scatter. Horst [35] reached the same conclusion by using theoretical examples.
The variation of the ISP and SMP values is a good reason for the regulators concern, 
since both scatter values from Table 6.4.2 (0.21 and 0.09) could be justified by data 
from the literature [31] or by in-house fatigue tests (Figure 6.1.5) for the same 
geometrical configuration under the same loading conditions analysed (Figure 6.2.1.1).
Figure 7.5.1 presents the simulation points from Figures 6.2.1.9 and 6.3.1.1 (results 
presented in Table 6.4.2) and the corresponding theoretical cumulative probability 
distributions of failure (c.p.d. Fig. 6.2.1.9 and c.p.d. Fig. 6.3.1.1, respectively). In 
section 7.3, it was shown that the SMP point (Figure 7.3.5) had an unacceptable 
probability of failure, according to the USAF criterion [75], when established with the 
coefficient 2. From Table 6.4.2, for the case of the standard deviation equal to 0.09, the 
ISP and the SMP are, respectively, 103,249 and 154,874 cycles. From Figure 7.5.1 it 
can be seen that the cumulative probability of failure for the SMP from Figure 6.3.1.1 is 
smaller than IE-3; demonstrating that this point is conservatively established according 
to the USAF criterion [75]. On the other hand, the USAF criterion [75] shows that there 
would be no safety risk for structural functioning until 203,000 cycles (IE-3 cumulative 
failure probability); which is in conflict to the point of SMP (154,874 cycles) 
established according to recommendations from the AAWG [3]!
The results from Figure 7.5.1 show that when the large standard deviation value is 
considered for fatigue crack initiation, the SMP point (given by the AAWG 
recommendations [3]) is non-conservatively established according to the USAF 
criterion [75]; and when the small standard deviation value is considered for fatigue 
crack initiation, the limit to proper structural functioning (given by the USAF criterion 
[75]) is non-conservatively established according to the AAWG recommendations [3]. 
The literature review presented in chapter 2 brings no similar example where, via a
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possible situation (Figure 7.5.1), these two safety criteria would diverge from each 
other.
Despite the merits from both safety criteria [3, 75], what seems clear to the author is that 
there is a conflict between them both and, therefore, a third criterion is proposed in 
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Figure 7.5.1: Cumulative probability of failure distributions from Figures 6.2.1.9 
[standard deviation for TTCI (log) = 0.21] and 6.3.1.1 [standard deviation for TTCI 
(log) = 0.09] with non- uniform pin-loading at 100 MPa (R = 0.1) cyclic tensile stress.
From Figure 7.5.2 it can be seen that the SMP and the limit to proper structural 
functioning (LPSF) are both established from the cumulative probability of failure 
distribution from MSD analysis. While the SMP is derived from the mean MSD failure 
behaviour divided by the recommended coefficient 2 [3], the LPSF is derived from the 
IE-3 cumulative probability of failure [75]. The proposed structural safety criterion 
from this work is presented in the shaded boxes. The basic idea is to compare both the 
SMP and the LPSF in such a way that: if the SMP < LPSF then the SMP and the ISP 
are established according to the AAWG recommendations [3]. If the SMP > LPSF then
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the SMP is assumed as the LPSF and the ISP is established based on 2/3 of the LPSF 
value.
In fact, the proposed structural safety criterion from Figure 7.5.2 is simply establishing 
a lower boundary for the SMP, based on the AAWG recommendations [3] and USAF 
criterion [75] for structural safety; and, when SMP > LPSF, it defines the SMP equal to 
the LPSF (based on a cumulative probability of failure equal to IE-3) instead of 
deriving it from the mean MSD failure behaviour.
CUMULATIVE PROBABILITY DISTRIBUTION OF FAILURE
SMP
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Figure 7.5.2: Proposed structural safety criterion.
When it comes to comparing the simulation results from Figures 6.2.1.9 and 6.3.1.1, not 
only differences in the ISP and the SMP occur. From Table 6.4.2 it can be seen that
these differences come from the fact that Nf  is changed due to changes in the TTCI
and TCP. The changes in TTCI can be explained from equation 4.1.1, which is 
repeated as equation 7.5.1.
log(JV0) =  ju +  a .c r 7.5.1
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From equation 7.5.1, it can be seen that changes in N 0 can occur due to changes in / / ,  
a  or cr. Table 7.5.1 presents an example where it can be observed how N0 changes by
changing cr for some values of a . The ‘FCL’ column presents 4 hypothetical fatigue 
critical locations, the ‘Differences’ column represents the differences of lives (cycles) 
from FCL2 -  FCL1 and FCL4 -  FCL3 (given by column N 0). In this example, only 
negative values of a  are considered due to the fact that a FCL is assigned to the 
smallest fatigue life; and a  is likely to be negative, as it can be observed from Figure 
6.2.1.7 where a  is presented in the column Ran #.
Table 7.5.1: Changes in N0 due to changes in cr.
FCL log (cycles)
cr
log (cycles) a Log (N0) (cycles)
Differences
(cycles)
1 5.00 0.20 -1.0 4.80 62,318 16,115
2 5.00 0.20 -0.5 4.90 78,433
3 5.00 0.10 -1.0 4.90 78,433 9,559
4 5.00 0.10 -0.5 4.95 87,992
From Table 7.5.1 it can be seen that, for the same a  values, when cr is decreased the
corresponding N 0 lives increase. This result explains why the TTCI increases in Figure
6.3.1.1 compared to Figure 6.2.1.9 (see Table 6.4.2), since the same Gaussian random 
numbers ( a  values) have been used for both analyses. It can also be noted that when cr 
is decreased the differences in lives (cycles) between FCLs ‘4 and 3’ and ‘2 and 1’ 
decrease. This result shows that fatigue cracks are allowed to nucleate closer in time 
(cycles) from different FCLs, leading to a possible increase in the number of MSD-like 
scenarios; and, in fact, this is what column ‘MSD-like scenarios’ from Table 6.4.2 is 
demonstrating (as well as Figures 6.2.1.14 and 6.3.1.4). As the MSD-like scenarios 
increase with decreasing cr values, crack interaction effects tend to augment and it is
expected that TCP is reduced, as actually can be seen from Table 6.4.2. An increase in 
crack interaction effects has been verified from Garcia [122] when the number of cracks 
per damage scenario increases. What can also be noted from Table 6.4.2 is that the
dominant part of the whole failure process belongs to TTCI, and as the TTCI is
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considerably increased compared to the reduction in the TCP, the final result is that 
Nf  increases leading the ISP and the SMP to increase when cr decreases.
The same trends regarding changes on the TTCI, the TCP and the number of MSD-like 
scenarios, as a result of changes in cr from Table 6.4.2, have also been reported by 
Horst [30, 33], though Horst did not quantify the number (or percentage) of MSD-like 
scenarios from his simulations. The agreement to Horst results [30, 33] applies not only 
for Table 6.4.2 but to any other result from this work, which is presented in sections to 
come, regarding changes in scatter values.
Concerning the results from sections 6.2.1 and 6.3.1 (resumed in Table 6.4.2), the lead 
crack nucleation differences from Figures 6.2.1.13 and 6.3.1.3 can be explained with the 
help of, respectively, Figures 7.5.3 and 7.5.4; where ‘Stdeva’ in the legend means 
standard deviation. In these figures, FCLs 1 and 3 are used as an example for having, 
respectively, the smallest and the biggest loads (Figure 6.2.1.7).
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Figure 7.5.3: FCLs 1 and 3 (Figure 6.2.1.7) normal distributions for fatigue crack
initiation lives.
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The non-uniformity of pin-loading from Figure 6.2.1.3 causes the crack nucleation of 
the lead crack to be forced into hole positions 2 and 8 (Figure 6.2.1.1 - which contains 
the FCLs with the highest loads such as FCL 3); as it can be seen from Figures 6.2.1.13 
and 6.3.1.3. The reason for this crack nucleation behaviour is that different fatigue life 
distributions are assigned to each FCL due to differences in pin-loading.
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Figure 7.5.4: FCLs 1 and 3 (Figure 6.2.1.7, but with ‘Stdeva’ equal to 0.09) normal 
distributions for fatigue crack initiation lives.
From Figures 7.5.3 and 7.5.4, it can be seen that the lead crack will clearly tend to 
nucleate from FCL 3, instead of FCL 1, because the fatigue crack initiation distributions 
are situated in a region of smaller lives. The shaded areas indicate a common fatigue 
crack initiation life region (overlap region) where both FCLs 1 and 3 can have the lead 
crack nucleation. As the standard deviation decreases to 0.09 (from Figure 7.5.3 to
7.5.4), the corresponding overlap region diminishes and, therefore, it is expected that 
the lead crack nucleation be exacerbated in FCL 3. This exacerbated tendency can be 
verified from Figure 6.3.1.3, compared to Figure 6.2.1.13, where the lead crack 
nucleation takes place mostly at holes with the highest pin-loadings (see Figure 6.2.1.3). 
In Figure 6.2.1.13, although the lead crack nucleation tendency is clear, crack 
nucleation pattern is not as exacerbated as in Figure 6.3.1.3. It is easy to verify, with the
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help of Figures 7.5.3 and 7.5.4, that if the standard deviation keeps on decreasing, for 
example if it tends to zero, then the normal distributions will become more and more 
narrower and they will tend to a vertical line passing through the corresponding means; 
and in this case the fatigue crack initiation life of the lead crack will be the deterministic 
one and crack nucleation will always start from the highest FCLs such as FCL 3, in the 
case of this example.
7.6. Effect of Change in Pin-Loading on MSD Assessment
In section 6.3.2, the uniform pin-loading adopted in this work for MSD assessment of 
the lap joint from Figure 6.2.1.1 is presented in Figure 6.3.2.2; and the load is a mean 
value from the non-uniform pin-loading distribution from Figure 6.2.1.3. The main 
purpose of this section is to discuss what changes in the establishment of MSD 
parameters, mainly the ISP and the SMP, when different pin-loadings are employed and 
how these changes can possibly affect airworthiness.
From the analyst point of view, uniform pin-loading is a simplifying assumption used to 
represent a nearly quadratic stress distribution in the centre of a fuselage bay (Figure 
6.3.2.1) because it avoids the need for assigning different fatigue crack initiation life 
distributions for each FCL. The results from section 6.3.2 are resumed in Table 6.4.3 
and Table 6.4.4 (where the corresponding non-uniform pin-loading cases are presented 
for comparison purposes).
From Table 6.4.3 it can be noted that the biggest differences occur when the standard
deviation values are smaller. Starting from TTCI and MSD-like scenarios columns, it
can be seen that for decreasing values of standard deviation both TTCI and MSD-like 
scenarios increase for the U pin-loads can be observed. The explanation for this 
behaviour is the same as for the NU pin-loads from section 7.5.
When TTCI (Table 6.4.4) from NU and U pin-loads are compared, it can be seen that U 
pin-loads show bigger values. Figure 7.6.1 presents the same distributions as in Figure 
7.5.4 but added by the normal distribution for fatigue crack initiation for the U pin-
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loading case (All FCL -  U pin-load -  Stdeva 0.09). As it can be seen from Figure 7.6.1, 
fatigue crack initiation of the lead crack will tend to nucleate first in the case of NU pin- 
loading because one of the distributions is situated in a region of smaller lives; and this 
fact is confirmed from the results presented in Table 6.4.4. The U pin-loading fatigue 
crack initiation distribution is enclosed by the two extreme distributions from the NU 
pin-loads (representing the highest and smallest pin-loads); and this is expected since 
mean values of pin-loads are employed for the U pin-loading distribution (Figure 
6.3.22).
When MSD-like scenarios (Table 6.4.4) from NU and U pin-loads are compared, it can 
be seen that U pin-loads show bigger percentage values. As the U pin-loading employs 
only one fatigue crack initiation distribution to all FCLs, cracks tend to nucleate closer 
in time when compared to the NU pin-loads case (where more than one fatigue crack 
initiation distribution is employed), and without any crack nucleation positioning 
tendency, as verified from Figures 6.3.2.5 and 6.3.2.9.
Normal distributions for different FCLs and different pin-loadings
 FCL 3 - NU pin-load -
Stdeva 0.09
 FCL1 - NU pin-load-
Stdeva 0.09
All FCL - U pin-load - 
Stdeva 0.09
5 5.25 5.5 5.75 6
Log (cycles) for initiation of the lead crack
Figure 7.6.1: Normal distributions for fatigue crack initiation lives for different pin-
loading conditions.
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Regarding the TCP parameter for the U pin-loading results (Table 6.4.3), it can be seen 
that the mean time for crack propagation of the lead crack decreases with increasing 
percentages of MSD-like scenarios; for the same reasons as presented in section 7.5 for
the case of NU pin-loading. When comparing the TCP from U and NU pin-loads (Table
6.4.4), it can be seen that TCP values are within ± 0.5 % difference. What is curious 
from these results is that an increase in the percentage of MSD-like scenarios seems not
to be the only reason for decreasing the TCP, and other reasons may exist. As it can be 
seen from Table 6.4.4, all U pin-loading cases present a bigger percentage of MSD-like 
scenarios compared to the corresponding NU pin-loading ones; although it is not
necessarily leading to smaller TCP values. In order to provide a possible explanation 
for these results, a separate discussion is presented in section 7.8.
From Table 6.4.3 it can be noted that the Nf  , and, consequently, the ISP and the SMP,
increase with decreasing standard deviation values. This result is explained by the
increase on TTCI values, which dominate the whole failure process, despite of the
decrease on TCP values. Comparing the values of the ISP and the SMP (Table 6.4.4) 
for the U and NU pin-loadings, it can be seen that for the larger standard deviation the U 
pin-loading distribution gave ISP and SMP values 0.9 % bigger than the NU pin- 
loading ones; while for the smaller standard deviation these values were 5.9 % bigger. 
These differences seem not so large, but it has to be noted that the ISP and the SMP are 
established according to the recommendations from the AAWG [3] based so lonely on a 
single point of the cumulative failure distribution: the 50 % one.
Figure 7.6.2 presents the simulation points from Figures 6.3.2.3 and 6.3.2.7 (U pin- 
loading cases -  Table 6.4.3) demonstrating a reasonable fit to the corresponding 
theoretical cumulative probability distributions.
Figure 7.6.3 presents the cumulative probability distributions for the pin-loading models 
from Table 6.4.4. In the legend, ‘c.p.d.’ means cumulative probability distribution; ‘U. 
load and N.U. load’ mean, respectively, U and NU pin-loading distributions; and ‘0.21 
and 0.09’ mean 0.21 and 0.09 standard deviation values in log (cycles).
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From Figure 7.6.3, it can be seen that the differences between the cumulative failure 
distributions for the U and NU pin-loading cases (Table 6.4.4) tend to distance from 
each other as the cumulative probabilities of failure decrease. Considering the case of 
the smaller standard deviation (0.09), for the IE-3 cumulative probability of failure 
(USAF structural safety criterion [75]), the U and NU pin-loading distributions indicate 
that the limit for proper structural functioning (LPSF) would be, respectively, 241,000 
and 203,000 cycles; and the U pin-loading number of cycles for the LPSF is 18.7 % 
bigger than the one for the NU pin-loading case. If the safety structural criterion 
recommended by the AAWG [3] is considered for the standard deviation value of 0.09, 
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Figure 7.6.2: Cumulative probability of failure distributions from Figures 6.3.2.3 
[standard deviation for TTCI (log) = 0.21] and 6.3.2.7 [standard deviation for TTCI 
(log) = 0.09] with uniform pin-loading at 100 MPa (R = 0.1) cyclic tensile stress.
From the previous paragraph, it can be realized that the U pin-loading distribution, 
when implemented with mean pin-loading values (Figure 6.3.2.2) from NU pin-loading 
distributions (Figure 6.2.1.3), results to non-conservatism for establishing structural 
safety parameters such as the SMP and, more noticeably, the LPSF which is based on
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low cumulative probabilities of failure. Therefore, if uniform pin-loading is used for 
MSD assessment it is recommended that the biggest pin-load be assumed, which will 
lead to conservative establishment of the SMP and LPSF, instead of assuming mean 
pin-loading ones, as in Figure 6.3.2.2.
Monte Carlo Simulation
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Figure 7.6.3: Cumulative probability of failure distributions from Figures 6.2.1.9, 
6.3.1.1, 6.3.2.3 and 6.3.2.7 at 100 MPa (R = 0.1) cyclic tensile stress.
7.7. Effect of Change in Stress Level on MSD Assessment
From Table 6.4.5 it can be seen the effect that an increase of 20 % in nominal stress 
value causes on the MSD parameters presented. It can be noted that when the stress
level is increased from 100 to 120 MPa the TTCI is decreased by 79.2 %. This 
difference is considerable, and the first issue that has to be verified is whether it is 
reasonable or not.
The mean fatigue crack initiation life (ju) for each FCL from the lap joint configuration 
analysed (Figure 6.2.1.1) was established according to equation 6.2.1.1 [31]; and n  is 
derived as function of the local elastic stress ‘S’. As presented in section 6.3.3, the value
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of S determined by the DTD code [87] was 508.4 MPa corresponding to a nominal 
stress of 120 MPa. If this value is inserted in equation 6.2.1.1 then jli is assigned a 
value of 4.9236 in log (cycles), which is equivalent to 82,809 cycles (50 % S-N fatigue 
life for crack initiation). Considering the nominal stress of 100 MPa, the corresponding 
jli is equivalent to 398,865 cycles. Therefore, ju is decreased by 78.8 % when the 
nominal stress level is increased by 20 %; and the physical meaning of this reduction 
for ji needs to be checked. From Figure 6.3.3.1, derived from the experimental data 
presented in Figure 6.1.1, when the stress level was increased by 20 % the reductions 
(calculated in cycles) for ju corresponding to the 10, 16 and 24 KN squeeze forces 
were, respectively, by 62.6 %, 57.9 % and 72.3 %; performing a mean reduction of 64.3 
%. These values demonstrate that a reduction (cycles) in ji by 78.8 %, calculated via 
equation 6.2.1.1 and the local stress S obtained from the DTD code [87], is reasonable; 
and j i , corresponding to the nominal stress of 120 MPa, can be considered as a valid 
input data for the MSD assessment analysis presented in section 6.3.3. As presented in 
section 6.3.3, the standard deviation for fatigue crack initiation was assumed as 0.05 in 
log (cycles), based on the data from Figure 6.3.3.1.
The changes in TTCI (Table 6.4.5) can be explained with the help of equation 7.5.1. 
From equation 7.5.1, it can be seen that changes in N0 can occur due to changes in j i ,
a  or a . Table 7.7.1 presents an example where it can be observed how N 0 changes by 
changing ji for some values of a . The ‘FCL’ column presents 4 hypothetical fatigue 
critical locations, the ‘Differences’ column represents the differences of lives (cycles) 
from FCL2 -  FCL1 and FCL4 -  FCL3 (given by column N0).
Table 7.7.1: Changes in N0 due to changes in j i .
FCL log (cycles)
cr





1 5.6071 0.05 -1.0 5.5571 355,518 21,042
2 5.6071 0.05 -0.5 5,5821 376,559
3 4.9236 0.05 -1.0 4.8736 73,812 4,3694 4.9236 0.05 -0.5 4.8986 78,181
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From Table 7.7.1 it can be seen that, for the same a  values, when // is decreased the 
corresponding N 0 lives decrease. This result explains why the TTCI decreases in
Figure 6.3.3.5 compared to Figure 6.3.3.2 (see Table 6.4.5), since the same Gaussian 
random numbers {a  values) have been used for both analyses. It can also be noted that 
when .ji is decreased the differences in lives (cycles) between FCLs ‘4 and 3’ and ‘2 
and 1 ’ decrease. This result shows that fatigue cracks are allowed to nucleate closer in 
time (cycles) from different FCLs, leading to a possible increase in the number of MSD- 
like scenarios; and, in fact, this is what column ‘MSD-like scenarios’ from Table 6.4.5 
is demonstrating (as well as Figures 6.3.3.4 and 6.3.3.7). As the MSD-like scenarios 
increase with decreasing fi values, crack interaction effects tend to augment and it is
expected that TCP is reduced, as verified by Garcia [122]. What can also be noted from 
Table 6.4.5 is that both the TTCI and TCP are decreased; and the final result is that the 
Nf  , the ISP and the SMP decrease when // decreases.
Figure 7.7.1 presents a comparison of the cumulative probabilities of failure obtained 
from Figures 6.3.2.3 (100 MPa nominal stress and 0.21 standard deviation for fatigue 
crack initiation), 6.3.3.2 (100 MPa nominal stress and 0.05 standard deviation for 
fatigue crack initiation) and 6.3.3.5 (120 MPa nominal stress and 0.05 standard 
deviation for fatigue crack initiation). In the legend, ‘Normal distributions’ refer to the 
corresponding theoretical normal distributions, ‘MC points’ refer to Monte Carlo 
simulation points, 100 and 120 MPa refer to nominal stress levels, and 0.05 and 0.21 
refer to the standard deviation for initiation of fatigue cracks.
An interesting outcome from Figure 7.7.1 is regarded to the cumulative failure 
distribution inclinations. A decrease in inclination is related to a more severe MSD 
condition. Small inclinations lead to a decrease in the range of number of cycles to 
failure; and once MSD starts, the probabilities of failure increase much faster in time 
(cycles) than for the case of large cumulative distribution inclinations. The increase in 
MSD severity can also be verified by the increase in MSD-like scenarios from Tables
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Figure 7.7.1: Comparison of cumulative probabilities of failure for different nominal 
stress levels and standard deviation values.
From Figure 7.7.1, if the failure distribution ‘MC points -  100 MPa -  0.21’ is compared 
to the ‘MC points -  100 MPa -  0.05’, when the standard deviation is decreased by 76.2 
% (from 0.21 to 0.05) the MSD behaviour becomes more severe; although the mean 
failure process is increased by 59.9 % (from 232,870 to 372,390 cycles). Comparing the 
‘MC points -  100 MPa -  0.21’ to the ‘MC points -  120 MPa -  0.05’, when the stress 
level is increased by 20 % (from 100 to 120 MPa), the MSD behaviour becomes even 
more severe and the mean failure process is anticipated by 62.7 % (from 232,870 to 
86,875 cycles). Comparing the distributions ‘MC points -  120 MPa -  0.05’ to ‘MC 
points -  100 MPa -  0.05’, it can be seen that when the stress level is increased by 20 % 
(from 100 to 120 MPa), the MSD behaviour becomes more severe and the mean failure 
process is anticipated by 76.7 % (from 232,870 to 86,875 cycles).
What can be realized from the previous paragraph is that MSD-like behaviour is 
aggravated to an increase in nominal stress level (decrease in mean time to fatigue crack 
initiation) and to a decrease in standard deviation value for fatigue crack initiation; 
being more sensitive to changes in stress level than in standard deviation values. Mean 
time to crack initiation has been reported [5] to be the most important parameter that
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can be randomly varied for MSD assessment, but no analysis, as the one from Figure
7.7.1, was shown to support this statement.
Figure 7.7.2 shows the Monte Carlo simulation points from Figures 6.3.3.2 and 6.3.3.5 
(‘MC points -  100 MPa’ and ‘MC points -  120 MPa’, respectively), a 99 % confidence 
region for Figure 6.3.3.5 (‘99 % confidence -  120 MPa’) and a single point (‘Determ. 
MSD -  120 MPa’) plotted for the deterministic analysis of MSD. The ‘Determ. MSD -  
120 MPa’ crack initiation life is determined from the 50 % S-N data (82,809 cycles), 
where cr = 0 from equation 7.5.1 and, therefore, all FCLs initiate a 1.0 mm fatigue 
crack simultaneously. The crack propagation phase performed for simultaneous equal 
sized crack growth from all FCLs, calculated by means of the DTD code [87], gives a 
number of cycles equal to 7,653.
From Figure 7.7.2, the ‘MC points -  100 MPa’ and the ‘MC points -  120 MPa’ are 
plotted together in order to visualize the big difference between those results due to an 
increase of 20 % in nominal stress level. As it can be seen, the MC points from both 
analyses do not overlap, as can also be noted from Figure 7.7.1. The results related to 
the simulations from ‘MC points -  120 MPa’ (Figure 7.7.2) presented in Figure 6.3.3.7 
show, for the first time since the beginning of this chapter, that no mono-crack scenarios 
are present; and situations where all holes were cracked are encountered from the 
corresponding simulations. At this point two issues have to be discussed, the first is 
related to the mono-crack scenarios and the second is related to whether or not the 
simulations from ‘MC points -  120 MPa’ can predict the deterministic MSD failure, 
i.e., simultaneous fatigue crack initiation and propagation from all FCLs.
Considering the results for the ‘MSD-like scenarios’ columns from Tables 6.4.2 to 
6.4.5, it has been shown that the number of mono-crack scenarios decrease (MSD-like 
scenarios increase) with a decrease in standard deviation for fatigue crack initiation, 
with change from NU to U pin-loading and with a decrease in the nominal stress value. 
From these results, and as the fatigue crack initiation lives for each FCL is assigned 
from equation 7.5.1, it can be realized that there is a limitation from the MSD model 
from this work; since mono-crack scenarios are not representative of MSD-like
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situations. The occurrence of mono-crack scenarios is intrinsic to random fatigue crack 
initiation modelling from equation 7.5.1; and mono-crack scenarios are feasible to occur 
given the values of ji and cr employed in this equation. Unfortunately, almost no 
information about number of cracks per damage scenario can be found in the literature 
for the MSD models reported in chapter 2, apart from Santgerma [31] and Garcia [117]. 
In the case of Santgerma and Garcia for the lap joint configuration analysed (Figure 
6.2.1.1), it has been reported, respectively, almost 60 % and 40.4 % (100 % -  59.6 %, 
Table 6.4.2 for 0.21 standard deviation) occurrence of mono-crack scenarios indicating 
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Figure 7.7.2: Monte Carlo simulation points from Figures 6.3.3.2 [100 MPa (R = 0.1) 
cyclic tensile stress] and 6.3.3.5 [120 MPa (R = 0.1) cyclic tensile stress] and the 
deterministic MSD case [120 MPa (R = 0.1) cyclic tensile stress] with standard 
deviation for TTCI (log) = 0.05 and uniform pin-loading
Regarding the deterministic MSD (‘Determ. MSD -  120 MPa’ from Figure 7.7.2), it has 
to be established how close the MSD assessment results, for the 120 MPa stress level, 
can predict it or not. From Figure 7.7.2, the time to crack initiation from the ‘Determ.
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MSD -  120 MPa’ (82,809 cycles) is bigger than the ones from the ‘99 % confidence -  
120 MPa’. The smallest time for crack propagation from the ‘99 % confidence -  120 
MPa’ is equal to 8,026 cycles; which is only 4.9 % bigger than the case of ‘Determ. 
MSD -  120 MPa’ (7,653 cycles)! The number of cycles to failure from the ‘Determ. 
MSD -  120 MPa’ is equal to 90,462 cycles; which is bigger than the mean failure
behaviour Nf  (86,875 cycles -  Table 6.4.5) obtained from the simulations (‘MC points
-  120 MPa). From Table 6.4.5 (120 MPa stress level), it can also be seen that the ISP 
and the SMP are, respectively, equal to 28,958 and 43,438 cycles; demonstrating that 
these points are established before the ‘Determ. MSD -120 MPa’ and, therefore, the 
simulations demonstrate its effectiveness to prevent the deterministic MSD occurrence.
The results from the previous paragraph show that the failure behaviour from the 
deterministic MSD (simultaneous fatigue crack initiation and propagation from all 
FCLs) is very close to the mean failure value from the simulations and that it can be 
safely prevented. At this point, it is interesting to check if other simulations (which 
contained mono-crack scenarios -  Tables 6.4.2 to 6.4.5) can also predict the failure life 
from the corresponding deterministic MSD; and these results are presented in Table
7.7.2.











6.2.1.9 230,741 76,914 115,371 344,106
6.3.1.1 309,747 103,249 154,874 344,106
6.3.2.3 232,870 77,623 116,435 410,745
632.1 328,117 109,372 164,059 410,745
6 3 3 2 372,390 124,130 186,195 410,745
From Table 7.7.2, it can be seen that, with no exception, the deterministic MSD failure
behaviour is far from N f  ; and both the ISP and SMP parameters are established before
any structural risk can occur. Therefore, even for the MSD simulations where mono­
crack scenarios were present, the MSD assessment models demonstrated that
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deterministic MSD failure (simultaneous fatigue crack initiation and propagation from 
all FCLs) can be prevented.
7.8. The Role of Number of Cracks and Crack Nucleation Positioning on MSD 
Assessment Modelling
From section 7.6, a question was raised when comparing the TCP from U (uniform) 
and NU (non-uniform) pin-loads for the standard deviation equal to 0.09 (Table 6.4.4).
From Table 6.4.4, it can be seen that TCP values are within ± 0.5 % difference. The U 
pin-loading cases presents a bigger percentage of MSD-like scenarios, compared to the
corresponding NU pin-loading ones, but it is not necessarily leading to a smaller TCP 
value. The curiosity about these results is that an increase in the percentage of MSD-like
scenarios seems not to be the only reason for decreasing the TCP; although this 
tendency is clear and applies to the majority of the results from Tables 6.4.2 to 6.4.5.
In order to investigate another possible reason for decreasing the TCP, than increasing 
the number of MSD-like scenarios, this section is concerned to establish whether the 
number of nucleated cracks per damage scenario or the crack nucleation sequence plays
the most important role in decreasing TCP. Before starting this investigation, different 
crack nucleation sequences need to be defined. In this work, two cases are assumed: 
‘case 1’ and ‘case 2’. Figure 7.8.1 presents examples of what is defined as ‘case 1’.
Case 1 - Examples 
L
o  -o — o
L
o  o — o
o  o — o -  




o  - o — o -
L
o  —o — o -
Figure 7.8.1: Crack nucleation sequence for ‘case 1’ definition examples.
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Whenever there is at least a second crack which nucleates at the same hole or at an 
adjacent hole to where the lead crack (represented by ‘L’ in Figure 7.7.1) nucleation 
took place, and before the lead crack links-up for the first time, then these damage 
scenarios are defined as ‘case 1’. All other damage scenarios not defined as ‘case 1’ are 
named a s ‘case 2’.
Starting with the number of nucleated cracks per damage scenarios; Figures 7.8.2, 7.8.3, 
7.8.4 and 7.8.5 present the Monte Carlo simulation points from, respectively, Figures 
6.3.2.3, 632.1 , 6.3.3.2 and 6.33.5 but with the number of nucleated cracks per damage 
scenarios indicated by the legends.
From Figures 7.8.2 to 7.8.5 it can be realized that the damage scenarios are quite mixed 
and it is not easy to visualize any possible influence that an increase in the number of 
cracks per damage scenario might have on the mean time for crack propagation.
It is worthwhile to note from Figures 7.8.2 to 7.8.5 that due to the probabilistic crack 
propagation modelling, situations where, for example, damage scenarios containing two 
nucleated cracks can present a bigger time for crack propagation than damage scenarios 
containing only one nucleated crack is feasible to happen.
Figures 7.8.6, 7.8.7, 7.8.8 and 7.8.9 present the same results from, respectively, Figures
7.8.2, 7.8.3, 7.8.4 and 7.8.5 but plotted as ‘case 1’ and ‘case 2’ damage scenarios. From 
Figures 7.8.6 to 7.8.9, it can be clearly observed that ‘case 1’ damage scenarios present 
a mean time for crack propagation smaller than ‘case 2’ damage scenarios. These results 
indicate that when cracks nucleate at the same hole or at adjacent holes, before the lead 
crack links-up for the first time, then the mean time for crack propagation is decreased 
when compared to damage scenarios where cracks nucleate in holes placed more than 
one pitch distance from each other. This conclusion coincides with Garcia [122]: ‘as 
close two crack tips are positioned (in the same hole and/or at adjacent holes) as 
pronounced crack interaction effects will be. As cracks nucleation positioning among 
cracks increase, the influence that crack tips exert on each other tends to vanish’. And, 
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Figure 7.8.2: Number of nucleated cracks per damage scenario from Figure 6.3.2.3 - 
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Figure 7.8.3: Number of nucleated cracks per damage scenario from Figure 6.3.2.7. -
















a 2 cracks A ^ X  A
a 3 cracks
x 4 cracks
° 5 cracks * A A ^ i | | i ^  +
■ 6 cracks
+ 7 cracks oâ d+-v
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Figure 7.8.4: Number of nucleated cracks per damage scenario from Figure 6.3.3.2 - 
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Figure 7.8.5: Number of nucleated cracks per damage scenario from Figure 6.3.3.5 -
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Figure 7.8.6: Crack nucleation sequence ‘case Y  and ‘case 2’ from Figure 7.8.2 - 
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Figure 7.8.7: Crack nucleation sequence ‘case V  and ‘case 2’ from Figure 7.8.3 -
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Figure 7.8.8: Crack nucleation sequence ‘case 1’ and ‘case 2’ from Figure 7.8.4 - 
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Figure 7.8.9: Crack nucleation sequence ‘case 1’ and ‘case 2’ from Figure 7.8.5 -
standard deviation for TTCI (log) = 0.05, uniform pin-loading at 120 MPa (R = 0.1)
cyclic tensile stress.
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Figures 7.8.10, 7.8.11, 7.8.12 and 7.8.13 present a comparison of the mean time for 
crack propagation given by damage scenarios with the same number of nucleated cracks 
(‘scenarios with same number of cracks’) and the crack nucleation sequence (‘case 1 ’ 
scenarios). By definition ‘case 1’ scenarios have a constant mean time for crack 
propagation; and this is the reason why its value does not change in the x-axis (‘number 
of nucleated cracks per damage scenario’).
As it can be seen from Figures 7.8.10 to 7.8.13, opposed to Figures 7.8.2 to 7.8.5, there 
is a clear tendency, indicated by the trend lines, that the mean time for crack 
propagation is decreased as the number of MSD-like scenarios increase; but not always 
a bigger number of nucleated cracks per damage scenario gives the smallest time for 
crack propagation (see, for example, the mean time for crack propagation from Figure 
7.8.11 for the case of 4 and 5 nucleated cracks per damage scenario). It can also be 
noted that the mean time for crack propagation of ‘case 1’ scenarios is always smaller 
than the value for any other group of damage scenarios regardless of the number of 
nucleated cracks; but for the case of Figure 7.8.13.
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Figure 7.8.10: Mean lead crack time for crack propagation comparison from Figures
7.8.2 and 7.8.6 - standard deviation for TTCI (log) = 0.21, uniform pin-loading at 100
MPa (R = 0.1) cyclic tensile stress.
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Figure 7.8.11: Mean lead crack time for crack propagation comparison from Figures
7.8.3 and 7.8.7 - standard deviation for TTCI (log) = 0.09, uniform pin-loading at 100
MPa (R = 0.1) cyclic tensile stress.
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Figure 7.8.12: Mean lead crack time for crack propagation comparison from Figures
7.8.4 and 7.8.8 - standard deviation for TTCI (log) = 0.05, uniform pin-loading at 100
MPa (R = 0.1) cyclic tensile stress
185









9 11 137 8 10 12 145 64
♦ Scenarios with same 
no. of cracks
a 'Case 1 'scenarios
Number of nucleated cracks per damage scenario
Figure 7.8.13: Mean lead crack time for crack propagation comparison from Figures
7.8.5 and 7.8.9 - standard deviation for TTCI (log) = 0.05, uniform pin-loading at 120
MPa (R = 0.1) cyclic tensile stress.
From Figure 7.8.13, it can be seen that the mean time for crack propagation of 
‘scenarios with same no. of cracks’ is, in fact, very similar to ‘case 1’ scenarios. The 
explanation for this behaviour relies on the fact that 92 % of the damage scenarios from 
Figures 7.8.5 and 7.8.9 fall into the definition of ‘case 1’ scenarios and, therefore, no 
big differences are expected for the mean time for crack propagation, as it can be seen 
from Figure 7.8.13.
Regarding the question in the beginning of this section, and from the discussion 
presented, it can be concluded that the crack nucleation sequence plays the most
important role in decreasing TCP compared to the number of nucleated cracks per 
damage scenario. This statement means that when cracks nucleate at the same hole or at 
adjacent holes, before the lead crack links-up for the first time, the mean time for crack 
propagation is smaller compared to damage scenarios where cracks nucleate more than 
one pitch distance from each other. Also, the results presented in this section show that 
there is a clear tendency for decreasing the mean time for crack propagation with the 
increase of MSD-like scenarios; but this tendency is not always true since damage 
scenarios with bigger number of nucleated cracks can present a bigger time for crack
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propagation compared to damage scenarios containing a smaller number of nucleated 
cracks.
It is interesting to notice that the results from this section can be used to indirectly 
compare differences between different MSD methodologies for crack propagation. 
From chapter 2, a methodology that forces crack nucleation to start at adjacent holes,
i.e., crack nucleation is not allowed randomly in a row of holes, is the one from Delta 
Airlines, which is presented in reference [3]. If the results from the simulations 
presented in, for example, Figure 6.3.2.7 were analysed by forcing crack nucleation in
adjacent holes, then the final TCP from Table 6.4.3 (52,182 cycles) would be likely to 
resemble the ‘case V mean time for crack propagation from Figure 7.8.7 (42,394
cycles); and a direct consequence of this change is that Nf  would be reduced from
328,117 cycles (Table 6.4.3) to 318,329 cycles, leading to early establishment of the 
ISP and the SMP. This example is interesting from the point of view of aeronautical 
safety regulators because, as intuitively it could be imagined, forcing the crack 
nucleation sequence to adjacent holes do lead to a more conservative establishment of 
the monitoring period (given by the ISP and the SMP [3]).
7.9. Effect of High Squeeze Force on MSD Assessment
In section 6.3.4, the MSD simulations for the case of high squeeze force was presented, 
and the input data for that analysis came from Figure 6.3.3.1. To compare the effect of 
high squeeze force on MSD assessment, the 16 KN rivet squeeze force data from Figure
6.3.3.1 (ju = 5.7371 and cr = 0.1030) is used and the results from the simulations are 
presented in Table 7.9.1 and Figure 7.9.1, together with the corresponding results from 
Table 6.4.6 and Figure 6.3.4.2.
Table 7.9.1 shows that TTCI is increased by a factor of 2.6 when the squeeze force is 
increased from 16 to 24 KN; and the benefits of high rivet squeeze force on time to 
fatigue crack initiation life improvement has been discussed in section 7.1.
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16 0.10 U 353,139 53,450 406,589 135,530 203,295 70.2
24 0.13 U 919,481 57,750 977,231 325,744 488,616 28.0
From equation 7.5.1, it can be seen that changes in N0 can occur due to changes in ju, 
a  ox a . Table 7.9.2 presents an example where it can be observed how N0 changes by 
changing both fi and a  (considering the values of the 16 and 24 KN squeeze forces) 
for the same values of a . The ‘FCL’ column presents 4 hypothetical fatigue critical 
locations, the ‘Differences’ column represents the differences of lives (cycles) from 
FCL2 -  FCL1 and FCL4 -  FCL3 (given by column N 0).
From Table 7.9.2 it can be seen that, for the same a  values, when // and cr are 
increased the corresponding N 0 lives increase. This result explains why the TTCI
increases from Table 7.9.1 when the squeeze force is increased from 16 to 24 KN. It can 
also be noted that when f i  and cr are increased the differences in lives (cycles) 
between FCLs ‘4 and 3’ and ‘2 and 1’ increase. This result shows that fatigue cracks are 
allowed to nucleate more separate in time (cycles) from different FCLs, leading to a 
possible decrease in the number of MSD-like scenarios; and, in fact, this is what column 
‘MSD-like scenarios’ from Table 7.9.1 is demonstrating. As the MSD-like scenarios
decrease, crack interaction effects tend to diminish and it is expected that TCP is 
increased, as actually can be seen from Table 7.9.1 and from Garcia [122]. What can
also be noted from Table 7.9.1 is that the TTCI and the TCP are both increased when
the rivet squeeze force is increased; and the final result is that Nf  increases.
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Table 7.9.2: Changes in N0 due to changes in // and cr.
FCL Mlog (cycles)
cr





1 5.7371 0.1030 -1.0 5.6341 424,399 53,3682 5.7371 0.1030 -0.5 5.6856 477,768
3 6.1976 0.1286 -1.0 6.0690 1,153,948 183,9234 6.1976 0.1286 -0.5 6.1333 1,337,871
Figure 7.9.1 shows in the legend ‘Normal distributions’ corresponding to the theoretical 
cumulative failure distributions, ‘MC points -  24 KN’ and ‘MC points -  16 KN’ which 
represent, respectively, the Monte Carlo simulation points for the 24 and 16 KN rivet 
squeeze forces.
From Figure 7.9.1, it can be seen that the cumulative failure distribution inclination 
from the ‘MC points -  16 KN’ is smaller than the one from the ‘MC points -  24 KN’. A 
decrease in inclination is related to a more severe MSD condition. Small inclinations 
lead to a decrease in the range of number of cycles to failure; and once MSD starts, the 
probabilities of failure increase much faster in time (cycles) than for the case of large 
cumulative distribution inclinations. The increase in MSD severity can also be verified 
by the increase in MSD-like scenarios from Table 7.9.1 for the intermediate rivet 
squeeze force (16 KN).
The results from Figure 7.9.1 and Table 7.9.1 show that high rivet squeeze, beyond 
retarding the whole failure process, also lead to a decrease in MSD-like scenarios. The 
direct conclusion from these results is that high rivet squeeze force is extremely 
beneficial for MSD prevention since it helps to decrease the number of nucleated cracks 
in the same row of holes. Unfortunately the use of different squeeze force input values 
(n  and cr - equation 7.5.1) and its effect on MSD failure behaviour has not been 
reported from the literature (chapter 2), and no comparison to the results from this 
section can be done.
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Figure 7.9.1: High and intermediate squeeze force MSD assessment comparison.
7.10. MSD Assessment Comparison to Teardown Inspections from In-Service Data
In section 6.5, an MSD assessment analysis was presented to compare its output to 
teardown data obtained from in-service fuselage panels of aging aircraft (Figures 6.5.7 
to 6.5.9) published by Steadman [15]. Before comparing the results themselves, it is 
worthwhile to discuss, firstly, the hypothesis assumed in the MSD model that led to the 
differences obtained.
Starting from the initiation part of the MSD assessment model, it was assumed an open- 
hole quality S-N fatigue data (Figure 6.5.3) for fatigue crack initiation. As the lap joint 
configuration analysed (Figure 6.5.1) is riveted, this choice must be justified.
From the MSD models presented in chapter 2, for example Schmidt [5], it is a common 
practice to use strap flat fatigue test specimens, manufactured using aircraft standards 
(material, rivets and assembly techniques), to derive S-N fatigue data for MSD 
assessment comparison to laboratory fatigue tests of flat fuselage panel sections. The 
MSD models, such as the ones discussed in section 7.2 (including the one from this 
work), compared their outputs to pristine sections of flat fuselage panels. Of course,
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these comparisons are valid to demonstrate the effectiveness of the methodologies since 
the models output represents what is intended for comparison. A direct consequence of 
this issue is that MSD models can be describing the MSD behaviour of flat lap joints in 
laboratory environment, and not real aircraft structures [117].
Real aircraft fuselage lap joints are subjected to bi-axial loads such as circumferential 
and axial stresses caused by pressurization, bending and torsion caused by aerodynamic 
loads, inertia loads and landing, not to mention environmental issues such as corrosion. 
In his work, Okada [123] compares the fatigue lives for initiation of 1 mm cracks from 
flat panel specimens and one-third scale-models of a B-737 fuselage structure subjected 
to pressurization and bending loads. If the fatigue life for crack initiation obtained from 
the scale-model specimens is divided by the corresponding value from flat panel 
specimens, a mean coefficient of 0.42 is obtained. This coefficient means that the 
fatigue life for crack initiation is reduced by 58 % when curved panel test specimens are 
considered. It has to be highlighted that the mean coefficient of 0.42, derived by the 
author from Okada [123] experimental work, was calculated based on two flat lap joint 
and two scale-model fatigue test specimens; which cannot represent the statistical 
dispersion inherent to a wider number of fatigue tests. But, certainly, Okada [123] 
experiments give a clear indication that there are significant differences from both 
fatigue test specimens as a source for input data for Monte Carlo simulations.
Another indication that pristine and good quality riveted flat lap joint test specimens are 
possibly not indicated to generate S-N fatigue data for MSD assessment of real fuselage 
panels comes from Wanhill [124], Bakuckas [125] and Steadman [15]. Wanhill [124] 
presents the service histories of pressurized fuselage lap splices from five different in- 
service aircraft types where MSD cracking was detected. By the time MSD was 
identified, the number of flights varied from 34,470 to 75,158. From Bakuckas [125] it 
is also reported MSD occurrence, detected by current methods for field inspections, 
from a retired Boeing 727 containing 59,497 flight cycles. Steadman [15] findings were 
already presented in Figure 6.5.4 and MSD initiation was reported even before 20 % 
DSG (12,000 flight cycles). These numbers are showing that MSD occurrence, from in- 
service or retired fuselage panels, happens in a range of 1E+4 to 1E+5 flight cycles;
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while fatigue lives to crack initiation from S-N tests of pristine and good quality strap 
lap joints are commonly reported to be higher than 1E+5 cycles at typical loads around 
100 MPa and R ratios ranging from 0 to 0.1 (see, for example, Table 6.1.2).
Another complicating factor, when assessing real fuselage panels for MSD behaviour 
via fatigue data from flat lap joint specimens, is corrosion. Corrosion occurrence has 
been reported from retired and in-service aircraft fuselage joints [126]. Concerning S-N 
fatigue data itself, a comparison between fatigue tests from pristine and corroded flat lap 
joint samples showed that corrosion can easily degrade the fatigue life for visible crack 
initiation by 40 % [127]; and, therefore, pristine test specimens seem not to be adequate 
to approach real aircraft fuselage panels if corrosion is considered.
For some of the reasons and examples described in the previous paragraphs, the 
applicability of fatigue crack initiation data obtained from pristine and good quality 
riveted flat lap joint test specimens for MSD assessment of real aircraft fuselage panels 
is questioned by the author.
From the literature review on MSD methodologies presented in chapter 2, the only 
positive indication that flat riveted lap joint test specimens could be used for 
comparison to full-scale fatigue tests (which mostly resembles in-service fuselage 
panels) comes from Horst [30]. From his MSD simulations, Horst could predict a full- 
scale fatigue test result at the border of his 99.7 % confidence region where the smallest 
fatigue lives were obtained from the simulations. It has to be highlighted that Horst [30] 
employed a poor quality deep countersunk riveted joint to force early fatigue crack 
initiation because, according to his arguments, good quality riveted samples would be 
inadequate for comparison purposes with the full-scale test due to the high fatigue lives 
obtained from those samples. The result from the full-scale fatigue test [30] presented a 
detectable crack with fatigue life around 80,000 pressurization cycles and, as observed 
from in-service fuselage panels, a fatigue life in the range of 1E+4 to 1E+5 cycles.
For the lap joint configuration analysed in section 6.5, S-N fatigue data obtained from 
good quality riveted flat lap joint test specimens can be found in Swift [100]; and the
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mean time to crack initiation is approximately 1E+6 cycles. If a typical standard 
deviation value of 0.15 in log (cycles) is assumed for fatigue crack initiation of A1 
2024-T3 riveted panels [121], the results from Monte Carlo simulations will give a 
mean time to crack initiation of the lead crack equal to 536,250 cycles; with the smallest 
and biggest lives equal to, respectively, 266,088 and 835,761 cycles. At this stage, it is 
quite clear that MSD assessment of real aircraft fuselage panels, when performed with 
input S-N fatigue life data from good quality riveted flat lap joint samples, is destined to 
a terrible non-conservatism. For the example given, this statement is easily verified if 
lives to MSD occurrence from aging aircraft pressurized fuselage panels (34,470 to 
75,158 cycles [124]; 59,497 cycles [125]; 12,000 cycles [15]) are compared to the 
fatigue crack initiation lives generated by the Monte Carlo simulations (266,088 to 
835,761 cycles).
For the reasons discussed so far, the author decided to assume open hole quality S-N 
fatigue data input (Figure 6.5.3) for the fatigue crack initiation part of the MSD 
assessment model. This assumption seems logical since it can be observed that the open 
hole S-N data used, for the lap joint configuration from Figure 6.5.1, falls in the range 
of 1E+4 to 1E+5 cycles for fatigue crack initiation and, therefore, it is likely to resemble 
lives to MSD occurrence from in-service findings [15, 124, 125]. As no information for 
the standard deviation value is available from Figure 6.5.3, a value of 0.15 in log 
(cycles) was assumed.
From Figure 6.5.7, it can be seen that the cumulative probabilities for fatigue crack 
initiation of the lead crack from the simulations is surprisingly close to the one from in- 
service data, more noticeably for low probabilities of occurrence. It can also be noted 
that the inclination of the distribution from the simulations is smaller than the one from 
in-service data, indicating that in reality a bigger standard deviation value should be 
used. If the mean times to crack initiation from the distributions are compared, then it 
can be seen that the value from the simulations is 15.7 % smaller than the one from in- 
service data. This result demonstrates that the use of open hole S-N data for fatigue 
crack initiation is rationally conservative, and for the case of the lap joint from Figure
6.5.1 can be applied. The crack initiation distributions from Figure 6.5.7 are presented
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in Figure 7.10.1, and it can be seen that, for example, from the early 20 % DSG (12,000 
flight cycles) the cumulative probability for MSD initiation is higher than 1 % from 
both the simulations and in-service data. For 50 % DSG (30,000 flight cycles) the 
simulations indicate that there is 100 % cumulative probability for MSD initiation while 
the in-service data presents a probability of 95 %.
From Figure 6.5.8, it can be seen that the differences between the cumulative 
distributions for detectable cracks are enlarged when compared to the results from 
Figure 6.5.7. Considering the mean time for detectable cracks (50 % probability), the 
Monte Carlo simulation result is 23.1 % smaller than the in-service ones. It has to be 
highlighted that the Monte Carlo simulation results from Figure 6.5.8 were obtained 
from the results presented in Figure 6.5.7 (initiation of fatigue cracks) but adding the 
number of cycles to grow the corresponding lead cracks probabilistically from 1.27 mm 
to 5.1 mm (detectable crack length considered by Steadman [15]). This procedure needs 
some extra refinement, since the scatter for the detectable crack distribution was simply 
attributed to the scatter inherent to the crack growth process but the crack detection 
itself presents a scatter inherent to the inspection process; and if this scatter is added to 
the one from the simulations the inclination of the present cumulative distribution is 
expected to increase. If only the crack propagation process is considered, then the 
enlargement of distance between both distributions from Figure 6.5.8, when compared 
to Figure 6.5.7, can be attributed to conservatism in the whole crack propagation 
calculations performed with the model from Figure 6.5.2.
The results from Figure 6.5.8 are presented in Figure 7.10.2, and it can be seen from the 
simulations that at 40 % DSG (24,000 flight cycles) there is a cumulative probability of 
MSD detection bigger than 1 %; while for the same probability from in-service data 
MSD cracks would be detected from the 48 % DSG (28,800 flight cycles). Steadman 
[15] recommends that an inspection program for MSD detection would be required as 
early as the 50 % DSG (30,000 cycles) from the in-service data (around 1 % cumulative 
probability of MSD detection); while it can be seen from the simulations that the same 
number would be around 40 % DSG (24,000 cycles). At this point it is interesting to 
compare what the AAWG recommendations [3] indicate for the point of ISP. The ISP
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was calculated in section 6.5 for the in-service data and for the simulations. These 
points are, respectively, equal to 18,300 (30.5 % DSG) and 14,180 flight cycles (23.6 % 
DSG). As it can be seen from Figure 7.10.2, from both the in-service data and the 
simulations, the cumulative probabilities for MSD crack detection are below 0.01 % 
indicating that the point of ISP is conservatively established and it is clearly concerned 
with very small probabilities for MSD detection when compared to what has been 
recommended by Steadman [15].
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Figure 7.10.1: Cumulative probability distribution for crack initiation from Figure 6.5.7.
From Figure 6.5.9 it can be seen that the cumulative probabilities of failure from the 
simulations and in-service data are enlarged when compared to Figure 6.5.7. The mean 
time for failure from the simulations is 22.5 % smaller than the in-service one. As for 
the case of Figure 6.5.8, this difference can also be attributed to conservatism in the 
whole crack propagation calculations performed with the model from Figure 6.5.2, but 
other reasons apply as well. From Figure 6.5.5, it can be seen that, although the crack 
propagation analysis from the simulations are comparable to in-service data [111], crack 
propagation times ranged from approximately 16,000 to 45,000 flight cycles for Boeing 
727 and 737 aircraft; while the same value given by the model from Figure 6.5.2 was 
26,000 cycles. These differences seem not to be connected, so lonely, to the scatter
195
inherent to the crack growth process. It is possible that ‘flight cycles’ from Figure 6.5.5 
do not necessarily mean full pressurization cycles, and this issue depends on the service 
history of each aircraft.
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Figure 7.10.2: Cumulative probability distribution for crack detection from Figure 6.5.8.
From the point of view of the AAWG recommendations [3], the basic purpose of MSD 
models is to establish both the ISP and SMP points, from the 50 % cumulative 
probabilities of failure, to define a monitoring period in order to prevent MSD threat. If 
the ISP and SMP points are considered, the calculated values from the analysis are, 
respectively, 14,180 cycles (23.6 % DSG) and 23,270 cycles (35.5 % DSG); while the 
same values calculated from the in-service data are, respectively, 18,300 cycles (33.3 % 
DSG) and 27,480 cycles (45.8 % DSG). These results indicate that the ISP and the SMP 
points established from the simulations are 22.5 % smaller than the ones from in-service 
data. From an engineering point of view, this difference is not small; but it is far from 
being unacceptably conservative considering that real MSD occurrence from aging 
aircraft pressurized fuselage panels is being assessed. Unfortunately, the differences 
obtained from the current MSD assessment analysis to in-service data, as well as the 
hypothesis assumed for its assessment, cannot be compared to other models output;
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since no similar work was found by the author from the literature review presented in 
chapter 2.
Returning to the points of ISP and SMP, established from both the in-service data and 
the simulations (section 6.5), these points define the monitoring period which is ‘the 
period of time when special inspections of the fleet are initiated due to an increased risk 
of MSD’ [3]; and the monitoring period ends when the SMP is reached. The SMP point, 
also called the ‘point of WFD’ (widespread fatigue damage) [3], is the point where ‘no 
airplane may be operated without modification or part replacement’ [3] or ‘the point 
beyond which the airplane may not be operated without further evaluation’ [3]; and at 
the SMP point, failure due to MSD should not represent a threat to structural safety due 
to high probabilities of occurrence. The reason for reminding the monitoring period and 
the SMP concepts is to verify whether these parameters (established by the simulations) 
are well suited to its definitions or not when compared to the in-service data; and to 
perform this verification the results from Figure 6.5.9 are presented in Figure 7.10.3.
From Figure 7.10.3, it can be seen that the SMP from the simulations (35.5 % DSG) is 
conservatively established compared to the in-service data (45.8 % DSG) demonstrating 
a cumulative probability of failure smaller than IE-4, which means that MSD threat is 
remote to structural safety and the SMP point from the simulations is well established. 
This conservatism can also be observed when the SMP is established with the in-service 
data itself (45.8 % DSG) because the cumulative probabilities of failure are also smaller 
than IE-4. If the SMP point established from the simulations (35.5 % DSG) is checked 
for MSD initiation behaviour using the in-service distribution presented in Figure
7.10.1, it can be seen that approximately 45 % of the fleet would have initiated MSD 
cracks! Although this probability is high, the cumulative probability of MSD detection 
from Figure 7.10.2 is still small (approximately IE-4 using the in-service distribution) 
which means that cracks would not have grown far enough to represent a real threat to 
the residual strength of the structure. It has to be noted that in case of no detectable 
MSD cracks at the point of SMP; airworthiness regulators would possibly not 
recommend repair or structural modifications, but the extension of the point of SMP 
(and, consequently, the monitoring period) as a result of further evaluation of the
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structure. As the SMP given from the simulations fulfils its purpose, the same 
conclusion applies to the monitoring period since very low cumulative probabilities of 
MSD failure are involved from the point of ISP to the point of SMP.









Figure 7.10.3: Cumulative probability distribution of failure from Figure 6.5.9.
In fact, what can be definitely stated from the ISP and SMP points established by the 
simulations is that when these values are compared to the same ones from in-service 
data, it can be concluded that the MSD assessment analysis discussed in this section was 
able to fulfil its purpose with rational conservatism. To finalize the discussion on 
establishment of structural safety parameters, it is worthwhile to examine the USAF 
criterion [75] from Figure 7.10.3. From the cumulative probability of failure 
corresponding to IE-3, it can be seen that the limit to proper structural functioning 
(LPSF) from the simulations is approximately 46 % DSG (27,600 cycles). If the 
cumulative distributions from in-service data from Figures 7.10.1 and 7.10.2 are 
employed, it can be seen that, at 46 % DSG, the cumulative probabilities for initiation 
of MSD cracks and detectable MSD would be, 87 % and 0.5 %, respectively. 
Considering the proposed structural safety criterion from this work (section 7.5) then 
the SMP point would be the preferred choice for further structural evaluation and/or 
structural modification.
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From the results presented in section 6.5, Figure 6.5.10 shows the percentage of 
scenarios as a function of nucleated cracks. As it can be seen, no mono-crack scenarios 
are present and the minimum number of cracks a damage scenario developed was 8. For 
the case of 21 nucleated cracks, it can be realized that 10 out of 11 holes were cracked 
simultaneously at the 3 and 9 o’clock positions before the lead crack could link-up. This 
situation resembles the worst possible MSD scenario where cracks are allowed to 
nucleate simultaneously from each hole both at the 3 and 9 o’clock positions.
Figure 7.10.4 presents the same results as in Figure 6.5.10 but for the percentage of 
scenarios as a function of cracked holes. It is interesting to note that the majority of the 
damage scenarios generated (40.3 %) had all holes cracked.
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Figure 7.10.4: Percentage of scenarios as a function of number of cracked holes for the 
Monte Carlo simulations from Figure 6.5.6.
Figure 7.10.5 presents in-service MSD findings, reported by Schijve [128] from the 
work of Mayville [129], from an aging Boeing 727 aircraft with 43,400 flights and with 
multiple cracks in three pressurized fuselage bays. As it can be seen from Figure 7.10.5, 
the crack sizes are as big as 6 mm and, in the case of the bay in the centre of the figure, 
the only holes that are not cracked are the ones close to the frame locations. 9 out of 10 
holes in the centre of the bay developed simultaneous cracks at the 3 and 9 o’clock
29.0
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positions. This type of in-service cracking pattern, in the centre of a pressurized lap joint 
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Figure 7.10.5: Fatigue cracks in riveted lap joint of an aging aircraft 727 fuselage [129].
In order to finalize the discussions of this section, there is a fundamental issue that is in 
need of further comments. For the specific in-service data discussed in this section, the 
open hole S-N fatigue data used for the Monte Carlo simulation analysis demonstrated 
to be reasonably suitable for MSD assessment of aging aircraft pressurized fuselage 
panels. The main question that has to be answered from future workers is whether open 
hole S-N data is always suitable or not for different geometrical configurations than the 
one that has been analysed (Figure 6.5.1). With this question, the author intends to let it 
clear that coincidences are feasible to happen; although from the arguments presented in 
the beginning of this section the use of open hole quality S-N data was rationally 
justified. It may be that for other fuselage panel configurations, open hole quality S-N 
data demonstrates inadequacy and, possibly, good quality riveted lap joint S-N data 
should be more appropriate. For this reason, it is suggested that, for example, the in- 
service data from Wanhill [124], where MSD cracking lives are reported for five 
different types of fuselage lap splices, be compared to MSD analysis performed from 
corresponding open hole and good quality riveted lap splice S-N data. When these
84
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comparisons are completed, then a final conclusion can be reached about the general use 





The conclusions presented in this chapter follow the same order as from the discussions 
(chapter 7); and the main conclusions are presented as follows:
8.1. Experimental Work
1. The mean time to initiation (cycles) of fatigue cracks in riveted lap joints 
increases when the rivet squeeze force varies from a low to a high value, despite 
the stress level employed;
2. Beyond improving the mean time for initiation of fatigue cracks, the high 
squeeze force test specimens provided the highest standard deviation (scatter) 
values in cycles to failure, despite the stress level employed, and with the 
smallest stress range producing the biggest scatters;
3. Considering the standard deviation (scatter) value for initiation of fatigue cracks 
in log (cycles), the scatter increases for both high and low lives in log (cycles) 
and there is a region of minimum scatter which can be found between these 
lives, with the smallest stress range producing the biggest scatter values;
4. Considering the coefficient of variation (COV) value for initiation of fatigue 
cracks in log (cycles), the COV increases for both high and low lives in log 
(cycles) and there is a region of minimum COV which can be found between 
these lives, with the smallest stress range producing the biggest COV values; 
and the same trend is observed from a plot of COV versus squeeze force values 
in KN;
5. For low squeeze force value, the crack nucleation sites are close to the 3 and 9 
o’clock positions of the hole and mainly take place at its border. For increasing
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values of squeeze force, the boundary of the hole is not critical anymore and 
crack nucleation takes place away from the 3 and 9 o’clock positions and from 
the hole border;
8.2. MSD Assessment Model Comparison to Experimental Work and to Other 
Models from the Literature
1. The MSD model provided good agreement with published experimental work on 
fatigue of lap splice joints where both crack initiation and propagation stages 
from the simulations were able to incorporate the experimental data scatter and 
the mean lives.
2. The spread of the experimental data at both initiation and propagation lives was 
as large as that of the entire simulations; and this behaviour is also verified from 
other published work.
3. When comparing the MSD simulations from the proposed model to other 
published work, for different riveted joint geometrical configurations and 
loading conditions, it could be seen that different MSD models compared very 
similarly to their corresponding experimental work as for the model from this 
work; i.e., most of the models were able to incorporate the scatter of lives for 
initiation and propagation of the test points and the scatter of the test data was 
also comparable to the corresponding simulations.
4. By comparing the MSD model from this work to other published work, for the 
same lap joint geometrical configuration and loading conditions, it could be 
verified that continuing damage assumption and probabilistic crack growth 
(proposed in this work) can be used as a valid and simplifying option to a 
damage accumulation technique and deterministic crack growth as an 
engineering approach for MSD modelling. On the other hand, continuing 
damage assumption when employed with deterministic crack growth can not.
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5. As a general trend, deterministic crack propagation performed with continuing 
damage assumption gives conservative crack propagation lives compared to the 
ones from deterministic crack propagation performed with a damage 
accumulation technique.
8.3. MSD Assessment Model Limitations
1. For MSD assessment models that perform a few hundreds of Monte Carlo 
simulations, a minimum number of simulations are needed until convergence is 
reached in order to use statistical tools (such as cumulative distribution functions 
or confidence regions) for overcoming the limited number of simulations.
2. The establishment of inspection intervals from only a few hundreds of Monte 
Carlo simulations can lead to non-conservatism; and the use of confidence 
regions demonstrated to be a valid option to overcome this difficulty.
8.4. Effect of Change in Standard Deviation on MSD Assessment
1. From the experimental data presented in this work and from published work, 
different standard deviation (scatter) values for the same mean time to fatigue 
crack initiation is far from being a pure theoretical situation; and these 
differences lead to significant variations while establishing the ISP and the SMP 
points for MSD prevention.
2. An MSD analysis of a riveted lap joint configuration, considering the same 
mean time to fatigue crack initiation and two possible values for the 
corresponding standard deviation value, has showed that the AAWG 
recommendations and the USAF criterion for structural safety were in conflict. 
When the large standard deviation value was considered the AAWG 
recommended criterion was non-conservative compared to the USAF one; while 
for the small standard deviation value the situation was the opposite.
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3. The establishment of the ISP and the SMP, based solely on the mean MSD 
failure behaviour, was very sensitive to changes in scatter values. This situation 
was even worse for the establishment of the LPSF where low cumulative 
probabilities of failure were involved.
4. To overcome the conflict between the AAWG recommendations and the USAF 
safety criteria, a new criterion was proposed in this work by considering the 
limit for safe operation of the structure up to a lower boundary determined by 
either the AAWG recommendations or the USAF criterion; whichever the 
smallest.
5. For the same mean time to fatigue crack initiation, a decrease in the 
corresponding standard deviation value increases the mean time to the lead crack 
initiation, decreases the mean time for the lead crack propagation, and increases 
the mean time to failure as well as the ISP, the SMP and the percentage of MSD- 
like scenarios. If the standard deviation is increased the trends are reversed.
6. For the same mean time to fatigue crack initiation, and considering non-uniform 
pin-loading, the lead crack tended to nucleate in the highest stressed fatigue 
critical locations. As the corresponding standard deviation value decreased, the 
lead crack nucleation was exacerbated at those locations.
8.5. Effect of Change in Pin-loading on MSD Assessment
1. For the same mean time to fatigue crack initiation, and considering the uniform 
pin-loading, a decrease in the corresponding standard deviation value increases 
the mean time to the lead crack initiation, decreases the mean time for the lead 
crack propagation, and increases the mean time to failure as well as the ISP, the 
SMP and the percentage of MSD-like scenarios. If the standard deviation is 
increased the trends are reversed.
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2. When the uniform pin-loading was established with a mean value from the non- 
uniform pin-loading distribution, and compared to the corresponding non- 
uniform pin-loading results at different scatter values for fatigue crack initiation, 
the general trends were that the mean time to the lead crack initiation was 
bigger, the mean time for the lead crack propagation were similar, the mean time 
to failure was bigger as well as the ISP, the SMP and the percentage of MSD- 
like scenarios.
3. Opposed to the non-uniform pin-loading case, the uniform pin-loading showed 
no tendencies regarding the lead crack nucleation sites.
4. The uniform pin-loading distribution, when implemented with mean pin-loading 
values from the non-uniform pin-loading distribution, resulted to non­
conservatism for establishment of the SMP and, more noticeably, the LPSF 
which is based on low cumulative probabilities of failure. Therefore, it was 
recommended that if uniform pin-loading is to be used for MSD assessment, 
then the biggest pin-load value from non-uniform distributions should be used 
instead of the mean one.
8.6. Effect of Change in Stress Level on MSD Assessment
1. For the same standard deviation value for fatigue crack initiation, and 
considering the uniform pin-loading case, an increase in the nominal stress level 
(decrease in the mean time to crack initiation) decreased the mean time to the 
lead crack initiation, the mean time for the lead crack propagation, the mean 
time to failure as well as the ISP and the SMP but increased the percentage of 
MSD-like scenarios up to 100 %.
2. MSD-like behaviour was, more noticeably, aggravated by an increase in the 
nominal stress level (decrease in mean time to fatigue crack initiation) than to a 
decrease in standard deviation value for fatigue crack initiation.
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3. For the higher stress level, it could be seen that the failure behaviour from the 
deterministic MSD (simultaneous fatigue crack initiation and propagation from 
all fatigue critical locations) was close to the simulations result and that it could 
be safely prevented.
4. Comparing the percentage of MSD-like scenarios obtained with two different 
nominal stress levels, and as in other MSD simulations from the literature, it was 
observed that a great number of the scenarios generated by Monte Carlo 
simulations contained only one crack (lower stress level), and therefore they 
could not represent MSD-like situations.
5. A decrease in the percentage of mono-crack scenarios (increase in the 
percentage of MSD-like scenarios) was observed by increasing the nominal 
stress level, decreasing the standard deviation for fatigue crack initiation, and by 
using the uniform pin-loading distribution instead of the non-uniform pin- 
loading one.
6. Despite of the presence of mono-crack scenarios or not, all simulations were 
able to establish both the ISP and the SMP before that any threat could be 
caused by the corresponding deterministic MSD failure situation (simultaneous 
fatigue crack initiation and propagation from all fatigue critical locations).
8.7. The Role of Number of Cracks and Crack Nucleation Positioning on MSD 
Assessment Modelling
1. A clear tendency of decreasing the mean time for the lead crack propagation 
with increasing number of MSD-like scenarios could be verified. But not always 
a bigger number of nucleated cracks per damage scenario gave the smallest time 
for crack propagation.
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2. The crack nucleation sequence has been demonstrated to play the most 
important role in decreasing the mean time for crack propagation of the lead 
crack compared to the number of nucleated cracks per damage scenario.
3. When cracks nucleated at the same hole or at adjacent holes, before the lead 
crack linked-up for the first time, the mean time for crack propagation was 
smaller compared to damage scenarios where cracks nucleated more than one 
pitch distance from each other, regardless of the number of nucleated cracks.
8.8. Effect of Rivet Squeeze Force on MSD Assessment
1. When MSD assessment was performed using the input parameters from the high 
rivet squeeze force S-N data, compared to the same assessment but using the S- 
N data input from a mean squeeze force value, the results indicated that the 
whole MSD failure process was retarded and the number of MSD-like scenarios 
considerably reduced, demonstrating that high squeeze force is extremely 
beneficial for MSD prevention.
8.9. MSD Assessment Comparison to Teardown Inspections from In-Service Data
1. Evidences from in-service MSD detection strongly indicated that S-N input data 
obtained from good quality riveted flat lap joint test specimens would not be 
appropriate for MSD assessment of real aircraft pressurized fuselage panels. 
Those evidences were also supported by published MSD assessment of a full- 
scale fatigue test and by a probabilistic fatigue crack initiation analysis using S- 
N data from good quality riveted lap joints corresponding to the in-service 
geometrical configuration analysed.
2. The MSD assessment presented was performed with an open hole quality S-N 
data, and the cumulative probabilities for fatigue crack initiation, crack detection 
and failure were rationally conservative compared to in-service findings for the 
corresponding distributions. The differences were in the order of 20%, with the
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smallest differences belonging to the fatigue crack initiation part of the 
simulations.
3. In-service data indicated that both the ISP and the SMP were well established 
from the simulations, and failure due to MSD occurrence was not a threat for 
structural safety during the monitoring period.
4. Severe in-service fatigue cracking pattern from 3 fuselage panels compared very 
well to the same results from the simulations. The cracking pattern obtained 
from analysis presented no mono-crack scenarios, 40% of the scenarios 
contained all holes cracked (with at least one crack per hole) and 1.3% of the 
scenarios developed 21 cracks out of 22 possible fatigue critical locations before 




From the MSD assessment model presented in this work, some limitations of the model 
were discussed in chapter 7. As the great majority of published MSD assessment 
models, only a few hundreds of Monte Carlo simulations were performed in each 
simulation from this work. The direct consequence of the small number of simulations 
is that low probabilities of occurrence could only be assessed via the extrapolation of 
the simulations by means of fitted statistical distributions. Although this procedure is 
acceptable from the engineering point of view, the best solution would be performing as 
much simulations as necessary, for example 100,000 simulations, to achieve the desired 
results; and the main problem that has to be overcome belongs to the crack propagation 
stage of MSD modelling. With existing technology it is possible to perform crack 
propagation on a few hundreds of damage scenarios by using FE or BE based computer 
codes in a reasonable period of time (from two to four weeks); but thousands of 
simulations is completely out of purpose. As a future work, and in order to provide a 
solution to overcome this problem, it is recommended the development of an in-house 
computer code by using the compounding method for stress intensity factors calculation 
[49] to perform crack growth analysis. This type of approach has been reported in the 
literature [32] an it seems highly recommended since, instead of taking a few weeks, 
thousands of crack growth simulations can be performed in a few minutes. After the 
implementation of the suggested code, it would be quite interesting to compare the 
values obtained from the cumulative probabilities of failure from this work, especially 
for the tail of the distributions (low probability region), for establishing whether the 
differences are significant or not.
Considering the crack growth analysis performed with the present computer code, it is 
recommended that in future a damage accumulation technique routine could be 
implemented in order to quantify more precisely the differences between the continuing 
damage assumption and damage accumulation technique on MSD assessment. This 
comparison has been presented in the discussions chapter in general terms by
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comparing the Monte Carlo simulation points as a whole. Although general good 
agreement was observed, the differences were established in a broad way but they were 
not quantified scenario by scenario. It has also to be highlighted that the use of a 
damage accumulation technique coupled with probabilistic crack growth, and not only 
with deterministic crack growth, is still in need for investigation and comparison to 
other models.
Regarding the MSD model presented in this work it is clear that environmental effects, 
such as corrosion, were not addressed. The way corrosion might be modelled in a 
probabilistic way for MSD assessment and what effects it demonstrates on MSD 
behaviour is an open field for future researchers.
Regarding the parametric studies presented, it is certain that some other variables could 
be studied in the future as this field has been poorly investigated from the literature. The 
effect of number of holes on MSD assessment is a clear example, and many others 
could be imagined by future workers. What differences an increase (or decrease) in the 
number of holes would make for establishment of MSD parameters such as the ISP and 
the SMP is an interesting issue only addressed by Horst [35] via theoretical examples. 
Another interesting example would be modelling a lap joint taking into account a real 
fuselage stress profile (where frames were present) and perform MSD assessment on a 
basis of different pin-loadings. In this case, crack propagation could even be arrested 
with the proximity of crack tips to frames and big differences in the whole crack 
propagation process could possibly happen.
Regarding the experimental work performed, the benefits that high squeeze force brings 
to MSD prevention by means of probabilistic analysis performed by Monte Carlo 
simulations was clearly established; but only a unique geometrical configuration was 
analysed. It may be that other geometrical configurations (or material) could provide 
even better improvement for MSD prevention than the one analysed. In such a sense, 
more fatigue test data using riveted joints with high squeeze force values are needed to 
generate appropriate S-N input data for MSD probabilistic assessment models. Another 
interesting point is to determine how much rivet squeeze force could be increased so
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that benefits to MSD prevention are still valid. It can be realized that high squeeze force 
cannot be increased indefinitely, and the point of maximum squeeze force for different 
geometrical configurations may even present any relationship that has not been 
established yet.
For the in-service data comparison discussed in chapter 7, strong evidences were 
presented indicating that good quality riveted lap joint test specimens were not able to 
provide S-N input data for MSD assessment of real aircraft fuselage panels. The lack of 
approach from the literature on such an important issue is surprising. It seems that many 
authors do believe that, as far as the lap joints are manufactured with the same material 
and construction techniques employed in the production line, good quality riveted joints 
can provide S-N data to predict in-service behaviour. What this work showed was that 
open hole S-N fatigue data demonstrated to be reasonably suitable for MSD analysis of 
in-service structures. The main question that has to be answered from future workers is 
whether open hole S-N data is always suitable or not for different geometrical 
configurations than the one that has been analysed. It may be that for other fuselage 
panel configurations, open hole quality S-N data demonstrates inadequacy and, 
possibly, good quality riveted lap joint S-N data should be more appropriate. This issue 
has only been started with this work, and further MSD assessments for different in- 
service aircraft types are needed.
Finally, the MSD methodology from this work demonstrated to be a valid engineering 
tool for MSD assessment of riveted joints. Considering new design configuration for 
riveted joints, the current MSD model can be used to analyse such joints and then to 
select the configuration which would best prevent from MSD occurrence for 
demonstrating the highest mean MSD failure behaviour (which leads to the highest ISP 
and SMP points). To accomplish this task, MSD can be analysed during its different 
stages (initiation, propagation and failure) for each damage scenario as described in 
chapter 4 and, as different joint geometrical configurations can lead to different pin- 
loading distributions, the necessary S-N input data for MSD modelling can be obtained 
experimentally as in chapter 5.
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APPENDIX A - Fatigue Test Results for a Riveted Unstiffened Lap Joint.
The current appendix presents the rough cracking chronology for 6 unstiffened riveted 
lap joints from Figure 6.2.1.1 (chapter 6) obtained from the literature [31].
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APPENDIX B - The Dual Boundary Element Model for the Lap Joint 
Configuration from Figure 6.2.I.I.
B.l. Lap Joint Dual Boundary Element Model
In order to calculate the rivet reaction loads and the stress intensity factors necessary for 
performing the crack propagation stage of the MSD model; the DTD code [87] is 
employed to model the lap joint from Figure 6.2.1.1 using the same DBE lap joint 
model idealization as presented in chapter 3, i.e., only the upper row of pin-loaded holes 
(Figure 6.2.1.1) is modelled when cracks are present, the concept of load transfer 
applies for the middle and lower rows of pin-loaded holes and fastener flexibility is 
taken into account.
To determine the load transferred by the rivets, a tensile stress level of 100 MPa was 
applied to the lap joint illustrated in Figure 6.2.1.1. To obtain the rivet reaction loads, 
the model idealized with the DTD Code consists of two rectangular sheets discretized 
by 48 boundary elements and 96 nodes each. The sheets are connected by 27 fasteners 
simulated by spring elements. To take fastener flexibility into account, the fastener 
shear deformation coefficient was calculated with the following empirical equation from 
Swift [98]:
< p = At ■+■ A2 1 ’1 z h hy n\ 2 E0
Where Al and A2 are empirical constants which, for aluminium fasteners, are Ax =5.0 
and A2 =0.8 according to experimental work from Swift [98]. 0 is the fastener 
diameter (0=4.0mm), hx and h2 are the sheet thicknesses (hx=h2 =1.6mm) and E  is 
the modulus of elasticity for the aluminium (E =73,000MPa).
The DBE model from Figure B.1.1, which is used for the crack propagation stage of the 
MSD model, consists of one rectangular sheet, 464 mm long and 200 mm wide,
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discretized by 142 boundary elements and 284 nodes, with a central row of nine pin- 
loaded holes (representing the upper row of holes of the lap joint illustrated in Figure 
6.2.1.1). The constraints Dx and Dy are placed half-way at, respectively, the upper and 
lower borders and at the left and right borders of the model where no displacements are 
expected due to symmetry. The upper traction vector (Ty) placed in the upper border of 
the model represents the gross stress; while the lower traction vector (Ty) placed in the 
lower border of the model represents the bypass stress. All the nine holes are loaded 
using the same principle of load transfer as described in chapter 3. The hole diameter, 
pitch distance, sheet thickness and material properties are the same as for the lap joint 
illustrated in Figure 6.2.1.1.
Figure B. 1.1: DBE model for the upper row of holes from Figure 6.2.1.1.
