A Hausman test has been typically used to determine the consistency of the GLS estimator in static models with pooled cross-section-time-series data. Based on a GMM approach, we reformulate the Hausman test and find that it incorporates and tests only a limited set of moment restrictions. We also consider an alternative GMM statistic incorporating additional restrictions, which has power toward additional sources of model misspecification. Our Monte Carlo experiments demonstrate that while both the Hausman test and the alternative have good power detecting endogenous regressors, the alternative dominates if coefficients of regressors are nonstationary.
Introduction
* Use of pooled cross-section-time-series (CS-TS) regression methods has become increasingly common as availability of longitudinal data sets has grown. The primary estimation methods for static models are the within-group and the generalized least squares (GLS) estimators. Central to the appropriate choice of estimator is a specification test for the presence of endogenous regressors.
1 The Hausman statistic (1978) has been commonly used in the literature for testing the consistency of the GLS estimator (e.g., Hausman and Taylor, 1981; Cornwell and Rupert, 1988; or Baltagi and Khanti-Akom, 1990 ).
This paper focuses on one simple generalization of the Hausman test, which is previously considered by Arellano (1993) . The Hausman statistic incorporates and tests a specific set of moment restrictions implying that individual means of the time-varying regressors are exogenous. Our alternative GMM statistic, which is equivalent to Arellano's Wald test, incorporates a broader set of restrictions reflecting that each of the time-varying regressors is exogenous. This alternative test performs well in our Monte Carlo experiments, where it has good power to detect nonstationary coefficients of regressors which the Hausman test often fails to do, while both tests share roughly the same power detecting correlation * The authors gratefully acknowledge the financial support of the College of Business and Dean's Council of 100 at Arizona State University. We would also like to thank the editor and two anonymous referees for many helpful comments on a previous version of this paper.
All errors are our own. 1 We use "endogenous" in the sense that regressors may be correlated with unobservable individual effects.
between individual effects and regressors.
This paper is organized as follows. In section 2, we develop alternative GMM tests and examine their relationship to the Hausman test typically utilized. In section 3, we consider the GMM test of the Arellano-type moment restrictions and its power properties.
Our Monte Carlo simulations are contained in Section 4. The final section contains our conclusions.
GMM Tests of the Random Effects Specification
In this section, we review the basic CS-TS regression model and the Hausman test for a random effects specification, and then develop alternative GMM tests. The model we consider is given:
where i denotes cross-sectional (individual) observations and t denotes time. In (1), X it
(1) contains k time-varying regressors, Z i contains g time-invariant regressors, and the error u it contains a time-invariant individual effect α i and random noise ε it . We consider the empirically relevant case of a large number of individuals and a small number of time series, so usual asymptotic properties of our tests apply as N → ∞ at fixed T.
We assume that the observations are distributed independently across different i, and that the ε it are independently and identically distributed (i.i.d.) with var(ε it ) = σ 2 ε , for any i and t. We further assume that α i , X i1 , ... , X iT and Z i are strictly exogenous with respect to ε it , for any i; that is, E(ε it α i , X i1 , ... , X iT ,Z i ) = 0. This latter assumption rules out the cases in which the set of regressors includes lagged dependent variables or predetermined regressors.
Data vectors and matrices are created by stacking the observations first by individual and then by time. For example,
With this convention the model in matrix form is:
where W = [X, Z], δ = [β′, γ′]′, and u = α + ε.
(3)
We adopt the standard notation for projections. For any matrix A, let P(A) be the projection onto the column space of A, so that P(A) = A(A′A) -1 A′, and let Q(A) = I -P(A).
If we specify T as a T × 1 vector of ones, we may define:
where V is a matrix of individual dummy variables, P V converts an NT × 1 vector ordered as When the α i are random and uncorrelated with the regressors, both β and γ can be consistently estimated. Specifically, assume that var(α i X i1 , ... , X iT , Z i ) = σ α 2 , for any i, and that the following hypothesis holds:
In this case, a simple but consistent estimator is the between-group estimator: . The GLS estimator is given:
which can be obtained by OLS on:
where Ω -½ = θP V +Q V . For notational convenience, we assume that σ 
while in practice they must be estimated. The conventional estimates are given:
where e W = Q V (y-Xβ W ) and e B = P V (y-Wδ B ).
(9)
The appropriateness of between-group and GLS estimation requires that the regressors are uncorrelated with the effects, i. We now consider alternative tests of H o under GMM framework. We define:
where S is a TN × q (q ≥ k) matrix whose columns are functions of X and Z so that under
H o , S is uncorrelated with u. We assume that rank of B equals its number of columns. We further assume that:
(i) P V X is in the column space of S, i.e., P(S)P V X = P V X.
(ii) All of the columns of S are in either Q V or P V spaces.
Assumption (ii) is unnecessary for our GMM tests, but is assumed for convenience. Under assumptions (i) and (ii), it is straightforward to show 2 :
Under H o , the following overidentifying moment conditions are implied:
The 2SLS estimator of δ, which is optimal among all GMM estimators based on the moment
conditions in (11), solves the problem:
2 The first equality requires assumption (i) and the second requires both (i) and (ii).
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Clearly, the 2SLS estimator from (14) equals δ G in (7). Therefore, Hansen's (1982) GMM (14) statistic for testing the overidentifying orthogonality condition (13) However, these additional instruments are relevant for the construction of an appropriate test statistic, since any evidence of correlation between these additional instruments and the error implies a violation of H o , the assumption which insures consistency of GLS estimates.
Another important property of J N (B) can be found by considering the following auxiliary regression model: Mundlak (1978) has considered GLS estimation of the model in (16) with S = P V X. Note 
An Alternative GMM Test
In the previous section, we have developed GMM tests of the random effects 7 specification. In practice, which variables to include in S (and B) is an important issue. In this section we confine our attention to a simple alternative to H N , which, we believe, is of practical use.
As Arellano (1993) and Amemiya and MaCurdy (1986) 
and note that P(S * )P V X = P V X and P V S * = S Adding these equations over t (and with some algebra), we obtain:
The hypothesis H 
Monte Carlo Simulations
In this section we conduct Monte Carlo experiments in which we compare the relative (22) with two regressors X it and Z i . For T =3, we set γ = β 1 = 1, and allow β 2 and β 3 to take different values, with their sum fixed at 2. We choose N = 500, and specify i. computed. All of the statistics are computed using the variance estimates given in (9). In simulations we also calculate the three statistics using an alternative representation as the product of NT and the uncentered R 2 . In no case does this lead to changes of rejection proportions of over 0.2% and thus these results are not reported.
( Table 1 about Second, consistency of the within estimator seems to be a major factor determining the power of H N . The poor performance of H N in the case of nonstationarity may imply that H N is not desirable whenever the sources of model misspecification under which β W becomes inconsistent are questioned.
Concluding Remarks
In this paper we have reformulated the Hausman specification test for the CS-TS regression model and considered an alternative GMM test which is designed to incorporate and test both endogeneity of regressors and nonstationary coefficients. Our Monte Carlo experiments reveal that the use of the alternative test is promising.
The alternative test method we have considered could be readily extended to other models. Hausman and Taylor (1981) , Amemiya and MaCurdy (1986) , and Breusch, Mizon and Schmidt (1989) examine cases in which some time-varying regressors are uncorrelated with individual effects, and propose 2SLS estimation methods using these regressors as instrumental variables. The appropriateness of their methods has been typically tested by a
Hausman statistic based on the difference between the 2SLS estimator and the within estimator. Our results suggest that these test outcomes should be interpreted with caution.
Alternative GMM test methods could be developed to test the specification of these models for other forms of model specification.
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Appendix: Proof of Proposition 2
Consider the following auxiliary regression model:
where B * = [Q V X, Z, S * ]. Let ξ AG be the OLS estimator from a regression of (A1) and ξ AG (A1)
be the OLS estimator under the restriction φ = 0. Then, it can be easily shown that:
Let SSE u and SSE r be the sums of squared residuals from the unrestricted and restricted
regressions of (A1), respectively. Similarly to Proposition 1, the Wald statistic of the restriction φ = 0, which is constructed based on φ AG , must also equal the Hausman test.
Therefore, we have: 
