Firstly we consider a finite dimensional Markov semigroup generated by Dunkl laplacian with drift terms. Using gradient bounds we show that for small coefficients this semigroup has an invariant measure. We then extend this analysis to an infinite dimensional semigroup on pR N q Z d which we construct using gradient bounds, and finally we study the existence of invariant measures and ergodicity properties.
Introduction
In this paper we study infinite dimensional models of interacting particle systems generated by Dunkl operators. More precisely, we study the Markov semigroup on the infinite dimensional space pR N q Z d generated by
The operators L plq and L which act only on the l component of ω " pω l q lPZ d P pR N q Z d . The functions b plq : pR N q Z d Ñ R N depend only on the ω l component, while e plq : pR N q Z d Ñ R N depend on the components ω j with |j´l| ă R for a finite R called the range of interactions. In other words, the operators L plq are operators that only depend on the ω l component and so they define finite dimensional models. In the absence of the interaction terms e plq , these evolve independently of each other.
Dunkl operators are differential-difference operators defined in terms of a root system. They were introduced in [4] to study special functions associated to root systems, but have since been studied extensively and have found applications outside harmonic analysis. One typical application is in mathematical physics where they were used to study quantum many body problems associated to Calogero-Moser-Sutherland models; see [12] for more details. In probability theory, Dunkl operators have been used to define Markov processes with remarkable properties; for an overview of probabilistic aspects of Dunkl theory see [5] .
To tackle the problem introduced above, we first study the finite dimensional case of a single operator L plq acting on R N , for which a priori the existence of an invariant measure is unknown. To begin with, we prove gradient bounds for the resulting semigroup. An essential trick here is to consider a symmetrised gradient which takes into account the reflections associated to the root system defining Dunkl operators. This allows us to deal with the resulting reflection terms and to obtain appropriate bounds. Using these bounds we then prove the existence of an invariant measure for the semigroup in the case of small coefficients k α .
This analysis is then extended to an infinite dimensional setting, by introducing interaction terms. In this case, corresponding to the description above, the construction of the semigroup is not obvious and it requires an approximation procedure. This requires gradient bounds similar to the finite dimensional case, but which are technically more involved. The bounds obtained allow us to prove that the semigroup has an invariant measure and study its ergodicity properties.
Dissipative dynamics for infinite systems of interacting particles has been studied a long time; see the classic references [9] and [6] for more details. For a study of Markov semigroups in infinite dimensional settings see [15] in the case of elliptic operators, [3] for subelliptic operators, [13, 14] for Levy-type operators and [8] for operators of hypocoercive type.
Similar analysis for Dunkl-type operators in the infinite dimensional setting but in a simplified context corresponding to the very particular case of a root system A 1 , was studied in [16] . In this paper we extend these results to the case of general root systems in all dimensions.
The structure of the paper is as follows. In section 2 we introduce Dunkl operators and basic results that will be used later in the paper. In section 3 we deal with the finite dimensional case, and in section 3.2 we present the infinite dimensional case.
Preliminaries
In this section we present a very quick introduction to Dunkl theory. For more details see the survey papers [10] and [1] .
We define a root system to be a finite set R Ă R N zt0u such that R X αR " t´α, αu and σ α pRq " R for all α P R. Here σ α is the reflection in the hyperplane orthogonal to the root α, i.e.,
xα, xy xα, αy α.
The group generated by all the reflections σ α for α P R is a finite group, and we denote it by G. An invariant function is a map k : R Ñ r0, 8q, denoted α Þ Ñ k α , such that kpαq " kpgαq for all g P G and all α P R. It is possible to write the root system R as a disjoint union R " R`Y p´R`q such that R`and´R`lie on different sides of a hyperplane through the origin; in this case, we call R`a positive subsystem. This decomposition is not unique, but the particular choice of positive subsystem does not make a difference in the definitions below because of the G-invariance of the coefficients k.
From now on we fix a root system in R N with positive subsystem R`, and a multiplicity function k. We also assume without loss of generality that |α| 2 " 2 for all α P R. For i " 1, . . . , N we define the Dunkl operator on C 1 pR N q by
xy .
An important result, due to Dunkl [4] , is that Dunkl operators commute, i.e.,
We will denote by ∇ k " pT 1 , . . . , T N q the Dunkl gradient, and ∆ k "
the Dunkl laplacian. Note that for k " 0 Dunkl operators reduce to partial derivatives, and ∇ 0 " ∇ and ∆ 0 " ∆ are the usual gradient and laplacian. The Dunkl laplacian can be expressed in terms of the usual gradient and laplacian using the following formula:
The following representation formula
which holds for all roots α P R, shows that Dunkl operators leave invariant classical spaces of functions, for example SpR N q, the space of Schwarz functions, or C 8 c pR N q, the space of smooth compactly supported functions.
The natural spaces to study Dunkl operators are the weighted L p pµ k q, where dµ k " w k pxq dx and the weight function is defined as
This is a homogeneous function of degree
We will simply write ¨ p for the norm in L p pµ k q. With respect to this weighted measure we have the integration by parts formula
One of the main differences between Dunkl operators and classical partial derivatives is that the Leibniz rule does not hold in general. Instead, we have the following. Lemma 2.1. If one of the functions f, g is G-invariant, then we have the Leibniz rule
In general, we have
The theory of Dunkl operators is further enriched by the existence of an intertwining operator, which connects Dunkl operators to partial derivatives, and by the construction of the Dunkl kernel, which acts as a generalisation of the classical exponential function. Using these toolds, it is then possible to define a Dunkl transform, which generalises the classical Fourier transform, with which it shares many important properties. The methods in this paper do not make any use of these notions, so we will not go into further details here; a more complete account can be found in the review papers recommended at the beginning of this section.
The finite dimensional case
We consider the operator
where each b i P C 1 pR N q for i " 1, . . . , N . We will assume throughout this section that L generates a Markov semigroup on C b pR N q, the space of bounded continuous functions on R N . Let P t :" e tL be the semigroup generated by L and denote for brevity f t " P t f . The carré-du-champ operator associated with the operator L is given by
This should not be confused with the carré-du-champ operator associated with the Dunkl laplacian
which can be computed using the following lemma. 
The expression for Γpf q then follows immediately from this and the definition.
In order to avoid long expressions, in this paper we use the (non-standard) notation
for the α-dependent difference part in the definition of the Dunkl operators.
Example 3.2. The main example throughout this section is the linear case corresponding to bpxq "´cx for some c ą 0. This case is related to the generalised Ornstein-Uhlenbeck semigroup studied in [11] , where it was shown that the operator
We note that our operator is related to L OU via
Since the linear operator f Þ Ñ´c ÿ αPR`k α pf´f˝σ α q is clearly bounded on C b pR N q, standard results from general semigroup theory imply that L generates a contraction semigroup pP t q tě0 (the perturbation of a contraction semigroup generator by a bounded operator generates a contraction semigroup, see for example [2, Theorem 3.1]).
It is easy to see that the assumption (3.2) that we impose below on the drifts b will assure the positive maximum principle holds and thus pP t q tě0 is indeed positivity-preserving, so a Markov semigroup (see [7, Theorem 19.11] ).
Moreover, adding suitably small perturbations to the linear drifts bpxq "´cx should produce further Markov semigroups with generators of the desired form (3.1).
Remark. We expect that the class of functions b for which the operator L generates a Markov semigroup is much larger but this is the subject of a different investigation. This form of the gradient has the advantage that it is G-invariant, so we do not have to deal with the reflected terms that will appear in the computations below.
Theorem 3.3. Let b i P C 1 pR N q such that ∇pb i q is bounded for all i " 1, . . . , N and which satisfy the assumptions
We then have the bound
Proof. Firstly, let g P G and we compute
Here and everywhere in the below the notation rA, Bs stands for the commutator of the operators A and B, i.e., rA, Bs :" AB´BA.
Step 1: compute Γ L phq. We have
Using Lemmas 3.1 and 2.1, we have
Thus, assumption (3.2) assures that Γ L phq ě 0.
Step 2: compute J g phq. It will be useful here to see g P G as a matrix, and recall that gg T " g T g " I. A simple computation shows that (3.5) ∇ph˝gq " g T p∇hq˝g.
Also, note that
Thus, since by G-invariance we have k α " k gα , we obtain
where in the last step we simply used a change of variables. Finally, from (3.5) and (3.6), we obtain
Using (3.7), we can now compute ∆ k ph˝gq " ∆ k phq˝g, and also J g phqpxq " bpgxq¨p∇ k hq˝g´bpxq¨g T p∇ k hq˝g " pbpgxq´gbpxqq¨p∇ k hq˝g " 0, by our assumption (3.3).
Step 3: estimate Iphq. We first note that, using the commutativity of Dunkl operators,
Thus we have
Here, in the last step, we simply isolated the terms containing second powers |T i h| 2 , which will be necessary in obtaining gradient bounds. To obtain similar second powers from the mixed terms, we use the basic inequality 2xy ď x 2`y2 . This gives, for the second sum,
and for the second sum, recalling that |α| 2 " 2, we obtain
Step 4: gradient bounds. From the previous three steps, summing up the computations over all g P G, we obtain
So we have proved that
Integrating this inequality, we obtaiñ ΓpP t f q ď e 2ηt P t pΓpf qq, as required.
Example 3.4. If bpxq "´cx, for a constant c ą 0, then it is clear that it satisfies the assumption (3.2) of the Theorem. Moreover, B i pb j q "´cδ ij and
Thus, if γ ă 1 2 , the inequality (3.4) proved above is in fact a coercive bound. Remark. It is possible to extend the previous example of linear drifts by adding small perturbations and such that the conditions of the previous Theorem still hold.
Invariant measures.
The strategy for proving existence of invariant measure is to use general results from probability theory such as the Prokhorov and Krylov-Bogoliubov theorems. A useful tool in proving the tightness conditions in these theorems is that of a Lyapunov function.
Definition 3.5. We say that a smooth function ρ : R N Ñ r0, 8s is a Lyapunov function for L if it satisfies the conditions:
holds for all x P R N for which ρpxq ‰ 8.
We then have the following easy consequence.
Lemma 3.6. Let ρ be a Lyapunov function. Then, for any x P R N for which ρpxq ‰ 8, P t ρpxq is bounded in t, i.e., there exists a constant C ą 0 such that
Here, P t ρpxq should be understood as the limit
where ρ a pxq " mintρpxq, au.
Proof. Note that by (3.8) we have
holds for all y P R N if a ą C1 C2 . Since ρ a P C b pR N q, then P t pρ a q is well defined and, moreover, we have d dt P t pρ a q " P t pLρ a q ď C 1´C2 P t pρ a q.
Integrating this inequality, we obtain
Taking a Ñ 8 we have
Thus, the conclusion follows by taking C " ρpxq`C 1 C2 (recall that x is fixed). Let us now construct a Lyapunov function as a cutoff of the euclidean distance. To this end, let χ : R`Ñ R`be a smooth function such that
Consider then the function (3.9) ρpxq " |x|χp|x|q.
Then clearly ρ satisfies the conditions (i) and (ii) of Definition 3.5. In order to satisfy assumption (3.8) as well, we need to find suitable bounds on ρ. We first compute, using (2.1),
and we notice that, from the choice of χ, there exists a constant C 1 ě 0 such that
Thus, we have
for a constant C 2 ě 0. To summarise, we have proved the following Lemma.
Lemma 3.7. Assume that there exists a constant C ą 0 such that xx, bpxqy |x| 2 ď´C for all x P R N .
Then, the function ρ defined by (3.9) is a Lyapunov function.
Example 3.8. In the case of linear drifts bpxq "´cx with c ą 0, we have xx, bpxqy |x| 2 "´c, so the function ρ does satisfy the assumption of the Lemma, so it is a Lyapunov function.
We are now ready to prove the main result of this section.
Theorem 3.9. Let γ ă 1 2 . Assume that there exists η ă 0 such that the following inequality holdsΓ pP t f q ď e 2ηt P t pΓpf qq.
Moreover, assume that there exists a Lyapunov function ρ.
Then, there exists a sequence pP t l q lě0 and a probability measure ν such that for all f bounded and continuous, and for all x P R N such that ρpxq ‰ 8, we have
Additionally, the measure ν is invariant for the Markov semigroup P t .
Proof. Fix x P ρ´1pr0, 8qq and define the probability measures p x t pAq :" P t p1 A qpxq.
Step 1: pp x t q tą0 is a tight family. By Markov's inequality we have, for any M ą 0,
where in the last step we used Lemma 3.6. This implies that
Since the set tρ ď M u is compact, and M ą 0 is arbitrary, this shows that the family pp x t q tą0 is tight. By Prokhorov's theorem, there exists a sequence pt l q lě0 such that pp x t l q lě0 converges weakly to a probability measure, say ν.
Step 2: p y t ñ ν for all y P ρ´1pr0, 8qq. Let γ x,y psq " x`spy´xq. We first compute From our assumption, we have
Without loss of generality we can assume that x " 0 and we will use an iteration argument applying (3.12) repeatedly. We first have
Applying (3.12) again, noting that |sy´σ α psyq| " s ? 2|xα, yy|, we have
t l f pγ σαpsyq,sy puqq´P t l f pσ β pγ σαpsyq,sy puxβ, γ σαpsyq,sy puqyˇˇˇˇd u ds.
The next step is already too difficult to write down, but we can see that we obtain
Therefore, if γ ă 1 2 , the infinite sum converges and we have
Since η ă 0, this shows that p y t l ñ ν, as required.
Step 3: ν is an invariant measure for P t . We will now apply the Krylov-Bogoliubov theorem. We have, using (3.10),
so the family pµ x T q T ą0 is tight. By the Krylov-Bogoliubov theorem, there exists an invariant measure for P t , say µ.
Fix a bounded and continuous function f and let ǫ ą 0. Then, since p x t l ñ ν, there exists l 1 ą 0 such that
On the other hand, since µ is an invariant measure, we have
where, in the second step, we used (3.14) . Since η ă 0, there exists k 2 ą 0 such that |p x t l pf q´µpf q| ă ǫ 2 for all l ą l 2 .
Thus, for all l ą maxtl 1 , l 2 u, we have |µpf q´νpf q| ď |p x t l pf q´µpf q|`|p x t l pf q´νpf q| ă ǫ, which shows that µ " ν. This finishes the proof.
Remark. We note that we needed to impose conditions for the coefficients k α to be small both in order to obtain η ă 0, as well as in the proof of existence of invariant measure. It would be interesting to find out whether this is just a shortfall of our chosen method, or whether this is a deeper characteristic of Dunkl operators. Example 3.10. If bpxq "´cx, for some c ą 0, then an invariant measure for the resulting semigroup is given by dνpxq " e´c |x| 2 {2 dµ k pxq. Indeed, we have
The infinite dimensional case
In this section we work over the infinite dimensional space Ω " pR N q Z d . An element of this set will be denoted by ω " pω l q lPZ d , where each ω l P R N . On the lattice Z d we define the distance |l´j| " dpl, jq :"
A cylinder function on Ω is a smooth function f : Ω Ñ R that only depends the components ω l for l P Λ and Λ Ă Z d is a finite set. The smallest such subset Λ Ă Z d will be denoted Λpf q. It is known that the set of cylinder functions on Ω is dense in CpΩq, see for example [6] .
4.1.
Construction of the semigroup. We want to define an infinite dimensional semigroup on pR N q Z d with generator
plq¨∇ plq k is a copy of the operator studied in the previous section, acting only on the l component of ω P pR N q Z d . Here b plq : Ω Ñ R N is a function that only depends on the ω l component. In addition, e plq : Ω Ñ R N is a C 1 function which depends only on ω j for |j´l| ă R for some fixed R ą 0 (we say that e plq has finite range of interaction), and such that e plq and all its first degree derivatives are uniformly bounded. As in the previous section, we assume firstly that for any l P Z d we have (4.1) 2 xα, ω l y 2´x α, b plq pωqy 1 xα, ω l y ě 0 @ω P Ω, @α P Rà nd (4.2) 2 xα, ω l y 2´x α, b plq pωq`e plq pωqy 1 xα, ω l y ě 0 @ω P Ω, @α P R`.
Secondly, we also assume that for all l P Z d we have (4.3) b plq˝gplq " g plq b plq and e plq˝gplq " g plq e plq , and (4.4) e plq˝gplq " e plq @ l ‰ l.
These two sets of assumptions mirror the conditions (3.2) and (3.3), respectively, of the finite dimensional case. The operators L plq are commutative and, as in the previous section, each generates a finite dimensional semigroup. Thus, their sum ř lPZ d L plq also generates a semigroup. In this case, the dynamics is given by infinitely many copies of the same model acting independently of each other. Introducing the terms corresponding to the functions e plq makes the dynamics more interesting as it allows for interactions between the individual diffusions.
In order to define this semigroup formally, we first consider the truncated operator for some finite Λ Ă Z d ,
This operator is well defined on the space of cylinder functions on Ω and we assume that it generates a Markov semigroup pP Λ t q tě0 . Since Λ is finite and by the finite range of interactions assumption, then in fact only the diffusions corresponding to the points of Λ R :" tl P Z d : dpl, Λq ă Ru interact with each other. Thus, we can split L Λ into two components
As discussed above, the operators L plq are commutative, so the first part generates a semigroup of diffusions that do not interact with each other, while the second part is essentially finite dimensional and it can be dealt with as in the previous section. Define the carré-du-champ operator
Using computations similar to the finite dimensional case, we have
Here, in keeping with the notation above, ∇ plq is the usual gradient acting only on the ω l component of ω P Ω, and A plq α is the operator A α acting on the same component ω l . From the assumptions (4.1) and (4.2) we have Γ Λ pf q ě 0.
We want to define the infinite semigroup for any cylindrical function f as the limit in the uniform norm
In order to prove that this limit exists, it is enough to show that for each increasing sequence pΛ n q nPN of finite subsets of Z d , the sequence pP Λn t f q nPN is Cauchy. In other words, fixing a cylindrical function f , for finite Λ Ă Λ 1 Ă Z d , we want to estimate the norm
We assume also that Λ is large enough so that Λpf q Ă Λ. We construct a sequence Λ 0 , . . . , Λ n , where n " |Λ 1 |´|Λ|, such that Λ 0 " Λ, Λ n " Λ 1 and for each j " 0, . . . n´1, Λ j`1 zΛ j " th j u. Then, we have Thus, we need to obtain bounds on the quantity Γ phj q pP
. This is done in the following Theorem. Let f be a cylinder function such that Λpf q Ă Λ and let l R Λpf q. Let also
where the square brackets indicate integer part. Then, for any σ ą 0 there exists τ ě 1 large enough such that if N l ě τ s, and we have the bound
Proof. Fix some i " 1, . . . , N . We first look at (4.9)
We can check directly that for distinct l, l 1 P Z d , the operators T plq i and T pl 1 q j commute for any i, j " 1, . . . , N . The same holds for l " l 1 , but here we need to use the fact that Dunkl operators commute. As a consequence (recall also that b pjq depends only on the ω j component), we have rT But
e pjq pωqphpωq´hpσ plq α ωqq´phpωqe pjq pωq´hpσ plq α ωqe pjq pσ plq α ωqq ı "´hpσ plq α ωqA plq α pe pjq q.
Thus, we have rT plq i , e pjq sh " hB plq i pe pjq q`ÿ αPR`k α α i hpσ plq α ωqA plq α pe pjq q.
Therefore, we have obtained
(4.10)
Recall the definition of the symmetrised gradient form given in (4.6) . As in the finite case, and due to the assumptions (4.3) and (4.4), the computations in (4.9) and (4.10) can be extended to more difficult terms, involving compositions with reflections g plq . For simplicity, we do not include all the details here, but the method is the same as before. Thus, we obtain
The term in (4.11) is essentially the finite dimensional case discussed in Theorem 3.3 since all operators involved only act on the l component. We thus have A plq α pb pl8 .
In order to estimate the next two terms, let
where the second inequality follows from (2.2) . Clearly E l,j ě 0 for all l, j P Z d , but note also that E l,j " 0 if dpl, jq ě R since e plq only depends on the components ω j with dpi, jq ă R.
The strategy in estimating the remaining terms (4.12) and (4.13) is to use the inequality 2xy ď ǫx 2`1 ǫ y 2 to separate the products into sums of squares. We first estimate
and similarly
Combining all these results, we have obtained that d du P Λ s´u pΓ plq pf uď 2η l P Λ s´u pΓ plq pf u qq`ÿ We choose ǫ ą 0 such thatη l ă 0; this is possible because by our assumption η l ă 0. Multiplying inequality (4.14) by e´2η l u , and integrating with respect to u from 0 to s, we obtainΓ
Taking supremum norm over this inequality, and sinceη l ă 0, we have Up until this point we have not used the assumption that l R Λpf q so this inequality holds for general l P Z d . Since l R Λpf q, then f does not depend on the ω l coordinate and so the first term on the right hand side of inequality (4.16) vanishes.
We can improve inequality (4.16) by applying itself iteratively to the term under the integral. At the first step we obtain
Note that if dpl, Λpfě R and dpj, lq ă R, then j R Λpf q, so the first sum vanishes again.
In fact, we need to apply this method iteratively N l " " dpl,Λpf q R ı`1 times in order to get a non-trivial contribution. After infinitely many iterations, we obtain
Note that the factorials appearing in the denominators above are a result of computing nested integrals. Let us estimate the constant appearing in this inequality. Using the fact that for any natural number n we have n! ą`n e˘n (which follows from the expansion of e n ), we obtain Γ plq pf s q If, in addition, N l ě τ s, then
Finally, this gives
as required.
Now that we have proved the required bounds on the symmetrised gradient, we can go back to the definition of the infinite dimensional semigroup. Fix σ ą 0 and letÑ " " dpZ d zΛ,ΛpfR ı`1 . By definition, we have N hj ěÑ for all j " 0, . . . , n´1. From (4.5) and (4.7), with the help of Theorem 4.1, we obtain (4.20)
, which holds for allÑ ě τ t, where τ ě 1 is fixed. Recall that ζ " ř lPZ d e plq 8 was assumed to be finite.
This concludes the proof that for each increasing sequence pΛ n q ně1 of finite subsets of Z d , and for each cylindrical function f , the sequence pP Λn t f q n is Cauchy. Therefore, we have proved the following Theorem. Then, for any cylinder function f , the following limit exists in the uniform norm
and it defines a Markov semigroup pP t q tě0 on C b pΩq, with infinitesimal generator given by L.
Invariant measure.
In this section we discuss the existence of an invariant measure for the infinite dimensional semigroup that we have just defined. The strategy is the same as in section 3.2, and we start by defining a Lyapunov function ρ that is suitable to our new setting. Let pa l q lPZ d Ă p0, 8q be an absolutely convergent series, i.e., ÿ lPZ d a l ă 8.
We assume that for each l P Z d there exists a function ρ l : Ω Ñ p0, 8q, which depends only on the ω l coordinate, and such that ω l Þ Ñ ρ l pωq is a Lyapunov function for the operator L plq on R N . Moreover, assume that there exist constants C 1 ě 0 and C 2 ą 0 such that (4.21) L plq ρ l`e plq¨∇plq k ρ l ď C 1´C2 ρ l @l P Z d . Using condition (4.21) and the fact that ρ l only depends on the ω l coordinate, we have Then ρ is a Lyapunov function for L.
Remark. We could take, as in section 3.2, ρ l pωq " |ω l |χp|ω l |q for a cut-off function χ. If b plq satisfies xω l , b plq pωqy |ω l | 2 ď´C @ω l P R N , and if the interaction coefficients e plq are sufficiently small, then more generally ρ l satisfies the assumption (4.21).
Remark. We can relax assumption (4.21) to L plq ρ l ď C 1´C2 ρ l , and e plq¨∇ plq l ρ l ď C 3´ÿ jPZ d ǫ l,j ρ j , for suitably small positive numbers ǫ l,j . With a little more effort, the proof below can be changed to accommodate this case.
We are ready to prove the main result of this section. Furthermore, ν ω pΩ 8 q " 1.
Proof. Fix ω P Ω 8 and define p ω t pAq :" P t p1 A qpωq. Using the same approach as in Lemma 3.6, from (4.22) we can show that there exists a C ą 0 such that (4.23) P t ρpωq ď C for all t ą 0.
As in the proof of Theorem 3.9, using (4.23) and Prokhorov's theorem, we deduce that there exists a subsequence pp ω tj q jě0 which converges weakly to some probability measure ν ω . Moreover, using Markov's inequality we have for any r ą 0 that 0 ď 1´ν ω pΩ r q ď 1 r
where in the last step we used (4.23). Taking r Ñ 8, we obtain ν ω pΩ 8 q " 1.
For any ǫ ą 0 for which we have ř lPZ d p1`|l|q´ǫ ă 8, define also the set Ω ǫ :"
# ω P Ω : ÿ lPZ d |ω l | p1`|l|q ǫ ă 8 + .
Note that for ρ l defined as in the previous remark, and with a l " p1`|l|q´ǫ, thenΩ ǫ " Ω 8 .
Remark. From the proof below it will be clear that instead of the weights p1`|l|q´ǫ we could take more general weights in the definition ofΩ ǫ , even of exponential decay. where the constantsη l and C l were defined in (4.15) and (4.17), respectively. For any bounded cylinder function f and any ω, ω 1 PΩ ǫ , there exists t 0 ą 0 and a constant Cpf, ω, ω 1 q ă 8, such that
