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Abstrakt
V posledních letech vzrůstá zájem o thorium z důvodu potenciálního využití jako nukleárního
paliva reaktorů IV. generace. Z důvodu jeho vysoké radioaktivity je nicméně obtížné provádět
experimenty. Teoretické práce jsou tedy vysoce ceněny. Thorium disponuje pouze malým množ-
stvím obsazených 5f stavů, jenž se účastní chemické vazby, a tedy vykazují itinerantní chování.
Díky tomu není nutné jejich chování korigovat pomocí Hubbardova modelu. U elementů s vyso-
kým atomovým číslem existuje však problém s popisem relativistických 6p1/2 stavů při zahrnutí
spin-orbitální interakce do skalárně-relativistické kalkulace. Vliv spin-orbitální interakce je ana-
lyzován pro elektronové, elastické a fononové vlastnosti. Obdobná analýza je provedena i pro
monokarbid thoria. Studie se zabývá změnami vlastností vycházející ze začlenění uhlíku do tho-
riové struktury. Důkladná analýza tepelné vodivosti zahrnující jak elektronový, tak i fononový
příspěvek, je provedena pro Th i ThC. Zvýšená pozornost je kladena na vysvětlení, proč optické
fononové větve ThC přispívají pouze 6 % z celkové fononové tepelné vodivosti. Vliv velikosti zrn
a bodových defektů na fononovou tepelnou vodivost je rovněž diskutován.
Klíčová slova: ab initio, DFT, thorium, elasticita, termodynamika, fonony, jaderná paliva,
tepelná vodivost, fononový rozptyl
Abstract
Thorium is beginning to attract attention because of its potential use as a nuclear fuel. It is
not easy to carry out experiments because of its radioactive nature, and therefore theoretical
works are highly appreciated. Thorium contains only a small number of the 5f states. It is
generally accepted that these states are itinerant, that they form a chemical bond, and their
nature does not need to be corrected with the Hubbard model. On the other hand, there is
a well-known problem with the description of the 6p1/2 states when the spin-orbit coupling is
added as the perturbation to a scalar-relativistic calculation. Electronic, elastic, and phonon
properties are analyzed in terms of the importance of the spin-orbit coupling acting on the 6p,
6d, and 5f states. The same properties are analyzed for thorium monocarbide, and a difference
caused by adding a carbon atom into the structure is discussed. Detailed analysis of the thermal
conductivity (both phonon and electronic contributions) is also included. The extra attention is
paid to the thermal conductivity of ThC explaining why the optical phonon modes account only
for approximately 6 % of the phonon thermal conductivity. The existence of grain boundary
and point defects on the phonon thermal conductivity is also discussed.
Key Words: ab initio, DFT, thorium, elasticity, thermodynamics, phonons, nuclear fuels, ther-
mal conductivity, phonon scattering
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1 Introduction
Materials with excellent properties are needed for almost all areas of society. This creates the
need to improve existing materials or find new ones with better properties. While past research
was based on empirical knowledge and trial and error, current research is shifting to the design
materials with usage of high-performance computing.
Theoretical research brings a greater understanding of natural laws. It provides information
that is not available through an experiment. As a result, it allows us to specifically model
the desired properties and thus predict more efficient materials, regardless of use. We can
predict electronic, mechanical, magnetic, optical, phonon, thermodynamic, transport, and even
superconducting properties of matter using quantum-mechanical calculations.
Although we are still not at the stage where we can use the most accurate theories due
to computational complexity, it is already possible to obtain results in great agreement with
experiments using reasonable approximations. However, higher accuracy is almost always off-
set by higher computational demands and the balance between accuracy and computational
requirements is required.
This work deals with a novel nuclear fuel material. Nuclear fuels are a characteristic case
where the usefulness of theoretical research is demonstrated. While experimenters have a difficult
task to work with these materials because of high radioactivity, it is not an obstacle for theoretical
research.
Theoretical investigations not only provide missing information but also predict properties
under precisely defined conditions. Different stoichiometry, pressure, temperature, impurities are
a solvable task for a theoretical calculation nowadays. This opens up completely new possibilities
to design new materials.
The contribution of this work is based primarily on the analysis of thermal conductivity,
which is very difficult to measure experimentally. The presented results can contribute to all
fields where actinides or thermal conductivity is concerned.
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2 Theory
2.1 Hamiltonian of solid state
An non-relativistic theory for a system of nuclei and interacting electrons is based on solving a
many-body Schrödinger equation:
ĤΨ(ri, Rα) = EΨ(ri, Rα), (1)
where Ĥ is the Hamiltonian of the system and Ψ is the wavefunction of the all electron and the
ion coordinates, which are labeled by ri and Rα.
In most cases, we assume that the nuclei are slowly moving in space and the electrons respond
instantaneously to any ionic motion. This assumption is based on the huge difference of mass
between the nuclei and the electrons (3-5 orders of magnitude). It allows to treat the nuclei as
static and only the wavefunction of the electrons is determined for the fixed set of the nuclei


























The first term represents the kinetic energy of the electrons. The next two terms originate
from repulsive Coulomb interaction between the electrons and the nuclei. They are divided by
two because interactions between i and j are the same as j and i. The last term describes the
attractive Coulomb potential energy between the electrons and the nuclei.
The solution of the Schrödinger equation is an impossible task for numerous reasons. Elec-
trons are fermions and obey the Pauli exclusion principle. It means that if two electrons of the
same spin interchange position, the wavefunction Ψ must change sign, as known as the exchange
property. Furthermore, each electron is affected by the motion of every other electron in the
system and it results in correlation behavior.
Instead of solving the many-body system, we can use a simpler picture, in which we describe
the system as a collection of classical nuclei and non-interacting quantum particles that reproduce
the behavior of the real electrons. This simplified description of the electrons is called the single-
particle approximation.
It is a suitable approximation when the precise knowledge of the exchange and correlation
energy is not needed. For example, we can obtain classical electric conductivity but not super-
conductivity coming from electron correlations. However, we cannot fully neglect the exchange
and correlation effects at all. We simply take them into account in an average way [2].
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2.2 Hartree approximation
If we leave the many-body picture of the system, we can write the electron wavefunction from
Eq. 1 as a product of wavefunctions ϕ for each single-particle i in the system:
ΦH({ri}) = ϕ1(r1)ϕ2(r2)...ϕn(rn). (3)




























We get the single-particle Hartree equations from Eq. 4 by using a variational argument:⎡⎣−h̄2∇2r
2me









⟩︃⎤⎦Φi(r) = ϵiΦi(r). (5)
Each single-particle i has its effective mean-field equation which depends on other single-
particle wavefunction and the problem of self-consistency has to be solved iteratively [2].
2.3 Hartree-Fock approximation
However, the Hartree approximation does not respect the fermionic nature of electrons. We
need to incorporate the antisymmetry of the wavefunction to reproduce the sign change when
two electrons are interchanged. It is accomplished when the wavefunction is written in a form
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where N is the total number of electrons. The Slater determinant meets the antisymmetry
condition because the interchange position of two electrons is equivalent to interchanging the
corresponding columns in the determinant.
Including the antisymmetry of the wavefuction gives the single-particle Hartree–Fock equa-
tions:⎡⎣−h̄2∇2r
2me





















The extra term represents the exchange interaction. It has a negative sign because the spatial
overlap of wavefunctions with the same spin is minimized and therefore the repulsive Coulomb
interaction is reduced. This reduction of the repulsive Coulomb interaction is important because
it considerably increases the stability of the system. Nevertheless, the true wavefunction is not
a product of the single-particles as the Hartree-Fock approximation assumes, but it is rather a
complicated function of both particles simultaneously. Therefore, the correlation effects are not
included in the Hartree-Fock approximation [13].
2.4 Density Functional Theory
2.4.1 Theorems
The basic concept of the Density Functional Theory (DFT) is to deal with the total density of
electrons ρ(r) instead of dealing with the many-body wavefunction. It is a huge simplification
because the many-body wavefunction does not need to be explicitly specified as in the case of
the Hartree/Hartree-Fock theory [2].
In the last two decades, the DFT has been rapidly developed and it is massively used to
predict properties of matter. It finds usability in chemistry, biochemistry, physics, chemical
engineering, catalysis, materials science, etc. The success comes from accuracy comparable with
the advanced many-electron wavefunction methods but with lower computational costs [14].
Density Functional Theory is based on two theorems. The first one states that the total
energy (E) of interacting electrons in an external potential (e. g. the Coulomb potential of
nuclei) is given as a functional of the ground state electronic density ρ [1]:
E = E[ρ(r)]. (8)







Unfortunately, we do not know the exact form of E[ρ], and therefore the accuracy of the
theory depends on sufficiently accurate approximations. It is generally accepted to express E[ρ]
as the sum of Hartree total energy and unknown functional, called the exchange-correlation
functional:
E[ρ] = Ts[ρ] + Eei[ρ] + Eii[ρ] + EH [ρ] + Exc[ρ], (10)
where Ts[ρ] is the single particle kinetic energy, Eei[ρ] corresponds to the Coulomb interaction
energy between the electrons and the nuclei, Eii[ρ] arises from the mutual interaction of the











The last term represents the exchange-correlation energy Exc[ρ].
2.4.2 Exchange-correlation energy
The exchange-correlation energy has many purposes and its exact expression is unknown. First,
it should compensate for the excess repulsive Coulomb interaction which originates from ne-
glecting the antisymmetry of the wavefunction.
The DFT treats electrons as non-interacting quantum particles. However, they interact and
they are somehow correlated. These correlations are also included in the exchange-correlation
energy.
The last contribution comes from the so-called self-interaction error. It originates from
counting repulsive Coulomb interaction between charge density and not between electrons. As
a result, the electrons interact with themselves.
The simplest expression of the exchange and correlation energy depends only on a local





It works great for systems with a homogeneous electron density. We find good result for s,
p, 4d, and 5d metals but it fails in systems with strongly varying electron densities (e. g. 3d
metals).
If we work with systems with strongly varying electron densities, we need to incorporate
more information about the electron density. It leads to the generalized gradient approximation
(GGA) which depends also on the local gradient of the electron density:
EGGAxc =
∫︂
d3r ρ(r)ϵxc(ρ(r), ∆ρ(r)). (13)
Including the gradient decreases the correlation energy relative to the exchange energy. The
significant gradient causes that the exchange effect keeps electrons apart so that their correlation
energy becomes relatively smaller [15].
There are also more advanced types of exchange-correlation functionals that incorporate even
more information about the electron density. For example, the exchange-correlation energy can
also depend on ∆2ρ (metaGGA functional) or we can combine GGA functionals with non-
local Hartree-Fock exchange (hybrid functional). Even though hybrid functionals are much
more computationally intensive than pure GGA, they can reach the desired accuracy in many




Kohm and Sham defined the electron density as a sum of single wavefunction densities obtained





The single-particle Kohm-Sham orbitals ϕi(r) are determined using the self-consistent solu-
tion of a set of single-particle Schrodinger-like equations (Kohm-Sham equations) with a density
dependant potential:
{T + Vei(r) + VH(r) + Vxc(r)} ϕi(r) = ϵiϕi(r), (15)
where T labels the single particle kinetic energy and Vei corresponds to the electron-nucleus











Thus, instead of solving the many-body Schrodinger equation, we solve a series of single-
particle equations self-consistently which is a far easier problem. Moreover, we can even simplify
the solution by Bloch’s theorem. The electron density has the periodicity of the lattice, so does
the single-particle Kohm-Sham hamiltonian. The Kohm-Sham orbitals with different Bloch Mo-
menta k are coupled only indirectly thought the density-dependent potential. It allows solving
Kohm-Sham equations separately on a grid of sampling points in the symmetry irreducible wedge
of the Brillouin zone [1].
2.4.4 Solution of Kohm-Sham equations
The DFT is classified by used representation. The choice of representation depends on the task
type and the required accuracy. Although it is possible to avoid the explicit use of a basis in
constructing the Kohm-Sham orbitals (e. g. the numerical solution of differential equations on





The θα(r) invokes the basis functions and the ciα represents expansion coefficients. Since the
basis functions are given, the expansion coefficients ciα are the only variables. It means that the
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total energy is variational. The solution of the self-consistent Kohm-Sham equations is found
by the determination of ciα that minimize the total energy.
Figure 1: Schematic chart for self-consistent density functional calculation [1].
Figure 1 shows the self-consistent loop used in the DFT. It is common to separate the deter-
mination of the ciα and the determination of the self-consistent charge density. The expansion
coefficients of the single-particle equations (Eq. 15) are repeatedly determined for fixed charge
density. It is mostly done using standard matrix techniques. The matrix eigenvalue equation is
solved at each k-point in the irreducible wedge of the Brillouin zone:
(H − ϵiS)ci = 0, (19)
where the square matrices H and S represent the Kohm-Sham Hamiltonian and overlap matri-
ces.
If the true occupied Kohm-Sham orbitals can be expressed as linear combinations of the
basis functions, it follows that the optimization of ciα gives the exact self-consistent solution.
Therefore, a good basis is crucial for getting the total energy close to the true Kohm-Sham
energy [1].
2.4.5 Basis of Kohm-Sham orbitals
There are two dominant approaches nowadays. The former employs pseudopotentials and rel-
atively simple basis sets (particularly planewaves) and the other using methods with complex
but efficient basis sets, such as the linearized augmented planewave (LAPW), the linearized
muffin-tin orbital (LMTO), and related methods.
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Planewave pseudopotential
Planewaves are a natural basis for a periodic crystal lattice. Bloch’s theorem defines the crystal
momentum k, what is the conserved quantum number. It also gives the boundary condition for
the single particle wavefunctions ϕk. Every wavefunction in a periodic potential has to satisfy
the boundary condition:
ϕk(r + RL) = eik·RLϕk, (20)






where G represent the reciprocal lattice vectors.
Planewaves are directly eigenfunctions of the kinetic energy operator (p2/2m) and Fourier
transformation is simple. It is a huge advantage against other approaches. Moreover, they
form a complete set. The completeness means that, at least in principle, arbitrary accuracy can
be obtained by increasing the number of planewaves in the basis. It also opens the option to
monitor the convergence of a calculation by varying the planewave cutoff.
On the other hand, one needs to employ a lot of planewaves to reproduce the significantly
oscillating wavefunctions close to the nuclei. It makes this basis inefficient in comparison with
others. However, there is a way how to avoid it. In most cases, the core electrons are strongly
bound to the nuclei and they do not respond to chemical state changes. If these core states
are stable to changes in the chemical environment, they can be replaced by a pseudopotential,
whose the ground state wavefunction ϕP S mimics the all-electron valence wavefunction outside
a selected core radius. Both the core states and the strongly oscillating parts of the valence
wavefunctions are replaced, as shown in Fig. 2. It is called the frozen core approximation and
the resulting pseudowavefunctions ϕP S are smooth for many elements. It allows us to employ
only low |G| planewaves. But it has its price, we need to spend a huge effort to make great
pseudopotentials.
The pseudopotential allows planewaves to be a simple and reasonably efficient basis. Al-
though the frozen core approximation is generally reliable, it does not work for some elements
with extended core states and the generation of the pseudopotential is difficult task [1].
2.4.6 Spin-orbit coupling
The spin-orbit coupling is a relativistic interaction of a particle’s spin with its motion inside a
potential. It is a correction to the scalar-relativistic approximation in order to mimic the Dirac






S · L, (22)
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Figure 2: Schematic representation of the construction of the pseudo-wavefunction Ψ(r) and
pseudopotential V ps(r) with the cutoff radius rc [2].
where S is the spin angular momentum and L corresponds to the orbital angular momentum.
The spin-orbit can be important for heavy elements, as well as light elements concerning
properties as magneto-crystalline anisotropy, spectroscopy, and spintronics.
The spin-orbit term couples spin-up and spin-down wavefunctions and it significantly in-
creases the robustness of the calculation. If we employ the scalar relativistic calculation with n
basis functions, we need to solve n×n secular equations for each spin and k-point. If we include
the spin-orbit term to the Hamiltonian, we end up with 2n × 2n secular equations to solve at
each k-point. The computation time with the size of the secular equation scales cubically. It
means that including spin-orbit term causes roughly eight times bigger resource demand against
the single spin scalar relativistic approximation.
However, it can be decreased. It is clear from Eq. 18 that the most efficient basis set
directly consists of the Kohm-Sham orbitals or their linear combination. It cannot be used at
the beginning of the calculation because the Kohm-Sham orbitals are unknown. Nevertheless,
they can be used when a small perturbation ∆H (e. g. spin-orbit) is added to the already solved
scalar-relativistic Hamiltonian. Using the low-lying Kohm-Sham orbitals of H0 as the basis, the
matrix elements with the perturbated Hamiltonian can be constructed as those of ∆H with the
addition of the eigenvalues of H0 on the diagonal. This approach is called the second variational
method [1].
Although the second variational method saves a lot of computation time, it also has draw-
backs. It supposes that the spin-orbit term is a small perturbation. It does not need to be true
for heavy elements. Moreover, the scalar-relativistic basis can be insufficient to represent the
behavior of full-relativistic orbitals. Specifically, there is a problem with the 6p1/2 basis. Unlike
the p3/2 and higher l orbitals, the p1/2 orbital has a finite amplitude at the nucleus. It cannot
be reproduced by the scalar-relativistic radial function, which for p-states goes to zero at the
nucleus.
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In order treat this problem, it is possible to add l = 1 local orbitals constructed using
the full-relativistic radial function with j = 1/2 along with the low lying band states in the
second-variational method [1].
2.4.7 Hubbard model
It is surprising that theory as the DFT can provide reasonable results for a lot of systems. We
guess the correlation and exchange energy and at the same time, we deal with the self-interaction
error. Predicting reasonable results is often not based on great correlation and exchange energy
guesses but the mutual cancellation of errors. So it is predictable that we can found materials
that the DFT fails.
Specifically, the DFT fails for atoms with partly filled d or f shells. There is generally known
problem of predicting metallic ground state instead of experimentally observed insulating one
for Mott insulators or uranium dioxide [17].
It can be explained by the simple frame as provided by Hubbard [18]. His theory assumes
a similar rule for solids as Hund’s rule for atoms. It means that there are the intra-atomic
interactions that aline the electron spins on an atom with an un-filled shell.
The spin of an atom, that is the total spin of all the electrons located on that atom, fluctuates
randomly in magnitude and direction due to random motion of electrons from one atom to
another. The fluctuation is in an order of the electrons hopping time (−h̄/∆ where ∆ is the
electron bandwidth).
An atom, which has total spin-up, attracts electrons also with spin-up and repels those with
spin-down. If these intra-atomic forces are strong enough to produce appreciable correlations,
the total spin of the atom may stop fluctuate and persists for a long time compared with the
electron hopping time. The persistence does not come from the localization of electrons on the
atom as in the case of an isolated atom. These electrons still perform their band motion but
their motions are correlated in such a way to keep predominance of spin-up over spin-down on
the atom. As a result, we can associate spin direction to the atom rather than electrons.
This frame clearly shows that although electrons rapidly move from atom to atom, their
motions are correlated and it cannot be described by a simple model. Theoretically, the DFT
would be able to cover this correlation, if the exact exchange-correlation would be known [19].
The most common approach to treating this correlation is the Hubbard model. The Hubbard
model is generally made up of two terms. The first term describes the kinetic energy of the system
and it is parameterized by the hopping integral t. It corresponds to the bandwidth of electronic
states. The U represents the on-site repulsive interaction between two electrons, which arises
from the interaction term when two electrons are placed at the same orbital site [2].
The ration between U/t determines whether the system is a insulator, semiconductor, or
metal. The high value of U over t means that the electrons feel strong on-site repulsive interaction
and the reduction of kinetic energy by delocalization is not preferred. As a result, they become
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localized and the system is semiconductor/isolator. In the opposite case, the delocalization over
lattice is preferred and the material is a metal.
The Hubbard model cannot be solved directly due to its complexity. There is a variety of
approximated version. Liechtenstein, Anisimov, and Zaanen [20] approach have been chosen
because it is used in a practical version of this thesis.
It assumes that the total energy Etot(n, n̂) can be written as:
Etot(n, n̂) = EDF T (n) + EHF (n̂) − Edc(n̂), (23)
where added the Hartree-Fock term EHF (n̂) describes the on-site interaction while the DFT
on-site interaction is subtracted by the double counting term Edc(n̂).






(Uγ1γ2γ3γ4 − Uγ1γ2γ3γ4) n̂γ1γ2 n̂γ3γ4 . (24)
The density matrix n̂ are determined by the PAW on-site occupancies:
n̂γ1γ2 = ⟨Ψs2 |m2⟩ ⟨m1|Ψs1⟩ , (25)
where |m > corresponds to the real spherical harmonics of angular momentum.





ak(m1, m2, m3, m4)F k, (26)
where 0 ≤ k ≤ 2l and:













The Slater integrals for f electrons are F 0 = U , F 2 = 6435286+195·0.668+250·0.494J , F
4 = 0.668F 2,
and F 6 = 0.494F 2.
The cancellation of dual counting is done by:
Edc(n̂) =
U





n̂σtot(n̂σtot − 1). (28)
Although there are some approaches on how to estimate variables U and J , it is mostly




Consider a function f(r) that is the same in every unit cell of a crystal, e.g., electron density:
f(r + T (n1, n2, ..)) = f(r), (29)
where T is the translation vector. Any translation T can be written as integral multiples (ni)
of the primitive vectors (ai). For three dimensional case, we get:
T (n) = T (n1, n2, n3) = n1a1 + n2a2 + n3a3. (30)
Any periodic function can be represented by the Fourier transform in terms of the Fourier
components at the wavevectors k defined in reciprocal space.
If we restrict the Fourier components to those that are periodic in a large volume of crystal
Ω composed of Ncell = N1 × N2 × N3 cells, we can simply write formulas in terms of a discrete
set of the Fourier components [3].
Then each component must meet the Born-Von-Karmen periodic boundary condition:
eik·N1a1 = eik·N2a2 = eik·N3a3 = 1. (31)
Thus, k is restricted to a set of vectors satisfying k · ai = 2π · Z for each of the primitive
vectors ai, where Z is an integer.











dr f(r)eik·(r+T (n1,n2,n3)). (33)
The sum over all lattice points vanishes for all k except those for which k · T (n1, n2, n3) =
2π · Z for all translations T . Because the translation T is a sum of integer multiples of the
primitive translations ai, it follows that k · ai = 2π · Z.
The set of Fourier components k, which satisfies this condition, represents the lattice points
G of reciprocal space. In a similar way to the real lattice, we describe the translation of the
reciprocal lattice:
G(m1, m2, m3) = m1b1 + m2b2 + m3b3, (34)
where mi are integral multiples.
Since G is also the sum of integer multiples of the translations bj , we get the final formula:
bi · aj = 2πδij , (35)
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The mutually reciprocal relation of the Bravais lattice in real space and the reciprocal lattice
can be broken down as [3]:
b1 =
2π(a2 × a3)
a1 · (a2 × a3)
; b2 =
2π(a3 × a1)
a2 · (a3 × a1)
; b3 =
2π(a1 × a2)
a3 · (a1 × a2)
. (36)
Physically waves in crystals are unchanged if their wavevector is shifter by the reciprocal
lattice vector k → k + G. It means that we can define a zone where each k-point within the
zone is physically different and all physically different points occur once within the zone. This
zone is called the Brillouin zone [21].
For solid-state physics, band structures are only displayed in the first Brillouin zone because
bands outside of the first Brillouin zone are physically equivalent to bands inside the first Bril-
louin zone under shifts of the wavevector k by the reciprocal lattice vector 2π/a. It means that
we can always express every k-point outside of the first Brillouin zone within the first Brillouin
zone and we do not need to show the higher Brillouin zones [21].
The first Brillouin zone is defined as the Wigner-Seitz cell of the reciprocal lattice. Therefore
the construction of the first Brillouin zone is given by the planes that are the perpendicular
bisectors of the vectors from the origin to the reciprocal lattice points, as shown in Fig. 3. These
planes are special because the Bragg condition needed for elastic scattering is only satisfied with
these planes [3].
Figure 3: The construction of the Wigner-Seitz cell for two-dimensional cell [3].
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2.6 Elastic properties
Hook’s law, which is valid for a small perturbation, describes the relation of the elastic strain





where i, j, k, and l run from 1 to 3. Thus, the elastic properties cij of a single crystal are described
by the fourth-rank elasticity tensor with 81 elements cijkl. The 81 elements are reduced to 21
elements due to the symmetry (cijkl = cjkli = cklij = clijk). Remaining 21 elements can be
arranged in thesymmetric 6 × 6 matrix using the Voigt’s contraction scheme as listed in Tab. 1.






σα = σij ; ϵβ = ϵkl if β = 1, 2, 3; ϵβ = 2ϵkl if β = 4, 5, 6 (39)
Table 1: Voigt’s contraction scheme
i, j or k, l 11 22 33 23 or 32 13 or 31 12 or 21
α or β 1 2 3 4 5 6
The number of independent elastic constants is further reduced by the crystal symmetry.
For example, the most symmetric (cubic) crystal has only three independent elastic coefficients
c11, c12, and c44 [22].
Hooke’s law is the phenomenological description of a crystal behavior under stress. A deeper
understanding including the presence of pressure or temperature is based on derivatives of ther-
modynamic functions.
The first law of thermodynamics states:
dU = TdS + pdV, (40)
where U represents the internal energy, T invokes temperature, S is the entropy, p detonate
pressure (positive stress σ corresponds to negative pressure), and V represents volume.
The second term can be reformulated in terms of stress σi, strain ϵi, and volume V0:





We assume adiabatic deformation (dS = 0) in order to eliminate the entropic term. It means
that no heat flows in or out of the volume V0.










where the subscripts indicate that all strains ϵj ̸= ϵi are held constant and prefactor 1/V0 ensures
that the stress σi is independent of the size of the specimen.















where all ϵ, except ϵα and ϵβ, are kept constant.
The thermodynamic approach gives us the opportunity to simply include higher order elastic
constants by expanding the internal energy U in powers of the strains ϵij :










cijkϵiϵjϵk + ..., (44)
where i, j, k run from 1 to 6.
Macroscopic elastic properties can be determined from elastic coefficients. The simplest
relations are found for a single crystal with cubic symmetry [22].
The bulk modulus of a cubic crystal, which represents a resistant to compressibility, can be
obtained from:
B = c11 + 2c123 . (45)
The Young’s modulus E of a cubic crystal is defined as the ratio of uniaxial stress to strain




The shear stress G of a cubic crystal is defined as:
G = c44. (47)
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2.7 Lattice dynamics
2.7.1 Vibration of solids
Although the Born-Oppenheimer approximation is suitable and useful for exploring electronic
structure, it breaks down for many properties as heat capacity, thermal expansion, thermal
conductivity, infrared absorption, etc.
Atoms in solids vibrate around their equilibrium position with an amplitude which depends
on temperature. These vibrations are not independent as assume the Einstein model. To obtain
agreement with experiments, we have to consider thermal vibrations as the collective motion of
atoms.
These collective motions are called phonons. They are bosons so do not obey the Pauli
exclusion principle. They follow Bose-Einstein statistics and their population vastly differs from
electrons.
In order to describe lattice dynamics, we define a displacement from the equilibrium position
u as the difference between the current position of the atomic nuclei R and the equilibrium
positions of the atomic nuclei as R0:
u = R − R0. (48)
Then the Hamiltonian of an ion can be written as the expansion [23]:

































where Φ0, T , and Vn represent the constant potential, kinetic energy, and n-body crystal po-
tential terms for κ-th atom in l-th unit cell. Indexes α, β, γ correspond to the Cartesian indices.
The ν represents the total potential governing the ionic motion and Mκ detonates the atomic
mass of κ-th atom.
2.7.2 Harmonic approximation
It is sufficient to approximate the Hamiltonian of the system (Eq. 49) only up to the quadratic
term for most materials at temperature well below the melting point. It is convenient because
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the solution is much simpler compared to one including higher terms. It yields:















ϕαβ(lκ, l′κ′) uα(lκ)uβ(l′κ′). (53)
where ϕαβ(lκ) is called the second-order force-constant matrix and it is proportional to the force





If the system is not exposed by external forces, the translational and rotational invariance
conditions reduce the number of independent elements in the matrix. For example, the transla-
tional invariance yields [24]: ∑︂
m
ϕαβ(lκ, l′κ′) = 0, (55)
which is also a consequence of third law of motion.
The translational symmetry of the force constants is a key property. It allows to write
displacements in the form of planewaves:
u(lκ) = u0κ(q, ν)ei(q·R(lκ)−ω(q,ν)t), (56)
where q is the wavevector, ω represents frequency, and ν labels the mode.
It means that the displacement of the κ ion in the l primitive cell is related to the displacement
of the corresponding ion κ in the primitive cell (l = 0). Every planewave has assigned the
wavevector q and frequency ω.











ϕ(0κ, l′κ′)ul′κ′(q, ν) e−iq·(R(l
′κ′)−R(0κ)) , (58)
for the κ iont in zero primitive cell. The equations of motion for a single solution (labeled ν)
can be written in a vector form:
Dkk′(q) e(q, ν) = ω2(q, ν)e(q, ν), (59)
where the column vector e(q, ν) is composed of the displacement vector weighted by the square
root of the atomic mass. It gives 3n elements at total where n represents the number of atoms
per unit cell [25].
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Dynamic properties in the harmonic approximation are obtained by solving the eigenvalue
problem of the dynamic matrix Dkk′(q). Since Dkk′(q) is a Hermitian matrix, its eigenvalues
(ω2) are real. Imaginary eigenvalues (negative frequencies) corresponds to crystal instability.










The solving of the eigenvalue problem (Eq. 59) results in the phonon dispersion relation, i. e.
the dependency of frequency ω on the wave vector q.





and thermodynamic properties within the harmonic approximation.
2.8.1 Thermodynamics within harmonic approximation at constant volume
The energy E of the phonon system can be obtained by summation over the first Brillouin zone








e(h̄ω)/(kBT ) − 1
]︃
, (62)
where T is temperature and the constant 12 corresponds to the zero-point energy of a quantum
harmonic oscillator.
There is not way how to measure the total energy of a phonon system. A substantially
useful property is heat capacity, which can be directly measured and compared with theory if

















[e(h̄ωqm)/(kBT ) − 1]2
. (63)
For theoretical purposes, the Helmholtz free energy Fph represents important property which
































2.8.2 Phonon thermal conductivity
Harmonic phonons do not scatter and their lifetimes are infinite. Such lifetimes imply that
phonon heat would propagate at group velocity from one place to another without any scattering
and the thermal equilibrium of the system cannot be reached. Phonon scattering is needed for
the correct description of lattice dynamics.
There are many sources of scattering, i. e. defects, grain boundaries, isotope varying,
electron-phonon, and phonon-phonon interactions. All have different importance for various
materials and temperatures. The dashed lines in Fig. 4 correspond to the theoretical limits on
the phonon thermal conductivity by grain boundary scattering, by a combination of boundary
plus point-defect scattering, and by phonon-phonon (Umklapp) scattering for CoSb3. While
grain boundary and defect scatterings prevail at low temperatures, phonon-phonon scattering
dominates around room temperature and above. It means that phonon-phonon scattering is the
most important among others for high-temperature operations of nuclear fuels.
Figure 4: The phonon thermal conductivity of a CoSb3. The dots and the solid line represent
the experimental data and the theoretical fit. The dashed curves are the theoretical limits [4].
Phonons are bosons and obey the Bose-Einstein distribution function. The equilibrium
distribution is described as:





where kB is the Boltzmann constant [26].
When the system is perturbed, the phonon distribution changes and inhomogeneities and
temporal evolution appear. The evolution of the distribution function can be described by the
Boltzmann Transport Equation (BTE), which was originally introduced by Boltzmann in 1892.
Instead of the equilibrium distribution, the nonequilibrium distribution function f(r, k, t) is used
to describe the system at time t in a unit volume near the point r and have the wave vector k.



















Phonons cannot be affected by external fields, so ∂n∂t |field equals zero. The diffusion term in










where vg represents the phonon group velocity.
The scattering term depends on the number of scattering sources. We take into account
only the phonon-phonon scattering due to the predominant nature at high temperature. Other
terms can be added later.
The scattering term includes products of the distribution function of phonons involved in
the collision. We need at least three phonon collision for phonon thermal conductivity. Then








[nqnq′(nq′′ + 1) −
1
2nq(nq
′ + 1)(nq′ + 1)]Ωq,q′,q′′
dq′dq′′
(2π)3 , (69)
where Ωq,q′,q′′ is the transition probability of the collision of two phonon q and q′ to the outgoing
phonon q′′.








[nqnq′(nq′′ + 1) −
1
2nq(nq
′ + 1)(nq′ + 1)]Ωq,q′,q′′
dq′dq′′
(2π)3 . (70)
The left side of Eq. 70 is diagonal and easily solved. The complexity of the BTE comes
from the scattering term. The scattering term makes the BTE a non-linear integro-differential
equation that cannot be solved analytically and approximations have to be done.
The first approximation is to transform Eq. 70 to a linear equation. It is made by the lin-
earization of a perturbation. Then the distribution function can be expressed as the equilibrium
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term and a deviation from it:
nq = n0q + δnq, (71)
where the general perturbation A from equilibrium (in the simplest case just temperature T )




















[Φq − Φq′ − Φq′′ ]Pq,q′,q′′
dq′dq′′
(2π)3 , (73)
where Pq,q′,q′′ corresponds to the equilibrium transition rate. The BTE modified in this way is
called the linearized BTE (LBTE).
The linearization enormously simplify the scattering term. It allows us to express the LBTE
in an operator form:
Dn = Cn, (74)
where D and C are the drift and scattering operators. The linearization allows us inverting the
operators and obtaining eigenstates and eigenfunctions:
n = D−1Cn = C−1Dn. (75)
This approximation is still not enough to find an analytical solution due to the non-diagonal
form of the scattering term and huge number of modes in the system. The modification to
diagonal form can be done by the Relaxation Time Approximation (RTA). The RTA assumes
that the rate at which the phonon q relaxes does not depend on the non-equilibrium situation
of the phonons with which it interacts. It means that two phonons are consider to be in the
equilibrium (nq′ = n0q′ ;nq′′nq = n
0
q′′ and only the third one is out of equilibrium nq = n
0
q + ∆nq.













Eq. 76 implies that the distribution function relaxes to the equilibrium by δnq(t)(t0)e−t/τ
when a phonon is excited. The relaxation time τ is independent of the rest of the distribution.
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Finally, we get the linear solution [26]:
nq = n0q + τqvq∇nq. (78)
However, Eq. 77 for the relaxation time does not respect the energy and momentum conser-
vation. It follows that all scattering between phonon modes are allowed and able to relax the
distribution function to the equilibrium. This is not true because only scattering satisfying the
conservation laws can happen [26]. Instead of using Eq. 77, we utilize the approach analogous
to Fermi’s golden rule to get the relaxation times satisfying conservation laws [28].



























′′′·[r(l′′′k′′′)−r(0κ)]∆(q + q′ − q′′),
where λ is a abbreviation for (q, j). The last term equals one only if the crystal momentum
conservation law is fulfilled [29]:
q + q′ = q′′ + G. (80)
If G equals to zero, the scattering is called Normal. Non-zero G refers to the Umklapp
process. Both types of scattering are shown in Fig. 5. The Umklapp processes limit phonon
thermal conductivity considerably more than Normal processes because the Umklapp process
changes the net flow of heat into the opposite direction while the Normal scattering preserves
the net flow in the direction [25].
Figure 5: Normal (N-process) and Umklapp process (U-process) [5].






|Φ−λλ′λ′′ |2 {(nλ′ + nλ′′ + 1)δ(ω − ωλ′ − ωλ′′) (81)
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+(nλ′ − nλ′′) [δ(ω + ωλ′ − ωλ′′) − δ(ω − ωλ′ + ωλ′′)]}.
The δ(ω − ωλ′ + ωλ′′) ensures the conservation law of energy. Two times multiplied Γλ(ω)





Finally, the phonon thermal conductivity can be expressed from Eq. 77 using the microscopic









where D(ω) indicates the phonon density of states and h̄ω ∂n
0
λ(ω)
∂T is the mode specific heat.









2.8.3 Electron thermal conductivity
This section was inspired by Ref. [27].
The electron transport properties can be also obtained from the BTE with some changes.
Electrons are not bosons as phonons but fermions. They obey the Fermi-Dirac distribution
which is valid only for the equilibrium state:





where ϵ(k) is the energy of the k point and µ accounts for the chemical potential.
To describe the non-equilibrium distribution function, we also start from the general BTE
(Eq. 70) corresponding to the distribution of the perturbated system. The diffusion term is










where vk represents the group velocity of electrons. The first difference compared to phonons
is the external field term, which can be non-zero for electrons. Although the external field term
is not needed for the electron thermal conductivity, the stationary electrical field E is added to




⃓ = − eh̄E ∂fk∂k . (87)
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All terms put together with the scattering term give the Boltzmann transport equation for















The scattering term makes finding solution complicated. Every possible transition from
the k to k′ state has to be considered due to defects, electron-electron, and electron-phonon
interaction. Moreover, electrons are fermions and the Pauli’s exclusion principle has to be taken
into account. The transition from the k state (with probability f(k)) can take place only to the




′f(k)(1 − f(k′)), (89)
where Wkk′ is the per-unit-time probability of electron transition from the k to k′ state.
The same transition has to be considered for the transition k′ to k:∫︂
dk′
(2π)3 Wkk
′f(k′)(1 − f(k)). (90)
The difference between the number of excitation and deexcitation gives the variation rate of











Wkk′f(k)(1 − f(k′)) − Wkk′f(k′)(1 − f(k))
]︁
. (91)
Because the resulting non-linear integro-differential equation cannot be easily solved, we
need to introduce an approximation. We already know from the phonon BTE that it can be
achieved by the relaxation time approximation (RTA). We assume only a linear perturbation
δf(r, k) originated from external electrical field and temperature gradient:
f(r, k, t) = f0(r, k) + δf(r, k), (92)
where f0(r, k) corresponds to the local equilibrium function:





with the local chemical potential µ(r). The deviation from equilibrium is small in most cases:
|δf | = |f − f0| ≪ f0. (94)
If we assume that Wk,k′ does not depend on external electric field or temperature gradient,
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we get Wk,k′ same for both equilibrium and nonequilibrium. In the equilibrium, the number
of electrons coming into the k state from k′ state has to be equal to the number of electrons
coming out from the k into the k′:
Wkk′f(k)(1 − f(k′)) = Wkk′f(k′)(1 − f(k)). (95)

































f(r, k) − f0(r, k)
τ(k) . (98)
Assuming δf ≪ f(r, k), the partial derivation of the local time-dependent equilibrium func-
tion f(r, k, t) can be replaced by the partial derivation of the local equilibrium function f(r, k).


















= h̄v ∂f0(r, k)
∂ϵ
. (100)
Substituting Eqs. 99 and 100 into Eq. 98, it comes:
f(r, k) = f0(r, k) − τ(k)v(k)
[︃










δf(r, k) = −τ(k)v(k)
[︃















vα(k)f(r, k, t)dk. (103)
The electron current density equals zero at the equilibrium. It follows to replace f(r, k, t)
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Using the linear relation jα = σαβEβ under the zero temperature gradient condition and











The first law of thermodynamics applied to small region around r define heat density q:
dq ≡ T ds = dϵ − µ dn, (106)
where s, ϵ, and n are the entropy, energy, and number density. The heat density jq is then
defined as:
jq ≡ jϵ + µ(r)jn (107)





ϵ(k) v(k) δf(r, k)dk (108)
and the number density jn can be expressed by the electrical current density j
j ≡ −ejn. (109)





[ϵ(k) − µ(r)]v(k)δf(r, k)dk. (110)
Finally, the electron thermal conductivity tensor καβ is obtain from jq = κ∇T under the
condition of zero electrical current:
κij = 14π3T (r)
∫︂







The actinide elements are 15 chemical elements with atomic numbers 89 through 103. Actinide
series starts with actinium and ends with lawrencium. The core and semi-core electrons are
1s2 2s2 2p6 3s2 3p6 3d10 4s2 4p6 4d10 5s2 5p6 4f14 5d10 6s2 6p6 shells. The valence electrons
occupy 5f, 6p and 7s orbitals [30].
Heavy atomic nuclei and the presence of 5f electrons result in a great variety of unique
properties:
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• All actinides beyond uranium are non-naturally occurring due to short half-lives and were
artificially prepared.
• All actinide isotopes are radioactive.
• They have very large atom radii in all forms.
• Their metals exhibit an unusual range of physical properties due to 5f electrons, e.i.
plutonium has six allotropes [31].
2.9.1 5f-electrons and their dual nature
Electrons in solid-state can be localized or itinerant. Electrons with a small angular quantum
number (s and p states) delocalize easily, whereas electrons with a high angular quantum number
(particularly f states) remain their atomic character until higher densities [32].
Electrons want to be delocalized due to the minimization of kinetic energy. But if the on-site
repulsive Coulomb energy (the cost of putting two electrons on the same lattice site) gets higher
than the saving of kinetic energy, it prevents them from hopping and they stay localized [16, 32].
The 4f electrons are the first f electrons and therefore their wavefunction has a very short
radius from the nucleus. Mostly, 4f electrons are shielded by 5s2 and 5p6 orbitals and they are
not able to establish chemical bonds. They stay localized and, together with the strong spin-orbit
coupling, have the perfect property for permanent magnets [32, 33]. The radial wavefunction of
5f electrons extends much farther from the nucleus which opens up the possibility of establishing
a chemical bond [34]. However, the 5f electrons see their centrifugal potential caused by their
high angular momentum (l = 3) and they have to tunnel the potential barrier to become itinerant.
As a result, the part of 5f electrons forms a chemical bond and the part remains localized. This
makes them unique among all other materials [30].
The correct description of 5f electrons is required because material properties strongly depend
on the ratio between itinerant or localized nature [32]. Moreover, this ratio depends on conditions
such as temperature and applied pressure and it makes actinide physics complex [31].
2.9.2 Thorium
Thorium (Th), the second actinide element, is a weakly radioactive silvery metal with atomic
number 90. From the thorium position in the periodic table, one could assume that fcc thorium
should possess the hexagonal close-packed (hcp) crystal structure as other elements in group
IVA elements (Ti, Zr, and Hf). However, among these tetravalent elements, thorium is the only
one that holds the fcc crystal structure. It is believed to be attributed to the presence of the 5f
states involved in chemical bonds [35]. Without occupation of the 5f states, thorium would hold
the body-centered cubic (bcc) crystal structure and would exhibit normal tetravalent d metal
behavior as in the case of Ti, Zr, and Hf [35]. Only when the 5f state occupation is taken into
account, the fcc structure becomes the ground-state structure in agreement with experiments.
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Typical applications of thorium compounds include incandescent gas mantles, production
of ceramics, carbon arc lamps, coatings for tungsten welding rods, refractive glass additives,
and heat-resistant laboratory crucibles. Thorium can also be used as a catalyst [31]. However,
current attention paid to this element is due to possible use as a nuclear fuel in the generation
IV nuclear reactor [36]. Thorium is 3 to 4 times more abundant than uranium while widely
distributed in nature as an easily exploitable resource in many countries. Unlike uranium where
it is necessary to distinguish the ’fissile’ 235U isotope and 233U isotope, thorium can be found
only in ’fertile’ 232Th isotope. Moreover, the thorium fuel cycle produces less radiotoxic waste
than the uranium fuel cycle [37].
2.9.3 Thorium carbides
Carbide is a chemical compound of carbon with less electronegative elements. Actinides form
three types of stoichiometric carbides – monocarbides (AnC), dicarbides (AnC2), and sesquicar-
bides (An2C3).
The occurrence of monocarbide and dicarbide is reported for protactinium, thorium, ura-
nium, neptunium, and plutonium. Sesquicarbides are found for thorium, uranium, neptunium,
plutonium, americium, and curium [38].
The chemical bonding of actinide carbide is complex. The ionic, covalent, and metal bonding
is present. The ionic bonding comes from the electronegativity difference between actinide and
non-actinide element and the covalent bonding is present due to strong hybridization of actinide
6d and carbon 2p states [38].
The beginning of the research on actinide carbides as a nuclear fuel dates back to the 1950s.
Then the research was stopped due to the ban on fast reactors for civilian purposes. It changed
the focus on currently used fuels as uranium dioxide and mixed uranium-plutonium oxides.
The actinide carbide research has been restored in the last years and actinide carbides are
the possible nuclear fuel of generation IV nuclear power plants [36]. Actinide carbides posse a
lot of advantages over currently used oxides. They have higher burn-up, density, temperature
operation, thermal conductivity, and better compatibility with clad materials [38, 39].
This work deals with thorium monocarbide which can be used as a fertile material in breeder
reactors. The natural occurring 232Th isotope absorbs a thermal neutron to produce an inter-
mediate product 232Pa with 27 days half-time by the β− decay [37]. Then, the second β− decay
happens and fissile 233U is obtained.
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3 Methodology
Both thorium metal (Th) and thorium monocarbide (ThC) crystallize in Fm3m space group
(No. 225) at ambient conditions. It means the face-centered cubic (fcc) structure for thorium
and the rocksalt structure for thorium monocarbide. The rocksalt structure consists of two fcc
structures shifted by half lattice parameter. Both structures are shown in Fig. 6. As far as
magnetism is concerned, both are paramagnetic [40, 41].
Figure 6: The the fcc structure of Th and the rocksalt structure of ThC.
The DFT calculations are carried out using the Vienna Ab Initio Simulation Package (VASP)
[42] with the projector augmented wave scheme (PAW) [43, 44]. The exchange and correlation
potentials are treated within the generalized gradient approximation of Perdew-Burke-Ernzerhof
(GGA-PBE) [45] as well as with its revised version, the so-called PBEsol [46]. Valence electrons
for thorium are in the 6s2 6p6 6d1 7s2 5f1 shells and the 2s2 2p2 configuration for carbon.
The kinetic energy cut-off for the plane-wave basis functions is set to 500 eV. Brillouin
zone integrations are done out using a 16x16x16 Γ-centered k-point mesh for fcc thorium and
a 12x12x12 Γ-centered k-point mesh for thorium monocarbide. The Hubbard model in the
rotationally invariant approach [20] with J = 0.4 eV calculated from empirical rule J = 0.33 +
0.070(Z − 89) [47] is used to correlate thorium 5f states.
The 4x4x4 supercells containing 64 atoms with the 6x6x6 Γ-centered k-point mesh for fcc
thorium and the 2x2x2 supercells containing 64 atoms with the 4x4x4 Γ-centered k-point mesh
for rocksalt structure of thorium monocarbide is used to calculate vibrational properties using
the direct force-constant method as implemented in the PHONOPY [23] code and concurrently
used to calculate the phonon thermal conductivity by solving the Boltzmann transport equation
within the RTA for phonons iteratively through third-order interatomic force constants based
on the small displacement method using the PHONO3PY [28].
The electrical and thermal conductivity is determined by the semi-classical Boltzmann theory
as implemented in the BoltzTraP2 code [48] from 50 000 irreducible k-points in the unit cell.
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The convergence criteria for the total energy and residual Hellmann-Feynman forces are
set to 10−7 eV and 10−6 eV/Å, respectively. Bulk moduli were obtained from fits to Vinet’s
equation of state [49]. The components of the elastic tensor are obtained from the strain-stress
relationship [50].
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4 Results and Discussion
4.1 Electronic structure of fcc thorium
Precise determination of the electronic structure is crucial for the accurate and realistic descrip-
tion of lattice dynamics. Therefore, a thorough analysis of the SOC effect on the electronic
structure is done.
First, a modification of the electronic structure upon the SOC applied to only the 6d and
5f states is presented in Fig. 7. It is difficult to find a difference between the solution with and
without the SOC on 6d and 5f electrons. A slight change in the lattice parameter from 5.0523
Å to 5.0522 Å confirms that the 6d and 5f states are not affected by the SOC in this system.
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Figure 7: The total densities of electron states D(E) for fcc Th with the SOC neglected and
included. The filled lines represent the 6d (blue) and 5f (orange) states of the PBE model [6].
If the SOC is applied to all electrons, including the 6p, the vicinity of the Fermi energy
composed of the 6d and 5f states does not seem to be changed as well. The 6p states located
around -18 eV are split into well-separated 6p1/2 and 6p3/2 states by about 6 eV. However,
the 6p1/2 states are not described correctly because scalar relativistic p states are zero at the
origin, but fully relativistic Dirac 6p1/2 states are not. So it is impossible to represent these p1/2
states with a linear combination of scalar relativistic basis functions. This problem occurs if the
second variational approach is used. In the second variational approach, the scalar relativistic
Hamiltonian is diagonalized first, and then given scalar eigenvectors and eigenvalues are used as
a limited basis set for diagonalizing the full Hamiltonian with the spin-orbit coupling [51, 52, 53].
Mattsson and Wills [53] compare the second variational approach with the Dirac solution.
They observe the shift of the 6p1/2 states to lower energy and as a result, the increase of 6p1/2-
6p3/2 splitting by additional 1.3 eV. This result is consistent with the Kuneš et al. approach [52],
where additional local orbitals are added to mimic the correct behavior of relativistic p-states
within full potential linearized augmented plane wave methodology (FLAPW).
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Nevertheless, these two approaches are not consistent concerning the equilibrium volumes.
Both predict the equilibrium volume reduction for the second variational approach but differ
in assuming the equilibrium volume with the 6p1/2 state corrected base. Mattsson and Wills
[53] report an increase in the volume of 0.3 %, but Kuneš et al. [52] report a reduction of
around 1 %. The Dirac solution should be more precise in principle, but they use the atomic-
sphere approximation, which is less accurate method than the FLAPW. The second variational
approach, which is used in this work, reduces the equilibrium volume around 1.6 %.
A comparison of the Sommerfeld coefficients (listed in Table 2) between PBE, PBE+SOC
(6d,5f), and PBE+SOC(6p,6d,5f) confirms that the electronic density does not change signif-
icantly near the Fermi energy (EF ). However, the PBE+SOC(6p,6d,5f) model gives a better
result when compared to the experimental measurements [54, 55] than the model without SOC.
This is based on 10 % less DOS at the Fermi energy and the smaller electron-phonon coupling
parameter (λ = 0.456) [56] using the SOC scheme in comparison with the scalar-relativistic
scheme (λ = 0.577) [56]. The difference between PBE and PBE+SOC(6d,5f) comes only from
the different the electron-phonon coupling parameter
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Figure 8: The total electron density of states D(E) of fcc Th for two different exchange and
correlation potentials presented together with the BIS and XPS measurements [6, 7].
The density of states accuracy can be checked with Bremsstrahlung Isochromat Spectroscopy
(BIS) and X-ray Photoelectron Spectroscopy (XPS) measurements. Figure 8 shows that our
result of PBE+SOC(6p,6d,5f) agrees with the XPS experiment but fails with the BIS experiment.
The PBEsol exchange and correlation potential is also utilized to see if it can reproduce the BIS
experiment. The lattice parameter of PBEsol+SOC(6p,6d,5f) yields 4.933 Å and is considerably
lower than the experimental 5.085 Å [57]. The Hubbard model to 5f electrons is applied to
increase the localization of the 5f states. The large Hubbard U (U = 4eV ) is needed to get the
lattice parameter of 5.069 Å, which is close to experimental values. Figure 8 shows that this
model reproduce both the XPS and the BIS experiment [7].
The high value of the Hubbard U parameter acting on the 5f states is needed for the correct
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Table 2: The calculated and experimental lattice parameters (a), elastic constants cij , bulk
modulus B, Sommerfeld coefficient γ, and Debye temperatures θD of fcc Th
Th Exc Ueff a c11 c12 c44 B γ θD Rerefence
(eV) (Å) (GPa) (GPa) (GPa) (GPa) (mJ/K2/mol) (K)
VASP PBE 0.0 5.052 76.3 43.4 51.3 53.2 5.12 182 This work
PBE+SOC(6d,5f) 0.0 5.052 76.0 43.4 50.9 53.5 4.73 181 This work
PBE+SOC(6p,6d,5f) 0.0 5.024 81.8 45.4 54.6 57.7 4.27 181 This work
PBEsol+SOC(6p,6d,5f) 4.0 5.069 75.9 59.8 40.1 63.8 4.02 151 This work
FP-LMTO 4.910 55 35 46 63 Söderlind[58, 59]
ABINIT PBE 0.0 5.024 84 40 58 55 Bouchet[60]
WIEN2K PBE 0.0 5.062 76 41 53 57 Gupta[61]
Model pot. 78 62 40 68 Baria[62]
VASP PBE 0.0 5.062 81 41 49 50 Hu[63]
WIEN2K PBE 0.0 5.080 76 44 44 55 Jaroszewicz[64]
Exp. 5.085 81 50 50 60 Greiner[57]
Exp. 5.089 78 48 51 58 Armstrong[65]
Exp. 4.23 167 Schmidt[54]
Exp. 4.31 163 Gordon[55]
description of states high above the Fermi energy (EF ) of thorium, which is consistent with
localized behavior of the 5f states in heavier actinides.
Regardless, such strong localization of the 5f states in fcc thorium has no physical meaning
because only 0.3 electron is occupied in 5f shells. Such a small number cannot be correlated.
This type of the exchange and correlation potential should be used only for calculation of optical
properties due to a good description of unoccupied states.
4.2 Elastic properties of fcc thorium
Concerning mechanical properties of fcc thorium, several theoretical works have been conducted
[58-64] with different methods and treatment of electron exchange and correlation effects, but
none of them can reproduce all elastic constants. Only a few authors [58, 59] take into account
the spin-orbit coupling.
The results of this work are presented in Table 2 and compared to the ones obtained with
other theoretical and experimental studies. All previous theoretical calculations [58-64] fail to
fully reproduce all elastic constants at the same time, mainly c12, which is in most calculations
significantly underestimated.
This work have the same problem. The c12 is greatly underestimated without SOC. The
inclusion of SOC only to 6d and 5f electrons has a weak effect on elastic constants. When SOC
is also included to 6p, the problematic c12 increases but simultaneously it also increases c44
further away from experimental values. The elastic constant c11 get overestimated, but closer
to the experiment [57, 65] than without the SOC.
In summary, the inclusion of the SOC for the 6p states has a significant impact on the elastic
constants of fcc thorium. The inaccurate description of the 6p1/2 can be the decisive reason
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why the theoretical works are not able to fully reproduce all elastic constants concurrently.
The supporting argument is based on an increase of the bulk modulus from 54.5 GPa to 58.3
GPa when the fully-relativistic scheme is used [53]. The reported value is very close to the
experimental values 58 and 60 GPa [57, 65].
The elastic constants of PBE+SOC(6d,5f) support the previous statement that the SOC for
6d and 5f states has only a minor effect on the system and can be neglected.
Although only the PBEsol exchange and correlation potential gives excellent agreement with
the XPS and BIS measurements, it fails to reproduce the experimental elastic coefficients and
bulk modulus. A such a strong localization is not physical for fcc thorium and is an artificial
correction. For this reason, this model is not investigated further.
4.3 Lattice dynamics of fcc thorium
There is only one unique atom in its primitive cell for fcc thorium. Thus there are only three
independent phonon modes in dispersion relations. The phonon dispersion curves of fcc thorium
as calculated along several symmetry directions for the PBE exchange-correlation potential are
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PBE
Figure 9: The dispersion relations of fcc Th phonons [6]. The blue line represents PBE, the
green line represents PBE+SOC(6d,5f), the red line represents PBE+SOC(6p,6d,5f), and the
black squares are the experimental data [8].
The directions ∆[ξ 0 0],
∑︁
[ξ ξ 0], and Λ[ξ ξ ξ] are carried out at zero temperature with
the comparison of the experimental data obtained from the neutron-scattering measurement at
ambient conditions [8]. Figure 9 reveals that the shift to higher frequencies from the inclusion of
the SOC(6p,6d,5f) is needed to describe dispersion relations of the longitudinal phonon branches
correctly. However, it overestimates the frequency of the transverse phonon branches at the
same time. It means that the shift comes from the volume change. The same shift is reported in
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Figure 10: The total densities of electron states D(E) for ThC [6].
previous theoretical work [56]. In accord with our previous findings, the SOC(6d,5f) has minimal
impact on the phonon spectrum.
All models reproduce the anomalous behavior of the transverse branches along the
∑︁
[ξ ξ 0]
direction even though the electron-phonon interaction is not included. It follows that this
anomaly does not arise from the electron-phonon interaction as claimed by experimentalists [8].
It is concluded that the spin-orbit coupling acting on 6d and 5f is only a small perturba-
tion. On the contrary, the spin-orbit coupling acting on 6p semi-core electrons can be too big
perturbation to handle it by the second-variational approach.
4.4 Electronic structure of thorium monocarbide
Figure 10a shows a modification of the electronic structure of ThC upon the SOC. The same
trend as for fcc thorium is observed: the inclusion of the SOC to the 6d and 5f electrons has
almost zero effect on the DOS. However, a moderate modification of the DOS around the vicinity
of the Fermi energy within the inclusion of the SOC to the 6p states (indirect effect of the semi-
core 6p states) is found. The peaks of the DOS get sharper than in the scalar-relativistic solution
without the SOC.
The PBEsol exchange-correlation potential has been proved to be successful for uranium
monocarbide [66]. It is reasonable to investigate this potential for ThC as well. Figure 10b
shows a modification of the electronic structure of ThC upon the SOC. There is no significant
difference between both exchange-correlation potentials from the electron structure point of
view, i. e. almost zero difference with the SOC(6d,5f) inclusion and the sharper shape around
the Fermi energy with the SOC(6p,6d,5f). The emerging peaks around EF come from the
hybridization of the Th 6d, Th 5f, and C 2p states, as shown in Fig. 11.
Surprisingly, the SOC(6p,6d,5f) does not seem to improve the DOS, but quite the contrary.
The Sommerfeld coefficients of both exchange-correlations potentionals (PBE/PBEsol) indicate
that the more accurate DOS is based on the model without the SOC on the 6p states be-
cause its values of 2.07/2.76 mJK−2mol−1 are much closer to the experimental values (2.1–2.9
mJK−2mol−1) [67, 68] than 4.51/4.11 mJK−2mol−1 obtained with SOC. The high values of
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the Sommerfeld coefficient come from the sharp peaks that appears by adding the SOC to
the 6p states. Moreover, the calculated values do not include the electron-phonon many-body
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Figure 11: The projected densities of electron states D(E) for ThC calculated with PBEsol,
PBEsol+SOC(6p,6d,5f), and PBEsol+SOC(6p,6d,5f) with the Hubbard Ueff = 3 eV [6].
4.5 Elastic properties of thorium monocarbide
The bulk modulus (B) is the only elastic property that was measured for thorium monocarbide.
However, experimental studies are not consistent. Gerward et al. [69] report B = 109 GPa
while Yu et al. [70] B = 147 GPa. Olsen et al. [71] claim that the discrepancy is possibly due
to the difference of stoichiometry. The sample of Yu et al. [70] had a composition corresponding
to ThC0.95 but Gerward et al. [69] have a much less stoichiometric ThC0.76. The higher value
is supported by comparison with the lattice parameters and the bulk moduli of thorium nitride
(ThN) and thorium sulphide (ThS) [70].
Both PBE and PBEsol predict the bulk modulus to 136 GPa. This is about 7.5 % deviation
from the experiment [70]. The inclusion of the SOC only on 6d and 5f has no effect for PBEsol
and only a weak effect for PBE, as listed in Table 3. Decreasing the bulk modulus of PBE is
based on decreasing c12 which, however, is partly offset by increasing c11. All elastic constants
slightly decrease for PBEsol. If the SOC also include 6p states, the PBE bulk modulus changes
from 135 GPa to 127 GPa, in contrast with much a smaller change from 137.3 GPa to 135.6
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Table 3: The calculated and experimental lattice parameters (a), elastic constants cij , bulk
modulus B, Sommerfeld coefficient γ, and Debye temperatures θD of ThC
ThC Exc Ueff a c11 c12 c44 B γ θD Rerefence
(eV) (Å) (GPa) (GPa) (GPa) (GPa) (mJ/K2/mol) (K)
VASP PBE 0.0 5.354 222.9 93.6 80.1 135.2 2.07 314 This work
VASP PBE+SOC(6d,5f) 0.0 5.354 225.3 89.4 79.7 134.9 2.06 295 This work
VASP PBE+SOC(6p,6d,5f) 0.0 5.335 222.0 86.8 78.5 127.3 4.51 303 This work
VASP PBEsol 0.0 5.301 240.0 90.2 78.4 137.3 2.76 335 This work
VASP PBEsol+SOC(6d,5f) 0.0 5.301 239.4 90.1 78.0 137.3 2.82 334 This work
VASP PBEsol+SOC(6p,6d,5f) 0.0 5.279 240.0 87.6 77.0 135.6 4.11 320 This work
VASP PBEsol+SOC(6p,6d,5f) 3.0 5.328 264.1 83.2 83.5 144.7 2.46 342 This work
WIEN2k PBE 0.0 5.388 252 96 60 148 1.71 Shein [72]
WIEN2k PBE+SOC 0.0 5.388 163 70 54 100 2.59 Shein [72]
CASTEP PBE 0.0 5.341 276 99 87 158 458 Aydin [73]
CASTEP LDA 0.0 5.269 241 96 78 145 478 Aydin [73]
CASTEP LDA+U 2.3 5.336 215 88 81 130 470 Aydin [73]
ESPRESSO PBE 0.0 5.335 222 86 66 131 298 Daroca [74]
VASP PBE 0.0 5.348 216 89 80 137 258 Sahoo [75]
Exp. 5.335 Street [76]
Exp. 5.322 109 Gerward [69]
Exp. 5.340 147 Yu [70]
Exp. 2.9 280 Harness [67]
Exp. 5.344 2.1 262 Danan [68]
GPa for the PBEsol. Nevertheless, it gives worse agreement with an experimental value of 147
GPa in both cases. Other theoretical works (see Table 3) are not uniform in this matter.
Decreasing of the bulk modulus/elastic constants with smaller volume is in direct contrast
to fcc thorium, where the opposite effect is reported. It shows that chemical bonding of ThC is
much more complex due to the carbon presence.
4.6 Phonon DOS of thorium monocarbide
Actinide monocarbides are systems with two elements with significantly different atomic masses.
Carbon is approximately 20 times lighter than an actinide element. As a result, a phonon
spectrum is divided into low-frequency phonons (acoustic branches) arising from oscillations of
heavy actinide atoms, and high-frequency phonons (optical branches) arising from oscillations
of light carbon atoms. A frequency gap separates these bands.
Figures 12a and 12b present the phonon densities of states for the PBE and PBEsol poten-
tials. While both approaches describe well the acoustic phonon modes, the comparison with
experiment measured by the time-of-flight technique [9] shows that both greatly underestimate
the optical phonon modes. Similarly, an underestimated carbon phonon spectrum of PBE is
reported by Daroca et al. [74] and Sahoo et al. [75].
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(a) The PBE potential




















(b) The PBEsol potential
Figure 12: The phonon densities of states G(E) for ThC [6]. The TOF data (circles) are taken
from Wedgwood [9].
The poor agreement with the experiment suggests that thorium and carbide bonding is
much stronger than the models predict. It is consistent with the more than 7 % bulk modulus
mismatch.
4.7 Thorium monocarbide with the Hubbard model
The same failure of the PBE potential to reproduce the optical branches is also well known
for uranium monocarbide [66]. The authors solved this inconsistency with an experiment by
including the SOC(6p,6d,5f) and the Hubbard model.
It is common practice to use the Hubbard model for uranium because uranium consists of
5f3 electrons which are partly correlated. However, it is unusual to use the Hubbard model for
thorium, because of weak occupancy of the 5f states (around 0.3 electron).
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Figure 13: The total densities of electron states D(E) for ThC calculated with PBEsol,
PBEsol+SOC(6p,6d,5f), and PBEsol+SOC(6p,6d,5f) with Hubbard Ueff = 3 eV [6].
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The Hubbard model is only applied to PBEsol because PBEsol underestimates the lattice
parameter. The PBE already overestimates the lattice parameter and the correct value of the
volume is crucial for lattice dynamics.
Unlike for uranium in UC where the Hubbard model separates the 5f1/2 and 5f3/2 states,
including the Hubbard model to thorium in ThC only shifts the 5f states to higher energies, as
shown in Fig. 11. Thus, the occupation of the 6d states, which hybridizes better with the 2p
states and increases the strength of the chemical bond, is raised. Table 3 shows that the bulk
modulus increases to 145 GPa if the Hubbard model with Ueff = 3 eV is applied. The choice of
Ueff = 3 eV is based on fitting the experimental lattice parameter. The predicted bulk modulus
of 145 GPa is very close to the experimental 147 GPa [70].
While the 5f states are shifted to higher energies, all other states are shifted to lower energy,
as shown in Fig. 11. It is good correction for the 6p1/2 states which should be in the lower
energies as discussed above, but the 6 p3/2 states are incorrectly also moved into lower energies,
as shown in Fig. 13. It demonstrates that this treatment is artificial.
However, a better agreement with the experiment for the Sommerfeld coefficient is obtained
because the sharp peaks at the vicinity of the Fermi energy get flattened. The value 2.46
mJK−2 mol−1 is much closer to 2.1/2.9 mJK−2 mol−1 [67, 68] than 4.11 mJK−2 mol−1.
Furthermore, the great agreement with the experimental phonon density of states is found
(see Fig. 14). Not only there is a perfect match at the optical frequencies, but also the acoustic
ones are slightly better. Figure 14 shows phonon dispersion relations which are along the same
directions as in fcc thorium. The biggest difference can be found in the direction ∆[ξ 0 0]
whereas the phonon dispersion curves at the Λ[ξ ξ ξ] direction are much less affected. It follows
that greater occupation of the 6d states enhances directional chemical bonding.
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Figure 14: The phonon dispersion relations and the phonon densities of states G(E) for ThC
[6]. The TOF data (circles) are taken from Wedgwood [9].
It can be concluded that the correct treatment of the spin-orbit coupling acting on the 6p
states or special treatment of the 5f states is needed even for some thorium compounds and the
simple DFT cannot be used in all cases.
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Schettler - C(0.0005) N(0.0003)
Schettler - O(0.0135) N(0.0018) C(0.0010)
Anderson - C(0.0075) O(0.0058)
March
Figure 15: The total thermal conductivity of fcc Th [6]. The experimental values are from
Schettler et al. [10] (blue and orange), Anderson et al. [11] (green), and March et al. [12] (red).
4.8 Thermal conductivity
Thermal conductivity is the most important property of nuclear fuel because it influences all
processes such as swelling, grain growth, and fission gas release and limits linear power [77]. For
the design of new nuclear materials, it is necessary to provide a method that can predict this
material property under different conditions (stoichiometry, non-stoichiometry, etc.).
The thermal conductivity of metal is composed of two components, i. e. phonon and elec-
tronic part. The electronic part of thermal conductivity causes that metals have mostly several
times higher thermal conductivity at high temperatures than isolators, which are commonly
used as nuclear fuels nowadays.
4.8.1 Thermal conductivity of fcc thorium
The PBE exchange and correlation potential without the SOC is used for thermal conductivity
analysis because the importance of the SOC on lattice dynamics is not demonstrated. First, the
total thermal conductivity of fcc Th is determined by including only phonon-phonon interactions
and compared with the experimental data [10-12]. Figure 15 shows that the theoretic prediction
is in good agreement with the experiments at higher temperatures, which are more relevant to
the actual operating conditions of nuclear reactors.
Understandably, the theory overestimates the experimental results in the low-temperature
region because the model crystal is treated as fully stoichiometric without any defects or impu-



















to simulate real crystals. The phonon lifetimes τpd, τld, τvd, τgb, τis, τe−ph, and τph−ph corre-
spond to the phonon scattering by point defects (substitutional atoms, interstitials, and vacan-
cies), line defects, volume defects, grain boundaries, isotope scattering, electron-phonon, and
phonon-phonon interaction.
Assuming that a sample is well prepared, volume defects can be neglected. Isotope scatter-
ing is weak for these materials because thorium and carbide occur predominantly in only one
isotope. Thermal conductivity at low temperatures is mostly affected by point defects and grain
boundaries as mentioned in Section 2.8.2.
Schettler et al. [10] measured two sides of the same sample but with different impurity ratios.
One side had composition of Th0.9992 C0.0005 N0.0003 and the second one Th0.9847 C0.0135 N0.0018.
As shown in Fig. 15, the measured thermal conductivity of the more stoichiometric sample is
up to 7 times higher at maximum than the less stoichiometric one.
However, the thermal conductivity is composed of two parts, i. e. electron and phonon one.
It is needed to take into account the modification of lifetimes for electrons in the same matter
to simulate real crystals.
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Figure 16: The phonon and electron parts of the thermal conductivity [6].
Figure 16a presents the total thermal conductivity of fcc thorium and its phonon and electron
contributions. The maximum of the phonon thermal conductivity is found around 20 K. Then it
decreases exponentially as the Umklapp processes become more important. It happens because
the Umklapp processes require wavevectors q close to the border of the Brillouin zone. But these
wavevectors have mostly high frequencies and their population is minor at low temperatures
according to the Bose-Einstein statistics. As temperature increases, so does the probability of
Umklapp processes, and the thermal conductivity decreases considerably.
The course of the electronic thermal conductivity is different from the phonon thermal con-
ductivity. It rises sharply as electrons begin to acquire energy required for excitation into the
conduction bands while the lattice vibrates with a small magnitude. As the temperature in-
creases, the vibration amplitude increases and electron-phonon interactions intensifies. It results
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that the relaxation times of electrons take high values at low temperatures (10−13s) and sharply
declines once the phonon-electron interactions intensify (10−15s). The relaxation times of elec-
tron are determined using the experimental resistivity measurements [78, 79] in this work. After
the peak of the electronic thermal conductivity around 40 K, there is a slight decrease and then
almost a constant value. The balance between new conductive electrons and lower lifetimes is
established.
In general, the thermal conductivity of fcc thorium is controlled primarily by the phonon part
up to 60 K, where both parts are equal. Then the electronic contribution begins to dominate
over the phonon one. At higher temperatures, one can even neglect phonons.
4.8.2 Thermal conductivity of thorium monocarbide
The only PBEsol+SOC(6p,6d,5f)+U(3 eV) model can reproduce the experimental phonon DOS.
It is reasonable to use this model to obtain the thermal conductivity. There is a considerable
difference in the thermal conductivity between fcc thorium and thorium monocarbide. This
is apparent from the comparison of Figs. 16a and 16b. The total thermal conductivity of
thorium monocarbide is more than twice as small as fcc thorium. The difference is based on the
lesser electron part (the relaxation times of conductive electrons are derived from experimental
resistivity measurements [80, 81]). It is consistent with the twice smaller value of the Sommerfeld
coefficient and generally much weaker metallic behavior of thorium monocarbide. Concerning
the phonon part, the phonon thermal conductivity of thorium monocarbide is slightly larger
than in fcc thorium.
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Figure 17: The accumulated phonon thermal conductivity as a function of the phonon frequency
for ThC [6].
To analyze the phonon thermal conductivity of thorium monocarbide, the accumulated ther-
mal conductivities at 300 K and 800 K and their derivatives with respect to the energy are
plotted in Fig. 17. The acoustic branches contribute to 94 % of the phonon thermal conduc-
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tivity. This result differs significantly from NpO2 when the optical branches contribute to 27 %
of the phonon thermal conductivity [82]. The optical branches of thorium monocarbide do not
contribute significantly in the whole temperature range, as shown in Fig. 18.





















































Figure 18: The phonon part and the heat capacity per mode of ThC as a function of T [6].
The phonon thermal conductivity is a function of the heat capacity, group velocity, and
phonon lifetime of phonon mode according Eq. 84. Although there is a difference between the
heat capacities for the acoustic and optical branches (see Fig. 18), it disappears at a higher
temperature where the Bose-Einstein statistics go into classical the Maxwell-Boltzmann one.
The difference is also found between the transverse and longitudinal branches where the former
ones have higher heat capacity per mode at a lower temperature due to smaller vibrational
frequencies. Nevertheless, the heat capacity does not seem to be a determining factor as the
heat capacities of the optical modes are almost the same as the acoustic modes at 800 K; see
Fig. 17.
The source of low optical contribution can also be the group velocity whose distribution is
shown in Fig. 19. The optical modes have about twice the average group velocity of the acoustic
ones. The most significant difference can be found at the longitudinal optical mode due to large
dispersion (see Fig. 14).









































Figure 19: The group velocity in the xx direction and the phonon lifetime distribution of ThC
as a function of the phonon frequency [6].
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Although the group velocities of the optical branches are higher, the optical branches con-
tribute to the total phonon conductivity only a little. It means that the group velocity is not
a decisive factor. The final variable affecting phonon thermal conductivity is phonon lifetimes.
Figure 19 explains why the optical phonon branches almost do not transfer heat. The phonon
lifetimes of the optical modes are more than 25 times smaller than the lifetimes of the acous-
tic modes. The scattering of the optical phonon is vast, and therefore, these modes cannot
effectively transfer energy (heat).
The same reason is also found for explanation of why the transverse acoustic mode (TA2)
has a greater contribution to the total phonon conductivity than the longitudinal acoustic mode
(LA), as shown in Fig. 18. Though the average group velocity of the transverse mode is around
30 % smaller than the longitudinal one, the average phonon lifetime of the transverse acoustic
mode (TA2) is 3 times greater than the longitudinal acoustic mode (LA).
4.8.3 Grain boundary





where L is the boundary mean free path.
This model is based on the assumption that phonons are always scattered at the grain
boundary. Although it is not a valid assumption, it can offer a qualitative insight into how the
grain boundary affects the phonon thermal conductivity.
The phonon thermal conductivities of ThC with various grain sizes are presented in Fig. 20.
It confirms enormous sensitivity at low temperatures and minor sensitivity at high temperatures,
where Umklapp scattering prevails.











































Figure 20: The phonon thermal conductivity with a various grain sizes and the phonon mean
free path of ThC (PBEsol+SOC+Ueff).
Although the thermal conductivities of polycrystals with a grain size of 10 µm, 100 µm, and
1 m differ significantly at very low temperatures, only a slight difference is found from around
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80 K. Different behavior is observed for polycrystal with 1 µm grain size where the thermal
conductivity is slightly lower even at higher temperatures.
It can be explained by the mean free path as shown in Fig. 20. The mean free path of
the phonon is a few micrometers at 50K. In a 1 m polycrystal, scattering at the boundaries
have an insignificant effect. The phonon scatters on average 100 times before it hits the grain
boundary in a 100 µm polycrystal. However, in a 10 µm polycrystal, approximately every tenth
scattering takes place at the grain boundary. Finally, the scattering at the grain boundary is
significant in 1 µm polycrystal as it occurs with the same probability as the phonon-phonon
scattering. At higher temperatures, the average mean free path is around 0.05 µm. It follows
that the scattering at the grain boundary has a minimal effect for polycrystals with a grain size
of several µm. The normal grain size of nuclear fuels is around 10 µm [83]. It concludes that
grain size is not a limiting factor of thermal conductivity for nuclear fuels due to operating at
high temperatures.
4.8.4 Mass-difference defects
Phonons scatter on defects due to density fluctuations and variations in elastic constants. As-
suming that density fluctuations outweigh the variation of elastic constants, a simple model









where N is the number of unit cells per unit volume, xi is the concentration of unit cells of mass
Mi, and M is the average mass per unit cell.
Equation 114 provides some interesting findings. The probability of scattering on the mass-
difference defect decreases with the cube of the group velocity and increases with the fourth
power of the frequency. It is because faster phonon modes have a shorter time to interact with
the defects than slower ones and higher frequencies have a shorter wavelengths, and thus are
more sensitive to perturbation.
The mass-difference model is applied only to ThC because the phonon part of the thermal
conductivity dominates at low temperatures. In the case of fcc thorium, an analogous model for
electrons needs to be included, which is beyond the scope of this work.
Figures 21a and 21b show the reduction of the phonon thermal conductivity upon vacancies
and oxygen. These impurities are incorporated into the 10 µm grain size model due to the
greater proximity to the experimental samples [83].
It is confirmed that mass-difference defects have a negligible effect at higher temperatures,
as they are overweighted by Umklapp scattering. The lifetimes of modes with high frequency
and low group velocity are sharply reduced even with a small percentage of defects. Further
addition of impurities has weaker effect as most sensitive modes have already reduced lifetimes.
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Comparison of Figs. 21a and 21b suggests that the mass term is not so important because
it is overweighted by the group velocity and the frequency with 3 and 4 power dependencies.
Although vacancy has bigger mass-difference than oxygen, its phonon thermal conductivities are
only slightly lower.
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Figure 21: The phonon thermal conductivity for ThC (PBEsol+SOC+Ueff = 3 eV) with 10 µm
grain size and defects.
However, it should be emphasized that this model is very simplified, and much more complex
modeling needs to be used for accurate point defect modeling.
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5 Conclusions
The electronic structure, elastic properties, lattice dynamics, and thermal conductivity of fcc
thorium and thorium monocarbide (rocksalt structure) have been analyzed within the inclusion
of the spin-orbit coupling with the use of Density Functional Theory.
Concerning fcc thorium, the spin-orbit coupling does not influence the electronic DOS at
the vicinity of the Fermi energy formed mainly by the 6d and 5f states. However, a significant
splitting of the 6p states is observed.
The analysis of fcc Th mechanical properties suggests that it is necessary to increase the
occupation of the 6d states at the expense of the 5f states to reproduce the experimental elastic
properties. The incorrect description of the 6p1/2 states caused by not using a relativistic basis
may be the cause of undervalued theoretical c12 and overvalued c44 elastic constants.
The changes resulting from the addition of the SOC to the 6d states and the 5f states
are negligible. Only the SOC acting on the 6p states can be important for some properties.
Nevertheless, for lattice dynamics, the importance of the SOC has not been proved and may be
neglected in the theoretical calculations for fcc thorium.
Different behavior is found in thorium monocarbide. The electronic density of states at
the vicinity of the Fermi energy is indirectly modified by including the SOC on the 6p states.
It yields a worse the Sommerfeld coefficient in comparison with the experiments. The same
deterioration can be found for the bulk modulus. The importance of the SOC acting on the 6d
states and the 5f states is not found.
The breaking point is the analysis of the phonon density of states. It is not possible to
reproduce the optical phonon branches with or without the SOC. The mismatch between the
theory and the experiment is more than 1.5 THz for ThC. The same problem is reported for
uranium monocarbide. The only solution to get agreement with the experiment is adding the
Hubbard model acting on the 5f states. This is an unconventional solution because thorium
has very few occupied 5f states, and therefore there is no physical reason to increase on-site
Coulomb repulsion. It is more of an artificial correction. However, this correction gives excellent
agreement with the experimental phonon DOS.
Since the simple DFT with the second variational approach fails to predict the phonon
spectrum, it raises the question of whether the precise description of the 6p states is needed or
the description of the 5f electrons is insufficient even at such a low occupation.
The last part of work concerns the thermal conductivity. First, the theory is validated by the
good agreement with the experimental values for fcc thorium. Then the comparison between Th
and ThC is provided. It varies considerably because the total thermal conductivity of thorium
is more than twice as large as that of ThC due to the much larger electron part of the thermal
conductivity. The electronic part of the thermal conductivity of ThC is smaller due to weaker
metallicity.
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From the detailed analysis of the ThC phonon thermal conductivity, it is shown that the
acoustic branches contribute 94 % of the phonon thermal conductivity. It comes from small
lifetimes of optical modes. This is a striking difference with respect to other actinide compound,
i. e. NpO2, where the optical branches contribute 27 % of the phonon thermal conductivity.
Despite all this, ThC has the higher phonon thermal conductivity than NpO2, and this shows
the importance of the acoustic branches. Higher thermal conductivity allows higher operational
temperatures and therefore higher efficiency of IV. nuclear reactors.
The final analysis of grain boundary and mass-difference defects confirms that both defects
are important only at low temperatures. They can be neglected for ambient temperature where
the Umklapp scattering already prevails.
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