A series of partial least squares (PLS) models were employed to correlate spectral data from 2 FTIR analysis with beef fillet spoilage during aerobic storage at different temperatures (0, 5, 3 10, 15, and 20°C) using the dataset presented by Argyri et al. (2009). The performance of the 4 PLS models was compared with a three-layer feed-forward artificial neural network (ANN) 5 developed using the same dataset. FTIR spectra were collected from the surface of meat 6 samples in parallel with microbiological analyses to enumerate total viable counts. Sensory 7 evaluation was based on a three point hedonic scale classifying meat samples as fresh, semi-8 fresh, and spoiled. The purpose of the modelling approach employed in this work was to 9 classify beef samples in the respective quality class as well as to predict their total viable 10 counts directly from FTIR spectra. The results obtained demonstrated that both approaches 11
Introduction 1
One of the most commonly consumed food commodities on a global basis is meat, due to 2 its high nutritional value in the human diet. In the USA alone the retail market of beef 3 industry amounted to $76 billion in 2008 with an overall consumption of approximately 27.3 4 billion pounds in that year (USDA, 2008) . During meat production/processing quality 5 assurance is difficult due to the heterogeneous nature of the raw material, since the chemical 6 composition, technological and sensory attributes are highly influenced by pre-slaughter (e.g., 7
breed, age, environment) intrinsic (e.g. pH, available nutrients) and extrinsic (e.g., storage The remaining wavenumbers (from 1718 to 1203 cm -1 and 1020 to 1001 cm -1 ) were subjected 11 to a second PCA, where the total variance (100%) of the dataset was cumulatively explained 12 by 37 principal components (PCs). The scores of the first five PCs were extracted and used in 13 further analysis as they explained a cumulative variance of 98.08% of the dataset. 14 The selected network was a multilayer perceptron (MLP) based on backpropagation. The 15 basic element in an MLP is the "neuron" that receives a set of input signals (x i ) with weight 16 (w i ), calculates their impact using the summation function ( respectively, and n is the number of observations. Back propagation (BP) is the most 24 commonly used training algorithm in neural networks, also employed in this work. It works 1 on the principle that after the information has gone through the network in a forward direction 2 and an output has been produced, the error associated with this output is redistributed 3 backwards through the model and weights are adjusted accordingly. Minimization of the error 4 occurs through several iterations (training cycles) (Ham and Kostanic, 2001). 5
Two separate networks were developed in this work comprising of an input layer with 6 seven nodes, one for temperature and storage time, respectively, and the remaining five for 7 each one of the five PCs. The output layer contained one node for the prediction of either 8 meat quality class (i.e., F, SF, S) or total viable counts on the surface of meat samples (log 10 9 cfu cm -2 ). In addition two other similar neural networks were developed in which storage time 10 and temperature were excluded from the input layer as dependent variables, in an attempt to 11 investigate the performance of the network to discriminate meat samples based only on FTIR 12 data. Therefore four neural networks were developed in total. Based on previous work (Argyri 13 et al., 2009) the best performance of the network was obtained with 10 neurons in the hidden 14 layer. To facilitate comparison between the two models, the database was also randomly 15 divided into a training subset with 75% of the data, and a test subset with the remaining 25%. 16
These data were not employed at all in the training session of the network but they were used 17 to assess its capability to foresee for unknown cases. The MLP network was developed using The bias factor (B f ) indicates whether, on average, the observed TVC counts are above or 4 below the line of equity (y = x), and if so, by how much. The index is defined as: 5 10 log ( ) log log ( )
where n is the number of observations. A bias factor = 1 indicates a perfect model where the 7 predictions are in full agreement with observations. Values < 1 indicate that the observed total 8 viable counts are larger than predicted ones. 9
The accuracy factor is a measure of the average deviation between predictions and 10 observations, i.e. how close predictions are to observations. 11 10 log ( ) log log ( )
The values of this index are ≥ 1. The larger the value the less accurate is the average estimate. 13
The goodness of fit of the modelling approach was also evaluated by the root mean square 14 error (RMSE), which measures the average deviation between observed and predicted values 15 (Ratkowsky, 2004) . The smaller the value of this index the better the fit of the model to the 16 experimental data: 17
where n is the number of observations. 19 20 21
Results 1
Typical FTIR spectral data from 1000 to 1800 cm -1 collected from beef fillets stored at 2 0°C for different storage times are presented in Figure 1 . The selected spectra correspond to 3 each one of the three quality classes (i.e., fresh, semi-fresh, spoiled) employed in this work. 4
Based on Figure 1 , a major peak at 1640 cm -1 was apparent in the meat sample due to the 5 presence of moisture (O-H stretch) with an underlying contribution from amide I, whereas a 6 second peak at 1550 cm -1 appeared due to the absorbance of amide II (N-H bend, C-N 7 stretch). A second amide vibration was observed at 1400 cm Table 1 ). For the training subset, the PLS approach provided 100% correct 21 classification for fresh and semi-fresh meat samples, whereas for spoiled samples the 22 respective number was 96.1%, representing 1 misclassification out of 26 spoiled samples 23 (Table 1) . However, for the testing subset the relative percentages were lower, which is not 24 unusual as these data were not involved at all in model development but provided as unknown 25 cases for prediction. Specifically, the highest correct classification was observed in spoiled 1 (71.4%) and fresh (75%) samples, with 2 samples misclassified as semi-fresh out of 7 and 8 2 samples, respectively. The lowest performance was obtained in semi-fresh samples with 2 3 misclassifications out of 4 samples. However, the performance was slightly improved when 4 storage time and temperature were associated with the training data prior to building the 5 model. The best performance in this case was monitored when 20 LVs (Fig. 2) , showing a 6 performance of 94.7% on the training and 70.0% on the independent testing dataset. For the 7 training dataset, the PLS approach provided 18 out of 20 correct classification for fresh meat 8 samples (Table 2) , whereas for semi-fresh and spoiled samples, the respective numbers were 9 5 and 6 misclassifications out of 15 semi-fresh and 22 spoiled samples, respectively. 10 Similar performance was obtained for the ANN model developed entirely on the FTIR 11 dataset (i.e. storage time and temperature were excluded from model development as 12 dependent variables). The obtained correct classifications were 98.2% and 63.1% for the 13 training and test datasets, respectively (Table 1) . Within each sensory class in the training 14 dataset, the ANN model provided 100% correct discrimination for fresh and semi-fresh 15 samples, whereas for spoiled samples there was 1 misclassification out of 27 meat samples 16 (96.3%). However, for the test dataset the performance of the ANN was lower but still 17 comparable with the PLS model. Specifically, the highest correct classification was obtained 18
for the fresh and spoiled sensory class where 2 samples were misclassified as spoiled and 19 fresh, respectively (Table 1) . Less consistent results were obtained for the semi-fresh class 20 with 3 misclassifications out of 5 samples which is quite reasonable taking into account that 21 sensorial discrimination of this class is rather difficult and requires highly trained taste panels. 22
The performance of the ANN model was slightly improved when storage time and 23 temperature were included as additional inputs in model development ( 71.4% and 60.0%, representing 2 misclassifications out of 5 semi-fresh and 7 spoiled meat 6 samples, respectively (Table 2) . 7
The PLS approach was also used to associate spectral data with total viable counts (TVC) 8 on the surface of meat samples. The model was developed on the assumption that when the 9 difference between individual predictions and observations was higher than a threshold value 10 of 1 log unit, then the prediction was false. When PLS was applied using only the FTIR data 11 (i.e. no storage time and temperature was included within the input matrix), the model 12 correctly predicted 87.7% of the training data, and 60% of the independent testing data. In the 13 case of including the storage time and temperature within the input dataset, the model showed 14 an increase in performance, reaching 100% and 84.2% for the training and testing, 15
respectively. 16
For models developed on FTIR data only, the calculated value of the bias factor for the 17 ANN training dataset was close to 1 indicating no systematic bias (under or overprediction) 18 (Table 3) , whereas for PLS model a slight underestimation was evident (B f 0.967). The values 19 of bias factor were improved when storage time and temperature were included as inputs in 20 model development, especially for the PLS approach (Table 4) . For the test datasets, 21 underprediction (B f < 1) was observed for the PLS models whereas overprediction (B f > 1) 22 was evident in ANN models, regardless of the approach employed in model development 23 (i.e., inclusion or not of storage time and temperature as inputs). These calculations were also 24 graphically verified by the comparison of the observed vs. predicted total viable counts (TVC) 1 plots (Figs. 3 and 4) . 2
Moreover, based on the calculated indices for the test datasets between ANN and PLS 3 models that were developed on FTIR data only, it can be concluded that the PLS model 4 presented a comparatively better performance as it yielded lower values for accuracy factor 5 (1.321) and root mean square error (1.993) (Table 3 ). However, when storage time and 6 temperature were included as input parameters to the models, then the best performance was 7 obtained for ANN based on the comparison of the same indices (Table 4) . In the present work, FTIR spectral data from beef fillets stored under aerobic conditions at 13 five different storage temperatures were analyzed by partial least squares regression in an 14 effort to classify meat samples in three sensorial categories (fresh, semi-fresh, spoiled) as 15 defined by a taste panel. The performance of the PLS approach was compared with a multi-16 layer perceptron (MLP) neural network. Two different approaches were followed in model 17 development. Firstly, storage time and temperature were treated as input variables and 18 associated with FTIR spectral data during model development. However, in practice, the 19 history of a meat sample in terms of storage temperature and time is not always known, and 20 hence meat quality must be assessed by spectral data only. To cope with this issue separate 21 models were developed based on the FTIR data only and the two approaches were compared. 22
Results showed relatively better performance when storage time and temperature were 23 included as inputs in model development, as a more precise dataset was used for the training 24 of models. Good classification accuracies were obtained for fresh and spoiled meat samples, 25 demonstrating the effectiveness of the method to discriminate samples between these two 1 classes (Table 1 and 2). The high classification rate of both models (i.e., PLS and ANN) could 2 be associated to the beginning of proteolysis in meat (Nychas and Tassou, 1997) resulting in 3 changes in the concentration of amides and amines (Ellis and Goodacre, 2001), as well as to 4 glucose consumption and the resulting changes in the levels of organic acids (Dainty, 1996; 5 Nychas et al., 1998). It must be emphasized however that the number of examined samples 6 within each class was not equal due to the different spoilage rate of beef samples at different 7 storage temperatures resulting in variable number of samples in each class. This may have 8 affected the training process which is basically a data driven approach (Basheer and Hajmeer, 9 2000), and could thus account for the lower classification accuracies observed in certain 10
classes (e.g. fresh and semi-fresh) ( Table 1 and 2). Finally, the lower accuracies observed in 11 the semi-fresh class could also be attributed to the performance of the taste panel, as the 12 difference between "fresh/semi-fresh" and "semi-fresh/spoiled" is sometimes subjective and 13 affects the overall classification, as the developed models are based on supervised training for 14 parameter optimization. 15
Another interesting perspective from a microbiological point of view would be the 16 correlation of FTIR spectra to bacterial population counts on the surface of meat samples. In 17 this way laborious and time consuming microbiological analyses could be replaced in the long 18 term by spectral data in order to provide rapid, low cost and non-invasive microbiological 19
analyses (Nychas et al., 2008) . The graphical plots between observed and predicted total 20 viable counts as well as the calculated performance indices showed that for models developed 21 on FTIR spectral data alone better performance was obtained by the PLS model (Table 3 ; Fig.  22 3) although the model had a tendency to underestimate total viable counts. However, when 23 storage time and temperature were included in model development together with FTIR data 24 the best performance was obtained by ANN (Table 4 ; Fig. 4) . Generally, ANN models tended 25 to overestimate microbial counts (B f > 1) in contrast to PLS models where underestimation of 1 total viable counts was evident (B f < 1). An interesting alternative approach to evaluate the 2 effectiveness of FTIR spectral data in the determination of sensory rating and total viable 3 counts prediction in meat samples, would be the implementation of experimental studies in 4 which meat samples would have been artificially contaminated with spoilage bacteria at 5 different initial populations. Further research is needed in this direction as results from such 6 studies would be valuable in the evaluation of the robustness of the FTIR approach. 7
In conclusion, the correlation between microbial growth and chemical changes during 8 storage has been recognized as a way to identify indicators that could be employed to quantify 9 quality as well as the degree of spoilage. Spectral data collected from FTIR analysis 10 combined with an appropriate machine learning strategy (partial least squares regression, 11 artificial neural networks) could become an interesting tool to monitor beef fillets spoilage 12 through the measurement of biochemical changes occurring in meat substrate. Future work 13 should also focus on the association of specific microbial groups (e.g. lactic acid bacteria, 14 pseudomonads, enterobacteria) with FTIR spectral data in an attempt to increase the 15 prediction performance of the models. 8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28 
