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ABSTRACT
Utilizing Trajectory Optimization In The Training Of Neural Network Controllers
Nicholas Lawrence Tagliari Kimball
Applying reinforcement learning to control systems enables the use of machine learning
to develop elegant and efficient control laws. Coupled with the representational power of
neural networks, reinforcement learning algorithms can learn complex policies that can
be difficult to emulate using traditional control system design approaches.
In this thesis, three different model-free reinforcement learning algorithms, including
Monte Carlo Control, REINFORCE with baseline, and Guided Policy Search are
compared in simulated, continuous action-space environments. The results show that the
Guided Policy Search algorithm is able to learn a desired control policy much faster than
the other algorithms. In the inverted pendulum system, it learns an effective policy up to
three times faster than the other algorithms. In the cartpole system, it learns an effective
policy up to nearly fifteen times faster than the other algorithms.

Keywords: Reinforcement Learning, Optimal Control, Trajectory Optimization, iLQR,
Importance Sampling, Guided Policy Search, Neural Networks
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CHAPTER 1. INTRODUCTION
Reinforcement learning is a paradigm of machine learning based on an agentenvironment interaction. The agent performs actions which somehow change the state of
the environment. The environment sends the agent a reward after every action. The
reward magnitude is defined by a reward function which depends on the state of the
environment and the action of the agent. The software agent must learn what actions to
take such that it maximizes the reward it receives from the environment. In order to
accomplish this, the agent must explore the effects of its actions through trial-and-error.
Additionally, the agent must also correlate the potentially delayed rewards it receives
with the previous actions it took. These features are what distinguish reinforcement
learning from supervised or unsupervised learning [1].

Figure 1.1: Diagram of Reinforcement Learning Setup
Inspired by several other fields of science and engineering including psychology,
neuroscience, and optimal control, the formalism of reinforcement learning developed to
encompass the extremely general problem of learning through interaction with the
environment. This allows reinforcement learning algorithms to be applied to a wide
variety of problems. Some of the most well known contemporary reinforcement learning
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applications have been developed by Google’s DeepMind team. Their successes include
reaching superhuman performance in Atari games [2] and Go [3]. Other researches have
applied reinforcement learning to complex control tasks on real [4] and simulated [5]
robots.
Many of the modern successes in reinforcement learning have utilized neural
networks in some fashion. The most well known early example of using neural networks
in conjunction with reinforcement learning is Tesauro’s TD-Gammon program which
learned to play Backgammon at a level rivaling that of the top Backgammon players in
the world [6]. While the TD-Gammon paper was published in 1995, it would take nearly
two decades for the use of neural networks to become ubiquitous in reinforcement
learning research. The proliferation of neural networks—both in reinforcement learning
and in other science and engineering disciplines—was largely influenced by the success
of Krizhevsky’s deep convolutional architecture in the ImageNet object recognition
competition [7]. Their success in 2012 helped spur new interest in neural networks which
arguably led to their current popularity. Prior to the use of neural networks, tabular and
linear function approximators were the most common tools used to solve reinforcement
learning problems. However, these simpler function approximators have limited
representational power which prevents them from being effectively applied to high
dimensional state space. Classical reinforcement learning problems were constrained to
simple systems and toy problems. The adoption of neural networks in reinforcement
learning research allowed for complex problems such as images, high degree-of-freedom
robots, and Chess to be pursued.
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1.1 Reinforcement Learning Overview
Reinforcement learning methods are classified as either model-based or modelfree approaches. These distinctions respectively indicate whether the approach makes use
of a model of the environment’s dynamics in the learning process or not. Much recent
research has focused on model-free methods with the goal of producing a general agent
that is agnostic to the system model and can effectively adapt to any environment. The
techniques discussed in this thesis are all considered model-free approaches.
Another important distinction that exists in reinforcement learning methods is
whether the approach is based on value functions or policies. Value function-based
methods explicitly learn the value function which quantifies the expected total reward the
agent will receive from each location in state and action space. The behavior of the agent
is then derived by following the path through the state and action space which maximizes
the total reward, using the value function as a map. While these methods have seen
success in discrete action space, it is still an open question as to how they can be
efficiently applied to continuous action space. Policy-based methods explicitly learn the
policy which maps the current state of the environment to an action the agent should take.
When using function approximators, policy-based methods have better convergence
guarantees [8]. Updating the estimated value function even slightly can cause a
discontinuous change in the policy which prevents convergence. In contrast, policy based
methods generally change the policy more continuously which leads to improved
convergence. Policy-based methods are also much more straightforward to apply to
continuous action space than value function methods [5]. Value function methods require
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an optimization at each time step to find the optimal action which becomes prohibitively
impractical in continuous action space.
In addition to value function and policy based methods, there are hybrid methods
known as actor-critic methods that explicitly learn both the value function and policy.
These methods seek to combine the benefits of both value functions and policy based
methods.

1.2 Policy Gradient Methods
Policy gradient methods are a class of policy-based methods that first estimate the
performance of a policy and then update the policy based on the gradient of the policy’s
performance with respect to the its parameters. This makes them amenable to
implementation with a neural network where the neural network represents the policy and
the weights of the neural network are the parameters of the policy. The policy update is
then carried out with the backpropagation algorithm [9].
One issue policy gradient methods suffer from is slow convergence. This is due to
high variance in the performance gradient estimates [10]. The slow convergence of policy
gradient methods implies that they need a significant amount of training samples to
converge to a stable policy, making them less sample efficient than value function-based
methods. Another problem with policy gradient methods is that the policy performance
may converge to a suboptimal local maxima. Much of the research on policy gradient
methods has focused on trying to solve these issues. Trust Region Policy Optimization
(TRPO) [11] seeks to make monotonic improvements to the policy’s performance by
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limiting the amount that the policy can be changed. In practice, this is accomplished by
constraining the policy parameter update by the average KL divergence between the old
and new policy. The KL divergence is a statistical measure which describes how different
the old and new policy distributions are. However, constraining the policy parameter
update by the average KL divergence requires the use of the conjugate gradient algorithm
which is a more complex optimization process compared to the standard stochastic
gradient descent algorithm [12]. Proximal Policy Optimization (PPO) [12] emulates the
effect of the constraint in TRPO without actually including the constraint in the
optimization process. It does this by clipping the value of the objective function in an
attempt to limit the parameter updates to a certain magnitude. The benefit of this method
is that it can use standard gradient descent as the constraint is not formally present in the
optimization problem. Deterministic Policy Gradient (DPG) [13] takes a different
approach to improving the efficiency of policy gradient methods. While standard policy
gradient methods optimize stochastic policies, DPG optimizes a deterministic policy
which leads to more efficient learning. The motivation for this is that the gradient of the
performance with respect to the policy parameters can be estimated more accurately.
Thus, there is less noise in the gradient estimate which increases the speed of learning.
Deep Deterministic Policy Gradient (DDPG) [5] extends the work of DPG to deep neural
network function approximators. Asynchronous Advantage Actor-Critic (A3C) [14]
makes use of parallel computing to improving policy gradient methods. It instantiates
multiple copies of the agent to collect experience from the environment simultaneously.
A3C is also an actor-critic method. The critic learns the value function of the
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environment which is then used to the weight the update of the policy, also known as the
actor’s, parameters. This reduces the variance of the updates which speeds training.
Actor-Critic with Experience Replay (ACER) [15] extends the ideas of A3C to allow the
reuse of previous experience in training the current policy. Using previous experiences
from prior policies in the training session increases the effective data set and can speed
training greatly. Analyzing all these methods, the overall trend in policy gradient methods
is reducing the error in the policy parameter updates. This is accomplished several
different ways, including step size constraints, variance reduction, parallel computing,
and data set augmentation.

1.3 Guided Policy Search Overview
Due to the model-free nature of the previously described algorithms, the
algorithms cannot know how the actions they take will affect the state of their
environments. Thus, policy gradient methods—and model-free methods in general—all
rely on random exploration to find the areas of high reward in the environments they are
applied in. This is a major factor in why policy gradient methods take a significant
amount of training to converge. The algorithms start with no knowledge of their
environment and must learn a policy based only on a noisy reward signal. Guided Policy
Search (GPS) [16] tackles this issue by guiding the policy to regions of the state and
action space which result in high rewards. A trajectory optimization algorithm is run on
the system to get one or more locally optimal trajectories that have high total reward.
These trajectories are then used to generate stochastic guiding samples which can be used
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to train the policy such that it learns where the regions of high reward are. This technique
is significantly more sample efficient than the algorithms which learn a policy solely
based on random exploration. In addition, training the policy using the guiding samples
can help prevent the policy from getting stuck in a suboptimal local maxima. Overall, the
GPS algorithm provides a significant improvement in the amount of training iterations
required to achieve locally optimal performance.

1.4 Summary of Following Chapters
This thesis develops the theory behind the Guided Policy Search algorithm and
compares it to other reinforcement learning algorithms in simulated mechanical control
system environments with continuous action space. The implementations of these
algorithms are described and their performance in the simulated environments is analyzed
and compared.
Chapter 2 develops the requisite background information in reinforcement
learning, control theory, and neural networks for understanding GPS and the related
algorithms. Chapter 3 discusses the implementation of the algorithms used in this thesis
work. Chapter 4 analyzes the results obtained from each algorithm on the simulated
environments. Chapter 5 concludes the thesis with closing remarks and discussion of
future avenues of research.
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CHAPTER 2. BACKGROUND
The material presented in this thesis is largely based in the fields of controls and
machine learning. Both of these fields have foundations in a variety of other subjects
including optimization theory, statistics, and calculus. An in-depth summary of the
relevant parts of these fields is outside the scope of this thesis. Instead, the following
chapter focuses on the necessary background required to understand the reinforcement
learning and control theory material that is referenced throughout the rest of this thesis.
Additionally, a brief overview of neural networks is presented.

2.1 Markov Decision Process
The formal theory of reinforcement learning is based in a framework of optimal
control known as dynamic programming. Richard Bellman developed dynamic
programming in the 1950s as a way to solve multi-stage decision processes [17].
Dynamic programming draws from statistical theory to describe an optimal control
problem as a Markov decision process, or MDP. Similarly, reinforcement learning frames
an agent-environment interaction as a Markov decision process. A Markov decision
process is a statistical formalization of decision making where the outcomes of decisions
are stochastic [1]. This section describes discrete time, finite MDPs in which the states,
actions, and rewards are defined at discrete time intervals t! = 0,1,2,3,... but continuoustime and continuous state space extensions are possible. A discrete time, finite MDP is
defined by a finite set of states 𝒮
! , a finite set of actions 𝒜
! , a state transition probability
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distribution 𝒫
! , and a reward function ℛ
! . As shown in Figure 2.1, an MDP can be
visualized as a graph with states as nodes and actions as transitions.

Figure 2.1: Simple 3 state, 2 action Markov decision process
When applied to reinforcement learning, the MDP model encompasses both the
agent and environment. The agent is the entity that generates the actions in the MDP
while the environment is a surrounding setting that maintains the state of the MDP.
Depending on the actions of the agent, the environment transitions from one state to
another. The state transition probability is the probability that the environment transitions
to the next state s′
! given current state s! and action a
! . This is also known as the dynamics
of the MDP.

| s, a) ≡ P(St+1 = s′| St = s, At = a)
p(s′
!

(2.1)

The reward function is the expected value of the reward received from taking action a
! in
state s! .

r! (s, a) ≡ 𝔼[Rt+1 | St = s, At = a]

(2.2)

The initial state of the environment S! 0 ∈ 𝒮 is drawn from an initial state
distribution p(S
! 0 ) . Action A
! 0 ∈ 𝒜 is then taken by the agent. Next, reward R
! 1 ∈ ℛ is
returned to the agent by the environment and the state of the environment transitions to
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state S
! 1. In environments with terminal states, the process of taking an action, receiving a
reward, and transitioning states continues for T time steps until a terminal state is
reached. These are known as episodic environments. In environments without terminal

Figure 2.2: Graphical depiction of sampling a Markov decision process. Note that the
states and actions in this diagram are indexed by time steps and do not directly
correspond to the states and actions in the simple MDP of the previous figure
states, this process continues infinitely. These are known as continuing environments.
The sequence of states, actions, and rewards generated by an MDP is called a trajectory,
history, or episode.

τ! = S0, A0, R1, S1, A1, R2, S2, A2, . . .

(2.3)

The eponymous characteristic of MDPs is that the states have the Markov property. This
means that the probability of transitioning from one state to another is only dependent on
the current state which implies that the current state contains all the information that the
future states depend on. Therefore, the agent only has to know the current state as
opposed to the entire history in order to make a well-informed decision. The Markov
property is summarized by the equation below.
! t+1 | St ) = P(St+1 | St , St−1, St−2, . . . )
P(S
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(2.4)

Markov decision processes provide a very general theoretical framework to
analyze agent-environment interaction problems. For example, several classic board
games such as Chess, Go, or Backgammon can be modeled as Markov decision
processes. Extending MDPs to continuous time and state space allows for modeling
complex control tasks as is done in some types of optimal control. Overall, the
abstraction provided by the MDP framework allows the theory of reinforcement learning
to be applied to a wide variety of learning problems.

2.1.1 Returns
The cumulative reward after time step t is known as the return G
! t. The return is a
central value in reinforcement learning because the goal of an agent is to maximize the
cumulative reward it receives from the environment. Thus, in maximizing the return at
each time step, the agent can ensure it is maximizing the cumulative reward it receives. If
the environment is episodic and the episode lasts for T time steps, the return can be
defined as the cumulative sum of all rewards after the current time step.
! t ≡ Rt+1 + Rt+2 + Rt+3 + . . . + RT
G

(2.5)

In continuing environments, this undiscounted return could be infinite so a discount
factor γ! ∈ [0,1] is applied to weight future rewards less heavily than present rewards.
This is known as the discounted return and is defined below:
2

! t ≡ Rt+1 + γRt+2 + γ Rt+3 + . . . =
G

∞

∑
k=0

γ k Rt+1+k

(2.6)

Discounting the return serves many purposes. First, it prevents the return from being
infinite in continuing environments. Secondly, there is motivation from psychology and
!11

neuroscience which show that living organisms prefer immediate rewards over delayed
rewards. Finally, the discounting can help reduce the effect of the uncertainty in the
reward that will be received in future states [18]. The notation used in reinforcement
learning literature usually includes the discount factor in formulas to make the equations
as general as possible.

2.1.2 Policies
A policy is the strategy that an agent follows to make decisions in an
environment. A deterministic policy is a function represented by π! (s) which maps states
directly to actions. A stochastic policy is a distribution represented by π! (a | s) which
assigns a probability to taking action a
! in state !s.
! (a | s) ≡ P(At = a | St = s)
π

(2.7)

Policies rely on the Markov property of MDPs and therefore are only dependent on the
current state. Additionally, policies are stationary as opposed to time-varying [18]. The
formulation in this thesis uses the notation of a stochastic policy, but a deterministic
policy can be replicated by a stochastic policy by assigning a probability of 1 to the
action which would be selected by the deterministic policy.

2.1.3 Value Functions
A value function quantifies how good it is to be in a certain state while following
a specific policy. The state-value function is defined as the expected value of the return
conditioned on being in state s! and following policy π
! .
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v! π (s) ≡ 𝔼π[Gt | St = s]

!=

∑

(2.8a)

! = 𝔼π[Rt+1 + γ Gt+1 | St = s]

(2.8b)

! = 𝔼π[Rt+1 + γ vπ (s′) | St = s]

(2.8c)

π (a | s) r (s, a) + γ

a

∑
a,s′

π (a | s) p(s′| s, a) vπ (s′)

(2.8d)

The value function can also be defined recursively in terms of the expected value of the
next reward R
! t+1 and the value function of the next state v! π (s′) . Using the definition of
expectation, each of these terms can be broken into separate summations. The reward
term is a sum of the product of the policy and reward function over actions. This is the
average of all the possible rewards that the agent can receive by taking action a
! in state s! .
The value function term is a sum of the product of the policy, state transition probability,
and next state value function over actions and next states. This is the average of all the
possible values the value function can take in the next state.
The action-value function is similarly defined as the expected value of the return
conditioned on being in state s! , taking action a
! , and following policy π
! .
! π (s, a) ≡ 𝔼π[Gt | St = s, At = a]
q

(2.9a)

! = 𝔼π[Rt+1 + γ Gt+1 | St = s, At = a]

(2.9b)

! = 𝔼π[Rt+1 + γqπ (s′, a′) | St = s, At = a]

(2.9c)

! = r (s, a) + γ

∑

s′,a′

p(s′| s, a) π (a′| s′) qπ (s′, a′)

(2.9d)

The relationship between the state-value function and action-value function is that the
state-value function is the average of the action-value function over actions.

v! π (s) =

∑
a

π (a | s) qπ (s, a)
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(2.10)

It is important to note that a value functions are only defined with respect to a
policy. Following a policy induces a reward distribution dependent on the policy, reward
function, and MDP dynamics which in turn determines the value function. This can be
clearly seen in the equations containing the summations; the policy is always a factor in
the computation of the value functions.

2.1.4 Optimality
Every MDP has a special value function known as the optimal value function. The
optimal value function describes the maximum possible expected return that the agent
can achieve in every state of the MDP. The optimal state-value function v! *(s) is defined
as the maximum value function over all possible policies in the set of policies Π
! .

v! *(s) ≡ max vπ (s)
π∈Π

! = max q*(s, a)
a∈𝒜

p(s′| s, a) v*(s′))
! = max (r (s, a) + γ
∑
a∈𝒜

(2.11a)
(2.11b)
(2.11c)

s′

The optimal action-value function is similarly defined. The optimal action-value function
can also be written in terms of the optimal state-value function as follows:
! *(s, a) ≡ max qπ (s, a)
q
π∈Π

! = r (s, a) + γ

∑
s′

(2.12a)

p(s′| s, a) max q*(s′, a′)

(2.12b)

∑

(2.12c)

! = r (s, a) + γ

a′∈𝒜

s′
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p(s′| s, a) v*(s′)

As shown in equations 2.11 and 2.12, the optimal value functions are found by taking the
action which maximizes the optimal action-value function. Any policy which does this is
called an optimal policy !π*.
Reinforcement learning algorithms are concerned with learning the optimal policy
and/or value functions of an agent-environment interaction problem framed as an MDP.
While the optimal policy can be exactly determined for trivial systems, applications of
reinforcement learning to real life systems can normally only find approximately optimal
policies due to computational complexity and approximations in representation [1].

2.2 Monte Carlo Value Function Methods
In the context of reinforcement learning, Monte Carlo value function methods are
a class of algorithms which learn the value function of a policy by sampling episodes
from the MDP and averaging together the returns.

1 n
v! π (s) = 𝔼π[Gt | St = s] ≈
Gt,i
n∑
i=1

(2.13)

This is shown by the above equation which approximates the value function as an
empirical average of n returns obtained by following policy π! in the MDP of interest.
Monte Carlo methods can only be applied to episodic environments as the empirical
average shown in equation 2.13 is only possible with finite length returns which do not
occur in continuing environments.
The goal of learning the value function of a policy is to be able to improve the
policy. This is known as Monte Carlo control [1]. Once the value function is
approximated, the actions the agent takes are updated so that states in which the value
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function takes on higher values are visited with higher probability. The following
equation shows how a deterministic policy can be updated using the state-value function:
! (s) = argmaxa∈𝒜 (r (s, a) + p(s′| s, a) vπ (s′))
π′

(2.14)

Following the update, more episodes are sampled and an estimate of the value function
for the updated policy is computed. This process repeats until the policy does not change
which implies that the optimal policy has been reached. One problem with using the
state-value function for policy improvement is that it requires the reward function r! (s, a)
and the dynamics p(s′
! | s, a) of the MDP. These are not available in model-free
reinforcement learning, so an alternative approach must be taken. Instead of learning the
state-value function of a policy, model-free Monte Carlo control methods learn the
action-value function. This is done with sampled returns in the same manner as the statevalue function.

1 n
! π (s, a) = 𝔼π[Gt | St = s, At = a] ≈
q
Gt,i
n∑
i=1

(2.15)

Improving the policy with the action-value function simply requires choosing the action
which maximizes the action-value function.
! (s) = argmaxa∈𝒜 qπ (s, a)
π′

(2.16)

The above policy improvement equation is deterministic for simplicity in conveying the
idea of policy improvement. However, the policies used in Monte Carlo control must be
stochastic in nature. This requirement comes from the need for exploring the effects of
different actions in the same state. If a completely deterministic policy was used, the
estimate of the value function for the initial state-action pairs the agent experienced
would be biased. This could lead to them being favored in the policy update and
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potentially better actions would go ignored. In order to counter this issue, Monte Carlo
control methods often employ an ϵ! -greedy policy. This type of policy chooses the action
which maximizes the action-value function with probability 1! − ϵ + ϵ / | 𝒜 | and a
random action with probability ϵ! / | 𝒜 | . This ensures that the agent will randomly explore
the state-action space so that potentially lucrative state-action pairs can be discovered.
Monte Carlo control methods in reinforcement learning are theoretically simple
but showcase the power of learning through experience. These methods start with no
knowledge of the environment they exist in and learn approximately optimal policies by
way of the action-value function simply through trial-and-error interaction.

2.3 Policy Gradient Methods
While Monte Carlo control methods indirectly learn a policy through estimation
of the action-value function, policy gradient methods directly learn a policy. Policy
gradient methods explicitly represent a differentiable, parameterized policy
! θ (a | s) = π (a | s, θ ) whose parameters θ! can be updated using the gradient of the
π
policy’s performance. The theorem which describes this update is the Policy Gradient
Theorem (PGT) [8]. For the episodic case, the performance of the parameterized policy is
defined as the value function of the starting state.

J(θ
) ≡ vπθ (S0 )
!

(2.17)

This value is also known as the objective function for policy gradient methods. Objective
function is a term that comes from optimization literature and describes the value in an
optimization problem that is being optimized. In the case of policy gradient, the goal of
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the optimization is to maximize the performance of the policy. This is most often done
using first-order optimization methods such as stochastic gradient descent. The gradient
of the policy’s performance with respect to the policy’s parameters is computed so that
the policy can be improved. Using PGT, we derive the policy gradient below:
! ∇θ J(θ ) = ∇θ vπθ (s)
! = ∇θ
!=

[∑
a

qπθ (s, a)πθ (a | s)

(2.18a)

]

(2.18b)

∇ q (s, a)πθ (a | s) + qπθ (s, a) ∇θ πθ (a | s)]
∑ [ θ πθ
a

! ∝ ∇θ 𝔼
!=𝔼

[∑

[∑
a

a

qπθ (s, a)πθ (a | s)

(2.18c)

]

(2.18d)

]

(2.18e)

qπθ (s, a) ∇θ πθ (a | s)

The step from 2.18d to 2.18e is not trivial to prove. Initially, the gradient of the policy’s
performance with respect to the policy’s parameters involves the gradient of the actionvalue function. This is problematic because the action-value function depends on the
distribution of visited states which is affected by the policy and MDP dynamics. Thus,
there is a complex, unknown relationship between the policy parameters and the actionvalue function. Luckily, PGT proves that the gradient of the action-value function can be
rewritten to only depend on the gradient of the parameterized policy. This removes the
dependence of the policy parameter update on unknown values, allowing the policy to be
improved by following the policy’s performance gradient derived by PGT.
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2.3.1 REINFORCE
One of the most well known policy gradient algorithms is the REINFORCE
algorithm which was first published by Williams in 1992 [9]. This algorithm is also
called Monte Carlo policy gradient because, like Monte Carlo control methods, it
estimates the action-value function with sampled returns from the environment. However,
instead of using the samples to try to build an estimate of the action-value function,
REINFORCE uses the sampled returns as an estimate of the policy’s performance in the
update of the policy’s parameters. Starting from the results of PGT, we can derive the
REINFORCE update as:
! ∇θ J(θ ) = 𝔼

[∑
a

qπ (St , a)πθ (a | St )

∇θ πθ (a | St )
πθ (a | St ) ]

∇θ πθ (At | St )
! = 𝔼 qπ (St , At )
[
πθ (At | St ) ]
∇θ πθ (At | St )
! = 𝔼 Gt
[
πθ (At | St ) ]

(2.19a)
(2.19b)
(2.19c)

The PGT result is theoretical conclusion that provides a basis for deriving the
REINFORCE objective function. The REINFORCE objective function can be used as
part of a practical algorithm to optimize a policy for improved performance. Sampling
episodes from the environment allows for the expectation in equation 2.19c to be
estimated. This results in the policy update given by equation 2.20 which can be seen as
stochastic gradient ascent.

θ! i+1 = θi + αGt
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∇θ πθi(At | St )
πθi(At | St )

(2.20)

Iteratively sampling episodes from the environment and updating the policy will
eventually lead the policy to coverage to a local maximum performance. However, due to
the high variance of the sampled returns, this convergence will be fairly slow. In order to
reduce the variance of the policy updates and improve the convergence speed, a value
called a baseline !b(s) can be subtracted from the return.

θ! t+1 = θt + α(Gt − b(s))
θ! t+1 = θt + α(Gt − vŵ (s))

∇θ πθt (At | St )

(2.21a)

∇θ πθt (At | St )

(2.21b)

πθt (At | St )

πθt (At | St )

In order to be valid, the baseline must not depend on the actions the policy takes. The
simplification of equation 2.19 would be violated if the baseline depended on the actions
taken. A good choice for the baseline is the value function. The intuition behind this
baseline is as follows. If the returns from one state are all large, subtracting the value
function of that state from the returns will adjust the policy parameters according to the
relative value of that action. Without the baseline, a non-optimal action that still has a
large return can cause the policy parameters to update significantly in its favor, slowing
convergence to the optimal policy.
The REINFORCE algorithm was an important milestone for reinforcement
learning. Many contemporary policy gradient algorithms are inspired by it. However, the
large variance of the sampled returns, even when using a baseline, makes learning a
policy with it fairly slow. When compared to Monte Carlo control methods,
REINFORCE needs a significant amount more samples to converge to a similarly
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performing policy. However, it does have the advantage that it extends easily to
continuous action space which cannot be handled effectively by value function methods.

2.3.2 Importance Sampling
Importance sampling is a statistical technique used to estimate the expected value
of one distribution while sampling from another distribution.
! p[ f (x)] =
𝔼
!=

∑

f (x) p(x)

(2.22a)

x

p(x)
f (x) q(x)
∑ q(x)
x

! = 𝔼q

p(x)
f (x)
[ q(x)
]

(2.22b)
(2.22c)

Traditionally, importance sampling is a variance reduction technique which is used to
speed up the numerical computation of an expected value when an analytic computation
is not feasible. In policy gradient methods, importance sampling is employed in multiple
ways. First, importance sampling allows the reuse of previous policies’ experience to
improve the current policy. In the standard REINFORCE algorithm, all of the prior
experience from previous policies cannot be used to train the current policy. This is in
contrast to value function methods which can reuse all previous experience. It can be
shown that the standard REINFORCE algorithm is an instantiation of importance
sampling with the estimated and sampled distributions being the same [19]. Extending
REINFORCE to implement importance sampling allows for the experience accumulated
by previous policies to be used in training the current policy. This effectively extends the
data set used to learn a good policy and can speed convergence. Another use of
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importance sampling is training one policy using other policies. This is also known as
off-policy training. In this case, the policy that is being trained–also known as the target
policy–is not being executed in the environment. Rather, another policy known as the
behavior policy is followed and then importance sampling is used to update the target
policy with samples from the behavior policy [20].

2.4 Iterative Linear Quadratic Regulator
The Iterative Linear Quadratic Regulator (iLQR) is a finite-horizon trajectory
optimization algorithm that finds a locally optimal control law for a system given an
initial trajectory [21]. The iLQR algorithm linearizes the system dynamics and
quadratizes the cost along the input trajectory. It then uses these approximations to solve
a linear-quadratic subproblem at each time step in the trajectory. Solving the linearquadratic subproblems leads to improvements in the initial trajectory’s control law. The
new control law is then run on the system to get an updated trajectory. This process
continues with the control law being iteratively refined until the trajectory has converged
to a locally minimum cost.
Unlike model-free reinforcement learning algorithms, iLQR needs access to a
model of the system dynamics. The model of the system dynamics must be discrete in
time and can in general be nonlinear as shown in equation 2.23.

x
! i+1 = f(xi, ui )

(2.23)

Additionally, ILQR needs to be given the cost function for the system. The cost function
consists of a running cost ℓ(x
!
i, ui ) which depends on the current state and action as well
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as a final cost ℓ
! f (xN ) which depends only on the final state. The total cost is the sum of
the running costs and the final cost. It is important to note a discrepancy between
reinforcement learning notation and control theory notation. The reinforcement learning
problem is traditionally framed in the maximization of a reward, whereas the optimal
control problem is framed in the minimization of a cost. In the end, the only difference
between a reward and cost is a negative sign.

J! =

N−1

∑
i=0

ℓ(xi, ui ) + ℓf (xN )

(2.24)

The goal of the iLQR algorithm is to find a control law that minimizes the total cost of
the trajectory. First, the value function V(x)
!
is defined in terms of the running cost
!
ℓ(x,
u) and the value function at the next time step V′
! (x) . Next, the Dynamic
Programming Principle is applied to this definition of the value function to obtain the
optimal sequence of actions which minimize the cost of the trajectory [22,23].
!
V(x)
= min [ℓ(x, u) + V′(f(x, u))]
u

(2.25)

The Dynamic Programming Principle simplifies the optimization from choosing a
sequence of optimal actions to choosing a single optimal action at each time step.
Breaking down the optimality in this way makes solving optimization problems easier as
one only has to choose the optimal action at each time step. Using this principle, the
algorithm moves backwards in time over the trajectory, calculating the optimal actions
from the end of the trajectory to the beginning. This solution is much simpler than trying
to figure out the optimal actions while starting at the beginning of the trajectory. Next, an
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action-value function is defined by introducing small changes in the state and action
arguments of the state-value function as shown in equation 2.26.
!
Q(δ
x, δ u) = ℓ(x + δ x, u + δ u) + V′(f(x + δ x, u + δ u))

(2.26)

This action-value function is expanded to second order using a Taylor expansion. In the
following notation, a subscript indicates a derivative with respect to that variable and an
apostrophe indicates a value in the next time step of the trajectory.
⊤
0 Qx⊤ Qu⊤
1
1 1
!
Q(δ
x, δ u) ≈
Qx Qxx Qxu
δx
δx
2[ ]
[δ u ]
δu
Qu Qux Quu

! x = ℓx + f ⊤
Q
x V′x

(2.27)

(2.28a)

! u = ℓu + f⊤
Q
u V′x

(2.28b)

! xx =
Q

(2.28c)

! uu =
Q
! ux =
Q

ℓxx + f ⊤x V′xx f x
ℓuu + f⊤u V′xx fu
ℓux + f⊤u V′xx f x

(2.28d)
(2.28e)

Finally, the optimal action can be solved for by finding the action that results in the
minimization of the action-value function, which will in turn lead to the minimization of
the cost over the trajectory.

δ! u* = arg min Q(δ x, δ u)
!=−

δu
−1
Quu Qu

! = k + Kδ x

−1
− Quu
Qux δ x

(2.29a)
(2.29b)
(2.29c)

The optimal action consist of an open loop gain k and a closed loop gain K. These gains
are then used to modify the input trajectory’s control sequence to make it more optimal.
Plugging the gains back into equation 2.27, a second-order model for the value function
can also be found.
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⊤
! x = Qx + K⊤Quu k + K⊤Qu + Qux
V
k

⊤
! xx = Qxx + K⊤Quu K + K⊤Qux + Qux
V
K

(2.30a)
(2.30b)

Iterating equations 2.28, 2.29, and 2.30 over the input trajectory is called the backwards
pass of the algorithm. This term comes from the fact that the control gains calculations
initialize at the last time step of the trajectory and move backwards in time to the
beginning of the trajectory.
Once the backwards pass finishes, the updated control law is run on the system to
get an updated trajectory. This process is known as the forward pass. The following
equations show how the forward pass computes the new trajectory using the previous
trajectory:

̂ = x(1)
!x(1)

(2.31a)

̂ ) = u(i ) + k(i ) + K(i )(x(i
̂ ) − x(i ))
!u(i

(2.31b)

̂ + 1) = f(x(i
̂ ), u(i
̂ ))
!x(i

(2.31c)

Due to the local nature of the iLQR algorithm, the actions calculated in the backwards
pass do not replace the input trajectory’s action but rather modify them as shown in
equation 2.31b. Additionally, the state feedback gain is relative to the difference between
the new trajectory and the previous input trajectory.
The iLQR algorithm proceeds with successive backwards and forward passes
until the total cost of the trajectory has converged to a local minimum. As a result of the
local nature of the algorithm, the generated solution is dependent on the initial trajectory.
Additionally, the control law that generated is also time-varying unlike the time-invariant
control law generated by infinite-horizon methods.
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2.5 Guided Policy Search
Guided Policy Search is a model-free, policy-gradient based reinforcement
learning algorithm. The goal of the GPS algorithm is to speed the training of a neural
network policy and prevent the policy from converging to a poor local optimum.
Traditionally, policy gradient methods converge very slowly due to the random
exploration required to find regions of high reward in state and action space.
Additionally, policies may converge to suboptimal performance. GPS speeds the training
process and helps avoid suboptimal policies by utilizing guiding samples that indicate
regions of high reward, thus reducing the amount of exploration needed and preventing
the policy from converging to suboptimal performance. The guiding samples are
generated from control laws synthesized with the iLQR algorithm. This ensures the
guiding samples cover regions of high reward to help train the neural network policy.

2.5.1 GPS Objective Function
The GPS objective function used to train the neural network is an importance
sampled estimator which can use samples generated by other policies to estimate the
performance of a neural network policy π
! θ. Similar to other policy gradient methods, the
performance being estimated is the total reward the policy will accumulate during an
episode in the environment. The backpropagation algorithm then optimizes the policy’s
parameters based on the gradient of the importance sampled objective function. This will
ideally lead to an improvement in the policy’s performance. Defining ζ! as a trajectory,

r! (ζ ) as the total reward along the trajectory, π! θ (ζ ) as the probability of the trajectory
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under the neural network policy, and q(ζ
!
) as the probability of the trajectory under the
sampled policy !q, we can write the following:
!
J(θ
) ≡ vπθ (s) = 𝔼πθ[r (ζ )]
! = 𝔼q
!≈

!≈

∑[
T

t=1

πθ (ζi )
q(ζi )

(2.32b)

πθ (ζi )
r (ζi )
∑ q(ζi )
i=1
m

1

∑i

πθ (ζ )
r (ζ )
[ q(ζ )
]

m

1
∑i

(2.32a)

πθ (ζi,1:t )
q(ζi,1:t )

πθ (ζi,1:t )

∑ q(ζi,1:t )
i=1

(2.32c)

r (xit , uit )
]

(2.32e)

The above estimator is known as a weighted importance sampling estimator as it
normalizes the importance weights to sum to one. This estimator is biased, but has
significantly less variance than the unbiased version which leads to better performance in
practice [20]. One potential problem with using this importance sampling estimator as an
objective function is that it can cause the policy to be updated so that only the highest
reward trajectory has a non-zero importance weight. This would cause the policy to
become very biased towards one specific trajectory which could prevent improvement.
Thus, a regularizer term is added to the objective function to attempt to make the policy
updates influenced by more of the sampled trajectories.

J(θ
)=
!

∑[
T

t=1

1

∑i

πθ (ζi,1:t )
q(ζi,1:t )

m

πθ (ζi,1:t )

∑ q(ζi,1:t )
i=1

r (xit , uit )

πθ (ζi,1:t )
+ wr log
(2.33)
( ∑ q(ζi,1:t ) )]
i=1
m

Adding the logarithm of the importance weights to the objective function encourages the
optimization to update the policy parameters in a way that makes the policy behavior
emulate more of the sampled trajectories instead of just the highest reward one.
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2.5.2 Guiding Samples
The guiding samples are used in the importance sampled estimator to direct the
optimization of the policy to regions of high reward in the state and action space. This
allows the GPS algorithm to train a policy rapidly and avoid convergence to a poor
policy. It is important for the guiding samples to strike a balance between covering high
reward regions while also having some statistical entropy. This is due to the nature of the
importance sampled objective function. If the probability density of the guiding policies
is too high, the likelihood ratio between the neural network policy and the guiding
policies will likely be low and the estimator and therefore training will not benefit from
the guiding samples.
The guiding samples are generated from a stochastic version of an iLQR control
law. The iLQR algorithm is first run on the system of interest to generate a locally
optimal action sequence u(i
! ̂ ). This control law is then synthesized into the guiding policy

π
! G which can be run in the environment to generate the guiding samples. The actions
from the guiding policy and sampled according to equation 2.34.
−1
̂ ), Quu,i
π
! G (ui | xi ) ∼ 𝒩(u(i
)

̂ ) = u(i ) + k(i ) + K(i )(x(i
̂ ) − x(i ))
!u(i

(2.34a)
(2.34b)

The guiding policy actions can be seen as noisy versions of the iLQR actions. More
specifically, the guiding policy actions are sampled from a normal distribution with the
mean being the deterministic iLQR action and the covariance being the inverse Hessian
of the action-value function with respect to the actions. This Hessian describes the
sensitivity of the cost to the action being taken. If a small change in the action would
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result in a large change in the cost, the values in Hessian matrix would be large.
Therefore, the inverse of this Hessian would have small values and the action taken
would be close to the deterministic iLQR action. On the other hand, it a small change in
the action would not result in much change in the cost, the inverse of the Hessian would
not be very small and the action taken would be more likely to be farther from the
deterministic iLQR action. Due to this relationship between the cost and the action
covariance of the guiding policy, it is important to define a cost function which leads to
an appropriate covariance value. If the cost function magnitude changes too drastically
with changes in actions, the action-value Hessian’s values will have large magnitudes.
This will lead to probability density of the guiding policy’s actions being very large
which will make it difficult for the neural network to make use of the guiding samples.

2.6 Neural Networks
Neural networks are a class of function approximators whose structure and
behavior take inspiration from the human brain. The earliest work in the field of neural
networks was that of McCulloch and Pitts in 1943 [24]. They proposed a model which
attempted to imitate the structure of a single neuron in an animal brain. This model has
inputs which are connected to a summing junction by a set of weights that correspond to
how strong the connection from each input is. The weighted sum output from the
summing junction is then input to the activation function which is usually a nonlinear
function. This model of neuron became known as a McCulloch-Pitts neuron. In 1958,
Rosenblatt developed a linear classifier called a perceptron which was comprised of a
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single McCulloch-Pitts neuron. The perceptron’s representational power is fairly limited;
however, several neurons can be organized into a layer and then several layers can be
connected sequentially to form a type of neural network called a multi-layer perceptron.
These neural networks are composed of an input layer, hidden layers, and an output layer.
Multi-layer perceptrons can represent much more complicated mappings than a simple
perceptron. Over time, researches have invented additional features that can be added to
multi-layer perceptrons such as connections that skip layers or connections that create
feedback.

Figure 2.3: Neuron model with inputs xi, weights wi, bias b and activation function f(v)

Figure 2.4: Example architecture of a simple multi-layer perceptron with 2 hidden layers.
The network has five inputs, ten nodes in the first hidden layer, four nodes in the second
hidden layer, and one output.
The utility of neural networks is in their ability to be trained to perform a specific
computation on data that would be difficult to program algorithmically. Rosenblatt’s
work in the 1960s proposed a supervised training algorithm to update the weights of a the
perceptron such that it could learn how to classify two linearly separable classes. Several
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independent researchers in the 1970s and 1980s extended Rosenblatt’s learning algorithm
such that it could work on multi-layer perceptrons which were capable of more complex
classification. This algorithm is now known as the backpropagation algorithm and it is
the foundation of all neural network training algorithms.
The training of a neural network can be divided into three phases. The first phase
is called the forward pass. In this stage, data is input and processed by the neural network
to obtain an output. The next phase is the computation of an error signal. The error signal
is given by a loss or objective function which compares the output of the neural network
to some desired value. The loss function outputs an error value related to the difference
between the desired value and network’s output. The final phase is known as the
backward pass. In this stage, the backpropagation algorithm is utilized to compute the
gradient of the error value with respect to the neural network’s weights and then adjust
the weights according to the gradient such that the error value will be reduced.
While neural networks have been successfully applied to a variety of tasks such as
natural language processing, object recognition, and reinforcement learning, they are still
very much black box methods. This implies that the inner workings of the neural network
cannot be easily understood at an intuitive level. In contrast to a hand engineered system
where each component has a specific function, a neural network’s functionality is
distributed across the weights and architecture such that the inner workings are difficult
to interpret. Due to this lack of understanding, the design process of neural networks is
very much based on rules of thumb and empirical results. Hopefully, advances in neural
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network theory will produce ideas and tools to help understand neural networks in a way
that will make training and implementing them more robust and deterministic.
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CHAPTER 3. IMPLEMENTATION
The code developed for this thesis was all written in the Python programming
language. There were several reasons for this decision. Most importantly, Python has an
extensive amount of open-source libraries. Additionally, the scripting nature of Python
makes it fast to develop with in contrast to a lower level language like C++.
The main libraries used in this thesis work are Keras, TensorFlow, Numpy, and
Matplotlib. Keras provides a high-level API for creating and using neural networks with
TensorFlow. TensorFlow runs the backend computations for the neural network training
and predicting. Numpy is a general purpose mathematics library that brings MATLABlike functionality to Python. One of the biggest Numpy features utilized in this thesis is
the efficient array data structure which was used to store the large amounts of episode
data experienced during training and evaluation. Matplotlib is a plotting library that was
used to visualize the quantitative performance of the algorithms in the simulated
environments.

3.1 Algorithms
The three reinforcement learning algorithms implemented for this thesis are the
previously discussed Monte Carlo Control (MCC), REINFORCE, and Guided Policy
Search (GPS) algorithms. Additionally, the optimal control iterative Linear Quadratic
Regulator (iLQR) algorithm was implemented for use in the GPS algorithm and to
provide a baseline to compare the final performance of the algorithms against. The
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following section highlights the specific implementation details of the algorithms coded
for this thesis.

3.1.1 MCC Algorithm
The Monte Carlo Control (MCC) algorithm is a model-free, value function based
reinforcement learning algorithm that iteratively learns the optimal action-value function
of an episodic environment from which the optimal actions are then derived.

3.1.1.1 MCC Neural Network Architecture
The action-value function in the MCC algorithm is represented with a neural
network. As with any action-value function, the input to the neural network is the state of
the environment and an action the agent can take. Therefore, the input size depends on
the state and action dimension of the environment. The output is a scalar that represents
the neural network’s estimate of the expected value of the return given the input state and
action. The architecture of the neural network consists of two hidden layers with 50 nodes
each. The original GPS paper used an architecture with a single hidden layer of 50 units,
and this was the initial architecture that was used [16]. However, it was found that an
architecture with two hidden layers increased training speed. The activation function for
the hidden layers is the ReLu nonlinearity. The ReLu activation function was chosen due
to the advantages in training speed it provides. The output activation function is linear.
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3.1.1.2 Applying MCC to Continuous Action Space
Value function based methods are often restricted to discrete action space due to
the way that actions are selected with value functions. In policy based methods, the
policy maps the state directly to an action. However, in order to chose an optimal action
with an action-value function, the function must be evaluated with several different
actions to find which one results in the highest return. This optimization process must
take place every time an action is to be selected from the value function. In the case of
smaller discrete action space, this can be done fairly quickly. However, in highdimensional, continuous action space, this method would result in excessive
computational overhead. While the environments used to test the algorithms in this thesis
all have continuous action space, they also only have an action dimension of one which
makes the action optimization feasible. The first step in action selection is discretizing the
continuous action space over the allowed range of actions to some predetermined
resolution. The discretized actions along with the current state are then fed into the neural
network. The neural network outputs the returns for each state-action pair and the action
which the neural network predicted would have the highest return is selected. The
resolution of the action space discretization is a a parameter that can be tuned in this
algorithm. While a higher resolution may yield better performance, it will also require
more forward passes of the neural network which leads to higher computational costs.
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3.1.1.3 MCC Training
As with most reinforcement learning algorithms, the training stage of the MCC
algorithm consists a cycle of gathering experience from the environment and then
training the neural network using the experiences. Due to this algorithm’s episodic nature,
gathering experience requires completing a full episode in the environment. An episode
begins with the environment starting in a state drawn from an initial state distribution.
The agent takes an action according to an ϵ! -greedy policy. This is done to ensure the
agent explores the environment to find the optimal action-value function. The
environment then produces a reward signal determined by its reward function. Finally,
the environment updates its state and the process continues until the episode ends. Each
episode produces a trajectory consisting of a sequence of states, actions, and rewards that
is used to train the neural network. However, before training the neural network, the
return at each time step in the trajectory must be computed. In the undiscounted case, the
return is simply the sum of all the rewards after the current time step. However, even in
the episodic case, the discounted return can be used as a variance reduction technique
[25]. This requires that future rewards are multiplied by increasing powers of the discount
factor. The objective function used to train the neural network is the mean-squared error
between the empirical return and the neural network’s predicted return as shown in
equation 3.1.

J(θ
) = 𝔼 (Gt − qθ̂ (St , At ))
!
[
]
2

(3.1)

The neural network is trained using a first-order optimization algorithm known as the
Adam Optimizer [26]. This optimization algorithm is similar to stochastic gradient
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descent, but implements adaptive learning rates for each parameter of the neural network.
These learning rates are changed based on the first and second moments of the gradient
used to update the weights. Compared to normal stochastic gradient descent which
maintains a static learning rate for all network parameters, Adam can lead to increased
training speed and better convergence. The Adam parameter update equations are shown
in equations 3.2.

g
! t = ∇θ ft (θt−1)

(3.2a)

m
! t = β1mt−1 + (1 − β1)gt

(3.2b)

v! t = β2 vt−1 + (1 − β2 )gt2

(3.2c)

mt
1 − β1t
vt
v! t̂ =
1 − β2t
!m̂ t =

θ! t = θt−1 −

(3.2d)
(3.2e)

α m̂ t
vt̂ + ϵ

(3.2f)

In equations 3.2, g! t is the gradient of the objective function with respect to the neural
network parameters θ! , m
! t is the biased first-moment vector estimate, v! t is the biased
second-moment vector estimate, m
! ̂ t is the bias-corrected first-moment vector estimate, v! t̂
is the bias-corrected second-moment vector estimate, and θ
! t is the updated neural network
parameters.
One benefit of value function-based methods is the ability to reuse previous
episodes in training the neural network. The buffer size and batch size and are two
parameters which affect how many previous episodes are used to train the neural
network. The buffer size determines how many previous episodes are kept in the episode
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buffer for use in training. The batch size determines how many episodes are sampled
from the episode buffer during each training loop. Training the neural network with
previous episodes has a twofold benefit. First, it allows the neural network to converge to
an approximate optimal action-value function faster than if it was simply trained on the
most recent episode. Secondly, it has a stabilizing effect which prevents the neural
networks approximation of the action-value function from becoming biased.
An important aspect in the training of the neural network is that the states, actions,
and returns are all normalized to be in the range of -1 to 1. This is known as min-max
normalization and requires that the minimum and maximum possible values are known.
In this thesis, this is achieved by setting limits on the values that the states and actions
can take. Normalizing the inputs and targets of the neural networks avoids problems with
vanishing or exploding gradients in training which allows for faster, more stable learning.
The justification for this comes from the method in which the neural networks weights
are initialized. The weights are initially chosen using the Uniform Glorot scheme which
samples the weights from a uniform distribution whose variance is determined by the
equation x! =

6/(n + m) where x is the limit of the uniform distribution, n is the

number of inputs to the layer, and m is the number of outputs of the layer. This weight
initialization method expects the inputs of the neural network to be distributed according
to a zero mean, unity variance distribution [27]. While it is difficult to achieve this
exactly in the reinforcement learning setting, normalizing the data to lie within a range of
-1 to 1 can still improve the training speed. Additionally, normalizing the inputs brings all
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the states and actions within the same range, preventing one input from numerically
dominating the training of the neural network.

Figure 3.1: Training Phase of MCC Algorithm
Table 3.1: MCC Algorithm Parameters
Parameter Name

Description

Gamma (Discount Factor)

Controls how much future rewards are
discounted in the calculation of the return.
Used for variance reduction.

Exploration Rate Decay

Controls how much the exploration rate ϵ!
decays after every episode. Higher values
cause ϵ! to decay slower which lead to
more exploratory actions.

Learning Rate

Controls the step size of weight updates in
the Adam Optimizer.

Batch Size

Controls how may episodes are sampled
from the episode buffer for use in training
the neural network.

Episode Buffer Size

Controls how many previous episodes are
kept to be sampled from for training.

Action Resolution

Controls how many actions are fed into the
neural network during action selection.
Smaller values lead to more actions which
results in more computation time.

Episodes

Controls how many episodes the algorithm
runs for. Must be tuned to prevent over or
under fitting of the neural network.
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3.1.1.4 MCC Evaluation
Once the training stage has completed, the algorithm moves into the evaluation stage.
During training, the agent’s average total reward per episode is plotted to monitor
performance. When this value has stabilized, the neural network is considered to have
converged and is ready to be evaluated. The evaluation stage simply consists of the agent
experiencing many episodes to establish an average total reward and total reward
standard deviation. These metrics can then be compared against other agents to determine
which one has better performance. It is important to note that during the evaluation stage,
the agent follows a greedy policy instead of the exploratory ϵ! -greedy policy. This is done
to maximize the performance of the agent. In addition, the neural network is not trained
during the evaluation stage.

3.1.2 REINFORCE with Baseline Algorithm
The REINFORCE algorithm is a model-free, policy based reinforcement learning
algorithm that directly learns an optimal policy. The version implemented for this thesis
also makes use of a state-value function as a baseline to help speed training.

3.1.2.1 REINFORCE Neural Network Architecture
The policy in the REINFORCE algorithm is represented with a neural network.
The input to the neural network is the state of the environment and the output of the
neural network is the mean of a normal distribution that is then sampled from to get an
action. This output is typically used for policy neural networks that are trained on
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continuous control tasks [11,14,16]. This is also the reason why policy based methods
extend easily to continuous action space. There is no need for the optimization process to
find an optimal action as in the case of value function based methods because policy
based methods are directly learning the optimal action. The policy neural network used in
the REINFORCE algorithm has two hidden layers of 50 hidden units each. This
architecture was used throughout the thesis to make the results reflect more on the
algorithms as opposed to the neural network architecture. The ReLu activation function is
used for the hidden nodes and the output node is a linear unit.
The baseline value function is also represented with a neural network. It has two
hidden layers of 50 nodes that have the ReLu activation function. The input to the
baseline neural network is the normalized environment state and the output is the neural
network’s prediction for the expected value of the return from that state. The output
activation function is linear.

3.1.2.2 REINFORCE Training
The training phase of the REINFORCE algorithm is somewhat similar to that of
the MCC algorithm. The algorithm alternates between experiencing an episode and then
training the policy. A notable difference between the two algorithms is in how this
algorithm explores the state-action space of the environment. While the MCC algorithm
relied on the ϵ! -greedy policy to explore, the exploration in REINFORCE is built into the
stochastic nature of the policy. As previously stated, the output of the neural network is
the mean of a normal distribution. The action is then obtained by sampling from the
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normal distribution. This stochastic sampling of the action selection is what leads to
exploration and is a common strategy in reinforcement learning [11]. The variance of the
action normal distribution is a parameter that can be tuned to allow for more or less
exploration. The value of this variance is environment-specific and can be tuned by trialand-error. One can also get an initial value of the variance by observing the value of the
−1
!Quu
output of the iLQR algorithm on the specific environment of interest. The variance

could also become a parameter that the neural network learns instead of being static. This
is done in some implementations of policy based algorithms [14].
The loss function for the neural network policy in the REINFORCE algorithm is
an estimate of the policy’s performance gradient as shown in equation 3.3.

̂ t ))]
!
J(θ
) = 𝔼[log πθ (At | St )(Gt − v(S

(3.3)

The goal of this loss function is to increase the probability of actions that lead to high
returns. This specific version of this loss function includes a value function baseline to
speed training. The baseline itself is a neural network which uses the mean squared error
as its loss function.

J(w)
= 𝔼 (Gt − vŵ (St ))
!
[
]
2

(3.4)

Both the policy and baseline neural networks are trained with the Adam Optimizer. Once
an episode finishes, the returns at each time step are calculated and used to train the value
function baseline neural network. The baseline neural network is used to calculate the
empirical advantage A
! t = Gt − vŵ (St ) which is then fed into the policy neural network
training. Unlike the action-value neural network in the MCC algorithm, the policy neural
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network cannot use episodes generated from previous policies in its training. This is due
to the fact that the action selection statistics change throughout training and therefore
episodes sampled from previous policies are not valid for calculating the current policy’s
performance gradient. However, the baseline state-value function can still be trained
using old episodes due to the value-function nature of the neural network.
Similar to the MCC algorithm, the inputs to the neural networks are all
normalized to be between -1 and 1. This prevents problems with exploding or vanishing
gradients and allows the training of the neural network to proceed faster.

Figure 3.2: Training Phase of policy neural network in REINFORCE Algorithm

Figure 3.3: Block diagram depicting training of policy network using baseline network
and empirical returns
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The interaction between the policy and baseline neural networks is fairly
complex. When training initially starts, the baseline does not have an accurate estimate of
the policy’s value function. Therefore, there is a transient period in which the baseline
must stabilize. Once this occurs, the policy gradient becomes accurate and the policy can
improve more rapidly. However, if the baseline does not converge, the policy will also
fail to converge. Additionally, if the policy fails to improve or does not converge, the
baseline will also fail to converge. This shows how the baseline and policy convergence
are interdependent.

Figure 3.4: Example of loss plots with REINFORCE with baseline failing to converge

Figure 3.5: Example of loss plots with REINFORCE with baseline converging
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Table 3.2: REINFORCE Algorithm Parameters
Parameter Name

Description

Gamma (Discount Factor)

Controls how much future rewards are
discounted in the calculation of the return.
Used for variance reduction.

Action Sample Variance

Controls the entropy of the action selection
distribution. Higher values leads to broader
action selection distributions which
explore more.

Policy Learning Rate

Controls the step size of weight updates of
the policy neural network in the Adam
Optimizer.

Baseline Learning Rate

Controls the step size of weight updates of
the baseline neural network in the Adam
Optimizer.

Baseline Batch Size

Controls how may episodes are sampled
from the episode buffer for use in training
the baseline neural network.

Baseline Episode Buffer Size

Controls how many previous episodes are
kept to be sampled from for training the
baseline neural network.

Episodes

Controls how many episodes the algorithm
runs for. Must be tuned to prevent over or
under fitting of the neural network.

3.1.2.3 REINFORCE Evaluation
Similar to the MCC algorithm, the average total reward of the REINFORCE
algorithm is plotted throughout the training of the policy neural network. Once this value
stabilizes, the algorithm moves into the evaluation stage. In the evaluation stage, the
stochasticity is removed from the action selection, with the actions being directly taken
from the output of the neural network policy. This is done to maximize the performance
in the environment as exploration is not required during evaluation. The algorithms
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performance is determined by its average total reward and total reward standard
deviation. These metrics can be compared to other agents and algorithms to determine
which one learned a better policy.

3.1.3 iLQR Algorithm
The iLQR algorithm is a trajectory optimization algorithm that finds a locally
optimal, time-varying control law for a given system and cost function. The algorithm
consists of iterating between a backwards pass to improve the control law and a forward
pass to generate a new trajectory. Unlike the model-free reinforcement learning
algorithms, the iLQR algorithm needs access to the system dynamics and cost function.
This is due to the way the algorithm computes the new control laws. At each time step in
the trajectory, the derivatives of the system dynamics and cost function are used in Taylor
expansions to solve a linear-quadratic subproblem and choose the action which will
minimize the cost of the trajectory.

3.1.3.1 Backwards Pass
The backwards pass of the iLQR algorithm computes a new control law based on
the states and actions of the previous trajectory that will ideally lead to a lower cost
trajectory. The first iteration of the backwards pass needs an initial trajectory as input. In
the version implemented for this thesis, the initial trajectory is generated by starting the
system in its initial condition and letting the state evolve without taking any actions.
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However, the initial trajectory could also have nonzero actions such as random actions or
a sequence of actions generated by another controller.
It is important to note that the calculations in the backwards pass are all relative to
the trajectory it is iterating over. The actions that are chosen are optimal within some
neighborhood of the state of the reference trajectory. This is due to the fact that the
optimal action at each time step is found by solving a linear-quadratic problem that
approximates the potentially nonlinear dynamics and cost at that time step in the
reference trajectory. Straying too far from the trajectory will lead to a poor approximation
and result in the action not being optimal. To counter this problem, the backwards pass
generates both an open-loop and closed-loop gain as part of the new control law. The
open loop gain is directly added to the reference trajectory’s action to get a new optimal
action. The closed loop gain tries to keep the new trajectory close to the previous
trajectory so that the open loop gain is still valid.
The formulas for the open-loop and closed-loop gains involve the inversion of the
action-value function’s action Hessian as shown below in equation 3.5.
−1
−1
k
Qu, K = − Quu
Qux,
! = − Quu

(3.5)

In order for these formulas to be valid, Q
! uu must be positive definite, similar to how the
Hessian must be positive definite in Newton’s method. However, depending on the
system dynamics and cost function, this matrix may lose its positive definiteness. In these
cases, Q
! uu must be regularized to be made positive definite. With the systems and
quadratic cost functions used in this thesis, Q
! uu never lost positive definiteness during the
backward pass calculations so the regularization was not necessary. This can be shown by
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analyzing how Q
! uu is calculated. Equation 3.6a shows the general equation of the actionvalue Hessians, Q
! uu and equation 3.6b shows their calculation in the quadratic cost case.
! uu = ℓuu + f⊤
Q
u V′xx f u

! xx = ℓxx + f ⊤
Q
x V′xx f x

! ux = ℓux + f⊤
Q
u V′xx f x (3.6a)

! uu = R + f⊤
Q
u V′xx f u

! xx = Q + f ⊤
Q
x V′xx f x

! ux = f⊤
Q
u V′xx f x

(3.6b)

With a quadratic cost function, ℓ
! uu is equal to the action cost matrix R and ℓ
! xx is equal to
the state cost matrix Q which are always positive definite. Therefore, the definiteness of
! uu then depends on the quadratic form f! ⊤
! xx is positive definite, then the
Q
u V′xx f u . If V′
quadratic form will be positive definite and thus Q
! uu will also be positive definite
because the sum of two positive definite matrices is still positive definite. As shown in
equation 3.7, V
! xx should always be positive semidefinite assuming the value of V
! xx at the
final time step is positive semidefinite. This is always the case with a quadratic cost as
the !Vxx, final = Qf where Q
! f is the final cost matrix which is positive definite.
⊤ −1
! xx = Qxx + Qux
V
Quu Qux

(3.7a)
−1

⊤
⊤
! xx = Q + f ⊤
V
x V′xx f x + Qux(R + f u V′xx f u ) Qux

(3.7b)

Therefore, when using quadratic cost function in the iLQR algorithm, no regularization is
needed.

Figure 3.6: Example of the values that the action-value Hessian takes
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3.1.3.2 Forward Pass
Once the backwards pass finishes calculating the open-loop and closed-loop
gains, the new control law is run on the system to generate a new trajectory. Due to the
potential nonlinearities in the system dynamics and cost, the optimal actions generated by
the backwards pass may not be valid if the new trajectory strays too far from the previous
trajectory. To solve this problem, a line search is done to attempt to find a control law that
indeed reduces the cost of the trajectory. The line search simply consists of running the
new control law with the open-loop gains scaled by a parameter α! ∈ [0,1] as shown
below:

̂ ) = u(i ) + αk(i ) + K(i )(x(i
̂ ) − x(i ))
!u(i

(3.8)

The iLQR algorithm implemented for this thesis accepts as input an array with the
different values of alpha the user specifies to be used in the line search. While more
values of alpha may let the algorithm find a lower cost trajectory, it does require more
computation time. Each new value of alpha requires a whole other simulation of the
system to be run. Once all the simulations with the different values of α
! are finished, the
trajectory with the lowest cost is selected and sent to the next iteration of the backwards
pass. This process repeats for a specified amount of iterations. Once the algorithm is
finished, it outputs the open-loop control sequence k(i
! ) along with the closed-loop gains
!
K(i
) and the action-value action Hessians Q
! uu(i ) . These are then used to generate the
guiding policies for the Guided Policy Search algorithm.
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Figure 3.7: iLQR Algorithm Block Diagram

Table 3.3: iLQR Algorithm Parameters
Parameter Name
Cost Function

Description
Defines the desired state and behavior of
the system under control

Time steps

Controls how may time steps the trajectory
runs for. Systems with complex dynamics
or underactuated inputs may require more
time steps to be stabilized by control law.

Number of Iterations

Controls the number of iterations the iLQR
algorithm runs to improve the initial
trajectory.

Alpha Values

Controls the resolution of the line search in
the forward pass. More value may lead to a
more optimal policy but requires more
computational effort.

3.1.4 GPS Algorithm
The Guided Policy Search algorithm is a model-free, policy based reinforcement
learning algorithm that utilizes the iLQR optimal control algorithm to help speed the
training of the neural network policy. The algorithm is still considered to be model-free
even though it depends on iLQR which requires a system model. This is because the
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system model is not used anywhere explicitly in the training of the neural network. One
could foreseeably replace iLQR with another trajectory optimization algorithm that does
not require a system model.

3.1.4.1 GPS Neural Network Architecture
The policy in the GPS algorithm is represented with a neural network. The neural
network in this algorithm shares the same architecture as the neural network used in the
REINFORCE algorithm. The input to the neural network is the state of the environment
and the output is the mean of the action selection

normal distribution. Like the

REINFORCE algorithm, the variance of the action selection normal distribution is a
parameter that can be changed. However, this parameter requires more careful tuning in
the GPS algorithm. This is due to the importance sampled loss function used in this
algorithm. If the action selection variance is too low, the probability density of the actions
the neural networks selects will be very high. This will cause the importance weights
between the neural network policy and the guiding samples to be low which will prevent
the training from benefitting from the guiding samples. Therefore, the variance of the
action selection should be set close to the values of the inverse action-value function
−1
Hessian !Quu
so that the probability densities are within the same scale.

3.1.4.2 GPS Training
The training portion of the GPS algorithm begins with the generation of the
guiding samples. First, the guiding policies are instantiated using the control laws
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generated by the iLQR algorithm. In the environments tested in this thesis, the initial
conditions of the environments are random and therefore an infinite amount of starting
states are possible. It is not feasible to have a guiding policy for each starting state, so a
set of initial conditions for the iLQR trajectories are chosen so that the guiding samples
have representative coverage of the environment’s dynamics. Each guiding policy is then
used to generate several trajectories in the environment of interest which are known as
the guiding samples. Next, the algorithm pretrains the neural network on the guiding
samples. This consists of maximizing the log probability of the actions taken in the
guiding samples. The objective function for this pretraining is shown below.

J(θ
)=−
!

n

T

∑∑
i=1 t=1

log πθ (Ai,t | Si,t )

(3.9)

In this equation, n! is the number of guiding samples, T
! is the number of time steps in
each episode, and π
! θ (Ai,t | Si,t ) is the probability the neural network takes action A
! i,t given
state S! i,t . The goal of this pretraining stage is to get the neural network policy to
somewhat emulate the guiding samples [16]. Without this pretraining, the behavior of the
policy would start out completely randomly and the importance weights on the guiding
samples would likely have very low importance weights. Once the pretraining stage is
complete, the algorithm starts to sample episodes from the environment using the neural
network policy. The algorithm samples 10 episodes from the environment during each
loop of the training phase. This amount of sampled episodes was used in the original GPS
paper as well [16]. There is a tradeoff in the amount of episodes sampled in terms of
computation required versus estimator accuracy. With more sampled episodes, the
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importance sampled estimator would have a more accurate estimate of the policy’s
performance. However, sampling more episodes takes more computation and would
increase the training time.

J(θ
)=
!

∑[
T

t=1

1

∑i

πθ (ζi,1:t )
q(ζi,1:t )

m

πθ (ζi,1:t )

∑ q(ζi,1:t )
i=1

r (xit , uit )

πθ (ζi,1:t )
+ wr log
(3.10)
( ∑ q(ζi,1:t ) )]
i=1
m

The algorithm then trains the policy using the objective function in equation 3.10 [16]. In
this equation, m
! is the number of episodes sampled from the training buffer, T
! is the
number of time steps in the episode, π! θ (ζi,1:t ) is the probability of the ith episode from
time 1 to t ζ! i,1:t under the current neural network, q(ζ
! i,1:t ) is the probability of the ith
episode from time 1 to t ζ! i,1:t under a guiding sample or a previous neural network
sample, and w
! r is the regularization weight. Unlike the REINFORCE objective function,
the importance sampled objective function can reuse previous policies’ episodes.
Therefore, the GPS algorithm has buffer size and batch size parameters similar to the
MCC algorithm. The training function receives a number of episodes from the episode
buffer as specified by the batch size parameter. While some of these episodes are sampled
randomly, the batch also contains the 10 most recently sampled episodes so that the
estimator is accurate. The training function also receives the guiding samples so that they
can guide the training of the policy to regions of high reward. Training is done with the
Adam Optimizer. Once the training is complete, the importance sampled estimator is used
to predict the performance of the newly trained policy and the current best policy. If the
newly trained policy is estimated to perform better, it is considered the new best policy,
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its weights are saved, and the regularization weight w
! r is decreased. Otherwise, the
regularization weight is increased and the current best policy is used once again to sample
episodes from the environment. The effect of the regularization weight is to control how
close the policy stays to the samples used in training. If the regularization weight is high,
the training will update the policy in a way that makes it behave more like the samples.
However, the regularization weight must also not be so large as to overpower the main
training objective. Therefore, the regularization weight is clamped between 10-2 and 10-6
and scaled by 10 when adjusted [16]. These weights and adjustment method were used in
the original GPS paper and worked as well in the environments explored in this thesis.

Table 3.4: GPS Algorithm Parameters
Parameter Name

Description

Learning Rate

Controls the step size of weight updates in
the Adam Optimizer.

Action Sample Variance

Controls the entropy of the action selection
distribution. Higher values leads to broader
action selection distributions which explore
more. Must be tuned to match guiding
samples.

Batch Size

Controls how may episodes are sampled
from the episode buffer for use in training
the neural network.

Episode Buffer Size

Controls how many previous episodes are
kept to be sampled from for training.

Episodes

Controls how many episodes the algorithm
runs for. Must be tuned to prevent over or
under fitting of the neural network.
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Figure 3.8: Training Phase of policy neural network in GPS Algorithm
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3.1.4.3 GPS Evaluation
Once the average total reward has stabilized, training is stopped and the algorithm
move to the evaluation phase. The evaluation phase of the GPS algorithm is very similar
to that of the REINFORCE algorithm. The actions are directly taken from the output of
the neural network, bypassing the action sampling from the normal distribution. This is to
maximize performance. The policy is run in the environment for enough episodes to get
the average total reward to converge to a stable value. At this point, the average total
reward and reward standard deviation can be compared to the agents trained with other
algorithms to compare performance.

3.2 Environments
The simulation environments used to test the algorithms in this thesis were
derived from some of the classical control environments in the OpenAI Gym library [28].
The goal of this library is to provide a set of environments with a standard interface such
that different reinforcement learning can be easily compared against each other.

3.2.1 Inverted Pendulum
The inverted pendulum environment consists of a simulated simple pendulum that
needs to be swung and balanced at the unstable equilibrium point. The input to the system
is a torque at the pivot point of the pendulum. This torque needs to be applied in a
strategic manner to successfully balance the pendulum at the unstable equilibrium point
in a way that minimizes the cost function of the inverted pendulum environment.
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Figure 3.9: Visualization of pendulum swinging from the stable equilibrium point to the
unstable equilibrium point. The black dot is the pivot point.
The inverted pendulum is a classic system used to test control algorithms on.
While it does have nonlinear dynamics, it is a simple enough system to make it good for
initially testing and troubleshooting algorithms. The low dimensionality of the state and
action space make it easy to plot data from the environment. This makes it a practical
testbench for the algorithms implemented for this thesis.

3.2.1.1 Inverted Pendulum Dynamics
The inverted pendulum environment has a state dimension of 2 and an action
dimension of 1. The states of the pendulum are the angle from the unstable equilibrium

·
position θ! and the angular velocity θ! . The action is a torque τ! . The convention of counterclockwise being positive is followed. The dynamics of the inverted pendulum were
derived using the Lagrangian mechanics formalism and are shown in equation 3.9.
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x1
θ
! · = x
[θ] [ 2]
x2

x·1
! · = g
[x 2] [ ℓ sin x1 +

(3.11a)

1

mℓ 2

τ]

(3.11b)

The angular acceleration of the pendulum is affected by both its angle x! 1 = θ and the
input torque. The constant parameters in the equation are gravity g! , the length of the
pendulum ℓ
! , and the mass of the pendulum m
! . The values of these parameters were kept
the same as the original OpenAI Gym environment and are shown in table 3.5. The state
of the inverted pendulum is integrated with the semi-implicit Euler method using a time
step of 0.05 seconds. Additionally, the angular velocity is clamped at ±10 rad/s. This
reduces the size of the state space the reinforcement learning algorithms need to search,
making them train faster. The input torque is practically unbounded with a limit of ±100
Nm. This is significantly more than is required for getting the pendulum to the balanced
position from anywhere in the state space. However, the input cost is fairly significant
which requires the optimal policy to intelligently choose its actions.

Table 3.5: Inverted Pendulum Parameters
Parameter Name

Value

Gravity

10 m/s2

Pendulum length

3/4 m

Pendulum mass

2/3 kg

Max speed

±10 rad/s

Max torque

±100 Nm
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3.2.1.2 Inverted Pendulum Cost Function
There are many different cost functions that could be used in the inverted
pendulum environment, but the one used in this thesis work is a quadratic cost function
over the states and actions. This cost function format is very popular in optimal control
literature [21]. Additionally, this cost function can be easily tuned to achieve the desired
performance. The cost function is shown in equation 3.12.

ℓ(x,
u) =
!
ℓ(x,
u) =
!

1
(x − x*)⊤Q(x − x*) + u⊤Ru
[
]
2

cos θ
cos θ
1 ⊤ 1 0 0
1
1
sin θ − 0
sin θ − 0
+ 0.1 τ 2
0 1 0
]
2 [(
[0]) [0 0 0.01](
[0])
·
·
θ
θ

1
·
·2
2
2
2
ℓ(θ,
θ, τ) =
!
(cos θ − 1) + sin θ + 0.01 θ + 0.1 τ ]
[
2

(3.12a)
(3.12b)

(3.12c)

In equation 3.12a, x
! is the current state, x*
! is the desired state, u
! is the current action, Q
!
is the state cost weight matrix, and R
! is the action cost weight matrix. In equation 3.12b,
these variables are simply replaced with the appropriate values for the inverted pendulum
environment. Equation 3.12c simplifies the cost from matrix form into a more compact
form.
The values in the state cost weight matrix and action cost weight matrix determine
the optimal policy for the inverted pendulum environment. With the weights shown in
equation 3.12, the optimal policy will quickly get the pendulum to the upright unstable
equilibrium point. The cost function makes use of trigonometric functions of the angle
state so that the cost does not favor one direction over another. If the angle was directly
used in the cost function, the optimal policy would prefer one side over the other. The
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largest weights of 1 are on these trigonometric terms which make getting to the balanced
position the main goal of the optimal policy. The angular velocity is weighted
significantly less at 0.01 so that the optimal policy is not penalized for swinging the
pendulum with a large angular velocity to try to get to the balanced position. The action
weight is not insignificant at 0.1 which means the optimal policy has to be conservative
with the use of its actions. It cannot simply drive the pendulum to the balanced position
with a large torque. The specific values in equation 3.12 were arrived at after some tuning
with the iLQR algorithm. The algorithm was run with several times with different cost
weights until the desired performance was achieved.
As stated previously, there is a discrepancy between optimal control and
reinforcement learning literature when it comes to specifying the desired behavior.
Optimal control literature uses cost functions whereas reinforcement learning literature
uses reward functions. Cost functions are generally always greater than or equal to zero
and the goal of an optimal control algorithm is to minimize the total cost accrued over a
trajectory. Reward functions on the other hand can be both positive and negative, but the
goal of a reinforcement learning algorithm is to maximize the total reward. In the case of
the inverted pendulum environment, the reward function used for the reinforcement
learning algorithms is simply the negative of the cost function.

1
·
·
r! (θ, θ, τ) = − (cos θ − 1)2 + sin2 θ + 0.01 θ 2 + 0.1 τ 2
]
2[

(3.13)

The quadratic cost function is always greater than or equal to zero, which implies that the
reward function is always less than or equal to zero. Maximizing the total reward implies
that the reinforcement learning algorithm will try to get the reward to go to 0.
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3.2.2 Cartpole
The cartpole system is another classical control environment often used to test
control algorithms. This system consists of a pendulum fixed to a cart that can move
horizontally on a rail. The input to the system is a horizontal force on the cart. The
dynamics of the cartpole system are much more coupled and nonlinear than that of the
simple pendulum environment. In the pendulum environment, the input is a torque which
is directly applied to the pendulum. However, in the cartpole environment, the pendulum
must instead be indirectly balanced by applying a force to the cart whose dynamics then
affect the pendulum. This makes it a more complicated and difficult environment for the
algorithms to perform well in.

3.2.2.1 Cartpole Dynamics
The cartpole environment has a state dimension of 4 and an action dimension of
1. The states of the cartpole are the angle of the pendulum from the upright position θ! , the

·
pendulum’s angular velocity θ! , the cart’s position from the origin x! , and the cart’s
translational velocity x! · . The action is a force on the cart F
! . The convention of counterclockwise being positive is followed for the pendulum. Additionally, positive
displacement for the cart is to the right. The dynamics of the cartpole environment were
derived with the Lagrangian mechanics formalism and are shown in equation 3.14.

x1
θ
·
x
2
! θ = x
x
3
x4
x·
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(3.14a)

x·1
x·2
! · =
x3
x·4

mc + m p sin2 x1 (
1

x2
g

(mc + mp) ℓ sin x1 − mp sin x1 cos x1 x 22 −

mc + m p sin2 x1 (
1

F cos x1

x4

ℓ

)

(3.14b)

− mpℓ sin x1 x 22 + mp g sin x1 cos x1 + F
)

The constant parameters in the cartpole dynamics are gravity g! , the length of the
pendulum ℓ
! , the mass of the pendulum m
! p, and the mass of the cart m
! c. Like the inverted
pendulum environment, the values of the environment parameters were kept the same as
the original OpenAI Gym environment and are shown in table 3.6. The state of the
pendulum is integrated with the semi-implicit Euler method using a time step of 0.02
seconds. The angular velocity of the pendulum is clamped at ±10 rad/s, the position of the
cart is clamped at ±5 m, and the velocity of the car is clamped at ±5 m/s. The input force
is bounded with a limit of ±25 N. The goal of this clamping is to reduce the size of the
state space that the reinforcement learning algorithms have to explore.
Table 3.6: Cartpole Parameters
Parameter Name

Value

Gravity

9.81 m/s2

Pendulum length

1m

Pendulum mass

0.1 kg

Cart mass

1 kg

Max pendulum angular velocity

±10 rad/s

Max cart position

±5 m

Max cart velocity

±5 m/s

Max force

±25 N
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Figure 3.10: Visualization of cartpole swinging from the stable equilibrium point to the
unstable equilibrium point. The purple dot is the pivot point for the pendulum and the cart
moves on the horizontal track
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3.2.2.2 Cartpole Cost Function
As with the pendulum environment, the cartpole cost function is a quadratic cost
function over the states and action of the cartpole environment. Several different cost
functions are possible for this environment, but the quadratic cost function is intuitive,
well-established, and easy to tune. The cost function is shown in equation 3.15.
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Similar to the inverted pendulum environment, the largest weight is on the cosine and
sine of the pendulum’s angle. This emphasizes balancing the pendulum over the other
aspects of the cartpole environment. The next largest weight is the position of the cart.
This encourages the optimal policy to keep the cart near the center of the rail. The
weights on the pendulum angular velocity, cart velocity, and input force are low to give
the optimal policy freedom in getting the cartpole system to the balanced state. If these
weights were too high, the optimal policy may be more conservative in trying to get to
the balanced position. The weight values in equation 3.15 were determined by tuning
with the iLQR algorithm until the desired performance was achieved.
The reward function of the cartpole environment is the negative of the cost
function. The justification for this is the same as in the inverted pendulum environment.
1
·
·2
2
2
2
2
·2
r! (θ, θ, x , x· , F ) = −
(cos θ − 1) + sin θ + 0.01 θ + 0.1 x + 0.01 x + 0.01 F ] (3.16)
2[
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CHAPTER 4. RESULTS
The following chapter contains the results of training each of the three
reinforcement learning algorithms on the simulated control environments. To get a sense
of how the reinforcement learning algorithms are performing, their performance is
compared to the performance of a random agent and the iLQR optimal control algorithm.
The plots in the following chapter show the unnormalized states, actions, and
rewards experienced by the agent throughout training. However, as stated in the
implementation section, the actions and states input to the neural networks are all
normalized.

4.1 Inverted Pendulum Results
This subsection contains the results generated by the three reinforcement learning
algorithms on the pendulum environment. Additionally, the data collection methodology
is discussed and the results are analyzed.

4.1.1 Inverted Pendulum Baseline
A random agent that selects actions from a uniform distribution was run on the
inverted pendulum environment to establish a lower baseline. This action distributions
selects actions from a range of -6 to 6 which has the same span of actions as the MCC
algorithm can choose from when it discretizes the action space. While this is less than the
limit of the environment which is 100, almost all of the actions that the iLQR algorithm
takes are within this range.
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Figure 4.1: Random agent evaluated in inverted pendulum environment. The average
total reward is computed by averaging all the previous total rewards
The random agent’s average reward in the inverted pendulum environment is -199 with a
standard deviation of 34.5. It is also informative to plot histograms showing the state,
action, and reward distributions under each agent. The histograms for the random agent in
the inverted pendulum environment are shown below.

Figure 4.2: Random agent histograms in inverted pendulum environment. The random
agent was run for 1,000,000 total time steps in the environment. Frequency of each bin is
calculated by number of samples in the bin divided by total time steps
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The action histogram confirms the agent is selecting actions from a uniform random
distribution. The angle histogram shows that the pendulum is most frequently near the
stable equilibrium point at the normalized angles -1 and 1. Additionally, the angular
velocity histogram shows that the pendulum is usually not moving very fast. The large
spikes at -10 and 10 are due to the angular velocity clamping in the simulation.
The iLQR algorithm was run on the inverted pendulum environment to establish
an upper baseline for reinforcement learning agents. It achieved an average reward of -21
with a standard deviation of 12.

Figure 4.3: iLQR algorithm evaluation on inverted pendulum environment
The phase plane trajectory and time domain plot for several trajectories generated
by the iLQR algorithm are plotted below to give an idea of the optimal solutions for the
inverted pendulum environment. In some of the phase plane plots, the trajectory does not
seem to reach the target location. However, the target position and the position the
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trajectory reached are actually the same due to the angle wrap-around. This demonstrates
the effect of using sine and cosine in the cost function instead of the angle directly. If the
angle was used directly in the cost function, the iLQR algorithm would prefer getting to
the origin instead of some multiple of it which may lead to a worse policy in the end.

Figure 4.4: Several pendulum trajectories generated by the iLQR algorithm
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4.1.2 MCC Inverted Pendulum
Several parameter sweeps were done to find the best set of parameters for the
Monte Carlo Control algorithm in the inverted pendulum environment. The swept
parameters were the discount factor γ! , the epsilon decay rate, the action resolution, and
the episode buffer size. In each experiment, only the parameter of interest is changed. The
other parameters are held constant to make the results reflect only on the parameter of
interest. These results help give some insight into how these parameters affect the
training of the neural network in the MCC algorithm. The constant parameters were
found by trial and error. They were chosen such that the performance of the algorithm is
acceptable at at least one of the swept values of the parameter of interest. This method for
selecting the constant parameters was used for all parameter sweeps in this thesis.
The discount factor γ! ∈ [0,1] controls how much the discounted return takes into
account future reward. In the MCC algorithm, this parameter is used to reduce the
variance of the training.

Figure 4.5: MCC average total reward in inverted pendulum environment during training
over different discount factors
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Table 4.1: Constant parameter values in MCC inverted pendulum discount factor
parameter sweep
Parameter Name

Description

Exploration Rate Decay

0.9995

Learning Rate

0.001

Batch Size

32

Episode Buffer Size

2000

Action Resolution

0.1

Episodes

10000

Figure 4.5 shows the effect of the discount factor on training. If the discount factor is too
high or too low, the neural network learns more slowly and does not reach the same
average reward by the end of the training. Between the range of 0.92 to 0.98, the neural
network learns a better policy faster and ends up reaching a higher reward. The data for
this plot was collected by training 3 instantiations of the MCC neural network at each
parameter value. Each instance of the neural network has the same architecture but is
initialized with randomly sampled weights. The average total rewards of the neural
network instantiations were then averaged and the result was plotted with a solid line.
The standard deviation of these average total rewards is also show with the highlighted
area around the main plot lines. The average total reward for each individual neural
network is generated by taking a central moving average of size 301 over the total reward
per episode. This is done as the total reward per episode is a very noisy signal as a result
of the random initial conditions of the environment. This is shown in Figure 4.6. A central
moving average was chosen so that any transients in the average value are aligned with
the event that caused them in the raw data. The equation for the central moving average is
shown in equation 4.1 where n is the current time step and m is the window size.
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!
y[n]
=

1
[x [n − m /2] + x [n − m /2 + 1] + . . . + x [n] + . . . + x [n + m /2 − 1] + x [n + m /2]] (4.1)
m

The methodology described for the discount factor parameter sweep was used throughout
this thesis for the parameter sweeps and performance evaluation.

Figure 4.6: A total reward per episode plot and moving average with window size of 101
Once the training of each neural network is finished, the final performance is
evaluated by running the neural network in the environment for 5000 episodes to
establish an average total reward and total reward standard deviation. This evaluation is
the same for all experiments in this thesis. The final performance results for the discount
factor parameter sweep are shown below in table 4.2.
Table 4.2: Evaluated performance of MCC algorithm in inverted pendulum environment
with different discount factors
Average
Median
Total
Discount
Max Total
Min Total
Total
Total
Reward Std.
Factor
Reward
Reward
Reward
Reward
Dev.
0.90

-37.30

-29.35

-49.13

-33.41

30.46

0.92

-26.06

-24.92

-27.09

-26.17

12.86

0.94

-23.92

-23.02

-24.812

-23.93

12.54

0.96

-23.32

-23.05

-23.68

-23.22

12.62

0.98

-27.24

-23.58

-32.47

-25.66

14.12

1.00

-32.26

-31.65

-33.05

-32.09

17.53
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The algorithm reached the highest average total reward with a discount factor of 0.96.
However, the algorithm reached very similar performance with a discount factor of 0.94.
With a discount factor of 1, the algorithm clearly does not reach the same performance
with a lower average total reward and higher total reward standard deviation. This
indicates that the variance reduction introduced by the discount factor does in fact
improve the training of the neural network action-value function. Intuitively, this makes
sense as the weight updates of the neural network will have less noise and thus reach a
stable value faster. However, a discount factor that is too low leads to even worse results
as shown by the performance at 0.90. When the discount factor is too low, it will prevent
the neural network from correlating previous actions to future rewards which is a key
aspect of reinforcement learning. Essentially, the algorithm would have trouble learning
that an action it took previously helped lead to a good state that had high rewards.
The next parameter swept was the decay rate of the exploration factor ϵ! . This
parameter controls how much the algorithm explores the state and action space by taking
random actions.
Table 4.3: Constant parameter values in MCC inverted pendulum epsilon decay rate
parameter sweep
Parameter Name

Description

Discount Factor

0.98

Learning Rate

0.001

Batch Size

32

Episode Buffer Size

2000

Action Resolution

0.1

Episodes

10000
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Figure 4.7: MCC Average total reward during training in inverted pendulum environment
over different epsilon decay rates
As shown in figure 4.7, the exploration rate plays an important role in stabilizing the
training of the neural network. With larger values, the exploration parameter decays more
slowly and thus more exploration is done. With smaller values, the algorithm starts to
take greedy actions more soon. If the exploration rates decays too quickly, then the neural
network can become biased towards certain actions that are not actually optimal. If the
state-action space is not explored enough, then the estimated action-value function will
not be accurate which will lead to a suboptimal policy. On the other hand, if the
exploration rate is too large, then the neural network will not be taking as many optimal
actions by the end of the training which will lead to worse performance. As shown by the
results in table 4.4, an epsilon decay rate of 0.9995 is the optimal balance between
exploration and taking optimal actions.
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Table 4.4: Evaluated performance of MCC algorithm in inverted pendulum environment
with different epsilon decay rates
Average
Median
Total
Epsilon
Max Total
Min Total
Total
Total
Reward Std.
Decay Rate
Reward
Reward
Reward
Reward
Dev.
0.9985

-54.83

-36.94

-84.87

-42.68

39.54

0.999

-36.80

-36.38

-37.29

-36.74

16.40

0.9995

-23.82

-23.25

-24.19

-24.03

13.70

0.99965

-27.08

-25.83

-28.89

-26.53

14.11

The third parameter swept was the episode buffer size. This parameter controls
how many episodes are stored in a buffer which is sampled from for training.

Figure 4.8: MCC Average total reward during training in inverted pendulum environment
over different episode buffer sizes
The size of the episode buffer plays a similar role as the epsilon decay rate in stabilizing
training. As shown in Figure 4.8, using a larger episode buffer size can stabilize the
training of epsilon decay rate that is small. This is due to the fact that the larger episode
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buffer enables older episodes where the neural network was still taking exploratory
actions to be sampled from. Sampling form these older episodes prevents the neural
network from learning a biased, suboptimal action-value function which leads to the
instability experienced at the smaller buffer sizes.
Table 4.5: Constant parameter values in MCC inverted pendulum episode buffer size
parameter sweep
Parameter Name

Description

Discount Factor

0.98

Epsilon Decay Rate

0.999

Learning Rate

0.001

Batch Size

32

Action Resolution

0.1

Episodes

10000

Table 4.6: Evaluated performance of MCC algorithm in inverted pendulum environment
with different episode buffer sizes
Average
Median
Total
Episode
Max Total
Min Total
Total
Total
Reward Std.
Buffer Size
Reward
Reward
Reward
Reward
Dev.
200

-46.18

-29.94

-76.42

-32.18

21.28

2000

-54.67

-37.24

-84.28

-42.50

39.15

5000

-26.45

-25.11

-27.28

-26.97

14.90

The performance evaluation confirms that the episode buffer size of 5000 leads to the
best results. It is interesting to note that the performance with an episode buffer size of
200 actually seems better than that at 2000. This can be attributed to the randomness
inherent in the training when instability occurs. The final performance is likely dictated
by bias created by the random initialization of the neural network weights. This
randomness is also shown by the large standard deviation in the average total reward
shown in figure 4.8.
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The final parameter of the parameter sweep is the action resolution. This
parameter controls how finely the action space is discretized for use in selecting actions
from the neural network.

Figure 4.9: MCC average total reward during training in inverted pendulum environment
over different action resolutions
Interestingly, the action resolution does not have much of an affect on the performance of
algorithm in the inverted pendulum environment. This may be due to the simplicity of the
inverted pendulum dynamics that do not require very specific actions. Additionally, this
implies that the neural network can get close to the optimal policy by using a small subset
of the continuous action space available to it.
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Table 4.7: Constant parameter values in MCC inverted pendulum episode buffer size
parameter sweep
Parameter Name

Description

Discount Factor

0.98

Epsilon Decay Rate

0.9995

Learning Rate

0.001

Batch Size

32

Episode Buffer Size

2000

Episodes

10000

Table 4.8: Evaluated performance of MCC algorithm in inverted pendulum environment
with different action resolutions. Total training time accounts for a full run of the algorithm
Average
Max
Median
Total
Average Total
Action
Min Total
Total
Total
Total
Reward
Training
Resolution
Reward
Reward Reward
Reward Std. Dev.
Time [s]
0.5

-26.24

-24.78

-27.86

-26.07

13.69

794.79

0.1

-26.11

-23.66

-30.98

-23.70

13.30

1026.59

0.05

-26.33

-25.98

-26.78

-26.24

13.24

1086.27

0.01

-24.95

-24.35

-25.78

-24.71

13.55

1696.04

While the most fine action resolution achieved the best performance, the difference in
performance between different parameter values is not significant. However, there is a
price to pay for using a higher resolution action discretization. As shown in table 4.8,
using a smaller action resolution takes much longer to train the neural network due to the
additional forward passes that must be done to find the optimal action.
The best individual agent performance achieved on the inverted pendulum
environment with the MCC algorithm was an average total reward of -23.05 with a total
reward standard deviation of 11.83. This performance is slightly worse than that attained
by the iLQR algorithm. The parameters of used to train this neural network are shown in
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table 4.9. Additionally, the action, state, and reward histograms are shown in figure 4.10.
These show that he agent figured out how to get the pendulum to the upright position.
Table 4.9: Parameter values for best performing neural network in inverted pendulum
environment trained with the MCC algorithm
Parameter Name

Description

Discount Factor

0.96

Epsilon Decay Rate

0.9995

Learning Rate

0.001

Batch Size

32

Episode Buffer Size

2000

Action Resolution

0.1

Episodes

10000

Figure 4.10: Histograms of best performing MCC agent in inverted pendulum
environment
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4.1.3 REINFORCE Inverted Pendulum
A parameter sweep was also done for the REINFORCE algorithm to both
maximize its performance on the inverted pendulum environment as well as understand
the effects of the parameters. The different parameters swept in the REINFORCE
algorithm are the discount factor, the action sampling variance, and the episode buffer
size for training the baseline value function.
As with the MCC algorithm, the discount factor can be used to reduce the
variance of the training in the neural network. This helps speed training by reducing the
noise in the parameter updates.

Figure 4.11: REINFORCE with baseline average total reward in inverted pendulum
environment during training over different discount factors
Similar to the results with the MCC algorithm, a discount rate that is too high or too low
leads to lower performing policies. In the case of undiscounted reward with γ! = 1 , the
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training is so significantly slowed it did not even converge in the 10,000 training
episodes. It is interesting to note how much sooner the agent reaches good performance
with the lower discount factors from 0.90 to 0.94.
Table 4.10: Constant parameter values in REINFORCE inverted pendulum discount
factor parameter sweep
Parameter Name

Description

Action Sample Variance

1.00

Policy Learning Rate

0.001

Baseline Learning Rate

0.001

Baseline Batch Size

32

Baseline Episode Buffer Size

2000

Episodes

10000

Table 4.11: Evaluated performance of REINFORCE algorithm in inverted pendulum
environment with different gammas
Average
Median
Total
Discount
Max Total
Min Total
Total
Total
Reward Std.
Factor
Reward
Reward
Reward
Reward
Dev.
0.90

-29.24

-28.50

-29.68

-29.53

19.01

0.92

-25.14

-24.57

-25.56

-25.30

14.51

0.94

-23.78

-23.50

-24

-23.85

14.04

0.96

-24.07

-23.55

-24.85

-23.81

14.98

0.98

-24.17

-23.89

-24.45

-24.17

15.06

1.00

-100.75

-90.47

-114.33

-97.45

18.54

The best average performance is achieved with a discount factor of 0.94. However, the
results are all very close between 0.94 to 0.98 and only three neural network were trained
with each parameter setting. Therefore, it is difficult to know with certainty that the
discount rate of 0.94 is truly the best due to the random error in the estimate of the
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average performance. Regardless, this parameter sweep does confirm a range of discount
factors that work well.
The next parameter sweep was done with the action sampling variance. This
controls the variance of the normal distribution the actions are sampled from. Larger
variances lead to more exploration of the state-action space.

Figure 4.12: REINFORCE with baseline average total reward in inverted pendulum
environment during training over different action sampling variances
With the lower variance of 0.5, the policy explores very slowly and thus does not
converge in the 10,000 episodes of training. On the opposite end of the spectrum with an
action sampling variance of 1.75, the policy reaches acceptable performance very
quickly. However, the final average reward for with this parameter is lower than the
middle values. This is due to the fact that this variance is so high that it loses the ability to
get close to the optimal policy. When the agent with the action sample variance of 1.75 is
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evaluated, it reaches similar performance to the lower action sample variance agents. This
goes back to the fact that the evaluation is done without the stochasticity in action
sampling; the action is simply taken directly from the output of the neural network. As
shown in table 4.13, the agents with action sample variance between 1.00-1.75 reached
similar evaluation performance.
Table 4.12: Constant parameter values in REINFORCE inverted pendulum action sample
variance parameter sweep
Parameter Name

Description

Discount Factor

0.98

Policy Learning Rate

0.001

Baseline Learning Rate

0.001

Baseline Batch Size

32

Baseline Episode Buffer Size

2000

Episodes

10000

Table 4.13: Evaluated performance of REINFORCE algorithm in inverted pendulum
environment with different action sample variances
Action
Average
Median
Total
Max Total
Min Total
Sample
Total
Total
Reward Std.
Reward
Reward
Variance
Reward
Reward
Dev.
0.50

-112.65

-104.01

-119.95

-114.00

27.09

0.75

-28.55

-25.49

-32.72

-27.45

19.234

1.00

-25.05

-24.86

-25.30

-24.98

16.80

1.25

-24.35

-23.19

-25.31

-24.55

15.09

1.50

-25.58

-24.81

-26.18

-25.75

13.94

1.75

-25.88

-24.33

-28.20

-25.10

13.7

The last parameter in the REINFORCE algorithm is the episode buffer size for
training the baseline value function. Similar to the MCC algorithm, this controls how

!82

many previous episodes are kept for sampling to train the value function. The results
obtained for this parameter sweep show that larger buffer sizes lead to slower
convergence. This is likely due to the fact that training the value function baseline with
older episodes will have a tendency to make it underestimate the value of states which
will in turn make the policy gradient smaller.

Figure 4.13: REINFORCE with baseline average total reward in inverted pendulum
environment during training over different episode buffer sizes
As shown in figure 4.13, buffer sizes of 200 and 2000 lead to about the same training
speed. The buffer size of 200 leads to a larger standard deviation as shown by the
highlighted area. Using a buffer size of 5000 results in training that is noticeably slower
but has around the same standard deviation as the 2000 buffer size parameter. As
confirmed by table 4.15, the agents with buffer size 200 and 200 reach very similar
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performances. Given more training episodes, the agent with buffer size 500 would likely
reach similar performance.

Table 4.14: Constant parameter values in REINFORCE inverted pendulum episode buffer
size parameter sweep
Parameter Name

Description

Discount Factor

0.98

Action Sample Variance

1

Policy Learning Rate

0.001

Baseline Learning Rate

0.001

Baseline Batch Size

32

Episodes

10000

Table 4.15: Evaluated performance of REINFORCE algorithm in inverted pendulum
environment with different episode buffer sizes
Average
Median
Total
Episode
Max Total
Min Total
Total
Total
Reward Std.
Buffer Size
Reward
Reward
Reward
Reward
Dev.
200

-23.75

-23.14

-24.26

-23.85

14.64

2000

-24.20

-24.00

-24.32

-24.27

14.99

5000

-26.35

-25.84

-27.21

-26

17.26

The best individual agent performance achieved on the inverted pendulum
environment with the REINFORCE algorithm was an average total reward of -23.14 with
a total reward standard deviation of 13.86. This is very similar performance as the MCC
algorithm and is slightly worse than the iLQR algorithm. The parameters used to train
this agent are shown in table 4.16 and the histograms in figure 4.14. The histograms
indicate that the agent was able to learn a policy that quickly gets the pendulum to the
upright position successfully. This can be inferred from the fact that the highest
probability state is at 0 angle with 0 angular velocity. Additionally, the reward histogram
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indicates that rewards near 0 are highly probable under this policy, which indicates a
successful swing-up policy has been learned.
Table 4.16: Parameter values for best performing neural network trained with
REINFORCE
Parameter Name

Description

Discount Factor

0.98

Action Sample Variance

1.00

Policy Learning Rate

0.001

Baseline Learning Rate

0.001

Baseline Batch Size

32

Baseline Episode Buffer Size

200

Episodes

10000

Figure 4.14: Best performing REINFORCE agent histograms in inverted pendulum
environment
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4.1.4 GPS Inverted Pendulum
A parameter sweep was also done for the GPS algorithm to find the optimal
parameters and observe how they affect the agent’s training. The parameters that were
swept are the episode buffer size and action sample variance.
The episode buffer size parameter controls how many previous episodes episodes
are stored for use in the training of the GPS agent. This parameter does not seem to have
as much of an effect in the GPS algorithm as in the MCC and REINFORCE algorithms.

Figure 4.15: GPS average total reward in inverted pendulum environment during training
over different episode buffer sizes
This can be explained by the fact that the GPS algorithm does not use a value function.
Both the MCC and REINFORCE algorithm utilized value functions in some fashion and
the episode buffer size parameter affected the training of the value functions. Specifically,
increasing the episode buffer size helps keep the value functions stable. However, in the
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GPS algorithm, the sampled episodes are used in the importance sampled objective
function to update the policy. The policy neural network is less prone to become biased
and unstable during training when compared to the value functions. Thus, changing the
episode buffer size does not lead to a noticeable trend.
Table 4.17: Constant parameter values in GPS inverted pendulum episode buffer size
parameter sweep
Parameter Name

Description

Action Sample Variance

1.75

Learning Rate

0.001

Baseline Batch Size

32

Episodes

5000

Table 4.18: Evaluated performance of GPS algorithm in inverted pendulum environment
with different episode buffer sizes
Average
Median
Total
Episode
Max Total
Min Total
Total
Total
Reward Std.
Buffer Size
Reward
Reward
Reward
Reward
Dev.
50

-26.16

-24.46

-27.09

-26.94

16.98

70

-26.76

-26.05

-28

-26.23

18.06

100

-27.29

-24.79

-31.89

-25.18

17.40

150

-26.72

-24.58

-28.76

-26.82

17.99

As confirmed by table 4.18, the episode buffer size does not seem to affect the final
performance of the GPS algorithm. This is shown by the similar average total rewards
and total reward standard deviations.
The action sample variance affects the action sample normal distribution from
which actions are sampled during training of the neural network. This parameter serves
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the same function as in the REINFORCE algorithm. As shown in figure 4.16, lower
action sample variances lead to higher performance throughout training. However, in the

Figure 4.16: GPS average total reward in inverted pendulum environment during training
over different action sample variances
final evaluated performance of the algorithm, the action sample variance did not seem to
have made much of a difference. This behavior is similar to that exhibited by the
REINFORCE algorithm. The performance during training does not necessarily reflect on
the evaluated performance because during training, the actions are being sampled from a
normal distribution. In contrast, during the evaluation, the actions are taken directly from
the policy neural network. Thus, it makes sense that the agents with higher action sample
variance do not achieve the same performance during training.
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Table 4.19: Constant parameter values in GPS inverted pendulum action sample variance
parameter sweep
Parameter Name

Description

Learning Rate

0.001

Baseline Batch Size

32

Episode Buffer Size

50

Episodes

5000

Table 4.20: Evaluated performance of GPS algorithm in inverted pendulum environment
with different action sample variances
Action
Average
Median
Total
Max Total
Min Total
Sample
Total
Total
Reward Std.
Reward
Reward
Variance
Reward
Reward
Dev.
0.75

-25.47

-24.43

-26.3

-25.68

15.07

1.00

-30.36

-23.62

-34.86

-32.61

18.81

1.25

-25.11

-24.11

-25.82

-25.39

15.44

1.50

-26.9

-24.77

-29.36

-26.57

16.63

1.75

-26.02

-24

-28.41

-25.66

16.63

The best individual agent performance achieved on the inverted pendulum
environment with the GPS algorithm was an average total reward of -23.62 with a total
reward standard deviation of 13.88. This performance is similar to the REINFORCE and
MCC algorithms. The parameters used to train this specific agent are shown in table 4.21
below.
Table 4.21: Parameter values for best performing neural network trained with GPS
Parameter Name

Description

Learning Rate

0.001

Action Sample Variance

1.00

Baseline Batch Size

32

Episode Buffer Size

50

Episodes

5000
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Figure 4.17: Best performing GPS agent histograms in inverted pendulum environment

The histograms indicate that the agent successfully learned a policy to swing the
pendulum up and maintain balance. Taking a closer look at the x-axes of the histograms,
it appears that the GPS algorithm occasionally incurs rewards much less than experienced
by the REINFORCE and MCC algorithm. This may be due to the fact that the policy
occasionally seems to take very large action, as shown by the action histogram which
extends all the way to -15.
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4.1.5 Inverted Pendulum Results Discussion
Each of the three reinforcement learning algorithms was able to learn a policy that
approximates the performance of the optimal iLQR policy. However, as shown by the
training reward plots, each algorithm took a different amount of training to converge to a
good policy.

Figure 4.18: Comparison of training curves for the different algorithms in the inverted
pendulum environment.
The MCC training reward plot follows the exponential decay of the exploration factor.
The REINFORCE learning curve has a section where it rapidly improves and then slowly
converges. Noticeably different is the GPS learning curve starts significantly higher than
the other algorithms. Additionally, it trains less times to reach similar performance. This
demonstrates that the GPS succeeds in its objective of speeding the training of neural
network policies. Due to the simplicity of the dynamics in the inverted pendulum

!91

environment, the GPS algorithm does not have any performance advantage over the other
methods. However, with increasingly complex environments, the difference in
performance between the GPS algorithm and the comparison algorithms is magnified.
In addition to training in less time, the GPS algorithm took considerably less wall
time to train. The average training times are shown in table 4.22 below.
Table 4.22: Average training time of different algorithms in inverted pendulum
environment. Total training time accounts for a full run of the algorithm
Algorithm

Episodes Trained For

Average Total Training
Time [s]

MCC (0.1 action resolution)

10,000

1026.40

REINFORCE

10,000

886.26

GPS

5000

323.11

Table 4.23: Comparison of different agents in inverted pendulum environment. For the
reinforcement learning agents, the statistics shown are for the best performing agent
Agent

Average Total Reward

Total Reward Std. Dev.

Random

-199

34.5

iLQR

-21

12

MCC

-23.05

11.83

REINFORCE

-23.14

13.86

GPS

-23.62

13.88

Overall, all three algorithms were able to successfully learn a good policy for the inverted
pendulum environment. The GPS algorithm was able to do so faster than the MCC and
REINFORCE algorithms.
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4.2 Cartpole Results
Due to the increased complexity of the cartpole environment, the algorithms were
only trained from single deterministic initial condition instead of with random initial
conditions as was done in the inverted pendulum environment. The additional variance of
the random starting states along with the increase in state dimension would have made
training the algorithms on the cartpole environment very time consuming. The restart
initial condition for the cartpole system starts the cart in the center of the rail with zero
velocity and the pendulum hanging straight down with no angular velocity
4.2.1 Cartpole Baseline
As with the inverted pendulum environment, an agent that selects actions from a
uniform random distribution was run on the cartpole environment to establish a lower
performance baseline. The agent selected actions from a uniform distribution which
ranged from -20 to 20.

Figure 4.19: Random agent evaluated in cartpole environment
The random agent achieved an average reward of -267.23 with a reward standard
deviation of 13. As shown by the histograms, the random agent failed to get the
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pendulum anywhere close to the vertical position. In the inverted pendulum environment,
the random agent was able to get the pendulum to the vertical position for around 25% of
the time. This shows how the complexity of the cartpole environment is significantly
higher than the inverted pendulum environment. Additionally, the position and velocity
histograms show how the random agent would get the cart stuck at the position and
velocity limits.

Figure 4.20: Random agent histograms in cartpole environment. The random agent was
run for 1,000,000 total time steps in the environment.
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The iLQR algorithm was able to achieve a reward of -139.21 in the cartpole
environment from the initial condition shown in equation 4.1.

θ0
π
·
0
θ0
! 0=
x
=
0
x0
0
·x
0

(4.1)

As shown by the phase plane plots in figure 4.20, the iLQR algorithm was able to get the
pendulum to the upright unstable equilibrium as well as get the cart very close to the
center of the rail. Due to the lower weight on the cart position in the cost function, the
pendulum balancing is prioritized. If given more time steps for the trajectory, the
algorithm would likely be able to get the cart closer to the origin.

Figure 4.21: Phase plane and time domain plots of iLQR cartpole swing-up

4.2.2 MCC Cartpole
The MCC algorithm was able to learn a policy to swing up the cartpole pendulum,
However, the learned policy was suboptimal and took a significant amount of time to
learn. As shown in figure 4.21, the MCC algorithm needed 5 times as many episodes in
the cartpole environment as the inverted pendulum environment to converge to a policy.
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Additionally, the learning was very unstable as shown by the high variance of the reward
per episode plot.

Figure 4.22: Reward per episode plot during training of MCC algorithm in cartpole
environment
The policy the MCC algorithm learned achieved a reward of -175.5. Looking at the phase
plane plots in figure 4.23, it is clear that the MCC policy is worse than the iLQR policy.
The cart does not get close to the center of the rail and is still moving with significant
velocity by the end of the episode. While the policy does successfully swing the
pendulum up to the unstable equilibrium point, it does not get the cart position and
velocity near the desired states.

Figure 4.23: Phase plane and time domain plots of MCC cartpole swing-up
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Additionally, the time domain plot shows how the actions the MCC algorithm takes are
very discontinuous. This is likely a product of the low resolution discretization of the
action space required to apply the action-value function to continuous action space.
Higher resolution discretization led to excessive training time and did not seem to lead to
better performing policies.
Table 4.23 lists the parameters that were used to train the MCC algorithm in the
cartpole environment. Compared to the pendulum environment, the exploration rate and
episode buffer size are much larger. The exploration rate must be larger so that the
algorithm can explore the larger state space sufficiently. If the exploration rate was
smaller, the algorithm would stop taking exploratory action too early and have a biased
policy. Similarly, the episode buffer size is also large to introduce an averaging effect on
the learning of the neural network. If the buffer size is too small, the learning can end up
collapsing to a suboptimal policy due to too much variance in the training. An example of
this is shown in figure 4.23 where the episode buffer size was only 2000.

Table 4.24: Parameter values for MCC algorithm in cartpole environment
Parameter Name

Description

Discount Factor

0.98

Epsilon Decay Rate

0.99993

Learning Rate

0.001

Batch Size

32

Episode Buffer Size

5000

Action Resolution

0.5

Episodes

50000
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Figure 4.24: MCC algorithm learning collapse during training in cartpole environment
with episode buffer size of 2000
Figure 4.25 is the corresponding loss plot for the reward per episode plot shown in figure
4.24. As the action-value neural network gets closer to representing the environment’s
actual action-value function, the loss value decreases. The width of the loss plot indicates
that the variance of the training was large. This indicates that the algorithm had trouble
converging to a stable policy. This is also reflected in the suboptimal performance of the
algorithm’s learned policy.

Figure 4.25: Plot of loss during training of MCC algorithm in cartpole environment
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4.2.3 REINFORCE Cartpole
The REINFORCE algorithm successfully learned a swing-up policy for the
cartpole system. When compared to the performance in the pendulum environment, the
algorithm took significantly longer to converge to a good policy. As shown in figure 4.26,
the algorithm needed 3 times as many episodes to learn a policy that could effectively
swing the cartpole pendulum up. Additionally, the agent was only learning a policy for a
single initial condition as compared to random initial conditions in the pendulum
environment. The fact that it took significantly longer to learn this policy indicates how
much more complex the cartpole system is than the pendulum system.

Figure 4.26: Reward per episode plot during training of REINFORCE algorithm in
cartpole environment
The policy that the REINFORCE algorithm learned achieved a reward of -146.1. This is
fairly close to the reward achieved by the iLQR policy. Figure 4.27 confirms that the
policy the REINFORCE algorithm learned and the policy generated by the iLQR
algorithm are very similar. The most notable difference is that the REINFORCE policy
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does not take as large an initial action as the iLQR policy which seems to prevent it from
getting the cart back to the center of the rail.

Figure 4.27: Phase plane and time domain plots of REINFORCE cartpole swing-up
Table 4.25: Parameter values for REINFORCE algorithm in cartpole environment
Parameter Name

Description

Discount Factor

0.98

Action Sample Variance

5.00

Policy Learning Rate

0.001

Baseline Learning Rate

0.001

Baseline Batch Size

32

Baseline Episode Buffer Size

500

Episodes
30000
The parameters used to learn the policy in the cartpole environment are shown in table
4.25. Due to the more coupled dynamics of the cartpole environment, a larger discount
factor was used so that the algorithm could better correlate between the actions it
previously took and the reward it received in the future.
The training loss for the policy neural network and baseline neural network are
shown in figure 4.28 and 4.29. The policy gradient training loss shows how the
magnitude of the loss gets smaller as the policy is trained. This indicates that the policy’s
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performance is getting closer to that predicted by the baseline. Additionally, the baseline
loss approaches 0 as the policy converges.

Figure 4.28: REINFORCE Policy neural network training loss in cartpole

Figure 4.29: REINFORCE Baseline value function training loss in cartpole
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4.2.4 GPS Cartpole
The Guide Policy Search algorithm was also able to learn a swing-up policy for
the cartpole environment. However, unlike the MCC and REINFORCE algorithms which
took significantly longer to learn a policy in the cartpole environment, the GPS algorithm
learned a policy in the same amount of episodes as in the pendulum environment.

Figure 4.30: Reward per episode plot during training of GPS algorithm in cartpole
environment. The initial degradation in performance is likely due to bias in the objective
function estimator; however, the algorithm quickly recovers from the degradation.
The GPS policy achieved a reward of -162.4. This is slightly worse than the iLQR and
REINFORCE algorithms achieved. Analyzing the phase plane plots, the policy gets the
pendulum to the upright unstable equilibrium but then oscillates the cart and pendulum
back and forth. This oscillation likely causes the higher cost. However, this policy took a
small fraction of the time to learn when compared to the REINFORCE algorithm and is
not significantly worse. The time domain plot shows that the forces applied by the policy
are not as smooth as those in the REINFORCE algorithm policy. These may be the cause
of the oscillations later in the trajectory.
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Figure 4.31: Phase plane and time domain plots of GPS cartpole swing-up
The parameters used for the GPS algorithm in the cartpole environment were fairly
similar to those used in the pendulum environment. The only difference is a lower
learning rate. Even with the lower learning rate, the training still had fairly high variance
as shown by figure 4.30. This can be attributed to the GPS loss function which can be
susceptible to high variance and bias.
Table 4.26: Parameter values for GPS algorithm in cartpole environment
Parameter Name

Description

Learning Rate

0.0001

Action Sample Variance

1.00

Baseline Batch Size

32

Episode Buffer Size

50

Episodes

5000

The training loss for the GPS algorithm in the cartpole environment is shown in figure
4.32. The loss plot indicates that the policy initially deteriorated in performance before
recovering to a stable value. The regularization in the loss function ensures that the policy
cannot stray too far from the guiding samples and thus prevents the policy from getting
significantly worse than the guiding samples.

!103

Figure 4.32: GPS Policy neural network training loss

4.2.5 Cartpole Results Discussion
The cartpole environment had significantly more complex dynamics than the
pendulum environment. This was demonstrated in the large increase in training time
required by the MCC and REINFORCE algorithms. Due to the complex dynamics, it is
much more difficult to achieve high reward states in the cartpole environment through
random chance. This was demonstrated by the random agent failing to get the pendulum
anywhere close to balanced very frequently. This implies the cartpole environment
requires a very precise sequence of actions to swing the pendulum up. This is most likely
what caused the MCC and REINFORCE algorithms to learn very slowly. The random
exploration used by these algorithms to figure out the optimal policy rarely gets the
system to a high reward state which in turn causes the algorithms to learn very slowly. On
the other hand, the GPS algorithm was able to learn a good policy quickly due to the
guiding samples which highlight the regions of high reward. The disparity between
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training times is shown in table 4.27. The GPS algorithm was able to learn an effective
policy an order of magnitude faster than the other algorithms. With increasingly complex
environments, the performance gap between the GPS algorithm and the other algorithms
would only increase.
Table 4.27: Training time of different algorithms in cartpole environment. Total training
time accounts for a full run of the algorithm
Algorithm

Episodes Trained For

Total Training Time [s]

MCC (0.5 action resolution)

50,000

7268.08

REINFORCE

30,000

4010.08

GPS

5000

490.50

Figure 4.33: Comparison of training curves for the different algorithms in the cartpole
environment
The training curves in the cartpole environment mirror those of the pendulum
environment fairly closely. The MCC curve follows somewhat of an exponential shape.
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This is most likely due to the exponential decay of the exploration factor. The
REINFORCE algorithm makes fast progress and then slowly converges to an optimal
policy. This is due to the fact that the policy performance gradient gets smaller as the
performance improves, so the weight updates will be smaller and the learning will
progress less rapidly. The GPS training curve starts fairly high, decays, and then recovers
to a higher value. As mentioned before, the degradation in performance could be due to
several factors. Firstly, the GPS objective function is susceptible to bias which can cause
the weight updates to fail to improve performance. Secondly, the stochasticity in the
action selection during training could have selected an unlikely action which can cause a
large update in the neural network weights that can degrade performance. In the end, the
GPS algorithm ended up learning a fairly good policy faster than the other algorithms.
Due to the fact that the algorithms only learned a policy from a single starting
state, the reward achieved by the algorithms is deterministic and constant. This is in
contrast to the pendulum environment which had random starting states which made it so
that statistics could be reported about the algorithms’ performances. The best
performance of each agent in the cartpole environment is shown below in table 4.28.
Table 4.28: Comparison of different agents in cartpole environment. For the
reinforcement learning agents, the statistics shown are for the best performing agent
Agent

Total Reward Achieved

Random

-267.23

iLQR

-139.21

MCC

-175.5

REINFORCE

-146.1

GPS

-162.4
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CHAPTER 5. CONCLUSION
Reinforcement learning is an important paradigm of machine learning that has the
capability to create powerful learning algorithms that can use real world experience to
improve their performance. One of the overall goals of reinforcement learning is to
emulate and even exceed the ability to learn from experience demonstrated by animals in
the real world. While this field is still somewhat in its infancy, the successes of various
researchers across the world have cemented reinforcement learning as a research area that
has the potential to make meaningful advancements in machine learning.
This thesis focused on comparing the performance of three different model free
reinforcement learning algorithms on simulated, continuous action-space control system
environments. More specifically, the algorithms compared were the Monte Carlo Control
algorithm, the REINFORCE with baseline algorithm, and the Guided Policy Search
algorithm. The results show that the Guided Policy Search algorithm is able to learn a
good policy much faster than the other algorithms. This is due to the fact that is uses
guiding samples generated by the iLQR trajectory optimization algorithm to indicate
where the regions of high reward are in the state space. One may wonder why the iLQR
is not simply used in place of the reinforcement learning algorithms if it is so successful
at finding optimal policies. However, the policies generated by the iLQR algorithm are
local and time varying. Therefore, for each different initial condition, the iLQR algorithm
would have to be rerun to generate a new policy. Additionally, due to the time varying
nature of the policy, a large disturbance in the system may put the state outside the region
of validity of the iLQR policy. The neural network controller learned using the guiding
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policies and reinforcement learning avoids issues associated with the local and time
varying nature of the iLQR-generated policies; the neural network controller is a static
controller which simply needs to perform a forward pass to compute the output action.
The Guided Policy Search algorithm was able to learn an effective policy in the
inverted pendulum environment in 323.11 seconds while the MCC algorithm took 1026.4
seconds and the REINFORCE algorithm 886.26 seconds. The GPS algorithm was able to
learn its policy 3.18 times faster than the MCC algorithm and 2.74 times faster than the
REINFORCE algorithm. In the cartpole environment, the GPS algorithm learned an
effective policy in 490.50 seconds while the MCC algorithm took 7268.08 seconds and
the REINFORCE algorithm took 4010.08 seconds. The GPS algorithm was able to learn
its policy 14.83 times faster than the MCC algorithm and 8.18 times faster than the
REINFORCE algorithm.

5.1 Future Work
While the work in this thesis focused on model-free reinforcement learning,
model-based reinforcement learning is a promising avenue of research. This thesis was
interested in the efficiency of learning good policies. The results showed how GPS was
able to use guiding samples generated by a model-based algorithm to rapidly learn good
policies. On the other hand, the MCC and REINFORCE algorithms which depend only
on random exploration to learn the optimal policy were much slower to learn good
policies. Giving a reinforcement learning algorithm the ability to develop a model of the
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environment it occupies would allow it to predict the outcome of its actions. This would
in turn allow it to explore in a more methodical manner as opposed to randomly.
Connecting reinforcement learning to how humans learn, model-based
reinforcement learning is intuitively convincing. Humans visualize the effects of different
actions they could take to get a sense of which action would be best. Implementing this
modeling capability in a reinforcement learning algorithm would greatly improve its
efficiency as it would be able to target exploration towards actions that lead to higher
rewards. Currently, reinforcement learning is heavily focused on learning an optimal
policy. However, future research should focus on finding ways to tie in the learning a
model of the environment in parallel to learning an optimal policy so that learning can
occur more efficiently.
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APPENDICES
A. Computer Specifications
The training of the neural networks was done on a 2018 MacBook Pro equipped
with a 2.2 GHz Intel Core i7 processor and 16 GB 2400 MHz DDR4 memory. The neural
network library was TensorFlow version 1.12.0 in Python 3.6.7.

B. Additional Environment Details
Dynamics are reformulated for iLQR algorithm so that the cost function is
quadratic. If the dynamics were not reformulated, then the cost function would need to
include trigonometric terms which would make it non-quadratic. In this reformulation,
the trigonometric terms are absorbed by the dynamics so that the cost function can keep
its quadratic form.
Inverted Pendulum Reformulated Dynamics
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x3
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x·1
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−x 2 x3
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Inverted Pendulum Dynamics Derivatives
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Inverted Pendulum Cost Derivatives
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Cartpole Reformulated Dynamics
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C. Additional Plots

Truncated plot of training curves in inverted pendulum environment

Truncated plot of training curves in cartpole environment
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