Supplementary Note: Formulation of the codon scrambling problem.
Introduction
Informally, the codon scrambling problem asks for the codon variant which has the minimum weighted sum of substring repeats. For a given codon variant, each substring m is associated with its Boltzmann weight c m and its number of repeats ϕ(m). As defined earlier, the Boltzmann weight, c m = e −∆Gm /RT . For a substring that occurs at least once, the number of direct and inverted repeats is,
where nucleotide multiplicity ν(m) is the total number of occurrences of a nucleotide sequence and its reverse complement. Let each codon variant be represented by its multiset of substrings M . Then, the minimum weighted sum of substring repeats is:
For each codon variant, we can naively determine M by traversing the entire codon variant generating substrings of length 2 . . . n. However, given the exponentially large number of codon variants, we instead determine M using codon De Bruijn subgraphs. As defined earlier, each arc of the codon De Bruijn graph represents a 3(k + 1)-mer nucleotide substring, and each feasible path represents a codon variant. Consider that M is calculated from each feasible path. For each constituent arc of the feasible path, ij ∈ A , we construct the multiset S ij : we decompose each 3(k + 1)-mer into codon-level suffixes, shorter substrings that end with one of the last three nucleotides. In this way, a path traversal combines the codon-level suffixes into the aggregate multiset sum such that M = ij∈A S ij and the objective (S2) is calculated. Supplementary Table 1 is the MILP formulation of the codon scrambling problem. Briefly, x ij is equal to 1 if and only if arc ij ∈ A is in the optimal path. Objective (a) and constraints (b and j) define ϕ(m) using a binary slack variable, z m . Constraint (c) ensures that the longest substrings do not repeat. The remaining constraints are path constraints: constraints (d and i) impose that arcs are connected and distinct, constraint (e) imposes the path length, and constraints (f -h) impose that the path is acyclic.
Development of the codon scrambling problem and its MILP formulation
In the CODON SCRAMBLING problem, we are formally given a directed graph G = (V, A) with source vertex s ∈ V and sink vertex t ∈ V , a multiset of substrings U, a set of positive real weights C = {c m : m ∈ U}, and a family S of multisets of U where S = {S ij ⊆ U : ij ∈ A}. The problem asks for a simple st-path with subgraph P = (V , A ) and n intermediate vertices such that the objective (S2) is minimized where M = ij∈A S ij . When the CODON SCRAMBLING problem is unweighted and unconstrained by path constraints, it asks the MINIMUM REPEAT MULTIPLICITY problem: given a multiset U and a family S of multisets of U, select a subfamily of n multisets E ⊆ S such that the sum over repeat multiplicities of elements in the multiset sum is minimized.
First, we prove that MINIMUM REPEAT MULTIPLICITY is N P-hard by a reduction from k-SPARSEST SUBGRAPH. The k-SPARSEST SUBGRAPH problem and its weighted version, the k-LIGHTEST SUBGRAPH problem, are N P-hard 41 . It asks: given a simple graph G = (V, E) and k ≤ |V |, select k vertices that minimizes the number of edges of the induced subgraph. Lemma 1. MINIMUM REPEAT MULTIPLICITY is N P-hard.
Proof. We show that k-SPARSEST SUBGRAPH ≤ P MINIMUM REPEAT MULTIPLICITY. In our construction, let U = E, n = k and S = {S i ⊆ E : i ∈ V } where S i is the set of edges incident to vertex i. Suppose we have an induced subgraph G[V ] = (V , E ) where |V | = k and E = {uv ∈ E : u, v ∈ V }. Let the subfamily E = {S i ⊆ E : i ∈ V }. Then |E| = n. Because G is a simple graph, uv is contained once each in only S u and S v for all uv ∈ E . It follows that ν(uv) = 2 and ϕ(uv) = 1 for all uv ∈ S i ∈E S i . Let M = S i ∈E S i . Then, the sum of repeat multiplicities, uv∈M ϕ(uv) = |M | /2 = |E |. Thus, we can compute the sparsest subgraph by computing the minimum sum over repeat multiplicities.
MINIMUM REPEAT MULTIPLICITY can be formulated as an integer program. We define the binary slack variable z e ∈ Z 2 such that ϕ(m) = ν(m) − z m for all m ∈ U. Namely, z m = 1 only when ν(m) ≥ 1 according to (S1). We also define the binary variable x S such that it is equal to 1 if and only if S ∈ E. The parameter w m S is the integer multiplicity of element m ∈ U in multiset S ∈ S; then, S∈S w m S x S = ν(m) and the resulting integer program follows:
where c S = m∈U w m S and is easily pre-calculated for all S ∈ S . Theorem 1. CODON SCRAMBLING is N P-hard.
Proof. We show that MINIMUM REPEAT MULTIPLICITY ≤ P CODON SCRAMBLING. We have a universe U and a family S of multisets of U. Let G = (V, A) be a complete digraph such that V = {s, t, i : S i ∈ S} and A = {ij : S i ∈ S ∪ {S s , S t } , S j ∈ S ∪ {S s , S t }} where S s = ∅ and S t = ∅. Construct a multiset family T with |S| + 2 copies of S ∪ {S s , S t }, such that T = {S ij : ij ∈ A} and S ij = S i for all ij ∈ A and i ∈ V . Suppose we have subfamily of n multisets E ⊆ S. Let V = {s, t, i : S i ∈ E}. Any simple st-path over V can be trivially found because the induced subgraph G[V ] is complete. We show that any such path is equivalent with respect to the objective. Since |E| = n, |V | = n + 2 and the path will have n intermediate vertices.
For the path's subgraph P = (V , A ), {S ij ∈ T : ij ∈ A } = {S i ∈ S : i ∈ V } = E. Then, ij∈A S ij = S i ∈E S i . Thus, if we define C = {c m : m ∈ U} where c m = 1 for all c m ∈ C, we can compute the minimum sum over repeat multiplicities by finding a path with the minimum objective (S2), where M = ij∈A S ij .
A path on the graph G = (V, A) can be interpreted as a network-flow sent through V from a source vertex s to a sink vertex t. We assign binary flow x ij ∈ Z 2 so that x ij = 1 if arc ij is in the path. The following two path constraints ensure the balance of inflow and outflow, and distinct arcs respectively:
x ij ∈ Z 2 ∀ij ∈ A.
We can easily represent the codon variants of a protein as st-paths in a multipartite chain. In this graph, fixed-length sequences of adjacent arcs connect fixed-length sequences of vertices between s and t in a directed acyclic graph (DAG). We can partition arcs based on their 3(k + 1)-mers' locations in the coding sequence such that arcs are only adjacent if they reside in adjacent partitions. With the multipartite chain, the CODON SCRAMBLING problem clearly becomes intractable for long sequences because graph size scales linearly with the length of the sequence. Notice that the repetitive protein coding sequence is composed of concatenated motifs. We exploit redundancy by constructing instead, a multipartite cycle digraph. In this graph, there are instead, r arc-partitions, where r is the number of residues in the repeated motif, a fraction of the protein length. The vertices in the end are connected to the vertices in the beginning by the last arc-partition (Fig. 1c) . Here, the following constraint must be employed to ensure a fixed path length:
where S is the last arc-partition and p is the number of motif repetitions. This constraint ensures that we return to the beginning of the motif exactly p − 1 times. In order to eliminate disjoint cycles from the set of feasible solutions, subtour elimination constraints must also be used. One such classic strategy, known as the Miller Tucker Zemlin (MTZ) subtour elimination constraints 42 , offers a concise MILP formulation of the N P-hard traveling salesman problem by introducing an extra variable u i for each intermediate vertex i ∈ V \ {s, t}, u i − u j + qx ij ≤ q − 1 ∀i = j ∈ V \ {s, t} , (S6a) 0 ≤ u i ≤ q − 1 ∀i ∈ V \ {s, t} ,
where q is the scalar number of vertices in a path. Briefly, u j ≥ u i + 1 when x ij = 1, forcing an ordering to all vertices that is infeasible in illegal cycles. The linear programming (LP) relaxation of the MTZ constraints is known to be weak 43 .
By taking advantage of the structure of the codon De Bruijn subgraphs, we introduce a modification of the MTZ constraints that give tighter upper-bounds on the u variables. In multipartite cycle graphs, every partition is a feedback arc set which contains one arc of every cycle in the graph. Because of this property, the feedback arc set is easily found and the following modified constraints can be used,
where S ⊆ A is the designated feedback arc set and p is the number of motif repetitions in the amino acid sequence. Here, MTZ constraints are only enforced at one partition because it is a feedback arc set. For all other arcs, u j ≥ u i when x ij = 1 so that the u value is maintained along arc ij. This modification replaces the number of vertices in a path q with the number of motif repetitions p. The scalar p always has a significantly smaller value and therefore offers a tighter upper-bound on u.
Theorem 2. Given a digraph G = (V, A) and a feedback arc set S ⊆ A, solutions to the set of constraints in (S4) and (S7) are acyclic st-paths in G.
Proof. The following proof closely follows the proof from MTZ 42 . Allow x ij to indicate whether arc ij is in the path of digraph G = (V, A). Suppose we have a cycle of n vertices V ⊆ V that contains m arcs from the feedback arc set S. Because S, when removed from the graph results in a DAG, any path that does not pass S is acyclic and therefore, m ≥ 1. If we sum inequalities (S7a) and (S7b) for all x ij = 1 on a path over V , 
which is a contradiction since m ≥ 1. Conversely, consider an acyclic path. When x ij = 0, u i − u j ≤ p − 1 always since u i ≤ p − 1 and u j ≥ 0. When x ij = 1, we can first choose u i = k where arcs from S have been visited k times to reach vertex i. If ij ∈ S, then u i − u j = −1 and inequality (S7a) is satisfied. If ij ∈ A\S, i = s, and j = t, then u i − u j = 0 and the inequality (S7b) is satisfied. Finally, with constraint (S4a), the outdegree of s is one, and the indegree of t is one. Because the path is acyclic and due to the constraints in (S4), arcs and vertices are distinct and connected in G. Therefore, solutions are valid st-paths.
Prior to optimization, it is necessary to choose the De Bruijn window length k to be sufficiently large. The codon-length k places an upper bound x on the nucleotide-length of substrings in U. We observe a rule applied to suffix trees 44 that can be applied here: if all substrings of length x do not repeat, all substrings of length y > x do not repeat. In other words, if x is chosen so this condition is satisfied, substrings of length y do not contribute to the objective value and can be properly omitted from U.
In the k-mer codon De Bruijn subgraph, each vertex traversal guarantees that a substring m ∈ U of length 3k is encountered. Notice that constraints (S7) ensure that vertices in paths are distinct. It is then reasonable to set x = 3k, where all substrings m ∈ U have length ≤ x. The condition that substrings of length x do not repeat can be most simply ensured with the set packing constraint,
for all m ∈ L where L ⊆ U is the subset of substrings of length 3k, and the parameter w m S is the nucleotide multiplicity of substring m in arc ij.
It is also clear that there is an advantage to choosing a small codon-length k: it has an exponential relationship with the cardinality of A. That is, the total number of arcs in the multipartite cycle graph is
where a ij is the number of redundant codons for the residue at position j for arc-partition i, and r is the number of residues in the motif. We calculate a minimum k in the annotated supplementary code. First, we define codon-diversity as the number of possible distinct synonymous DNA sequences for a given length, peptide subsequence and reading frame. Briefly, we find the minimum k for a coding sequence that satisfies the following condition: for each 3k-length reading frame of every distinct peptide subsequence, its codon-diversity must exceed its number of occurrences in the full peptide sequence. Otherwise, the codon-diversity is exhausted and 3k-mers must be repeated. Finally, we combine the constraints (S3, S4, S5, S7, and S10) in the final MILP formulation (Supplementary Table 1 ). Besides tandem-repetitive proteins, we also realize the case when motifs are repeated but interspersed. Here, given that peptide motifs are separated by non-repetitive segments, we can optimize the set of unconnected motifs. Briefly, we create the previously defined multipartite chain with r arc partitions, where r is the number of residues in the motif. Its MILP formulation is consistent with the standard case, except that constraint (S7) is unnecessary for a DAG, and constraint (S4) is modified so that instead of one unit of flow, multiple units are sent from source s to sink t. m ∈ U, ij ∈ A occurrences of substring m in arc ij [55,23,7,39,65,65;58,26,10,42,9,41;49,17,65,65,65,65;51,19,65,65,65,65;60,28,65,65,65,65;2,34,65,65,65,65;3,35,65,65,65,65;59,27,11,43,65,65;50,... 116 18,65,65,65,65;61,29,13,65,65,65;16,48,62,30,14,46;1,33,65,65,65,65;45,65,65,65,65,65;64,32,65,65,65,65;54,22,6,38,65,65;56,24,8,40,57,25;53,21,5,... 117 37,65,65;44,65,65,65,65,65;52,20,65,65,65,65;63,31,15,47,65,65;49,17,51,19,65,65;2,34,3,35,65,65;65,65,65,65,65,65;4,36,12,65,65,65;65,65,65,65 1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,0;1,1,1,1,2 2,2,3,3,3,3,4,4,4,4,1,1,1,1,2,2,2,2,3,3,3,3,4,4,4,4,1,1,1,1,2,2,2,2,3,3,3,3,4,4,4,4,1,1,1,1,2,2,2,2,3,3,3,3,4,4,4,4,0;1,1,1,1,1,1,1,1,1,1,1,1,1,. ..
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1,1,1,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, 3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,0;] [55,23,7,39,65,65;58,26,10,42,9,41;49,17,65,65,65,65;51,19,65,65,65,65;60,28,65,65,65,65;2,34,65,65,65,65;3,35,65,65,65,65;59,27,11,43,65,65;50,... 25 18,65,65,65,65;61,29,13,65,65,65;16,48,62,30,14,46;1,33,65,65,65,65;45,65,65,65,65,65;64,32,65,65,65,65;54,22,6,38,65,65;56,24,8,40,57,25;53,21,5,... 26 37,65,65;44,65,65,65,65,65;52,20,65,65,65,65;63,31,15,47,65,65;49,17,51,19,65,65;2,34,3,35,65,65;65,65,65,65,65,65;4,36,12,65,65,65;65,65,65,65,. .. ,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,1,2,3,4,0;1,1,1,1,2,... 29 2,2,2,3,3,3,3,4,4,4,4,1,1,1,1,2,2,2,2,3,3,3,3,4,4,4,4,1,1,1,1,2,2,2,2,3,3,3,3,4,4,4,4,1,1,1,1,2,2,2,2,3,3,3,3,4,4,4,4,0; 1,1,1,1,1,1,1,1,1,1,1,1,1,...
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1,1,1,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, 3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,0;] 
