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The nitrogen-vacancy (NV) center is a defect in the structure of diamond, roughly the
size of a single atom, that possesses properties that make it applicable to quantum
information processing, high-resolution magnetic resonance imaging, and probing bi-
ological systems. When an NV center is excited by green light of wavelength 523
nm, it emits red light of in the range from 600-800 nm tens of nanoseconds later.
A confocal microscope can be used to excite and collect emitted photons from NV
centers. By detecting the intensity of the emitted red photons, we can determine the
quantum state of a single NV center, which is needed to build various quantum com-
puting, sensing and imaging devices. The autocorrelation method is used to detect
antibunching in the emission of red photons and ascertain that the observed photons
are being emitted from a single NV center. We have built an autocorrelation device
that measures, with sub-nanosecond accuracy, the statistical distribution of the ar-
rival times of the red photons emitted from a diamond sample at a photon counter.
The device can measure fixed time values with a time resolution of 120 ps FWHM. For
uncorrelated sources measured for 120 seconds at the TAC full range of 100 ns, the
average counts in each histogram bin were about 0.01% of the predicted value. The
autocorrelation device that we have built costs about 10 times less than commercial
units used by other NV researchers.
Thesis Supervisor: Robbie Berg
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1.1 Motivation for studying quantum materials
In 1965-Gordon Moore-the co-founder of Intel, predicted the exponential growth in
the number of transistors composing integrated circuits [6]. Most of the transistors
used from 1965 to the present day are silicon based. However, due to technical rea-
sons including the increase in power dissipation and thermal noise (or fluctuations)
at smaller scales, the growth rate will inevitably start to decrease [7]. With Moore’s
law nearing its limit, researchers are venturing into the realm of quantum mechan-
ics to satisfy the ever increasing demand for faster information-processing systems.
Quantum devices draw attention because they use the laws of quantum mechanics
to build devices that can process information with speeds faster than any classical
devices can hope to achieve. Many research groups are devoting e↵ort into identifying
materials that possess properties favorable to building quantum devices, and testing
the suitability of the quantum systems for various applications such as computing,
imaging, and sensing.
This thesis project is part of the center for integrated quantum material’s (CIQM)
e↵ort to study various quantum materials and their applications. CIQM is a network
of institutions1 that studies di↵erent types of quantum materials for the purpose
of developing atom-scale electronics and photonics. The three main types of quan-
tum materials that are of interest to the CIQM are atomic layer materials (mainly
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Figure 1-1: Natural diamond particles illuminated by UV light. Each particle is
about 10 µm in diameter. Multicolored fluorescence arises from the various types of
impurities in the crystal lattice. Image adapted from [1].
graphene), topological insulators, and nitrogen vacancy (NV) centers in diamond.
1.2 The beginning of NV center research
Natural diamonds often have color centers, which are lattice defects that have a
unique absorption and emission spectra (Figure 1-1). Color centers are responsible
for the coloration of diamonds and thus gemologists have been studying them for
many decades [8]. Among the di↵erent color centers, the optical and magnetic prop-
erties of nitrogen vacancy (NV) centers have been intensively studied, because of
an impressive list of potential applications in various fields of science. The electron
paramagnetic resonance (EPR) detection from single NV centers in 1997 triggered
NV center research and studies [2, 9]. In 2005, Wrachtrup and Lukin discovered
properties in NV centers that are useful for storing quantum information. Since then,
the NV center became one of the leading candidates for developing quantum devices,
many research groups joined the e↵ort to study the properties and applications of
1Harvard University, Massachusetts Institute of Technology, Howard University, Boston Museum
of Science and several liberal arts colleges, including Wellesley College.
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NV centers [10].
1.3 NV centers for sensing and imaging
Diamond NV centers have unique physical and optical properties that make them
useful for various applications in physics and biology [8]. The low cytotoxicity2 of the
diamond host, the stable fluorescence of NV centers, and the resistance to chemical
degradation make NV centers excellent candidates for fluorescent biomarkers or bio-
logical sensors [11, 12, 13]. NV centers have been put in living human cells to act as
single spin probes to measure their location, orientation, and spin levels with great
precision3 [14]. Measuring magnetic fields at the nanometer scale can be performed
through optical detection of the NV center electron spin resonances. This technique
has the potential to detect magnetic fields with high magnetic sensitivity4 and spatial
resolution at temperatures ranging from 0-300 K [15]. Probes with NV centers can
also be used for high-resolution magnetic resonance imaging (MRI) at room temper-
atures, by measuring the Zeeman shift induced by the magnetic field of the sample
on the ground state spin levels of the NV centers [1].
1.4 NV centers as quantum devices
Quantum information processing (QIP) is an application of NV centers that has drawn
interest and motivated many research projects [9]. For certain important problems,
such as finding the prime factors of large numbers, QIP devices o↵er exponential
increases in processing power compared to classical computers. Classical systems
store information as two states, ‘o↵’ (represented by 0) and ‘on’ (represented by
1) using current flow in a transistor (Figure 1-2(a)). Quantum systems can store
information as a superposition of spin states, which is a linear combination of any
accessible spin state. A single unit of the information storing system is called a
2Toxicity to living cells.
31 degree precision at acquisition time of 89 ms [14].
4Detection of magnetic fields of structures at a single atom level.
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(a) Classical bit (b) Quantum bit
Figure 1-2: (a) Classical bits have two states: ‘on’ and ‘o↵’ represented by 0 and 1.
(b) Quantum bits have superposition states represented as a linear combination of
the two states. The two states, spin-up and spin-down, are represented by |1i and
|0i, respectively. The superposition state is represented by ↵|0i+  |1i.
“quantum-bit” or “qubit”, and qubits can serve as building blocks for a QIP system.
For a single spin 1/2 particle, the possible spin states are spin-up (represented by
|1i) and spin-down (represented by |0i). The superposition state is represented by
↵|0i+  |1i, where ↵ and   are numbers that give information about the probability
of the system being in a particular state (Figure 1-2(b)). Specifically, the probability
of being in state |0i is |↵|2 and the probability of being in state |1i is | |2. For N bits,
the classical computer can store 2N di↵erent states while a quantum computer can
store (↵|0i+ |1i)N di↵erent states. For instance, consider a system of two bits/qubits
(N=2). The number of possible states for a classical system would be 22 = 4, and
the possible states are: (1,1), (0,1), (1,0), and (0, 0). For a quantum system, the
possible states are represented as: a|1 1i+ b|1 0i+ c|0 1i+ d|0 0i, where a, b, c, and
d are any coe cients that satisfy the condition |a|2+ |b|2+ |c|2+ |d|2 = 1. Therefore,
the number of possible states in a quantum bit is larger than the number of possible
states in a classical bit, giving quantum bits an advantage in storing large amounts
of information.
A quantum information processor must be able to take information in through an
input, store and process the information within a single quantum mechanical system,
and transfer it to a di↵erent system. Therefore, the state of each unit must be
individually controllable and readable. However, attaining controllability is a di cult
task due to the fickleness of entangled quantum mechanical states and the small size
22
of the system. The control mechanism must be able to accurately set the state of the
system without disturbing other systems, which are normally about 50 nm away for
current test devices [16]. This can be di cult to achieve because a spin state of a
quantum mechanical system is very sensitive to the environment. An e cient system
must be scalable, meaning that increasing the size, or the computing power, of the
system must not require an exponential increase in resources [16]. Lastly, the electron
spin state of a quantum storage device must be isolated from the environment in order
to maintain the spin state until the information is accessed and processed. Coherence
time is a measure of how long it takes for a particular spin state to go out of phase,
and in order to e ciently process information and minimize loss, it is advantageous
for QIP systems to have long coherence times.
Diamond NV centers show great promise for serving as qubits because they are
atom-like systems whose electronic spin state can be used to store quantum infor-
mation. Isolated atoms show great controllability because their electronic states can
be manipulated optically or with microwaves and radio frequency fields, but it can
be di cult to build bigger systems [1]. Solid state systems such as semiconductor
quantum dots, can trap multiple charges that are close enough to interact with each
other [1]. Therefore, they are scalable and allow fast simultaneous control of multiple
systems, but due to the sheer number and proximity of the systems, coupling with
the environment and nearby systems can become an issue [17]. Atom-like impuri-
ties on a crystal, such as diamond NV centers, resemble a single atom trapped in a
crystal lattice and thus have the advantages of both isolated atoms and solid state
systems. The impurities are often doped into a pure crystal, and their location and
amount is precisely controlled. The electronic spin state of an NV center can be set
by optical resonance, and the status of electronic spin state is read from a photon
emitted from a single NV center. The emitted photons can also be used as a signal
carrier to transport quantum information to nearby devices.
The physical properties of the diamond’s carbon lattice makes NV centers scal-
able and allows the spin state to be maintained for several milliseconds at room
temperature. Isolated NV centers placed in a near spin-free diamond lattice5 at room
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temperature have a coherence time of 1.8 ms [18, 19]. This is about five orders of
magnitude greater than the coherence time of spins in gallium arsenide, which can
be used to make self-assembled quantum dots 6 [16]. The long coherence time of NV
centers allows millions of subnanosecond quantum control operations before the spin
state of the NV center decays [20].
For accurate processing of information, a spin state of a single system must be
controllable and the system must also have a very stable photonic state [21]. Studies
show that diamond NV centers are capable of both. Having a stable single photon
source is important for use in both quantum cryptography and quantum computing
because the emitted photon carries information about the spin state of the system,
and this information should be reliably delivered to a nearby system or an observer.
The laws of quantum mechanics say that an entangled state of a single quantum me-
chanical system cannot be measured without collapsing the wavefunction. Therefore,
having single photon source prevents leakage, duplication, and corruption of infor-
mation that is being carried by the photon [22]. According to previous studies, NV
centers have several optical properties that make them an exceptional stable single
photon source that can reliably produce a single photon on demand [12, 23, 24, 25].
First, NV centers do not photobleach, meaning that the fluorescence level remains
unchanged after several hours of continuous laser irradiation at the saturation laser
power7 [24]. Next, photons released from a single NV center exhibit antibunching,
meaning that no more than one photon is released during the excited state lifetime
of the NV center. Antibunching provides a clear indication that the NV center serves
as a single quantum emitter [25].
The confocal microscope can be used to optically excite the electrons in the NV
center and detect the emitted photons. The confocal microscope serves as the primary
component of the experimental setup for studies that involve high resolution imaging,
and most studies that involve optical excitation and detection of NV centers use the
5The most common isotope of diamond, 12C, is 98.9% nuclear spin free [18].
6A nanocrystal made out of semiconductor material that exhibits quantum mechanical properties.
7Saturation is when the absorption/emission ratio becomes zero, and saturation laser power is the
laser power required to reach saturation. Saturation power depends on the lifetime of the photons
in the system of interest.
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confocal microscope. The volume of a single NV center is only about 1µm3, and due
to the unique structural properties of the confocal microscope, it possesses the ability
to focus light onto a small volume and only excite the electrons within a single NV
center.
1.5 Goals for this study
Due to the finite lifetime of an electron in the excited state, a single quantum emitter
cannot produce two photons simultaneously. The autocorrelation function measures
the probability of counting two photons within a time period ⌧ . For a single quantum
emitter, we expect the autocorrelation function to reach zero as the time interval ⌧
reaches a value much smaller than the lifetime of the excited state, indicating that
there is a vanishing probability of counting two photons at the same time. The NV
centers show antibunching properties, which means that the autocorrelation function
can be used to determine whether the photons emitted from NV centers arise from a
single quantum emitter.
In this study, we focus on constructing an autocorrelation device using a microcon-
troller, analog-to-digital converter (ADC), and a time-to-amplitude converter (TAC)
to measure and digitize the time di↵erence between photon counts in the two photon
counters. Instead of purchasing a commercial unit such as the PicoQuant TimeHarp
200, the device is custom-designed and home-built using di↵erent circuit components,
tested using a pulse generator that mimics the emission pulses from an NV center,
and is finally built onto a print circuit board and attached to the microcontroller. An-
alyzing the data using the autocorrelation function will allow us to determine whether
the observed fluorescence is emitted from a single NV center.
The thesis will be organized as follows: Chapter 2 explains the properties of NV
centers and how these properties are useful for various applications. The confocal
microscope setup is briefly explained in Chapter 3. Chapter 4 provides background
information about the importance of isolating single emitters and details the theory
behind the autocorrelation function, and Chapter 5 introduces the experimental setup
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and the methods for the autocorrelation device. Chapter 6 presents the results and
Chapter 7 summarizes the work up to date discusses future studies.
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Chapter 2
Properties of NV centers in
diamond
2.1 Overview
Diamond’s unique physical, optical and electronic properties are one of the reasons
why diamond NV centers have emerged as an excellent candidate for applications in
quantum computing, imaging and sensing. The physical and electronic properties of
diamond allow NV centers to coherently maintain their spin states for long times.
Electronic and optical properties allow reading and control of individual spin states.
This chapter explains the types and structure of NV centers and the various
techniques used to synthesize them. It also provides information about the physical,
electronic and optical properties and how they are useful for applications, mainly for
building quantum information processors.
2.2 Physical structure and types of NV centers
A pure diamond is a face-centered cubic (FCC), with 8 atoms of carbon per unit
cell (Figure 2-1(a) and Figure 2-2(a)). The carbon atoms are bonded together in a
tetrahedral configuration. Each unit cell serves as a building block for the diamond
2Lone pair is a pair of valence electrons that do not bond with other atoms.
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(a) Unit cell of diamond (b) Model of the diamond lattice
Figure 2-1: (a) A face-centered cubic diamond unit cell. Each unit cell contains 8
carbon atoms. The black circles represent atoms on the corners of the cell. Blue
circles represent atoms on the sides of the cell, and orange circles represent atoms








(b) N-V center in diamond crystal
Figure 2-2: (a) Diagram of a pure diamond crystalline structure. The cubic structure
represents a single unit cell. (b) Diagram of a diamond NV center. ‘N’ indicates
a nitrogen atom and ‘V’ indicates a vacancy. The line connecting nitrogen and the
vacancy indicates the presence of a lone pair2 of electrons.
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crystalline lattice (Figure 2-1). An NV center is a defect in the structure of diamond,
with one carbon atom replaced by a nitrogen and an adjacent carbon atom replaced
by a vacancy (Figure 2-2(b)). Because the vacancy replaces a carbon atom, the bonds
that would have connected the carbon to neighboring carbon atoms become dangling
bonds3, and the electrons in the dangling bonds contribute to the total number of
electrons in the NV center. The physical structure and its symmetry determine the
optical properties of the NV center, and this will be further explained in Section 2.5
on electronic structure and optical properties of NV centers.
There are two di↵erent charge states in NV centers, NV 0 and NV  1. The NV  1 is
dominant in natural diamond4. The prevalence of NV  1 in natural type Ib diamond5
is most likely because the nitrogen is an electron donor that donates electrons to the
vacancy, giving it a negative charge [28].
The neutrally charged NV 0 comprises 5 electrons and has an S = 12 ground state
and S = 32 excited state. The S =
1
2 ground state of NV
0 has not been detected by
electron paramagnetic spin resonance (EPR), possibly due to the Jahn-Teller distor-
tion6 that broadens the EPR lines [29]. The NV  1 has a total of 6 electrons: three
electrons coming from dangling bonds of the three carbons neighboring the vacancy,
two electrons from the nitrogen, and one electron captured from the lattice [8]. The
paramagnetic ground state of the NV  1 makes it accessible by EPR [2]. Therefore,
most studies of NV centers focus on the negatively charged NV  1, and the NV centers
discussed in this paper will refer to NV  1.
2.3 Synthesis of diamonds and NV centers
Due to the prevalence of nitrogen gas in the atmosphere, NV centers are found in de-
tectable concentrations in most natural diamonds. The NV centers can also be formed
in synthetic diamonds by introducing N2 gas during the synthesis process, and the
3Bonds in lattice with unfilled valance.
4In fact, the ratio of absorption lines associated with NV 0 to NV  1 is close to zero [26].
5Type Ib diamonds contain about 500 ppm nitrogen impurities [27].
6Jahn-Teller distortion states that a non-linear molecular system with degenerate electronic en-
ergy levels will undergo distortion to remove the degeneracy [30].
29
density of NV centers vary as the concentration of N2 gas changes. Diamonds are
created synthetically using two main techniques: the chemical vapor deposition tech-
nique (CVD), and the high-temperature, high-pressure (HTHP) synthesis technique.
The CVD technique uses plasma and methane (CH4) gas to deposit a thin layer of
carbon atoms onto a substrate. By controlling the exposure to N2 gas during the
CVD process, the concentration of NV centers can be varied [31]. HTHP synthesis
exposes a piece of charcoal to extremely high pressure and temperature and mimics
the natural diamond formation process. Both processes can control the density of im-
purities (or NV centers) in the diamond lattice [32, 9, 33]. The irradiation technique
bombards the diamond sample using beams of electrons, neutrons, ions, or electro-
magnetic rays and can give more control over the location of the NV center [29, 33].
Element 6 is a company that specializes in making synthetic diamonds using both
CVD and HTHP synthesis techniques. Many of the NV center studies are performed
on diamonds synthesized by Element 6.
2.4 Physical properties
As mentioned in Section 2.2, pure diamond crystal structure is composed of tetrahe-
drally bonded carbon atoms. Due to the tetrahedral structure and strong covalent
bonds, diamond is one of the hardest materials known and thus does not corrode
easily. This is useful for building sturdy quantum devices or using it as a probe for
biological systems. The strong bonds also allow a spin state to be maintained longer,
which is useful for storing and processing quantum information7. Diamonds also have
high thermal conductivity, which suggests that they can be used to build devices that
do not easily overheat [34]. In addition, diamonds have a large band gap between
the valence and conduction band [35]. This is an important property because a high
energy (5.48 eV) is required to excite the electrons in the diamond lattice to the
conduction band, meaning that the optical excitation of the NV center will not not
likely a↵ect the electronic state of the lattice.
7An explanation to follow in upcoming paragraphs.
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Physical properties of diamond allow NV centers to have coherence times of sev-
eral milliseconds at room temperature. The coherence time can be measured using
electron spin resonance (ESR) by applying a ⇡2 pulse to the NV center sample to flip
the orientation of the dipole moment and measuring the free induction decay time8,
often denoted as T ⇤2 [18]. The decaying process is often called ‘decohering’ and is
caused by inhomogenous broadening from the spin environment [36]. Consequently,
‘disturbances’ from the environment must be minimized in order to have long coher-
ence times, and the amount of disturbances depends on the intrinsic property of the
material.
Diamonds have a high Debye temperature, which indicates that the disturbances
caused by the vibration of the lattice is small even at room temperature [37]. The
Debye model of solids treats the vibration of the lattice as quantum harmonic oscil-
lators, and the quantized energies associated with the vibration are called phonons.
Debye solids have a maximum allowed frequency (the cuto↵ frequency) of vibration,
and the cuto↵ frequency can be estimated as ⇠ pk/m. For a solid, the value k
represents the ‘sti↵ness’ of the bonds, and since diamond has strong covalent bonds,
it has a high value of k and thus a high cuto↵ frequency. Minimizing the vibrations
of the lattice requires minimizing the average energy, which can be done by making
the temperature small or the frequency large9. Since diamonds have a high cuto↵
frequency, the vibrational energy is low even at room temperatures, leading to a long
coherence time. The coherence time of an NV center in a spin-free substrate is mea-
sured to be 1.8 ms at room temperature [18]. Having a long coherence time at room
temperatures is useful for building quantum devices, because operating a device at
cryogenic temperatures is impractical [38].
8The free induction decay signal is measured as a di↵erence between the reference signal and the
signal from the sample.





Figure 2-3: Representation of the C3v symmetry of diamond NV centers. As shown
in the figure, the NV center is symmetric with respect to 120 degree rotations about
the z-axis. This symmetry relation holds for any other vertical axis along one of the
bonds.
2.5 Electronic structure and optical properties
There are optical properties presented by the nitrogen impurity that are useful for
applications as biomarkers, quantum computers, quantum cryptography, and highly
sensitive magnetometers [8]. NV centers have the ability to produce single photons
on demand and have good photostability. Also, the the ground state spin of the
NV center can be controlled using visible light in tandem with microwave radiation.
Furthermore, the presence of a metastable electronic state provides a mechanism
to optically read a single spin, which is nearly impossible to do through magnetic
measurements because the magnetic field associated with a single spin is very weak.
As shown in Figure 2-3, the nitrogen, the vacancy, and the three neighboring
carbons have C3v symmetry10, and the symmetry operation includes a
2⇡
3 rotation
about the vertical symmetry axis [33]. The C3v symmetry has associated operations
such as rotations and reflections, and the transformations under these operations can
give information about the allowed and forbidden electronic states11 [39].
10Group theory notation that defines the symmetry operations.
11Understanding of group theory is required to explain the underlying theory.
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Figure 2-4: Energy levels of ground state (3A2), excited state (3E), and the metastable
state (1A) of the NV center. The sublevels of the ground state and excited state are
represented as ms = 0,±1. Optical excitation occurs at 532 nm and relaxation occurs
at 637 nm. Microwave radiation can be used to excite electrons in the ground state
ms = 0 level to the ms = ±1 level.
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Figure 2-5: Fluorescence spectrum of a single NV center. The zero phonon line (ZPL)
has a wavelength of 637 nm (or 1.945 ev). Image adapted from [2].
Experiments show that the ground state of the NV center is an S=1 spin triplet
state, and is often represented as 3A2 [40, 41]. The superscript represents the triplet
spin state andA2 represents the symmetry. The triplet state is then split into sublevels
ms = 0,±1 due to the orbit-orbit coupling (Figure 2-4). The ms = ±1 states are
degenerate and lie higher in energy than the ms = 0 state by 2.87 GHz, as shown in
Figure 2-4. The degeneracy of the ms = ±1 states can be removed through Zeeman
splitting by applying an external magnetic field or through spin-spin interaction [8,
39].
The optical selection rule determined for a electric dipole transition shows that
the allowed exited state is a triplet state of symmetry 3E [33]. The spin-conserving
transition from3A2 to 3E has a zero phonon line (ZPL) of 637 nm, or 1.945 eV [26].
The zero phonon line is the excitation/relaxation wavelength that is not phonon
assisted. In other words, it is the transition wavelength for which no energy is lost
to the vibrational motion of the lattice. As represented in Figure 2-4, when the
NV center is excited with light of wavelength shorter than the ZPL, the vibronic
states are excited and relax into one of the electronic excited states. Then the NV
center fluoresces as it is relaxed into the ground state. The NV centers show strong
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absorption of green light at 532 nm, an emission of red light with a zero phonon line at
637 nm, and a broad phonon assisted band at longer wavelengths (Figure 2-5). Bulk
NV centers have an excitation lifetime of 11.6 ns [42]. NV center in single nanocrystal
has a lifetime of 25 ns [22]. The excitation and detection of emitted fluorescence is
performed using a confocal microscope. The mechanism and current setup of the
confocal microscope will be introduced in Chapter 3.
There is also a spin singlet metastable state, A1, and electrons in the excited state
often cross over to this state via intersystem crossing. The presence of a metastable
state allows single-spin readout. For applications of NV centers in quantum informa-
tion processing, manipulation of the two-level state must occur within the coherence
time to minimize error in processing [43]. The coherent manipulation of the states
is performed using a field with frequency that is resonant with the energy di↵erence
between the levels of interest. The ground spin manipulation from the ms = 0 state
to the the ms = ±1 state can be achieved with microwave resonance excitation [44].
The electrons that decay from thems = ±1 level of the excited state can end up in the
metastable state, and this process is called ‘shelving’. Because the metastable state is
long-lived compared to the spin-conserving transitions, the presence of a metastable
state causes the emission intensity to be lower [22, 45]. The ms = 0 state is populated
as the electrons in the metastable state relaxes into the ground state, so the ms = 0
state tends to be more populated than the ms = ±1 state. Therefore, the electrons
excited from the ms = ±1 state have a weaker flourescence [46]. The fluorescence
intensity resulting from the 3E (ms = ±1) to 1A to 3A2 (ms = 0) transition therefore
is proportional to the population of the ms = 0 state, and the di↵erent intensities of






A confocal microscope is used to focus a point-like excitation source onto a di↵raction
limited, small volume (⇠ µm3) of the sample and to collect the fluorescence resulting
from the excitation. Due to its ability to focus excitation source onto a small volume
of the sample, the confocal microscope is widely used in biology to image cells or
tissues that have been labeled with fluorescent markers. Nitrogen vacancy centers are
excited by green light of wavelength 532 nm and and emit red light over a range of
wavelengths (Figure 2-5). Optical controllability is one of the attractive properties of
NV centers for di↵erent applications. Due to its ability to focus excitation source onto
a small volume, the confocal microscope provides the mechanism to excite and collect
the fluorescence of a single NV center. By monitoring the fluorescence intensity as the
excitation region is scanned through the sample, an image showing the location of the
NV centers can be constructed. A picture of the current confocal microscope setup
is shown in Figure 3-1. Test images viewed under the current confocal microscope
setup are shown in Figure 3-2, and an image of diamond NV center samples is shown
in Figure 3-3.
The confocal microscope di↵ers from a traditional microscope because it blocks
light emitted from parts of the sample that do not lie in the plane-of-interest and
allows collection of light only from a small volume around the point of interest [47].
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Figure 3-1: Picture of the confocal microscope setup in its current state.
Figure 3-2: An image of the chrome-on-glass test pattern viewed with the confocal
microscope. The confocal microscope is able to resolve images that are 4 microns
(µm) apart.
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Figure 3-4: Model of the traditional microscope. Both the focused(in green) and out
of focus (orange) beams reach the detector and the image is generated from multiple






Figure 3-5: Model of the confocal microscope. The pinhole blocks any beams that
focus before (in green) or after (in navy) the pinhole and only passes the beam that
focuses on the pinhole (in orange). The detector only detects light that focuses on
the pinhole. In this depiction, the image is focused on the pinhole and not on the
detector. To get a focused image on the detector, a lens is needed in between the
pinhole and the detector.
Traditional microscopes simultaneously illuminate the sample at a range of depths
and collect the emitted light from those depths to construct an image (Figure 3-4).
Thus the image is a collection in-focus and out-of-focus images, and it is impossible
to detect emissions from a specific point of a particular depth. For the purpose
of studying photon emission from single NV centers, it is important to block stray
light from other sources and only obtain photon counts from single NV centers, so
traditional microscopes are unsuitable. On the other hand, the confocal microscope
has a pinhole that blocks light from other depths of the sample (Figure 3-5). Light
rays that focus before or after the pinhole are blocked, and therefore the resulting
image is from a single depth in the sample and is said to be confocal [48]. The confocal
microscope can be used to probe a smaller volume of the sample than a traditional
microscope can, and generates a clear and more focused image, which is useful for
studying atom-sized NV centers. Our home-built confocal microscope setup used for
this study can focus volumes of 1 µm3 and this ability to excite electrons in a small
volume allows the study of single NV centers, reduces the e↵ect of the background





c f = 20 cm lens
d mirror
e mirror
f f = 5 cm lens
g f = 10 cm lens
h mirror
i galvo mirror
j f = 15 cm lens






q f = 10 cm lens
r CCD camera
s optical fiber coupler
Table 3.1: Components of the confocal microscope. Refer to figure 3-6
3.2 Setup
A schematic of the confocal microscope is shown in Figure 3-6. A green diode-
pumped YAG laser of wavelength 532 nm (labeled (a) in Figure 3-6) is used to excite
the sample, but before it can be focused on a volume of the sample, it needs to go
through a series of lenses and mirrors (labeled (b)-(h), (j), (k), (n)). The purpose
of these optics is to collimate and focus light into the microscope objective (labeled
(l)) and collect the emitted light. There is also a galvo mirror (labeled (i)) that
controls the lateral (x-y) position of the laser on the sample by changing the incident
angle of the beam into the objective. The angle of the galvo mirror can be controlled
with MATLAB, and the galvo mirror is used to raster the probe beam in the x-y
plane across the sample. The sample is placed onto the low fluorescence microscope
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Figure 3-6: A schematic of the confocal microscope setup. All of the parts are labeled
and listed in table 3.1. The green lines represent green laser beams and red lines
represent red beams. Figure modified from [3].
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coverslip to minimize unwanted background fluorescence and mounted on the sample
mount (labeled (m)). The light emitted from the sample follows its incident path back
until it reaches the dichroic mirror (labeled (n)). The dichroic mirror only transmits
red light and reflects green light, and transmits the red fluorescence collected from
the sample through a long pass filter (labeled (o)), which further filters out the green
light. The CCD camera1 (labeled (r)) can be used to view the mounted sample and
can serve as a guidance for aligning the optics and positioning the sample. On the
detection side, the light is coupled into an optical fiber which acts as the pinhole
aperture (labeled (s)) [3]. The optical fiber contains a pigtail splice which directs
incident photons, with 50-50 probability, onto one of two photon counting avalanche
photodiodes and then through photon counters and reaches the autocorrelation setup.
The detection and autocorrelation setup will be described in detail in the upcoming
chapter.
1Charged-coupled device (CCD) generates electrical charge from incident photons and converts






A single quantum emitter is only capable of emitting one photon at a time, and
must undergo a full excitation, emission, re-excitation cycle before emitting another
photon [22]. The time between emissions is limited by the lifetime of the excited
particle. For electrons in the NV center, the lifetime ranges from 10 to 25 ns. In
those instances in which the fluorescence photons detected by the confocal microscope
are being emitting from a single emitter, the probability that two successive photons
arrive at a detector separated by time delay ⌧ should approach zero as ⌧ approaches
zero. The autocorrelation function serves as a means to quantitatively determine if the
observed photon emission results from a single source. Diamond NV centers exhibit
antibunching properties, which suggest that they can reliably produce one photon at
a time [23]. The ability to emit single photons is favorable for applications that rely
on secure and reliable transmission of data, such as quantum computing and quantum
cryptography. This chapter discusses the importance of having a single photon source
and its potential applications in quantum information processing. Specifically, it
emphasizes the ability for diamond NV centers to serve as a single photon source.
Lastly, it details the theory behind the autocorrelation function.
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Figure 4-1: Top: Second order correlation function of photons emitted from a single
emitter. Antibunching observed at ⌧ = 0, as indicated by the near-zero second order
correlation function. (b) Second order correlation function of photons observed from
multiple emitters. Bunching observed at ⌧ = 0, indicated by the increasing second
order correlation function. Figure adapted from [4].
4.2 Importance of single quantum emitters
Because photons emitted by NV centers carry information about the spin state of the
system, a secure transmission of data from one system to another requires a method
to ensure that the photon is originating from a single quantum emitter, and that only
one photon is being emitted at a time. The laws of quantum mechanics state that a
measurement cannot be made without perturbing the system and so the duplication
of a single unknown quantum state is impossible [49]. This is called the ‘no-cloning
theorem’, and serves as a cornerstone for quantum cryptography [50]. Therefore,
having a single quantum emitter prevents eavesdropping and duplication of the in-
formation carried by the emitted photon. This property is important for applications
in quantum cryptography and quantum computing. The photons emitted from a sin-
gle NV center are stable and show antibunching behavior. Consequently, statistical
tests can be performed on the photons detected through the confocal microscope to
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determine whether the detected photons are emitted from a single center.
4.3 Single photon emission and antibunching
Photons emitted by a single quantum system exhibit a nonclassical phenomenon
called photon antibunching. Electrons in a quantum system require a finite time to
cycle between ground states and excited states, thus a single quantum emitter cannot
emit two photons at the same time [51]. The correlation, or the rate at which two
events occur within a certain time frame, between photons emitted from single sources
decreases near ⌧ = 0, where ⌧ is the time di↵erence between successive photons. On
the other hand, photons from multiple sources show bunching behavior, and the
correlation increases near ⌧ = 0. Figure 4-1 (Bottom) shows bunching behavior
observed from photons emitted by sources that can emit multiple photons at a time.
Examples of these sources include coherent light and Gaussian light [52]. Figure 4-1
(Top) shows antibunching behavior observed from a single photon source, as indicated
by the near-zero second order correlation function1 at ⌧ = 0.
The phenomenon of antibunching was first theorized and experimentally observed
by Kimble, Dagenais, and Mandel in 1970s through pioneering experiments per-
formed on sodium atoms [53]. Antibunching was also observed on single ions a
decade later [54]. More recently, single photon experiments have been performed for
more practical use. For instance, experiments show that single molecules trapped in
solid, atom-like systems such as self-assembled InAs quantum dots, and semiconduc-
tor nanocrystals such as diamond nanocrystals, show potential for being good single
photon sources as well as good media for storing quantum information [23, 52, 55].
4.4 NV centers as single photon sources
As mentioned previously, a single quantum emitter cannot emit more than one pho-
ton at a time, which leads to antibunching in the photon statistics of the fluorescence
1Further explained in Section 4.6.
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light [52]. NV centers show antibunching properties and stable fluorescence levels,
even under continuous laser excitation, which make it easier to perform photon statis-
tics on the emitted light [12, 24, 25]. In 2000, Brouri et al. showed that single NV
centers in bulk diamond have antibunching properties at room temperature and a life
time of 11.6 ns [12]. Two years later, Beveratos et al. showed that single diamond
nanocrystals, which are more practical for applications that require a placement of the
NV center in a small volume, also show antibunching properties at room temperature,
with a life time of 25 ns.
In order to observe photons from NV centers, the confocal microscope can be used
to focus light onto 1 µm3 of the sample, thereby exciting electrons in a small volume,
and reducing the contribution of background light [23]. The emitted photons are
then measured with a photon counter, such as an avalanche photodiode (APD). The
maximum rate of photons emitted by an NV center depends on several parameters:
the relaxation rate from the metastable state to the ground state, the decay rate
from the excited state, the decay rate from the excited state to the metastable state,
and the fluorescence quantum yield2, which is defined as the ratio of the number of
photons emitted to the number of photons absorbed.
For a single NV center, the maximum possible photon count rate, Imax is around
105 photons per second, assuming a fluorescence quantum yield of  F = 0.01 [9].
However, the typical emission rate from NV centers are only around 20 kHz due to a
lower fluorescence quantum yield.
Single photon detectors require a ‘recovery time’ (also known as the dead time) in
between counts. The dead time for most photon counters is normally tens of nanosec-
onds, which is comparable to the lifetime of the excited state in the NV center. This
poses a problem when performing photon statistics, because it makes it impossible to
verify whether two photons are counted at the same time. In 1956, Hanbury Brown
and R. Q. Twiss developed a technique to circumvent this issue [56]. Commonly re-
ferred to as the Hanbury Brown and Twiss configuration (also known as the intensity
interferometer), the technique equally divides the number of emitted photons, and
counts the photons on each end of the beam splitter using two single photon detec-
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(a) Diamond nanocrystal without spin coating (b) Diamond nanocrystal with spin coating
with PVA
Figure 4-2: (a) Image of a 0.1 wt % solution of diamond nanocrystals in water observed
under the commercial confocal microscope (Leica) without spin coating. The bunched
red fluorescence in the shape of a ‘co↵ee ring’ represents the emission from diamond
nanocrystals. (b) Image of 0.01% wt solution of diamond nanocrystals in water
spin coated with 1% wt PVA solution in water, viewed under a commercial confocal
microscope.
tors, such as avalanche photodiodes3 (APD). A time-to-amplitude converter (TAC)
measures the time di↵erence between the photon arrival times in each arm measured
by the two APDs. A histogram of the time delay can determine whether the observed
photon is emitted from a single NV center. The theory behind the statistics will be
detailed in Section 4.6.
4.5 Isolation of single NV centers
In order to detect emission from single NV centers, the density of NV centers in the
sample should be kept low to minimize background noise from neighboring NV cen-
ters. The limiting factor is the spatial resolution of the confocal microscope, which
is about 1 µm for our home-built confocal microscope setup. The density of NV cen-
ters in bulk synthetic diamond depends on the amount of exposure to nitrogen gas
3Chapter 5 will provide a detailed explanation of the experimental setup.
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during synthesis. Typically, bulk diamonds used for NV center studies are type Ib
diamonds, which have 500 ppm nitrogen impurities. However, the distance between
NV centers in type Ib diamonds can be too close for out home-built confocal mi-
croscope to resolve. Therefore, high purity diamonds synthesized using the chemical
vapor deposition technique (CVD) is used as a bulk diamond sample for this study.
Another option is to use diamond nanocrystals that contain a single NV center.
To use diamond nanocrystals as a sample, special attention goes into evenly dispers-
ing the nanocrystals so they are not bunched together as shown in Figure 4-2(a).
The spin-coating technique evenly disperses the nanocrystals and coats them onto a
glass slide, facilitating the isolation of a single NV center. A polymer solution, such
as Polyvinyl alcohol (PVA) or Polyvinylpyrrolidone, coats the substrate and keeps
the nanocrystals in place by forming thin films during the spin-coating process [23].
Through many di↵erent spin coating trials with multiple concentrations of diamond
nanocrystal solutions and PVA solutions, the optimum concentration of diamond
nanocrystals was determined to be 0.01%, and the optimum concentration of PVA
was determined to be 1%. Figure 4-2(b) shows an image of a 0.01% wt diamond
nanocrystal solution spin coated with 1% PVA, viewed under the Leica commercial
confocal microscope, borrowed from the Wellesley College Biology department.
4.6 Photon statistics and the autocorrelation func-
tion
Since single quantum emitters are incapable of emitting more than one photon at a
time, constructing a histogram of the time delay ⌧ between two photons and eval-
uating the probability of observing two photons at time delay ⌧ = 0 should give
information about whether our sample is indeed a single quantum emitter.
If the count rates on the photon detectors are too high, the time-to-amplitude
converter (TAC) can experience problems distinguishing the ‘START’ and the ‘STOP’
pulses when measuring the time di↵erence. Thus, the count rates on the photon
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detectors must be su ciently low for the Hanbury Brown-Twiss setup to work without
complications. The count rates from NV centers are typically about 20 kHz, which
corresponds to a time delay of 50 µs between successive pulses. If the full range
time setting on the TAC is set to be su ciently less than this value, the valid event
rate within the time window will be low so that high photon count rates should not
become an issue. The statistics presented in Sections 4.6.1 and 4.6.2 assume that
the average time between the pulses is large compared to the TAC full range.
For multiple photon sources emitting large amount of photons, Poisson statistics
are used to calculate the valid count rate within a given window of time. For a single
photon source whose photon shows antibunching properties, photons are emitted at
more regular intervals and are explained using sub-Poisson statistics4. To derive the
autocorrelation function, the raw correlation data is normalized to that of a Poisson
source. The derivation for the Poisson source correlation function is explained in
Section 4.6.1, and the autocorrelation function is presented in Section 4.6.2.
4.6.1 Poisson statistics for many uncorrelated photon sources
The Poisson distribution describes the probability of a number of events occurring





where k = 0, 1, 2, 3, . . . is the number of counts observed during the time interval
dt, and   is the average count rate from coming from an uncorrelated source. As
mentioned previously, the ‘time window’ setting on the TAC for this study is about
100 ns, and the typical count rate is ⇠ 104 counts/second, which corresponds to
  = 104s 1 and dt = 10 7s. Therefore, we can make the following assumption:
e  dt ⇡ 1   dt ⇡ 1 (4.2)
4Distribution in which the variance is less than the that of a Poisson source.
51
To find the probability of observing a second photon after observation of the first
photon, we can set the value of k to 1, and the expression for the probability reduces
to:
P (k = 1) =  dt (4.3)
In other words, the probability of measuring the second photon (or the ‘stop’ pulse)
within the time bin dt is defined as a product of the average count rate,  , and the
width of the time bin, dt. This expression can be re-written as:
P (k = 1) = w ·N (4.4)
where w is the width of the time bin (equivalent to dt), and N is the average count
rate (equivalent to  ). For two events with rates N1 and N2, the rate at which the
first and the second event occurs within the time window w is defined as:
cPoisson = N1N2wT (4.5)
The normalized coincidence rate CcwN for a single emitter source is the raw coinci-








T is the total time of the measurement, and w is the width of the histogram time
bin. Assuming that the background light does not have an e↵ect, the autocorrelation
function g(2)(⌧) is simply:
g(2)(⌧) = CcwN (4.7)
Taking the background light into account, we can define the autocorrelation func-
tion g(2) as:
g(2)(⌧) =
[CcwN (⌧)  (1  ⇢2)]
⇢2
(4.8)
The symbol ⇢ is defined as the signal fraction ⇢ = (S)/(S +B) [24].
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Figure 4-3: Second order correlation function g(2)(⌧) of a single emitter plotted as a
function of the time delay, ⌧ . Image from [5].
4.6.2 Photon statistics for single emitters
A typical plot of the second order correlation function of a single emitter looks like
Figure 4-3. In order to see both sides of the ‘dip’ in the g(2) function at ⌧ = 0, a
fixed time delay is introduced in one of the ‘start’ or ‘stop’ pulses on the TAC. For
example, a if a delay of 25 ns was introduced in the ‘stop’ pulse, a TAC reading of 25
ns will actually correspond to zero time delay, a reading of 25 ns will correspond to
and a reading of 0 ns will correspond to a time delay of -25 ns. Therefore, both sides
of the ‘dip’ is visible on the g(2) plot. The width of the dip roughly corresponds to
the lifetime of the single emitter, because two photons cannot be emitted within the
lifetime.
Classical emitters have an autocorrelation function value of g(2)(0)   1. A two-
photon state will have a g(2)(0) value of 1/2 since there is equal probability of pho-
tons going into the same detector and photons going into separate detectors. For
su ciently low count rates, the probability of measuring two photons from a single
quantum emitter at ⌧ = 0 should go to zero. In other words, g(2)(0) ! 0. Normally
however, the time resolution (or the ‘jitter’) of the APD prevents us from observing
g(2)(0) = 0 so emissions that have a g(2)(0) value below 1/2 are considered to be from
single emitters [22, 57, 58].
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The autocorrelation device built for this study allows us to measure the time
di↵erences between photon counts from the avalanche photodiodes, and construct a
histogram of the time delays. The device is a mechanism to determine whether the
photons observed from the sample on the confocal microscope are emitted from a singe





The autocorrelation device measures the time delay between two pulses from the
photon counters and digitizes the information. The time delay data is plotted in
a histogram. The histogram can give us information about whether the detected
photons are emitted from a single emitter or multiple emitters. The devices and parts
used for building the autocorrelation setup are presented in this chapter. The main
components consist of: a commercially bought Time-to-Amplitude Converter (TAC),
a custom-designed printed circuit board that digitizes the TAC’s analog output, and
an Arduino microcontroller. The TAC can measure time di↵erences between the
‘start’ and the ‘stop’ pulses at sub-nanosecond time scales and it outputs an analog
signal whose height represents the time delay between pulses. Next, various integrated
circuit components convert the analog signal to a digital signal that is communicated
to the computer through a serial connection. This conversion process is mediated by
the Arduino microcontroller. Section 5.2 presents the schematic of the device as well
as the roles of each of the parts used for the setup. Section 5.3 explains the various
















































































































Figure 5-2: Timing diagram of the pulses.
5.2 Setup
The schematic of the autocorrelation device and instrumental setup is shown in Fig-
ure 5.2 and the timing diagram of the di↵erent pulses is shown in Figure 5.2. The
upcoming sections detail the roles of each parts. Refer to Appendix A for the complete
parts list.
5.2.1 Photon counting with Avalanche photodiodes
Avalanche photodiodes (APDs) are highly sensitive photon counters made of semi-
conductor material. The device contains a p-n junction which increases the electric
field when high reverse voltage is applied. The charge carriers in the p-n junction are
excited when a photon is absorbed, and accelerate in the electric field. The acceler-
ation causes generation of more charge carriers and the current grows exponentially,
in a process called the ‘avalanche e↵ect’ [59, 60].
For detecting red fluorescence from NV centers, it is more suitable to use APDs in-
stead of PMTs, despite their higher cost. Compared to photomultiplier tubes (PMTs),
which are also single photon detectors, the APDs have better sensitivity near infrared
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wavelengths (650 nm to 1000 nm) [61]. In addition, the high-speed, high-sensitivity
APDs have a higher quantum e ciency1 than PMTs [62]. The APD can more reliably
count photons with less chance of missing any of the photons in-between.
It is impossible to determine whether two photons are being emitted at the same
time using a single APD because the dead time of the APD is longer than or compa-
rable to the lifetime of the NV centers2. So we utilize the Hanbury-Twiss technique
and use an optical fiber that contains a 50:50 beam splitter to direct photons into
two di↵erent APDs. To utilize the statistics presented in Section 4.6.1 and 4.6.2
of Chapter 4, the full range time in the TAC should be su ciently smaller than the
average period of the photons.
5.2.2 Time-to-amplitude converter
The time-to-amplitude converter (TAC) measures the time di↵erence between the
photon counts measured by the two APDs, and converts the time di↵erence between
the ‘START’ pulse and the ‘STOP’ pulse into an analog signal whose amplitude is
proportional to the time di↵erence between the two pulses. The TAC used for this
study is manufactured by Ortec, and the model number is 566. The amplitude of the
TAC output ranges from 0 V to +10V. There are several settings for the full-scale
limit3 of the time conversion, in the range of 50 ns to 2 ms. The TAC output has a
rise time of ⇠200 ns, which was determined experimentally.
After the ‘START’ pulse enters the TAC, time conversion is initiated, and when
the ‘STOP’ pulse enters the TAC time conversion is terminated. The output from the
APDs are positive pulses and the TAC is factory-set in the negative input-position.
Therefore, a device called the logic-level translator converts the positive TTL pulses
from the APD into negative NIM pulses before the ‘START’ and the ‘STOP’ pulses
enter the TAC (See Section on TTL to NIM converter for details).
The TAC also outputs a valid conversion (VAL CONV) pulse, which signals the
1The ratio of incident photons to converted to charge carriers (for this application).
2The dead times of APDs are 20-30 ns, while the lifetime of NV centers range from ⇠ 10 ns to
25 ns.
3The corresponding time when the output is at +10 V.
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completion of the time-to-amplitude conversion. The VAL CONV signal can be used
to signal the start of the analog-to-digital conversion. Unfortunately, the TAC output
and the valid conversion signal are not outputted from the TAC at the same time.
Instead, the VAL CONV pulse precedes the TAC OUT by ⇠ 500 ns. Since the
analog-to-digital conversion must occur only if the actual TAC OUT pulse is ready,
the VAL CONV must be delayed by 500 ns to account for the time delay, and another
200 ns to account for the rise time of the TAC output. Section 5.2.3 contains more
information about the methods used to implement the time delay.
For a given TAC full-scale range, Trange, the probability of the ‘STOP’ pulse being




where Nstop is the frequency of the ‘STOP’ pulse. Then, the rate of valid conversions
is:
Valid event rate = Nstart ⇥ Trange
1/Nstop
(5.2)
Typically, Nstart ⇠ Nstop, and the valid event rate is proportional to the square of the
count rates, and is therefore very sensitive to the ‘START’ and ‘STOP’ count rates.
In order to observe the antibunching behavior, or the characteristic ‘dip’ shown in
Figure 4-3, the TAC full-scale range must be set to a value that is comparable to the
fluorescence lifetime of the system of interest.
TTL to NIM converter
The pulses from the APDs are positive pulses with a width of ⇠ 30 ns. The setting
on the TAC can be changed to look for positive-input pulses, but it requires the
width of the positive-going input pulses to be around 100 ns. Instead of changing the
TAC setting to positive-input and broadening the pulses, we instead uses a logic-level
translator (Philips scientific, Model 726) to convert the positive TTL pulses from the
APD to a negative NIM pulse. TTL stands for transistor-transistor logic and the
APD pulses have the characteristics of TTL pulses. The TAC accepts negative-going
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Figure 5-3: Image of the print circuit board layout and the final Arduino shield
interface.
nuclear instrumentation module (NIM) pulses, so the positive TTL pulses from the
APD are converted into negative NIM pulses using the level translator. The negative
NIM pulses ride on a DC o↵set at the level translator output, so a series capacitor is
used to remove the DC o↵set.
5.2.3 Arduino shield interface
The main goal of the electronics in the Arduino shield interface board is to convert
the analog TAC output measuring the time delay between the two APD pulses into
a digital signal that can be read into the computer. To do this, we utilized the valid
conversion signal from the TAC, an analog-to-digital converter (ADC), the Arduino
Uno, and ICs including the flip-flop and the delay line. The final circuit was im-
plemented as a custom surface-mount print circuit board. A picture of the Arduino
shield is shown in Figure 5.2.3, the schematic and the board layout are shown in
Appendix B.
A falling edge of a pulse is used to signal the start of the conversion in the analog-
to-digital converter. The TAC produces a valid conversion pulse about 500 ns before
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Figure 5-4: Pin configuration for the integrated circuits used for the setup. From
left: 5-tap economy timing element, D-type positive-edge-triggered flip-flop, analog-
to-digital converter.
the TAC output is ready, so the digital time delay chip is used to delay the TAC
output by a total of 1 µs. The extra 500 ns delay accounts for the rise time of
the TAC output pulse. The valid conversion pulse is a positive pulse, but the ADC
requires a falling edge to start the conversion and requires the negative pulse to last
for the duration of the conversion. The ‘flip-flop’ responds to the rising edge of the
valid conversion pulse and outputs a negative pulse to one of its pins that can be used
to serve as the ‘start conversion’ signal (also known as the chip-select signal) to the
ADC. The Arduino is used to control the length of the output pulse in the flip-flop
and thereby start the conversion of analog data in the ADC, and to read in the digital
data from the ADC. The Arduino +5 V pin and the ground pin are used to supply
power and ground to each of the circuit components.
Digital time delay line
The 5-tap digital time delay used for this study provides delay to the input pulse
in 100 ns intervals. The maximum delay that can be provided with one device is
500 ns, so two delay lines are used in to provide a total of 1 µs delay to the valid
conversion signal from the TAC. The 1 µs delay was experimentally determined to be
the adequate value for the time delay so that the rising edge of the valid conversion
pulse lies after the TAC output pulse reaches a stable value.
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PRE CLR CLK D Q Q
L H — — H L
H L — — L H
H H " H H L
H H " L L H
Table 5.1: Function table of the dual D-type positive edge-triggered flip-flop.
Flip-flop
After the valid conversion pulse goes through both delay lines, it goes to the clock
(CLK) pin of the dual D-type positive edge-triggered flip-flop (called the ‘flip-flop’ for
convenience). The pin layout of the flip flop is shown in Figure 5.2.3. The PRE and
the D pins are supplied with a constant +5 V supply, while the CLR is connected to
the digital pin of the Arduino. The CLR line is initially set to ‘high’ by the Arduino,
and when the rising edge from the valid conversion signal enters the CLK pin, Q
is set to ‘low’ (See table 5.2.3). The pulse from Q goes to the chip-select (or the
CS) of the analog-to-digital converter, and initiates the conversion process. The Q
is maintained in the ‘low’ state until the conversion of the analog-to-digital data is
complete, and afterwards, the Arduino sets ‘CLK’ to ‘high’, which forces the Q back
to ‘high’.
Analog-to-digital converter
The analog-to-digital converter is an integral component of the Arduino shield in-
terface, and it converts the analog TAC output to a digital signal that contains
information about the time delay between the two pulses from the APD. The data
conversion is initiated with the falling edge of the chip-select CS, and the CS must
be kept in the ‘low’ state for the duration of the data conversion. The pulse from Q
pin of the flip-flop serves at the CS for the ADC. The ADC used for this setup is
a 12-bit ADC with 4 leading zeros, making the total number of bits 16. Therefore,
for each conversion, 16-bits are produced at a rate that depends on the frequency of














Figure 5-5: Schematic of the serial peripheral interface (SPI). There are two devices
involved in the connection, the SPI master and the SPI slave. SCLK is the serial
clock, MOSI is master output slave input, MISO is the master input slave output,
and SS is the slave-select.
the rate of the data conversion and also serve as a ‘clock’ (or a reference for time)
for accessing the data through the serial line. With each rising and falling edge of
the SCLK signal, a bit becomes available, so at the end of the 16 cycles, all bits from
a single ADC conversion can be sent through the serial line. The maximum SCLK
frequency is 5 MHz for the ADC used for this study. The SCLK signal is produced
by the Arduino, and the converted data outputted to the SDATA line of the ADC
goes into one of the digital pins of the Arduino.
5.2.4 The Arduino and the SPI connection
In addition to regulating the ‘flipping’ of the VAL CONV pulse in the flip-flop, the
Arduino controls and collects data from the ADC, and sends the digital data to the
computer through the serial line. Specifically, the Arduino provides the SCLK signal
and reads in bytes from the SDATA line of the ADC. Initially, the SCLK signal was
produced by repeatedly setting one of the digital pins on the Arduino to ‘high’ and
then to ‘low’ 16 times in a row. However, there is about a 10 µs delay associated with
every digital write command in the Arduino, making the fastest possible SCLK rate
100 kHz. To find a faster alternative, the serial peripheral interface (SPI) library of
the Arduino was utilized.
There are two main forms of digital communication between microcontrollers such
as the Arduino and other devices: the inter-integrated circuit (I2C), and the serial
peripheral interface (SPI). The SPI was originally developed by Motorola, and has
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Table 5.2: Arduino digital pin numbers allotted for the SPI connection.
Mode Clock Polarity (CPOL) Clock Phase (CPHA)
SPI MODE0 0 0
SPI MODE1 0 1
SPI MODE2 1 0
SPI MODE3 1 1
Table 5.3: The clock polarity (CPOL), clock phase (CPHA), and the corresponding
SPI mode setting. Refer to figure 5.2.4 for a diagram of CPOL and CPHA settings.
the advantage of a higher data rate compared to the I2C and separate input and
outputs and can thus simultaneously send and receive data. We were able to utilize
the SPI connection because the ADC we were using in the setup was compatible with
SPI as one of its high speed serial interfacing options.
In SPI communication, there is a SPI master device and a slave device (Figure
5.2.4). The Arduino serves as the master device and the ADC serves as the slave
device. Specific Arduino digital output pins are allocated for the SPI communication.
Table 5.2.4 shows the pins and the corresponding SPI bus. The SCLK signal can be
set using the Arduino programming language, and the frequency of the SCLK is a
divided copy of the 16 MHz clock (1 MHz, 2 MHz, 4 MHz, 8 MHz, and 16 MHz). For
this device, the slave-select (SS) is provided by the Q output from the flip-flip and
not from the Arduino. The master-input slave-output (MISO) connects the SDATA
of the ADC to digital pin 12 on the Arduino. The MOSI is not used for this setup.
The master device should also specify the clock polarity and the clock phase. Fig-
ure 5.2.4 and Table 5.2.4 shows the di↵erent settings. The ADC takes in SCLK pulses
with positive polarity and the bits are ready on every rising edge of the SCLK pulse
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Figure 5-6: The di↵erent clock polarity and clock phase settings for
SPI. Image from http://en.wikipedia.org/wiki/Serial_Peripheral_
Interface_Bus.
and clocked out on every falling edge. The SPI mode that meets these conditions is
SPI MODE0, and it is set using the Arduino language. The ADC produces most sig-
nificant bit first, so the bit order must be set to MSBFIRST in the Arduino. Arduino
reads the data from the SDATA of the ADC high-byte first and then the low-byte
next. Then the data is transmitted through the serial line to MATLAB. Appendix C
and D contain the Arduino and MATLAB codes used for the autocorrelation device.
Print circuit board (PCB) Arduino shield
The electronics portion of the setup was initially built on a breadboard for ease of
access and control. The final version of the circuit implemented as a custom surface-
mount PCB using the Eagle software. The components were soldered onto an Arduino
shield-sized PCB, and Arduino headers were used to make a shield for the Arduino.
The dimensions of the ADC (excluding the pins) were 2.2 mm ⇥ 1.35 mm, or 0.086
inches ⇥ 0.053 inches. Soldering the ADC with a soldering tip that is bigger than its
length required extreme caution and multiple trials.
Appendix B presents the schematic and the board layout of the shield, as well
as an image of the final version of the Arduino shield. The part numbers and the
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Figure 5-7: A constant 2.5 V source supplied to the input pin (VIN) of the ADC.
12-bit data from the SDATA pin was transferred into MATLAB.
package numbers of each of the integrated circuits are listed in Appendix A.
5.3 Testing
5.3.1 Using a constant voltage source to test the circuitry
The electronics portion of the device was tested first by supplying a constant voltage
to the input of the ADC. A +5 V input on the ADC corresponds to a 12-bit integer
of 4095. Using a known input voltage value and comparing the 12-bit integer values
read through MATLAB, we were able to validate that the circuitry was working.
Figure 5.3 displays a plot of the 12-bit data points measured with a 2.5 V input
voltage. The mean and the median value of the 12-bit integer was 2049, and the
standard deviation is 0.7619. The values ranged from 2046 to 2053. Each integer
value corresponds to 5V4095 = 0.0012V , So the standard deviation corresponds to ⇠ 1
mV.
For further testing, a 5 k⌦ resistor was connected in parallel with a 5 k⌦ po-
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Figure 5-8: A variable voltage source connected to the input pin of the ADC. The
voltage of the source was varied using a potentiometer.
tentiometer to form a voltage divider, and a 5 V DC supply was used to power the
voltage divider and to form a variable voltage source. The output voltage was con-
nected to the input pin VIN on the ADC. The resistance of the potentiometer was
varied during the measurement to change the amount of voltage supplied to the ADC,
and the change was visible in the resulting data. Figure 5.3 shows one of the resulting
plots from the measurement. The potentiometer was turned from when the index of
measurement was around 300 until when the index of measurement reached 400.
5.3.2 Varying the time delay between pulses
For a controlled test of the TAC and the ADC, a pulse generator was used to mimic the
pulses that the APD produces. Using a pulse generator gave better control over the
timing between pulses as well as the frequency of pulses than using APD pulses. To
ensure that the whole setup is working properly, two pulses from the pulse generator
of fixed frequency and time delay served as the ‘start’ and the ‘stop’ inputs on the
TAC. Changing the time delay between the pulses varied the amplitude of the TAC
OUT pulse, which in turn changed the 12-bit number transmitted into MATLAB.
Table 5.3.2 shows the time delay and the average of the corresponding 12-bit
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Time delay Average 12-bit value Corresponding time
51.5 ns 4095 50 ns
50 ns 3970 48.5 ns
40 ns 3170 38.7 ns
30 ns 2385 29.1 ns
Table 5.4: Measurements made with varying time delays set by the pulse generator.
The set value on the function generator shown in the first column, the average of 2000
measurements of the 12-bit data shown in column 2, and the time value calculated
from the 12-bit ADC output shown in column 2. The measurements were made with
the TAC set on the 50 ns range.
























Figure 5-9: Time delay value set using the pulse generator and the time delay value
calculated from the reading in the ADC.
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TAC full scale range Time delay from pulse generator
50 ns 51.5 ns
100 ns 105.2 ns
500 ns 491.4 ns
1000 ns 988.1 ns
5000 ns 4929.1 ns
Table 5.5: The time delay value that gives the maximum 12-bit integer at a given
TAC full scale range. The values were determined experimentally by varying the time
delay values on the pulse generator.
number recorded in MATLAB, and Figure 5.3.2 shows a plot of the data listed in
the table. The data shown in the table was measured with the TAC on the 50 ns
range setting, which means the maximum 12-bit value (4095) should correspond to
50 ns. The data shows a maximum discrepancy of ⇠1.5 ns, and the maximum 12-bit
value was measured at 51.5 ns. When converting the ADC data into a time value, it
is important to consider the discrepancy between the actual time delay value (set by
the pulse generator) and the value read by the ADC. Therefore, for TAC full range
values of 50 ns, 100 ns, 500 ns, 1000 ns, and 5000 ns, we varied the time delay using
the pulse generator in increments of 0.1 ns and determined the time delay value that
corresponds to the maximum 12-bit integer value, 4095. The ADC output is fixed at
4095 for a range of time delay values, and the smallest value in the range was selected
to be the maximum time delay value. Table 5.3.2 shows the measured maximum





6.1 Histogram data of fixed time delay
In order to test the accuracy and the functionality of the TAC and the Arduino Shield
interface, two pulses of fixed time delay from generated by the pulse generator were
used as ‘START’ and ‘STOP’ pulses for the TAC. The TAC was set to a full scale
range of 50 ns. A histogram of the resulting data was generated using the MATLAB
code shown in Appendix D.
The first data set was measured without the level translator in place. Therefore,
the positive pulses produced from the pulse generator were not converted into negative
pulses. Figure 6-1 shows the histogram and the normal distribution fit when the time
delay was set to 40 ns by the function generator. The frequency of the pulses was
10 kHz. The mean value of the time measurement was 40.3770 ns, with a standard
deviation of 0.077 ns. The full-width-half-maximum (FWHM) value for the normal
distribution fit was 0.18 ns (or 180 ps). One of the major source of inaccuracy in this
data is the lack of the level translator. We suspect that the TAC measured the time
di↵erence between the negative ‘ringing’ of the pulses.
Figure 6-2 shows the histogram of the data sets measured with the level trans-
lator in place. Dataset shown in Figure 6-2(a) was measured with the time delay
between two pulses set to 40 ns, and the FWHM was 0.12 ns. Figure 6-2(b) shows
data measured when the delay was set to 90 ns, and the FWHM is also 0.12 ns.
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Figure 6-1: Two pulses that are 40 ns apart with a frequency of 10 kHz were used
as the ‘start’ and the ‘stop’ pulses on the TAC without the level translator in place.
The measurement was made for 60 seconds, and the TAC range was set to 50 ns and
the number of time bins was 50. The mean was 40.3770 ns, the standard deviation
was 0.077 ns, and the FWHM of the normal distribution fit was 0.18 ns.
The accuracy of the time measurements can be limited to the time resolution of the
di↵erent devices. According to the specifications, the time resolution of the TAC is
FWHM  0.01% of the full scale range + 5 ps. For a 50 ns full scale range, the
FWHM should be 10 ps, and for the 100 ns range, the FWHM should be 15 ps. The
pulse generator also has a ‘jitter’ of 60 ps + delay ⇥ 10 8. For a delay of 40 ns, the
value of the jitter is approximately 60 ps, and the FWHM is 120 ps. For a delay of
90 ns, the jitter is also very close to 60 ps and the FWHM is 120 ns. Assuming that
the jitter shown in the data is a gaussian distribution, most the jitter in our data is
likely due to the accuracy of the TAC and the pulse generator and not due to the
Arduino shield interface. Furthermore, the jitter from the Arduino shield is expected

















































Figure 6-2: Pulses of frequency of 1 kHz were used as the ‘start’ and the ‘stop’ pulses
on the TAC with the level translator in place. The measurement was made for 120
seconds. (a) Histogram of the data when the time delay was set to 40 ns. TAC full
scale range was set to 50 ns. (b) Histogram of the data when the time delay was set
to 90 ns. TAC full scale range was set to 100 ns.
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Figure 6-3: Histogram of the data measured from an incoherent light source (room
light). The count rates of the ‘start’ and the ‘stop’ pulses were deliberately set to be
similar to the count rates expected from NV center samples. The ‘start’ pulse in the
TAC was around 25 kHz and the ‘stop’ pulse in the TAC was around 30 kHz. The
total time of the measurement was 120 seconds, the TAC full scale range was 500 ns,
and the number of histogram bins is 150. The last bin is not shown in the picture
because the last bin tends to get overpopulated as the time delay value nears the
TAC full scale range. The horizontal line represents the average value of the counts.
The total number of counts was 10450.
6.2 Histogram data of uncorrelated photon source
As mentioned in Chapter 4, an uncorrelated photon source has multiple emitters that
emit photons randomly. For a given amount of time, T , the probability of counting
a photon at each histogram time bin w should be equal. The number of counts,
c, in each time bin is defined as NstartNstopwT , where Nstart is the frequency of the
‘START’ pulse in the TAC and Nstop is the frequency of the ‘STOP’ pulse in the TAC.
In order for the above expression to be valid, Nstart and Nstop have to be su ciently
small compared to the TAC full range.
The autocorrelation device was connected to the two APDs via optical fibers that
contain a 50:50 beam splitter. The lighting was deliberately controlled so that the
count rates on the two APDs mimic the typical count rates produced with an NV
center sample (⇠ 20-30 kHz). The ‘start’ pulse on the TAC had a count rate of 25
kHz, and the ‘stop’ pulse on the TAC had a count rate of 30 kHz. Figure 6.2 shows
the resulting histogram when the data was taken for 120 seconds. The number of
histogram bins is 1000, and the average value of the counts is 10.45. As the time
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Figure 6-4: Histogram of the time delay data measured from micron-sized fluorescent
beads. The ‘START’ and ‘STOP’ count rates were 9 kHz and 11 kHz, respectively.
The TAC full range time was about 100 ns, the duration of measurement was 120
seconds, and the number of time-bins was 500.
delay between the ‘START’ and the ‘STOP’ nears the full scale range value, the data
gets fixated at the maximum value, so the last bin tends to get overpopulated and
was removed from the dataset.
The predicted value of c for for a TAC full range time of 500 ns was 45. The
average count rate of 10.45 is only about 23% of the predicted c value. We suspected
that this discrepancy is due to the large TAC full-scale range. The time between the
pulses is around 40 µs, while the TAC full scale range was set to 0.5 µs. As shown in
Equation 5.2, the valid event (or count) rate is directly proportional to the TAC full-
scale range. Therefore, in order to keep the valid count rate su ciently low so that
the TAC does not confuse the ‘START’ and the ‘STOP’ pulses, the TAC full-scale
range should be much smaller than the time between the pulses.
By changing the TAC full scale range to 100 ns, we were able to experimentally
determine the c value that closely matched the predicted c value. Figure 6.4 shows
the histogram of the data obtained by a 120 second measurement of photons emitted
from a sample of micron-sized fluorescent beads. The micron-sized fluorescent beads
give o↵ high intensity photoluminescence at 100s of kHz, and is useful for aligning
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the confocal optics. A single fluorescent bead was used as an uncorrelated source to
test the autocorrelation device. The photon count rate from the fluorescent bead was
controlled to be around 10 to 20 kHz, which is comparable to the photon count rates
from a single NV center. For the dataset shown in Figure 6.4, the ‘START’ pulse rate
was 9 kHz, and the ‘STOP’ pulse rate was 11 kHz. The TAC full range was 100 ns,
and the number of histogram bins was 500. The predicted c value was 2.376, while
the average count in each time bin was 2.3788 (as shown by the blue line in Figure
6.4), which closely matches the predicted value. This suggests that for photon counts
rate that range from 10 to 20 kHz, the TAC full scale range value of 50 ns, and 100
ns are suitable for acquiring accurate data. The results also suggest that the device
will function properly at typical NV center photon count rates. Unlike NV centers,
fluorescent beads showed photobleaching, and the count rates gradually dropped with
time. Therefore the experimental value of c has some uncertainty associated with it,
and we predict that not all measurements will match the predicted value as closely





The autocorrelation device was built using various devices and integrated circuits.
The electronics portion of the device was first built on a bread board and tested
for functionality. Then, the circuitry was made into a custom-designed print circuit
board and plugged into the Arduino as a shield. The device cost around 10 times less
than the commercial unit used by other NV researchers.
The device was tested using a pulse generator that produces two pulses with a
fixed time di↵erence. The FWHM of the resulting data was 120 ps, and the time
jitter from the device itself is small compared to the time resolution of the TAC
and the pulse generator. The device was also tested using micron-sized fluorescent
beads, and the average number of counts in each histogram bin was only about 0.1 %
di↵erence. Although this shows good functionality of the autocorrelation device, the
photon count rates fluctuate with time and can be disturbed by leakage of light, so it
is important to obtain a very stable single photon source of count rates approximately
10-20 kHz for improved reproducibility.
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7.2 Future studies
Getting a more e cient data count must be a main goal of future studies involving the
autocorrelation device. One possibility would be to start with photon sources with
very low count rates and monitor the changes as the count rates are slowly increased.
In its current setup, the confocal microscope can only detect a photon count rate
of ⇠ 1kHz from the diamond NV center samples. This corresponds to an average of 1
ms between each emission, and it will take a long time to accumulate data, especially
if the TAC is set to a full range time of 50 or 100 ns. So one of the main goals for
the study is to get a su ciently high (⇠ 20 kHz) count rate from single NV centers.
This can be done by optimizing the alignment of the confocal microscope. Since the
valid count rate is proportional to the square of the count rates, once the confocal
microscope is setup to detect ⇠ 20 kHz count rates from the NV centers, the valid
count rate should be high enough to measure correlation data without having to wait
a long amount of time.
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Appendix A
Parts List and Specifications














































































































































































































































































PCB Layout, Package Numbers,
Arduino Dimensions
This appendix provides images of the print circuit board (PCB) layout created using
the Eagle software. The schematic of the autocorrelation Arduino shield, PCB layout
and a picture of the final board is shown in Section B.1. The package numbers of all
the parts used for the PCB are reported in Section B.2.
The PCB was ordered through https://oshpark.com/. The turn time was
around 2 weeks, and the cost was $5 per square inch for a 2 layered board. Three
copies of the board included with the price.
B.1 PCB layout
The schematic of the PCB is shown in Figure B.1 and the board layout of the PCB
is shown in Figure B.1.
B.2 Package number of parts
Package numbers of the parts are listed in Table B.2. The package for the ADC
was manually drawn using the Eagle software. The package for Arduino headers were
























Figure B-2: Eagle board layout of the Arduino shield interface. The ADC and the
rest of the ICs have separate ground planes because the ADCs are sensitive to noise
and having separate ground planes reduces noise.
PART PACKAGE NUMBER
5-tap economy element (DS1100) 8SO
Analog-to-digital converter (AD7920) SOT-363
Dual D-type positive-edge-triggered flip-flop (SN74HC74) 14-SOIC
0.01 µF capacitor C1206
Table B.1: Name of part and package number for PCB
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Figure B-3: Dimensions of the Arduino Uno board. Image from blog.arduino.cc
B.3 Arduino Dimensions
The autocorrelation Arduino shield was made to match the size of the Arduino. The




The following appendix provides the Arduino code used to control the di↵erent com-








9 int qbar = 9;
int clr = 8;
11 int sdata = 12;




17 pinMode(clr, OUTPUT); //CLR of Flip Flop
pinMode(qbar, INPUT); //Q-bar from Flip Flop
19 pinMode(sdata, INPUT); //SDATA of ADC
pinMode(sclk, OUTPUT); //SCLK signal to ADC
21 digitalWrite(clr, HIGH);
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SPI.begin(); //Begin SPI connection
23 SPI.setBitOrder(MSBFIRST); //Most significant bit first
SPI.setClockDivider(SPI_CLOCK_DIV16); //Divide 16MHz by 16
25 SPI.setDataMode(SPI_MODE0); //Set data mode
Serial.begin(57600);
27 }
29 const int maximum = 4; //Maximum value in allowed in array
byte highByteArray[maximum]; //Array for storing high byte
31 byte lowByteArray[maximum]; //Array for storing low byte





37 highByteArray[i] = SPI.transfer(0); //store high byte in array
lowByteArray[i] = SPI.transfer(0); //store low byte in array
39 i++;
digitalWrite(clr, LOW); //Reset CLR of flipflop
41 digitalWrite(clr, HIGH);
}
43 //Send the bytes via serial
if (i>=(maximum)){
45 i = 0;












3 s = serial(’/dev/tty.usbmodemfa131’);
5 set(s, ’BaudRate’, 57600);
7 fopen(s);
9 maxTime = 100; %maximum time delay as set in TAC (in ns)
duration = 120; %Duration of measurement in seconds




adcData = fread(s,2); %Read in the highbyte and lowbyte
17 %through the serial line
highbyte = adcData(1);
19 lowbyte = adcData(2);
data = (highbyte*256)+lowbyte;
21 time = (data/4095)*maxTime; %Convert the 12-bit data into time (in
ns)




25 h = histogram(dataArray(2:end),1000);





reading ADCData Eunice Paik.m
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