Abstract: We show that on an arbitrary finitely generated non virtually solvable linear group, any two independent random walks will eventually generate a free subgroup. In fact, this will hold for an exponential number of independent random walks.
Introduction
The Tits alternative [Tit72] says that every finitely generated linear group which is not virtually solvable contains a free group on two generators. A question that arises immediately is to see if this property is "generic" in the sense that two "random" elements (in a suitable sense) on such groups generate or not a free subgroup. In recent works of -and Kowalski -[Kow08]-where groups coming from an arithmetic setting are considered, similar situations occur: a random element is shown to verify a property P with high probability, for example, a random matrix in one of the classical groups GL(n, Z), SL(n, Z) or Sp(n, Z) has irreducible characteristic polynomial. In our case we take two elements at random and the property P will be " generate a free subgroup ". The method of the authors cited above relies deeply on arithmetic sieving techniques. In this paper, we consider an arbitrary finitely generated linear group, that is a subgroup of GL n (K) for some field K, and we use an entirely different set of techniques, namely random matrix products theory.
Let us explain what we mean by choosing two elements "at random": a random element will be the realization of the random walk associated to some probability measure on the group. Formally speaking, if µ is a probability measure on a group Γ, we denote by Γ µ the smallest semigroup containing the support of µ; we consider a sequence {X n ; n ≥ 0} of independent random variables on Γ with the same law µ, defined on a probability space (Ω, F , P). The n th step of the random walk M n is defined by M n = X 1 ...X n . We will also consider the reversed random walk: S n = X n ...X 1 . The main purpose of this paper is to show the following statement, which answers a question of Guivarc'h [Gui90] -2.10-: Theorem 1.1. Let K be a field, V a finite dimensional vector space over K, Γ a finitely generated non virtually solvable subgroup of GL(V ) equipped with two probability measures µ and µ ′ having an exponential moment and such that Γ µ = Γ µ ′ = Γ. Let (M n ) n∈N * , (M ′ n ) n∈N * be the independent random walks associated respectively to µ and µ ′ . Then almost surely, for n large enough, the subgroup M n , M ′ n generated by M n and M ′ n is free (non abelian). More precisely, lim sup n→∞ 1 n log P ( M n , M ′ n is not free) < 0
These conditions are fulfilled when the support of µ (resp. µ ′ ) is a finite symmetric generating set, say S (resp. S ′ ) of Γ. In this case, M n (resp. M ′ n ) is a random walk on the Cayley graph associated to S (resp. S ′ ). In other terms, if we consider the word metric, the theorem says that the probability that two "random" elements in the ball of radius n do not generate a free subgroup is decreasing exponentially fast to zero; "random" here is to be understood with respect to n th convolution power of µ (resp. µ ′ ). In this statement we could have taken S n instead of M n .
Let µ be a probability measure on Γ. For every integer l, we denote by (M n,1 ) n∈N * ,..., (M n,l ) n∈N * a family of l independent random walks associated to µ. From the proof of Theorem 1.1, we will deduce the following stronger statement: Corollary 1.2. There exists C > 0 such that a.s., for all large n, M n,1 , ..., M n,⌊exp(Cn)⌋ generate a free group on l n = ⌊exp(Cn)⌋ generators remark 1.3. As explained above, our main result shares a common flavor with the works by Rivin and Kowalski - [Riv08] and [Kow08] -, in the sense that random elements in a finitely generated group are shown to verify a generic property with high probability. Use of the theory of random matrix products allows us to treat arbitrary finitely generated linear groups while the arithmetic sieving techniques in [Riv08] and [Kow08] use reduction modulo prime numbers and deal with subgroups of arithmetic groups G(Z), where G is an algebraic group. However what we loose is the effectiveness: in [Riv09] , Rivin proved that the bounds he obtains in [Riv08] are effective while ours are not. Indeed, our method uses the Guivarch-Raugi theorem on the separation of the first two Lyapunov exponents λ 1 and λ 2 and the known bounds on λ 1 − λ 2 rely on the ergodic theorem and are thus non effective. remark 1.4. In Guivarch's proof of the Tits alternative in [Gui90] he showed that S n k et S ′ n ′ k can be turned into ping-pong players (see Section 3 for a definition of these terms) in a suitable linear representation for some subsequence n k , n ′ k which were obtained as certain return times thanks to Poincaré recurrence. There is a substantial difficulty in passing from some subsequence to the version we give in our main theorem. This situation is not dissimilar to the difficulty encountered in [BG03] where ping-pong players were gotten from a precise control of the KAK decomposition, in contrast with Tits' original argument which exhibited ping-pong players as high powers of proximal elements.
In the proof, we will use the theory of random matrix products over an arbitrary local field (i.e. R, C, a p-adic field, or a field of Laurent series over a finite field). Very little literature exists on this topic apart from the case of real or complex matrices ( [Gui89] ). So, in this paper, we will develop most of the theory from scratch in the context of local fields. Some of our statements will be just an adaptation of results known over the reals to arbitrary local fields while some are new even over R. This is the case for Theorem 4.33 which shows the exponential convergence of the K-components of the KAK decomposition, and for Theorems 4.35 and 4.38, which prove the asymptotic independence of the directional components of the KAK decomposition. Similar statements for the Iwasawa decomposition can be found in [Gui90] . We refer the reader to Section 4 for the statements of these results. Let us only state here one of them regarding the asymptotic independence in the KAK decomposition. Theorem 1.5 (Asymptotic independence in KAK with exponential rate). Let k be a local field, G a k-algebraic group assumed to be semi-simple and k-split, (ρ, V ) an irreducible k-rational representation of G. Consider a probability measure µ on G = G(k) with an exponential moment (see Definition 4.24) such that Γ µ is Zariski dense in G and ρ(Γ µ ) is contracting. Let {X n ; n ≥ 1} be independent random variables with the same law µ, S n = X n ...X 1 the associated random walk. Denote by S n = K n A n U n a KAK decomposition of S n in G (see Section 4.3). Denote by e 1 ∈ V (resp. e
Outline of the paper
In Section 2, we split the proof of our main theorem, i.e. Theorem 1.1, into two parts: an arithmetic part (Theorem 2.13) and a probabilistic part (Theorem 2.11). In our work, the probabilistic part replaces the dynamical part of the original proof of the Tits alternative. The arithmetic one is a variant of a classical lemma of Tits [Tit72, Lemma 4 .1] proved by Margulis and Soifer [MS81] . The probabilistic one will be shown in Section 5 using the results of Section 4.
In Section 3, we recall a classical method, known as ping-pong, to show that a pair of linear automorphisms generate a free group. Section 4 is the core of the paper and constitutes a self-contained treatment of the basics of random matrix theory over local fields. It can be read independently of the rest of the paper. To our knowledge, apart from [Gui89] , this is the first time that this subject is treated over nonarchimedean fields. Over R or C, this theory is well developed, starting with Furstenberg and Kesten in the 60's and later the French school in the 70's and 80's: Bougerol, Le Page, Raugi and in particular Guivarc'h, whose work especially in [Gui90] and [GR85] inspired us a lot.
One of our main goals in this section is to give limit theorems for the random walk M n in three aspects: its norm, its action on projective space and its components in the Cartan decomposition. Our main results in this section are the following:
• Theorem 4.16 shows the exponential convergence in direction of the random walk M n .
Namely, under the usual assumptions, for every point [x] on the projective space, M n [x] converges exponentially fast to a random variable Z on the projective space.
• Theorem 4.18 and more precisely its proof shows the exponential decay of the probability that M n [x] lies in a given hyperplane, uniformly over the hyperplane. We deduce that the unique µ-invariant measure has some regularity.
• Theorem 4.33 shows that the K-components of the random walk M n in the Cartan decomposition converge exponentially fast.
• Theorem 4.35 proves that the K-components of the random walk M n in the Cartan decomposition become independent asymptotically.
Theorem 4.18 is a weaker version of a well-known statement over R or C. Its proof can be found in Bougerol's book and is due to Guivarc'h [Gui90, Theorem 7']. We will verify that it holds over an arbitrary local field. Theorems 4.16, 4.33 and 4.35 on the other hand are new even over R (on R or C only the exponential rate is new). They also hold over an arbitrary local field, and so does everything we do in Secion 4.2. The analog of Theorem 4.35 for the orthogonal and unipotent parts of the Iwasawa decomposition was proven over R by Guivarch in [Gui90, Lemma 8].
Our proof of Theorems 4.18 is not an mere translation of the standard proof of this statement over the reals. Rather we take a different and more direct route via our key cocycle lemma, Lemma 4.12, a result giving control on the growth of cocyles in an abstract context. This lemma is itself an extension of a result of Le Page (see the proof of [LP82, Theorem 1]) which was key in his proof of the spectral gap on Holder functions on projective space ([LP82, Proposition 4]).
Another key ingredient and intermediate step is our Proposition 4.14, which says that, under the usual assumptions, for every given non zero vector x, with high probability the ratio ||M n x||/||M n || is not too small. This fact can be interpreted as a weak form of Le Page's large deviation theorem in GL n (R).
Our proof of Theorem 4.33 is based on this approach as well and makes key use of the cocyle lemma, Lemma 4.12 and of Proposition 4.14. Theorem 4.16 is also an important ingredient in the proof of 4.33. Finally the proof of Theorem 4.35 combines all of the above.
We note that two Cartan decompositions will be considered in Section 4, the one coming from the ambient SL d (k) and the one attached to the (semi-simple) algebraic group in which the group generated by the random walk is Zariski dense. Our limit theorems will be proved in the two cases. In fact the results for the Cartan decomposition in SL d (k), which are our main interest, will be deduced from the analogous results in the algebraic group. These statements will be deduced from a delicate study of the Iwasawa decomposition in the algebraic group (Theorem 4.28). If this Zariski closure is not Zariski connected, further technicalities arise. They will be dealt with in Section 4.5 using standard Markov chains and stopping times techniques.
Finally, we note that our proofs rely deeply on the pointwise ergodic theorem via our cocycle lemma, Lemma 4.12.
Section 5 is devoted to the proof of Theorem 2.11, i.e. the probabilistic part of our main result, using the results of Section 4.
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Preliminary reductions
In this section we reduce the proof of Theorem 1.1 to its probabilistic part, i.e. Theorem 2.11 below.
Notation and terminology
All random variables will be defined on a probability space (Ω, F, P). E refers to the expectation with respect to P. The symbol "a.s." refers to almost surely. Let us recall the definition of a random walk on a group: Definition 2.1 (Random walks on groups). Let Γ be a discrete group, µ a probability measure on Γ, (X i ) i∈N * a family of independent random variables on Γ with the same law µ. For each n, we define the n th step of the following random walks by:
The product being the group law of Γ. We denote by Γ µ the smallest semigroup containing the support of µ.
remark 2.2. For our main Theorem 1.1, there will be no difference taking the natural (M n ) or the reversed random walk (S n ) as explained in the Remark 2.6 below. Note however that the asymptotic behavior of the two walks is not the same in general.
When Γ is a finitely generated group, Γ is a metric space for the word length distance: for each symmetric generating set S containing 1, define: l S (g) = M in{r; g = s 1 ...s r ; s i ∈ S ∀i = 1, ..., r}.
The following defines then a distance on Γ:
Definition 2.3 (Exponential moment on finitely generated groups). Let µ be a probability measure on a finitely generated group Γ. Let S be as above. We say that µ has an exponential moment if there exists τ > 0 such that:
It is immediate that having exponential moment is independent of the choice of the generating set defining l S .
Let us recall our main result in this paper:
Theorem Let K be a field, V a finite dimensional vector space over K, Γ a finitely generated non virtually solvable subgroup of GL(V ) equipped with two probability measures µ and µ ′ having an exponential moment and such that Γ µ = Γ µ ′ = Γ. Let (M n ) n∈N * , (M ′ n ) n∈N * be two independent random walk associated respectively to µ and µ ′ . Then almost surely, for n large enough, the group M n , M ′ n generated by M n and M ′ n is free (non abelian). More precisely,
remark 2.4. The assumptions on µ (resp. µ ′ ) of the theorem are clearly fulfilled if the support of µ (resp. µ ′ ) is a finite, symmetric generating set of Γ remark 2.5. The bound (2) implies that there exists ρ ∈]0, 1[ such that for n large enough,
By the Borel-Cantelli lemma, it suffices to prove the first assertion of the theorem. Hence in the rest of the paper, we will focus on showing (3).
remark 2.6. There is no difference taking (M n ) n∈N * or the reversed random walk in Theorem 1.1. In fact, the increments are independent and have the same law which implies that (X 1 , ..., X n ) has the same law as (X n , ..., X 1 ) for every integer n, hence (2) is unchanged if we replaced M n by S n .
Outline of the proof of Theorem 1.1
A local field (i.e. a commutative locally compact field) is isomorphic either to R or C (archimedean case) or a finite extension of the p-adic field Q p for some prime p in characteristic zero or to the field of formal Laurent series L((T )) over a finite field L. When k is archimedean, we denote by |.| the Euclidean absolute value. When k is not archimedean, we denote by Ω k its discrete valuation ring, π a generator of its unique maximal ideal, q the degree of its residual field, v(.) a discrete valuation and consider the following ultrametric norm:
When we consider a finitely generated linear group Γ, i.e. Γ ⊂ GL d (K) for some d ≥ 2 and a finitely generated field K, we can benefit from other nice metrics than the word metric: for each local field k containing K, Γ can be considered as a metric space with the topology of End d (k) induced on Γ. This justifies the two parts of our proof: the arithmetic part (Theorem 2.13) which consists in finding a suitable local field containing K and the probabilistic one (Theorem 2.11) consisting in using limit theorems for random walks on linear groups over local field. Theorem 2.13 will be borrowed from [MS81] and Theorem 2.11 is the main part of this paper. Before stating them and showing how they provide a proof of Theorem 1.1, we give some basic definitions:
Definition 2.7. (Strong irreducibility and contraction properties) • Strong irreducibility : let K be a field, V a vector space over K and Γ a subgroup of GL(V ). The action of Γ on V is said to be strongly irreducible if Γ does not fix a finite union of proper subspaces of V . This is equivalent to saying that Γ contains no subgroup of finite index that acts reducibly on V . In particular, if the Zariski closure Γ is connected then irreducibility and strong irreducibility are equivalent (because the identity component of Γ is contained in any algebraic subgroup of finite index -[Hum75]-). We note that this notion is "algebraic" in the sense that Γ is strongly irreducible if and only if Γ is.
• Contraction for local fields: Let (k, |.|) be a local field, V a vector space over k and Γ a subgroup of GL(V ). We choose any norm ||.|| on End(V ). We say that a sequence (γ n ) n∈N ⊂ Γ N is contracting, if r n γ n converges, via a subsequence, to a rank one endomorphism for every (or equivalently one) suitable normalization (r n ) n∈N of k such that ||r n γ n || = 1. It is equivalent to say that the projective transformation [γ n ] ∈ P GL(V ) contracts P (V ) into a point, outside a hyperplane. Note that in the archimedean case, this is just saying that γn ||γn|| converges to a rank one endomorphism. A representation ρ of Γ is said to be contracting if the group ρ(Γ) contains a contracting sequence.
The following classical lemma gives a more practical method to verify contraction. It will be useful to us in Section 4.5.
Lemma 2.8 (Contraction and proximality). An element γ ∈ GL(V ) is said to be proximal if and only if it has a unique eigenvalue of maximal modulus. If Γ contains a proximal element then it is contracting. If Γ acts irreducibly on V and is contracting then it contains a proximal element.
Proof. If γ ∈ Γ is proximal, then its maximal eigenvalue λ belongs to the field k and the corresponding eigendirection is defined on k. The latter has a γ-invariant supplementary hyperplane defined on k. Consequently, in a suitable basis, γ is of the form: λ 0 0 M . By the spectral radius formula, we deduce that sequence {γ n ; n ∈ N} is contracting. Conversely, consider sequences {γ n ; n ∈ N} in Γ, {r n ; n ∈ N} in k such that r n γ n converges to a rank one endomorphism h. h is proximal if and only if Im(h) ⊂ Ker(h). Suppose first that h is proximal and notice that {g ∈ End(V ); g is proximal} is open (for the topology on End(V ) induced by that of the local field k); hence for sufficient large n, r n γ n is proximal, a fortiori γ n and we are done. If h fails to be proximal, or equivalently Im(h) ⊂ Ker(h), we claim that one can still find g ∈ Γ such that gh is proximal; this would end the proof since by the same reasoning gγ n would be proximal for large n. Let us prove the claim: denote by kx 0 the image of h and notice that V = V ect{gx 0 ; g ∈ Γ} because the action of Γ on V is irreducible. Consequently, there exists g ∈ Γ such that gx 0 ∈ Ker(h). But gx 0 = Im(gh) and Ker(h) = Ker(gh); whence gh is proximal. Definition 2.9 (Exponential local moment on linear groups). Let k be a local field, d an integer ≥ 2, Γ be a subgroup of SL d (k), ||.|| a norm on End d (k), µ a probability measure on Γ. We say that µ has an exponential local moment if for some τ > 0,
remark 2.10 (Interpretation). The definition above can be reformulated as follows: there exists
2 g 1 || is a distance on X, I d is the identity matrix of order d. Now we are able to state the two results. In the following theorem, for a measure µ on SL d (k), Γ µ denotes the smallest closed semigroup containing the support of µ.
Theorem 2.11 (Probabilistic part). Let k be a local field, d ≥ 2, µ, µ ′ two probability measures on SL d (k) having an exponential local moment and such that Γ µ = Γ µ ′ is a strongly irreducible and contracting subgroup. We assume its Zariski closure to be k-split and its connected component semi-simple. We denote by (M n ) n∈N * (resp. (M ′ n ) n∈N * ) the random walks associated to µ (resp. µ ′ ). Then a.s. for all n large enough, the group M n , M ′ n generated by M n and M ′ n is free. More precisely,
remark 2.12. The assumptions Γ µ semi-simple and k-split can be dropped: Γ µ being strongly irreducible, the Zariski connected component of Γ µ is immediately reductive and everything we will do in Section 4.4 for semi-simple groups is applicable to reductive groups. The assumption k-split will be used to simplify the Cartan and Iwasawa decompositions in Sections 4.4 and 4.3, however similar decompositions hold in the general case. To keep the exposition as simple as possible we kept these conditions.
If V is a vector space over a field k and Γ a group, we say that a representation ρ : Γ −→ GL(V ) is absolutely (strongly) irreducible if it remains (strongly) irreducible on V ⊗ k k ′ for every algebraic extension k ′ of k.
Theorem 2.13 (Arithmetic part). [MS81, Theorem 2] Let K be a finitely generated field, G an algebraic group over K such that the Zariski connected component G 0 is not solvable, Γ be a KZariski dense subgroup. Then there exists a local field k containing K, a vector space V over k and a k-algebraic absolutely strongly irreducible representation ρ : G −→ SL(V ) such that ρ(Γ) is contracting and the Zariski component of ρ(G) is a semi-simple group. remark 2.14. A classical lemma of Tits -[Tit72]-says (or at least implies) the same as Theorem 2.13 except that ρ is a representation of a finite index subgroup of G. This is insufficient for us because the random walk lives in all of Γ. However, when G is Zariski connected the above theorem and the aforementioned lemma of Tits are exactly the same. We note that the proof of Theorem 2.13 by Margulis and Soifer depends heavily on the classification of semi-simple algebraic groups through their Dynkin diagram. A more conceptual proof can be found in [BG07] except that the representation ρ takes value in P GL(V ), and this is not enough for our purposes.
End of the proof of Theorem 1.1 modulo Theorem 2.11 Let Γ = Γ µ = Γ µ ′ . Since Γ is finitely generated, we can replace K with the field generated over its prime field by the matrix coefficients of the (finitely many) generators of Γ. Let G be the Zariski closure of Γ. Then, we can apply Theorem 2.13. It gives a local field k, a k-rational absolutely strongly irreducible representation (ρ, V ) of G such that the Zariski-connected component of H = ρ(G) is semi-simple and ρ(Γ) is contracting. Passing to a finite extension of k if necessary, H can be assumed k-split; ρ remains absolutely strongly irreducible. We are now in the situation of Theorem 2.11: we have a probability measure ρ(µ) (image of µ under ρ) on some SL d (k) such that Γ ρ(µ) = ρ(Γ) is strongly irreducible and contracting. Moreover, the connected component of its Zariski closure H is semisimple and k-split. To apply Theorem 2.11 we only have to check that ρ(µ) has an exponential local moment knowing that µ has an exponential moment. Indeed, if g = s
is a minimal expression of g in terms of the generators of a symmetric finite generating set S of Γ, then l S (g) = |n 1 (g)| + ... + |n r (g)| whence ||ρ(g)|| ≤ M ax{log ||ρ(s)|| ∨ log ||ρ(s −1 )||; s ∈ S} lS (g) .
Consequently
, if E (exp(τ l S (X 1 ))) is finite, then for some τ
is also finite. We can now apply Theorem 2.11: a.s., for n large enough,
is also free. This ends the proof.
3 Generating free subgroups in linear groups
In Theorem 2.11 we must show that M n and M ′ n generate a free group. Below we use the classical ping-pong method to obtain two generators of a free subgroup. For a detailed description of these ping-pong techniques one can refer to [BG03] for a self-contained exposition or to the original article of Tits [Tit72] .
The ping-pong method
Let k be a local field, V a vector space over k, P (V ) its projective space, δ the Fubini-Study distance on P (V ) defined by:
where [x] is the projection of x ∈ V \ {0} on P (V ).
• •
if it is ǫ-contracting with respect to some attracting point v g ∈ P (V ) and some repelling hyperplane
• A pair of projective transformations a, b ∈ P SL(V ) is called a ping-pong pair if both a and b are (r, ǫ)-very proximal, with respect to some r > 2ǫ > 0, and if the attracting points of a and a −1 (resp. of b and b −1 ) are at least r-apart from the repelling hyperplanes of b and b −1 (resp. of a and a −1 ). More generally, a m-tuple of projective transformations a 1 , ..., a m is called a ping-pong m-tuple if all a i 's are (r, ǫ)-very proximal (for some r > 2ǫ > 0) and the attracting points of a i and a −1 i are at least r-apart from the repelling hyperplanes of a j and a −1 j , for any i = j.
The following useful lemma is an easy exercise:
Lemma 3.1 (Ping-pong lemma). If a, b ∈ P SL(V ) form a ping-pong pair then the subgroup a, b generated by a and b is free. More generally if a 1 , ..., a m is a ping-pong m-tuple then a 1 , ..., a m is free.
3.2
The Cartan decomposition
and (e 1 , ..., e d ) its canonical basis. The attracting points and repelling hyperplanes are not unique. In this article, they will be defined via the Cartan decomposition in SL(V ). Let's recall it.
When k = R or C, consider the usual Euclidean (resp. Hermitian) norm on k d and the canonical basis (e 1 , ..., e d ). Let K = SO d (k) (resp. SU n (C) ) be the orthogonal (resp. unitary) group,
In this setting, the Cartan decomposition holds:
If we consider the Max norm on V : ||x|| = M ax{|x i |; i = 1, ..., d}, x ∈ V , then one can show that K is the group of isometries of V . With these notations, the Cartan decomposition is:
This decomposition can be seen as an application of the well-known Invariant Factor Theorem for Matrices (see for example [CR06] ). One can also see it as a particular case of the Cartan decomposition for algebraic groups (see Section 4.3).
In both cases, given g in SL d (k) its components in the KAK decomposition are not uniquely defined (only the component in A is ). Nevertheless, we can always fix once and for all a privileged way to construct
Till the end of the paper, we write
following lemma taken from [BG03] shows that a large ratio between a 1 (g) and a 2 (g) implies contraction. Then v g can be taken as an attracting point and H g as a repelling hyperplane.
Moreover, one can take v g to be the attracting point and H g to be the repelling hyperplane.
We want to prove that
4 Random matrix products in local fields
• In this section, d is an integer ≥ 2 and k a local field. We set V = k d .
• When µ is a probability on a group G, we consider both random walks M n = X 1 ...X n and S n = X 1 ...X n as defined in Section 2. Γ µ is the smallest closed semigroup containing the support of µ.
Introduction
Our aim in this section is to establish the basics of the theory of random matrix products over local fields. The section is structured as follows.
In Section 4.2, we generalize the first principles and tools of random matrix theory to all local fields. In particular we establish the exponential convergence in direction (Theorem 4.16) and the exponential decay of the probability of hitting a hyperplane (Theorem 4.18). A key ingredient in the proofs is our cocycle lemma, Lemma 4.12, which is a rather general statement giving control on the size of a cocycle in an abstract context. Another important tool will be Proposition 4.14, which compares the size of the norm of the random walk with the size of the random walk applied to any fixed vector. It can be viewed as a weak form of Le Page's large deviations theorem ([LP82, Theorem 7]) in the context of local fields. Making use of these two ingredients, we then compare the A-component of the random walk in the Iwasawa decomposition with the A-component in the Cartan decomposition (Proposition 4.27).
In Section 4.3, we review some basic facts about algebraic groups, absolutely irreducible linear representations of semi-simple algebraic groups over local fields and their classification through the highest weight theory.
In Section 4.4 and Section 4.5, we establish limit theorems for the components of the Cartan decomposition of the random walk. The main results are Theorem 4.31 (exponential contraction of the A-component), Theorem 4.33 (exponential convergence of the K-components) and Theorem 4.35 (asymptotic independence of the K-components). Our method consists in investigating the Iwasawa decomposition first by proving the exponential contraction of the A-component of the Iwasawa decomposition (Theorem 4.28). In fact, in order to study the Cartan decomposition in the ambient SL d (k), we will first look at the behavior of the Cartan decomposition of the random walk inside the semi-simple algebraic group which is the Zariski closure of the group generated by the random walk, and then compare the two decompositions (Corollary 4.32). The case when the Zariski closure is connected is easier and is dealt with in Section 4.4, while the general case is handled in Section 4.5.
Convergence in direction

Generalization of well-known results in an non archimedean setting
This section does not require any prior knowledge on algebraic groups. Let B = (e 1 , ..., e d ) be the canonical basis of V = k d . By canonical norm, we mean either the standard Euclidean (or Hermitian) norm when k is archimedean or the Max norm, ||x|| = M ax{|x i |; i = 1, ..., d} for every x ∈ V , when k is non archimedean. Recall that by Section 3, there exist a compact subgroup K acting by isometries on V , a subgroup A + consisting of diagonal matrices such that:
We denote by V * the dual of V and (e * 1 , ..., e * d ) the canonical basis of V * dual to (e 1 , ..., e d ). We consider the canonical norm induced on
The projective space of V is denoted by P (V ) and the projection of a non zero vector x ∈ V by [x] . The norm on V (resp. V * ) induces a distance on P (V ) sometimes called the Fubini-Study distance:
A similar formula holds for
Consider a probability measure µ on SL d (k). No assumptions will be made on the Zariski closure of Γ µ . Recall that M n = X 1 ...X n and S n = X n ...X 1 . The KAK decomposition of S n will be simply denoted by:
Definition 4.1. If G is a group acting on a topological space X, µ (resp. ν) a probability measure on G (resp. X), ν is said to be µ-invariant if µ ⋆ ν = ν, which means that for every borel function
Definition 4.2 (Lyapunov exponents). Suppose that log ||g||dµ(g) < ∞ (i.e. existence of a moment of order one ). The Lyapunov exponents relative to µ are defined recursively by:
The limit on the left hand side is an easy application of the subadditive lemma. The one on the right hand side is an almost sure limit and its existence is guaranteed by the subadditive ergodic theorem of Kingman [Kin73] .
Definition 4.3 (Index of a semigroup). For any semigroup Γ of GL(V ), we define its index as the least integer p such that there exist sequences {M n ; n ≥ 0} in Γ, {r n ; n ≥ 0} in k such that ||r n M n || = 1, for which r n M n converges to a rank p matrix. We say that Γ is contracting when the index is one. (Note that in the archimedean case, one can just look at the quantity Mn ||Mn|| ). We begin by a fundamental lemma in this theory due to Furstenberg.
Lemma 4.4. [Fur63] Let G be a topological semigroup acting on a 2 nd countable locally compact space X. Consider a sequence {X n , n ≥ 1} of independent random elements of G with a common distribution µ defined on (Ω, A, P).
If ν is a µ-invariant probability measure on X then there exists a random probability measure ν ω on X such that for P ⊗ λ-almost every (ω, g), the sequences of probability measures X 1 (ω)...X n (ω)g ν converge weakly to ν ω as n goes to infinity.
Using Lemma 4.4, Guivarc'h and Raugi proved in their fundamental work in [GR85] the following crucial two theorems in the archimedean setting. For a nice exposition of these results (over R or C) one can see chapter III of the book of Philippe Bougerol and Jean Lacroix [BL85] . We claim that these theorems hold in an arbitrary local field. For the reader's convenience, we will check this for the first theorem and assume it for the second one since the proof is just cutting and pasting their original proof (for example one can see pages 64-65 of [BL85] ).
Theorem 4.5. Suppose that Γ µ is strongly irreducible. Then, for p=index(Γ µ ), there exists a random subspace V (ω) of V of dimension p such that: a.s. for every (r n ) n∈N * ∈ k N s.t. ||r n M n || = 1, every limit point of r n M n is a rank p matrix with image V (ω). Moreover for every f ∈ V * ,
When Γ µ is contracting, p = 1 and there exists a unique µ-invariant probability measure on the projective space P (k d ) and a.s., M n (ω)ν converges weakly to δ Z(ω) where Z is a random variable on P (k d ) with law ν.
Theorem 4.6. Suppose that log ||g||dµ(g) < ∞. Under the same assumptions as in the previous theorem, λ 1 > λ 2 .
Proof of Theorem 4.5: A general lemma of Furstenberg (see for example [BL85] , Proposition 2.3 page 49) says that every µ-invariant probability measure on P (V ) is proper, i.e. does not charge any projective hyperplane. Now, fix a µ-invariant probability measure on P (V ) and an event ω ∈ Ω. Choose {r n ; n ≥ 1} in k such that ||r n M n (ω)|| = 1 and a limit point A(ω) along a subsequence (n k ) k∈N of {r n M n ; n ≥ 1}. Hence for every x ∈ V such that x ∈ Ker(A(ω)),
Since ν is proper, we deduce that M n k (ω)gν converges weakly towards A(ω)gν for every g ∈ SL d (k). On the other hand, by Lemma 4.4, there exists a random probability measure ν ω on P (V ) (whose expectation is ν) such that M n (ω)gν converges weakly towards ν ω for λ-almost every g ∈ SL d (k), where λ is a probability measure supported on Γ µ ∪{I d }. By uniqueness of convergence in weak topology,
Let V (ω) be the linear span of {x ∈ V ; [x] ∈ Supp(ν ω )}. (5) applied to g = I d shows that the image of A(ω) is exactly V (ω). Therefore, the image of A(ω) is indeed independent from the subsequence taken. It is left to show that its dimension is exactly the index p of Γ µ . By definition of the index, the rank of A(ω) is at least p. The index of Γ µ being p, there exists {h n ; n ≥ 1} in Γ µ , {s n ; n ≥ 1} in k such that s n h n converges to an endomorphism h of rank p. (5) shows that:
We claim that one can find g ∈ Γ µ such that:
This would end the proof because the dimension of V (ω) would be less or equal to the range of h, which is p. It suffices to show that there exists g ∈ Γ µ such that ν{x ∈ V ; A(ω)ghx = 0} = 0, because in this case for ν-almost
If on the contrary, for every g ∈ Γ µ , ν{x ∈ V ; A(ω)ghx = 0} > 0, then by the aforementioned property of ν,
Hence {gx; g ∈ Γ µ ; x ∈ Im(h)} would be contained in the kernel of A(ω). Since it is Γ µ -invariant, this contradicts the irreducibility assumption on Γ µ . We have then proved that V (ω) is a pdimensional subspace of V and is the image of every limit point of r n M n , where ||r n M n || = 1. By Lemma 4.4, ν = ν ω dP(ω). Therefore,
Since ν is proper, this is equal to zero. Finally, if Γ µ is contracting, then p = 1 by definition and [V (ω)] is reduced to a point Z(ω) ∈ P (V ). Since, by Lemma 4.4, ν = δ Z(ω) dP(ω), we deduce that the distribution of Z is ν and hence ν is unique.
2
Corollary 4.7 (Convergence in KAK). Suppose that Γ µ acts strongly irreducibly on V . Then the subspace (k(M n )e 1 , ..., k(M n )e p ) converges a.s. to a random subspace V (ω) of dimension p = index(Γ µ ). Similarly, the same holds for the subspace (U −1
n .e 1 * , ..., U −1
n .e p * ). Moreover, a.s. n .e * p with U t n e 1 ,...,U t n e p where U t n is the transpose of the matrix U n . However, we prefer to work with the action on the dual vector space because it will give us more freedom later on.
Hence, for p=index (Γ µ ), Theorem 4.5 gives a p-dimensional (random) subspace V (ω) which is the range of every limit point of Mn a1(Mn) . Fix a realization ω, we have:
are non zero elements of [0, 1] when k is archimedean and of Ω k when k is non archimedean; proving the last assertion of the corollary. Since the image of A(ω) is V (ω),
By equality of dimension, we deduce that the two subspaces above are almost surely equal. As this holds for any convergent subsequence, we have the convergence a.s. of the subspace
. Now notice that Γ µ acts strongly irreducibly on V if and only if Γ µ −1 acts strongly irreducibly on V * . Moreover, Γ µ has the same index as Γ µ −1 viewed as a subgroup of SL(V * ) (it is just formed by the transposed matrices of Γ µ ). Hence the same proof as above holds by looking at S −1
Proposition 4.9. If Γ µ acts strongly irreducibly on V , then for any sequence {x n ; n ≥ 0} in V converging to a non zero vector:
Proof. Let S n = K n A n U n be a KAK decomposition and (x n ) n∈N a sequence in V converging to some x = 0.
When k is archimedean: To keep the exposition as simple as possible, we will work here with the transpose matrices instead of working on the dual vector space: for g ∈ SL d (k), g * will denote its transpose (resp. conjugate transpose) matrix when k = R (resp. k = C).
Indeed, by Corollary 4.7, the subspace (U * n e 1 , ..., U * n e d ) converges a.s. to a subspace V (ω). Let Π V (ω) be the orthogonal projection on V (ω). Hence
Theorem 4.5: P Π V (ω) (x) = 0 = 0. The claim is proved. When k is non archimedean,
Again, by Corollary 4.7, inf n∈N * |ap(n)| |a1(n)| > 0 and it suffices to show that, a.s,
Indeed, let V (ω) be the limiting subspace of (U −1
n .e * 1 , ..., U −1
n .e * p ) and U ∞ a limit point of U n . M ax{|U −1 n .e * i (x n )|; i = 1, ..., p} converges then a.s., via a subsequence, to M ax{|(U ∞ ) −1 .e * i )(x)|; i = 1, ..., p}. The following claim shows that this is in fact independent from the subsequence and equals Sup{ |f (x)| ||f || ; f ∈ V (ω)}, which is a.s. positive because by Theorem 4.5, P (f (x) = 0 ∀f ∈ V (ω)) = 0. Claim : Let V be a vector space of dimension d ≥ 2 with basis (e 1 , ..., e d ), E a subspace of the dual V * of dimension p < d, B = (f 1 , ..., f p ) a basis of the dual E. We suppose that B is in the orbit of (e * 1 , ..., e * p ) under the natural action of
In other words, assume that there exists g ∈ K such that f i = ge * i for every i = 1, ..., p. Then for every non zero vector
Corollary 4.10. Suppose that log(||g||)dµ(g) < ∞. For any sequence {x n ; n ≥ 0} converging to a non zero vector x of V ;
Proof. The convergence on the left hand side is an immediate application of last proposition and the definition of the Lyapunov exponent. For the right hand side, by compactness of P (V ), it suffices to show that for any sequence {x n ; n ≥ 0} in the unit sphere converging to a non zero vector x of V :
1 n E(log ||S n x n ||) −→ n→∞ λ 1 . By independence and equidistribution of the increments and by the inequality ||g|| ≥ 1 true for every g ∈ SL d (k) we get:
log ||X i ||. By the moment assumption on µ, we can apply the strong law of large numbers which shows that the right hand side of the latter quantity converges in L 1 and is consequently uniformly integrable. A fortiori, { 1 n log ||S n x n ||; n ≥ 0} is uniformly integrable. Since it converges in probability (by the law of large numbers), we deduce that it converges in L 1 .
4.2.2
A cocycle lemma -Application 1: "weak" large deviations Definition 4.11. Let G be a semigroup acting on a space X.
Lemma 4.12 (Cocycle lemma). Let G be a semigroup acting on a space X, s a cocycle on G × X, µ a probability measure on G satisfying for r(g) = sup x∈X |s(g, x)|: there exists τ > 0 such that
then there exist λ > 0, ǫ 0 > 0, n 0 ∈ N * such that for every 0 < ǫ < ǫ 0 and n > n 0 :
then for all γ > 0, there exist ǫ(γ) > 0, n(γ) ∈ N * such that for every 0 < ǫ < ǫ(γ) and n > n(γ),
remark 4.13. The limit lim n→∞ 1 n Sup x∈X E(s(S n , x)) always exists by sub-additivity Proof. Let ǫ > 0 and Q n = Sup x∈X E exp[ǫ (s(S n , x))] . Q n being sub-multiplicative, for every p,
Using the inequality
The cocycle property implies that r(g 1 g 2 ) ≤ r(g 1 ) + r(g 2 ) for every g 1 , g 2 ∈ G, whence E exp (τ (r(S p ))) ≤ C p . Hence, for every integer p,
The following inequality being true for every x ∈ [−1; ∞[:
(10) becomes: for every integer p,
• Suppose first that > 0. Apply (11) with p = p 0 and choose ǫ > 0 small enough such that:
• Suppose that ap p converges to zero as p goes to infinity. Fix γ > 0. Since lim
It suffices now to apply (11).
Application1: "Weak large deviations" In the real and complex cases, Le Page [LP82] proved a large deviation inequality for the quantities 1 n log ||S n || and 1 n log ||S n x||, for any non zero vector x of V . By Proposition 4.10 these quantities converge towards the first Lyapunov exponent λ 1 . More precisely, for every ǫ > 0, there exist ρ = ρ(ǫ) ∈]0, 1[ and n 0 = n 0 (ǫ) such that for n ≥ n 0 ,
In particular, for some new ρ = ρ(ǫ) ∈]0, 1[,
This bound will be important for us later. Verifying Le Page proof when k is ultrametric is straightforward although somewhat lengthy. Alternatively we will directly show (13) using our cocycle Lemma 4.12. Moreover our bound will be uniform in x ranging over the unit sphere in V .
Proposition 4.14 (Weak large deviations). Suppose that µ has an exponential local moment and that Γ µ is strongly irreducible. Then for every γ > 0, there exist ǫ(γ) > 0 and n(γ) ∈ N * such that for 0 < ǫ < ǫ(γ) and n > n(γ):
In particular, for every ǫ > 0,
Proof. Let γ > 0. First we prove that for ǫ < ǫ(γ) and n > n(γ),
||gy||||x|| defines an additive cocyle on Γ µ × (P (V ) × P (V )), for the natural action of Γ µ on P (V ) × P (V ). It suffices now to verify the hypotheses of Lemma (4.12).
. This is finite for τ small enough because µ has an exponential local moment. The condition (9) of Lemma 4.12 is then fulfilled. It suffices now to show that
(≤ 0 suffices in fact). Since P (V ) × P (V ) is compact, it suffices to show that for any convergent sequences (x n ) and (y n ) in the sphere of radius one:
This is true since by (the proof of ) Corollary 4.10:
Notice that ||g|| ≍ max{||g.e i ||; i = 1, ..., d} for every g ∈ GL(V ). Hence,
Finally, we prove (15): let ǫ > 0, γ > 0 to be chosen in terms of ǫ. By (14) and the Markov inequality there exist ǫ ′ (γ) > 0, n(γ) > 0 such that for 0 < ǫ ′ < ǫ ′ (γ) and n > n(γ):
Application 2: exponential convergence in direction
Proposition 4.15. Suppose that µ has an exponential local moment and that Γ µ is strongly irreducible and contracting. Then there exist λ > 0, ǫ 0 > 0, n 0 ∈ N * such that for 0 < ǫ < ǫ 0 and n > n 0 :
Proof. Let X = P (V ) × P (V ) \ diagonal and s the application on Γ µ × X defined by:
It is easy to verify that s is an additive cocycle on Γ µ × X for the natural action of Γ µ on X. It suffices now to check the hypotheses of Lemma 4.12.
By definition of the distance δ, we have for every S n , (x, y) )) < 0.
By definition of the Lyapunov exponent,
By (the proof of ) Corollary 4.10,
Under the contraction and strong irreducibility assumptions on Γ µ , this is negative by Theorem 4.6.
We deduce the following Theorem 4.16 (Exponential convergence in direction). With the same notations and assumptions as in the previous proposition, there exists a random variable Z 1 (resp. Z 2 ) on P (V ) -with law ν (resp. ν * ), the unique µ-invariant probability measure on P (V ) (resp. µ −1 -invariant on P (V * )) such that for some λ > 0 and every ǫ > 0:
In particular, for every
Proof. It suffices to prove (19). Indeed, (20) 
, we condition by the σ-algebra generated by (X n+1 , ..., X k ) and obtain by independence of the increments :
Inserting (22) in (21) gives for every [y] ∈ P (V ), k > n ≥ n 0 :
Let ν be the unique µ-invariant probability measure on P (V ) (see Theorem 4.5). Integrating with respect to dν([y]) the two members of the previous inequality and applying Fubini theorem, we get for every k > n ≥ n 0 :
Again by Theorem 4.5, a.s. M k ν converges weakly towards the dirac measure δ Z when k goes to infinity. For w fixed and every 0 < ǫ ≤ 1, δ ǫ ( . , Z(ω)) is a continuous function on P (V ). Hence,
We conclude by letting k go to infinity in (23). Since ǫ → δ ǫ (., .) is decreasing, the corollary is true for every ǫ > 0.
Weak version of the regularity of invariant measure
An important result in the theory of random matrix products is the regularity of the invariant measure ν, under contraction and strong irreducibility assumptions:
Consider the same assumptions as in Proposition 4.15, then there exists α > 0 such that:
In particular, if Z is a random variable on P (V ) with law ν, then for every ǫ > 0:
(24) gives in particular for k = R: for every 0 < t < 1:
The latter assertion will be important for us. Proving Theorem 4.17 in an arbitrary local field can be done along the same lines as Guivarch's proof over the reals. We will refrain from including the details of this proof here, since we will not need the full force of 4.17. Instead we give a direct proof of the last assertion, using our "weak large deviation" -Proposition 4.14.
Theorem 4.18. Consider the same assumptions as in Proposition 4.15. Let Z be a random variable with law ν, the unique µ-invariant probability measure. Then, for all t ∈]0, 1[,
Before proving the theorem, we begin with an easy but crucial lemma.
Lemma 4.19. There exists a constant C(k) such that for every f ∈ V * , a.s. there exists i = i(n, ω) ∈ {1, ..., d} such that:
. When k in non archimedean, the norm on V * is ultrametric. Hence, a.s. ||M
n .f (e i )|; i = 1, ..., d}. The lemma is then valid for C(k) = 1.
Proof of Theorem 4.18: Let H be a hyperplane of V , f ∈ V * such that H = Ker(f ). One can suppose ||f || = 1. Let A i be the event "{||f (M n e i )|| ≥ C(k)||M −1 n .f ||}". By the previous lemma,
By Theorem 4.16, there exists ρ 1 ∈]0, 1[ such that for all large n:
This implies by the Markov inequality that for every ρ 2 ∈]ρ 1 , 1[ and for all large n:
On each event A i , we apply inequality (26) for x = e i . Inserting this in (25) and using the triangle inequality, we get:
On the event A i ,
Inserting (28) in (27) gives:
The following assertion clearly ends the proof: for any a ∈]0, 1[,
uniformly in f ∈ V * of norm one and x ∈ V of norm one. Indeed, the action of Γ µ −1 on V * is strongly irreducible and contracting. Hence we can apply Proposition 4.14 by replacing S n = X n ...X 1 with M −1
uniformly in x and f . Since ρ (29) is valid uniformly in x and f . 2
Preliminaries on algebraic groups
Till the end of the paper, k is a local field, G is a k-algebraic group, G = G(k) are the k-points of G. We will assume G to be k-split and its connected component semi-simple. However G itself is not assumed Zariski-connected unless explicitly mentioned. In general if H is a k-algebraic group, H will denote its group of k-points. The word "connected" will refer to the Zariski topology.
In this section, G is connected. For references, one can see [Tit71] for the description of irreducible representations, [BT72] , [BT84] or [Mac71] for the Cartan and the Iwasawa decomposition.
Decompositions in algebraic groups
Let A be a maximal k-torus of G, X(A) be the group of k-rational characters of A, ∆ be the system of roots of G restricted to A, which consists of the common eigenvalues of A in the adjoint representation. We fix an order on ∆ and denote by ∆ + the system of positive roots, Π the system of simple roots (roots than cannot be obtained as product of two positive roots) and define A + = {a ∈ A ; |α(a)| ≥ 1 ; ∀α ∈ ∆ + }. There exists a maximal compact subgroup K of G such that
We denote by g be the Lie algebra of G over k and define, for every α ∈ ∆, g α = {x ∈ g ; Ad(a).x = α(a)x ∀a ∈ A}. Let N be the unique connected subgroup of G whose Lie algebra is ⊕ α∈∆ + g α ; it is a maximal unipotent connected subgroup. Then the following decomposition, called Iwasawa or KAN decomposition, holds:
Rational Representations of algebraic groups In the previous paragraph, we used only the adjoint representation of G. More generally, if (ρ, V ) is a k-rational irreducible representation of G, χ ∈ X(A) is called a weight of ρ if it is a common eigenvalue of A under ρ. We denote by V χ the weight space associated to χ which is
The representation ρ is characterized by a particular weight χ ρ called highest weight which has the following properties:
• every weight χ of ρ different from χ ρ is of the form: χ = χρ α∈Π α nα , where n α ∈ N for every simple root α.
• Every x ∈ V χρ is fixed by the subgroup N . Let Θ ρ = {α ∈ Π; χ ρ /α is a weight of ρ}.
Proposition 4.20.
[Tit71]For every α ∈ Π, let w α be the fundamental weight associated to α. Then the k-rational irreducible representation (ρ α , V α ) of G whose highest weight is w α (called fundamental representation) has a highest weight space of dimension one and satisfies Θ ρα = {α}.
Every k-rational irreducible representation ρ of G can be obtained as a sub-representation of tensor products of fundamental representations and χ ρ is of the form α∈Π w sα α , with s α ∈ N. We record below a basic fact about root systems ([Bou68, §1.9 et 1.10]).
Proposition 4.21. Every root α ∈ ∆ is of the form: α = β∈Π w n β β , with n β ∈ Z, for every β ∈ Π.
Good norm Let ρ be a k-rational irreducible representation of G. We wish to find a special basis and norm of V such that
is the restriction of a Cartan (resp. Iwasawa) decomposition of SL(V ), i.e. K acts by isometries on V , A acts by diagonal matrices with ρ(A + ) ⊂ {diag(a 1 , ..., a d ); |a 1 | ≥ |a i | ∀i = 1}, ρ(N ) fixes the first vector of the basis. To do that we begin with standard definitions borrowed from Quint [Qui02b] . Let V be a k-vector space. When k is R (resp. C), we say that a norm on V is good if and only if it is induced by a Euclidian scalar product (resp. Hermitian scalar product). Now if V is endowed with a good norm, a direct sum V = V 1 ⊕ V 2 is good if and only if it is orthogonal with respect to the scalar product. When k is non archimedean, we say that a norm on V is good if and only if it is ultrametric, i.e., ||v + w|| ≤ M ax{||v||; ||w||} ∀v, w ∈ V . A direct sum V = V 1 ⊕ V 2 is good if and only if for every v = v 1 + v 2 , with v 1 ∈ V , v 2 ∈ V , ||v|| = M ax{||v 1 ||, ||v 2 ||}. Now let (ρ, V ) be k-rational irreducible representation of G and V = ⊕ χ V χ its decomposition into weight spaces. We write G = KAK its Cartan decomposition. When k = R (resp. C), there exists a scalar product (resp. Hermitian scalar product) on V such ρ(K) acts by isometries on V and ρ(A) is symmetric (resp. Hermitian). The direct sum V = ⊕ χ V χ is good and a ∈ A induces on each V χ a homothety of ratio χ(a). When K is non archimedean, there exists a K-invariant ultrametric norm on V such that the V χ 's are in good direct sum. The action of a ∈ A on V χ is by homothety of ratio χ(a) Such a norm is said to be (ρ, A, K)-good.
Corollary 4.23. Let (ρ, V ) be a k-rational representation of G, χ ρ its highest weight. Then there exists a good norm ||.|| on V such that
where a(g) (resp. a(g)) is the A + (resp. A) -component of g in the Cartan (resp. Iwasawa) decomposition.
Fubiny-Study norm:
Consider a good norm on V and a good direct sum: V = V 1 ⊕ V 2 . Then, there exists a good norm on 2 V such that the direct sum
This induces the Fubini-Study distance δ on the projective space P (V ): 
We denote by N the subgroup of upper triangular matrices with 1 on the diagonal. Then the Cartan decomposition is G = KA + K and the Iwasawa decomposition: G = KAN . As seen in Section 3.2, we can also take the following other choice for 
Estimates in the Cartan decomposition -the connected case
In this section G is assumed Zariski-connected. Recall that G is also assumed semisimple and k-split.
Let µ be a probability measure on G = G(k) and ρ a k-rational irreducible representation of G into some SL d (k). We assume Γ µ to be Zariski dense in G. Our aim in this section is to give estimates of the Cartan decomposition in ρ(G) of the random walks ρ(M n ), ρ(S n ) using their Iwasawa decomposition.
Let χ ρ be the highest weight for V , and r the number of non zero weights of V . We set χ 1 = χ ρ , χ 2 , ..., χ l (l ∈ {2, ..., r}) the weights adjacent to χ 1 , i.e., such that χ i = χ 1 or there is α ∈ Θ α such that χ i = χ 1 /α. We consider a (ρ, A, K)-good norm on V (for the basis of weights) given by Theorem 4.22 of the preliminaries.
For g ∈ G, we denote by g = k(g)a(g)u(g) (resp. g = k(g) a(g) n(g)) a privileged Cartan (resp. Iwasawa) decomposition in G = KA + K = KAN . When it comes to the random walk S n = X n ...X 1 , we simply write S n = K n A n U n (resp. S n = K n A n N n ) for the KAK (resp. KAN) decomposition of S n in G and set ρ(A n ) = diag(a 1 (n), ..., a d (n)) ; ρ( A n ) = diag ( a 1 (n), ..., a d (n) ).
It is known that G is isomorphic to a closed subgroup of GL r (k) for some r ≥ 2 - [Hum75] . Let i be such an isomorphism. (When G is simple and of adjoint type, one can take the adjoint representation).
Definition 4.24 (Exponential moment for algebraic groups). If µ is a probability measure on G, we say that µ has an exponential local moment if i(µ) (image of µ under i) has an exponential local moment (see Definition 2.9).
The following lemma explains why this is a well defined notion, i.e. the existence of exponential moment is independent of the embedding "i".
Lemma 4.25. Let G ⊂ SL(V ) be the k-points of a semi-simple algebraic group and ρ a finite dimensional k-algebraic representation of G. If µ has an exponential local moment then the image of µ under ρ has also an exponential local moment.
Proof. Each matrix coefficient (ρ(g)) i,j of ρ(g), for g ∈ G, is a fixed polynomial in terms of the matrix coefficients of g. Since for the canonical norm, ||g|| ≥ 1 for every g ∈ G, we see that there exists C > 0 such that ||ρ(g)|| ≤ ||g|| C for every g ∈ G. This suffices to show the lemma.
Comparison between (the A-components of ) the Cartan and Iwasawa decompositions.
Estimating the asymptotic behavior of the components of S n in the KAK decomposition will be crucial for us. We will derive these estimations from their analogs for the KAN decomposition. The following proposition explains why it is legal to do so: Proposition 4.26 (Comparison between KAK and KAN ). Almost surely there exists a compact subset C of G such that for every n ∈ N * , A n A n −1 belongs to C. In particular, there exists a
Proof. Since the kernel of the adjoint representation is finite, it suffices to show that there exists
) belongs to E. This is equivalent to show that almost surely
is in a random compact subset of k for every α ∈ Π. Indeed, we decompose α into fundamental weights: α = β∈Π w n β β ; n β ∈ Z. Hence,
By Theorem 4.22, for each β ∈ Π, there exists a representation (ρ β , V β ) of G whose highest weight is w β and highest weight space is a line, say k x β . Fix a (ρ β , A, K)-good norm on V β . Corollary 4.23 applied to the representation ρ β gives then:
It suffices to control the terms where n β ≥ 0. Since G is Zariski-connected, ρ β is in fact strongly irreducible. By Zariski density, ρ β (Γ µ ) also. Hence we can apply Proposition 4.9:
a.s.
This is what we want to show.
A version of the latter proposition "in expectation" will be needed. such that for 0 < ǫ < ǫ(γ), n > n(γ) and every α ∈ Π:
Proof. Let ǫ > 0 and α ∈ Π. Let β 1 , ..., β s be an order of the simple roots appearing in identity (31). Holder inequality (for s maps) applied to the same identity gives:
Terms with n βi ≤ 0 are less or equal to one. Hence, it suffices to control the terms where n βi > 0. Fix such i ∈ {1, ..., s} and let γ > 0. By Lemma 4.25, the image of µ under ρ βi has an exponential local moment. Moreover, as explained in the previous proposition, G being Zariskiconnected, ρ βi is strongly irreducible. Consequently, we can apply Proposition 4.14 which shows that E
In the same way, we show the inequality on the right hand side of (32). In particular, for every non zero weight χ of (ρ,
(1 + γǫ) n . Indeed, this follows from the expression χ = χ 1 / α∈Π α sα with s α ∈ N and the Holder inequality applied to (32). For χ = χ ρ , a similar inequality holds because χ ρ (A n )/χ ρ ( A n ) = ||S n ||/||S n x|| for some (ρ, A, K)-good norm and every x ∈ V χρ . This proves (33).
The following theorem shows that the ratio between the first two components in the Iwasawa decomposition is exponentially small. KAN ) . Assume that µ has an exponential local moment and that ρ(Γ µ ) is contracting. Then there exists λ > 0, such that for every ǫ > 0 small enough and all n large enough:
Theorem 4.28 (Exponential contraction in
We recall that A n is the A-component of S n in the Iwasawa decomposition of S n in G and that a 1 (n), ..., a d (n) are the diagonal components of ρ( A n ) in the basis of weights. remark 4.29. When k = R, no contraction assumption is needed. Indeed, by a theorem of Goldsheild-Margulis [GM89] , a semigroup Γ of GL d (R) is strongly irreducible and contracting if and only if its Zariski closure is. Hence ρ(Γ µ ) is contracting if and only if ρ(G) is. But G is R-split, hence the highest weight space of ρ is a line, thus ρ is contracting.
Before proving the proposition, we state a standard lemma in this theory:
Lemma 4.30.
[Dek82] Let G be a group, X be a G-space, (X n ) n∈N * a sequence of independent elements of G with distribution µ and s an additive cocycle on G × X. Suppose that ν is a µ-invariant probability measure on X such that:
Then s is in L 1 (P ⊗ ν) and
Proof of Theorem 4.28: Since ρ is contracting, V χρ is a line. Indeed, if {η n ; n ∈ N} is a sequence in G such that {ρ(η n ); n ∈ N} is contracting then it is easy to see that {ρ (a(η n )) ; n ∈ N} is also contracting. V χρ is then a one dimensional subspace. Therefore, for some α ∈ Θ ρ ,
and in general for i ∈ {2, ..., d},
is of the form 1/ β∈Θρ β m β ( A n ) with m β ∈ N for every β ∈ Π. By Holder inequality, it suffices to treat the case where a i (n)/ a 1 (n) = 1/α( A n ) for some α ∈ Θ ρ . As in Proposition 4.26, we decompose α into fundamental weights: α = s i=1 w n β i βi , with s ∈ N * , n βi ∈ Z for every i = 1, ..., s. We denote (ρ βi , V βi ) the fundamental representation associated to w βi . Using (31) of the same proposition, we get for every i = 1, ..., s a (ρ βi , A, K)-good norm on V i such that:
where X = ⊕ s i=1 P (V βi ) and s is the cocycle defined on G × X by:
To apply Lemma 4.12, we must verify that for some τ > 0,
and lim 1 n Sup x∈X E(−s(S n , x)) < 0
By Lemma 4.25, there exists τ > 0 such that for every i = 1, ..., s, E (||ρ βi (X 1 )|| τ ) < ∞. Holder inequality applied recursively ends the proof of (34). Now we concentrate on proving (35). Since P (V βi ) is compact for every i = 1, ..., s, it suffices to show that for all sequences {x 1,n ; n ≥ 0},..., {x s,n ; n ≥ 0} converging to non zero elements of V β1 , ..., V βs :
Fix such sequences {x 1,n ; n ≥ 0},..., {x s,n ; n ≥ 0}. By Corollary 4.10 the limit above exists and is independent of the sequences taken. Indeed, it is equal to the sum of the corresponding Lyapunov exponents. Denote by L this limit. Fix a µ-invariant probability measure ν on X, which exists by compactness of X. Again by Corollary 4.10,
Consider the dynamical system E = G N × X, the distribution η = P ⊗ ν on E, the shift θ : E → E, ((g 0 , . .....), x) −→ ((g 1 , . .....), g 0 .x). Since ν is µ-invariant, η is θ-invariant. We extend the definition domain of s from G × X to G N × X by setting s(ω, x) := s(g 0 , x) if ω = (g 0 , ....). Since µ has an exponential moment, s ∈ L 1 (η). In consequence, we can apply the ergodic theorem (see [Bre68, Theorem 6 .21]) which shows that 1 n n i=0 s • θ i (ω, x) converges for η-almost every (ω, x) to a random variable Y whose expectation is s(g, x)dµ(g)dν(x). Since s is a cocycle,
But we have shown above that Y is almost surely constant,because it is the sum of the corresponding Lyapunov exponents, and that it equal to L. Hence,
L is positive if conditions (1) and (2) of Lemma 4.30 are fulfilled. Since µ has a moment of order one, condition (1) is readily satisfied. Condition (2): we must verify that for P ⊗ ν-almost all (ω, x),
By Proposition 4.9, the P ⊗ ν-almost everywhere behavior at infinity of s (S n (ω), x) is the same as the P-almost everywhere behavior of:
The last equality follows from the expression of α in terms of the fundamental weights and from Corollary 4.23. Hence, we reduced the problem to proving that |α(A n )|
ρ(Γ µ ) is strongly irreducible because Γ µ is Zariski dense in G, ρ is an irreducible representation of G and G is connected. Since by the hypothesis ρ(Γ µ ) is contracting, we can apply Theorem 4.5: ||.|| being (ρ, A, K)-good norm, |a 1 (n)| = ||ρ(S n )||. Hence a.s. every limit point of ρ(Sn) a1(n) is a rank one matrix. In particular,
a1(n) converge a.s. to zero. Equivalently, for every weight χ = χ ρ of V , |χ ρ (A n ) / χ(A n )| tends a.s. to infinity. From the expression of χ in terms of χ ρ , this is equivalent to say that for every α ∈ Θ ρ , |α(A n )| tends to infinity.
2
The following theorem shows that the ratio between the first two components in the Cartan decomposition is exponentially small. 
Proof. Let i ∈ {2, ..., d}. Since |a i (ρ(a)) | ≤ |a 1 (ρ(a)) | for every a ∈ A + , it suffices to show the theorem for all ǫ > 0 small enough. Write
Fix γ > 0. By Propositions 4.27 and 4.28 and Holder inequality, we have for some λ > 0, every 0 < ǫ < M in{ǫ(γ); 1 3λ } and n > n(γ):
We have used the inequality (1 + x) r ≤ 1 + rx true for every x ≥ −1 and r ∈]0, 1[ and the inequality (x + y) 2 ≤ 2(x 2 + y 2 ) true for every x, y ∈ R. It suffices to choose γ = √ λ 2 for instance. We will see in Section 4.5 that in order to work with non Zariski-connected algebraic groups, it is convenient to work with the Cartan decomposition of the ambient group SL d (k) (see Section 3.2). The following corollary will be useful. It is the analog of Theorem 4.31 for the KAK decomposition in SL d (k) (rather than in G).
Corollary 4.32 (Ratio in the
With this notations and with the same assumptions as in Theorem 4.28, we have for some λ > 0 and every ǫ > 0,
Proof. To simplify notations we omit ρ, so that G is seen as a linear algebraic subgroup of
in the canonical basis of k d . We will use the canonical basis and norm of k d (Section 4.2.1). Theorem 4.31 shows that for some λ > 0, every ǫ > 0 and all large n,
Since K n , K n belong to compact subgroups in both decompositions, there exist C 1 , C 2 > 0 such that for every n:
By the definition of the KAK decomposition in SL d (k), we have a.s. || A n || = | a 1 (n)| and || 2 A n || = | a 1 (n) a 2 (n)|. For KAK in G, there exists a constant C 3 > 0 such that: 1 C3 |a 1 (n)| ≤ ||A n || ≤ C 3 |a 1 (n)| and for P-almost every ω there exists i(ω) ∈ {2, ..., l} such that:
By (37), this is less or equal than constant × (1 − γǫ) n . Since | a 2 (g)| ≥ | a i (g)| for i > 2 and every g ∈ SL d (k), the proof is complete.
Exponential convergence and asymptotic independence in KAK
We recall that the norm on V we are working with is (ρ, A, K)-good (it is the one given by Theorem 4.22). We recall also that the direct sum V = ⊕ χ V χ is good. When k is archimedean, this norm is induced by a scalar product so that we can choose an orthonormal basis in each V χ . Let (e 1 , ..., e d ) be the corresponding basis of V , e 1 is in particular a highest weight vector. Then, the norm on V becomes
When k is non archimedean, one can choose a basis in each V χ such that the norm induced becomes the Max norm. If (e 1 , ..., e d ) is the corresponding basis of V , then ||x|| = M ax{||x i ||; i = 1, ..., d} for every
For g ∈ G and f ∈ V * , g.f will simply refer to ρ * (g)(f ). Consider the norm operator on V * , it is easy to see that it is (ρ * , A, K)-good. As explained in the preliminaries, ||.|| induces a distance δ(., .) on the projective space P (V ). The same holds for P (V * ).
Finally we recall the following notations: M n = X 1 ...X n , S n = X n ...X 1 where X i ; i ≥ 1 are independent random variables of law µ. The KAK decomposition of S n in G is denoted by S n = K n A n U n with K n , U n ∈ K and A n ∈ A + (we have fixed a privileged way to construct the Cartan decomposition). We write ρ(A n ) = diag (a 1 (n), ..., a d (n)) in the basis of weights. When it comes to the random walk {M n ; n ∈ N * } we simply write
Theorem 4.33 (Exponential convergence in KAK). Suppose that µ has an exponential local moment and that ρ(Γ µ ) is contracting. Denote by x ρ a highest weight vector (e 1 for example), then for all ǫ > 0:
where Z 1 (resp. Z 2 ) is a random variable on P (V ) (resp. P (V * )) with law ν (resp. ν * ) -the unique µ (resp. µ −1 ) -invariant probability measure.
remark 4.34. From the previous theorem, we deduce by applying the Borel Cantelli lemma that
converges only in law. This can also be directly derived from Corollary 4.7.
Proof. For simplicity, we write S n , K n ,A n ,U n instead of ρ(S n ), ρ(A n ), ρ(U n ). By the canonical identification between V and (V * ) * , (e * 1 ) * will refer to e 1 . Let Z ∈ P (V * ) be the almost sure limit of S n .e * i = a i (n)e * i and S n = K n A n U n , we have for every f ∈ V * of norm one, such that e 1 (K
Since |a 1 (n)| = ||S n || and ||f || = 1, ||S
(resp. C(k) = 1) when k is archimedean (resp. non archimedean). The choice of the norm on V implies that a.s. there exists i = i(n, ω) ∈ {1, ..., d}, such that |e
Indeed, in the non archimedean case, 1 = ||K n .e 1 || = M ax{|K n .e 1 (e * i )|; i = 1, ..., d}. Hence for some random i = i(n, ω), |e 1 (K −1 n .e * i )| = |K n .e 1 (e * i )| = 1 and in the archimedean case, 1 = ||K n .
n .e * i )| 2 . Hence one can write for every ǫ > 0:
In (39), for every i = 1, ..., d, on the event "|e 1 (K −1
n .e * i )| ≥ C(k)", we apply (38) with f = e i . Since ǫ > 0 can be taken smaller than one, C(k) ǫ ≥ C(k) and (x + y) ǫ ≤ x ǫ + y ǫ for every x, y ∈ R + . We get then:
Theorem 4.31 shows that: In the following theorem, we show that these two variables become independent at infinity, with exponential "speed". This is Theorem 1.5 from the introduction. We recall its statement.
Theorem 4.35 (Asymptotic independence in the KAK decomposition).
With the same assumptions as in Theorem 4.33, there exist independent random variables Z ∈ P (V * ) and T ∈ P (V ) such that for every ǫ > 0, every ǫ-holder (real) function φ on P (V * ) × P (V ) and all large n:
Proof. Let ǫ > 0. The analog of Theorem 4.33 for U −1
because it converges only in law. However, we have the following nice estimate: for some ρ(ǫ) ∈]0, 1[ and all n large enough:
Indeed, by independence (X 1 , ..., X n ) has the same law as (X n , ..., X 1 ) for every n ∈ N * . Therefore, for every n ∈ N * :
It suffices now to apply twice the first convergence of Theorem 4.33 and the triangle inequality. Now let φ be an ǫ-holder function on P (V * )×P (V ), (X ′ n ) n∈N increments with law µ independent from (X n ) n∈N . We similarly write M
s. limits given by Theorem 4.33). The random variables T and Z are in particular independent. We write:
because, on the one hand they have the same law and on the other hand, the processes k(X n ...X ⌊ n 2 ⌋+1 ) and U ⌊ n 2 ⌋ that appear in the last term of the right hand side of ∆ 2 are independent.
• By Theorem 4.33, there exist ρ 1 (ǫ), ρ 2 (ǫ) ∈]0, 1[ such that:
and |∆ 4 | ||φ|| ǫ ρ 2 (ǫ) n 2 .
• By (41), ∆ 2 ||φ|| ǫ ρ 3 (ǫ) n .
Estimates in the Cartan decomposition -the non-connected case
Recall that k is a local field, G a k-algebraic group, G its k-points which we assume to be k-split. We denote by G 0 its Zariski-connected component which we assume to be semi-simple and by G 0 its k-points. Finally, ρ is a k-rational representation of G into some SL d (k). We write V = k d and P (V ) the projective space. In other terms, we consider the same situation as in Section 4.3 except that G is no longer assumed connected, a fortiori ρ(G). The KAK and KAN decompositions do not necessarily hold for the algebraic groups G, ρ(G) but are valid for G 0 or ρ(G 0 ). However, one can still use the KAK decomposition of the ambient group SL(V ). We use then the notations and conventions of Section 3.2 regarding the Cartan decomposition in SL d . We consider the canonical basis (e 1 , ..., e d ) and canonical norm on V = k d (see Section 4.2.1). For each g ∈ SL d (k), we denote by g = k(g)a(g)u(g) an arbitrary but fixed Cartan decomposition in SL d (k) and write a(g) = diag (a 1 (g), ..., a d (g)).
We consider a probability measure µ on G such that Γ µ is Zariski dense in G. As usual, we denote by S n = X n ...X 1 the right random walk.
The aim of this section is to prove that the main results of Section 4.4 hold for the Cartan decomposition in SL d (k) rather than merely in G. Our first task will be to prove the following theorem, which is the analog of Theorem 4.31 for the KAK decomposition in SL d (k).
Theorem 4.36. Assume that the representation ρ| G 0 is irreducible. Let µ be a probability measure on G having an exponential local moment (see Definition 4.24) and such that ρ(Γ µ ) is contracting. Then for every ǫ > 0,
Our next task will be to adapt the proof of Theorem 4.33 (exponential convergence in the KAK decomposition) and Theorem 4.35 (asymptotic independence in the KAK decomposition) to the Cartan decomposition of SL d (k). This can be done easily using Theorem 4.36. Indeed it will be sufficient to replace x ρ , highest weight of ρ, with e 1 (which is the highest weight for the natural representation of SL d (k) on k d ) and KAK in G with KAK in SL d (k). By writing the Cartan decomposition of ρ(S n ) in SL d (k) as ρ(S n ) = K n A n U n , we obtain: Theorem 4.37. With the same assumptions as in Theorem 4.36, there exist random variables Z 1 ∈ P (V ) and Z 2 ∈ P (V * ) such that
Theorem 4.38. With the same hypotheses as in Theorem 4.36, there exists independent random variables Z ∈ P (V * ) and T ∈ P (V ), ρ ∈]0, 1[, n 0 > 0 such that, for every ǫ > 0, every ǫ-holder (real) function φ on P (V * ) × P (V ), every n > n 0 we have:
Before proving Theorem 4.36, we give some easy but important facts.
Definition 4.39. Let τ = inf {n ∈ N * ; S n ∈ G 0 } i.e. the first time the random walk (S n ) n∈N * hits G 0 . Recursively, for every n ∈ N, τ (n + 1) = inf {k > τ (n); S k ∈ G 0 } For every n ∈ N * , τ (n) is a.s. finite. Indeed, by the Markov property it suffices to show that τ is almost surely finite: let π be the projection G → G/G 0 , τ is then the first time the finite states Markov chain π(S n ) -it is in fact a random walk because G 0 is normal in G -returns to identity.
Lemma 4.40. If µ is a probability measure on G with an exponential local moment (see Definition 4.24), then the distribution η of S τ also has an exponential local moment.
Proof. We identify G with a closed subgroup of GL r (k). For every α > 0:
where we used the Cauchy-Schwartz inequality on the right hand side. Since µ has an exponential moment, there exists α 0 > 0 such that: 1 ≤ E(||X 1 || 2α0 ) = C < ∞. Impose α < α 0 . Since x → x α 0 α is convex, the Jensen inequality gives:
The norm being sub-multiplicative, we have by independence:
On the other hand, recall that τ is the first time the finite states Markov chain π(S n ) returns to identity. The Perron-Frobenius theorem implies that π(S n ) becomes equidistributed exponentially fast so that P(τ > k) is exponentially decaying. In particular, there exists a constant λ > 0 such that
Combining (42), (43) and (44) gives with D = C 1 α 0 :
It suffices to choose α > 0 small enough such that the latter sum is finite (α < λ log(D) works).
Corollary 4.41. Suppose that µ has an exponential local moment, ρ| G 0 is irreducible and ρ(Γ µ ) is contracting. Then for every ǫ > 0,
Proof. The variables {τ (i + 1) − τ (i); i ≥ 1} are independent and have the same law τ = τ (1). Hence, the process S τ (n) n∈N * has the same law as the usual right random walk on G 0 associated to the probability measure η.
• First we show that Γ η is Zariski dense in G 0 . We claim that Γ η = Γ µ ∩ G 0 . Indeed, recall that Γ η is the smallest closed semigroup (for the natural topology of End d (k) induced by that of k) in G 0 containing the support of η. Hence, M ∈ Γ η if and only if for every neighborhood
• Next, we show that ρ(Γ η ) is contracting. Indeed, by Lemma 2.8, ρ(Γ µ ) has a proximal element, say ρ(γ) with γ ∈ Γ µ , then ρ(γ)
is proximal whence, again by Lemma 2.8, contracting. In consequence, we are in the following situation: G 0 is the group of k-points of a connected algebraic group and η is a probability measure on G 0 such that the semigroup Γ η is Zariski dense in G 0 . Moreover, by Lemma 4.40, η has an exponential local moment. Finally ρ| G 0 is an irreducible representation of G 0 such that ρ| G 0 (Γ η ) is contracting. An appeal to Corollary 4.32 ends the proof.
Lemma 4.42. Let ℓ = E(τ ).
(i) The Lyapunov exponent associated to the random walk ρ(S τ (n) ) (or in other terms to the distribution ρ(η)) is ℓλ 1 , where λ 1 is the first Lyapunov exponent associated to ρ(S n ).
(ii) For every ǫ > 0, there exist ρ(ǫ) ∈]0, 1[, n(ǫ) ∈ N * such that for n > n(ǫ):
Proof. The stopping time τ (n) is the sum of the independent, τ -distributed random variables {τ (i + 1) − τ (i); i ≥ 1}. By the usual strong law of large numbers, a.s. lim
n converges almost surely towards λ 1 ℓ. Item (ii) is an application of a classical large deviation inequality for i.i.d sequences: Lemma 4.43 below. To apply the latter, we should check that for some ξ > 0, E (exp(ξτ )) < ∞. Indeed, by (44), there exists ξ > 0 such that for every y ∈ R + : P(τ > y) ≤ exp(−ξy). Hence, for every t > 0, write:
The latter is finite as soon as t < ξ.
The following lemma is classical in the theory of large deviations and is a particular case of the well-known Cramer Theorem. One can see [Str84] , Lemma 3.4 Chapter 3 for example.
Lemma 4.43 (Large deviations theorem for i.i.d. sequences). Let (X n ) n∈N be a sequence of independent, identically distributed real random variables. If for some ξ > 0, E (exp(ξ|X 1 |)) < ∞, there exists a positive function φ on R * such that for every ǫ > 0:
Moreover, one can take φ(ǫ) = Sup 0<t<ξ {tǫ − ψ(t)} where ψ(t) = log E exp (t(X 1 − E(X 1 ))) .
Proof of Theorem 4.36: To simplify notations we omit ρ, so that G in seen as a subgroup of SL d (k). Let N ∈ N * , ǫ > 0, 0 < ǫ ′ < l to be chosen in terms of ǫ. By definition of the KAK decomposition in SL d (k), what we want to prove is that for all ǫ > 0 small enough lim sup
. We wish to have τ (n) and N in the same interval with high probability. Let A n be the event "{τ (n) ∈ [n(l − ǫ ′ ); n(l + ǫ ′ )]}". By Lemma 4.42, there exists ρ(ǫ
n . We have then:
The first inequality is due to the fact that
Hence it suffices to estimate (I). 
The bound (45) is obtained by the Cauchy-Schwartz inequality, (46) follows from the fact that on the event A n , τ (n) ∈ [n(l − ǫ ′ ); n(l + ǫ ′ )]. Finally (47) is due to the sub-multiplicativity of the norm and the independence of X N , ..., X k+1 . Since µ has an exponential local moment, for ǫ small enough, 1 ≤ E ||X 1 || 4dǫ = C(ǫ) < ∞.
Moreover, n(l − ǫ ′ ) < N < n(l + ǫ ′ ), hence
′ , for n ≥ n(ǫ ′ ) large enough. Hence,
Finally, by Corollary 4.41, there exists ρ(ǫ) ∈]0, 1[ such that for all n large enough:
3 log(C(ǫ)) so that for ρ = C(ǫ)
2 5 Proof of Theorem 2.11
In this section, we complete the proof of Theorem 2.11 and Corollary 1.2. Now let µ be a probability measure on SL d (k) such that Γ µ is a strongly irreducible and contracting closed subgroup. We denote by G the k-Zariski closure of Γ µ in SL d (k), which we assume to be k-split and its Zariski-connected component semi-simple. We can apply the results of the previous Section 4.5 with this G and ρ the natural action of G on V = k d . We use the same notation and conventions as in Section 3, regarding attracting points and repelling hyperplanes.
We will show that lim sup n→∞ 1 n log P ( S n , S ′ n do not form a ping-pong pair) < 0.
Applying lemma 3.1, this will end the proof of Theorem 2.11. It will follow from the following two propositions. By the Markov inequality, for every ǫ ∈]ǫ 1 , 1[,
n By Lemma 3.2, for every ǫ ∈] √ ǫ 1 , 1[ we have P(S n is not ǫ n -contracting) ≤ ( ǫ1 ǫ 2 ) n .
• For the random walk (S −1 n ): The assumption Γ µ is a group implies that Γ µ −1 = Γ µ = Γ so that the action of Γ µ −1 on V is strongly irreducible and contracting. In consequence, we can apply the same reasoning as the previous paragraph by replacing µ with µ −1 . This gives ǫ 2 ∈]0, 1[ such that for every ǫ ∈] √ ǫ 2 , 1[, P(S −1 n is not ǫ n -contracting) is sub-exponential.
Similarly if we denote by ǫ 3 , ǫ 4 the quantities relative to S n .e * 1 (K n e 1 )|| ≤ t n ) < 0
The bound (53) follows from (51), while (52) and (54) use (50). Finally to get (55) we used the independence of Z and T . By Theorem 4.18, (55) is sub-exponential and the lemma is proved if t > ρ, a fortiori for every t ∈]0, 1[. Γ µ being a group, the action of Γ µ −1 on V is strongly irreducible and contracting, hence the same proof as above holds for S • Suppose that there is no index m such that x m and y m are of norm one. Let i 0 (resp. j 0 ) be an index such that x i0 (resp. y j0 ) is invertible: such indices exist because x and y are on the unit sphere. i 0 = j 0 and neither x j0 nor y i0 is of norm one. Hence, |x i0 y j0 − y i0 x j0 | = 1 and δ([x], [y]) = 1 = ||x − y||.
Proof of Proposition 5.2:
Let t > 0. On the one hand for every given n S n and M n have the same law and on the other hand (X 1 , ..., X n ) and (X 
(57), (58) and the triangle inequality give:
Theorem 4.18 shows that the latter is exponentially small. We may of course exchange the roles of S n and S ′ n . When we consider S −1 n instead of S n the same estimates hold. Indeed, as explained in the proof of Proposition 5.3, Γ µ −1 acts strongly irreducibly on V and contains a contracting sequence.
2
Proof of Corollary 1.2: let l ∈ N * and (M n,1 ) n∈N * ,...,(M n,l ) n∈N * be l independent random walks associated to µ. Propositions 5.1 and 5.2 give ǫ, r, ρ ∈]0, 1[, n 0 ∈ N * such that for every n > n 0 and i, j ∈ {1, ..., l}, P(A n,i,j ) ≤ ρ n and P(B n,i,j ) ≤ ρ n , where A n,i,j is the event ''M n,i and M n,j are not (r n , ǫ n )-very proximal" and B n,i,j is the union of the 4 events: the attracting point of M ±1 n,i is at most ǫ n -apart from the repelling hyperplane of M ±1 n,j . Hence for every l ∈ N * and n > n 0 : P(M n,1 ,...,M n,l do not form a ping-pong l-tuple) ≤ i<j P(A i,j ) + P(B i,j ) ≤ l(l − 1)ρ n Fix n > n 0 and let ρ ′ ∈]ρ, 1[, l n = ⌊ 1 ρ ′n ⌋. The previous estimate shows that if (M k,1 ) k∈N * ,...,(M k,ln ) k∈N * are l n independent and identically distributed random walks, then the probability P(M n,1 ,...,M n,ln do not form a ping-pong l n -tuple) decreases exponentially fast.
