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Abstrat
We present an analytial desription of the distribution of diagonal lines in Reur-
rene Plots (RPs) for white noise and haoti systems, and nd that the latter one
is linked to the orrelation entropy. Further we identify two saling regions in the
distribution of diagonals for osillatory haoti systems that are hinged to two pre-
dition horizons and to the geometry of the attrator. These saling regions annot
be observed with the Grassberger-Proaia algorithm. Finally, we propose methods
to estimate dynamial invariants from RPs.
1 Introdution
The Reurrene Quantiation Analysis (RQA) quanties strutures found
in Reurrene Plots (RPs) to yield a deeper understanding of the underly-
ing proess of a given time series [3,5℄. Even though this method is widely
applied [14,15,26,27,28,11,13℄, the sare mathematial desription is a main
drawbak. First steps in the diretion of an analytial desription were made
by Faure et al. [4℄, who gave analytial results for the umulative distribution
of diagonals P cε (l) in RPs in the ase of haoti maps and linked the slope
of this distribution to the Kolmogorov-Sinai entropy. Gao and Cai [5℄ related
the distribution P cε (l) to the largest Lyapunov exponent and the information
dimension.
In this paper we give an analytial expression for the distribution of diago-
nals in RP in the ase of stohasti proesses and extend the results of [4,5℄
to haoti ows. Further we ompare our approah with the Grassberger-
Proaia (G-P) algorithm [6℄ and show some advantages of the RP method
estimating some invariants of the dynamis, suh as the orrelation entropy.
One of the most remarkable dierenes between our approah and the G-P al-
gorithm, is that we nd two dierent saling regions for haoti ows, suh as
the Rössler system, instead of the single one obtained with the G-P algorithm.
This new saling region an be linked to the geometry of the attrator and
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denes another harateristi time sale of the system. Beyond we propose
optimized measures for the identiation of relevant strutures in the RP.
The outline of this paper is as follows. In Se. 2 we briey introdue RPs. After
onsidering in Se. 3 the RPs of white noise, we proeed to general haoti sys-
tem (Se.4). Then, we exemplify our theoretial results for the Rössler system
(Se.5) and present the two dierent saling regions that haraterize the sys-
tem. Finally, we propose to estimate main harateristis of nonlinear systems
from the RP whih extends the importane of the RQA (Se. 6).
2 Reurrene Plots and Reurrene Quantiation Analysis
RPs were introdued to simply visualize the behavior of trajetories in phase
spae [3℄. Suppose we have a dynamial system represented by the trajetory
{~xi} for i = 1, . . . , N in a d-dimensional phase spae. Then we ompute the
matrix
Ri, j = Θ(ε− |~xi − ~xj |), i, j = 1 . . .N, (1)
where ε is a predened threshold and Θ(·) is the Heaviside funtion 1 . The
graphial representation of Ri, j alled Reurrene Plot is yielded enoding
the value one as blak and zero as white point. A homogeneous plot with
mainly single points may indiate a mainly stohasti system. Paling away
from the main diagonal may indiate a drift i.e. non-stationarity of the time
series. A main advantage of this method is that it allows to apply it to non-
stationary data [14℄.
To quantify the strutures that are found in RPs, the Reurrene Quanti-
ation Analysis (RQA) was proposed [26℄. There are dierent measures that
an be onsidered in the RQA. One ruial point for these measures is the
distribution of the lengths of the diagonal lines Pε(l) that are found in the
plot. In the ase of deterministi systems the diagonal lines mean that traje-
tories in the phase spae are lose to eah other on time sales that orrespond
to the lengths of the diagonals. In the next setions we show that there is a
relationship between Pε(l) and the orrelation entropy. On the other hand we
ompute the distribution of diagonals for random proesses to see that even
in this ase, there are some diagonals whih an lead to pitfalls in the inter-
pretation of the RQA beause noise is inevitable in experimental systems. A
more detailed disussion of this problem is given in [24℄.
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The norm used in Eq. 1 is in priniple arbitrary. For theoretial reasons, that we
will present later, it is preferable to use the maximum norm. However the numeri-
al simulations of this paper are based on the Eulidian norm to make the results
omparable with the literature. The theoretial results of this paper hold for both
hoies of the norm.
2
3 Results for white noise
In this setion we ompute analytially the probability to nd a blak or
reurrene point and the distribution of diagonals of length l in the RP in the
ase of independent noise. The probability to nd a reurrene point in the
RP is given by
Pb(ε) = lim
N→∞
1
N2
N∑
i,j=1
Ri, j, (2)
and the probability to nd a diagonal of at least length l in the RP is dened
as
P cε (l) = lim
N→∞
1
N2
N∑
i,j=1
l−1∏
m=0
Ri+m, j+m, (3)
where c stands for umulative. Note that Pb(ε) = Pε(1).
We onsider a random variable X with probability density ρ(x). Suppose that
{xi} for i = 1, . . . , N is a realization of X and we are interested in the dis-
tribution of the distanes of eah point to all other points of the time series.
This an be done by omputing the onvolution of the density ρ(·)
R(x) = ρ(x) ∗ ρ(x). (4)
Pb(ε) is then gained by integrating R(x) over [−ε, ε]
Pb(ε) =
∫ ε
−ε
R(x)dx = 2
∫ ε
0
R(x)dx. (5)
Note that Pb(ε) is invariant against shuing of the data. For [0, 1] uniformly
distributed noise, R(x) is given by
R(x) =

1− |x| if |x| < 10 else (6)
and hene the probability Pb(ε) for RPs and CRPs is given by
Pb(ε) = 2ε− ε
2 +Θ (ε− 1)
[
1− 2ε+ ε2
]
(7)
For Gaussian white noise one nds Pb(ε) = erf
(
ε
2σ
)
, where σ is the standard
deviation. Now it is straightforward to ompute P cε (l) in the in CRPs (in RPs
only asymptotially). As the noise is independent, we obtain
P cε (l) = Pb(ε)
l. (8)
The probability to nd a reurrene point Pb(ε) is in both RPs and CRPs
independent of the preeeding point on the diagonal (exept in the main di-
agonal). Eq. (8) shows that the probability to nd a line of length l dereases
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exponentially with l. For our example of uniformly distributed noise we get
P cε (l) =
(
2ε− ε2
)l
. (9)
Note that in this ase the exponential deay depends on ε.
4 Results for haoti systems
We present in this setion an approah for haoti systems. It is an extension
of the results presented in [4℄ for haoti maps and also overs general haoti
ows. To estimate the distribution of the diagonals in the RP, we start with
the orrelation integral [7℄
C(ε) = lim
N→∞
1
N2
× {number of pairs (i, j) with |~xi − ~xj | < ε}. (10)
Note that the denition of Pb(ε) oinides with the denition of the orrelation
integral
C(ε) = lim
N→∞
1
N2
N∑
i=1
Θ (|~xi − ~xj | − ε)
Eq.1
= lim
N→∞
1
N2
N∑
i,j=1
Ri,j = Pb(ε). (11)
This fat allows to link the known results about the orrelation integral and
the strutures in RPs.
We onsider a trajetory ~x(t) in the basin of attration of an attrator in the
d-dimensional phase spae and the state of the system is measured at time
intervals τ . Let {1, 2, ...,M(ε)} be a partition of the attrator in boxes of size
ε. Then p(i1, ..., il) denotes the joint probability that ~x(t = τ) is in the box i1,
~x(t = 2τ) is in the box i2, ..., and ~x(t = lτ) is in the box il. The order-2 Rényi
entropy [19,8℄ is then dened as
K2 = − lim
τ→0
lim
ε→0
lim
l→∞
1
lτ
ln
∑
i1,...,il
p2(i1, . . . , il). (12)
We an approximate p(i1, . . . , il) by the probability Pt,l(~x, ε) of nding a se-
quene of points in boxes of length ε about ~x(t = τ), ~x(t = 2τ), ..., ~x(t = lτ).
Assuming that the system is ergodi, whih is always the ase for haoti
systems as they are mixing, we obtain
∑
i1,...,il
p2(i1, . . . , il) =
1
N
N∑
t=1
pt(i1, . . . , il) ∼
1
N
N∑
t=1
Pt,l(~x, ε), (13)
where pt(i1, . . . , il) represents the probability of being in the box i1 at time
t = τ , in the box i2 at time t = 2τ , ... and in the box il at time t = lτ . Further
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we an express Pt,l(~x, ε) by means of the reurrene matrix
Pt,l(~x, ε) =
1
N
N∑
s=1
l−1∏
m=0
Θ (ε− |~xt+m − ~xs+m|) =
1
N
N∑
s=1
l−1∏
m=0
Rt+m,s+m. (14)
Hene we obtain an estimator for the order-2 Rényi entropy by means of the
RP
Kˆ2(ε, l) =
1
lτ
ln

 1
N2
N∑
t,s=1
l−1∏
m=0
Rt+m,s+m


︸ ︷︷ ︸
(∗)
. (15)
Note that (∗) is the umulative distribution of diagonal lines P cε (l) (Eq. (3)).
Therefore, if we represent P cε (l) in a logarithmi sale versus l we should obtain
a straight line with slope −Kˆ2(ε)τ for large l's.
On the other hand, in the G-P algorithm the l-dimensional orrelation integral
is dened as
Cl(ε) = lim
N→∞
1
N2
N∑
t,s=1
Θ

ε−
(
l−1∑
k=0
|~xi+k − ~xj+k|
2
)1/2 . (16)
Grassberger and Proaia [10℄ state that due to the exponential divergene
of the trajetories, requiring
l−1∑
k=0
|~xi+k − ~xj+k|
2 ≤ ε2 (17)
is essentially equivalent to
|~xi+k − ~xj+k| < ε for k = 1, . . . , l (18)
whih leads to the ansatz:
Cl(ε) ∼ ε
ν exp(−lτK2). (19)
Further they make use of Takens embedding theorem [23℄ and reonstrut the
whole trajetory from l measurements of any single oordinate. Hene they
onsider
C˜l(ε) = lim
N→∞
1
N2
N∑
t,s=1
Θ

ε−
(
l−1∑
k=0
|xi+k − xj+k|
2
)1/2
(20)
and use the same ansatz Eq. (19) for C˜l(ε). Then, the G-P algorithm obtains
an estimator of K2 onsidering
K˜2(ε, l) =
1
τ
ln
C˜l(ε)
C˜l+1(ε)
. (21)
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Due to the similarity of the RP approah to the G-P one, we state
P cε (l) ≃
∑
i1,...,il
p2(i1, ..., il) ≃ C˜l(ε) ∼ ε
ν exp(−lτK2). (22)
The dierene between both approahes is that in P cε (l) we further onsider
information about l vetors, whereas in C˜l(ε) we have just information about l
oordinates. Besides this, in the RP approah l is a length in the plot, whereas
in the G-P algorithm it means the embedding dimension. As K2 is dened for
l →∞, the RP approah seems to be more appropriate than the G-P one, as
it is always problemati to use very high embedding dimensions [21℄.
A further advantage of the RP method is that it does not make use of the
approximation that Eq. (17) is essentially equivalent to Eq. (18). The quantity
that enters the RPs is diretly linked to the onditions Eq. (18) and hene uses
one approximation less than the G-P method.
One open question for both methods is the determination of the saling re-
gions. It is somewhat subjetive and makes a rigorous error estimation prob-
lemati. For the ases onsidered in this paper we have found that 10,000
data points assure reliable results for both methods. Even 5,000 data points
allow for a reasonable estimation, whereas 3,000 data points or less yield very
small saling regions that are diult to identify. However, the RP method
is advantageous for the estimation of K2 as the representation is more diret.
The most important advantage is presented in the next setion: RPs allow to
detet a new saling region in the Rössler attrator that annot be observed
with the G-P algorithm.
5 The Rössler System
We analyze the Rössler system with standard parameters a = b = 0.2, c = 5.7
[20℄. We generate 15,000 data points based on the Runge Kutta method of
fourth order and neglet the rst 5,000. The integration step is h = 0.01 and
the sampling rate is 20.
First, we estimate K2 by means of the G-P algorithm. Fig. 1 shows the results
for the orrelation integral in dependene on ε. There is one well-expressed
saling region for eah embedding dimension l. Then we get from the vertial
distanes between the lines an estimate of K2 (Fig.2), K˜2 = 0.070 ± 0.003.
Next, we alulate the umulative distribution of the diagonal lines of the RP
in dependene on the length of the lines l (Fig. 3). For large l and small ε
the saling breaks down as there are not enough lines in the RP. The most
remarkable fat in this gure is the existene of two well dierentiated saling
regions. The rst one is found for 1 ≤ l ≤ 84 and the seond one for l ≥ 85.
The existene of two saling regions is a new and striking point obtained from
this analysis and is not observed with the G-P method. The estimate of Kf2
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Fig. 1. G-P algorithm for the Rössler system. l varies from 3 (top) to 27 (bottom)
in steps of 3.
Fig. 2. Estimation of K2,l for the Rössler system with the G-P algorithm. The line
is plotted to guide the eye.
from the slope of the rst part of the lines is Kf2 ≈ 0.225± 0.03 (Fig. 4) and
the one from the seond part is K2 ≈ 0.0675 ± 0.004 (Fig. 5). Hene, K
f
2 is
between 3-4 times higher than K2. As K2 is dened for l → ∞, the seond
slope yields the estimation of the entropy.
However, the rst part of the urve is interesting too, as it is also independent
of ε. The region 1 ≤ l ≤ 84 haraterizes the short term dynamis of the system
up to three yles around the x point and orresponds in absolute units to
a time of t = 16.8, as we use a sampling rate of δt = 0.2. These three yles
reet a harateristi period of the system that we will all reurrene period
T
re
. It is dierent from the dominant phase period T
ph
, whih is given by
the dominant frequeny of the power density spetrum. T
re
however, is given
by reurrenes to the same state in phase spae. Reurrenes are represented
in the plot by vertial (or horizontal, as the plot is symmetri) white lines.
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Fig. 3. RP method for the Rössler system. ε varies logarithmially from 10−2 to 10.0
(bottom to top)
Fig. 4. RP method for the Rössler system: slope of the urves N
c
ε (l) in the rst
region for three dierent hoies of the saling region in l.
Suh a white line ours at the oordinates i, j if
Ri,j+m =


1 if m = −1
0 for m ∈ {0, . . . , l − 1}
1 if m = l.
(23)
The trajetory ~xn for times n = j−1, . . . , j+l is ompared to the point ~xi. Then
the struture given by Eq. 23 an be interpreted as follows. At time n = j− 1
the trajetory falls within an ε-box of ~xi. Then for n = j, . . . , j+ l−1 it moves
outside of the box, until at n = j + l it reurs to the ε-box of ~xi. Hene, the
length of the white line is proportional to the time that the trajetory needs
to reur lose to ~xi.
In Fig. 6 we represent the distribution of white vertial lines in the RP. The
8
Fig. 5. RP method for the Rössler system: slope of the urves N
c
ε (l) in the seond
region for three dierent hoies of the saling region in l
Fig. 6. Number of vertial white lines in the Reurrene Plot of the Rössler system
with standard parameters, ε = 0.05 and based on 60,000 data points.
period of about 28 points orresponds to T
ph
. However, the highest peak is
found at a lag of about 87 points (the seond saling region begins at l =
85). This means that after this time most of the points reur lose to their
initial state. This time also denes the reurrene period T
re
. For the Rössler
attrator with standard parameters we nd T
re
= 3T
ph
.
For preditions on time sales below the reurrene period, τ f = 1/Kf2 is a
better estimate of the predition horizon than τ = 1/K2. This interesting
result means that the possibility to predit the next value within an ε-range is
in the rst part by a fator of more than 3 times worse than it is in the seond
part, i.e. there exist two time sales that haraterize the attrator. The rst
slope is greater than the seond one beause it is more diult to predit the
next step if we have only information about a piee the trajetory for less
than the reurrene period. One we have sanned the trajetory for more
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than T
re
, the preditability inreases and the slope of P cε (l) in the logarithmi
plot dereases. Hene the rst slope, as well as the time sale at whih the
seond slope begins, reveal important harateristis of the attrator.
To investigate how the length of the rst saling region depends on the form
of the attrator, we have varied the parameter c of the Rössler system with
xed a = b = 0.1, so that dierent types of attrators appear [1℄. Espeially we
have studied the ases c = 9, whih yields T
re
= 2T
ph
, and c = 30, whih gives
T
re
= 4T
ph
. In both ases the length of the rst saling region orresponds as
expeted to T
re
.
On the other hand, the existene of the two salings may be linked to the
nonhyperboli nature of the Rössler system for this attrator type, beause
the resulting two time sales have been also reently found by Anishhenko et
al. based on a rather subtle method [2℄. This eet also is detetable in other
osillating nonhyperboli systems like the Lorenz system and will be studied
in more detail in a forthoming paper.
6 Dynamial invariants for the RQA
With regard to our theoretial ndings in Se. 4 we have to assess the quality
of the possible results of the RQA.
The measures onsidered in the RQA [26℄ are not invariants of the dynam-
ial system, i.e. they usually hange under oordinate transformations, and
espeially, they are in general modied by embedding [25℄. Hene, we propose
new measures to quantify the strutures in the RP, that are invariants of the
dynamial system.
The rst measure we propose, is the slope of the umulative distribution
of the diagonals for large l. We have seen that it is (after dividing by τ) an
estimator of the Rényi entropy of seond order K2, whih is a known invariant
of the dynamis [22℄. On the other hand, we also an onsider the slope of
the distribution for small l's, as this slope shows a lear saling region, too.
The inverse of these two quantities, is then related to the foreasting time at
dierent horizons. Espeially the transition point from the rst to the seond
saling region is an interesting harateristi of the system.
The seond measure we introdue, is the vertial distane between P cε (l)
for dierent ε`s. From Eq. (22) one an derive
Dˆ2(ε) = ln
(
P cε (l)
P cε+∆ε(l)
)(
ln
(
ε
ε+∆ε
))
−1
. (24)
This is an estimator of the orrelation dimension D2 [8℄. The result for the
Rössler system is represented in Fig. 7. The mean value of Dˆ2(ε) is in this ase
1.86± 0.04. This result is in aordane with the estimation of D2 by the G-P
algorithm given in [18℄, where the value 1.81 is obtained. With a modied G-P
10
Fig. 7. Estimation of the orrelation dimension D2 for the Rössler attrator by the
RP method. The parameters used for the Rössler system and the integration step
are the same as in Se. 5.
algorithm a value of 1.89 was reported [18℄.
The third measure we suggest, is an estimator of the generalized mutual
information of order 2,
I2(τ) = 2H2 −H2(τ) (25)
where
H2 = − ln
∑
i
p2i , H2(τ) = − ln
∑
i
p2i,j(τ) (26)
are the generalized Rényi's seond order entropy (also orrelation entropy)
and its orresponding joint seond order entropy [17℄. This measure an be
estimated using the G-P algorithm as follows [12℄
I˜2(ε, τ) = ln(C2(ε, τ))− 2 ln(C1(ε)). (27)
Instead, we an estimate I2(τ) using the reurrene matrix. As disussed in
the preeding setions, one an estimate H2 as
Hˆ2 = − ln

 1
N2
N∑
i,j=1
Ri,j

 . (28)
Analogously we an estimate the joint seond order entropy by means of the
reurrene matrix
Hˆ2(τ) = − ln

 1
N2
N∑
i,j=1
Ri,jRi+τ,j+τ

 . (29)
We ompare the estimation of I2(τ) based on the G-P algorithm with the one
obtained by the RP method in Fig. 8. We see, that the RP method yields
systematially higher estimates of the mutual information, as in the ase of
the estimation of the orrelation entropy. However, the struture of the urves
11
Fig. 8. Comparison of the estimators of the mutual information for the x-omponent
of the Rössler system omputed by the RP method (solid line) and the G-P algorithm
(dashed line). The parameters used for the Rössler system and the integration step
are the same as in Se. 5.
is qualitatively the same (it is just shifted to higher values by about 0.2). A
more exhaustive inspetion shows, that the dierene is due to the use of the
Eulidean norm. The estimate based on the RP method is almost independent
of the norm, whereas the estimate based on the G-P algorithm learly depends
on the speial hoie. If the maximum norm is used (in G-P and RP) both
urves oinide.
Note that the estimators for the invariants we propose are dierent from the
ones of the G-P algorithm. Therefore, the obtained values are slightly dierent,
too.
The three measures that we have proposed, are not only appliable for haoti
systems but also for stohasti ones as the invariants are equally dened for
both kinds of systems.
7 Conlusions
In this paper we have presented an analytial expression for the the distri-
bution of diagonals Pε(l) for stohasti systems and haoti ows, extending
the results presented in [4℄. We have shown that Pε(l) is linked to the 2-order
Rényi entropy rather than to the Lyapunov exponent. Further we have found
in the logarithmi plot of Pε(l) two dierent saling regions with respet to ε,
that haraterize the dynamial system and are also related to the geometry
of the attrator. This is a new point that annot be seen by the G-P algorithm
and will be studied in more detail in a forthoming paper. The rst saling
region denes a new time horizon for the desription of the system for short
time sales. Beyond the RP method does not make use of high embedding
12
dimensions, and the omputational eort ompared with the G-P algorithm is
dereased. Therefore the RP method is rather advantageous than the G-P one
for the analysis of rather small and/or noisy data sets. Besides this, we have
proposed dierent measures for the RQA, like estimators of the seond order
Rényi entropy K2, the orrelation dimension D2 and the mutual information,
that are, in ontrast to the usual ones, invariants of the dynamis [25℄.
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