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a b s t r a c t
In this paper, we suggest a fractional functional for the variational iteration method
to solve the linear and nonlinear fractional order partial differential equations with
fractional order initial and boundary conditions by using the modified Riemann–Liouville
fractional derivative proposed by G. Jumarie. Fractional order Lagrangemultiplier has been
considered. Solution has been plotted for different values of α.
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1. Introduction
In the past century, notable contributions have been made to both the theory and applications of the fractional
differential equations. These equations are increasingly used to model problems in research areas as diverse as dynamical
systems, mechanical systems, control, chaos, chaos synchronization, continuous-time random walk, anomalous diffusive
and subdiffusive systems, unification of diffusion and wave propagation phenomenon and others. The most important
advantage of using fractional differential equations in these and other applications is their non-local property. It is well
known that the integer order differential operator is a local operator but the fractional order differential operator is a non-
local operator. This means that the next state of a system depends not only upon its current state but also upon all of its
historical states. This is more realistic and it is one reasonwhy fractional calculus has becomemore andmore popular [1–5].
Over the past decades several analytical/approximate methods have been developed to solve nonlinear ordinary
and partial fractional differential equations. For initial and boundary-value problems in ordinary and partial differential
equations, some of these techniques include the perturbation method [6–14], the variational iteration method [15–17], the
decomposition method [18–23] etc.
He’s variational iteration method [24] is based on the use of restricted variations and correction functional which has
found a wide application for the solution of linear and nonlinear ordinary and partial differential equations, e.g., [25–31].
This method does not require the presence of small parameters in the differential equation, and provides the solution (or
an approximation to it) as a sequence of iterates. The method does not require that the nonlinearities be differentiable with
respect to the dependent variable and its derivatives.
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He’s variational iteration method is also based on a Lagrange multiplier technique developed by Inokuti et al. [32]. This
method is, in fact, a modification of the general Lagrange multiplier method into an iteration method, which is called
correction functional. The method has been shown to solve effectively, easily, and accurately a large class of nonlinear
problems, generally one or two iterations lead to high accurate solutions.
In recent times, a new modified Riemann–Liouville left derivative is proposed by G. Jumarie [33]. Comparing with the
classical Caputo derivative [34–36], the definition of the fractional derivative is not required to satisfy higher integer-order
derivative than α. Second, αth derivative of a constant is zero. G. Jumarie’s modified derivative was successfully applied
in the stochastic fractional models [37], fractional Laplace problems [38] and fractional variational calculus [39,40]. With
Jumarie’s fractional derivative, we propose a fractional functional and extend VIM to the space-fractional telegraph equation
and the time-fractional hyperbolic equation. The basic motivation of the present study is to extend fractional functional for
linear and nonlinear partial differential equations for time and space fractional differential equations having fractional order
initial and boundary conditions.
2. Basic definitions
We give some basic definitions and properties of the fractional calculus theory which are used further in this paper.
Definition 2.1. G. Jumarie defined the fractional derivative [33] as the following limit form
f (α) = lim
h→0
∆α [f (x)− f (0)]
hα
. (2.1)
This definition is close to the standard definition of derivatives, and as a direct result, the αth derivative of a constant,
0 < α < 1 is zero.
Definition 2.2. Fractional integral operator of order α ≥ 0 is defined as
0Iαx f (x) =
1
Γ (α)
∫ x
0
(x− ξ)α−1f (ξ)dξ, α > 0. (2.2)
Definition 2.3. The modified Riemann–Liouville derivative [33] is defined as
0Dαx f (x) =
1
Γ (n− α)
dn
dxn
∫ x
0
(x− ξ)n−α(f (ξ)− f (0))dξ, (2.3)
where x ∈ [0, 1], n− 1 ≤ α < n and n ≥ 1.
Definition 2.4. Fractional derivative of compounded functions [33] is defined as
dα f ∼= Γ (1+ α)df , 0 < α < 1. (2.4)
Definition 2.5. The integral with respect to (dx)α [33] is defined as the solution of the fractional differential equation
dy ∼= f (x)(dx)α, x ≥ 0, y(0) = 0, 0 < α < 1. (2.5)
The definition of the fractional integral in Eq. (2.2) is equivalent to Lemma 4.1 of [33], namely,
y =
∫ x
0
f (ξ)(dξ)α = α
∫ x
0
(x− ξ)α−1 f (ξ)dξ, 0 < α ≤ 1. (2.6)
For example, using f (x) = xγ in Eq. (2.6) one obtains∫ x
0
ξ γ (dξ)α = Γ (α + 1)Γ (γ + 1)
Γ (α + γ + 1) x
α+γ , 0 < α ≤ 1. (2.7)
Definition 2.6. Assume that the continuous function f : R → R, x → f (x) has a fractional derivative of order kα, for any
positive integer k and any α, 0 < α ≤ 1; then the following equality holds, which is
f (x+ h) =
∞−
k=0
hαk
αk! f
αk(x), 0 < α ≤ 1 0 < α ≤ 1. (2.8)
On making the substitution h → x and x → 0, we obtain the fractional Mc-Laurin series
f (x) =
∞−
k=0
xαk
αk! f
αk(0), 0 < α ≤ 1. (2.9)
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3. Fractional variational iteration algorithm
In order to elucidate the solution procedure of the variational iteration algorithm, we consider the following fractional
differential equation:
∂α
∂tα
u(x, t) = K [x]u(x, t)+ p(x, t), t > 0, x ∈ R,
u(x, 0) = f (x)
(3.1)
where K [x] is the differential operator in x, f (x) and p(x, t) are continuous functions. According to the VIM introduced by
He [24], we can construct a correction functional for Eq. (3.1) as follows
un+1(x, t) = un(x)+ Iα
[
λ

∂α
∂tα
u(x, t)− K [x]u(x, t)− p(x, t)
]
,
un+1(x, t) = un(x)+ 1
Γ (α)
∫ t
0
(t − ξ)α−1λ(ξ)

∂α
∂ξα
u(x, ξ)− K [x]u(x, ξ)− p(x, ξ)

dξ .
(3.2)
Combining Eqs. (2.6) and (3.2), we obtain a proposed correction functional
un+1(x, t) = un(x)+ 1
Γ (α + 1)
∫ t
0
λ(ξ)

∂α
∂ξα
u(x, ξ)− K [x]u(x, ξ)− p(x, ξ)

(dξ)α. (3.3)
It is obvious that the successive approximations uj, j ≥ 0 can be established by determining λ, a general Lagrange’s
multiplier, which can be identified optimally via the variational theory. The function u˜n is a restricted variation which
means δu˜n = 0. Therefore, we first determine the Lagrange multiplier λ that will be identified optimally via integration
by parts. The successive approximations un+1(x, t), n ≥ 0 of the solution u(x, t) will be readily obtained upon using the
obtained Lagrange multiplier and by using any selective function u0. The initial values are usually used for selecting the
zeroth approximation u0. With λ determined, several approximations uj(x, t), j ≥ 0, follow immediately. Consequently,
the exact solution may be obtained by using
u(x) = lim
n→∞ un(x). (3.4)
4. Application
Example 4.1. Let us consider the space-fractional telegraph equation.
Dαx u = utt + ut − x2 − t + 1, 0 < α ≤ 2, x ∈ R, t > 0,
u(0, t) = t, ux(0, t) = 0
u(x, 0) = x2.
(4.1)
In order to illustrate the efficiency of our method, we replace the fractional order α(0 < α ≤ 2) by the order
2α(0 < α ≤ 1) in Eq. (4.1).
D2αx u = utt + ut − x2 − t + 1, 0 < α ≤ 1, x ∈ R, t > 0,
u(0, t) = t, uα(0, t) = 0
u(x, 0) = x2.
(4.2)
Construct the following functional
un+1(x, t) = un + 1
Γ (α + 1)
∫ t
0
λ(ξ)

u(2α)n − utt − ut + ξ 2 + t − 1

(dξ)α. (4.3)
Direct calculation leads to
δun+1 = δun + 1
Γ (α + 1) δ
∫ t
0
λ(ξ)

u(2α)n − utt − ut + ξ 2 + t − 1

(dξ)α
= δun + λδu(α)n

ξ=x − λ(α)δun

ξ=x +
1
Γ (1+ α)
∫ x
0
λ(2α)δun(dξ)α. (4.4)
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Fig. 1. Comparison of the second-order approximate solution obtained by FVIM with the exact solution.
Imposing the stationary condition (δu˜n = 0) on the correction functional, the Lagrange multiplier can be readily
identified by the following
1− λ(α)|ξ=x = 0, and λ(2α) = 0. (4.5)
The required generalized Lagrange multiplier can be identified by the above equations,
λ(ξ, x) = (ξ − x)
α
Γ (1+ α) . (4.6)
Substituting Eq. (4.6) into the functional Eq. (4.3) yields the iteration formulation as follows.
un+1(x, t) = un + 1
Γ (α + 1)
∫ t
0
(ξ − x)α
Γ (1+ α)

u(2α)n − utt − ut + ξ 2 + t − 1

(dξ)α. (4.7)
By using Eq. (2.9), we can easily find initial guess
u0(x, t) = u(0, t)+ t
α
Γ (α + 1)u
α(0, t), 0 < α ≤ 1
u0(x, t) = t.
(4.8)
Hence we can derive
u1(x, t) = u0(x, t)+ 1
Γ (α + 1)
∫ t
0
(ξ − x)α
Γ (1+ α)

u(2α)0 − utt − ut + ξ 2 + t − 1

(dξ)α
u1 = t − 2x
2α+2
Γ (3+ 2α) − (t − 2)
x2α
Γ (1+ 2α)
u2 = t − 2x
2α+2
Γ (3+ 2α) − (t − 2)
x2α
Γ (1+ 2α) −
x4α
Γ (1+ 4α) .
...
(4.9)
Fig. 1 shows the approximate solution for Eq. (4.1) obtained for different values ofα using the fractional variation iteration
method. From the graphical results in Fig. 1, it is clear that the approximate solutions are in high agreementwith the solution
present in the literature, when α = 1, and the solution continuously depends on the space-fractional derivative. It is to be
noted that only the second iteration was used in evaluating the approximate solution for Fig. 1.
Example 4.2. Let us consider the time-fractional hyperbolic equation.
Dαt u(x, t) =
∂
∂x
(u(x, t)ux(x, t)) , 0 < α ≤ 2, x ∈ R, t > 0,
Subject to initial conditions
u(x, 0) = x2, ut(x, 0) = −2x2.
(4.10)
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Fig. 2. Comparison of the first-order approximate solution obtained by FVIM with the exact solution.
In order to prove the efficiency of ourmethod, we replace the fractional order α(0 < α ≤ 2) by the order 2α(0 < α ≤ 1)
in Eq. (4.10) which yields.
D2αt u(x, t) =
∂
∂x
(u(x, t)ux(x, t)) , 0 < α ≤ 1, x ∈ R, t > 0,
Subject to initial conditions
u(x, 0) = x2, uα(x, 0) = −2x2.
(4.11)
Construct the following functional
un+1(x, t) = un + 1
Γ (α + 1)
∫ t
0
λ(ξ)

u(2α)n −
∂
∂x
(un(x, t)unx(x, t))

(dξ)α. (4.12)
The required generalized Lagrange multiplier can be identified by the above equations,
λ(ξ, x) = (ξ − x)
α
Γ (1+ α) . (4.13)
Using Eq. (2.9) and initial conditions
u0 = x2

1− 2t
α
Γ (α + 1)

. (4.14)
Hence we can derive
u1(x, t) = u0(x, t)+ 1
Γ (α + 1)
∫ t
0
(ξ − x)α
Γ (1+ α)

u(2α)0 −
∂
∂x
(u0(x, t)u0x(x, t))

(dξ)α
u1 = x2

1− 2t
α
Γ (1+ α)

+ 2x
2tα
Γ (1+ α) +
6x2t2α
Γ (1+ 2α) −
24x2t3α
Γ (1+ 3α) +
24x2t4αΓ (1+ 2α)
Γ (1+ α)2Γ (1+ 4α) ,
...
(4.15)
Fig. 2 shows the approximate solution for Eq. (4.10) obtained for different values of α using the fractional variation
iteration method. From the previous example, it is clear that the approximate solutions are in high agreement with the
solution present in the literature, when α = 1, and the solution continuously depends on the fractional derivative. It is to
be noted that only one iteration was used in evaluating the approximate solution for Fig. 2. It is evident that the efficiency
of this approach can be dramatically enhanced by computing further terms or further components of u(x).
5. Conclusion
In this paper, we carefully proposed a reliable modification by considering the fractional order Lagrangemultiplier in the
variational iteration method to deal with the space fractional telegraph and the time fractional hyperbolic equations with
fractional order initial and boundary conditions. The objectives of this paper are twofold: first, to introduce the fractional
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order initial and boundary conditions in the FDEs problem and second, to apply the VIM having fractional order Lagrange
multiplier via modified Riemann–Liouville fractional derivative. However, all the previous work avoids the fractional order
Lagrange multiplier and fractional order initial and boundary conditions in the FDEs problems. It may be concluded that
by introducing the fractional order Lagrange multiplier, the fractional order initial and boundary conditions, the variational
iteration method become more powerful and efficient than before in finding analytical as well as numerical solutions for a
wide class of linear and nonlinear fractional differential equations. It provides more realistic series solutions that converge
very rapidly in real physical problems.
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