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I . Introduction
The baby boom has profoundly altered the demographic structure of the U.S. population during the past fifty years. A number of authors have argued that this anticipated supply shock can explain part or all of the secular changes in the unemployment rate during this period. First Perry [1970] predicted that the entrance of the baby boom cohort into the labor force would push up the unemployment rate during the 1970s. Later, Flaim [1979] and Gordon [1982] confirmed the increase, and predicted declines during the 1980s, which were in turn verified by Flaim [1990] and Shimer [1998] .
The effects of the baby boom on unemployment can be grouped into two categories. First, since the aggregate unemployment rate is a weighted average of the unemployment rates of workers of different ages, demographic changes may alter the weights and thus the aggregate unemployment rate without affecting the age-specific unemployment rates. Shimer [1998] finds that this 'direct' effect of the baby boom can account for about an eighty four basis point (0.84 percentage point) increase in the aggregate unemployment rate from 1954 to 1978, and an eighty one basis point decline from 1978 to 1998.
Second, changes in demographics may have 'indirect' effects on age-specific unemployment rates. The conventional neoclassical growth model predicts that an increase in the labor force growth rate will reduce the capital-labor ratio, raising interest rates and lowering wages. Augmenting such a model with labor market frictions, low wages may lead to high unemployment, for example if unemployed workers reduce their search effort. In addition, if different age workers are imperfect substitutes, an increase in the youth labor supply may have a differential impact on young and prime age workers. Shimer [1998] estimates that the indirect effects of the baby boom were about as large as the direct effect, so that in total the baby boom caused a 180 basis point increase in the aggregate unemployment rate before 1978, and a subsequent 145 basis point decline.
Unfortunately, while the direct effect of this supply shock can be precisely estimated, most estimates of the indirect effects of the baby boom use conjectures based on time series evidence. For example, Shimer [1998] attributes an increase in the youth unemployment rate relative to the prime age rate to the baby boom. Although the timing of this increase coincides with the entry of the baby boom into the labor market, at least two criticisms can be levied at this attribution. First, there may have been coincident macroeconomic fluctuations that were responsible for this correlation, a possibility that cannot be precluded using time series evidence from a single baby boom. Second, if young and prime age workers are complements in production, the baby boom may have simply reduced the prime age unemployment rate. If that is the case, the indirect effects of the baby boom at least partially offset the direct effects.
Recent work by Korenman and Neumark [2000] addresses the first issue by using time series data on unemployment rates for 15 countries. They look at the relative unemployment rate of young and prime age workers in an effort to muffle the noise introduced by country-specific macroeconomic shocks, and find that an increase in the youth share of the working age population caused by an increase in the birth rate two decades before raises the youth unemployment rate relative to the prime age unemployment rate, with an elasticity of approximately 0.5. The cross-country data set allows them to include time dummies in their regression, thereby addressing the first criticism. However, the use of relative unemployment rates exposes it to the second: they cannot tell whether an increase in the youth share of the labor force lowers the prime age unemployment rate or raises the youth rate. This paper's primary innovation is to focus on data from within the United States. I use annual state unemployment rates from 1978 to 1996. Because of the relatively large sample size and the relative irrelevance of state-specific macroeconomic shocks, I can tightly estimate the impact of changes in the youth share of the population on both youth and prime age unemployment rates. Contrary to the existing literature, I find that an increase in the youth share of the working age population reduces the youth unemployment rate, with an elasticity of about -1.5; and that the effect on the prime age unemployment rate is even larger in magnitude. A one percent increase in the youth share of the population reduces the prime age unemployment rate by more than two percent. At the same time, labor market participation rates increase. One possible explanation is that young workers migrate to states with low unemployment rates; however, controlling for the endogeneity of the age structure of the population by instrumenting with lagged birth rates does not alter the results. Not only are the signs of these estimates contrary to the existing literature, but the magnitudes are enormous, with an (out of sample) implication that the entry of the baby boom cohort into the labor market should have halved the prime age unemployment rate.
The second task of this paper is to develop a theory that can explain these findings. The change in the youth share of the working age population represents an anticipated supply shock. Standard theories predict that in response to an increase in the supply of an input, its price and utilization rate will decline. Yet the data indicate that labor utilization rates increase in response to an increase in the youth labor supply. One possible explanation is that a younger population is also a positive aggregate demand shock, as would be the case if people in younger states want to consume more. As evidence against this possible explanation, I show that there is more growth in manufacturing employment than in any other sector. Since the demand for manufactured goods is not determined at the state level, explanations based on aggregate demand are unlikely to be successful.
This leads me to look to the supply-side for an explanation. I begin with a plausible extension to a standard [Mortensen and Pissarides, 1994; Pissarides, 2000] search model, on-the-job search. There is no inherent difference between young and prime age workers; however, because it takes time to find a good match, most young workers are mismatched in their current employment and prepared to take another job. The second key assumption is that hiring is easier when a larger proportion of the labor force is willing to accept the job, a possibility that Diamond [1982] labeled a trading externality. This implies firms will find creating jobs in younger states to be more profitable, boosting job creation and reducing the unemployment rate of both young and prime age workers.
The model has a number of testable implications. First, average wages should be lower in states with more young workers. I confirm that a one percent increase in the youth share of the working age population reduces the average hourly wage in a state by one-or two-tenths of a percent. Although this is consistent with the model, it can also be explained by the simple observation that younger workers earn lower wages. A more interesting prediction is that age-conditional wages should be higher, particularly some time after the increase in the youth population share. This distinguishes the model from another supply-side hypothesis, that employment rises in younger states because of an increase in labor supply, for example if parents work harder to finance their children's education. I find strong evidence in support of my model: a one percent increase in the youth population share raises the wage of many groups of workers by one or two percent, but with a ten-year lag. Finally, the model predicts that labor markets with more young workers should have more turnover. Since reliable worker flow data does not exist at the state level, I instead use job flow data for the manufacturing sector [Davis, Haltiwanger, and Schuh, 1996] . Consistent with the hypothesis, I find that a one percent increase in the youth share of the population raises the job creation rate by 1.5 percent and the job destruction rate by 0.8 percent.
The final task is to try to reconcile the findings of this paper with the existing 'cohort crowding' literature on the relationship between the youth share of the population and the youth unemployment rate. The results presented here sharply contrast with Korenman and Neumark's [2000] conclusion from their review of the literature that "there seems to be evidence of an adverse effect of cohort size on youth unemployment, employment, and wages across a number of countries." One difference between this paper and the existing literature, is that most previous studies presume that the youth share of the population does not affect the prime age unemployment rate, an assumption that my analysis rejects. I show that this biases these studies towards finding evidence that large cohorts suffer high unemployment rates. But when I apply my methodology to Korenman and Neumark's [2000] fifteen country data set, I find no significant correlation between unemployment rates and the youth share of the population, which supports neither the cohort crowding hypothesis nor mine. I argue that the inconsistency of state-and national-level findings remains a bit of a puzzle, but may be explained by the relative importance of competing effects at different levels of aggregation.
Section II describes the data used in the main empirical analysis, whose results are presented in Section III. I develop a model in Section IV that illustrates how an increase in the youth share of the population can reduce the unemployment rate by increasing the fluidity of the labor market. Section V offers tests of this theory using wage data and job creation and destruction data from manufacturing. Section VI reconciles these results with existing evidence on the relationship between the youth share of the population and labor market outcomes. Section VII concludes by exploring the broader implications of the findings.
II . Data
The main empirical analysis draws on cross-state differences in birth rates within the United States, and the consequent impact on the youth share of the population and on unemployment and participation rates. The basic source of unemployment and participation data is the Current Population Survey (CPS), which is designed to yield an accurate description of the national labor market. The Bureau of Labor Statistics (BLS) has estimated state unemployment and participation rates since 1970 by augmenting the CPS with information from the unemployment insurance system. 
III . Empirical Analysis

A . Empirical Model
The main empirical model looks at how the unemployment rate in state i and year t depends on the youth share of the working age population, share it , defined as the number of 16 to 24 year olds divided by the number of 16 to 64 year olds.
(1)
where the dependent variable rate it is the unemployment rate in state i and year t, and ε represents other sources of variation in unemployment, such as state-specific economic shocks, which are orthogonal to the youth share of the population. The null hypothesis is that the elasticity γ is zero. I later look for endogenous variation in the youth share by instrumenting it with lagged birth rates.
I also estimate similar regressions with the employment-population ratio (hereafter employment ratio) or the labor market participation rate on the right hand side.
3
With a nineteen-year sample, the year dummies are needed to dispose of any macroeconomic shocks, such as monetary policy, consumer confidence, and oil prices, that may create a spurious correlation between these the youth population share and the unemployment rate. At a national level, the unemployment rate averaged 7.5 percent during the first half of the sample period, and fell to 6.1 percent during the second half. The age structure of the population shows similar temporal variation, with the share of youths in the working age population declining from 26 percent at the beginning of the sample to 19 percent at the end, ensuring a negative correlation between the two variables. The ability to include year dummies is the main advantage of using state data.
Similarly, unemployment and demographics show considerable cross-sectional variation. The youth share of the working age population averaged 27 percent in Mississippi and 22 percent in Connecticut during the sample period, while the state unemployment rates averaged 8 percent and 6 percent respectively. It is not obvious whether there is a causal relationship, and if so, in which direction the causation goes. To sidestep this issue, I also include state dummies in my regressions.
Including the state and year dummies comes at a cost: they soak up 78 percent of the variation in the youth population share. Thus, although the difference between the 90 th percentile log youth population share and the 10 th percentile is about 0.37, the dummies reduce the interdecile range to 0.07. Similarly, the interdecile range for the birth rate after accounting for state and year fixed effects is 0.09. Since the remaining variation disproportionately reflects measurement error, there will be some attenuation bias in my estimates.
Before moving on to the formal empirical analysis, Figure I summarizes the data that drives the results. There are nine graphs, each depicting the time series behavior of the unemployment rate, youth population share, and lagged birth rates in a Census division from 1978 to 1996. 4 The annual figures are expressed as ratios of the contemporaneous national rates, which eliminates 3 Let U denote the number of unemployed workers, E denote the number of employed workers, and P denote the population. Then the unemployment rate is ur = U/(U + E); the participation rate is pr = (U + E)/P ; and the employment ratio is E/P = pr(1 − ur). 4 The U. cyclical fluctuations from the graphs, analogous to the year dummies. All three time series are persistent, and the youth population share and birth rates change only gradually. Moreover, no time series is monotonic in any division.
More to the point, lagged birth rates are highly correlated with the contemporaneous youth population share, giving it power as an instrumental variable. On the other hand, these time series tend to move in the opposite direction of the unemployment rate. Two divisions, New England and the Mid Atlantic, show a hump-shaped youth share and birth rate, with a peak in the mid-1980s; and both divisions realized their lowest unemployment rate at that time. The West North Central, West South Central, and Mountain divisions experienced troughs in the youth population share and lagged birth rates in the mid eighties, and a simultaneous peak in their unemployment rates. In the East South Central and Pacific divisions, there was little change in the youth population share until the 1990s, at which time the unemployment rate moved in the opposite direction. Finally, in the South Atlantic and East North Central divisions, there is little variation in either birth rates or the youth population share.
B . OLS Results
Column I, Panel A of Table I shows the results from estimating equation (1) using aggregate unemployment rate data from 1970 to 1996. The estimated elasticity of the unemployment rate with respect to the youth share of the population is approximately -1.2, significantly different from zero at any standard confidence level. The elasticities of the participation rate and employment ratio have the opposite sign and are much smaller, although they are still statistically significantly different from zero. A ten percent increase in the youth share of the working age population is correlated with a 0.3 percent increase in the participation rate and a one percent increase in the employment rate in that state. In each case, the state and year fixed effects are highly significant, justifying the panel data analysis.
The estimates in Panel A suffer from autocorrelated residuals, because an increase in the unemployment rate only gradually disappears as the laid-off workers find new jobs. A regression of the OLS residualε it on itself lagged one period,ε it−1 , yields a coefficient of 0.73 in the unemployment rate equation, 0.71 in the participation rate equation, and 0.75 in the employment ratio equation. There is no evidence of higher ordered autocorrelation, so Panel B quasi-differences equation (1) to correct for first order autocorrelation in the residuals. The estimated elasticity of the unemploy-ment rate is unchanged, while the elasticities of participation and employment increase. Although the standard errors are somewhat larger, this does not alter the significance of the results. The results throughout the remainder of the paper correct for first order autocorrelation in the residuals.
Column II of Table I allows the elasticity γ to vary over three time intervals, 1970-1978, 1979-1987, and 1988-1996 , in order to show that the estimates are reasonably stable. For example, the unemployment rate elasticity is stable from 1978-1996, my primary sample period, and is more negative during the first nine years of the sample. The elasticity of the participation rate, on the other hand, is insignificant in the first two-thirds of the sample. The estimate in Column I is driven entirely by what happened after 1988. And the elasticity of the employment ratio is positive throughout the sample, but only significant in the first and last thirds.
There is an important a mechanical bias in the estimates in Table I . Since young workers have a higher unemployment rate, an increase in the youth share of the population will raise the aggregate unemployment rate. Conversely, young workers generally have low participation rates and employment ratios, so an increase in the youth share of the population will lower these rates. Similarly, male and female labor market participation rates systematically differ; and the relationship between them changes with age. This too may affect the estimates in Table I .
To address these concerns, I reestimate equation (1) separately for seven different age groups and both sexes. In each case, the right hand side variable of interest is the youth share of the working age population. The left hand side variable is the unemployment rate for the appropriate age and sex. For the data availability reasons described in Section II, I use the sample period 1978-1996. Column 1 in Table IIa shows the results, including a regression of the aggregate unemployment rate on the youth share using this shorter sample period. They are qualitatively similar for all age and sex groups. An increase in the youth share of the population is correlated with a statistically significant reduction in the unemployment rate of all workers contingent on their age and sex. Quantitatively, an increase in the youth share of the population has twice as large an effect on the unemployment rate of older men as on younger workers and women. The elasticity of the teenage unemployment rate is -1.5, and the elasticity of the unemployment rate for men over 45 is in excess of -3. As a result, the relative unemployment rate of young workers, i.e. the ratio of youth to prime-age unemployment rates, 5 rises in response to an increase in the youth share of the population. This is consistent with the cohort crowding hypothesis and the empirical evidence in support of it, although of course the absolute decline in the youth unemployment rate is not. An increase in the youth share of the population is correlated with a much larger increase in the participation rate of young workers and than of older workers, and a somewhat larger response of women than men (Table IIb) . This is consistent with a greater labor supply elasticity for these groups. Also, the decline in unemployment and increase in participation suggest that the employment ratio should rise. I have confirmed this, but do not report the results.
C . IV Results
One possible explanation for these results is that young workers move to states with low unemployment rates. Note that the story is not as simple as saying that state i always has low unemployment rates, so young workers move to state i. A persistently low unemployment rate would be captured by state i's fixed effect. The concern is more subtle: a temporary reduction in the unemployment rate in i might temporarily attract more young workers.
I control for this possibility using instrumental variables (IV). I look for exogenous variation in the youth share of the working age population, share it , caused by the birth rate in that state 16 to 24 years before. More precisely, birth it in year t = 1978 is the sum of the number of births per person in state i from 1954 to 1962. Regressing log share it on log birth it and state and year fixed effects from 1978 to 1996 yields an elasticity estimate of 0.689 with a standard error of 0.016. Lagged birth rates explain 68 percent of the residual variation in the youth share after accounting for the fixed effects. Together, lagged birth rates and the fixed effects explain 98 percent of the variation in the youth share. The instrument is an excellent predictor of future youth shares. This result is puzzling in its own right, since Blanchard and Katz [1992] have shown that U.S. workers are quite mobile in response to economic incentives. One possible explanation is that the Census Bureau uses birth rates to estimate the age structure of the population between decennial censi. According to [Byerly and Deardorff, 1995] , this is not the case; and even if it were, this would not affect the validity of the birth rate instrument, just the interpretation of OLS estimates.
Column 2 of Table IIa and IIb then reports the results from estimating the basic regression using IV. If young workers move to low unemployment states, the estimated elasticities should be smaller in magnitude or may even switch signs. On the other hand, if the youth share is mismeasured, the magnitude of the estimates may grow. In fact, none of the results are significantly changed, and the magnitudes are generally larger, consistent with measurement error. A one percent increase in the youth share of the population caused by an increase in the birth rate 16 to 24 years before reduces the unemployment rate of teenagers by up to one percent and of prime age workers by two or three percent, and by more for men than for women. It raises the participation rate of teenage workers by about half a percent, and slightly raises the participation rate of prime age workers. Because the standard errors are somewhat larger using IV, a few of the elasticity estimates, e.g. those for some teens and older workers in Table IIa , are not significantly different from zero.
Since lagged birth rates and state and year fixed effects predict 98 percent of the variation in the youth share of the population, the youth share of the population cannot fluctuate too much in response to short term economic conditions. Thus it should not be too surprising that IV and OLS estimates are similar. Indeed, the predictability of future youth population shares suggests that instrumental variables may be inefficient. If the youth share of the population is exogenous and correctly measured, OLS is a consistent and efficient estimator, while IV is inefficient. I examine whether this is the case using a two-stage procedure proposed by Davidson and MacKinnon [1993] . In the first stage, predict the youth share of the population from a regression on all the exogenous variables, here the lagged birth rates and state and year dummies. Then in the second stage, regress the unemployment or participation rate on the youth share of the population, the predicted value of the youth share, and state and year dummies. If the predicted value of the youth share enters significantly into this regression, then we can reject the null hypothesis that the youth share is exogenous and correctly measured.
The final column in Table II shows the p-values from this test, which are just the p-values for t-tests of whether the coefficient on the predicted youth share is different from zero. One can only reject 'exogeneity' at the ten percent confidence level in eight of thirty cases, and at the five percent level in three cases. This suggests that OLS is likely to be a consistent and efficient estimator. Nevertheless, I report the IV estimates in the remainder of the paper, since they are certainly consistent and they are precise enough for the purposes of this paper.
D . Robustness
This section describes a number of robustness checks on the results in Table II. 6 To reduce clutter, I simply report the results for three age categories, 16-24, 25-54, and 55+, and do not break them down by sex. Column 1 of Table III replicates the baseline IV analysis for these three groups. The first concern is that birth rates might not be a valid instrument because family planning anticipates future economic conditions. In its most plausible form, this is an argument about economic convergence. Suppose that there are two regions, North and South. Initially the North is more developed than the South. Employment in the North is predominantly in sectors of the economy that do not experience much unemployment, and, as is common in more developed economies, fertility rates are quite low. During the post-World War II period, however, the South gradually caught up with the North. Then during my sample period, I will observe a relative decline in the youth population share and in the unemployment rate in the South, although both are caused by a third factor. If this story is correct, the introduction of separate linear time trends for each state should substantially weaken the results. Instead, Column 2 of Table III shows that the estimated elasticities are actually significantly larger than in the benchmark, eliminating this concern.
Next I turn to the possibility that neighboring states are not independent observations, as would be the case if the results are driven by regional fluctuations and regional birth rate shocks. For example, suppose the recession in New England in the late 1980s happened to be correlated with a decline in the youth share of the population. Since there are six states in that Census division, this single event may have a substantial effect on the estimates. To see whether this drives the results, aggregate the state data up to the Census division level and rerun the basic regression. Column 3 of Table III shows that the point estimates are mostly unchanged, and remain statistically significant, except for the prime age participation rate. Another specification, including a separate year dummy for each census division in the basic regression in addition to the full set of state dummies, yields similar results (unreported).
A third issue is the dynamic relationship between the youth population share and economic conditions. Figure I shows that both of these variables change only slowly, a problem that I have addressed by correcting for first order autocorrelation in the residuals. Tests indicate that higher 6 I have verified the robustness of the results on a number of other dimensions. I ran the regression in levels rather than logs, weighted the regressions by state populations, ran quantile regressions to control for outliers, and performed a variety of subsample estimates. I have also run the basic regression using the BLS measure of the youth share of the population and a measure of state unemployment rates that I constructed directly from the March CPS.
order autocorrelation is not a problem, and in any case the results are not very sensitive to the specification. For example, aggregate the annual data to obtain five year averages. This yields four observations for each state, 1978-1982, 1983-1987, 1988-1992, and 1992-1996 . Column 4 of Table III shows the coefficients from the basic regression (1) run on this short panel (without any autoregressive correction). They are slightly smaller than the benchmark, but statistically unchanged and significantly different from zero.
I have also tried different specifications of the annual data. In Column 5, I put a single lag of the dependent variable on the right hand side of the regression. The 'Short run' coefficient estimates are much smaller in magnitude. However these represent the immediate effect of a change in the youth population share. To the extent that changes in the youth population share are permanent, the numbers in the 'Long run' column indicate the eventual impact on the unemployment and participation rate. Once again, these are close to the benchmark estimates. Other unreported tests, such as running the regression in first differences, yield similar results.
Verifying the stability of the elasticity estimates over different time periods serves as a further robustness check. In Column 6 of Table III, I allow the elasticity γ to take on different values in the first and second half of the sample. The resulting estimates are similar to those in the full sample, and, as indicated by the p-value, I cannot reject the null hypothesis that the elasticity is unchanged.
Finally, I verify that the main result holds in a completely different survey. The BLS uses the Current Employment Statistics (CES), an establishment survey, to construct an alternative measure of labor force activity. Although the CES does not contain information on unemployment and participation rates, as in the CPS household survey, it can be used to calculate total employment levels in the 49 states from 1970 to 1997. I then convert this into employment ratios using the Census measure of the 16-64 population. When I regress the log of this on the log Census youth population share and state and year fixed effects using the birth rate instrument, I obtain an elasticity of a quarter (Table IV , first row), somewhat larger than the estimated elasticity of the employment ratio in the CPS (Table I , last row).
Using the CES, it is also possible to calculate state employment levels in the eight one-digit industries. Let the state industry employment-population ratio be the level of employment in that industry divided by the Census population 16-64 years old. I regress the log of this on the contemporaneous log youth share and fixed effects, and show the results in the remaining rows of Table IV . The effect of the young workers is strongest on construction employment, with a slightly weaker impact on manufacturing, wholesale and retail trade, and services. However, since con-struction employed less than a quarter as many people as each of these three sectors during this 28 year period, the implied impact on the level of employment is largest in manufacturing, then in trade, services, and construction. This ordering is interesting, because one would expect that if the results were driven by an increase in aggregate demand, e.g. for new offices and housing, resources would be shifted from 'tradables' to 'nontradables', leading to a relative decline in manufacturing employment. Instead, it seems that the explanation for this phenomenon must lie on the supply side.
E . Summary
Cross-state evidence suggests that a predictable ten percent increase in the youth share of the population in a state reduces the unemployment rate by about twenty percent, with the strongest effect on prime age unemployment and a somewhat weaker effect on young workers. It also raises the participation rate of young workers by three percent, with a smaller and less significant effect on prime age workers. This implies a two or three percent increase in the employment ratio, with employment growth in a wide variety of sectors, notably manufacturing.
These elasticities not only have an unexpected sign, but they are very large. Consider a regression of the log youth share of the population, share it , on state and year dummies. The residual has a standard error of 0.034, so a one standard deviation increase in the youth share of the population, relative to that state's history and to the youth share in other states at that point in time, will reduce the unemployment rate in that state by about six percent and raise the participation rate of young workers by about one percent.
The implied impact of the baby boom on the aggregate unemployment rate is enormous. The youth population share bottomed out at 18 percent in 1953, rose to 27 percent by 1976, and has since fallen back to 19 percent. Roughly speaking, this change should have first halved and then doubled the prime age unemployment rate, in sharp contrast to the findings of Shimer [1998] . There are a number of reasons to be cautious with this calculation, however, since the estimated elasticities concern changes in the youth population share in one state relative to others, while the baby boom was an international phenomenon. The level of aggregation may be important for the results; or international demographic shocks may primarily affect relative prices, while state shocks affect quantities, since prices are determined in the world market. Section VI explores this issue further.
IV . Theoretical Hypothesis
Why does an anticipated increase in the youth population share reduce the unemployment rate and raise the labor market participation rate? The standard model of equilibrium unemployment [Mortensen and Pissarides, 1994; Pissarides, 2000] implies that younger workers, and hence younger states, will have higher unemployment rates. This is due to the direct effect of young workers -they are unemployed more often. Indirect effects, i.e. changes in age-specific unemployment rates, are absent from the standard model, because the number of vacancies increases proportionately with unemployment, leaving both job creation and job destruction rates unchanged; see Shimer [1998] for details.
On-the-job search, a natural modification to the standard model, changes this conclusion. It becomes time-consuming for firms to locate the truly mobile workers when anybody is potentially interested in the job, a trading externality [Diamond, 1982] . Since older workers are typically less mobile, this means hiring is easier in a younger economy. The presence of young workers generates a more fluid labor market, which stimulates vacancy creation. The aggregate unemployment rate may fall, but the many employed workers who continue searching for better jobs justifies the creation of the new vacancies.
A . Model
There are two types of agents, workers and firms. Let L(t) ≡ L t 0 e t t 0 n(s)ds denote the exogenous measure of the labor force at time t as a function of the initial population L t 0 and the subsequent growth rate n(t) > 0.
7 Let θ(t)L(t) denote the endogenous measure of firms, each of which can hire at most one worker. Agents are risk neutral, infinitely lived, and discount the future at rate r > 0. Each agent, worker or firm, may be in one of three states: unmatched, mismatched, or well matched, with exogenous flow payoffs 0 < x 1 < x 2 in each of the respective states. New firms enter the market by paying a one-time fixed cost c, implying a perfectly elastic supply of jobs.
, and α 2 (t) denote the endogenous fraction of workers who un-7 I assume that the entire time path of n(t) is known. This reflects the empirical finding that the size of new cohorts can be forecast twenty years in advance using lagged birth rates. The results are not substantially affected if instead n(t) is known only a few years in advance. 8 The elastic supply of jobs is driven by the empirical analysis, which looks at changes in the birth rate in one state relative to the national average. This source of variation may affect the flow of capital across states, but it should not change the 'cost of capital' c. matched, mismatched, and well matched at time t. Simple accounting shows that at time t, a fraction of firms (θ(t) − α 1 (t) − α 2 (t))/θ(t) are unmatched. These fractions are limited by search frictions. A firm meets a worker at a rate η(θ), decreasing in the contemporaneous firm-worker ratio θ(t). A worker meets a firm at an increasing rate µ(θ) ≡ θη(θ). 9 In each case, the potential partner is drawn randomly from the appropriate population, regardless of the partner's current match quality. The two agents then realize the quality of their match; it is good with probability p, independent across workers and firms and over time. The potential partners match if it improves both agents' state. That is, a good match is accepted unless either agent is already in a good match. 10 A mismatch is accepted only if both agents are unmatched. 11 This means that it is easier to match when few agents are in good matches, a trading externality. Whenever a matched agent accepts a new partner, her old partner becomes unmatched. There is no recall of past partners. One can think of a worker leaving a mismatch for a good match as a quit; a firm leaving a mismatch for a good match as a layoff; unmatched workers as unemployed; and unmatched firms as vacant. This model builds on work by Burdett and Mortensen [1998] , who introduce on-the-job-search into an otherwise standard search framework. There are two significant differences between the models. First, their model is more ambitious, in that it endogenizes the division of match surplus, and demonstrates that wage dispersion is an equilibrium phenomenon. I treat the division of surplus as exogenous, and take wage dispersion (x 1 < x 2 ) as a primitive. Second, I only allow firms to hire one worker, and thus develop a theory of short-term employment. In the Burdett-Mortensen model, the marginal product of labor is constant, so firms never fire workers. One can show that without short-term employment, this framework cannot explain a decline in the aggregate unemployment rate in response to an increase in the labor force growth rate.
B . Equilibrium
Equilibrium demands two things. First, the two state variables α 1 (t) and α 2 (t), the fraction of mismatched and well matched workers, are determined by worker and firm flows and a pair of initial conditions α i (t 0 ) = α it 0 , i ∈ {1, 2}. And second, the expected value of creating a new unmatched firm is always equal to the startup cost c.
It is easy to show that the state variables evolve according to a pair of differential equations:
The fraction of matches that are good increases with the confluence of four independent events: a worker meets a firm (rate µ), the worker is not in a good match (fraction 1 − α 2 ), the firm is not in a good match (fraction 1 − α 2 /θ), and they realize a good match (fraction p). It decreases only because of the entry of new unmatched workers. The fraction of matches that are bad takes a similar form, but it decreases due to new entrants (rate n), workers quitting for good matches (rate µ(θ)(1 − α 2 /θ)p), and firms quitting for good matches (rate η(θ)(1 − α 2 )p).
Next I check what drives the value of creating a new unmatched firm W 0 (t) to zero. To do this, I must calculate the value of mismatched and well-matched firms, W 1 (t) and W 2 (t) respectively. These are related by three Bellman equations: W 2 (t) ≡ x 2 /2 (since this is an absorbing state);
These equations say that the flow value of a firm in a particular state is its flow payoff while it remains in that state, x 1 while mismatched and zero while unmatched, plus terms that are the product of the flow probability of switching states times the resulting capital gain or loss.
A simple algorithm delivers a numerical approximation to the equilibrium. Conjecture a path for the firm-worker ratio θ, perhaps from a steady-state solution. Use this to calculate a candidate path for the state variables from equations (2) and (3). Then under the assumption that W 0 (t) ≡ c and W 2 (t) ≡ x 2 /r, solve equation (4) for W 1 (t) and invert equation (5) to solve for θ (t) . If the solution coincides with the initial guess, this is the equilibrium. Otherwise, perturb the guess towards the firm-worker ratio that comes out of the algorithm, and restart. In practice, this algorithm rapidly converges to a unique equilibrium for any initial conditions.
Note that the size of an economy, measured by the initial population L t 0 , does not enter these equations, and so the model does not feature 'scale effects' or agglomeration externalities, as were explored by Ciccone and Hall [1996] or Coles and Smith [1996] . Instead, the efficiency of the matching process depends on the proportion of agents who are actively searching, as in Diamond [1982] , a distinct and potentially complementary source of increasing returns to scale in the labor market. I focus on it because it matches the empirical evidence presented in Section III.
C . Simulation
Consider the qualitative effect of an increase in the birth rate n. Holding the firm-worker ratio θ fixed, the direct effect of this is to increase the unemployment and mismatch rates, since young workers take a while to find good jobs. This would raise the value of unmatched firms, inducing entry and increasing θ, until the zero profit condition is restored. The increase in θ may be enough to push the aggregate unemployment rate below its pre-shock level; in that case, the new job creation is sustained by a large mismatched population. Simulations of the model using a wide variety of parameters show that this is in fact the 'likely' scenario. 12 I provide details from one of these simulations to illustrate how the economy responds to a shock. Think of a period as representing a year. Let µ(θ) = 10 √ θ and η(θ) = 10/ √ θ. Take x 1 = 1 and x 2 = 2, with p = 0.04, so few potential matches are good. Also let the interest rate r = 0.05 and set the population growth rate n = 0.02, reasonable numbers for annual data. Finally, 12 If both the unmatched and mismatched rates fall below their pre-shock levels, the value of an unmatched firm would fall, which cannot be an equilibrium. So at least one of these rates must increase; and equations (2) and (3) imply that if the birth rate, firm-worker ratio, and unmatched rates all rise, the mismatch rate must rise as well. Putting this logic together, an increase in the birth rate can induce a decline in the unmatched rate, but can never induce a decline in the mismatch rate. It is possible that both the unmatched and mismatched rates are higher in a high birth rate economy, as would be the case if firms' meeting rate η is sufficiently responsive to changes in the firm-worker ratio; but simulations indicate that this is unlikely to occur. set the entry cost c = 30. Run the model for many periods, so the system converges to its steady state; the firm-worker ratio is θ = 1, about 5.2 percent of workers are unemployed, 14.8 percent are mismatched, and the remaining 80.1 percent have found good matches. Now suppose there is an anticipated five percent increase in the labor force growth rate in year 0 which gradually disappears. For t ≥ 0, n(t) = 0.02 + 0.001e −0.110t ( Figure II, Panel 1) . 13 In response, the firm-worker ratio jumps up at date zero (Panel 2), causing the aggregate unemployment rate to fall (Panel 3). This is driven by a sharp decrease in 'age'-specific unemployment rates.
Panel 1 of Figure III shows the difference between the log unemployment rate of an age s ∈ [0, 30] worker in year t = {0, 5, 10, 15}, compared to the steady state log unemployment rate of age s workers. Five years after the shock, most workers enjoy a four percent reduction in their unemployment rate. This gradually fades away, although workers who were around at the time of the shock, e.g. those over 15 years old in year 15, have persistently less unemployment. This matches the central empirical finding uncovered in the previous section. The model also makes predictions about the behavior of wages. The additional entry is driven by an increase in mismatch and a decrease in good matches. Since mismatched workers earn less than well-matched ones, it follows that the average wage rate among employed workers,
, must fall when labor force growth is faster ( Figure II , Panel 4). But this prediction does not distinguish the model from a number of alternatives. Young workers earn less on average than older workers, and so the birth rate shock directly reduces wages.
More interesting is the model's prediction regarding age-specific wage rates ( Figure III , Panel 2). Five years after the shock, the wage of many workers has increased, but not those of the newest entrants. Instead, the increase in the firm-worker ratio θ implies that many more firms are unmatched, hence willing to create a mismatch, which actually reduces the average wage of these workers. Over time, however, age-conditional wages start to increase, peaking ten to fifteen years after the shock. Wages stay high in later years, particularly for those workers who entered immediately following the shock. This prediction is stark, and appears to be unique to models that predict that an increase in labor supply will create more than its own demand. Section V.A finds support for this prediction in U.S. data.
The model also predicts that in young states, more workers should move from one job to another. This is a first order prediction, since it reflects the fact that firms create jobs in young states because they can attract employed workers. Section V.B finds some support for this prediction using job flow data. However, the power of the test is weak, since many other models predict that young workers are more likely to move from job-to-job, for example Neal [1999] .
V . Testing the Hypothesis
A . Wages
According to the model, an increase in the labor force growth rate should cause a modest decline in the average wage, but should gradually push up age-conditional wages. I test this using wage data for workers 16 and over from the 1978-1998 March CPS. Define an individual's hourly wage to be her annual earnings divided by the product of the number of weeks worked and the usual number of hours per week.
14 Throw away individuals for whom either the numerator or denominator is zero. Also trim the top and bottom one percent of the sample in each year. Finally, construct the average log hourly wage in each state and year using the CPS sampling weights. The first row of Table V shows the results from an instrumental variables regression of a state's average log wage on the contemporaneous log youth population share and a full set of state and year dummies. The estimated elasticity is negative and fairly small in magnitude. The next row shows that a similar result obtains using average log weekly earnings. Calculating the average wages in levels before taking logs also yields similar (unreported) results. The final row of Table V uses a completely different dependent variable, the logarithm of Average Annual Pay in state i and year t. This data comes from the Covered Employment and Wages or ES-202 program, an establishment survey that includes all employed workers covered by unemployment insurance, about 96 percent of total wage and salary income in 1998. It is the ratio of total pay in a particular state and year divided by the average employment level. 15 State data from 1981 to 1996 are available from historical issues of the Statistical Abstract of the United States, and 1997 and 1998 data are available online at the BLS web site <http://stats.bls.gov/>. Despite the very different source of data, the estimated elasticity is statistically unchanged and significantly negative. The more striking prediction of the model is that age-contingent wages should rise only slowly after an increase in the population growth rate, peaking perhaps a decade later than the trough in age-contingent unemployment rates ( Figure III) . To test this, I use the methodology described above to construct state average log hourly wages for seven different age groups and both sexes from the March CPS. I then regress this on the contemporaneous log youth population share and on the log youth population share in that state a decade earlier. Since state demographic data is unavailable between decennial censi in the 1960s, I can only construct the latter variable beginning in 1980, and so restrict my sample to 1980 -1997 instrument each youth population share variable using the sum of appropriately lagged birth rates. Table VI shows that a large youth population share causes a modest contemporaneous increase in wages for most of the fourteen groups, and has a much larger effect ten years later. For example, a twenty year old male who is part of a cohort that is ten percent larger than normal can expect 5.3 percent higher wages now and 11.6 percent higher wages by the time he is thirty. A man who is thirty when the big cohort enters expects 2.7 percent higher wages now and 3.9 percent higher wages when he is forty (although neither of these estimates are significantly different from zero). These results are qualitatively consistent with the model, 16 although some of the quantitative predictions of the model do not appear in this data set. For example, the model predicts that wages will decrease for the youngest workers when birth rates increase, while the data shows that virtually all groups enjoy higher wages. Note, however, that teenagers do get smaller wage increases than ployees in that state on a particular week of each month, including workers on paid vacation and part-time workers. Therefore, Average Annual Pay is actually a measure of average weekly earnings. For details, see <http://stats.bls.gov/news.release/annpay.tn.htm>. 16 One might be concerned that these results are spurious, particularly since many of the point estimates are not significantly different from zero. While I cannot rule out the possibility that the relationships reported in Table VI are driven by a third factor, there are at least two reasons to believe that this is unlikely. First, I ran the same regression with age-specific unemployment rates as the dependent variable, and found that the lagged youth population share has little explanatory power, as the model predicts. This suggests that there is no general relationship between labor market conditions and lagged demographic variables. Second, I regressed the average log hourly wage on the contemporaneous youth share of the population and the contemporaneous share of 25-34 year olds in the state. In each of the fourteen cases, I found that the estimated elasticity of the 25-34 year old share in this regression was smaller than the elasticity of the 16-24 year old share from ten years earlier in the regression reported here. This is what one would expect if the share of 25-34 year olds today is simply a noisy measure of the share of 16-24 year olds a decade ago and it is the lagged youth share that causes high wages.
20-24 year olds, which is again qualitatively consistent with the model. Also, the model predicts that workers who enter the labor force as members of large cohorts will later earn higher wages than surrounds cohorts, which is not borne out by the data. In particular, women's wage gains are spread throughout the age distribution. This is sensible if women exit and reenter the labor market, a possibility ignored by the theory, which is better at modeling and predicting men's wages.
B . Job Flows
I test the prediction that younger states should have more workers moving from one job to another using job creation and destruction data for manufacturing. 17 The data were constructed by Davis, Haltiwanger, and Schuh [1996] on the log youth share and a full set of year and state dummies. The null is that the elasticity of the creation and destruction variables should be equal to zero, while the model predicts a positive value for both elasticities. Table VII shows that the OLS and IV estimates are positive, although the IV estimate of the elasticity of job destruction is not statistically different from zero. The model also predicts that an increase in the youth share should have a larger effect on the creation and destruction rate than on total employment growth. A comparison of the point estimates here with the estimates for the manufacturing sector in Table IV offers modest support for that prediction, although the difference between the estimates is again not statistically significant. I conclude that job creation and destruction data do not contradict the model, but rather offer some support.
VI . Reconciliation with Previous Studies
A number of previous studies have found that an increase in the youth share of the population raises the youth unemployment rate. A common feature of all these studies is that they explicitly or implicitly assume that demographic changes do not affect the prime age unemployment rate. For example, Flaim [1979] interprets a positive correlation between the youth share of the population and the gap between the teenage and prime age unemployment rates in U.S. time series data as evidence that an increase in the youth share raises the teenage unemployment rate. 18 More recently, Shimer [1998] attributes to demographics any change in the aggregate unemployment rate that cannot be predicted from a linear regression on the prime age unemployment rate. Korenman and Neumark [2000] make the same assumption in their cross-country panel analysis. They regress the youth (16-24) unemployment rate on the youth share of the population instrumented by lagged birth rates and on the prime age (25-54) unemployment rate: (6) log ur
This last variable is intended to control for macroeconomic fluctuations. Unfortunately, if the youth share of the population changes the prime age unemployment rate, the estimate of the effect of the youth share on the youth unemployment rate γ will be biased up. The positive cyclical correlation between prime age and youth unemployment rates ensures a positive coefficient δ multiplying the prime age unemployment rate. Then if an increase in the youth share of the population reduces both the prime age and the youth unemployment rate, part or all of the effect will be captured by δ.
The estimated value of γ may even become positive. As confirmation of this reasoning, estimate equation (6) using instrumental variables with the 49 state, nineteen year (1978) (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) panel that I have exploited throughout this paper. The elasticity of the youth unemployment rate with respect to the prime age unemployment rate is precisely estimated to be δ = 0.57 (standard error 0.03), while the estimated effect of the youth population share is a biased γ = 0.01 (0.21). This suggests using my methodology on other studies' data sets to see if the conclusions change. Korenman and Neumark [2000] have constructed a 15 OECD country, 25 year data set, to my knowledge the only other panel containing the necessary data. I therefore estimated equation (1) on this data set using both OLS and IV. Table VIII shows that the coefficient estimates often have the opposite sign of my estimates using cross-state data (Tables I and II) .
There is possibly some evidence that an increase in the youth share of the population raises the labor market participation rate and the employment ratio. However, the indirect effects are too weak to counteract the direct effects, and so the aggregate labor market participation rate and employment ratios are statistically unchanged. And there is no evidence that an increase in the youth share of the population reduces the unemployment rate.
There are a couple of possible interpretations for these findings. First, in many OECD countries, employment ratios may better reflect labor market outcomes than do unemployment rates, because changes in labor market policies and institutions move the ephemeral line between workers who are unemployed and those who are not in the labor force [Juhn, Murphy, and Topel, 1991] . If this is correct, then we should focus on the employment ratio elasticities in Table VIII , Panel C. The large standard errors, a consequence of the importance of country-specific macroeconomic shocks and the relatively small sample of fifteen countries, force us to conclude that we cannot reject the null hypothesis that the cross-country and cross-state results are the same. In other words, the cross-country data set does not contradict the earlier findings using U.S. data, that an increase in the youth share of the population caused by a birth rate shock raises the employment ratio.
An alternative interpretation is to accept that the unemployment rate is informative, but to recognize that additional factors may be important in generating the cross-country data. For example, in a closed economy neoclassical growth model, an increase in the population growth rate reduces the capital-labor ratio and thus the wage rate. With search frictions, this manifests itself as an increase in unemployment. However, with an open economy, capital would flow across regions so as to equalize its marginal product. 19 In terms of the theory developed in Section IV, even if one state has a higher population growth rate than another, capital mobility ensures that the cost of job creation c will be the same across states. This was my justification for assuming that a change in the population growth does not affect c. But if one country has a high population growth rate and international capital flows are imperfect, the cost of job creation will be driven up, reducing the capital-labor ratio in that country, and therefore increasing the unemployment rate. An appealing feature of this explanation for the difference between the cross-country and crossstate results, is that it also reconciles this paper with the bulk of the cohort crowding literature (discussed in the introduction) which relies on time series evidence. In post-World War II time series, the baby boom provides the bulk of the variation in the independent variable, a measure of the youth share of the population. But the baby boom was a phenomenon throughout the developed world. For example, Korenman and Neumark's [2000] data show a decline in the youth share of the population from 1970 to 1994 in each of the 15 OECD countries that they study. Thus even if capital is perfectly mobile across international boundaries, the global capital-labor ratio should have been low at the peak of the baby boom, pushing up the cost of job creation c, and therefore raising the unemployment rate. 20 If this reconciliation of the literature is valid -at this point, it is only a conjecture -then the existing literature may be correct in concluding that the baby boom raised the aggregate unemployment rate; yet this paper is correct in concluding that regions with relatively young populations will enjoy relatively low unemployment rates. This paper is also related to a large literature that examines the impact of international migration on labor market outcomes. Friedberg and Hunt [1995] and Borjas, Freeman, and Katz [1996] review a number of 'area-studies' that regress wage or employment rates on measures of immigration. Other papers control for the endogeneity of migration decisions using natural experiments, including the migration of Russian Jews to Israel in the early 1990s [Friedberg, 1997] , the repatriation of French Algerians in 1962 [Hunt, 1992] , and the flight of Cubans to Miami in 1980 [Card, 1990] . Most of these papers focus on the effect of immigration on native-born workers, a notable contrast to the 'baby boom' literature's presumption that the size of the youth cohort does not affect prime age workers. Although some papers conclude that immigration reduces wages and employment rates for native-born workers, especially less skilled ones [Altonji and Card, 1991] , many papers find no discernible effect.
It might seem that the evidence and theory developed in this paper would suggest that immigration should raise native-born wages and employment rates. But there is a crucial difference between the two types of labor supply shocks: an increase in the youth share of the population can be forecast twenty years ahead, while the immigration literature has focused on unexpected changes, e.g. the breakup of the Soviet Union, Algerian independence, and more generally, the portion of immigration that cannot be predicted by area fixed effects. Introducing time-to-build or adjustment costs for capital into the model in Section IV can reconcile these results. Suppose 20 In Shimer [1998] , I show that the prediction of the textbook [Pissarides, 2000] search model is that an increase in the youth share of the population should not affect age-specific unemployment rates. I reconcile this with evidence of a relative increase in the youth unemployment rate during the 1970s, by arguing that labor demand may not be perfectly elastic, i.e. that the cost of job creation may have increased during that decade (page 56). This is the same argument that I am making here. the measure of jobs may only increase slowly following an unanticipated increase in the return to capital W 0 . Then in the short run, an increase in immigration will reduce the firm-worker ratio θ. This will make it harder for native workers to find and retain jobs, raising their unemployment rate and lowering their wages. These indirect effects then reinforce the direct effects of immigrants on labor market outcomes: high unemployment and low wages. However, once capital has a chance to adjust, the mechanism described in this paper will prevail.
As some confirmation of this reasoning, consider what happens if one includes area fixed effects in an estimate of the impact of immigration. When Borjas, Freeman, and Katz [1996] regress the change in wages for native-born workers on the change in the percentage of foreign-born workers, they obtain a positive correlation; but this is reversed when fixed effects are included (see their Table 2 ). They argue that this discrepancy reflects immigrants tendency to move to permanently high wage areas. According to this logic, the fixed effects soak up permanent and exogenous differences in labor market conditions. But there is an alternative interpretation: fixed effects absorb the anticipated component of immigration. Since only anticipated immigration induces job creation, the resulting estimates describe the negative relationship between unanticipated immigration and native-born workers' wages. They omit an important channel by which immigration raises native wages, the theory described in this paper. Turning Borjas, Freeman, and Katz [1996] on its head, I conjecture that an important reason why there are significant permanent differences in labor market conditions across regions, is because some regions regularly receive more immigration.
VII . Conclusion
This paper shows that a relative increase in the youth share of the population in one state causes an immediate decline in the unemployment rate and an increase in the labor market participation rate, and later causes an increase in wages for women and younger men. This is inconsistent with standard theories of unemployment, which either predict no relationship or the opposite relationship between these variables. However, it is consistent with a theory of the labor market in which mismatch of young workers is important, and firms prefer to locate in markets with a lot of mismatch because it is easier to find good employees in these labor markets. It is also inconsistent with a substantial body of empirical evidence on the impact of cohort size on labor market outcomes. The reason for the different results remains a puzzle, although it may be due to the use of time fixed effects in a panel of states where there is excellent cross-sectional capital mobility. The fixed effects absorb a source of variation that was important to existing studies, changes in the cost of capital that are correlated with the youth share of the population. Whether this conjecture is correct remains an open question.
One can interpret the empirical results in this paper as a test for search externalities. The standard theory of equilibrium unemployment, as summarized in Pissarides [2000] , assumes that the number of matches created in a period is a constant returns to scale function of the number of unemployed workers and the number of vacant firms. This yields many strong predictions. For example, the equilibrium of simple search and matching models is unique, and the economy rapidly converges towards a steady state. The standard model also predicts that an exogenous increase in the number of job searchers will have no effect on job creation and job destruction rates, although it will directly increase the aggregate unemployment rate [Shimer, 1998] .
In contrast, Diamond [1982] allows the matching function to have increasing returns to scale due to trading externalities. Multiple equilibria are then possible, and even with a unique equilibrium, the labor market may substantially amplify external shocks. For this reason, Hall [1989] declared that trading externalities "are one of the most promising ways to explain the business cycle." Models with trading externalities also predict that an increase in the number of job searchers will raise job creation and reduce job destruction rates. The aggregate unemployment rate may even fall, as happens in the model developed in Section IV.
One can therefore test for search externalities by looking for exogenous variation in the number of job searchers. Lagged changes in birth rates are an ideal source of variation. First, there is substantial variation in birth rates over time and across regions. Second, birth rates are easily measurable, and good data is widely available. Third, lagged birth rates are unlikely to be affected by current labor market conditions, so there is hope of establishing a causal relationship. And finally, the nature of the shock is unambiguous, e.g. the entry of the new cohort should be anticipated. Exploiting this source of variation, this paper uncovers evidence that contradicts the standard model with constant returns to scale, but can be explained by the existence of trading externalities in search markets. 1970-1978 1979-1987 1988-1996 
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OLS and IV estimates of the elasticity of job creation and destruction with respect to the youth share for 48 states from [1973] [1974] [1975] [1976] [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] . Both regressions include state and year fixed effects and an AR(1) correction. Standard errors in parentheses. The dependent variables were computed from the Longitudinal Research Database, and are described in Davis, Haltiwanger, and Schuh (1996) . The youth population share is the number of 16 to 24 year olds divided by the number of 16 to 64 year olds in a state, according to U.S. Census Bureau estimates. The instrumental variable is birth rates per capita lagged 16-24 years, from various years of the Statistical Abstract of the United States. Response to a Labor Force Growth Rate Shock. The dynamic response of the labor force growth rate, firm-worker ratio, unemployment rate, and average wage to an anticipated increase in the labor force growth rate from 0.020 to 0.021 in year 0. The Change in the Unemployment Rate and Average Wage as a Function of Age. The log change in the unemployment rate (Panel 1) and the average wage (Panel 2) compared the steady state, as a function of the worker's age in years 0, 5, 10, and 15. The shock is an anticipated increase in the labor force growth rate from 0.020 to 0.021 in year 0.
