Abstract-The images obtained from cryo electron microscopy are the projection of many heterogeneous instances of the object under study (e.g., a virus). When the object is heterogeneous but has an overall geometric symmetry, it is natural to describe the object as stochastic with symmetrical statistics. A maximum likelihood reconstruction approach is described in which all instances of the object lack symmetry but the statistics of the ensemble of objects are constrained to have symmetry. This algorithm is demonstrated on bacteriophage HK97 and is contrasted with existing algorithms in which each object, while still heterogeneous, has the symmetry. Reconstruction results show that the proposed algorithm eliminates long-standing distortions in previous heterogeneity calculations associated with symmetry axes, and provides estimates that make more biological sense than the estimates of existing algorithms.
I. INTRODUCTION
T HE goal of structural biology is to determine the 3-D geometry of a biological macromolecular complex. Such complexes, for example, a virus, function as machines and are typically called "particles". The 3-D geometry, typically called the "structure", can be as detailed as the 3-D location of each atom in the particle or, if only lower resolution is achievable, the electron density as a function of position in 3-D (in xray crystallography) or the electron scattering intensity as a function of position in 3-D (in electron microscopy). Understanding the 3-D geometry of synthetic nanoparticles is also becoming important in materials science [1] - [3] . Structural biology has long been dominated by x-ray crystallography which has very limited capability for dealing with heterogeneity and dynamics among the particles. In particular, the particles making up the crystal must be sufficiently uniform to allow the formation of a crystal and then the additional non-biological interactions between neighboring particles in the crystal further restrict the individual particles. Finally the data is a function of the entire crystal, i.e., a function of all of the particles. Therefore x-ray crystallography provides a 3-D snapshot of a particular state of the particle rather than following a single instance of the particle through the 4-D trajectory that it would experience in its natural environment.
Single-particle cryo electron microscopy (cryo EM) is transforming structural biology [4] because, due to better image detectors [5] , phase plates [6] for improved image contrast, and more sophisticated statistical computing [7] - [9] , cryo EM is beginning to provide atomic-resolution structures similar to those of x-ray crystallography without the need to create a crystal. This is a very important advance because many particles simply do not form crystals for a variety of biophysical reasons. However, more important for understanding the functioning of the particles, cryo EM has the capability of displaying heterogeneity and dynamics among the particles.
In a cryo EM experiment, typically 10 4 -10 6 noisy 2-D projection images of the 3-D electron scattering intensity of the flash-frozen particles are recorded, one image for each instance of the particle. Typical particle weights are in the range of 10 5 -10 8 Daltons. The experimental design is dominated by the desire to avoid damage to the particle by the electron beam. In particular, damage minimization is achieved by low dose (leading to noisy images), by recording only one projection image per particle (unlike medical x-ray computed tomography), and by performing the experiment on flash-frozen particles at cryogenic temperatures. Because the orientation of the particle during the flash freezing is not controlled, the orientation of the projection image is random and because the image is noisy, the projection direction cannot be determined from an individual image alone. Standard computational methods assume that all instances of the particle are identical or that all instances of the particle belong to one of a few discrete classes ("discrete heterogeneity", the class label for each image is not known, typically there are less than ten classes) and that every instance within a class is identical. Then a structure is computed for each class, possibly at atomic resolution. More sophisticated approaches characterize the continuous heterogeneity of the particles within each class.
The geometric symmetry of the particle is an important aspect of structural studies of both biological and synthetic particles. Many so-called spherical viruses, which include polio virus and other human pathogens, have a so-called capsid that is constructed out of many copies of a peptide building block which are arranged in pattern that has icosahedral symmetry much like a human-made geodesic dome. Symmetry is described mathematically as a rotational point group. This paper describes how to impose symmetry on the statistics of the particle rather than on each realization of the particle (Sections II, III, IV, and VII) and how to integrate this mathematical model of the particle into a maximum likelihood reconstruction method (Section V). The result is demonstrated on images of a Virus Like Particle of bacteriophage HK97 (Section VI).
The approach of this paper is focused on the estimation of first and second order statistics of the electron scattering intensity of the particles in order to characterize the heterogeneity of the particles and related work is discussed in Section II. However there are other approaches to characterizing the differences among the particles visualized by cryo EM. Prominent approaches include direct reconstruction of principal components [10] , low-dimensional manifold embedding of multiple reconstructions with interpolation to create trajectories [11] , [12] , and normal modes of a references model [13] . These papers do not concern symmetry (the numerical examples are all ribosome problems) and so are outside of the scope of this paper.
Notation: E denotes expectation, i.i.d. stands for "independent and identically distributed", x ∈ IR 3 , and x = x 2 . The quantity x/x is a unit vector and, since x ∈ IR 3 , is shorthand for the two angles of spherical coordinates. I n is the n × n identity matrix and 0 m,n is the m × n zero matrix. dΩ is integration over the surface of the sphere in 3-D which, in spherical coordinates, is π θ=0 2π φ=0 sin(θ)dθdφ. Define the Kronecker delta function δ m,n by δ m,n = 1 if m = n and = 0 otherwise where m and n are integers or vectors of integers.
II. SYMMETRY AND SYMMETRICAL STATISTICS
The symmetries that are relevant to the cryo EM application are the 3-D rotational point group symmetries which are the icosahedral I, octahedral O, tetrahedral T , cyclic C n (n ∈ {1, 2, . . . }), and dihedral D n (n ∈ {1, 2, . . . }) groups. Once a coordinate system is chosen, each of these groups can be described as a collection of matrices denoted by R β ∈ IR
3×3
(β ∈ {1, . . . , N g }) which are rotation matrices, i.e., R −1 β = R T β and det R β = +1. The value of N g is 60, 24, 12, n, and 2n for I, O, T , C n , and D n , respectively.
The symmetry can be applied in three different ways. (1) Assume that the particles in a class are identical and that the common electron scattering intensity, which is denoted by ρ(x), has the symmetry, i.e., ρ(R −1 β x) = ρ(x) for all β ∈ {1, . . . , N g } and x ∈ IR 3 . This is available in essentially all software systems, e.g., Refs. [7] - [9] , [14] - [16] . (2) Assume that each particle in a class is different but that each particle has the symmetry so that the electron scattering intensity of the ith particle, which is denoted by ρ i (x), satisfies ρ i (R −1 β x) = ρ i (x) for all β ∈ {1, . . . , N g } and x ∈ IR 3 . This is available in some software systems by resampling [17] - [21] (implemented, for instance, in Ref. [7] ), moment estimators [22] - [24] , or maximum likelihood estimation of the parameters of a probabilistic model for the Fourier series coefficients of the electron scattering intensity [25] - [30] . It is known that the resulting spatial variance functions (i.e., the variance as a function of position) have anomalous peaks on and near symmetry axes of the particle [31, p. 173] . Since the symmetry axes can be the location of important biology, e.g., in Flock House Virus (FHV) [32] , [33] , the biology concerning the pentamer of γ peptides near the 5-fold symmetry axis of the icosahedrally symmetric particle [34] , [35] , so anomalous results near symmetry axes is not a satisfactory situation. (3) Assume that each particle in a class is different, that no particle has the symmetry, but the statistics of the i.i.d. ensemble of particles has the symmetry as is described in the following paragraph. The authors are unaware of prior work of this type.
One approach to introduce symmetric statistics is to require symmetry in all of the finite-dimensional probability measures that together, via Kolmogorov's extension theorem [36, Theorem 2.1.5 p. 11], define the electron scattering intensity stochastic process. If the probability measures can be described by probability density functions (pdfs), then the symmetry condition is p R
3 , and ρ 1 , . . . , ρ k ∈ IR. Define the mean function and covariance function of the electron scattering intensity, denoted bȳ ρ(x) and C(
From the k = 1 and k = 2 instances of the symmetry condition for the pdfs, it is straightforward to compute that
If the electron scattering intensity is assumed to be Gaussian, the benefits of which are described in Ref. [25] and outlined in Section V, then Eqs. 1-2 imply that the symmetry condition for the pdfs is satisfied for all values of k.
III. BASIS FUNCTIONS
The particle is described as a linear combination of basis functions, specifically,
where c ω are random variables and F ω (x) are known functions. The goal of the reconstruction calculation (Section V) is to estimate the joint probability distribution of the c ω . To achieve the desired constraints on the first and second order statistics of ρ(x) (Eqs. 1 and 2) requires constraints on the first and second order statistics of c ω . Determining these constraints is simplified if F ω (x) have specific properties under rotations from the symmetry point group of the particle. The numerical example of Section VI concerns a virus with icosahedral (I) symmetry. For I (and also for O and T ), the rotational symmetry axes are oriented in a variety of directions leading to particles that tend to fill their minimum bounding sphere. Therefore the choice of F ω (x) that is considered in detail uses spherical coordinates and is the product of a so-called angular function (which depends on the angles of spherical coordinates and is a linear combination of spherical harmonics 1 ) and a so-called radial function (which depends on the radius of spherical coordinates), i.e., F ω (x) = I ω (x/x)ψ ω (x) where x = x 2 and ω is an index. For C n and possibly D n , it is possible to use the same framework but, especially for C n , it might be more natural to use cylindrical coordinates and a product of a so-called axial function (in z), a polar function (in φ), and a radial function (in r). Because rotations of x do not effect x = x , in this section we focus on I ω (x/x).
Ref. [38] derives a basis I ω (x/x) that has precise properties under the operations of a rotational point group. In order to describe the properties of the basis, it is necessary to describe the the idea of representations. A representation (rep) of a rotational point group, which is a finite group, is a set of matrices which are homomorphic under matrix multiplication to the group elements [39, p. 61] . The irreducible representations (irreps) of a finite group are a set of unitary reps such that all unitary reps can be decomposed into a direct sum of the irreps [39, Theorem 3.3 p. 69]. For the icosahedral and octahedral cases, all irreps can be chosen to be real-valued orthonormal rather than complex-valued unitary and, because of the biological importance of the icosahedral case, the remainder of this section focuses on the real-valued orthonormal icosahedral case. Let N rep be the number of irreps of the N g -order group G. Let the set of real-valued matrices in the pth irrep be denoted by Γ p (g) ∈ R dp×dp for all g ∈ G where p ∈ {1, . . . , N rep }. For the icosahedral group, N rep = 5, N g = 60, and d p = 1, 3, 3, 4, 5 for p = 1, 2, 3, 4, 5, respectively. The basis functions I p,ω (x/x) were derived [38] by applying real-valued generalized projection operators constructed from real-valued irreps to real-valued spherical harmonics resulting in the index ω being the ordered pair (l, n) where l indexes the subspace defined by spherical harmonics of order l which contains the basis function and n indexes the different basis functions within the subspace. The basis functions I p;l,n (x/x) have the properties 1) Each I p;l,n is a d p -dimensional real-valued vector function, i.e., I p;l,n ∈ R dp . 2) The I p;l,n functions are orthonormal on the surface of the sphere, i.e.,
3) The subspace of square integrable functions on the surface of the sphere defined by spherical harmonics of index l, contains a set of I p;l,n functions with a total of 2l + 1 components. 4) Each I p;l,n function has a specific transformation property under rotations from the rotational point group [40, p. 20] , in particular, where T is transpose not Hermitian transpose and R g is the 3×3 rotation matrix corresponding to the gth element of the group. Examples of I p,j;l,n functions for l = 15 are visualized in Figure 1 . Note that p = 1 exhibits all of the symmetries of an icosahedron. 
and 0 otherwise, where κ 1 and κ 2 are chosen so that κ 1 + κ 2 I p;l,n (x/x) varies between 0.5 and 1.0, are visualized by UCSF Chimera [41] where the color indicates the distance from the center of the object.
IV. CONSTRAINTS ON THE MOMENTS OF THE WEIGHTS CAUSED BY SYMMETRIC STATISTICS
In this section we suppress the index η which describes the class of the particle. The electron scattering intensity, denoted by ρ(x), is described as a linear combination of basis functions where the basis functions are denoted by I p,ζ (x/x) (p indexes the irrep, ζ is a shorthand for all other indices, and x = x 2 ) and take values in IR dp (d p is the dimension of the pth irrep) and the weights in the linear combination are denoted by c p,ζ (x), also take values in IR dp , and depend on x = x 2 . In summary,
The electron scattering intensity ρ(x) is real-valued. In this section we deal with the situation where there are a complete set of real-valued orthonormal irreps (including the important icosahedral case) so that I p,ζ (x/x) can be taken as real and therefore c p,ζ can also be taken as real. In Section VII the case where I p,ζ (x/x) and c p,ζ are complex-valued is described. The constraint on the mean function of c p,
and from Eqs. 6 and 5 (g ∈ {1, . . . , N g })
From Eq. 1 it follows that the left hand sides of Eqs. 7 and 8 are equal so that for all g ∈ {1, . . . , N g },
Multiplying by I T p ,ζ (x/x) and integrating over the surface of the sphere implies [via the orthogonality of the I p,ζ (x/x) functions (Eq. 4)] that for all g ∈ {1, . . . , N g },
Taking transposes and renaming p to p and ζ to ζ gives that for all g ∈ {1, . . . , N g }, I dp − Γ p (g) c p,ζ (x) = 0 dp,1 .
The identity irrep is the p = 1 case and for this case, d p=1 = 1 and Γ p=1 (g) = 1 for all g ∈ {1 . . . , N g } so thatc p=1,ζ (x) is unconstrained by Eq. 11. Eq. 11 implies that for all g ∈ {1, . . . , N g },
Consider p ∈ {2, . . . , N rep } such that d p > 1. Ifc p,ζ (x) = 0 dp,1 then there is at least a one-dimensional subspace which is invariant under the action of Γ p (g) for all g ∈ {1, . . . , N g } and therefore, by definition [39, p. 67], Γ p (g) is not an irrep. But this contradicts the assumption that Γ p (g) is an irrep. Therefore, the statementc p,ζ (x) = 0 dp,1 must be false. Finally, consider p ∈ {2, . . . , N rep } such that d p = 1. Ifc p,ζ (x) = 0 then Eq. 12 implies that Γ p (g) = 1 for all g ∈ {1, . . . , N g } but this is the identity irrep which is the p = 1 irrep. Therefore, c p,ζ (x) = 0. In summary,
The constraint on the covariance function of c p,ζ (x) is derived in this paragraph acting as if c p,ζ (x), I p,ζ (x/x), and Γ p (g) are complex valued which simplifies the presentation in Section VII.
] ∈ C C dp 1 ×dp 2 . Eq. 6 implies thatρ
From Eq. 15 it follows that
and from Eqs. 15 and 5 (g ∈ {1, . . . , N g })
From Eq. 1 it follows that the left hand sides of Eqs. 16 and 17 are equal so that for all g ∈ {1, . . . , N g },
Multiplying on the left by I * p 1 ,ζ 1 (x 1 /x 1 ) and on the right by I H p 2 ,ζ 2 (x 2 /x 2 ) and integrating over the surface of the sphere for both x 1 and x 2 implies [via the orthogonality of the I p,ζ (x/x) functions (Eq. 4 with
Renaming p 1 , ζ 1 , p 2 , and ζ 2 to p 1 , ζ 1 , p 2 , and ζ 2 , respectively, multiplying on the right by [Γ p2 (g)] * , taking advantage of the unitarity of the irrep matrices Γ p (g), and moving the second term to the right hand side of the equation gives
which must be true for all g ∈ {1, . . . , N g }, p 1 , p 2 ∈ {1, . . . , N rep }, ζ 1 , ζ 2 in their unspecified range, and x 1 , x 2 ∈ IR + ∪ {0}. Finally, use the fact that the irreps Γ p (g) (p ∈ {1, . . . , N rep }, g ∈ {1, . . . , N g }) are real-valued orthonormal rather than complex-valued unitary to get
which must be true for all g ∈ {1, . . . , N g }, p 1 , p 2 ∈ {1, . . . , N rep }, ζ 1 , ζ 2 in their unspecified range, and x 1 , x 2 ∈ IR + ∪ {0}. This set of matrix equations each of dimension d p1 ×d p2 has substantial structure because the Γ p (g) (p 1 , p 2 ∈ {1, . . . , N rep }, g ∈ {1, . . . , N g }) matrices are irreps that are distinct for p 1 = p 2 . Schur's Lemma [39, Corollary 3.2, p. 70] implies that C p1,ζ1;p2,ζ2 (x 1 , x 2 ) = c p1 (ζ 1 , x 1 ; ζ 2 , x 2 )I dp 1 , p 1 = p 2 0 dp 1 ,dp 2 ,
The results for the mean function and covariance function of c p,ζ (x) ∈ IR dp given in Eqs. 13 and 22 are infinitedimensional results. To reduce these to finite-dimensional results for computation, we assume that c p,ζ (x) is described as a linear combination of scalar real-valued orthonormal basis functions with vector real-valued weights. In particular,
where c p,ζ,q ∈ IR dp , ψ p,ζ,q (x) ∈ IR, and (c p1,ζ1,q1 −c p1,ζ1,q1 )(c p2,ζ2,q2 −c p2,ζ2,q2 ) T ]. In this notation,c
To determine the mean vectorc p,ζ,q , substitute Eq. 24 into Eq. 13, multiply by ψ p,ζ,q (x)x 2 , integrate over x ∈ [0, ∞), and rename q to q to find that c p,ζ,q = 0 dp,1 for all p ∈ {2, . . . , N g }.
To determine the covariance matrix V p1,ζ1,q1;p2,ζ2,q2 , first note from the definition C p1,ζ1;p2,ζ2 (
T ] that (via Eqs. 23 and 24)
so that
Define
Substitute Eq. 22 into the right hand side of Eq. 27 and then replace q 1 and q 2 by q 1 and q 2 , respectively, to find that V p1,ζ1,q1;p2,ζ2,q2 = v p1 (ζ 1 , q 1 ; ζ 2 , q 2 )I dp 1 , p 1 = p 2 0 dp 1 ,dp 2 , otherwise .
(29) The goal of this paper is to estimatec p,ζ,q and V p1,ζ1,q1;p2,ζ2,q2 or equivalently v p1 (ζ 1 , q 1 ; ζ 2 , q 2 ) from image data.
Eq. 29 implies structure for the complete covariance matrix V . Suppose that the basis functions are enumerated with indices changing in the order p (slowest), ζ, q, and j (fastest) where j is the index that enumerates the elements of the vector I p,ζ (x/x). Then the V matrix is a block matrix with N rep ×N rep blocks (determined by the values of the p indices) and only the diagonal blocks are nonzero (due to the "p 1 = p 2 " condition in Eq. 29). Furthermore, each block is constructed of N ζ,q × N ζ,q subblocks (where N ζ,q is the total number of (ζ, q) pairs) and each subblock is proportional to the d p × d p identity matrix with proportionality constant v p1 (ζ 1 , q 1 ; ζ 2 , q 2 ).
V. HETEROGENEOUS RECONSTRUCTION WITH SYMMETRICAL STATISTICS
This section describes the maximum likelihood estimator that computes the first and second order statistics of the weights in the orthonormal expansion of the electron scattering intensity ρ(x) from the image data under the constraint of symmetrical statistics for ρ(x) ( Eqs. 1 and 2) .
The standard imaging model is that the 2-D image is the projection along the axis of the microscope of the 3-D electron scattering intensity of the particle linearly modified by the so-called contrast transfer function of the microscope and observed with an unknown translation in additive noise. Let N v be the number of 2-D projection images. [25] ,
where y i is the ith 2-D projection image in reciprocal space, z i is a vector of nuisance parameters which include the projection orientation of the ith image and the projected location of the particle in the ith image, c i ∈ R Nc is the vector of weights of the ith image, L(z i ) is the transformation matrix from weights to the ith reciprocal-space image, and w i is the noise which corrupts the ith image. We assume that the noise w i and the weights c i are jointly Gaussian and independent with pdfs w i ∼ N (0, Q) and c i ∼ N (c, V ).
A maximum likelihood estimator is used to estimatec and V from the image data, as is described in Ref. [25] . The maximum likelihood estimator is computed by an expectationmaximization algorithm with nuisance parameters {z i } Nv i=1 . The jointly Gaussian assumption on c i and w i is quite important because then the stochastic part of c i can be combined with w i , specifically,
where
from the set of nuisance parameters at the cost of having a noise w i with a structured covariance matrix. Alternating updates ofc and V are used. Additional algorithmic results are described in Ref. [25] including results for multiple discrete classes of particle where the a priori distribution is to be estimated.
Our previous calculations [25] - [27] , [29] were for icosahedral symmetry and used only the p = 1 subset of the basis functions described in Section III. By direct calculation or based on the results in Section IV, no constraints onc or V are required in order to achieve Eqs. 1 and 2. The optimization of V uses Matlab's fmincon (option "trust-region-reflective") with symbolic cost, gradient of the cost, and Hessian of the cost. In order to incorporate the complete set of basis functions (i.e., all values of p) into this software [42] , we think of the mean vector and covariance matrix as functions of a further level of parameterization. The further level of parameterization is quite simple. Specifically, the mean is either arbitrary or zero (Eq. 25) so the further parameters are the arbitrary values while the covariance has certain elements that much be equal but are otherwise arbitrary (Eq. 29) so the further parameters are the arbitrary values. Using the additional level of parameterization, the gradient and Hessian can be computed via the chain rule. These equations compute the necessary gradient and Hessian in terms of larger vectors and matrices which are then reduced in size. While this approach fits the software easily, more efficient approaches may be possible.
VI. RECONSTRUCTION RESULTS
Numerical results on both synthetic and experimental images of a Virus Like Particle (VLP) derived from bacteriophage HK97 [43] are described in this section. The VLP is essentially the bacteriophage minus the bacteriophage's portal, tail, and genome leaving only the icosahedrally symmetric capsid. HK97 has a complicated lifecycle wherein it first selfassembles in near equilibrium conditions and then undergoes a sequence of essentially irreversible maturation transformations which result in a robust particle capable of surviving outside of the host cell. One of the first steps of maturation is the digestion by a virally-encoded protease of the so-called δ domain of the 60×7 copies of the capsid peptide that together make up the capsid of the bacteriophage. The experimental images [44] come from the particle denoted by PhI
Pro+ [29] which contains a protease that is defective so that the particle is trapped in the Prohead I step of maturation. The average outer radius of the capsid is 254Å.
Both the synthetic and experimental image calculations are performed in two steps. First a homogeneous reconstruction, i.e., a reconstruction in which all particles are assumed to be identical and have icosahedral symmetry, is performed. In terms of Section V, this is the case where p = 1, c i =c, and V = 0 Nc,Nc so this algorithm is denoted by Hetero (zero covar). Second, a heterogeneous reconstruction, i.e., a reconstruction in which no particles are the same, is performed using the homogeneous reconstructionc as an initial condition. Two types of heterogeneous reconstruction are computed and contrasted, one uses only the p = 1 basis functions (Hetero (SymPart)) so that each particle has the icosahedral symmetry while the other uses the full set of p ∈ {1, . . . , N rep = 5} basis functions with the constraints of Section IV (Hetero (SymStat)) so that no particle has the icosahedral symmetry but the first and second order statistics of the electron scattering intensity ρ(x) do have the icosahedral symmetry. The Hetero (zero covar) followed by Hetero (SymPart) reconstructions used basis functions with p = 1, l ≤ 55, and q ≤ 20 (1060 total basis functions) while the Hetero (zero covar) followed by Hetero (SymStat) reconstructions used p ∈ {1, . . . , N rep }, l ≤ 10, and q ≤ 20 (2020 total basis functions) where only smaller l values can be used because of the substantially larger number of basis functions that occur when p ∈ {1, . . . , N rep } versus p = 1. Only diagonal V matrices are considered.
A 
A. Simulated images
Simulated 2-D projection images directly in reciprocal space were generated from Eq. 30 which is the mathematical model used in the reconstruction algorithm. There are multiple possible sources forc, including from atomic resolution coordinates from x-ray crystallography experiments, but few sources for V . The values ofc and V used in the simulation ("ground truth") come from the Hetero (SymStat) reconstruction results. Each of the 1200 images measures 100 × 100 pixels with a pixel sampling interval of 5.52Å and a SNR of 0.5 measured on variance not standard deviation. Examples of the simulated real-space 2-D images are shown in Fig. 2 .
The sampling interval is 5.52Å so the Nyquist spatial frequency for the images is 0.5/5.52 = 0.0906Å −1 . Over this range the FSC curve based on reconstructions from the non-overlapping subsets of images is very close to 1 so that the structures are essentially identical. Due to computation limits imposed by our computer system, the number of basis functions that can be used is limited which restricts the spatial resolution that can be achieved. One measure of this restriction is that the spherically averaged energy (the denominator of FSC) is quite small by k = 0.0906Å −1 , approximately 10
times it peak value.
B. Experimental images
Limitations of our computer system make it impossible to process the entire set of images in Ref. [44] so two nonoverlaping sets of 1200 images each showing one instance of the particle were randomly selected for processing. Each image measures 200 × 200 pixels with a pixel sampling interval of 2.76Å.
From the mean vectorc and the covariance matrix V , it is possible to compute the mean functionρ(x) = E[ρ(x)] (Eqs. 7 and 24 or Ref. [25, Eq. 16] ), and covariance function [25, Eq. 18] ) of the electron scattering intensity ρ(x) of the particle. We often visualize s ρ (x) = C(x, x) which has the same units asρ(x) and is only 3-D versus 6-D. Two pairs of mean functionρ(x) and standard deviation function s ρ (x) were computed based on the estimates provided by Hetero (SymPart) and Hetero (SymStat). The two pairs were computed twice based on the different non-overlapping subsets of the images.
FSC was computed for the Hetero (SymPart) reconstructions from the non-overlapping subsets of images with the result that resolution is 0.061Å −1 (equivalently 16.4Å) based on the frequency at which the FSC curve crosses the 0.5 level. The same calculation for the Hetero (SymStat) reconstruction leads to an FSC curve that is almost 1 for the entire range of frequencies out to the Nyquist frequency for the images which is 0.5/2.76 = 0.181Å −1 since the pixel sampling interval is 2.76Å. Therefore these two structures are essentially identical. for PhI Pro+ . The shape is a surface of constant intensity (0.0038) of the standard deviation s ρ (x), which is visualized by UCSF Chimera [41] . The panel "symmetric particles" ("symmetric statistics") is computed by Hetero (SymPart) (Hetero (SymStat)).
Figs. 3(b) and (c) show the standard deviation s ρ (x) computed by Hetero (SymPart) and Hetero (SymStat), respectively. In Fig. 4 ,ρ(x) computed by Hetero (SymPart) and the two heterogeneous solutions s ρ (x) computed by Hetero (SymPart) and Hetero (SymStat) are jointly visualized by computing a 3-D surface of constant value ofρ(x) and coloring the surface by s ρ (x). Theρ and s ρ functions in Figs. 3-4 have the same orientation as is shown in Fig. 3(a) , wherein the x-, y-, and z-axes are all 2-fold rotational symmetry axes of the icosahedron which is one of two possible so-called 222 coordinate systems. Fig. 5 shows cross sections of the standard deviation function s ρ (x) with contours of the mean function ρ(x). Each cross section is either perpendicular to one of the three types of symmetry axis (5-, 3-, and 2-fold) or includes the symmetry axis as is described in the diagrams in the upper (a) symmetrical particles (b) symmetrical statistics (Hetero (SymPart)) (Hetero (SymStat))
Fig. 4: 3-D reconstructions ofρ for PhI
Pro+ from Hetero (SymPart) and Hetero (SymStat) displayed with different colormaps. The shape is a surface of constant intensity (5×10 −4 ) ofρ(x) colored by the standard deviation s ρ (x), which is visualized by UCSF Chimera [41] . All markings are scaled by 10 −3 .
row. Results are shown for both a Hetero (SymPart) and a Hetero (SymStat) reconstruction. The primary conclusion from Figs. 3-5 is that the assumption of symmetrical particles (i.e., Hetero (SymPart)) leads to unphysical peaks in the variance s ρ (x) near and on symmetry axes while these peaks are not present when using the assumption of symmetrical statistics (i.e., Hetero (SymStat)). Using a different approach, specifically, a resampling approach, but still assuming that each particle is symmetric, this same type of artifact is well-known to be a common result [31, p. 173 ] from standard software systems, e.g., EMAN2 [7] . The radially-directed artifacts in Figs. 3-5 are inconsistent with the annularly structured PhI Pro+ particle, which has, from outside to inside, annuli of well ordered capsid protein, poorly order capsid δ domain and protease protein, and poorly ordered DNA genome. The annular characteristic of the standard deviation function s ρ (x) from the Hetero (SymStat) reconstruction is particularly clear in Fig. 3(b) and even more so in Fig. 4(a) . The annularly-directed artifacts are the origin of the light blue radial lines in Fig. 5(a) while the actual physical structure of the particle is the origin of the annular character of Fig. 5(b) . In summary, the results based on assuming symmetric statistics (Hetero (SymStat)) rather than symmetric particles (Hetero (SymPart)) make more biological sense. Previous analyses based on Hetero (SymPart) primarily used the square root of the spherical average of the variance C(x, x) and therefore the peaks along radially-directed lines were averaged out leading to interpretable information. However, as we try to increase the spatial detail of our interpretation, such behavior is difficult to understand. Pro+ using both Hetero (SymPart) and Hetero (SymStat) and displayed with a common color map. The white lines depict contour levels of the meanρ(x). The geometrical orientation of the s ρ (x) function is shown in the top row and for each orientation, cross sections in the x-y and xz planes are displayed so that, for instance, a cross section perpendicular to a 5-fold axis and a cross section that contains a 5-fold axis are both shown. Panel (a) shows the reconstruction results based on symmetrical particles, i.e., Hetero (SymPart), whereas Panel (b) shows the reconstruction results based on symmetrical statistics, i.e., Hetero (SymStat).
VII. CASES WHERE REAL-VALUED IRREPS ARE NOT AVAILABLE AND NON-SPHERICAL COORDINATE SYSTEMS
Standard references for rotational point group irreps give the irrep matrices in complex-valued unitary form. In some instances, there is no similarity transformation to a realvalued orthonormal form [38] . While it is possible to consider representation theory over a real-valued vector space rather than a complex-valued vector space, the real-valued theory is more limited [39, p. 70 ], e.g., a matrix may not have any eigenvalues since the roots of the characteristic polynomial could potentially all be complex. In this section, the constraints on the moments of the weights caused by symmetric statistics are investigated when the irreps and therefore the basis functions and the weights are complex.
The results for the mean function of c p,ζ (x) are unaltered from Eqs. 7-13.
The results for the covariance function of c p,ζ (x) are changed from Eqs. [15] [16] [17] [18] [19] [20] . Because the variables are now complex, it is necessary to compute and to apply symmetry constraints to both C ρ,ρ (x 1 , x 2 ) and C ρ,ρ * (x 1 , x 2 ) which are
* ], respectively. The calculations for C ρ,ρ are the same as Eqs. [15] [16] [17] [18] [19] [20] . In a more detailed notation where C c,c (ζ 1 , x 1 ; ζ 2 , x 2 )I dp 1 , p 1 = p 2 0 dp 1 ,dp 2 , otherwise .
The solution to Eq. 32 is described in this paragraph. Two irreps are the same when there exists an invertible matrix
There is a fixed set of irreps, so there must be a function τ from {1, . . . ,
Equating the left hand sides of these two equations gives S[Γ p2 (g)]
which implies that p 2 and p 2 are the same irrep. Therefore, Eq. 32 is equivalent to p1 (ζ 1 , x 1 ; ζ 2 , x 2 )I dp 1 ,
Rather than C c,c p1,ζ1;p2,ζ2 (x 1 , x 2 ) and C c,c * p1,ζ1;p2,ζ2 (x 1 , x 2 ) it is probably more natural to work with the realvalued functions C c, c
T ] which can easily be computed via expectations of products of the terms
p1,ζ1;p2,ζ2 (x 1 , x 2 ), and C c, c p1,ζ1;p2,ζ2 (x 1 , x 2 ) can be made finite-dimensional by the same methods used in Section IV. Finally, after choosing an ordering of the indices (p, ζ) and the real versus imaginary parts, a real-valued positive semi-definite matrix V can be assembled which has block structure similar to the situation in Section IV.
The calculations in this section allow ρ(x) to be complex. However, ρ(x) is real in the cryo EM application. A "penalty function" approach would be to create synthetic measurements of ρ(x) with value 0 and variance σ 2 and process the resulting complex-valued ρ(x), possibly allowing σ 2 to decrease as the iterative algorithm converges. A constraint approach would be to determine additional constraints on c p,ζ (x) such that ρ(x) is guaranteed to be real. We believe that such constraints involve the behavior of basis functions under conjugation (i.e., for Fourier series with period T in 1-D, ψ * n (t) = [exp(i2πnt/T )] * = exp(−i2πnt/T ) = ψ −n (t)) and are not closely related to the rotational point-group symmetries discussed in this paper.
Except in this paragraph, results in this paper are stated in the spherical coordinate system (e.g., Eq. 6). Spheres, which are contours of constant radius in spherical coordinates, enclose typical so-called spherical viruses reasonably closely and therefore lead to parsimonious parameterizations. This is typical for particles obeying the symmetries of I, O, and T because the symmetry axes have widely varying directions. However, for particles obeying the symmetries of C n (and possibly D n ), e.g., the tail of bacteriophage P22 [49] , cylindrical coordinates (r, φ, z) can be more natural with the single symmetry axis of C n on the z axis of the coordinate system. For the case of C n , Eq. 6 is replaced by ρ(x) = Ng p=1 ζ c T p,ζ (r, z)I p,ζ (φ) and the constraint of symmetrical statistics specifies the mean and covariance functions of c p,ζ (r, z) rather than the mean (Eq. 13) and covariance (Eqs. 22, 34, and 36) functions of c p,ζ (x). The case of D n is somewhat more complicated because there are additional rotational symmetry axes beyond z axis. In either case, the effect of the symmetrical statistics constraint is a constraint on the covariance function of the coordinate-dependent weights where the weights depend on the coordinates that are not involved in the symmetry operation. Finally, if basis functions F p,ζ (x) are used which directly have symmetry properties that are the obvious generalization of Eq. 5, then the orthonormal expansion is ρ(
with random-variable weights c p,ζ and there is no mean or covariance function intermediate on the path to mean vector and covariance matrix constraints analogous to Eqs. 25 and 29.
VIII. SYMMETRIZING NON-SYMMETRIC FUNCTIONS
Suppose s is a function from IR 3 to IR. Suppose R β (β ∈ {1, . . . , N g }) are the rotation matrices for a point-group symmetry. An important result in theory and software is that 
has the symmetry described by Eq. 1. The proof is via the Rearrangement Theorem [40, Theorem II, p. 24] which states that a sum over all the elements of a group, i.e., Ng β=1 f (R β ), is unaltered (although the terms in the sum occur in a permuted order) if R β is replaced by R β0 R β where β 0 is a fixed element of the group. The purpose of this section is to describe a similar symmetrization procedure for stochastic processes such that the mean (covariance) of the result has the symmetry described by Eq. 1 (Eq. 2).
One construction that leads to a stochastic process with the desired statistics starts with a stochastic process s(x) ∈ IR Ng with components s i (x) that is exchangeable relative to first and second order statistics, i.e., if s (x) ∈ IR Ng is a permutation of the elements of s(x), then s (·) and s(·) have the same first and second order statistics. This implies that there exist functionss(x), C = (x 1 , x 2 ), and C = (x 1 , x 2 ) such that s β (x) . = E[s β (x)] =s(x) (for all β ∈ {1, . . . , N g }) and C β1,β2 (x 1 , x 2 ) . = E[(s β1 (x 1 ) −s(x 1 ))(s β2 (x 2 ) −s(x 2 ))] = δ β1,β2 C = (x 1 , x 2 ) + (1 − δ β1,β2 )C = (x 1 , x 2 ) (for all β 1 , β 2 ∈ {1, . . . , N g }) .
Define ρ(·) by
We will directly compute the first and second order statistics of ρ(·) and find that they satisfy Eq. 1 and Eq. 2, respectively, as is desired. For the first order statistics,ρ(x) . = E[ρ(x)] = Ng β=1s (R −1 β x) which is in the form of Eq. 37 so thatρ(·) has the symmetry described by Eq. 1. For the second order statistics, 
Independent of the properties of C = and C = , application of the Rearrangement Theorem [40, Theorem II, p. 24] demonstrates the C(x 1 , x 2 ) satisfies the symmetry of Eq. 2. For Gaussian stochastic processes, mean and covariance satisfying the constraints of Section IV or VII provides a simulation method based on the basis functions with special symmetry properties but for non-Gaussian processes, problems with many basis functions having symmetry properties, or problems with basis functions that lack symmetry properties, Eq. 38 provides an alternative method.
IX. CONCLUSION
In this paper we formulate and solve 3-D modeling and reconstruction problems for stochastic signals where the statistics of the stochastic signal are required to have a geometric symmetry. The work is motivated by cryo electron microscopy, which is of great importance in structural biology and of growing importance in the material science of nanoscale particles.
Previous algorithms assumed that the realizations of the stochastic signal have the geometric symmetry. While this implies that the statistics have the symmetry, it is a sufficient condition rather than a necessary condition and it has lead to inaccurate results for the second order statistics of the electron scattering intensity on and near symmetry axes [31, p. 173] . Since these are often locations of important biology, inaccurate results greatly reduce the value of the entire experiment.
Beyond correcting the problem in existing computations, this is the first publication of which the authors are aware in which a full 6-D covariance function is computed. Interpreting the 6-D information is challenging and we are working with our biological collaborators on this problem.
