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How does the brain learn the geometry of 3D objects? While the question has
been explored for decades, it remains poorly understood. Most researchers con-
sidering this question focus on vision. However, infants first learn about 3D
objects in the haptic system – that is, by tactile exploration of objects. Our
main hypothesis is that methods used to learn 2D environment representations
are computationally similar to those used to learn 3D object representations.
We first propose a neural network model that learns something about the struc-
ture of a 3D cuboid, using inputs from the motor system that controls a simulated
hand navigating on the surfaces. It does this with a simple unsupervised net-
work that learns to represent frequently-experienced sequences of motor move-
ments. Through this learning, the network implicitly acquires an approximate
mapping from egocentric (i.e., agent-centered) movements to allocentric (i.e.,
object-centered) locations on the cuboid’s surfaces. We then investigate how
this mapping can be improved by the addition of tactile landmarks, object asym-
metries and the shape of the simulated hand. We also show that the learned
geometry of an object can support a reinforcement learning scheme that enables
the agent to learn simple paths to goal locations on the object.
The thesis delivers its contributions on four levels. Firstly, it provides a new
avenue to investigate how the brain learns 3D object representations. That is, in-
stead of designing widely-developed computer vision systems using supervised
learning, a computer touching system, which is largely unexplored despite its
significance, is developed using unsupervised learning. Secondly, models pro-
posed in the thesis are very parsimonious, because they simply make use of a
general-purpose sequence-processing network, of the kind that is implicated in
many other cognitive functions. That is, the thesis gives researchers some eco-
nomical and lightweight models to use for learning the geometry of 3D objects.
ii
Thirdly, we show that this general model can take advantage of several features
of objects, including asymmetries in their geometry, and tactile landmarks, and
can also make use of information about the configuration of a simple articu-
lated hand. This can give some guidance to researchers to design and tune a
computer touching system (e.g., by adding features of objects to the system).
Fourthly, we show that this model is of practical use to an agent, in the context
of a reinforcement learning task. This can give insights to researchers designing
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Quotes
• Whence comes it by that vast store which the busy and boundless fancy of man has
painted on it with an almost endless variety? Whence has it all the materials of reason
and knowledge? To this I answer, in one word, from experience. – John Locke
• If any one ask me, what this solidity is? I send him to his senses to inform him: let
him put a flint or a foot-ball between his hands, and then endeavour to join them, and
he will know. – John Locke
• The idea of solidity we receive by our touch; and it arises from the resistance which
we find in body, to the entrance of any other body into the place it possesses, till it has
left it. There is no idea which we receive more constantly from sensation, than solidity.
Whether we move or rest, in what posture soever we are, we always feel something
under us that supports us, and hinders our farther sinking downwards; and the bodies
which we daily handle make us perceive, that, whilst they remain between them, they
do by an insurmountable force hinder the approach of the parts of our hands that press
them. – John Locke




1.1 Aim of the Thesis
The central problem that the thesis is concerned about is how does the brain learn the ge-
ometry of 3D objects? Though this topic has gained much attention for decades (Huth et al.,
2012; Norman, 2002; Bülthoff et al., 1995; Georgieva et al., 2009), it remains a mystery.
Unlike most of the research that deals with such a problem from vision (Wu et al., 2016;
Zamir et al., 2016; Kundu et al., 2018; Li et al., 2015; Shao et al., 2011; Pinto et al., 2016),
we instead aim at examining it from touching.
As other works attempt to develop computational models for learning representations
of objects from visual inputs (Zamir et al., 2016; Kundu et al., 2018; Wu et al., 2016),
the goal of the thesis is to construct neural network models to learn representations of 3D
objects via tactile exploration. The effects of tactile landmarks and object asymmetries on
the models’ performances are to be investigated. Furthermore, the potential utility of learned
representations of 3D objects via the agent’s tactile exploration is to be studied.
1.2 Motivations of The Thesis
The main motivations of the thesis, which indicate reasons why we investigate representa-
tions of 3D objects from a different way (i.e., via touching) rather than the conventional way
(i.e., via vision), are summarized as follows.
• For the infant, touching is the primary modality through which 3D object shape repre-
sentations are learned; and visual representations only acquire meaning when they can
be correlated with specific motor affordances (Held and Hein, 1963; Gibson, 1950;
Berkeley, 1709).
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• Blind people can represent and recognize objects via touching instead of vision, which
means the touching modality supports learning representations of 3D objects.
• Computer vision systems are very popular in the artificial intelligence community,
and a lot of them have been developed. Though the computer touching system is of
significant importance (see e.g. Gemici and Saxena, 2014; Natale et al., 2004, and
Section 2.6), especially in understanding how infants learn a range of objects, to our
knowledge, there aren’t many systems that use tactile exploration – i.e., that this area is
still relatively unexplored, compared to vision-based models of object representation.
• In the last decade, computer vision systems achieved impressive performances in many
domains. However, in terms of those that learn object representations, most of them are
supervised, which means they require numerous labeled instances. Thus, it could be
a time-consuming and expensive process to obtain a well-developed supervised com-
puter vision system due to the drawback – high volumes of labeled data demanded.
What’s more, the labels used in those systems have already incorporated existing
knowledge, such as the concepts of ‘car’ and ‘cat’, which should be learned in ad-
vance. In some sense, the computer vision systems act more like memorizing than
learning (Arpit et al., 2017; Zhang et al., 2016) from the knowledge. Differently, the
models presented in the thesis are to learn representations of 3D objects in an unsu-
pervised learning fashion with no prior knowledge required.
1.3 Main Proposals
The main proposals of the thesis, which lay a foundation of our models developed in the
ensuing chapters, are highlighted as follows.
• As we explore an object, the object’s information firstly arrives in the hand coordi-
nate system. Then, this information represented in the hand coordinate system can be
transformed into the joint coordinate system. Through a series of coordinate transfor-
mations, finally, it is represented with respect to the body-centered coordinate system.
As shown in Fig. 1.1, through haptic exploration, the infant can gain an object-centered
observation of the ball. But the agent can also obtain more direct information about
an object during tactile exploration, in the coordinate system of the exploring hand.
If we abstract away from the body and joint processes that cause the hand to move,
the hand can be considered as a navigating agent in its own right. In this thesis, we
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Figure 1.1: The infant gains perceptual information about the basketball
in the object-centered coordinate system (denoted as the dashed lines) and
then the information is transformed to that in the joint coordinate system.
Finally, it is represented with respect to the body coordinate system (de-
noted as the solid lines).
abstract away from the arm actions that produce movements of the hand, so the hand
is construed as an autonomous navigator.
• The skin can sense multiple modalities of sensory inputs, which can encode touch,
temperature, itch and pain with specific populations of cutaneous receptors (Gibson,
1962) and afferent nerve fibers (Cascio et al., 2019; Montagu and Montague, 1971).
We assume the hand used in our ensuing models of the thesis has ‘slip’ sensations,
which offer the ability to identify which action is performed on the object. Further-
more, the hand can sense tactile landmarks, which means it is able to distinguish one
tactile landmark from another different landmark.
• Though how the brain learns representations of objects via tactile exploration is still
not known yet, the mechanism of how to learn a cognitive map of a navigating envi-
ronment by primates has been uncovered in recent decades (Moser et al., 2008, 2015).
We assume that the process of an individual learning representations of 3D objects is
analogous to that of learning representations of 2D environments.
1.4 Organization of the Thesis
In Chapter 2, we will review discoveries about how brains learn representations of objects
in several respects: semantic representations, geometric representations and linguistic repre-
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sentations. Then, the existing approaches adopted to learn representations of objects will be
summarized, with drawbacks pointed out. Afterward, a new hypothesis about how human
agents learn shape representations through tactile exploration will be presented.
In Chapter 3, we will firstly explain how navigation sequences of an agent are constrained
by the geometry of an object. Though how the brain learns representations of objects is not
yet resolved, how mammals obtain a cognitive map of their local environment has been in-
tensively studied, and we know a great deal about it. A key assumption in the thesis is that
the process of individual learning representations of objects through tactile exploration is
computationally analogous to that of an individual attaining representations of 2D environ-
ments through navigation. Therefore, in Chapter 3, we will review the mechanism through
which an agent learns a 2D representation of its local environment. Moreover, a biologically-
plausible unsupervised learning method, called self-organizing map or Kohonen map (Ko-
honen, 1982), will be examined as well as its variants, which will be used in our models
developed in the thesis.
In Chapter 4, we will develop a simple model to learn representations of 3D objects
via an unarticulated agent’s tactile exploration. The model implicitly acquires information
about a 3D object through the agent’s performed navigation sequences, which are allowed
by the object. Then, evaluation metrics to assess the model’s learning performance will be
introduced. Results of the model learning representations of a 3D cube and cuboid will be
provided to examine the model’s representation ability. The effect of object asymmetries
on the model’s learning performance will be investigated. What’s more, the effect of tactile
landmarks on the model’s performance will also be studied.
In Chapter 5, we will present a new neural network model to learn representations of
3D objects via an articulated agent’s haptic exploration rather than an unarticulated agent.
This new model not only takes advantage of the agent’s movements but also other perceptual
information, such as its configuration. Results of this model with articulated agent learning
representations of a 3D cube and cuboid will be presented and compared with the previous
model with an unarticulated agent.
In Chapter 6, we will develop models in the reinforcement learning domain, which aim at
using the learned representations of 3D objects. The models take advantage of the acquired
representations of objects via an agent’s tactile exploration to complete a goal-oriented nav-
igation task. What’s more, the effects of landmarks and object asymmetries on the model’s
performance will be studied.
Finally, in Chapter 7, we will conclude the thesis, with contributions highlighted. The
future work of the thesis will also be presented in the chapter.
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1.5 Summary
In this chapter, we have introduced the central problem that the thesis is concerned about and
the aim of the thesis. Then, the motivations of this work have been clarified. Afterward, the
main proposals which lay a basis of the models presented in the ensuing chapters have been
introduced. What’s more, we have outlined the organization of the thesis.
In the next chapter, we will review the evidence indicating how the brain represents
objects from a cognitive science perspective. Then, existing work related to representations
of objects will be revisited, together with their inherent limitations. Lastly, a hypothesis about
how human agents learn shape representations through tactile exploration will be presented.
Before ending this chapter, the main contributions of the thesis are highlighted as follows.
• The thesis provides a new avenue to investigate how the brain learns the geometry of
3D objects. That is, instead of designing widely-developed computer vision systems
using supervised learning, a computer touching system, which is largely unexplored
despite its significance, is developed using unsupervised learning.
• Models proposed in the thesis are very parsimonious, because they simply make use
of a general-purpose sequence-processing network, of the kind that is implicated in
many other cognitive functions. That is, the thesis gives researchers some economical
and lightweight models to use for learning the geometry of 3D objects.
• We show that this general model can take advantage of several features of objects,
including asymmetries in their geometry, and tactile landmarks, and can also make
use of information about the configuration of a simple articulated hand. This can give
some guidance to researchers to design and tune a computer touching system (e.g., by
adding features of objects to the system).
• We show that this model is of practical use to an agent, in the context of a reinforce-
ment learning task. This can give insights to researchers designing reinforcement
learning models for tactile exploration, for instance in systems for blind people.
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Chapter 2
Representations of Objects: A Survey of
Research
In the previous chapter, we have formulated the problem that we aim to investigate in this
thesis: how does the brain represent the geometry of 3D objects?
In this chapter, we will firstly review existing literature about how the brain represents
objects in Section 2.1. We mainly focus on the works discussing geometric, linguistic and
semantic representations of objects as well as developmental order for representing objects.
Afterward, in Section 2.3, the existing vision-based models that learn representations of
objects will be discussed. Limitations of those existing vision-based models will be identified
in Section 2.4. Since sensorimotor learning is closely involved in touching, we will explore it
in Section 2.5. Then, the existing touching-based models that attempt to learn representations
of objects will be presented in Section 2.6, with their drawbacks pointed out in Section 2.7.
Lastly, in Section 2.8, we will give a new hypothesis about how human agents learn shape
representations of objects through tactile exploration.
2.1 Object Representations in Cognitive Science
It is argued that to recognize objects, one must have internal representations of objects which
are used to match their features to those features perceived (Fisher, 1989). However, identi-
fying representational contents by activities of neurons, such as objects and actions, is still
very tricky (Kriegeskorte and Kievit, 2013). Understanding representation-related questions,
such as what the contents of representations are (e.g., is a cup or a book), how representations
are formulated (e.g., in a localist or distribution manner), how representations are organized
(e.g., are animate and inanimate objects organized in different separate areas) and how rep-
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resentations are acquired (e.g., is all knowledge gained from sensory experience or not), are
crucial for cognitive science. For example, based on the computation of representational
distance matrices, Kriegeskorte and Kievit (2013) studied the geometry of neuron responses
for representations, and suggested that the analysis of the representational geometry might
provide some insights into comparing and testing cognitive theories.
In this section, we present discoveries about object representations in four aspects: geo-
metric representations, semantic representations, linguistic representations and the develop-
mental order of learning representations.
2.1.1 Anatomical Terminology
To begin with, we show some terminologies in brain anatomy. Lobes of the cerebrum are
shown in Fig. 2.1(a) and some directional terms are illustrated in Fig. 2.1(b). For more
detailed descriptions, please refer to Purves et al. (2012). Based on the locations of the
lobes and the directional terms, we can identify the brain areas. For example, the posterior
parietal cortex refers to the area in the parietal lobe which is relatively far away from the
somatosensory cortex while close to the occipital lobe.
2.1.2 Geometric Representations of Objects
In this section, we explain the role of geometry of an object in object representation and
identification. Then, we review discoveries about how the geometry of objects is learned in
brains.
Shape is a basic and important feature of objects (Requicha, 1980)1. Each object, no
matter what it is, such as a cup or the earth, has a feature called shape. Meanwhile, each
object has a category that is classified by matching its features to those of objects that have
already been classified. Though one kind of object in terms of categorization might have
multiple shapes (for example, a bottle can be of several possible canonical shapes), generally
in the natural world, a particular category of objects, such as dogs, have a relatively stable
shape feature. In comparison with other features of objects, such as the weight, volume,
color, texture and so on, the shape feature is often a dominant factor to define an object.
Shape also plays an essential role in determining how we grasp an object (Oztop et al.,
2004). For instance, we generally use the same kind of actions to grasp a cuboid-shaped
1At least, shape is a basic feature of count objects. Mass objects, like sand, or beer, don’t have an inherent





Figure 2.1: Brain anatomy. (a) Lobes of the cerebrum. (b) Directional
terms (Purves et al., 2012). Permission of reproducing the figure in Purves
et al. (2012) has been requested.
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book and a box of tissues. It also contributes to recognizing objects. For example, in the dark,
when different shaped objects, such as cups and books, are presented, we can distinguish and
recognize them through interactions, such as grasping. Meanwhile, the shape information
can help us to derive functions of the object, such as whether it can work as a container or
not (Hu et al., 2018).
Though a category of objects generally posses a particular stable shape feature, those
objects in the same categorization can consist of different instances in terms of other charac-
teristics, such as colors, volumes, textures, weights and sizes. For example, the cup category
can have an indefinite number of cups with the same shape feature while with different sizes.
So, the low-level object-based shape feature should be abstracted from specific objects and
be used to form shape categories (such as the circular shape and cuboid shape). From these
abstracted shape categories, we can easily derive how to grasp a new object based on its
shape information and infer its possible functions (Iberall and Fagg, 1996; Iberall, 1997;
Arbib, 1985). Therefore, the shape feature of objects should be learned when we represent
objects.
Some neurophysiological experiments indicate that object size and shape are coded in the
inferior parietal lobe, specifically in the caudal part of the lateral bank of the intraparietal sul-
cus (Shikata et al., 1996) and in the anterior intraparietal area (AIP) (Sakata et al., 1995; Taira
et al., 1990). Murata et al. (1993) reported that AIP has a size- and shape-selective response.
The posterior parietal region is also found to involve deriving sensorimotor transformations
for actions based on the shape information (Goodale and Milner, 1992). What’s more, there
is good evidence that the parietal cortex computes object-centered spatial representations.
In humans, parietal lesions often lead to object-centered neglect (see e.g., Behrmann and
Tipper, 1994), and magnetic resonance imaging (fMRI) has recently shown object-relative
spatial activity in this area (see e.g., Uchimura et al., 2015). In the macaque, cells in pari-
etal area 7a encode target location relative to an object, rather than in retina- or head-centric
coordinates (Chafee et al., 2007).
Apart from the parietal cortex, the F5 area is also found to involve geometric represen-
tations of objects. Area F5 is located in the premotor area (Matelli et al., 1985) and it is
engaged mostly in the control of hand movements (Hepp-Reymond et al., 1994; Rizzolatti
et al., 1988). Murata et al. conducted an experiment based on monkeys, in which the mon-
keys were commanded to grasp in the dark, grasp in light, focus on an object and focus on a
mark of light (Murata et al., 1997). The objects used in the experiment were six solids that
have different 3D geometries. Two main types of neurons in the monkey ventral premotor
cortex (area F5), motor neurons and visuomotor neurons, were recorded in the experiment.
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It was found that motor neurons fired in association with grasping movements. Most of the
motor neurons fired selectively in the course of a specific kind of grip. Different objects,
which are allowed to be grasped similarly, activated similar neuronal motor responses. Dif-
ferently, visuomotor neurons did not only discharge during active movements, but they also
fired in response to the presentation of 3D objects. Most visuomotor neurons showed the
selectivity property: they respond to one or few objects. Visuomotor neurons, which selec-
tively responded to the presentation of a particular object, also fired selectively in the course
of grasping of such an object. Those findings indicate that area F5 in the ventral premotor
cortex is involved with geometric representations of objects.
Therefore, both AIP in the parietal cortex and F5 in the premotor cortex engage with
learning geometric representations of objects. It is also discovered that AIP has rich anatomic
connections with F5 (Matelli et al., 1994) and these two areas share many functional simi-
larities (Gallese et al., 1997).
Apart from acquiring the shape information of an object from vision, it can also be ob-
tained by touching (Murata et al., 1997; Lederman and Klatzky, 1987). When the skin
touches surfaces of an object, neurons in the postcentral gyrus are found to be activated
based on the perceived somatosensory stimuli (Roland et al., 1998). In Roland et al. (1998),
two groups of volunteers were asked to discriminate objects’ shapes, lengths and rough-
ness via touching. From measuring the regional cerebral blood flows of those volunteers
when performing the task, Roland et al. (1998) found that the lateral parietal opercular cor-
tex was mainly involved in roughness discrimination, in comparison with length and shape
discrimination. Meanwhile, the anterior part of the intraparietal sulcus (IPA) was activated
significantly in shape and length discrimination, while it kept relatively quiet in roughness
discrimination. These findings demonstrate that the parietal cortex plays an essential role
in geometrically representing an object from processing the object’s microgeometry (its tex-
ture, such as roughness or smoothness), and macrogeometry (its shape). This discovery of
using hand movements to infer the shape information of an object (Roland et al., 1998) fits
well with the behavioral results reported in Lederman and Klatzky (1987) that contour fol-
lowing is necessary to acquire shape information about an object (see Table 1 and Table 6 in
Lederman and Klatzky, 1987, for reference).
Therefore, the shape is a vital feature to represent and recognize objects. Brains indeed
learn geometric representations of objects, especially the AIP and IPA in the parietal cortex
and F5 area in the premotor cortex. Though the parietal cortex and the premotor cortex are
found to be involved in shape recognition (Behrmann and Tipper, 1994; Murata et al., 1997;
Roland et al., 1998), we don’t know much about the circuits in parietal and premotor cortex
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responsible for learning 3D object representations via haptic exploration. In the thesis, we
aim to design neural network models to learn representations of 3D objects from the shape
perspective via tactile exploration.
2.1.3 Semantic Representations of Objects
In this section, we mainly focus on what semantic representations of objects are and how
they are possibly organized in brains. Regarding how semantic representations of objects are
acquired in brains, it is still an unsolved problem which needs further investigations.
We first clarify what the term ‘semantic’ means. There are three categories of mem-
ory in human being’s brains: sensory memory, short-term memory and long-term memory
(Chellappan et al., 2012; Cowan, 2008). The long-term memory contains the explicit (or
‘declarative’) memory and the implicit memory. The explicit memory refers to those that
can be recalled, such as the facts and concepts stored in the ‘semantic’ memory and events
stored in the episodic memory (Wolpert et al., 2011). The implicit memory in the long-term
memory is termed procedural memory, which is a kind of unconscious memory of skills,
such as being able to walk (Wolpert et al., 2011). A good summary of the types of memory
in brains is presented in Chellappan et al. (2012).
Therefore, the semantic representation of an object refers to the associated object concept
represented in brains (Gärdenfors, 2014). For example, assume that last Saturday, you saw
a kiwi in Orokonui Ecosanctuary 2, Dunedin. This experience is represented in the episodic
memory and the concept called ‘kiwi’ is then semantically represented. Semantic knowledge
can be regarded as knowledge about relations among several types of elements, including
words, concepts, and percepts (Griffiths et al., 2007; Huth et al., 2012, 2016). The relations
mainly include
• the relation of concept to percept or concept to action: such as the knowledge about
what ‘kiwi’ looks like and how touching a ‘kiwi’ feels;
• the relation of word to concept: such as the knowledge that the word kiwi refers to the
concept of ‘kiwi’;
• the relation of concept to concept: such as the knowledge that the ‘kiwi’ is a type of
‘bird’;
• the relation of word to word: the knowledge that the word kiwi is connected with words
such as beak.
2It is a wildlife reserve, which is 20 km far away from central Dunedin.
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That means the semantic representation of kiwi refers to knowledge about the above relations
(i.e., different kinds of associated features, such as visual and conceptual ones), which is
illustrated in Fig. 2.2. Owing to the semantic knowledge of the kiwi learned and represented,
one can infer whether it is possible to be the kiwi bird or not, given complete or partial
perceptual inputs, such as a part of an image of a kiwi and a part of the word kiwi in a text.
Therefore, the semantic knowledge is regarded as a core part of cognition (Griffiths et al.,
2007; Lengyel et al., 2019; Ding et al., 2017; Rolls, 2013).
Regarding how the semantic representations are organized in the brain, Connolly et al.
(2012); Konkle and Oliva (2012) suggested that categories that are semantically related are
represented in single locations. Moreover, some studies proposed that representations are
organized in a space with some particular dimensions (Downing et al., 2005; Hauk et al.,
2004). For instance, Downing et al. (2005) suggested whether the object is an animal or not
might be one dimension in the space. They suggested other semantic dimensions, such as
the manipulation (whether it can be manipulated or not, such as a key) and eating (whether it
is edible or not, such as an apple). The size (whether it is large or not) was suggested as a di-
mension in the semantic space for representing objects (Konkle and Oliva, 2012). However,
Huth et al. (2012) hypothesized that the brain might represent object categories (and action
categories) continuously and similar categories of objects are located in the neighboring ar-
eas in the semantic space. The motivation of this hypothesis is that in this way, the brain
could represent objects efficiently: regarding the same amount of feature information, the
brain needs the minimum number of neural wiring or neurons. To examine whether objects
are represented in a continuous semantic space in the human brain, Huth et al. assigned
five subjects to watch movies that contained objects occurring in daily life for several hours.
During this process, they gathered the fMRI responses from those five subjects and used
voxelwise models to examine the link between object categories and cortical activities. The
results were consistent with the hypothesis postulated in Huth et al. (2012): object categories
are represented in a continuous space.
Specifically, the semantic information that is used to symbolize acquired knowledge is
represented in patterns that cover the semantic system, which involves the superior and in-
ferior prefrontal cortex (SPFC, IPFC), lateral and ventral temporal cortex (LTC, VTC), and
lateral and medial parietal cortex (LPC, MPC) (Huth et al., 2016). Note that these pat-
terns that are employed for representing semantic information seem to be relatively invariant
across individuals. One voxel that is located in the left hemisphere parahippocampal place
area (PPA) appears to be positively involved with man-made objects (e.g., ‘buildings’), and












Figure 2.2: Relations mainly involved in semantic knowledge, with the
kiwi as an example.
‘athlete’) (Huth et al., 2012). This finding offers evidence to support the result shown in Ep-
stein and Kanwisher (1998) that PPA is strongly related to representations of outdoor scenes
and buildings. What’s more, one voxel that is located in the right hemisphere precuneus
indicates to be positively involved with categories related with social settings (e.g., ‘rooms’)
and negatively related with other categories (e.g., ‘buildings’). This finding fits well with the
result reported in Iacoboni et al. (2004) that the right hemisphere precuneus is highly related
to social scene processing. For more details about the semantic atlas, please see Huth et al.
(2016), especially on p. 12–20.
2.1.4 Linguistic Representations of Objects
In this section, we show some findings investigating representations of objects from a lin-
guistic perspective.
Language is a tool for communication and sharing knowledge in the real world. It is also
regarded as the interface of human minds. Therefore, many researchers aim at uncovering
the general rule of cognition by analyzing language (Knott, 2012).
An object has different low-level features, such as its shape and texture, which are per-
ceived by our peripheral sensors, such as vision and touch. These perceptions are associated
with its semantic knowledge (i.e., the concept). Concerning one category of objects in terms
of the concept, there are many or even countless instances, which results from changes in
multiple object characteristics. For instance, there are many instances of cups, which are
with different sizes and colors, while they can be unified as the concept ‘cup’. In other
words, our brains can represent items with various low-level features in one concept at a
high level, which is the so-called semantic representation.
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Generally, the linguistic representation of an object refers to the word illustrating the
object concept. For example, the word cup denotes the concept ‘cup’. Linguistic representa-
tions of objects are associated with corresponding semantic representations of objects. Think
about the situation where you learn a new noun word that stands for a category of objects
while you have not ever perceived this kind of objects in any modality, such as seeing and
touching. In this situation, it is difficult to understand the meaning of the word. Meanwhile,
it is hard for students to learn words illustrating abstract concepts, such as ‘love’, ‘freedom’
and ‘peace’, before learning words that depict specific objects, such as ‘dog’ and ‘cat’.
By learning a language, one establishes the relationships between linguistic represen-
tations of objects with their semantic representations and perceptions (Srihari, 1994). The
experience that we learned the word dog with a picture depicting a dog in the kindergarten
can be seen as a procedure to form the linguistic representation. Though all kinds of per-
ceptions (such as visual, tactile, olfactory, smell and auditory inputs) about objects can be
related to the linguistic representations, the integration between linguistic and visual infor-
mation almost attracts all researchers’ attention in this area (Wachsmuth and Sagerer, 2002;
Srihari, 1994). Once we learn the linguistic representation of an object, such as the cup, we
can describe it when we see a cup in an image or the real world. This function requires us
to recall the correspondence between the cup visual perception and linguistic representation
of the cup. What’s more, we can also draw a picture to depict a cup which is illustrated in
texts. Thus, we can regard the linguistic representations of objects as a high-level feature of
the objects (Srihari, 1994).
Apart from the computation model perspective, there are also neuropsychological and
functional imaging evidence supporting that linguistic representations are closely associated
with semantic representations as well as perceptions (Huth et al., 2016; Desai et al., 2009;
Vigliocco et al., 2006; Barsalou, 1999; Zwaan et al., 2002; Pulvermüller, 1999; Malach et al.,
2002). Vigliocco et al. (2006) found that the neural substrates that process word meanings
are determined by the word’s semantic properties. Vigliocco et al. (2006) also suggested
that word comprehension engages with the activation of the perceptual representations that
are associated with the word meaning. The results shown in Desai et al. (2009) provided an
argument that understanding linguistic descriptions of actions invokes imaginations and/or
simulations of actions.
Due to the close relationship between linguistic representations of objects and semantic
representations as well as the perceptions, language can offer an avenue to investigate the
functions of brains (Hill, 1978). The syntax of language can be particularly illuminating
about object representation mechanisms. For instance, in Mandarin Chinese, my native lan-
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guage, the syntax of noun phrases features a system of ‘classifiers’ associated with objects.
It is argued in Zhang (2007) that the shape category is one of the most frequently employed
in the classifier languages in classifying objects. In Mandarin Chinese (as well as other lan-
guages), when expressing objects with ‘long and rope-like’ shapes, the classifier tiao is used,
such as yi tiao yu (one fish) and yi tiao he (one river). The usage of shape-indicated classifiers
in language suggests the shape/geometry of an object plays an important role in learning its
representation.
What’s more, when describing the position concerning an environment or an object, the
same prepositions are used in similar situations, such as in the room and in the box, on the
ground floor and on the desk. This phenomenon is not only observed in English but also in
other languages, such as Mandarin, which might suggest that environment representations
and object representations share some similarities. Similar results can also found in Hill
(1978), which reports that there is a similarity between linguistic representations of spatial
orientation and temporal orientation.
2.1.5 Developmental Order of Representing Objects
In this section, we show some discoveries about the developmental order of brains for learn-
ing representations of objects.
Young infants starting from 2 months old can form representations and recognize objects
(Fantz, 1964). Some experimental results indicate that infants can construct representations
of objects as entities that are complete, coherent, connected and solid, and separate them
from the background as early as 3 months of age (Spelke, 2000; Spelke and Van de Walle,
1993; Baillargeon, 1993). The representations formed can persist over occlusion and retain
their identity through time (Spelke and Van de Walle, 1993; Baillargeon, 1993). Four-month-
old infants are capable of perceiving the unity of an object that is partly occluded (Kellman
and Spelke, 1983; Keen, 2003). Kellman and Spelke (1983) found that 4-month-old infants
can identify boundaries of an object that is partly occluded by investigating movements of the
object’s surfaces. The experiment conducted in Johnson et al. (2003) indicated that 4-month-
old infants could learn object representations from very brief real-world training. This pro-
vides the evidence supporting the Piaget’s classical sensorimotor view of infancy: the infant
is a sensorimotor organism (Piaget and Cook, 1952; Piaget, 1952). Baillargeon et al. (1985)
indicated that infants as young as 5 months of age are able to infer the existence of objects
that are masked by other objects. Meanwhile, 5-month-old infants have the knowledge that
objects cannot move through the occupied space (Baillargeon et al., 1985). Baillargeon and
Graber (1987) argued that 5.5-month-old infants are capable of representing and using spa-
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tial properties of hidden objects, such as the height. Six-month-old infants are capable of
comprehending causal relations between objects (Leslie, 1987). What’s more, 6-month-olds
can discriminate numerosities with a 1:2 but not a 2:3 ratio, whereas 10-month-old infants
can understand the latter (Xu and Spelke, 2000; Feigenson et al., 2004). Clifton et al. (1991)
suggested that 6.5-month-old infants can use mental representations of previously-seen ob-
jects to steer actions.
Furthermore, 18-month olds are shown to be able to understand some events with ele-
mentary rules (Keil, 1979). Besides, 2-year-olds and even 18-month-olds can share pretend
games with older siblings (Dale, 1984; Dunn and Dale, 1984), which indicates that they
must have acquired knowledge about objects in some aspects, such as functions of objects.
By analyzing behaviors of the children 18-34 months of age in symbolic-play experiments,
Ungerer et al. (1981) suggested that children might use the object-associated sensorimotor
action and perceptual observations to represent objects in different ways. Specifically, at
the start, the children tend to represent objects by performing actions. However, later they
(the minimum being the 18 months of age) are able to represent objects without performing
actions. The results highlighted the significant role of perceptual information (including the
sensorimotor-based actions and low-level features) in building conceptualizations of objects.
What’s more, in Overton and Jackson (1973), children of 3-, 4-, 6- and 8-years-old were
commanded to pretend to use some daily objects (e.g., cups) in experiments. Overton and
Jackson (1973) observed that young children (ending at about 3 years old) found it hard to
perform actions towards imagined objects. However, somewhat older children (starting at
about 3 years old) were able to perform the actions, but they tended to use body parts as
the object’s components. Finally, older children were found capable of representing objects
symbolically.
2.2 Two Pathways in Vision
In terms of representing objects via vision, the visual cortex plays a crucial role. The visual
cortex consists of the whole of the occipital lobe and some areas from the occipital cortex
to the temporal and parietal lobes (Eysenck and Keane, 2015). The fact that two stimuli
adjacent to each other in the retinal image are also adjacent at higher levels within that
system is described as retinotopy.
With investigations of animals with brain lesions, Schneider first suggested that there are
two mechanisms in the visual system (Schneider, 1969). One mechanism investigates the
locating of objects, and the other studies identifying objects. Ingle (1973) demonstrated the
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existence of two visual systems suggested in Schneider (1969) in frogs. Based on lesion
studies of monkeys, Mishkin and Ungerleider (1982) further distinguished the two pathways
in vision: the dorsal and ventral streams. The dorsal stream is understood to process spatial
features, while the ventral one is to deal with visual features. Ettlinger (1990) provided
neuropsychological evidence to support the two pathways in the visual system: the ‘object
vision’ and ‘spatial vision’ and explained their distinctions.
Based on different types of scientific discoveries (Goodale et al., 1991; Mishkin and
Ungerleider, 1982; Ingle, 1973; Trevarthen, 1968), Goodale and Milner (1992) formally pro-
posed a widely-accepted and important model, that is the two-streams hypothesis. Specifi-
cally, they argued that there are two distinct visual pathways, respectively called the ventral
stream and the dorsal stream. These two pathways process different feature information of
objects and then draw different types of conclusions about objects. Projections from the stri-
ate cortex to the inferior temporal (IT) cortex in the ventral stream play a major role in the
perceptual identification of objects. In contrast, the dorsal stream projecting from the striate
cortex to the posterior parietal cortex computes the sensorimotor transformations that are
required for visually guided actions. In other words, the two pathways start the same source:
the striate cortex while terminate in different areas and function differently. The ventral and
dorsal pathways in the visual system are illustrated in Fig. 2.3.
Norman (2002) provided an in-depth discussion about the two pathways of the visual
system. Meanwhile, Norman compared such two pathways in detail and concluded the eight
main differences between the dorsal and ventral streams (please see Norman, 2002, p. 84–85
for those differences). Therefore, regarding how the brain learns object representations via
retina information, which is illustrated in Fig. 2.4(a), the IT cortex collects the fine-grained
object features and the parietal cortex accumulates the object’s spatial features, which is
shown in Fig. 2.4(b).
There are many types of evidence for this two-pathway hypothesis (DiCarlo et al., 2012;
Long, 2016; Sheth and Young, 2016; Rauschecker, 2018). For instance, based on data col-
lected from nonhuman primates as well as humans, DiCarlo et al. (2012) reported that in the
IT cortex, the neuron discharging patterns significantly correlated with the success of rec-
ognizing objects. That means it is possible to use the difference of firing patterns in the IT
cortex for two objects to predict whether humans can successfully distinguish such the two
objects. This is consistent with the findings shown in Majaj et al. (2015) that if two objects
that are hard to distinguish, then the neuronal firing patterns for such two objects in IT are
so similar that they are also indistinguishable. These results suggest the IT cortex is closely
related to object representations and recognitions.
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Figure 2.3: The two pathways in the visual system (Sheth and Young,
2016). The permission of reproducing the figure has been obtained.
For decades, the ventral and dorsal pathways have been suggested to deal with object-
related feature information and spatial cues respectively (Goodale and Milner, 1992; Nor-
man, 2002). To some extent, this licenses these two pathways to be investigated separately.
However, some recent evidence suggests that the two-pathway hypothesis is debatable (Ya-
mane et al., 2008; Connor and Knierim, 2017, and the references therein). Based on experi-
ments conducted in macaque monkeys, Yamane et al. (2008) found that apart from the dorsal
pathway (Sereno and Maunsell, 1998), the ventral pathway is also involved in representing
3D object shapes. The final stage of the ventral pathway is involved in encoding the shape
of 3D objects. The involved IT neurons represent a 3D object shape in a component-based
way – that is by identifying spatial structures of its surface fragments. This observation
fits with the classical shape-encoding theory suggested in Marr and Nishihara (1978); Bie-
derman (1987): a 3D object is represented as sets of its constituent parts. Importantly, the
spatial features encoded in these anterior IT neurons are defined in an object-centered frame,
which is invariant over different viewpoints. Responses of the IT neurons are robust to some
degree of changes as long as the depth cues are provided, while they are highly sensitive to
the orientation and relatively tolerant to the size of the object. Thus, Yamane et al. (2008)
suggested that apart from those individual components, their structure relationships are also
encoded in the formed representations.


























Figure 2.4: Block diagrams showing how brains learn representations of
objects. (a) Representations of objects via retinal information. (b) Two
pathways in the visual system for learning representations of objects via
retina information.
jects, the ventral pathway also carries the spatial information for perceiving objects and
forming object memories, and the dorsal pathway also involves in processing object-related
features. Connor and Knierim identified that the environment that the object is in is also pro-
cessed in the dorsal anterior temporal lobe (TEd), in which most of the neurons significantly
respond to stimuli related to environments that would be navigable by an agent. In sum-
mary, there is interesting evidence that the dorsal visual pathway represents not just object
identities, but also the shapes of objects, and the shapes of navigation environments. In the
thesis, we propose that representations of object shape are initially learned by a hand navi-
gating around an object (see Section 2.4). The fact that IT cortex represents both whole-body
navigable environments and object-centered object geometries provides some circumstantial
support for our proposal.
2.3 Existing Vision-Based Models of Object Representation
To investigate how brains learn to represent objects, a great many computational models have
been developed (Bain, 1873; James et al., 1890; LeCun et al., 2015; Mnih et al., 2015; Han
et al., 2018). Since the vision and touching are two dominant sensory inputs for acquiring
knowledge about objects, almost all existing models are either the vision-based or touching-
based (or vision-touching-based).
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2.3.1 Neural Network Models of Visual Object Representation
Among those existing models, most of them focus on deriving 3D object representations
from vision (e.g., Georgieva et al., 2009; Murray et al., 2003; Logothetis and Pauls, 1995;
Wu et al., 2016; Zamir et al., 2016; Rusu and Cousins, 2011; Lee, 1980; Güçlü and van Ger-
ven, 2015; Farhadi et al., 2009; Felzenszwalb et al., 2009; Mesnil et al., 2014). For instance,
Agarwal et al. (2004) presented an approach to represent and recognize objects based on their
constituent parts. Specifically, a set of parts that carry the most amount of information con-
tent and constitute the objects is constructed. Then, an object image is represented as a binary
vector, which denotes which parts in this set are present in this object and the spatial relation-
ships between these parts, which are computed based on the distance and direction of those
parts. A classifier is trained based on sampled object images and corresponding manually-
designed labels in a supervised way, which is then used as an object detector. Crandall and
Huttenlocher (2006) also presented a part-based model for object recognition. In the model,
objects are represented based on an undirected graph, whose nodes denote object parts that
are present in objects and whose edges stand for the parts’ relative relationships by using
a Gaussian function. The model is argued to represent both the appearance of objects and
the spatial relationships of their parts. It is trained by adopting an expectation-maximization
algorithm. By incorporating both appearance and spatial information, the model shown in
Crandall and Huttenlocher (2006) was shown to outperform some models, which only use
an object’s feature information.
Mesnil et al. (2014) also presented a computational model to learn representations of ob-
jects. Rather than investigating the correspondence between object images and expensively-
annotated object labels, the model jointly learns similarities between object images and ob-
ject labels, and object labels to object part labels. The model is trained based on the standard
ImageNet dataset and semantic relational dataset WordNet. In Wu et al. (2016), by lever-
aging the volumetric convolutional neural networks (CNN) and the generative adversarial
network (GAN), a 3D GAN model was developed to learn object representations. The gen-
erator in the 3D-GAN implicitly learns 3D object’s structure representations in an unsuper-
vised way and can generate 3D objects from a probabilistic space. The learned discriminator
can be used as an object detector. This model is shown to be comparable to some supervised
models. Recently, a part-based model was presented in Lorenz et al. (2019) to learn object
representations, which is founded on an autoencoding-based unsupervised learning approach
for disentangling the appearance and shape. This model for learning an object representation
is trained by leveraging equivariance constraints (e.g., the object’s shape is not changed if its
appearance, such as the color and texture, is changed; and changes in the object’s shape, such
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as the articulation transformation, do not affect its appearance) among object images. Dif-
ferent from most vision-based models that focus almost exclusively on visual understanding,
Fan et al. (2018) investigated visual production and took drawing as an example. It indicated
that drawing makes use of the same acquired feature representations that are used to visually
recognize objects.
As Gibson suggested that surfaces and edges are elementary foundations of a visual world
(Gibson, 1950; Gibson and Dibble, 1952), the vision-based models attempt to process images
to detect features, such as edges and the shape. Given a labeled training set, those models are
trained to learn relationships between images and labels and are expected to classify object
categories as accurately as possible after a phrase of training. Note that the volume and
purity of the labeled training set significantly affect the performance of the neural network
models (Jo and Bengio, 2017; Zeiler and Fergus, 2014).
2.3.2 Explicit Geometric Representations of Objects
Apart from the neural network based models discussed above, geometric representations
of objects can be derived in an analytic way (Hartley and Zisserman, 2003). Specifically,
images of a 3D object are obtained from different viewpoints by a camera. By analyzing
relationships of points and lines among those images, an explicit (Euclidean or Cartesian)
geometric representation of the object is derived by using the analytic geometry, algebra and
statistics analysis. The derivation needs to exploit the invariance of relationships that exists
in those images. Thus, explicit geometric representations of objects can be achieved in an
analytic way. However, this method of computing geometric object representations is not the
one used by the brain.
2.3.3 Simultaneous Localization and Mapping (SLAM)
SLAM refers to the process by which a robot learns a map of an environment and at the same
time, localizes its location in the environment (Durrant-Whyte and Bailey, 2006; Bailey and
Durrant-Whyte, 2006). It has been a popular way for robots to acquire representations of
environments and has gained a lot of impressive results (Mur-Artal et al., 2015; Davison
et al., 2004). Over the learning process, SLAM estimates the camera trajectory and also
reconstructs the environment. Note that almost all of SLAM methods also form explicit
geometric representations of environments. Given that our model of haptic exploration is
essentially a model of hand navigation, it is useful to discuss this method. In Crowley (1989),
a basic SLAM was developed to learn a representation of an environment, which is based on
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Kalman filter. The SLAM in Crowley (1989) takes observations and the robot’s location as
the input and then gradually creates a representation of the environment. The computation
cost is very expensive for the SLAM in Crowley (1989) that updates the representation at
each exploration step (Bailey and Durrant-Whyte, 2006). To reduce the computation cost,
Guivant and Nebot (2001) presented an improved SLAM, which updates the local and global
map at different frequencies.
Different from most of traditional SLAM approaches that lack psychological realizabil-
ity, a hippocampal model of SLAM, called RatSLAM, was developed in Milford et al.
(2004), which is inspired from neuroscience discoveries about the rodent hippocampus. Its
architecture is shown in Fig. 2.5. When a robot navigates in an environment, a camera
mounted at the top of the robot takes pictures of the local scene that it is in. From the
captured picture, the local visual cues are extracted, which consist of the distance from the
robot’s current location to a visual landmark in the environment, the relative orientation be-
tween the robot and the landmark, and the type of the landmark that it is being observed.
These local visual cues are represented in the local view cells. Self-motion cues represent
signals (e.g., the translational and rotational velocity) about movements that are performed
by the robot, which are obtained through a wheel encoder. The movement-based signals are
used for path integration (that will be reviewed in Section 3.2) and injected into pose cells to
represent the pose of the robot in an environment.
Note that pose cells in the RatSLAM are implemented by a continuous attractor network
(Stringer et al., 2002), which is a type of nonlinear dynamical system and is a powerful
candidate for implementing functions in the brain (Amit and Amit, 1992). If the local scene
cannot be retrieved in the database that stores experienced scenes, weights between the local
view cells and pose cells are modulated to associate the scene and the learned pose by self-
motion cues. Otherwise, the local scene is used for calibrating the activity in pose cells to
be close to the one when the robot encountered the same local scene. Different from many
traditional SLAM methods, the learned representation of the environment in RatSLAM is
not a strict Cartesian representation. We will discuss the difference between the RatSLAM
and our model in Section 4.8.
Along the direction of RatSLAM, several other SLAM approaches have been developed
to deal with the localization and mapping problem in navigation (Milford and Wyeth, 2012,
2008, 2010; Mirowski et al., 2018). To relax the requirement of ground truth labels in Rat-
SLAM, Mirowski et al. (2018) presented an end-to-end reinforcement learning scheme to
learn implicit representations of environments and use them for goal-oriented navigation. In
Milford and Wyeth (2008), on top of the RatSLAM, an experience map was constructed to
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Figure 2.5: Architecture of RatSLAM in Milford et al. (2004).
learn a topologically coherent representation of an environment. Specifically, the experience
map takes the input from pose cells, local view cells and self-motion cues. If either the
activity of pose cells or local view cells is newly encountered, the transition is regarded as
a new experience, which is added to the experience map by using the distance information
derived from self-motion cues. If the robot revisits a place, the activities of pose cells and
local view cells are the same as those derived in the previous experience, and the loop is set
to be closed in the experience map. The effectiveness of the SLAM in Milford and Wyeth
(2008) is demonstrated in a large outdoor environment. With the help of extra laser and sonar
sensory inputs, Milford and Wyeth (2010) built up a local obstacle map to achieve obstacle
avoidance in navigation. By combining the experience map shown in Milford and Wyeth
(2008) with the local obstacle map, Milford and Wyeth (2010) delivered a goal-oriented nav-
igation scheme. Note that the SLAM approaches shown in Milford et al. (2004); Milford and
Wyeth (2008, 2010) form a map of environment by estimating the most likely location in the
environment based on the current visual observation, which fails to deal with the naviga-
tion problem with perceptual changes, such as navigating in the daytime and night, or in the
summer and winter. To remedy the problem of environment changes, a route-based SLAM,
called SeqSLAM, was developed in Milford and Wyeth (2012). In SeqSLAM, when the
robot captures an image about its current local environment, images and their neighborhoods
that are obtained in the previous navigation experience are compared with the current image
respectively, and assigned a difference score. Then, the scores for those images in the local
sequence are normalized. Afterward, the score for a trajectory is the sum of the difference
scores for each image in the local sequence. Lastly, the trajectory with the smallest score
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is regarded as the best match to the current route of the robot. The SeqSLAM is demon-
strated to be capable of navigating in environments with perceptual changes. The difference
between SeqSLAM and our model is also identified in Section 4.8.
2.3.4 Latent Learning
Latent learning refers to one type of learning that happens without an explicit reward signal
(Braga and Araújo, 2003; Tolman, 1948; Trullier et al., 1997). The concept was first intro-
duced by Tolman and Honzik (1930) to explain the behavior of a group of rats: the rats can
quickly reach a goal in an environment that they have explored before. The rats are argued
to be able to use the knowledge (or say, cognitive map in some references) about an envi-
ronment that is acquired through exploration without any reward signal to efficiently reach a
goal once the reward information is provided.
Once the notion of latent learning was introduced, researchers started to develop models
to imitate the learning process (Gérard et al., 2005; Braga and Araújo, 2003). By combining
the latent learning with the reinforcement learning, Gérard et al. (2005) presented a mod-
ular anticipatory classifier system for an agent navigating in multiple mazes. In Braga and
Araújo (2003), a self-organizing map (SOM) is used for creating a topological map of an
environment, in which neighborhood areas are represented as the same cluster. Then, the
map that is created by exploration is used to enable an agent to perform the goal-oriented
navigation in the environment. The process of forming the topological map is argued as the
latent learning. Our model that will be presented in Chapter 6 shares some similarities to that
shown in Braga and Araújo (2003): they first use a SOM-type neural network as a device
to learn a representation of an environment and then the formed representation is used to let
an agent achieve a goal in the environment, which indicates the utility of the representation.
We will discuss the difference between our model and that presented in Braga and Araújo
(2003) in Chapter 6.
2.4 Limitations of Existing Vision-Based Models
In recent decades, vision-based models have experienced significant progress and shown
impressive performances in learning object representations, while they also have some limi-
tations to address, which are summarized as follows.
• Most of the existing supervised vision-based models that use neural networks gener-
ally need a huge amount of training examples and the examples need to cover images
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taken from many view angles. However, human beings can acquire knowledge about
a category of objects with much fewer examples and do not need to see objects from
multiple viewpoints (Biederman, 1985). Though objects in the natural world are partly
viewed at any observation viewpoint, we perceive complete objects rather than frag-
ments (Kellman and Spelke, 1983).
• Those models find it hard to generalize acquired knowledge to new instances of ob-
jects, especially with some kind of noise, such as occlusion (Goodfellow et al., 2014;
Wu et al., 2016). For instance, Goodfellow et al. (2014) showed that a well trained
and behaved system is still easy to fail to classify an image with additive noise. This
is in contrast with that human beings can tolerate some degrees of noise in perception.
• Most of the models aim at learning semantic representations (or say concepts) of ob-
jects (Szegedy et al., 2013; Geirhos et al., 2018). However, they are found to identify
simple patterns and work in a memory manner (see Arpit et al., 2017; Zhang et al.,
2016; Shwartz-Ziv and Tishby, 2017, for good discussions) rather than representing
and understanding concepts of objects. This is supported by findings presented in Jo
and Bengio (2017). By using Fourier filtering to construct a dataset which shares the
same high-level abstractions but different surface statistical regularities, Jo and Bengio
(2017) found that those models tend to learn surface regularities in the dataset rather
than higher-level abstract concepts.
• Regarding traditional SLAM approaches to learning environment representations, they
do not refer to the brain at all, which makes them lack psychological realizability.
However, RatSLAM is inspired from the rat hippocampus and we will explain the
difference between RatSLAM and our model in Section 4.8.
We hypothesize that infants are a good role model to imitate for learning representations
of objects rather than adults with well-established object representations. We suppose infants
start to learn about objects through haptic exploration (Gibson, 1950, 1962, 1966; Klatzky
and Lederman, 2003; Lederman and Klatzky, 1987). Through tactile exploration, they can
learn about themselves, such as the linkage between the arm and hand, and can also acquire
the knowledge about space. Patterns on the retina do not mean anything to them until they
can be correlated with tactile exploration experience (Held and Hein, 1963). For instance,
in Held and Hein (1963), two groups of newly-born kittens were exposed to a simple visual
environment. One group of the kittens explored the environment actively (that is, the kittens
can move freely and the movements performed change the perceived visual stimuli), while
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the other group explored it passively (that is, the kittens cannot move whereas visual stimuli
change). Held and Hein found that the passive kittens didn’t learn the significance of visual
stimuli (e.g., failing to discriminate the shallow from the deep side), while after 48 hours of
free movement, they gained the ability of understanding visual stimuli. Thus, Held and Hein
(1963) argued that visual stimuli only acquire meanings when they are correlated with motor
movements.
Since the knowledge about objects can be acquired through interactions (Piaget and
Cook, 1952; Lederman and Klatzky, 1987) and the touching modality is an indispensable
way of learning about objects for infants, models to learn representations of 3D objects via
touching are of significance. Considering that most computational models to learn 3D object
representations are vision-based, this thesis attempts to develop models to learn 3D object
representations via touching: using action as a way of perceiving object knowledge.
2.5 Sensorimotor Learning
Since sensorimotor learning is involved with perception via touching, in this section, we
explore how sensorimotor learning takes place in brains.
Sensorimotor learning involves a range of processes that are related to motor learning,
such as manipulating new objects and refining existing skills like snowboarding (Wolpert
et al., 2011). It is argued that cognition is rooted in the intelligence acquired in the sensori-
motor learning process in infancy (von Hofsten and Rosander, 2018; Gibson, 1966; Martin
and Chao, 2001), which indicates the significance of sensorimotor learning. Knott (2012)
provided good discussions of cognition involved with sensorimotor learning and offers a
new tool to analyze potential mechanisms underlying sensorimotor learning: that is through
studying natural language syntax. Actions develops ahead of spatial abilities, which might
indicate that actions play a foundational role in perceiving knowledge of space (von Hof-
sten and Rosander, 2018). Gallese and Lakoff (2005) presented a possibility that featural
representations are built up based on sensory-motor experience.
Regarding how sensorimotor learning occurs in brains, researchers propose several sug-
gestions. Ingram et al. (2017) identified two key types of information involved in sensori-
motor control and learning: contextual information and movement errors. The sensorimo-
tor learning was suggested to have three forms (Wolpert et al., 2011): error-based learning
(Ingram et al., 2017; Wolpert et al., 1995), reinforcement learning (Reis et al., 2009) and
use-dependent learning (Classen et al., 1998) and might also include observational learning
(Flanagan and Johansson, 2003). What’s more, Makino et al. (2016) suggested the process
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of sensorimotor learning consists of three types of learning: sensory-perceptual learning,
sensorimotor associative learning and motor skill learning. The dominant framework sug-
gested and involved in sensorimotor learning is a Bayesian integration process (Körding and
Wolpert, 2004, 2006).
Therefore, sensorimotor learning is closely correlated with cognition about the world,
including objects around us. In terms of perceiving objects in a sensorimotor way, the hand
plays an indispensable role. The hand is argued and demonstrated to be a vital tool for ex-
tracting properties of objects (Gibson, 1962; Klatzky et al., 1985, 1987, 1989; Lederman and
Klatzky, 1993, 1997; Klatzky and Lederman, 2003; Katz, 2013; Klatzky and Reed, 2016),
such as the texture and hardness.
Traditionally, touch sensation is considered as a passive sensing organ (Boring, 1942;
Geldard et al., 1953), like the eyes. However, Gibson (1962) argued that the touch is not
only a sensation organ but also a motor/exploratory organ. The perception from touching not
only considers stimuli obtained from the skin and also the excitations of other associated mo-
tors, like joints and tendons. Moreover, Gibson proposed that the touching sensation should
be classified into two forms: one is termed active touch (called ‘touching’ in Gibson (1962))
and the other is termed passive touch (called ‘being touched’ in Gibson (1962)). Gibson
suggested that the passive touch helps develop the egocentric bodily sensation, whereas ac-
tive exploration contributes to the assimilation of allocentric environments’ perceptions (see
Gibson, 1962, for discussions). In Gibson (1962), participants were asked to match objects,
which were perceived behind a curtain by passively touching and active exploring, with those
presented in drawings. The results of the experiment showed that there was a significant dif-
ference (95% versus 49%) between the active touch and passive touch in perceiving object’
shapes. Loomis and Lederman (1986) further explored the touch sensation and proposed a
fine-grained classification of touching.
Previous researchers suggest that to accurately accumulate knowledge about objects,
hand movements are required when touching is the modality of perceiving the objects (Gib-
son, 1962; Loomis and Lederman, 1986). However, they do not explicitly examine the rela-
tionship between the obtained knowledge and types of movements to address the following
questions:
1) to obtain one particular type of knowledge (e.g., the shape) about an object, what kinds
of hand movements are generally employed and why are those movements executed (that
is, what are the sufficient movements, the necessary movements, and the optimal move-
ments)?
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2) for one particular type of hand movement, what kinds of knowledge about the object are
obtained?
Lederman and Klatzky presented a seminal paper, which deals with the above ques-
tions and has strongly influenced the study of touch (Lederman and Klatzky, 1987). In the
paper, the hand movements involved in tactile exploration are termed ‘exploratory proce-
dures’ (EPs). Lederman and Klatzky performed two key experiments. The first one was
a match-to-sample experiment, which found direct links between knowledge about objects
and the movement profile, i.e., the distribution of EPs. Specifically, different knowledge
about objects demand different types of exploratory procedures. What’s more, one type of
information about an object property requires a particular procedure, which is generally em-
ployed in free exploration. The second experiment, which was a similar match-to-sample
task to experiment 1 but including some exploration constraints, indicated that the reason
why particular EPs are generally employed for gleaning one type of knowledge about an
object is not because they are merely sufficient, but also because they are optimal or even
indispensable. For instance, to gain the exact shape feature of objects, contour following is
essential. Therefore, Lederman and Klatzky (1987) suggested that hand movements might
serve as a window to address the problems: 1) how objects are represented in memory, and
2) how those representations of objects are formed and used.
The neural substrates of tactile object recognition are investigated in Reed et al. (2004,
2005); Lederman and Klatzky (2009); Kitada (2016). Reed et al. (2004) found that so-
matosensory cortical areas were associated with tactile object recognition in a homologous
way to that of the ventrotemporal pathway strongly related to visual object recognition.
What’s more, it also suggested that the inferior parietal regions were involved in high-level
somatosensory processing. Two streams of understanding objects have already found in the
vision system (see Section 2.2 for details): a ventral stream (or ‘what’ pathway) for the form,
color, and features, and a dorsal stream (or ‘where’ pathway) for the spatial characteristics
and motion. A similar pair of streams for the touching system were also suggested in Reed
et al. (2005): regions of the frontal cortex and parietal cortex are involved in tactile object
recognition (i.e., the ‘what’ pathway) and bilateral superior parietal areas are involved in
tactile object localization (i.e., the ‘where’ pathway). Moreover, the investigation of tactile
agnosia indicated the importance of the somatosensory cortex and parietal cortex in acquiring
object representations via tactile exploration (Reed et al., 1996).
Concerning this thesis, we aim to develop neural network models to simulate functions of
brains to learn representations of objects from the shape perspective via haptic exploration.
In other words, the information about objects is the structure-related knowledge. As illus-
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trated in Table 2.1, which is simplified from Table 1 in Lederman and Klatzky (1987), to
acquire the knowledge about the object’s exact shape, hands need to perform contour fol-
lowing movements. What’s more, we abstract away the kinaesthetic perceptions involved in
touching, and thus the hand is regarded as an independent navigator. Thus, in the thesis, the
neural network models, which will be presented in Chapters 4, 5 and 6, gain shape represen-
tations of 3D objects based on contour following movements of an autonomous agent that
imitates a simple hand.
2.6 Existing Touching-Based Models
Though most of the existing models to learn representations of 3D objects are based on vi-
sion, retinal representations of 3D objects mean very little in themselves: they only acquire
meaning by being correlated with motor movements, and in particular motor affordances
(Gibson, 1950). Compared with vision, touching is more likely to be purposive (Jones and
Lederman, 2006). Meanwhile, Gibson (1977, 1966); Tucker and Ellis (2001) argued that
actions permitted by objects, termed affordances, play an important role in object repre-
sentation and perception. Therefore, the touching-based models are of significance in terms
of the possibility of uncovering how the brain acquires knowledge about objects and their
potential practical application values.
Despite the importance of touching-based computational models, there are far fewer such
models than vision-based models. Only a limited number of models investigate using tac-
tile exploration to acquire object representations (Gemici and Saxena, 2014; Natale et al.,
2004). For instance, in Natale et al. (2004), a neural network model was first trained to
learn haptic representations of objects through tactile exploration and then those obtained
representations were used for grasping. The model is established based on a clustering algo-
rithm and evaluated on a robot. In Gemici and Saxena (2014), a robot model was presented,
aimed at manipulating food objects. The robot involved in the model executed some actions
based on tools, such as knives, to perceive the object’s properties. Those obtained properties
were used in a supervised learning method for feature classifications, which were then used
for motion planning. The robot was showed to achieve a 93% success rate of preparing a
salad. In Natale and Torres-Jara (2006), a model based on haptic sensory information was
investigated for grasping objects without prior knowledge about their features. The model
was inspired by experimental results in psychology that exploration as well as manipulation
plays an indispensable role in guiding infant development. By adopting haptic and force
feedbacks, the model drove a robot to grasp objects. In Jamali et al. (2016), representations
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Table 2.1: Postulated links between structure-related knowledge about ob-
jects and exploratory procedures (Lederman and Klatzky, 1987).
Structure-related knowledge Exploratory procedures
Weight Unsupported holding
Volume Enclosure, contour following
Global shape Enclosure
Exact shape Contour following
of objects’ shapes were obtained via tactile exploration. Specifically, the touching-based
model investigated in Jamali et al. (2016) attempted to convert allowed-exploration posi-
tions on objects into a probability distribution of point clouds. Based on these point clouds,
a maximum likelihood shape of an object was then reconstructed. To represent the shape of
an object, in Martinez-Hernandez et al. (2013), a model was studied to explore the object via
touching based on the control technique as well as the probability methodology.
Therefore, representations of objects can be learned based on haptic sensory inputs and
those harvested representations can be used in robotics applications (Vàsquez and Perdereau,
2017; Sommer and Billard, 2016; Martins et al., 2017; Martinez-Hernandez et al., 2017;
Friedrich et al., 2018). Though the thesis focuses on learning representations of 3D objects
only based on touching sensations, we do not eliminate the importance of other sensations.
Actually, it is argued that multi-modal sensory information can contribute to obtaining a
more accurate representation of objects (Natale et al., 2004; Wolpert et al., 2011).
2.7 Limitations of Existing Touching-Based Models
As we can see from those touching-based models, most of them focus on deriving object
representations from point clouds (see e.g., Jamali et al., 2016; Martinez-Hernandez et al.,
2013). Possibly those models could be further extended to learn representations of 3D objects
based on touching sensory inputs. However, from our point of view, models based on cloud
points are not so biological plausible and very computationally expensive. In other words,
they are not as economical as that in human beings, who can use several exploration steps to
identify the shape of objects.
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2.8 A Hypothesis About How Human Agents Learn Shape
Representations Through Tactile Exploration
Rather than following in the steps of previous touching-based models that use point clouds,
in this thesis, we address the problem – learning representations of 3D objects via tactile
exploration – differently. Specifically, we assume that the process of human beings learning
representations of 3D objects via hands’ tactile exploration is computationally analogous to
that of us learning representations of environments via navigation. A secondary hypothesis is
that an important component of this navigation process is implemented by a general-purpose
sequence-learning device. We will introduce this idea in Section 3.1.
How the brain learns representations of environments from navigation has been exten-
sively studied and to our knowledge, this function of the brain is relatively well resolved
among many mysteries of the brain. It is found that the brain learns representations of al-
locentric environments via an individual’s egocentric navigation by encoding information in
several cells, such as place cells in the hippocampus (Burgess et al., 2000; Hartley et al.,
2000), grid cells in the entorhinal cortex (Moser et al., 2008) and boundary vector cells in
the subiculum (Lever et al., 2009). Klatzky (1998) provided a good discussion about this
function. We will review discoveries about how brains learn cognitive maps of environments
in Section 3.2, which lays a basis for our proposed models in the thesis.
We further explore the hypothesis Dar et al. (2018) that the process of human beings
learning representations of 3D objects via hand’s tactile exploration is computationally anal-
ogous to that of us learning representations of environments via navigation. Note that there
is no direct evidence to support the hypothesis. We simply don’t know much about the cir-
cuits in the parietal and premotor cortex responsible for learning 3D object representations
via haptic exploration (as we have reviewed in Section 2.1.2). Faced with this ignorance,
our approach is to hypothesize that this 3D learning uses a method that is similar in some
way to the method used by the hippocampus to learn 2D navigation environments, which
we will review in Section 3.2. This thesis explores this hypothesis from a purely computa-
tional perspective: a method based on hippocampal navigation can be adapted to learn about
the structure of 3D objects from haptic exploration. If the hypothesis is true, then it is one
neuroscientists might want to consider when investigating the parietal and premotor circuits
involved in haptic interaction with objects.
We certainly don’t want to claim that our models are already supported by what neu-
roscientists know about how agents learn about 3D objects using touch: as already noted,
neuroscientists don’t know much about how this process works. But we do want to suggest
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our model provides an interesting hypothesis about this process that neuroscientists could
now explore. Specific hypotheses for neuroscientists to test are discussed in Section 7.2.
A final point of clarification is that we don’t want to claim that 3D object representations
are learned in the hippocampus. Our hypothesis is that methods like those used in the hip-
pocampus to learn 2D environment representations are also used in the parietal and premotor
cortex to learn 3D object representations.
The block diagram suggesting how representations of objects are obtained via touching is
presented in Fig. 2.6. As shown in Fig. 2.6, to obtain knowledge about an object, the motor
controller sends a signal to command the motor system to perform canonical slip movements
(Lederman and Klatzky, 1987), which are used to explore the physical world (i.e., the object
from the perspective of computational models for learning object representations). Based
on the slip movements that are executed in tactile exploration, features of the object can be
gained and processed in the somatosensory cortex. The accumulated object-centered feature
information and the efferent copy of movements that are performed for tactile exploration
contribute to the object representations formed in the parietal cortex and premotor cortex.
We will explore this hypothesized mechanism by presenting computational models to learn
representations of 3D objects via tactile exploration in Chapters 4 and 5.
The idea that haptic exploration of objects is computationally analogous to whole-body
navigation is not mine: it was first proposed by Dar et al. (2018). The secondary hypothesis
that a sequence-learning device could be used in this process is also from Dar et al. (2018).
But Dar et al.’s work only began to investigate these two ideas, focussing mainly on tactile
exploration of a single surface of a 3D object, and considering a relatively small set of tactile
cues. In the thesis, we consider multi-surface object exploration and tactile cues more sys-
tematically, and pursue a range of issues not addressed by Dar et al. (2018), relating to object
asymmetries in the explored object (Chapter 4), tactile landmarks on the object (Chapter 4),
articulation of the hand (Chapter 5), and the utility of the acquired knowledge for reinforce-
ment learning tasks (Chapter 6). Thus, the thesis goes beyond Dar et al. (2018) in multiple
ways.
2.9 Summary
In this chapter, we have reviewed existing literature about how the brain represents objects in
the cognitive science, mainly concerning geometric, linguistic and semantic representations
of objects and the developmental order for representing objects. Afterward, the existing











Figure 2.6: Block diagram suggesting how the brain learns representations
of objects via touching.
been revisited, with their limitations pointed out. Then, the existing touching-based models
that also attempt to learn representations of objects have been reviewed together with their
drawbacks. Lastly, we have presented a new hypothesis about how human agents learn shape
representations of objects through tactile exploration, which is a foundation of the models
that we will present in ensuing chapters: Chapter 4, 5 and 6.
In the next chapter, we will present an in-depth discussion about the relationship between
object geometry and action sequences, which are used by an agent to navigate on the object.
Since we assume that the process of human beings learning 3D object representations via
hands’ tactile exploration is very computationally analogous to that of us learning environ-
ment representations via navigation, then we will revisit how the brain learns environment
representations. Afterward, a review of an unsupervised learning approach to find statistical
patterns in sequences will be presented.
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Chapter 3
Using Navigation Sequences to Learn
Object Geometries
In the previous chapter, we have reviewed the evidence of how the brain learns object repre-
sentations from the cognitive science perspective in Section 2.1, which indicates the signif-
icance of models learning object representations. Then we have reviewed existing compu-
tational models to learn object representations, which include the vision-based models and
touching-based models. In comparison with vision-based models of object representations,
there are not many touching-based models, especially those that use tactile exploration to
derive object representations. To fill this gap, a hypothesis about how human agents learn
shape representations of objects through tactile exploration has been proposed in Section 2.8,
which lays a basis for the models presented in the thesis.
To develop models for learning object representations via tactile exploration, in this chap-
ter, we will investigate how to use navigation sequences to learn about object geometries.
Specifically, in Section 3.1, we will illustrate a relationship between navigation sequences,
which are performed by an agent to navigate a 3D object, and geometries of the object. This
relationship lays a basis for our models that are presented in this thesis. As the process of
an agent’s effector ‘navigating’ a 3D object is assumed to be computationally analogous to
that of a self-contained agent exploring an environment, in Section 3.2, the navigation mech-
anism of how a mammalian agent learns a cognitive map of its local environment will be
reviewed. What’s more, since the models presented in this thesis to learn representations of
3D objects are based on a type of recurrent neural networks, the modified self-organizing
map (MSOM), we will explore it in Section 3.3.
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3.1 Navigation Sequences Constrained by Geometries
In this section, we show that geometries of objects constrain navigation sequences.
To illustrate the constraint on action sequences imposed by environment geometries, we
can refer to a 2D environment shown in Fig. 3.1(a). Say the navigating agent starts at loca-
tion L1 facing North, and executes the navigation action sequence ‘F!F!F!L!F!F’ to
reach location L2 (where ‘F’ and ‘L’ denote the movements of moving forward and turning
left, respectively). L2 is the only possible location that can be reached with this navigation
sequence: the geometry of the environment effectively maps this sequence to a particular
place in the environment. What’s more, when the navigating agent reaches L2, it cannot
move left again due to the boundary constraint of the specific environment.
Since navigation sequences that can be performed implicitly contain object geometry in-
formation, we have our central hypothesis: that a general-purpose sequence-learning device,
learning regularities in navigation movements, can therefore potentially be used to acquire
implicit information about object geometry. This hypothesis is a very parsimonious one, be-
cause general-purpose sequence-learning devices are implicated in many cognitive tasks (see
e.g. Elman, 1990, for a survey), and several sequence-learning circuits have been identified
in the brain (Dominey et al., 1995; Barone and Joseph, 1989). So it is reasonable to propose
that such a device was co-opted at some point in evolution for learning about objects. In the
case we will explore, we assume that the hand is a navigator, which can perform constrained
action sequences to explore 3D objects. The hand can detect which action was done based
on its ‘slip’ sensors and also can accumulate some perceptual information, such as the tex-
ture (Jones and Lederman, 2006). Note that under the assumption proposed in Section 1.3
that the hand is construed as an autonomous navigator, this slip information arrives in the
coordinate system of the hand: that is, in an ‘egocentric’ coordinate system, just like the
dead-reckoning information received by a navigating agent in a 2D environment (this will
be reviewed in the next section), which arrives in the form of reafferent motor commands
(Iacoboni et al., 2001).
The process of the hand (more accurately, the brain and hand) learning representations
of objects is very computationally analogous to that of an individual mammal learning rep-
resentations of environments.
For instance, regarding navigation in a 3D environment, assuming a navigating agent
starts in location L1 facing the D1 direction in Fig. 3.1(b), after moving directly forward,
it reaches location L2 facing the D2 direction. Then, the agent could reach location L3
















Figure 3.1: Geometrical descriptions of environments. (a) Geometrical
description of a 2D environment, where ‘L1’ and ‘L2’ denote two different
locations. (b) Geometrical description of a 3D cube, where ‘L1’, ‘L2’,
‘L3’ and ‘L4’ denote four different locations, and ‘D1’ and ‘D2’ denote
the direction.
However, the agent cannot move directly forward again since it causes the agent to be off the
surface of the 3D object. Under the assumption that the agent keeps in contact with the object
during the exploration process (which will be declared in Section 4.1), this action sequence
is not allowed by the environment’s boundary. This particular action sequence might be
permitted by other 3D environments, such as a large 3D environment. Thus, different object
topographies support different exploration action sequences and particular constrained action
sequences implicitly contain object geometry information.
However, without performing orientational movements, starting from L2 facing the D2
direction, after moving forward over the edge to reach L3, moving left over the edge to reach
L4 and moving back over the edge to go to L2, the agent is back in its starting location – but
importantly, it is now facing a different direction than it did when it started. This highlights
an important geometrical property of navigation in 3D space – the ‘non-commutativity of
rotations’ (a good discussion is given in Jeffery et al. (2015)). The key point about this
property is that our navigating agent needs the ability to rotate in its current plane, as well
as to translate, to make the task of returning to a given state tractable. Therefore, concerning
the agent that is employed in our models to learn representations of 3D objects, it can not
only perform translating movements, which result in position changes of the agent, but also
orientating movements, which lead to orientation changes of the agent.
In the thesis, we attempt to use a sequence-learning device to build up models to learn
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geometrical representations of 3D objects via tactile exploration. However, we are not ex-
pecting the model to learn anything like what a person would think of as a ‘geometrical
representation of an object’. We are also not expecting that our model can reconstruct object
geometries. A person (e.g., a mathematician) might think of a structure in a 3D Cartesian
space, perhaps a mesh, or a set of planes. We are not expecting our model to learn that. We
are expecting our model to let the agent behave sensibly on a 3D object – in particular, to
know how to move around on the object. To learn this, the agent needs to implicitly represent
the object’s geometry – including different possible locations of the agent on the object. This
is a matter of learning the object’s affordances, rather than learning explicit representations
of the kind used by mathematicians and also the kind used in many computer vision systems.
3.1.1 Some Potential Objections
Since navigation sequences that are performed on an object implicitly contain object geom-
etry information, we have our hypothesis: that a general-purpose sequence-learning device,
learning regularities in navigation movements, can therefore potentially be used to acquire
implicit information about object geometry. There are some potential objections to the hy-
pothesis.
The main objection is that navigation sequences don’t fully specify the geometry of an
object. Multiple navigation sequences are possible on any given object: but it’s the same
object in each case. A related objection is that different locations on the object can allow the
same navigation sequence, and thus we might not be able to use the navigation movement to
acquire implicit information about object geometry.
In response to these objections, a few points can be made.
• Firstly, we are not expecting the model to learn anything like what a person would think
of as a ‘geometrical representation of an object’ (e.g., a mathematician might think of
the representation as a structure in a 3D Cartesian space). Instead, we are expecting
our model to learn how to move around on the object (i.e., the object’s affordances),
which implicitly represents the object’s geometry.
• Secondly, we don’t need to constrain the agent absolutely in order to have the MSOM
encode different locations. For instance, from a given starting point on a cube, if the
agent is able to make 3 different moves, and get to 3 new locations, each of these new
states will be associated with a different MSOM activity pattern.
• Thirdly, we note that different navigation sequences around a given surface will yield
different MSOM activity patterns. But we don’t want to claim that each location on the
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cube should be represented by one unique MSOM activity pattern. This isn’t true of
the majority of hippocampal place cells (such as the retrospective / prospective coding
in place cells that are reviewed in the next section), and it’s not true of our model
either. Of course, we don’t want arbitrarily many MSOM patterns representing any
given location. But we expect that there are regularities in the way agents interact
with objects: for instance, a person picks up a book, opens a book, turns over a book,
in certain learned, practiced ways, not in arbitrary ways. Our model assumes that
the agent learns certain ways of interacting with an object (i.e., the ‘affordances’ of
objects), so that some sequences are commonly used, and others are not.
3.2 Literature Review: Navigation in Brains
As we have seen in Section 2.6, most existing touching-based models are constructed to learn
object representations through point clouds. Instead, we intend to develop models to learn
representations of 3D objects via tactile exploration in an analogous way to that of a mammal
learning representations of environments through navigation. Note that such navigation is a
relatively well-investigated area among most of brain researches. To lay a basis for our
further discussion about our proposed computational models for learning representations
of 3D objects, we review how the brain learns representations (or cognitive maps) of 2D
environments through whole-agent navigation in this section.
3.2.1 Path Integration
The dominant view of navigation in humans and other species is that there are two dis-
tinct means of keeping track of position and orientation during travel: path integration and
landmark-based navigation (Gallistel, 1990; Loomis et al., 2001). We explore the path inte-
gration in this section and address the landmark-based navigation in the next section.
Path integration refers to one form of navigation in which agent’s egocentric locomotions
are used to estimate its current position and/or orientation with respect to the origin in an
allocentric environment (McNaughton et al., 1991, 2006; Loomis et al., 1999; Etienne and
Jeffery, 2004; Collett and Graham, 2004; Seelig and Jayaraman, 2015; Stringer et al., 2002;
Loomis et al., 1993; Samsonovich and McNaughton, 1997). A range of species are shown to
be capable of taking advantage of path integration for navigation in environments (Loomis
et al., 2001; Wehner and Wehner, 1986; Etienne et al., 1988; Séguinot et al., 1993), such as
the dog (Séguinot et al., 1998), the spider (Mittelstaedt, 1985) and the rat (Benhamou, 1997).
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For instance, in Benhamou (1997), swimming rats showed the ability to return to the origin
based on path integration in water maze experiments.
This process (i.e., path integration) of a mammal acquiring representations of environ-
ments through locomotion exploration is found to involve the hippocampal region, in partic-
ular the system of place cells (such as those in CA1 and CA3 (Ito et al., 2015)) and grid cells
in the hippocampus and entorhinal cortex (Moser et al., 2008; Etienne and Jeffery, 2004;
Frank et al., 2000; Fyhn et al., 2004; Hori et al., 2003; Ekstrom et al., 2003). A place cell’s
circuit receives information about the agent’s locomotion movements (O’Keefe and Dostro-
vsky, 1971; Yartsev and Ulanovsky, 2013), and also perceptual information about the current
environment, derived from vision (and olfaction in rats; see e.g. McNaughton et al., 2006).
Through these egocentric inputs, it learns an allocentric representation of the local envi-
ronment (Klatzky, 1998; Vidal et al., 2004; Holdstock et al., 2000; Gramann et al., 2010).
For example, as shown in Fig. 3.2, the exploring agent (i.e., a rat in that figure) can use its
egocentric inputs to build up an allocentric representation of its environment. Even though
the exploring agent’s movements are defined in an ‘egocentric’ reference frame, as are the
perceptual stimuli it receives, the hippocampus can derive from this egocentric information
an ‘allocentric’ or ‘environment-centered’ representation of its location in the environment
(Ferbinteanu and Shapiro, 2003; Ito et al., 2015). It is worth pointing out that apart from
the hippocampal place cells, grid cells, border cells, head-direction cells, speed cells and
object cells are also involved in navigation, which contributes to forming accurate mental
representations of environments (Moser et al., 2008, 2015; Høydal et al., 2019).
Regarding properties of path integration, it is found that particular hippocampal place
cells fire when an animal is in a specific location within an environment, which is called a
‘place field’ (Moser et al., 2008, 2015; Eichenbaum et al., 1999). Loomis et al. (2001) found
that there are no significant differences for blind and sighted people in path integration abil-
ity. They also found that optic flow (i.e., vision percept) weakly affects the path integration
process based on an experiment, in which optic flow information and locomotion were ma-
nipulated. Moreover, it was reported in Ferbinteanu and Shapiro (2003) that place-related
information of the past, the present and the future are encoded in the hippocampal place cells.
That means the hippocampal place cells show the retrospective and prospective trajectory-
dependent firing properties (Ito et al., 2015; Ferbinteanu and Shapiro, 2003; Catanese et al.,
2014). What’s more, Ito et al. (2015) reported that hippocampal place cells that show the
trajectory-dependent firing property excite more significantly in CA1 than in CA3. For in-
stance, regarding the retrospective property of trajectory-dependent firing, as shown in Fig.
3.3, as a rat reaches the same red disk from different running directions (i.e., the left and
40
Figure 3.2: An agent (here a rat) exploring the environment can use its
egocentric (internal) observations to build up a model of the allocentric
environment (Jayakumar et al., 2019). Permission of reproducing the fig-
ure in Jayakumar et al. (2019) has been requested.
the right direction denoted in the figure), different hippocampal place cells especially those
in CA1 fire. Furthermore, Ito et al. (2015) suggested that the circuit between the medial
prefrontal cortex (mPFC) and hippocampus via a relay station in the thalamus is crucial for
the goal-directed navigation.
3.2.2 Landmark-Based Navigation
As shown above, an animal can use egocentric locomotions to derive an allocentric represen-
tation of an environment through path integration. This derived allocentric representation of
an environment is used to estimate the agent’s location and orientation in the environment.
However, with the pure locomotion information employed in path integration, the estima-
tion has been observed with some errors (Loomis et al., 2001). Actually, environments in
the real world that we navigate in generally contain a range of objects and irregular ge-
ometries, which could offer some beneficial assistance for navigation. This is demonstrated
by the finding that apart from path integration, landmark-based navigation is also closely
involved in forming representations of environments (Gallistel, 1990; Collett and Graham,
2004; Etienne et al., 1996; Knierim et al., 1995; Seelig and Jayaraman, 2015; McNaughton
et al., 1991; Foo et al., 2005; Jayakumar et al., 2019). With favorable assistance provided by
landmarks in environments, the agent can estimate its current position and orientation more
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Figure 3.3: An environment of a T-maze used for a continuous alternation
task shown in Ito et al. (2015), where the red disk denotes food reward and
arrows denotes running directions. Permission of reproducing the figure
has been obtained.
accurately than through path integration alone (Loomis et al., 2001; Gallistel, 1990). Objects
in environments can serve as landmarks for navigation (Chan et al., 2012).
There is a range of evidence showing that landmarks are beneficially used in navigation
(Collett et al., 1986; Biegler and Morris, 1993; Loomis et al., 2001; Connor and Knierim,
2017). For example, animals were found to be capable of computing distance and orientation
to landmarks in environments and exploiting landmarks in environments as guidance for nav-
igation (Collett et al., 1986; Biegler and Morris, 1993). Stemmler et al. (2015); Burgess et al.
(2000) suggested that the animals can use the allocentric representations of landmarks in en-
vironments to derive trajectories leading to the goal. What’s more, in Ekstrom et al. (2003),
it reported that cells in the parahippocampal region respond to views of specific landmarks
and cells in the frontal and temporal lobes respond to navigational goals. Recently, in Høydal
et al. (2019), many medial entorhinal cortex (MEC) neurons in the rat named ‘object-vector
cells’ were found to discharge selectively at specific distances and directions from landmarks
(i.e., objects in Høydal et al. (2019)). These object-vector cells fired regardless of the ob-
ject’s location, identity and size. Furthermore, the object-vector-cells’ discharging behavior
was observed no matter whether the object was inside of the environment or attached to the
boundaries of the environment.
42
3.3 Literature Review: Self Organizing Map (SOM)
As we stated in Section 3.1, the central hypothesis in this thesis is that a general-purpose
sequence-learning device, learning regularities in navigation movements, can potentially be
used to acquire information about object geometry. Since our models that are presented in
the thesis to learn representations of 3D objects are built based on a recurrent self-organizing
map (SOM), in this section, we introduce the SOM as well as its recurrent variants.
3.3.1 Regular SOM
Inspired from the biological observation that some information is topologically processed in
brains, the SOM was developed by Kohonen (Kohonen, 1982). A SOM is an unsupervised
learning device that learns regularities in its input patterns, and represents these in its com-
ponent units. It performs a kind of clustering operation, projecting inputs into a space of
learned clusters or categories. Typically, a SOM’s units/neurons are arranged in a 2D map.
The learning algorithm creates a map-like structure: that is, units that are close represent
similar inputs patterns (Kohonen, 1982, 1993, 1997, 1998, 2013). It is worth pointing out
that SOMs are normally 2D because they are taken to represent the layout of neurons in the
cortex, which is at some level of approximation a 2D sheet. Here we do not argue the cortex
is 2D. The cortex is actually 3D, but neurons at different ‘depths’ have different functions,
so it’s not homogeneous in this depth dimension.
Specifically, with regard to a regular SOM, which is illustrated in Fig. 3.4, neurons
are distributed in a 2D map M 2 Rn⇥n. All neurons are connected with its input pattern
x(t) 2 Rm via adjustable weights wi, i = 1, 2, . . . n2. Regarding an input pattern, by taking
a competition process based on a defined distance discriminant function, a best matching
unit (BMU) bmu(x(t)) is found, which aims to represent this particular input pattern. Then,
corresponding BMU bmu(x(t)) and neighbouring neurons of bmu(x(t)) that are selected by
a time-varying monotonically decreasing neighbourhood function h(i, bmu(x(t)))(t) excite
to respond to the current input pattern. The weights of all excited neurons are updated to
be more responsive for this particular input pattern. The description of SOM is shown in
Algorithm 1 (for details about SOM, please see Kohonen, 1982, 1993, 1998). After finishing
training, the map M comes to represent the frequently occurring patterns involved in the
inputs (Kohonen, 1982).
After this groundbreaking work, SOMs have found a variety of applications in many
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Figure 3.4: Diagram illustrating the structure of a SOM.
Algorithm 1: Description of the SOM algorithm.
Input: Input data x(t) 2 Rm
1 Randomly initialise all weights wi 2 Rm, i = 1, 2, . . . n2;
2 while feature map is not convergent do
3 Sampling: draw sample input x(t) 2 Rm;
4 Competition: find best matching unit (BMU):
bmu(x(t)) = argmin
i
kx(t)  wik, i = 1, 2, . . . n2;
5 Cooperation: select BMU bmu(x(t))and its neighbouring neurons based on
time-varying monotonically decreasing neighbourhood function
h(i, bmu(x(t)))(t);
6 Adaptation: update weights of all selected neurons:
wi(t+ 1) = wi(t) + ⌘(t)h(i, bmu(x(t)))(t)(x(t)  wi(t)),
where ⌘(t) is a time-varying monotonically decreasing learning rate function.
end
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domains (Ritter et al., 1992; Haykin, 1994; Yin, 2008b)1, such as dimension reduction (Yin,
2008a, 2002), stock prediction (Afolabi and Olude, 2007; Sugunsil and Somhom, 2009), data
mining (Kaski, 1997) and manipulator control (Leoni et al., 1998). For example, Kohonen
(1997) presented a WEBSOM to perform text mining. Specifically, the WEBSOM was a
two-level architecture: the first level was to form a word category map, which was trained
to learn representing relationships among words based upon their averaged contexts; and
the second level was to construct a document map, which was to identify similarities of
documents by the word category histogram obtained in the first level. Finally, documents
discussing similar topics were shown in neighboring SOM neurons in the document map.
Kaski et al. further explored the usage of WEBSOM to address document mining (Kaski
et al., 1998).
3.3.2 Modified SOM (MSOM)
Though the effectiveness of SOMs has been demonstrated for representing the frequently
occurring patterns involved in the inputs, many real data incorporate sequential patterns
(Kröse and Eecen, 1995; Aloysius and Binu, 2013; Tax et al., 2018). The regular SOM shown
in Algorithm 1 cannot address sequences since it does not consider the context information
of the input pattern. Meanwhile, constraints are common in sequences (Pei et al., 2007),
which further indicates the SOM’s limitations.
Therefore, to deal with sequences, recurrent SOMs were developed (Varsta et al., 2001;
Hammer et al., 2004; Voegtlin, 2002), which not only respond to what is the current input but
also when this input happens. For example, Chappell and Taylor (1993) presented a temporal
Kohonen map called TKM to deal with sequential patterns and the context information was
considered in the distance function. In Koskela et al. (1998), a recurrent SOM was developed
for the temporal sequence processing, which showed its effectiveness for EEG data analysis.
Different from other recurrent SOMs that implicitly take into account the context in-
formation (Chappell and Taylor, 1993; Koskela et al., 1998), Strickert and Hammer (2005)
presented a merge/modified self-organizing map (MSOM), which explicitly deals with the
context information. In an MSOM, apart from the current input pattern, the context infor-
mation also contributes to learning the representation. To explicitly deal with the context
information, each neuron in an MSOM has two types of weights: one is the regular weight
which responds to the current input pattern (i.e., ‘what’) as the regular SOM, and the other is
1For some visualizations and explanations about SOM dealing with different types of datasets, please re-
fer to our report https://altitude.otago.ac.nz/latex/som_report/blob/master/som_
report.pdf based on the (Vettigli, 2013).
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the context weight, which takes care of the context of the current input pattern (i.e., ‘when’).
The structure of an MSOM is shown in Fig. 3.5. After training, neurons in an MSOM come
to represent frequently occurring sequences of the patterns presented on its inputs, which is
different from the SOM that learns frequently occurring patterns. Since its inception, the
MSOM has found applications in learning spatio-temporal representations (see e.g., Parisi
et al., 2018; Dar et al., 2018; Yan et al., 2018a,c). For instance, Takac and Knott (2015)
presented an MSOM-based computational model for simulating episodic memory.
Specifically, assuming an input pattern x(t) 2 Rm at time instance t, the activity of
neuron i of an MSOM M 2 Rn⇥n at that time instance t is defined as
ai(t) = exp( ⌘di(t)), (3.1)
where i 2 1, 2, · · · , n2, ⌘ > 0 is a design parameter, and di(t) is a distance function, which is
defined as a weighted sum of two parts. The first part is kx(t)  wi(t)k22 with k·k2 denoting
the 2-norm of a matrix or vector, which is to evaluate the distance between the input x(t)
and the regular weight wi(t) of neuron i; and the second part is kc(t)  ci(t)k22, which is
to evaluate the distance between the context weight c(t) for the map M at time instance t
and the individual context weight ci(t) of neuron i. By introducing a context weight factor
⇠ 2 (0, 1) to adjust the effect of such two parts on di(t), the distance function di(t) is
formulated as
di(t) = (1  ⇠)kx(t)  wi(t)k22 + ⇠kc(t)  ci(t)k22, (3.2)
where ⇠ 2 (0, 1). The context weight c(t) for the map M in equation (3.2) is defined as
c(t) = (1  )wbmu(x(t 1))(t  1) + cbmu(x(t 1))(t  1), (3.3)
where  2 (0, 1), and wbmu(x(t 1))(t 1) and cbmu(x(t 1))(t 1) denote the regular weight and
context weight of the neuron in MSOM with the maximal activity at previous time instance
t   1, respectively, and the design parameter  2 (0, 1). By norming the activities of all





which denotes the activity probability of neuron i for the current input at time instance t.
With regard to each time instance, all neurons in the MSOM have an activity that is calculated
by equation (3.1). We term the activity probability of all neurons in the MSOM that is
calculated by equation (3.4) as activity pattern. Based on the distance function shown in
equation (3.2), the BMU bmu(x(t)) can be determined by
bmu(x(t)) = argmin
i
(1  ⇠)kx(t)  wi(t)k22 + ⇠kc(t)  ci(t)k22. (3.5)
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Figure 3.5: Diagram illustrating the structure of an MSOM.
As we can see from equation (3.5), the context weight factor ⇠ 2 (0, 1) determines the
influence of the current input x(t) and its context c(t) on BMU bmu(x(t)). For instance, if
⇠ = 0, then the recurrent MSOM reduces to a regular SOM. In this case, the MSOM cannot
remember any temporal information: that is the length of the sequence that is able to be
addressed by this MSOM is 0. If ⇠ ! 1, then this MSOM pays more attention to the context
information.
During training, the regular weight wi(t) is updated as
wi(t+ 1) = wi(t) + l(t)h(i, bmu(x(t)))(t)(x(t)  wi(t)), (3.6)
and the individual context weight ci(t) is changed as
ci(t+ 1) = ci(t) + l(t)h(i, bmu(x(t)))(t)(c(t)  ci(t)), (3.7)
where l(t) and h(i, bmu(x(t)))(t) are a time-varying decreasing learning rate function and
neighbourhood function respectively, with bmu(x(t)) denoting the index of the neuron in
MSOM with the maximal activity for the current input x(t). At the beginning of training,
the regular weight wi(0) is generally initialized to random numbers between 0 and 1, and the
context weight ci(0) = 0. Owing to the added previous state context information, which is il-
lustrated in Fig. 3.6, the MSOM finally comes to learn frequently occurring input sequences,
which is different from the regular SOM learning the frequently occurring input patterns.
The process of MSOM algorithm is presented in Algorithm 2 (for more discussions about
MSOM, please see Strickert and Hammer, 2005; Dar et al., 2018; Takac and Knott, 2015;
Yan et al., 2018d,a,b).
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Figure 3.6: Diagram illustrating the temporal information considered in
an MSOM.
Algorithm 2: Description of the MSOM algorithm.
Input: Input data x(t) 2 Rm
1 Randomly initialize all m-dimensional regular weights wi(0) 2 (0, 1) and set all
context weights ci(0) = 0 2 Rm, i = 1, 2, . . . n2;
2 while feature map is not convergent do
3 Sampling: draw sample input x(t) 2 Rm;
4 Competition: find BMU based on a distance discriminant function:
bmu(x(t)) = argmin
i
(1  ⇠)kx(t)  wi(t)k22 + ⇠kc(t)  ci(t)k22,
where c(t) = (1  )wbmu(x(t 1))(t  1) + cbmu(x(t 1))(t  1), ⇠ 2 (0, 1)
 2 (0, 1);
5 Cooperation: select BMU bmu(x(t)) and its neighbouring neurons based on
time-varying monotonically decreasing neighbourhood function
h(i, bmu(x(t)))(t);
6 Adaptation: update regular weights and context weights of all selected neurons:
wi(t+ 1) = wi(t) + l(t)h(i, bmu(x(t)))(t)(x(t)  wi(t)),
ci(t+ 1) = ci(t) + l(t)h(i, bmu(x(t)))(t)(c(t)  ci(t)),
where l(t) is a time-varying decreasing learning rate function.
end
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The MSOM not only takes into account the current input but also considers the context
of the current input. This property suggests that the MSOM might be a potential device for
simulating the trajectory-dependent hippocampal place cells for representing environments.
Finally, we intend to examine whether the parietal cortex has circuitry which could imple-
ment the MSOM. SOMs are a reasonable high-level model of cortex (see e.g. Ritter et al.,
1992; Kohonen, 1993; Adesnik et al., 2012; Kohonen, 1982; Grossberg and Pilly, 2012);
and there are various recurrent loops involving parietal cortex which could implement the
recurrent component of an MSOM - for instance, the corticostriatal loops of Alexander et al.
(1986). Considering the (potential) biological-plausibility of MSOM as well as its ability to
deal with sequences, we will explore how to build up neural network models to learn repre-
sentations of 3D objects based on movements and tactile percepts in the ensuing chapters.
3.4 Why Use an MSOM as Our Sequence Learner?
The models proposed in this thesis use the MSOM network for sequence learning as a plat-
form. However, other recurrent neural networks, such as long-short term memory (LSTM)
(Hochreiter and Schmidhuber, 1997; Fleer et al., 2020), or more recent transformer models
(Devlin et al., 2018; Liu et al., 2019), could certainly also have been employed. The main
reasons why we use the MSOM to build up our models in the thesis are summarized as
follows.
• At the time we made the decision to construct our models, there was great uncertainty
about whether the backpropagation algorithm is implemented in the brain (though re-
cently, Lillicrap et al. (2020) provides some support for the backpropagation algo-
rithm). Relatively speaking, the Hebbian learning that the MSOM uses gained more
support (Brown et al., 1990; Munakata and Pfaffly, 2004; Mazzoni et al., 1991; Kelso
et al., 1986).
• MSOM is simple and easy to train, and enough to implement a proof-of-concept. Our
subsequent hypothesis is that a sequence learner can be employed to learn about object
affordances from tactile exploration. The particular neural architecture chosen does
not change this hypothesis.
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3.5 Summary
In this chapter, we have explained the constraint relationship between navigation sequences
and object geometries in Section 3.1, which is a foundation of the models proposed in this
thesis. Then, since we assume that the process of the hand learning representations of 3D
objects is very analogous to that of a mammal learning representations of environments, how
brains create a cognitive map of an environment has been reviewed in Section 3.2. What’s
more, SOMs together with the recurrent variant MSOM, which is used in our developed
models in the thesis, have been revisited in Section 3.3.
In the next chapter, we will configure an MSOM to be a neural network model to learn
representations of 3D objects based on an unarticulated agent’s navigation movements. Statis-
tics analysis of the model when learning representations of a 3D cube and cuboid will be
presented to indicate its learning performance. Then the effects of object asymmetries and




Representations of 3D Objects via an
Unarticulated Agent
In Chapter 2, we have reviewed the evidence on how brains learn representations of 3D
objects from the cognitive science perspective. Then we have surveyed two main types of
existing models to learn representations of objects: the vision-based and the touching-based
models. Limitations of existing models based on such two sensory modalities have also been
pointed out. Then in Chapter 3, we have argued that geometries of objects constrain naviga-
tion sequences that are permitted for an agent to perform. As a result, we have framed our
central hypothesis: that a general-purpose sequence-learning device, learning regularities
in navigation movements, can therefore potentially be used to acquire implicit information
about object geometry. Afterward, we have reviewed results showing the process of an
individual learning representations of environments, which is assumed to be very compu-
tationally analogous to that of the hand learning representations of objects through tactile
exploration. We have also introduced the modified self-organizing map (MSOM) architec-
ture, as a general sequence-learning method.
With the background knowledge provided in the previous two chapters, in this chapter,
we will first show how the allocentric representation could be gleaned via an agent’s egocen-
tric movements in Section 4.1. Afterward, in Section 4.2, we will examine the potential of
MSOM to be a device for learning representations of 2D environments based on an experi-
ment. Then, geometric descriptions of a cube and the actions that are permitted by the cube
will be studied in Section 4.3. In Section 4.4, we will extend the MSOM for 2D navigation
to allow navigation of this cube, by adding a mechanism for ‘transitioning’ from one 2D
surface of the cube to another, and for recording such transitions. In Section 4.5, we will
introduce some metrics for evaluating how much this model ‘knows’ about its location on
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the object it is exploring.
In the remainder of the chapter, we will introduce and evaluate a succession of 3D navi-
gation models, starting with a basic one, that only learns a small amount about the structure
of the navigated object, and progressively adding features that enable it to learn more. We
begin in Section 4.6, by discussing what the MSOM model can learn about its location if all
it knows about are an unarticulated agent’s movements. The movements consist of those per-
formed on one surface (that is, translating-directly movements and orientational movements)
and those that translate over the edge, which indicate that the agent has ‘transitioned’ to a
new surface of the cube. In Section 4.7, we will consider whether the model can learn more
about its location if it is exploring an asymmetric cuboid, rather than a symmetrical cube. In
Section 4.8, we will consider how much more the model can learn about its location if the
cube (or cuboid) contains tactile landmarks, that distinctively identify certain locations.
It is useful to compare the work presented here to the earlier work of Dar et al. (2018).
The model of 2D navigation we introduce in Section 4.2 is roughly comparable to the model
introduced by Dar et al. (2018). The model of 3D navigation extends this model by adding
movements that ‘transition’ from one surface of a cube to another. We also extend the eval-
uation metrics Dar et al. used in their model, adding two new ones (Geodesic distance and
Uniqueness rate) and introducing four new reconstruction accuracy criteria (Ptop2, Ptop4, Ptop8
and Ptop16). The investigations about object asymmetries and tactile landmarks in Sections
4.7 and 4.8 also go beyond the study of Dar et al. (2018), as do the models of hand articula-
tion and reinforcement learning introduced in subsequent chapters.
4.1 Allocentric Representation via Egocentric Movements
In the previous chapter (specifically, in Section 3.1), we explained that navigation sequences
that an agent is allowed to perform are constrained by geometries of objects. Furthermore,
we pointed out starting from one location of the agent, a specific navigation sequence only
leads to and corresponds to one location. In this section, we explore how to take advantage
of the implicit constraint relationship between navigation sequences and object geometries
to learn allocentric representations via egocentric movements.
The models presented in this thesis derive from one particular intuition — namely that the
process of exploring an object using a hand is computationally very analogous to the process
whereby a freely moving agent explores its two-dimensional environment. We assume
• the hand is a ‘navigating agent’, which can execute various kinds of movements in its
own coordinate system and explore the spatial information of the navigated environ-
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ment. Through abstracting away from the arm actions that produce these movements,
the hand is construed as an autonomous navigator.
• the hand has the ‘slip’ sensation (Lederman and Klatzky, 1987; Jones and Lederman,
2006), which provides the hand an ability to identify which movement that it just
performed. It can also receive various perceptual inputs about the form of the object,
through the sense of touch: it can sense edges, and other surface features of the object
(e.g., textures).
• the hand moves on surfaces of the object and remains in contact with the object during
the whole exploration process. As shown in Table 4.1, when the hand explores an
object, there are four relative moving relationships between the object and hand. In
this thesis, though our models could be extended to deal with other situations, for
simplicity, we assume the hand moves on the object while the object keeps stationary.
Table 4.1: Relative moving relationships between the object and hand
when the hand explores an object. In this thesis, we assume the hand
moves on the object while the object keeps stationary. This relationship is
highlighted in gray.





In the thesis, we focus on the situation where this navigating agent (i.e., hand) is explor-
ing the environment of a 3D object. In this case, it receives various perceptual inputs about
the form of the object through the sense of touch. Note that information about the agent’s
movements and perceptual cues arrive in an egocentric reference frame. We then envisage a
circuit, analogous to the place cells circuit, that takes hand-centered representations of hand
movements and object features, and learns an ‘allocentric’ (i.e., object-centered) representa-
tion of the object being explored by the navigator. For instance, as shown in Fig. 4.1, the
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Figure 4.1: An agent (here a snail) exploring with only tactile feedback
can use its egocentric (blue axes) observations to build up a model of its
environment in an allocentric (external, red axes) frame.
exploring agent (i.e., a snail in that figure) can use its egocentric inputs to build up an allo-
centric representation of its environment. Therefore, in the thesis, we aim to develop neural
network models to learn 3D object representations via the agent’s tactile exploration. As
reviewed in Section 2.1.2 and Section 2.5, the circuit that learns 3D object representations
via touching does exist in the brain. Specifically, the parietal cortex and premotor cortex are
related to the circuit (Behrmann and Tipper, 1994; Murata et al., 1997; Roland et al., 1998).
However, we don’t know much about the nature of the parietal/premotor circuit that learns
about 3D object representations through touching. My thesis will suggest a hypothesis about
this circuit.
4.2 MSOM for 2D Navigation
Though brains are known to be able to acquire representations of objects via hand’s tactile
exploration (Lederman and Klatzky, 1987; Jones and Lederman, 2006), it is not yet under-
stood how this is done. However, as a starting point, we can consider models of the 2D place
cells system, which is the most studied and best understood structure in the brain (Dar et al.,
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2018; Grossberg and Pilly, 2012). The place cells model we will adopt is one that uses a
general sequence-learning device MSOM (Strickert and Hammer, 2005). Note that we are
not suggesting that hippocampal place cells are involved in haptic object exploration; there
is good evidence that object representations derived from touch are developed in the parietal
cortex (Chafee et al., 2007; Uchimura et al., 2015). However, we suggest that the parietal
circuitry for learning haptic object representations might be isomorphic in some way to the
hippocampal circuitry for learning 2D environment representations. Based on this assump-
tion, we investigate what allocentric information about object geometry can be provided by
constraints on hand navigation movements and by perceptual information.
Being a sequence-learning device, an MSOM can use different units to represent differ-
ent components in a sequence. Regarding the situation where a navigator runs in an envi-
ronment with a specified movement sequence, the MSOM might associate different activity
patterns with different places in the environment. What’s more, as we have shown in Sec-
tion 3.2.1, the hippocampal place cells, especially those in CA1, show trajectory-dependent
firing patterns, which consist of retrospective and prospective components (Ito et al., 2015).
Regarding the retrospective place cells, they consider not only the agent’s current state but
also the historical trajectory, which leads to the current state.
Here we present a simple experiment to show how the MSOM works as a sequence
learner for a 2D environment. In the experiment, a navigator explores a specified 2D envi-
ronment with pre-defined cyclical movement sequences. The particular 2D environment is
presented in Fig. 4.2(a), which is to simulate the environment shown in Fig. 3.3. In Fig.
4.2(a), the black triangle denotes a navigator, which acts as the rat shown in Ito et al. (2015).
The navigator is to learn representation of such a 2D environment through navigation se-
quences, which are constrained by the environment. Though the navigator can find possible
action sequences which are allowed to explore the environment through trials, here we as-
sume it navigates such an environment in an alternate left and right loop, as shown in Fig.
4.2(a). Specifically, the navigator firstly performs ‘F ! F ! L ! F ! L ! F ! F ! L
! F! L’ to complete the left loop and go back to the starting position (where ‘F’ and ‘L’
denote the movements of moving forward and turning left respectively), and then executes
‘F ! F ! R ! F ! R ! F ! F ! R ! F ! R’ to finish the right loop and reach the
starting position (where ‘R’ denote the movement of turning right). The navigator cyclically
performs the navigation in an alternate left and right loop.
We construct a 10⇥ 10 2D MSOM, in which the involved design parameters are ⇠ = 0.5
and  = 0.5. The MSOM is trained by movements performed by the navigator to explore
the specified 2D environment shown in Fig. 4.2(a). Stable MSOM hits after some training
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(a) (b)
Figure 4.2: Stable MSOM hits after some training phases of movements
performed by a navigator for exploring a specified 2D environment in an
alternate left and right loop. (a) A specified 2D environment, with the
black triangle representing a navigator and the navigator orienting toward
the hypotenuse of the triangle (i.e., the navigator facing up), the white and
red squares standing for open locations and boundaries respectively, and
the red and blue solid line representing the left and right loop respectively.
(b) Stable MSOM hits after some training phases of the movements per-
formed by the navigator, where the MSOM is with ⇠ = 0.5 and  = 0.5,
the black squares on the grid represent MSOM units that are winners at
some point during this process, and the white squares represent MSOM
units that are never winners.
phases of the movements performed by the navigator are shown in Fig. 4.2(b). As shown
in Fig. 4.2(b), though the MSOM is trained by a sequence of actions, which has more than
20 movements and consists of three types (moving forward, turning left and turning right), it
only uses 20 winners over the learning process. Each unit in those 20 winners stands for one
unique component in the sequence. Thus, the MSOM is shown to be able to learn sequential
patterns in the navigation movements for this 2D environment. In the rest of the thesis, we
will extend this model to learn implicit spatial represenations in more complex tasks.
4.3 Representation of A Simple Cuboid Shape
One relevant work to this thesis is Dar et al. (2018), which is mainly concerned with 2D
navigation. In this thesis, we aim to develop neural network models to learn representations













Figure 4.3: Geometrical description of a 2⇥2⇥2 cube whose length, width
and height are 2 units. (a) Lateral view of the cube where the locations on
different surfaces are represented as different numbers, such as a location
on surface ‘1’ is represented as 1 in the figure. (b) Unfolded view of
the cube, where the boundary between two surfaces is denoted by ‘B’
appended with such two surface numbers.
model’s learning ability, we construct a cube for agent’s tactile exploration, whose length,
width and height are 2 units. The cube’s geometrical description is shown in Fig. 4.3. We
assume the cube’s surface is discretized as grids for the agent’s navigation. In total, there are
24 locations on the cube.
Regarding the 2 ⇥ 2 ⇥ 2 cube, there are some kinds of actions that are allowed by the
agent to perform for exploration, which include translating-directly movements (translating
forward directly, translating left directly, translating right directly and translating backward
directly), translating-over-the-edge movements (translating forward over the edge, translat-
ing left over the edge, translating right over the edge and translating backward over the edge)
and orientating movements (orientating clockwise and orientating anticlockwise).
However, with respect to one allocentric location on the cube, not all those movements
are allowed to be executed by the agent under the assumption that the agent has to keep
contact with the object in order to acquire knowledge about the object. For example, with
regard to a cube shown in Fig. 4.4, when the navigating agent is in location L1 facing to
the right (i.e., towards L2), it can translate directly forward (i.e., can perform the translating-
directly-forward movement) to reach location L2 while it cannot translate forward over the
edge (i.e., cannot perform the translating-forward-over-the-edge movement). In contrast,





Figure 4.4: Geometrical description of a cube shown in Fig. 4.3, where
‘L1’, ‘L2’ and ‘L3’ denote three different locations.
can translate forward over the edge to reach Location L3. Regarding those actions which
are not allowed by the object, they are not inputted to the model that is developed to learn
3D object representations in the thesis, since those action sequences do not directly reflect
the object’s shape information. In other words, the action sequences coded to the model
only consider those successfully-performed ones. Therefore, starting from a random ex-
ploration location and orientation, different constrained action sequences lead the agent to
different states, which implicitly contain topography information about the object. By tak-
ing advantage of the implicit relationship between the constrained navigation sequence and
object geometry, the model can learn implicit shape information about the 3D object through
finding regularities in navigation sequences.
If a movement is successfully performed by an agent, the agent’s state with respect to the
object-centered coordinate system then is changed. The agent’s state is changed differently
with different successfully-performed movements. For example, with respect to the 2 ⇥
2 ⇥ 2 cube shown in Fig. 4.3, the state of an agent after performing a translating-directly
movement and a translating-over-the-edge movement are illustrated in Table 4.2 and Table
4.3, respectively. It is worth pointing out that Table 4.2 and Table 4.3 only indicate the
relationship between the state of an agent and allowed actions, which are constrained by the
object’s geometry. Therefore, Table 4.2 and Table 4.3 represent the 2 ⇥ 2 ⇥ 2 cube from
the perspective of constrained movements, which can be used to construct a computational
model of the cube for agent’s tactile exploration. Relationships between the state of an agent
and translating movements for a more general cube are shown in Appendix A.
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Table 4.2: State of an agent, when it explores a 2⇥2⇥2 cube shown in Fig.
4.3, denoted as [surface number, orientation, x, y] at next time instance t+
1 after performing translating-directly movements with its current position
at time instance t being (x, y), and N, S, E and W respectively denoting
North, South, East and West.
Surface number Orientation
Translating-directly movement
Translating forward Translating left Translating right Translating backward
# 1
N [1, N, x, y   1] [1, N, x  1, y] [1, N, x+ 1, y] [1, N, x, y + 1]
S [1, S, x, y + 1] [1, S, x+ 1, y] [1, S, x  1, y] [1, S, x, y   1]
E [1, E, x+ 1, y] [1, E, x, y   1] [1, E, x, y + 1] [1, E, x  1, y]
W [1, W, x  1, y] [1, W, x, y + 1] [1, W, x, y   1] [1, W, x+ 1, y]
# 2
N [2, N, x, y   1] [2, N, x  1, y] [2, N, x+ 1, y] [2, N, x, y + 1]
S [2, S, x, y + 1] [2, S, x+ 1, y] [2, S, x  1, y] [2, S, x, y   1]
E [2, E, x+ 1, y] [2, E, x, y   1] [2, E, x, y + 1] [2, E, x  1, y]
W [2, W, x  1, y] [2, W, x, y + 1] [2, W, x, y   1] [2, W, x+ 1, y]
# 3
N [3, N, x, y   1] [3, N, x  1, y] [3, N, x+ 1, y] [3, N, x, y + 1]
S [3, S, x, y + 1] [3, S, x+ 1, y] [3, S, x  1, y] [3, S, x, y   1]
E [3, E, x+ 1, y] [3, E, x, y   1] [3, E, x, y + 1] [3, E, x  1, y]
W [3, W, x  1, y] [3, W, x, y + 1] [3, W, x, y   1] [3, W, x+ 1, y]
# 4
N [4, N, x, y   1] [4, N, x  1, y] [4, N, x+ 1, y] [4, N, x, y + 1]
S [4, S, x, y + 1] [4, S, x+ 1, y] [4, S, x  1, y] [4, S, x, y   1]
E [4, E, x+ 1, y] [4, E, x, y   1] [4, E, x, y + 1] [4, E, x  1, y]
W [4, W, x  1, y] [4, W, x, y + 1] [4, W, x, y   1] [4, W, x+ 1, y]
# 5
N [5, N, x, y   1] [5, N, x  1, y] [5, N, x+ 1, y] [5, N, x, y + 1]
S [5, S, x, y + 1] [5, S, x+ 1, y] [5, S, x  1, y] [5, S, x, y   1]
E [5, E, x+ 1, y] [5, E, x, y   1] [5, E, x, y + 1] [5, E, x  1, y]
W [5, W, x  1, y] [5, W, x, y + 1] [5, W, x, y   1] [5, W, x+ 1, y]
# 6
N [6, N, x, y   1] [6, N, x  1, y] [6, N, x+ 1, y] [6, N, x, y + 1]
S [6, S, x, y + 1] [6, S, x+ 1, y] [6, S, x  1, y] [6, S, x, y   1]
E [6, E, x+ 1, y] [6, E, x, y   1] [6, E, x, y + 1] [6, E, x  1, y]
W [6, W, x  1, y] [6, W, x, y + 1] [6, W, x, y   1] [6, W, x+ 1, y]
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Table 4.3: State of an agent, when it explores a 2 ⇥ 2 ⇥ 2 cube shown
in Fig. 4.3, denoted as [surface number, orientation, x, y] at next time
instance t+1 after performing translating-over-the-edge movements with
its current position at time instance t being (x, y), and N, S, E and W
respectively denoting North, South, East and West.
Surface number Orientation
Translating-over-the-edge movement
Translating forward Translating left Translating right Translating backward
# 1
N [4, E, 1, x] [6, S, 1, y] [2, N, 1, y] [5, W, 1, x]
S [5, E, 1, x] [2, S, 1, y] [6, N, 1, y] [4, W, 1, x]
E [2, E, 1, y] [4, S, 1, x] [5, N, 1, x] [6, W, 1, y]
W [6, E, 1, y] [5, S, 1, x] [4, N, 1, x] [2, W, 1, y]
# 2
N [4, N, x, 2] [1, N, 2, y] [3, N, 1, y] [5, N, x, 1]
S [5, S, x, 1] [3, S, 1, y] [1, S, 2, y] [4, S, x, 2]
E [3, E, 1, y] [4, E, x, 2] [5, E, x, 1] [1, E, 2, y]
W [1, W, 2, y] [5, W, x, 1] [4, W, x, 2] [3, W, 1, y]
# 3
N [4, W, 2, x] [2, N, 2, y] [6, S, 2, y] [5, E, 2, x]
S [5, W, 2, x] [6, N, 2, y] [2, S, 2, y] [4, E, 2, x]
E [6, W, 2, y] [4, N, 2, x] [5, S, 2, x] [2, E, 2, y]
W [2, W, 2, y] [5, N, 2, x] [4, S, 2, x] [6, E, 2, y]
# 4
N [6, N, x, 2] [1, E, y, 1] [3, E, y, 1] [2, N, x, 1]
S [2, S, x, 1] [3, E, y, 1] [1, E, y, 1] [6, S, x, 2]
E [3, S, y, 1] [6, E, x, 2] [2, E, x, 1] [1, N, y, 1]
W [1, S, y, 1] [2, W, x, 1] [6, W, x, 2] [3, N, y, 1]
# 5
N [2, N, x, 2] [1, E, y, 2] [3, W, y, 2] [6, N, x, 1]
S [6, S, x, 1] [3, E, y, 2] [1, W, y, 2] [2, S, x, 2]
E [3, N, y, 2] [2, E, x, 2] [6, E, x, 1] [1, S, y, 2]
W [1, N, y, 2] [6, W, x, 1] [2, W, x, 2] [3, S, y, 2]
# 6
N [5, N, x, 2] [1, S, 1, y] [3, S, 2, y] [4, N, x, 1]
S [4, S, x, 1] [3, N, 2, y] [1, N, 1, y] [5, S, x, 2]
E [3, W, 2, y] [5, E, x, 2] [4, E, x, 1] [1, W, 1, y]
W [1, E, 1, y] [4, W, x, 1] [5, W, x, 2] [3, E, 2, y]
60
4.4 Extending the MSOM for 2D Navigation to 3D Object
Navigation
We have explained how allocentric representations could be learned through egocentric
movements and hypothesized that the process of obtaining representations of 3D objects
through hand’s tactile exploration is very analogous to that of learning representations of en-
vironments via individual’s navigation. Furthermore, in the previous section, we have shown
that an MSOM is a promising device for learning allocentric representations of 2D envi-
ronments through action sequences. In this section, we explain how to configure a general
MSOM to represent 3D objects based on hand navigation sequences.
We use the MSOM as a high-level model of the parietal circuit that controls haptic ex-
ploration of objects by the hand. There is good evidence that the parietal cortex computes
object-centered spatial representations. For instance, in humans, parietal lesions often lead to
object-centered neglect (see e.g. Behrmann and Tipper, 1994), and fMRI has recently shown
object-relative spatial activity (see e.g. Uchimura et al., 2015). In the macaque, cells in pari-
etal area 7a encode target location relative to an object, rather than in retina- or head-centric
coordinates (Chafee et al., 2007).
The architecture of a basic model for learning to represent 3D objects via tactile explo-
ration is illustrated in Fig. 4.5. The model aims to achieve the function of a navigator (i.e.,
the hand) when exploring a cuboidal structure. Note that the model is inspired by the cir-
cuit in the brain that gleans haptic sensorimotor information of an object from peripheral
sensors, then transfers the input information to the somatosensory cortex and finally obtains
the object representation in the parietal cortex as well as the premotor cortex. As illustrated
in Fig. 4.5, the model consists of several components and the detailed descriptions of those
components are presented as follows.
Input
We first explain the input to the model. In the model, the agent, which we think of as an
autonomous hand, is assumed to be able to execute the hand-centered movements. As we
can see from Fig. 4.5, the input to this model is only movements that are permitted by the
object. The perceptual information about the object is not considered in this model. Thus,
this model is a basic one that uses minimal cues to learn 3D object representations via tactile
exploration. With regard to the movements, we have explained that different types of objects,
such as a cup and a desk, allow different navigation movements in Section 3.1. For example,
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Figure 4.5: Architecture of a basic model that learns 3D object repre-
sentations via translating-directly movements (": translating forward di-
rectly;  : translating left directly; !: translating right directly and #:
translating backward directly) and orientating movements ( : rotating 90°
counterclockwise and  : rotating 90° clockwise) together with the surface
transition signal, which is used to represent the translating-over-the-edge
movements.
What’s more, as shown in Section 2.5, different types of movements perceive different object
features, such as its texture and shape. To acquire knowledge about the object’s shape, the
hand needs to perform contour following movements. Thus, the input to this basic model is
constrained contour following movements.
The movements to this model are comprised of translative (translating forward, left, right
and backward directly, and translating forward, left, right and backward over the edge)
and orientating (rotating 90° clockwise and counterclockwise) movements. Note that the
translating-over-the-edge movements are represented through the surface transition signal
shown in Fig. 4.5. The surface transition signal presents the difference between translating-
directly movements (that is, translating forward directly, translating left directly, translating
right directly, translating backward directly) and translating-over-the-edge movements (that
is, translating forward over the edge, translating left over the edge, translating right over the
edge, translating backward over the edge). We can differentiate the translating movements
on one surface from the translating movements from one surface over the edge to another
surface in an effortless way based on the egocentric hand configuration. Regarding the au-
tonomous agent equipped in the model, the surface translation signal is used to represent this
particular information, which conveys the object’s structure knowledge. We will empirically
test different approaches to represent the translating-over-the-edge movements and investi-
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gate whether different ways of encoding this information affect the model’s performance in
Section 4.6.
Regarding orientating movements in the proposed model, for simplicity, we assume that
there are only two kinds of those movements: rotating 90° counterclockwise and rotating 90°
clockwise. In other words, each time when the agent performs an orientating movement, it
either rotates 90° clockwise or counterclockwise.
It is worthing pointing out that different from the way human beings learning represen-
tations of 3D objects via touching, by which various perceptual information is accumulated,
the input in this proposed model only considers constrained navigation sequences. There-
fore, the performance of this model is not comparable to that of our human beings in terms
of the representation accuracy. However, it is worth studying the model’s learning ability for
representing 3D objects for two reasons. For one thing, it tests our hypothesis that the hand
might derive object representations in a way that is analogous to the individual learning rep-
resentations of the environment in a path-integration manner. For another, this model could
be considered as a baseline of computer touching systems. Following this basic model, we
will progressively add features to examine whether the model could learn more about the 3D
object. The input is to encode and simulate the obtained sensorimotor information from the
peripheral sensors and the information flow from the input to MSOM units is to simulate the
circuit of object representations from the somatosensory cortex to the parietal cortex.
MSOM Units
Based on the input, the units in MSOM are trained to learn the frequently occurring navi-
gation sequences, which are constrained by the object’s topography. Starting from the same
location and orientation, the navigation agent can lead to one particular location after exe-
cuting one specific navigation sequence. With regard to one starting exploration location,
after the agent performs an action sequence, there is one particular MSOM activity pattern,
which corresponds to one specific location on the 3D object. Each unit in MSOM comes
to be responsive to one/many particular location(s) on the object via learning constrained
navigation sequences.
As the MSOM training progresses, we expect the MSOM activity pattern to begin to cor-
relate in some respects with the agent’s actual position. For instance, say for some reason
the MSOM learns to output a pattern P , that encodes a sequence in which the agent receives
a ‘surface transition’ signal and then moves directly forward. If we observe the agent’s in-
teractions with the cube from an external perspective, we will notice that P carries a small










Figure 4.6: Schematic showing relationships among object topography
and agent location, action sequences and the MSOM.
when the agent is certain positions. Of course, P does not uniquely identify any particular
location: it just rules out certain locations. But nonetheless, the MSOM’s activity contains
some information about the agent’s location. (Remember, we are working methodically, be-
ginning by asking what the MSOM can learn about its location from minimal cues about
self-motion.) We should also note that the MSOM representation P is not an explicit repre-
sentation of location at all. It is just a representation of a commonly-encountered sequence
of inputs. But there is no requirement that an agent’s internal representations of location are
explicit: if they serve to control the agent’s movements on the cube in a useful way, they
are supplying implicit knowledge about the agent’s location on the cube. What the agent
really needs to represent are the affordances of its current situation for navigation actions.
And MSOM patterns are certainly in a position to supply these, because the MSOM provides
input to the ‘next action’ generator.
Relationships among action sequences, the object topography plus agent location, and
the MSOM are illustrated in Fig. 4.6. As we can see from Fig. 4.6, the MSOM activity
pattern at one time instance corresponds to one location of the agent on the object. Thus,
the reconstruction accuracy of the agent’s location based on an MSOM activity pattern is
considered as an evaluation metric to examine the effectiveness of the proposed model. We
will explain this in detail in Section 4.5. This part is attempting to implement the function
fulfilled in the parietal cortex (as well as premotor cortex) (Behrmann and Tipper, 1994;
Uchimura et al., 2015; Chafee et al., 2007).
By discovering the sequential patterns in navigation sequences, which are constrained
by object geometries, the MSOM acquires some structure-related knowledge about the ob-
ject. We will evaluate the usefulness of the learned knowledge about the object from three
perspectives: 1) how accurately to predict the agent’s actual location based on the MSOM
activity pattern, which will be shown in Section 4.6; 2) how accurately to predict the next
action that is allowed by the object based on the MSOM activity pattern, which will be
shown in Section 5.5; and 3) whether it is possible to use the learned object representation to
complete a goal-oriented navigation task, which will be shown in Section 6.2.
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Next Action Generator
As we have seen, the MSOM is driven to represent allocentric locations on a 3D object
by learning statistics regularities in the navigation sequences, which are constrained by the
shape of such a 3D object (Dar et al., 2018). With regard to a location on the 3D object at
one specific time instance, there is an associated activity pattern in the MSOM. Then, based
on this resultant activity pattern in the MSOM, the next action generator attempts to predict
the next action that is possible to be allowed by the object.
Specifically, the MSOM activity pattern is the input to the next action generator, which is
implemented by a multiple layer perceptron (MLP), and the output of MLP is the probability
distribution of all actions. At the start of exploration, since there is no prior information about
the 3D object, all actions are chosen with the same probability, which means the next actions
are with a uniform distribution. After performing movements, the model comes to obtain
geometric information about the object, which helps to more accurately predict what the next
possible action is in a probability distribution (normally a non-uniform distribution). The
MLP is trained by the back-propagation algorithm (LeCun et al., 2015) and its supervised
signal is the last successfully-performed action. This information flow from MSOM units
to the next action generator is to imitate functions in brains from the parietal cortex to the
premotor cortex (Blakemore and Sirigu, 2003; Decety et al., 1994).
Action Selected
The output of the next action generator is a probability distribution, which indicates proba-
bilities for actions that are predicted to be allowed by the object. Then, an action is needed
to be selected and the agent performs the action to explore the object further. Based on the
probability distribution of actions, the next action to be executed is selected, which is imple-
mented by a Boltzmann selection (see Mahfoud, 2000; Yadav and Sohal, 2017, for proper-
ties of Boltzmann selection). In brief, the Boltzmann selection makes the agent choose the
next action more freely at the start of exploration, while selecting the action with the great-
est probability more deterministically as the exploration proceeds. Note that the selection
can be adjusted by changing a temperature parameter involved in the Boltzmann selection.
What’s more, if the agent failed an action for the previous attempt, then the probability of
this action is changed to be zero, which means that it cannot be selected for the next ac-
tion. Plus, to speed up the learning process, the agent is expected to find the boundary of
the object as quickly as it can and therefore, the probability of the moving forward action is
increased by a bias factor. Furthermore, to avoid the agent exploring in a loop and to get full
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knowledge about the whole object, a measure called ‘boredom’ is introduced in the model
(see Schmidhuber, 1991, for discussion about embedding boredom when designing models).
When the agent travels to the same again from the MSOM representation perspective (i.e.,
the same kind of MSOM activity pattern keeps appearing) during a time interval, a boredom
parameter is increased. If the boredom parameter is greater than the previously assigned
threshold, the agent would perform a random action rather than select the action that is with
the maximal probability.
The next action selection policy is a decision problem (see Cisek and Kalaska, 2005,
for a discussion), which needs to balance the accuracy (exploring the same location of the
object leads to high accuracy but lower completeness) and completeness (exploring an un-
known location tends to get the lower accuracy but higher completeness) for representing an
object. This problem is called exploration-exploitation dilemma in reinforcement learning
(see Sutton and Barto, 2018, for an introduction). The model is expected to be able to learn
representations of 3D objects not only in an accurate way but also in a complete way (i.e.,
the model learns to represent the whole object rather than parts of the object). Different ac-
tion selection policies lead to different efficiencies of the exploration process, and therefore
a more efficient exploration algorithm is one area for future work. Note that this process
of action selection is analogous to the function performed in the premotor cortex (O’Shea
et al., 2007; Cisek and Kalaska, 2005). The signal of the selected action is transferred to the
motor system to execute, which then results in further exploration of the object. The detailed
process of the model shown in Fig. 4.5 are summarized in Algorithm 3.
Algorithm 3: Process of the model shown in Fig. 4.5.
1 Randomly initialize a starting position and orientation of the agent on a 3D object;
2 while training is not finished do
3 Input a successfully-performed action that is allowed by the object to the MSOM;
4 Activate MSOM units to be responsive to the current input;
5 Predict the next possible actions allowed by the object in a probability distribution;
6 Select a possible action based on the obtained probability distribution and action
selection policy;
7 Copy the selected action to the motor system to perform, which updates the
agent’s position and orientation on the 3D object.
end
Note that Fuster (2006) defines a cognit as a unit of cognitive representation, consisting
of a ‘widely distributed networks of cortical neurons’. The cognit is declared to form basic
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units of knowledge or memory. The proposed model shown in Fig. 4.5 can be regarded as a
cognit in Fuster’s terms, in that it incorporates tactile perception, sequence encoding, action
selection, and action execution.
4.5 Metrics for Evaluating the MSOM Model’s Ability to
Learn Place Representations
Our hypothesis is that the model presented in Section 4.4 is able to learn something about the
agent’s location on a simple 3D object. To evaluate this hypothesis, we introduce some met-
rics for testing what information about the agent’s location is conveyed by MSOM activity
patterns, after the model has been exposed to a training object for some period of time. All
of these metrics evaluate the model from an external, ‘objective’ perspective (or say, from
the god’s eye perspective): we observe the MSOM activity pattern and the agent’s actual
location over the learning process; then we devise a method to estimate the agent’s location
on the 3D object based on the MSOM activity pattern, which is explained in Section 4.5.1;
and based on the difference between the estimated location and the actual location of the
agent on the 3D object, we evaluate the model’s learning performance.
The first metric is reconstruction accuracy. While the agent explores the cube, for each
exploration step, there is a unique actual location of the agent on the 3D object and also
there is a corresponding MSOM activity pattern. Based on the MSOM activity pattern, we
estimate the agent’s location on the 3D object in a probability distribution. We then assess
how often the agent’s actual location is in the top 1 (or top k) estimated locations. This
metric is introduced in Section 4.5.2.
The second metric is geodesic distance. Based on the MSOM activity pattern, we esti-
mate the agent’s location as a probability distribution. Then, this measure uses the estimated
location of the agent on the 3D object, and a corresponding weighted distance term, identi-
fying how far away this estimated location is from the agent’s actual location. This metric is
introduced in Section 4.5.3.
The third metric, uniqueness rate, is to do with how much of the 3D object the agent has
explored. If reconstruction accuracy and geodesic distance assess the model’s ‘precision’,
uniqueness rate assess its ‘recall’. This metric is introduced in Section 4.5.4.
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4.5.1 Estimating Agent’s Position Based on MSOM Activity Pattern
Assume that the 3D object is partitioned as discrete locations and there are m locations on
the object. The location j is denoted as lj with j = 1, 2, · · · ,m. Meanwhile, we assume that
the MSOM has n units and the unit i is denoted as ui with i = 1, 2, · · · , n.
Recall that in Section 3.3.2, when an MSOM receives an input, each unit in the MSOM
has an activity, which is calculated by equation (3.1). Then, we normalize activities of all
units in the MSOM and obtain the activity probability of each unit (i.e., the activity pattern),
which is computed in equation (3.4). We also identify the most active unit: the ‘best matching
unit’ (BMU), using equation (3.5). At each time during the learning process, the agent is in
one location lj and there is a corresponding MSOM activity pattern. We denote the activity
probability of the unit ui as pui . As the model trains, we use counters in a hit map to record
the corresponding relationship between the MSOM winner and the agent’s actual location.
The structure of the hit map is illustrated in Table 4.4. In the table, the counters c(i;j) record
how many times the MSOM winner was unit ui and the agent’s actual location was lj over a
learning period. For example, c(1;1) denotes that there are c(1;1) times when unit u1 was the
winner and location l1 was the agent’s actual location. The hit map has a limited memory: it
only represents the relation between the winner and agent’s actual location over the last 100
steps.
Table 4.4: Structure of the ‘hit map’. Each counter c(i;j) records how many
times the winning MSOM unit was unit ui when the agent’s actual location
was lj over the last 100 steps, with i = 1, 2, · · · , n and j = 1, 2, · · · ,m.
l1 l2 · · · lm
u1 c(1;1) c(1;2) · · · c(1;m)
u2 c(2;1) c(2;2) · · · c(2;m)
...
un c(n;1) c(n;2) · · · c(n;m)
For each exploration step, we observe the MSOM winner ui and the agent’s actual loca-
tion lj; then, we increase the corresponding counter c(i;j) by 1. At any given time in training,
we can use the hit map to estimate what information about location is conveyed by each
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MSOM unit. We do this by estimating a conditional probability distribution over locations
for each MSOM unit. Given an MSOM activity pattern with the winner being ui, the proba-










We then rank the locations on the 3D object in order of the corresponding probabilities, as
calculated in equation (4.2). We will use these rankings in the evaluation metrics defined in
Section 4.5.2 and Section 4.5.3.
Figure 4.7 illustrates what the hit map might look like for 3 different MSOM units. We
assume the agent is exploring a cube. The figure shows that different MSOM units are
winners in different locations.
(a) (b) (c)
Figure 4.7: A visualisation of the hit map, for three MSOM units, for one
100-step period of training. The cube is shown in an unfolded viewpoint;
the darkness of each square indicates the frequency of the agent’s actual
location when the MSOM unit is the winner (i.e., the magnitude of the
corresponding counters shown in Table 4.4). (a) One MSOM winner only
responds to one particular location of the agent on the cube. (b) One
MSOM winner responds to two particular locations of the agent on the




Given a particular MSOM activity pattern which is presented on the right side of Fig. 4.8,
each allocentric location on the object, such as the ‘L1’,‘L2’,‘L3’ and ‘L4’ shown on the
left side of Fig. 4.8, could be the agent’s location at this particular time instance. The
probabilities of the agent’s location on ‘L1’,‘L2’,‘L3’ and ‘L4’ generally are different, which
are calculated by equation (4.2).
Figure 4.8: Estimating the agent’s location on a 3D object from the
MSOM activity pattern. On the left side of this figure, the ‘L1’, ‘L2’,
‘L3’ and ‘L4’ denote four different locations on the object. On the right
side of the figure, the MSOM activity pattern at one time instance is il-
lustrated, where the square with a red frame denotes the winner unit, and
darker squares denoted more active units. By checking whether there is
an association between the MSOM activity pattern and the agent’s loca-
tion on the object, we evaluate our model’s learning performance from an
external perspective.
Note that we use average values of performance indicators within a sliding window to
evaluate the performance of our model. Therefore, the changing trends of criteria within a
sliding window can indicate the learning process of our model. Based on the probabilities of
the locations calculated by equation (4.2), we design several reconstruction accuracy criteria
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Pmax, Ptop2, Ptop4, Ptop8 and Ptop16. Pmax is defined as
Pmax =
T (↵ =  )
 
(4.3)
where   denotes the size of a sliding window, T (·) denotes how many times the given event
happened in that window, ↵ denotes the actual agent’s position,   denotes the most probable
position of the agent from MSOM perspective (i.e., the position with highest reconstruction
probability calculated in equation (4.2)). That is to say, the Pmax evaluates how many times
the agent’s actual location is with the highest reconstruction probability over a sliding win-
dow. The Ptop2, Ptop4, Ptop8 and Ptop16 stand for over the sliding window, how many times the
agent’s actual location is within the top 2, top 4, top 8 and top 16 reconstruction probabilities
calculated in equation (4.2), respectively.
Though these metrics evaluate the MSOM model’s performance by checking the differ-
ence between the actual agent’s location and the estimated agent’s location based on the
MSOM activity pattern, the MSOM model does not reconstruct object geometries or recon-
struct locations on objects. The reconstruction process happens externally to the MSOM
model, as part of its evaluation. In other words, the MSOM model does not learn the pure
location representation of the 3D object. Instead, the MSOM model acquires implicit knowl-
edge about the object based on trajectories on the object, which are afforded by particular
allowed navigation sequences. A location approached from different trajectories is repre-
sented in different ways, which is illustrated in Section 4.2 with an example. This trajectory-
dependent firing pattern is also observed in retrospective / prospective place cells (Ito et al.,
2015) and posterior parietal neurons (Nitz, 2006). The MSOM’s trajectory-dependent fir-
ing pattern can be seen in Section 4.2 and equation (3.5): the MSOM not only cares about
the current input but also the context of the current input (i.e., when an input activates the
MSOM). By discovering the regularities in the constrained navigation sequences, implicit
information about object geometry can be potentially learned.
4.5.3 Geodesic Distance
Pmax does not carry any information about how close the actual agent’s position ↵ and the
position with the highest reconstruction probability   are if those two are not equal. There-
fore, another performance indicator, Dgeodesic, is introduced, which measures the geodesic
distance between reconstructed positions and the agent’s actual position. Considering that
all movements that are performed by the agent are along surfaces of the 3D object rather than
passing through the object, geodesic distance is more plausible than widely-used Euclidean
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Figure 4.9: Illustration of the geodesic distance on a 2⇥2⇥2 cube. In this
figure, the geodesic distance g(lk,↵) between the agent’s actual location
↵ and the specified location lk on the cube is 4.
or Manhattan distance (Wang et al., 2007). To calculate the geodesic distance between two
points, which might lie on different surfaces of a 3D object, a well-studied graph-based
search method named Dijkstra’s algorithm (Goldberg and Tarjan, 1996) is used.
Specifically, the criterion Dgeodesic is designed to denote the sum of geodesic distances
between the agent’s actual position and each location on the 3D object weighted by the
corresponding reconstruction probability calculated in equation (4.2). Let g(lk,↵) denote
the geodesic distance between position lk on the object and the actual agent’s position ↵,





where m denotes the number of positions on the object and p(lk) denotes the reconstruction
probability for position lk calculated in equation (4.2). For instance, as shown in Fig. 4.9, the
geodesic distance g(lk,↵) between the agent’s actual location ↵ and one specified location
lk on a 2⇥ 2⇥ 2 cube is 4. The higher value of the reconstruction accuracy metrics suggest
better representation ability of our model. In contrast, a smaller value of D geodesic indicates
the model is better at learning representations of 3D objects.
4.5.4 Uniqueness Rate
Recall that the model aims to learn the representation of a whole 3D object rather than just
part of the object. However, the above criteria (e.g., Pmax and D geodesic ) say nothing about
how thoroughly the agent explores the object. In machine learning terms, they emphasize
‘precision’ over ‘recall’. In other words, though the agent is expected to represent a whole
object instead of parts of the object, the criteria introduced above do not carry any informa-
tion about whether the agent explores a complete object or not. Our exploration algorithm
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includes a measure called ‘boredom’, which encourages the agent to explore unknown places
and avoids exploring objects in a loop. That is, the ‘boredom’ introduces randomness in the
performed actions, which in a sense, helps the agent to explore the whole object.
As a measure of the algorithm’s recall, we introduce another criterion called uniqueness
rate U , which is the percentage of unique positions within a sliding window. Specifically,
U = ⌧/✏ =
number of unique locations
number of visited locations
(4.5)
where ⌧ is the number of unique positions within a sliding window and ✏ is the number
of positions visited during a sliding window. In this thesis, for calculation, the size of this
sliding window is set to be equal to the number of locations on the 3D object. That means,
the biggest value of the uniqueness rate U is 100%. Note that this criterion does not mirror
the learning process that happens in the model, but it shows useful information about whether
the model represents the whole object or not.
4.6 Results of the MSOM Model on the 3D Cube
To investigate the effectiveness of the proposed MSOM model for learning representations
of 3D objects via tactile exploration, we test the model on a 2⇥ 2⇥ 2 cube. The geometrical
description of the cube that is to be explored by an unarticulated agent is shown in Fig. 4.3.
As illustrated in Fig. 4.3, there are 4 available locations to be explored in each surface on
such a cube and in total, such a cube has 24 available positions. In this section, we will first
dive into the implementation details of the experiment and then show its results.
4.6.1 Implementation Details
As we have illustrated in the MSOM model shown in Fig. 4.5, only movements are consid-
ered as the input. The movements consist of translative (translating forward, left, right and
backward directly, and translating forward, left, right and backward over the edge) and ori-
entating ones. The input of the model (i.e., the movement) is encoded via a bit array (Wang
and Tai, 2005).
With regard to those translative movements, we encode the four translating-directly move-
ments in four separate bits and the four movements of translating over the edge can be repre-
sented in several ways (i.e., the ‘Surface Transition Signal’ in the model can be implemented
in multiple ways). As we know, when we human beings use our hands to navigate 3D
objects, we generally change the configuration of our hands to perform those translating-
over-the-edge movements. The translating-over-the-edge movements might be similar to the
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translating-directly movements in some sense (for instance, the translating-forward-over-the-
edge movement is similar to the translating-forward-directly movement from the ‘forward’
perspective), we can differentiate them effortlessly.
Here, we consider three ways of representing the translating-over-the-edge movements
and thus there are three kinds of implementations of the model. We name them Model-
1, Model-2 and Model-3, respectively. Model-1 uses one bit of surface transition signal
together with the four translating-directly movement bits to denote the four translating-over-
the-edge movements; Model-2 uses four independent bits to denote such four translative
over the edge movements, and Model-3 uses four bits of surface translation signal and four
translating-directly movement bits. For example, regarding the movement of translating
forward over the edge, it is represented differently in Model-1, Model-2 and Model-3 and
shown in Table 4.5. From the table, we can see that in Model-1 and Model-3, movements of
translating over the edge are represented by binding bits.
Table 4.5: Different encoding approaches to represent the movement of
translating forward over the edge.
Model-1 1 1 0 0 0 0 0
Model-2 1 0 0 0 0 0 0 0 0 0
Model-3 1 0 0 0 1 0 0 0 0 0
The encoded input is then used to train MSOM. The MSOM is implemented as 10 ⇥
10 map.The learning rate as well as neighboring function in the MSOM is implemented
as a piecewise linear decreasing function. Specifically, the learning rate in equation (3.6)
starts with 1.0 for the first 300 steps and then decreases to 0.5. The neighboring function
in equation (3.6) makes the neighboring neurons that are 3 distance away from the BMU
be updated for the first 300 steps. Then, it only make the neurons that are 1 distance away
from the BMU be updated. This works similar to a Gaussian function that makes its standard
deviation   smaller over the learning process. The context weight factor ⇠ in equation (3.2)
and the parameter  in equation (3.3) for the MSOM are set as 0.6 and 0.5, respectively.
Note that the MSOM is trained in an unsupervised learning fashion and thus the model
learns representations of 3D objects in an unsupervised way.
The next action generator is implemented as an MLP, whose input layer is the MSOM
units. In other words, the input dimension of MLP is 100. The output of MLP is the pre-
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dicted probability distribution of the 10 actions that could be allowed by the object. The
MLP is trained in a back-propagation algorithm, and its target is the successfully-executed
action at the previous time instance. In other words, the next action generator is trained to
more accurately predict possible actions based on the MSOM activity pattern, which is an
allocentric representation of positions on 3D objects.
Regarding the action selection part, we implement it based on a Boltzmann selection.
The rule of thumb is to select actions more randomly (or say with more noises) at the first
start of exploration and then more deterministically based on the probability distribution
based on the next action generator. To represent the whole 3D object rather than a part of it,
the agent takes a random action when ‘boredom’ measure is beyond the threshold from the
MSOM perspective.
The model can run a number of tests on a 3D object to evaluate its performance. For
each test, the training process is divided into 20 epochs, and each epoch consists of 100 steps
of successfully performed actions. Note that here the ‘epoch’ stands for a period of time
when an agent successfully performs 100 exploration steps, and after one epoch, the agent
continues the exploration with the current position and orientation (i.e., there is no need to
initialize the agent’s position and orientation). This might be different from the meaning of
‘epoch’ in reinforcement learning, which means at the beginning of each epoch, the agent is
set as the same position and orientation (Mnih et al., 2013).
4.6.2 Experimental Results
Here we let each model (that is, the three implementations of the proposed MSOM model:
Model-1, Model-2 and Model-3) run 30 tests on the 2 ⇥ 2 ⇥ 2 cube, and each test is with
different random seeds. The results of Model-1, Model-2 and Model-3 to learn the represen-
tation of the cube over 30 tests are presented in Appendix B, which shows that there is no
significant difference among those three models. Thus, we then focus on Model-2 to study
the MSOM model’s learning performance in this chapter.
Assuming that the MSOM model shown in Fig. 4.5 does not learn any information about
the cube’s geometry, then the chance of correctly guessing the agent’s actual position on the
2⇥2⇥2 cube is 1/24 = 4.17% from the statistics perspective (here 30⇥2000 = 60000 steps
which means 60000 guesses). That is, the theoretical value of Pmax under chance is around
4.17%. However, as we can see from Table B.1, based on the MSOM activity pattern, the
probability of correctly reconstructing the agent’s actual position on the cube is around 6.5%.
There is a small difference between the observed Pmax 6.5% and the theoretical Pmax under
chance 4.17%. Meanwhile, 95% confidence intervals of reconstruction accuracy metrics
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Pmax, Ptop2, Ptop4, Ptop8 and Ptop16 for the model among 30 tests are shown in Table 4.6.
From the table, we can see that theoretical values of Pmax, Ptop2, Ptop4, and Ptop8 by random
guesss are smaller than the corresponding lower bounds of confidence intervals of the model.
However, the theoretical value of Ptop16 by random guess is bigger than the corresponding
upper bound of the confidence interval of the model. The reason for that is not immediately
obvious; for now, we leave it as an issue for further work.
The differences between the theoretical values of Pmax, Ptop2, Ptop4, and Ptop8 and the
corresponding 95% confidence intervals are only small – but this result does show that the
MSOM model is able to learn some information about the agent’s allocentric location on a
cube, using nothing but dead reckoning cues. Recall that we have given the agent in these
simulations an absolute minimum of information to work with: all it knows about are its own
actions (including translating-directly movements, orientating movements and translating-
over-the-edge movements that indicate it transitioins from one surface to another), so we
don’t expect it to learn much. Our approach is to start with this simple model, and gradually
provide the agent with more information: this is what will happen in the remainder of this
chapter, and in the next chapter.
Table 4.6: 95% confidence intervals of the reconstruction accuracy metrics
for the model when learning to represent a 2⇥ 2⇥ 2 cube among 30 tests
and the corresponding theoretical values by random guess.
Reconstruction Metrics Pmax Ptop2 Ptop4
Our Model [6.22%, 6.72%] [12.12%, 12.80%] [21.62%, 22.46%]
Random Guess 4.17% 8.33% 16.67%
Reconstruction Metrics Ptop8 Ptop16
Our Model [35.91%, 37.07%] [59.75%, 60.85%]
Random Guess 33.33% 66.67%
Table 4.6 does not show detailed evolving trends of the model’s learning performance.
Thus, we illustrate the model’s learning performance, when it learns the representation of
the cube among 30 tests with different random seeds, in Fig. 4.10.
The reconstruction accuracy metrics shown in Fig. 4.10 are based on an 800-step sliding
window. The performance of Pmax is shown in Fig. 4.10(a). As we can see from the figure,
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Figure 4.10: Results of the model for representing a 2⇥2⇥2 cube among
30 tests with different random seeds. (a) Reconstruction accuracy Pmax.
(b) Reconstruction accuracy Ptop2. (c) Reconstruction accuracy Ptop4. (d)
Reconstruction accuracy Ptop8. (e) Reconstruction accuracy Ptop16. (f)
Uniqueness rate of the model during the exploration.
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Pmax gradually increase to approach around 6.5%. That means with the agent exploring the
cube, the MSOM carries some very little information about the object. Ptop2, Ptop4, Ptop8 and
Ptop16 shown in Fig. 4.10 also improve slightly over the learning process.
The uniqueness rate is shown in Fig. 4.10(f), which is based on an 800-step sliding win-
dow. From the figure, we can see that after a period of exploration, the average uniqueness
rate is around 60%, which means during 24 (that is the number of locations on such a cube)
steps, the agent explores on average almost 15 unique positions; that is, it does not simply
travel in a loop and explore a part of the cube. Thus, the results presented in Fig. 4.10 show
that with the agent exploring the cube, the model gradually learns some little information
about the object.
4.6.3 Discussion about Experimental Results
As just shown, as the agent explores a cube, the model acquires a small amount of implicit
information about its current allocentric location on this cube. The ability to reconstruct the
agent’s actual position based on the MSOM activity pattern is still low in terms of the value
of Pmax (though 6.5% 4.17%4.17% ⇡ 55.88% increase over random chance). But some information
about allocentric location is still acquired. We should emphasize that we don’t expect a great
deal of information to be acquired by this first model: our approach is to start with a simple
model and progressively extend this. But we can already ask how the current model learns
what it does about locations on the cube.
How did the model do this? It is because the model uses constraints on navigation se-
quences deriving from the object’s geometry, as we hypothesized in Section 3.1. Specifically,
there are some locations on the cube where the agent can perform the movement of translat-
ing forward over the edge and cannot perform the action of translating forward directly, and
other locations where the converse is true. These features of the object’s geometry impose
constraints on the agent’s navigation action sequences – and the MSOM learns something
from these constraints. MSOM patterns therefore contain a little implicit information about
locations on the cube.
Why doesn’t the agent learn more from navigation sequences? There are two relevant
considerations. Firstly, MSOMs can only remember relatively short sequences: they have
a limited memory (implemented through the context weight factor ⇠ and the parameter ,
introduced in Section 3.3.2). Secondly, our cube doesn’t contain many cues to memory:
there are no perceptual cues distinguishing locations or surfaces from one another. So the
MSOM can easily forget which surface the agent is on. This would be true for a human being
when feeling a regular 3D cube: the human would have no way of knowing which surface
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the hand is on.
As we reviewed in Section 3.2.2, landmarks help animals navigate in environments. The
accuracy of the proposed model might also be affected by adding other perceptual infor-
mation, such as asymmetrical geometries and tactile landmarks. Thus, we hypothesize that
some additional information of a 3D object that differentiates surfaces, such as the object
with an asymmetric geometry or with tactile landmarks, can help the proposed model to
learn representations more accurately. We will examine this hypothesis in the two following
sections.
4.7 Effect of Object Asymmetries
As shown in Fig. 4.11(a), by executing ‘egocentric’ movements, an agent can learn ‘allocen-
tric’ representation of a 3D cube. This has been demonstrated in the previous section. We
are then interested in three questions:
• can the proposed model shown in Fig. 4.5 also learn an allocentric representation of a
3D cuboid via the agent’s egocentric movement, which is shown in Fig. 4.11(b)?
• is there a difference of the model in representing a 3D cube with symmetrical geomet-
rical structure shown in Fig. 4.11(a) and a 3D cuboid with asymmetrical geometrical
structure shown in Fig. 4.11(b)?
• is the proposed hypothesis – the additional object asymmetry information might help
the model to learn the object’s representation – correct?
By comparing the model’s performance learning representations of a 3D cube and cuboid, we
aim to study how object asymmetry affects the model’s ability to represent the environments
(i.e., 3D objects with regard to the model). In this section, we address those three questions.
To make the cube and cuboid as similar as possible, which is to avoid other factors
except for the asymmetry affecting the model’s performance, here we consider a 3 ⇥ 2 ⇥ 1
cuboid. The length, width and height of such a 3D cuboid are 3, 2 and 1 units, respectively.
All training details are the same as those when the model learns the representation of the
2⇥ 2⇥ 2 cube.
The results of Model-1, Model-2 and Model-3 when learning the 3 ⇥ 2 ⇥ 1 cuboid are
presented in Appendix C. Since there is no significant difference among those three models
(i.e., Model-1, Model-2 and Model-3) to learn the 3⇥ 2⇥ 1 cuboid, here we only discuss the
learning performance of Model-2.
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(a) (b)
Figure 4.11: By executing ‘egocentric’ movements, an agent (here a snail)
learns the ‘allocentric’ representation of the explored 3D object. (a) A
cube. (b) A cuboid.
The 95% confidence intervals of the reconstruction accuracy metrics for the model when
learning to represent a 3⇥2⇥1 cuboid among 30 tests are shown in Table 4.7. Assuming that
the model does not acquire any structure-related knowledge about the cuboid, then the chance
of correctly guessing the agent’s actual position on the 3 ⇥ 2 ⇥ 1 cuboid is 1/22 = 4.55%.
As we can see from Table 4.7, based on the MSOM activity pattern, the chance of correctly
reconstructing the agent’s actual position (i.e., Pmax) is around 11.2% for the 3D cuboid,
which is beyond the random chance 4.55%. Since there is no other information input to the
model except for the object-permitted actions, therefore, the model is shown to be able to
learn some knowledge about the 3D cuboid via navigation sequences. Meanwhile, as we
can see from Table 4.7, all the theoretical values of the other reconstruction accuracy metrics
under chance are smaller than the lower bounds of the corresponding confidence intervals
produced by the model, which also suggests that the model learns some knowledge about the
cuboid.
The above result shown in Table 4.7 indicates that the model learns some knowledge
about the cuboid based on significant differences between the reconstruction accuracy met-
rics of the model and the corresponding theoretical values by random guess. However, it does
not show the model’s detailed learning performance over the process. So, as for the cube dis-
cussed in Section 4.6.2, we illustrate the learning performance of the model for learning a
3⇥ 2⇥ 1 cuboid among 30 tests in Fig. 4.12.
The reconstruction accuracy metrics shown in Fig. 4.12 are based on an 800-step sliding
80
Table 4.7: 95% confidence intervals of the reconstruction accuracy metrics
for the model when learning to represent a 3⇥2⇥1 cuboid among 30 tests
and the corresponding theoretical values by random guess.
Reconstruction Metrics Pmax Ptop2 Ptop4
Our Model [11.27%, 12.17%] [21.89%, 23.33%] [38.72%, 40.88%]
Random Guess 4.55% 9.09% 18.18%
Reconstruction Metrics Ptop8 Ptop16
Our Model [59.25%, 61.37%] [78.47%, 79.97%]
Random Guess 36.36% 72.73%
window. From Fig. 4.12(a), (b), (c), (d) and (e), we can see that the reconstruction accuracy
metrics Pmax, Ptop2, Ptop4, Ptop8 and Ptop16 improve as the learning proceeds. This suggests
that the model learns some structure knowledge about the object, though it still does not
learn the cuboid in a perfect way (as shown by the relatively low value of Pmax).
The evolving trend of the uniqueness rate is shown in Fig. 4.12(f), which is based on an
800-step sliding window. Fig. 4.12(f) demonstrates that the agent does not explore one part
of the object in a loop. That is to say, the model learns to represent the whole cuboid rather
than a part of the cuboid.
More importantly, comparing Fig. 4.12 and Table 4.7 with Fig. 4.10 and Table 4.6
respectively, we find there is a significant difference (p < 0.05) between the model learning
representations of such two 3D objects. The significant difference can also be observed
when we compare Table C.1, C.2 and C.3 with Table B.1, B.2 and B.3. Specifically, the
model represents the cuboid more accurately than the cube. We would likely find a similar
result for humans exploring a cube or a cuboid (with a blindfold): the different shapes of
the surfaces on a cuboid would give a person extra information to orient themselves. Thus,
we can conclude that the model has advantages in representing the cuboid over the cube,
which is owing to the additional asymmetry topography information of the cuboid. That is,
the hypothesis – extra object asymmetry information might benefit the model learning 3D
objects – is true.
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Figure 4.12: Results of the model for representing a 3 ⇥ 2 ⇥ 1 cuboid
among 30 tests. (a) Reconstruction accuracy Pmax. (b) Reconstruction
accuracy Ptop2. (c) Reconstruction accuracy Ptop4. (d) Reconstruction ac-
curacy Ptop8. (e) Reconstruction accuracy Ptop16. (f) Uniqueness rate of
the model during the exploration.
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(a) (b)
Figure 4.13: By executing ‘egocentric’ movements, an agent (here a snail)
learns the ‘allocentric’ representation of the explored object. (a) A cube.
(b) A cube with landmarks.
4.8 Effect of Landmarks
In the previous section, we have shown that the model shown in Fig. 4.5 is capable of
learning representations of 3D objects via an unarticulated agent’s tactile exploration. More
importantly, the positive effect of object asymmetries on the model’s learning performance
has also been demonstrated. Though the model learns some structure knowledge about the
3D cube and cuboid, the learning is still with some errors.
Landmarks in an environment are reported to have an effect on a navigation agent for
exploring the environment, as shown in Section 3.2.2. As shown in Fig. 4.13(a), an agent (in
the figure, a snail is considered as an unarticulated agent) can learn allocentric representa-
tions of objects via its egocentric movements, which is demonstrated in Section 4.6. Assume
there are some tactile landmarks on the 3D object, as shown in Fig. 4.13(b). Then, two
interesting questions arise:
• is there any difference in the model between learning representation of the cube with-
out landmarks shown in Fig. 4.13(a) and with landmarks shown in Fig. 4.13(b)?
• if there is an effect of tactile landmarks on the model learning representation of the 3D
cube, is it a positive effect or a negative effect? That is to say, is the hypothesis pre-
sented in Section 4.6 – the additional tactile landmarks on 3D objects might contribute
the model to learn object representations – true?
In this section, we focus on answering these questions. To address these questions, we
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re-develop a model to learn representations of 3D objects via tactile exploration based on
constrained actions and tactile landmarks, which is adapted from the model shown in Fig.
4.5. The model with tactile landmarks considered is illustrated in Fig. 4.14. From the figure,
we can see that different from the model shown in Fig. 4.5, this model is not only trained by
the constrained action sequences but also the landmarks on the object. The landmark in this
model mainly denotes tactile landmarks, such as the texture differences among locations on
the object. For instance, the landmark could be regarded as the material difference between
the body of a glass bottle and its metal cap, or the open side and the spine of a book. In
the model, a landmark is assumed to cover one location on the object and landmarks on the
objects are different. Since the implementation of this model is similar to that of the previous





Parietal Cortex Premotor Cortex
Surface Transition SignalLandmark
Figure 4.14: Architecture of the model with landmarks considered for
learning to represent 3D objects via translating movements (": translating
forward directly; : translating left directly;!: translating right directly
and #: translating backward directly) and orientating movements ( : ori-
entating 90° counterclockwise and  : orientating 90° clockwise) together
with the surface transition signal.
This proposed model with tactile landmarks considered is tested on the same 2 ⇥ 2 ⇥ 2
cube and 3 ⇥ 2 ⇥ 1 cuboid as those investigated in the previous model. Since there is no
significant difference among Model-1, Model-2 and Model-3 to learn representations of 3D
objects, in this model with landmarks considered, we represent movements of translating
over the edge in the same way as that Model-2 implements. Instead of testing the model
with a defined number of tactile landmarks on 3D objects, we test the model with different
numbers of landmarks. Specifically, the number of landmarks tested in this model ranges
between 0 and 24 for the 2 ⇥ 2 ⇥ 2 cube and between 0 and 22 for the 3 ⇥ 2 ⇥ 1 cuboid.
What’s more, for the same number of tactile landmarks on a 3D object, they are randomly
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distributed on the object for each test.
With regard to one particular number of tactile landmarks on 3D objects, this proposed
model runs for 30 tests and we obtain corresponding results. The probability distributions
of Pmax for the model with different numbers of landmarks are shown in Table 4.8. As
we can see from the table, with the number of tactile landmarks on the 2 ⇥ 2 ⇥ 2 cube
and 3 ⇥ 2 ⇥ 1 cuboid increasing, the reconstruction accuracy of Pmax rises. This indicates
the positive effect of landmarks on the model’s ability of learning representations, and also
demonstrate that the cuboid is superior to the cube for representation due to the asymmetry
topography of the cuboid. Corresponding 95% confidence intervals are shown in Table 4.9,
which suggests again that the model is capable of learning some structure knowledge about
3D objects. Furthermore, the probability distributions of Dgeodesic for the model shown in Fig.
4.14 with different numbers of landmarks are presented in Table 4.10, which also supports
the beneficial effect of landmarks on the model for learning representations of 3D objects.
Table 4.8: Probability distribution of Pmax, represented as Pmax ⇠
N (µ,  2) with µ and   denoting the mean and standard deviation respec-
tively, for the model with landmarks considered learning representations
of a 2⇥ 2⇥ 2 cube and 3⇥ 2⇥ 1 cuboid.
Landmark 0 1 2 3 4
#Cube (6.29%, 0.78%2) (11.45%, 1.38%2) (15.42%, 2.25%2) (19.42%, 2.16%2) (22.59%, 3.56%2)
#Cuboid (11.14%, 1.37%2) (17.05%, 1.81%2) (20.85%, 2.81%2) (23.97%, 2.75%2) (29.25%, 2.78%2)
Landmark 5 10 15 20 All†
#Cube (26.02%, 3.27%2) (39.63%, 3.33%2) (52.24%, 2.36%2) (66.17%, 4.19%2) (75.84%, 3.53%2)
#Cuboid (32.29%, 2.96%2) (46.19%, 2.35%2) (59.70%, 3.89%2) (74.17%, 3.79%2) (78.86%, 2.30%2)
† All discrete locations on the object have a unique tactile landmark.
For better visualization, the means of Pmax and Dgeodesic when the model shown in Fig.
4.14 represents the 2 ⇥ 2 ⇥ 2 cube and 3 ⇥ 2 ⇥ 1 cuboid are illustrated in Fig. 4.15. As we
can see from the figure, we can draw the conclusion that the simulation result validates 1) the
capability of the model for representing 3D objects; 2) the positive effect of landmarks on
the model’s ability of learning 3D object representations, which fits well with observations
in Seelig and Jayaraman (2015); Collett and Graham (2004); Etienne et al. (1996) that land-
marks help to learn representations of environments more accurately; and 3) the superiority
of a cuboid to a cube for representation due to the asymmetry topography of the cuboid.
Recall that in Section 2.3.3, we described a biologically-inspired navigation model called
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Table 4.9: 95% confidence intervals of Pmax for the model with landmarks
considered learning representations of a 2 ⇥ 2 ⇥ 2 cube and 3 ⇥ 2 ⇥ 1
cuboid.
Landmark 0 1 2 3 4
#Cube [6.00%, 6.58%] [10.93%, 11.97%] [14.58%, 16.26%] [18.61%, 20.23%] [21.26%, 23.92%]
#Cuboid [10.63%, 11.65%] [16.37%, 17.73%] [19.80%, 21.90%] [22.94%, 25.00%] [28.21%, 30.29%]
Landmark 5 10 15 20 All†
#Cube [24.80%, 27.24%] [38.39%, 40.87%] [51.36%, 53.12%] [64.61%, 67.73%] [74.52%, 77.16%]
#Cuboid [31.18%, 33.40%] [45.31%, 47.07%] [58.25%, 61.15%] [72.75%, 75.59%] [78.00%, 79.72%]
† All discrete locations on the object have a unique tactile landmark.
Table 4.10: Probability distribution of Dgeodesic, represented as Dgeodesic ⇠
N (µ,  2) with µ and   denoting the mean and standard deviation respec-
tively, for the model with landmarks considered learning representations
of a 2⇥ 2⇥ 2 cube and 3⇥ 2⇥ 1 cuboid.
Landmark 0 1 2 3 4
#Cube (2.48, 1.36%2) (2.37, 3.13%2) (2.27, 5.21%2) (2.18, 4.86%2) (2.11, 8.95%2)
#Cuboid (0.59, 4.75%2) (0.59, 5.80%2) (0.53, 7.02%2) (0.53, 7.25%2) (0.50, 9.13%2)
Landmark 5 10 15 20 All†
#Cube (2.02, 7.50%2) (1.70, 9.51%2) (1.38, 7.51%2) (1.05, 1.23%2) (0.78, 11.93%2)
#Cuboid (0.48, 7.93%2) (0.40, 7.77%2) (0.30, 8.69%2) (0.21, 5.20%2) (0.17, 3.26%2)
† All discrete locations on the object have a unique tactile landmark.
RatSLAM (Milford et al., 2004), which forms a representation of an environment based on
self-motion cues and external visual cues. The proposed model shown in Fig. 4.14 with
landmarks can be considered have some similarities to RatSLAM, which are outlined as
follows.
• Both of them learn a representation of that the agent interacts with: the 2D environment
for RatSLAM and the 3D object for our model.
• Both of them take advantage of the self-motion cues and landmark cues: visual land-
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Figure 4.15: Means of criteria of the model with landmarks considered
when it learns representations of a 2 ⇥ 2 ⇥ 2 cube and 3 ⇥ 2 ⇥ 1 cuboid.
(a) The reconstruction accuracy Pmax. (b) The geodesic distance Dgeodesic.
marks for the RatSLAM and tactile landmarks for our model.
• The competitive attractor network that RatSLAM builds upon has a lot in common
with SOM, especially the principle that units excite those that they are close to and
inhibit those that are further away.
However, beyond the similarities, there are also some noteworthy differences, which are
listed as follows.
• Our model learns implicit geometry information about the 3D object through trajec-
tories that are afforded by the object. This is owing to that being a type of recurrent
neural network, the MSOM considers the temporal information and then learns the
frequently-occurring navigation sequences. In a sense, this is similar to a variant of
RatSLAM, the route-based SeqSLAM, in Milford and Wyeth (2012) that makes use
of sequential patterns, while SeqSLAM deals with the patterns in a mathematical way.
RatSLAM does not explicitly consider the sequential information like SeqSLAM and
learns location representations in the environment.
• The landmark cues and self-motion cues (that is, the performed action) are combined
to activate the MSOM in our model. However, for the RatSLAM, the self-motion cues
(that is, the traveled distance and the robot’s orientation) are injected to pose cells
to estimate the likely pose of the robot, while the local view cues that represent the
landmark information in RatSLAM have two roles: if the scene is observed before,
87
it is used to calibrate the pose cell’s activity to be close to the previous response;
otherwise, the weights between the local view cells and pose cells are modulated to
associate the observed visual cues with the current estimated pose of the robot. Thus,
the visual landmarks can act as ground truth for RatSLAM to calibrate representations,
while the tactile landmarks for our model are normal perceptions like the self-motion
cues.
• The tactile landmark in our model only affects the perception when the agent reaches
the location. However, regarding visual landmarks in RatSLAM, they can influence
perceptions in many locations. Thus, though the environment used in the experiment
in Milford et al. (2004) has four landmarks, many locations in the environment have
such landmark cues, such as the distance from the distance to the landmark. This is
determined by the inherent difference between the touching and visual modality.
• Our model is constructed based on a recurrent SOM, while RatSLAM is based on
a continuous attractor network (Stringer et al., 2002). Though both the continuous
attractor network and SOM act as an associative learner, they implement this learning
in a different way. Regarding the difference between SOM and the continuous attractor
network, please refer to Stringer et al. (2002).
4.9 Summary
We have discussed how allocentric representations could be acquired by an agent’s egocen-
tric movements in Section 4.1. Then, in Section 4.2, an experiment based on a 2D environ-
ment has been conducted, which suggests MSOM as a promising device for retrospective
hippocampal place cells to learn allocentric representations. After that, we have studied the
geometric descriptions of a 3D cube as well as its allowed actions. In Section 4.4, we have
extended the MSOM for 2D navigation to build up a basic model to learn representations of
3D objects. Different kinds of criteria that indicate the model’s representation performances
have been introduced in Section 4.5. Simulation results based on a 2 ⇥ 2 ⇥ 2 cube have
verified that the proposed model is able to acquire some knowledge about the cube via an
unarticulated agent’s tactile exploration. Then, the model has also been demonstrated to be
able to learn some knowledge about a 3 ⇥ 2 ⇥ 1 cuboid. More importantly, the comparison
between the model learning representations of the cube and cuboid has shown that object
asymmetries have a positive effect on the model’s ability to learn representations. Finally,
to investigate the effect of landmarks on learning representations via tactile exploration, a
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model with landmarks considered has been presented in Section 4.8. Analysis of results
based on such a model has suggested that tactile landmarks and object asymmetries posi-
tively contribute the model to learn representations of 3D objects. The contributions of this
chapter are highlighted as follows.
• A model with an unarticulated agent is proposed to learn representations of 3D objects
via the agent’s tactile exploration.
• The model’s capability of learning representations of 3D objects is demonstrated based
on experiments conducted on a 2⇥ 2⇥ 2 cube and a 3⇥ 2⇥ 1 cuboid.
• Positive effects of object asymmetries and tactile landmarks are verified.
All the agents in the developed models in this chapter are unarticulated, which implies
that they are not able to change its egocentric configuration when navigating on 3D objects.
However, human beings’ hands normally alter configurations when performing navigation
on 3D objects, especially when detecting edges and corners. Therefore, a model with an ar-
ticulated agent is of significance. What’s more, investigating the difference between a model
with an unarticulated and articulated agent lays a basis for developing a more realistic com-
puter touching system and also helps understand the performance of the proposed models.
In the next chapter, we will develop a model to learn representations of 3D objects via an
articulated agent’s tactile exploration and explore the difference between the model with an
articulated agent and the model with an unarticulated agent presented in this chapter.
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Chapter 5
Representations of 3D Objects via An
Articulated Agent
In Chapter 4, we showed how allocentric representations of environments (or objects) could
be obtained via egocentric agent locomotions (or hand movements). Then, we presented a
model that learns representations of 3D objects via an unarticulated agent’s tactile explo-
ration. The positive effects of landmarks and object asymmetries on the model’s learning
ability were demonstrated based on the statistical analysis of results on a cube and cuboid.
The agents implemented in the developed models that are shown in Chapter 4 are unar-
ticulated, which means they are not able to change their own (‘egocentric’) shape. When
exploring a 3D object, we human beings always alter our hands’ configurations, especially
on the edge and around a corner, to acquire structure-related knowledge about 3D objects.
Inspired by that, in this chapter, we will develop a new model to learn 3D object represen-
tations via an articulated agent’s tactile exploration. Specifically, we will begin by pointing
out the inherent limitations of unarticulated navigation models for object representations in
Section 5.1. Afterward, in Section 5.2, we will explore how configurations of an articulated
agent are constrained by object geometries. The benefits of an articulated agent will be illus-
trated in Section 5.3. We will present a model featuring a simple articulated agent to learn 3D
object representations in Section 5.4. Results of the model with an articulated agent based
on a cube and cuboid will be shown and compared in Section 5.5. Finally, in Section 5.6,
we will examine the effects of landmarks and object asymmetries on this model to learn 3D
object representations. Comparisons between our previous model and the new, articulated,
one will be conducted in Section 5.5 and Section 5.6.
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5.1 Navigation Models for Object Representations
In this section, we point out the inherent limitations of the existing models for learning
representations of 3D objects via an agent’s tactile exploration.
Though the models of Yan et al. (2018c); Dar et al. (2018) are shown to be capable
of learning object representations via tactile exploration to some extent, they have some
inherent drawbacks, which are highlighted as follows.
• The agents incorporated in those models for learning representations of 3D objects are
not able to take advantage of their egocentric configuration information. This limita-
tion is inherent for an unarticulated agent that is used in the existing models, which
is analogous to a mammal in an environment. Though we assume that the process of
the hand (more accurately, the hand and brain) learning representations of objects is
very computationally analogous to that of a mammal learning representations of en-
vironments, we also acknowledge that there are some differences between those two
processes. We always alter our hand configurations to fit with structures of 3D objects
when performing explorations. Navigation environments for lots of whole agents are
gravity-based, and largely 2D, while hand navigation environments are 3D: therefore,
there is more scope for navigator configuration to deliver useful information. Config-
urations of hands are changed, especially when we perceive edges and corners on 3D
objects. By adjusting configurations of hands to fit well with structures of 3D objects,
the fine-grained structure-related knowledge of objects can be easily acquired (Leder-
man and Klatzky, 1987, 1993, 1997). For example, as shown in Fig. 5.1, an articulated
agent (a snail in the figure) can know about corners and edges of an object through its
own configuration information very easily. Therefore, configurations of hands are crit-
ical to acquiring object representations, while this significant perception is not able to
be taken into account in the models shown in Chapter 4 since the agents embedded are
unarticulated.
• The agents incorporated in those models for learning representations of 3D objects
cannot gain knowledge about different surfaces on a 3D object in parallel. This lim-
itation is also a direct result of the unarticulated agent used in the existing models.
Human hands get sensory information about objects at the same time from the palm
and five fingers. That means an articulated agent can capture and handle information
about properties of the object being explored simultaneously. For example, as shown
in Fig. 5.1, the articulated agent (i.e., a snail in the figure) can glean object-related
information from two surfaces at the same time. So, we have a hypothesis that the
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articulated agent is more efficient for learning representations of objects than an unar-
ticulated agent. We explore this hypothesis in this chapter.
• The agents incorporated in the existing models for learning representations of 3D ob-
jects are generally unable to perform actions to manipulate the environments they nav-
igate. However, Gibson (1977); Tucker and Ellis (1998, 2001); Milner and Goodale
(2006) argued that actions permitted by objects, termed affordances, play a vital role
in object representation and perception. The affordances of whole-body navigation
environments are just for navigation actions. However, the affordances of 3D objects
not only include navigation, but also various types of manipulation. The idea that af-
fordances are intimately linked with objects can be traced back to the argument by
Gibson, who thought organisms perceive the world in terms of how it ‘affords’ actions
(Gibson, 1950). In comparison with an unarticulated agent that does not effectively
offer generally performed actions, an articulated agent has a dominant advantage in ac-
quiring object representations (see Chapter 6 Jones and Lederman, 2006, for good dis-
cussions). For instance, when grasping a cuboid-shaped 3D object, we easily achieve
this goal by placing the thumb and other four fingers on opposite surfaces. In contrast,
it is impossible for an unarticulated agent to grasp an object in this manner.
Thus, to overcome the identified inherent disadvantages of the models presented in Chap-
ter 4, in this chapter, we develop a model to learn object representations of 3D objects via
an articulated agent’s tactile exploration. We still assume that the process of the articu-
lated agent learning representations of 3D objects is analogous to that of a mammal learning
representations of environments.
5.2 Configurations Constrained by Object Geometries
As we have discussed in Section 3.1, navigation sequences that are allowed to perform by
an agent are constrained by object geometries. Similarly, concerning an articulated agent,
object geometries impose constraints on navigation sequences that are used to explore 3D
objects. For instance, when a hand, which we consider an independent articulated agent,
explores a 3D object at an edge in a flat state (i.e., the hand is not bent), it could not move
forward forever. Otherwise, the hand will not touch the object and thus could not acquire
knowledge about the properties of the object. Therefore, similar to an unarticulated agent,
an articulated agent’s navigation sequences are restricted by object geometries.
92
Figure 5.1: An articulated agent (here a snail) uses egocentric observations
to build up a model of the allocentric environment.
But, crucially, the shape/configuration of an articulated agent can also be constrained, as
shown in Fig. 5.1 by the notional snail navigator. For instance, when exploring a 3D cup,
normally, our hands are in a bent state, whereas when exploring a 3D desk, our hands are
generally in a flat state except for translating over edges. The configuration difference of our
hands when exploring a 3D cup and desk results from the fact that the cup and desk have
different geometries. We can also observe this constraint (i.e., object geometries impose
restrictions on configurations of our hands) from our daily grasping experience: we grasp a
packet of butter and an apple with our hands in different configurations.
Therefore, by taking advantage of those constraints (that is, the constraint on navigation
sequences and the constraint on configurations), articulated agents should be able to learn
about the shape of objects more effectively than unarticulated ones. We therefore develop a
model with an articulated agent to learn representations of 3D objects via tactile exploration.
5.3 Benefits of An Articulated Agent
In the previous section, we showed that object geometries impose constraints on an articu-
lated agent’s navigation sequences and configurations while exploring a 3D object. In this
section, we will address the benefits conveyed by an articulated agent from the computational
model perspective.
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Firstly, an articulated agent can easily glean structure knowledge about 3D objects by
fitting its configuration with the local geometry of the 3D object (see Lederman and Klatzky,
1987, and discussions shown in Section 2.5). For instance, one can fit one’s hand configura-
tions to fit well with the structure of a 3D object to acquire knowledge about that structure.
Secondly, an articulated agent easily knows about the boundaries, such as edges and cor-
ners, of a 3D object. For instance, when one part of the articulated agent does not touch the
3D object while the other still keeps in touch with the object. Based on these different touch-
ing sensation inputs, the articulated agent can easily obtain the object-related knowledge: a
boundary (that could be a corner or an edge) of such a 3D object. As discussed in Section
3.2, identifying boundaries of environments when a mammal navigates is also found very
important, which is achieved by boundary/border cells (Hartley et al., 2000; Burgess et al.,
2000). Therefore, this similarity (i.e., detecting boundaries is important to environment rep-
resentations and object representations) suggests that it is reasonable to assume that the hand
acquires representations of objects in a way that is similar to a mammal learn representations
of environments.
Thirdly, since an articulated agent does not only consist of one part, it can harvest per-
ceptual information on multiple surfaces of a 3D object simultaneously. Thus, an articulated
agent could learn representations of 3D objects more efficiently than an unarticulated agent.
5.4 Proposed Model With An Articulated Agent
In this section, to overcome the identified drawbacks of existing models, we present how to
configure an MSOM model with an articulated navigator to learn 3D object representations.
The model attempt to simulate the related circuitry in the parietal cortex, which is shown to
be involved with the object representation via haptic exploration (see Uchimura et al., 2015,
and discussions shown in Section 2.1.2).
The architecture of the proposed articulated learning model for 3D object representations
of is shown in Fig. 5.2. The schematic shown in Fig. 5.3 explains the relationships involved
in the model among the ‘object’, the articulated navigator’s constrained ‘action sequences’
and ‘MSOM’ units. Regarding the model shown in Fig. 5.2, the navigator state perception
stands for the information about the navigator’s shape (i.e., whether the navigator is in a
bent or flat shape) during exploration and the individual effectors’ touching perceptions (i.e.,
whether each effector is in contact with the object). As we can see from Fig. 5.2, the
proposed model consists of several components: the input, MSOM units, the next action
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Figure 5.2: Architecture of the proposed model with an articulated agent,
which consists of two individual effectors, for learning to represent 3D
objects via translating movements (": translating forward;  : translat-
ing left; !: translating right and #: translating backward), orientating
movements ( : orientating 90° counterclockwise and  : orientating 90°
clockwise), and bending and unbending movements (denoted in dashed
colorful lines) as well as the navigator state perception, which includes















Figure 5.3: Schematic showing the relationships among ‘object’, ‘action
sequences’ and ‘MSOM’ in our articulated learning model.
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those in the previous model with an unarticulated agent, here we mainly explain the input in
this proposed model.
Input
As discussed in Wu and Huang (2001), accurate hand modeling is a challenging problem,
because the hand consists of many connected parts leading to complex kinematics. As shown
in Fig. 5.4(a), a real hand consists of a palm and five fingers. Meanwhile, hand motions
are also highly constrained, which makes it difficult to model a real hand. So, generally,
the hand is modeled in several specific aspects such as the shape (Davis and Shah, 1994),
the kinematic structure (Rehg and Kanade, 1995; Wu and Huang, 1999) and the dynamics
(Shimada et al., 1998; Wilson and Bobick, 1998). For instance, Iberall and Arbib (1990)
modelled the hand as a set of ‘opposition axes’. This is a particularly useful simplification
for models of grasping.
Here we assume the articulated navigator equipped in our model is a simplified hand,
which is shown in Fig. 5.4(b). The articulated agent consists of two individual effectors:
one works like a palm, and the other acts like a finger. Here we assume there is no differ-
ence between the two effectors: that is, the so-called palm has no privilege in relation to the
so-called finger. Though the two effectors are modeled as individual agents, their positions
and orientations are mutually constrained. Each effector can move as long as it is allowed
by the object and leads at least one individual effector to touch the object. The successfully-
performed movement updates states of such two effectors simultaneously. The articulated
navigator supports effector-based bending and unbending movements, which update the nav-
igator’s shape. For example, when the palm effector keeps contact with one surface of a 3D
object while the finger effector is out of touch of the object (i.e., the articulated agent is at the
edge of a 3D object), the finger can execute a bending movement which is to contact another
surface of the 3D object. After that, the palm effector or the finger effector can perform an
unbending movement to leave the surface.
Therefore, the input of this model to train MSOM units consists of two parts. One is the
movements performed by the articulated navigator, which are constrained by the shape of
the 3D object being explored. The movements that are possible to be executed by the artic-
ulated agent are comprised of translating movements (moving forward, moving left, moving
right and moving backward, which are denoted as ", ,! and # in Fig. 5.2 respectively),
orientating movements (rotating 90° counterclockwise and rotating 90° clockwise, which
are denoted as   and   in Fig. 5.2 respectively) and the individual effector’s bending and
unbending movements (which are denoted as different colored dashed downward and up-
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(a) (b)
Figure 5.4: Modelings of a hand. (a) Model of a real hand with a palm
and five fingers. (b) An articulated agent for exploring 3D objects, which
consists of two individual effectors: one effector shown in blue works like
a palm and the other effector shown in red acts like a finger.
ward arrows in Fig. 5.2 respectively). The other is the agent’s sensorimotor perceptual state
information. This perceptual state information is made up of the configuration state of the
articulated navigator, which denotes whether it is flat or bent, and those two individual effec-
tors’ touch states, which are to respectively denote whether the individual agent touches the
object or not. As we have shown in Section 5.2, the articulated agent’s shape/configuration is
also constrained by the object when doing the tactile exploration. This particular perceptual
information only offered by the articulated agent is hypothesized to contribute to represent-
ing 3D objects. Thus, the difference between this model with an articulated agent and the
model with an unarticulated agent shown in Fig. 4.5 is that this articulated model consid-
ers the bending/unbending movements, the agent’s configuration information and individual
effectors’ contact sensations, which are not taken into account in the previous unarticulated
model.
Then, the encoded input is to train the MSOM to learn 3D object representations. Based
on the activity pattern of MSOM units, a multiple-layer perceptron acting as a next action
generator is trained to predict the next possible action allowed by the object in a probability
distribution. From the predicted possible actions, an action is selected proportional to its
probability and executed by the navigator to explore the object further. For detailed descrip-
tions of MSOM units, the next action generator and action selected, please refer to Section
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4.4 as well as (Yan et al., 2018d,c,b). It is worth mentioning that the MSOM employed in
this model with an articulated agent has more work to do than that used in the model with
an unarticulated agent, since the inputs are more complex. Thus, an interesting empirical
question arises: whether the extra complexity and information conveyed by the articulated
agent are ‘worth it’ in terms of object representations. We will explore this question based
on experiments in the next section.
5.5 Results of the Model in Representing 3D Objects
In the previous section, we have presented a model with an articulated agent to learn rep-
resentations of 3D objects via tactile exploration. We hypothesize that this proposed model
with an articulated agent might learn representations of 3D objects more efficiently than the
model with an unarticulated agent, since the agent’s configuration information is considered
in this proposed model. Therefore, in this section, based on a 2⇥ 2⇥ 2 cube and a 3⇥ 2⇥ 1
cuboid, we will test the model’s learning performance in learning representations of 3D ob-
jects via the articulated agent’s tactile exploration. What’s more, we will also compare the
performance of this model with that of the model with an unarticulated agent in learning
these 3D objects.
5.5.1 A Cube
First, we train the model with an articulated agent to learn about a 2 ⇥ 2 ⇥ 2 cube, whose
geometrical description is shown in Fig. 4.3. To make the following comparisons fair, im-
plementations of MSOM, the next action generator and action selected in this model are
consistent with those carried out in the model with an unarticulated agent. Thus, for details
about those implementations, please refer to Section 4.4.
To obtain a robust result, we let the model with an articulated navigator explore and rep-
resent the cube in 30 tests, and in each test, the random seeds are different. That means the
agent explores the cube in different trajectories and thus guarantees that our observations
are not due to a specific choice of trajectory. Since this articulated agent consists of two
individual effectors: the palm and the finger, here we calculate the reconstruction accuracy
metrics based on the palm’s position if it keeps contact with the object. Otherwise (i.e., the
palm does not touch the object at one time instance), we compute the reconstruction accu-
racy metrics based on the finger’s position. The 95% confidence intervals of reconstruction
accuracy metrics Pmax, Ptop2, Ptop4, Ptop8 and Ptop16 for the model with an articulated agent
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among 30 tests are shown in Table 5.1. From the table, we can see that theoretical values
of Pmax, Ptop2, Ptop4, Ptop8 and Ptop16 by random guess are smaller than the lower bounds of
corresponding confidence intervals produced by the model. This indicates that the model
learns some knowledge about the cube via the articulated agent’s tactile exploration.
Table 5.1: 95% confidence intervals of the reconstruction accuracy metrics
for the model when learning to represent a 2⇥ 2⇥ 2 cube among 30 tests
and the corresponding theoretical values by random guess.
Reconstruction Metrics Pmax Ptop2 Ptop4
Our Model [11.81%, 13.14%] [20.17%, 21.97%] [33.45%, 35.85%]
Random Guess 4.17% 8.33% 16.67%
Reconstruction Metrics Ptop8 Ptop16
Our Model [49.28%, 51.98%] [69.21%, 71.43%]
Random Guess 33.33% 66.67%
Apart from examining the model’s performance from an external perspective based on
the reconstruction accuracy metrics, we can also observe the model’s performance from an
internal perspective: for instance, we can assess whether the next action generator becomes
more accurate in predicting the next action. Some results examining internal criteria of this
kind are shown in Fig. 5.5. Note that all those results shown in the figure are illustrated in
an 800-step sliding window.
The distance error Emsom of MSOM units is shown in Fig. 5.5(a), which is calculated
based on equation (3.2). In brief, Emsom shows the error between MSOM weights and inputs,
which indicates the representation performance of MSOM. From Fig. 5.5(a), we can see
that as the articulated agent explores the cube, Emsom decreases, which means the MSOM is
driven to be more familiar with the sequential patterns in the input, which indicates that the
MSOM acquires some knowledge about the object. Thus, the capability of the model with
an articulated agent for representing 3D objects is suggested.
What’s more, we can also compute the entropy in the action probability distribution sug-
gested by the next action generator, which is denoted as Hnext. As shown in Fig. 5.2, there
are 10 possible actions for the articulated agent to perform. Thus, the Hnext is computed
by Hnext =  
P10
i=1 p(ai)logp(ai), where p(ai) denotes the probablity of an action ai in the
generated action probability distribution. The evolving behavior of Hnext is shown in Fig.
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Figure 5.5: Results of the proposed model with an articulated agent for
representing a 2 ⇥ 2 ⇥ 2 cube among 30 tests. (a) Distance error of
MSOM units Emsom. (b) Entropy Hnext of the next action generator. (c)
Successfully-performed action rate Rsuccess. (d) Uniqueness rate of the
model during the exploration.
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5.5(b). The decreasing trend of Hnext indicates that based on the MSOM activity pattern, the
next action generator becomes more likely to predict actions that are allowed by the object.
At the very beginning, the model does not know about the cube, and thus the next action
generator is very likely to predict an action that is not allowed by the object. That means,
during a period of time, some of the attempts to explore the object are successfully executed
while some of them are failed. Each successfully-performed attempt is termed a ‘step’ for
illustration. A criterion called successfully-performed action rate Rsuccess is defined as
Rsuccess =
number of successfully-performed attempts over a sliding window
number of attempts over a sliding window
. (5.1)
The changing trend of successfully-performed action rate Rsuccess is shown in Fig. 5.5(c). The
increasing trend of Rsuccess indicates that with the exploration proceeding, the agent becomes
more likely to select an action that is allowed by the object. This is because by learning from
those inputs: successfully-performed action sequences and the gleaned navigator’s state per-
ceptual information during exploration, the MSOM activity pattern comes to associate with
particular allocentric location on this certain object, which only affords some specific navi-
gation sequences. Then, based on the acquired knowledge about the object in the MSOM,
the next action generator becomes more successful in forecasting the next possible actions
allowed by the object. It is worth noting that the reason why Rsuccess does not reach 100%
is that we intentionally introduce a measure called ‘boredom’ in the model. This measure is
to encourage the articulated agent to take some random action for exploration if it is reck-
oned that the agent explores a small part of the object, such as exploring in a loop. That
means sometimes, the agent just perform a random action, which is probably not allowed
by the object. For detailed description about this measure ‘boredom’, please refer to Section
4.4. Thus, from the rising trend of Rsuccess shown in Fig. 5.5(c), we can conclude that the
model learns some structure knowledge about the 3D object through the articulated agent’s
exploration.
Meanwhile, the evolving trend of the uniqueness rate of the model during the exploration
is shown in Fig. 5.5(d). From the figure, we can have that the agent does not just explore
a part of the cube, which is consistent with our observation in Fig. 5.5(c). Thus, the results
shown in Fig. 5.5 verify that the model acquires some knowledge about the cube based on
the articulated agent’s tactile exploration.
5.5.2 A Cuboid
To further examine the learning performance of the model with an articulated agent to repre-
sent 3D objects, we let the model run on a 3⇥ 2⇥ 1 cuboid among 30 tests. In each test, the
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random seed is different. Corresponding 95% confidence intervals of the reconstruction ac-
curacy metrics Pmax, Ptop2, Ptop4, Ptop8 and Ptop16 for the model are shown in Table 5.2. From
the table, we can also observe that all the theoretical values of the reconstruction accuracy
metrics by random guess are smaller than the lower bounds of the corresponding confidence
intervals. That means the MSOM acquires some knowledge about the cuboid through the
articulated agent’s tactile exploration.
Table 5.2: 95% confidence intervals of the reconstruction accuracy metrics
for the model when learning to represent a 3⇥2⇥1 cuboid among 30 tests
and the corresponding theoretical values by random guess.
Reconstruction Metrics Pmax Ptop2 Ptop4
Our Model [14.43%, 15.89%] [24.84%, 27.28%] [39.35%, 42.09%]
Random Guess 4.55% 9.09% 18.18%
Reconstruction Metrics Ptop8 Ptop16
Our Model [55.54%, 58.28%] [73.66%, 75.74%]
Random Guess 36.36% 72.73%
The performances of other criteria of the model are shown in Fig. 5.6 with an 800-
step sliding window. The decreasing trends of Emsom and Hnext, which are presented in
Figs. 5.6(a) and (b) respectively, demonstrates that the MSOM becomes more familiar to the
structure of the cuboid. The changing behavior of successfully-performed action rate Rsuccess
is illustrated in Fig. 5.6(c), which indicates based on the MSOM’s learned representation,
the next action generator becomes more accurate to predict the next action that is allowed
by the cuboid. The uniqueness rate presented in Fig. 5.6(d) shows the completeness of the
exploration, which indicates that the agent not just explores one part of the cuboid.
5.5.3 Quantitative Comparisons
We have already shown results of the model with an articulated agent for learning represen-
tations of a 2 ⇥ 2 ⇥ 2 cube and 3 ⇥ 2 ⇥ 1 cuboid. In this section, we conduct comparisons
from two perspectives: one is to examine whether there is a difference of the proposed model
in representing the cube and cuboid (i.e., the effect of landmarks), and the other is to exam-
ine whether there is a superiority of the proposed model with an articulated navigator to the
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Figure 5.6: Results of the proposed model with an articulated agent for
representing a 3 ⇥ 2 ⇥ 1 cuboid among 30 tests. (a) Distance error of
MSOM units Emsom. (b) Entropy Hnext of the next action generator. (c)
Successfully-performed action rate Rsuccess. (d) Uniqueness rate of the
model during the exploration.
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model with an unarticulated agent shown in Fig. 4.5 (i.e., the effect of agent’s configura-
tion). To achieve the first goal, we compare the performances of the proposed model with
an articulated agent when representing the cube and cuboid; and to accomplish the second
objective, we compare the performances of the proposed model with an articulated agent and
the model with an unarticulated agent for representing the same cube and cuboid.
The corresponding probability distributions and 95% confidence intervals of criteria for
the proposed model with an articulated agent when representing the cube and cuboid are
shown in Table 5.3 and 5.4. From the tables, we can see that the model shows a different
performance on representing the cube and cuboid. More specifically, the obtained evaluation
criteria, such as the greater Pmax in representing the cuboid, suggest that the model is better
able to represent the cuboid than the cube. For example, regarding the difference of Pmax
between representing the cube and cuboid, the critical t⇤ value is 5.309 and the corresponding
p-value is smaller than 0.05. Thus, the model with an articulated agent is more efficient in
learning representation of the cuboid than the cube. The advantage of the cuboid over cube is
because, with a cube, the agent has no information about which surface it’s on, while with the
cuboid, the object asymmetry helps distinguish surfaces. This observation that the cuboid is
better represented than the cube fits well with that found in the model with an unarticulated
agent shown in Fig. 4.5.
Table 5.3: Probability distribution of criteria, represented as criterial ⇠
N (µ,  2) with µ and   denoting the mean and standard deviation respec-
tively, for the proposed model with an articulated agent learning represen-
tations of a 2⇥ 2⇥ 2 cube and 3⇥ 2⇥ 1 cuboid.
Pmax Ptop2 Hnext Rsuccess
#Cube (12.48%, 1.85%2) (21.07%, 2.41%2) (0.45, 0.022) (63.16%, 1.64%2)
#Cuboid (15.16%, 2.06%2) (26.06%, 3.272) (0.43, 0.022) (63.37%, 2.25%2)
The comparison results between the proposed model with an articulated agent and the
model with an unarticulated agent for representing the same 2 ⇥ 2 ⇥ 2 cube and 3 ⇥ 2 ⇥ 1
cuboid are shown in Fig. 5.7. From Fig. 5.7(a), we can see that the model with an articu-
lated agent has a higher reconstruction accuracy Pmax than the model with an unarticulated
agent, for both the cube and cuboid. Specifically, for the difference of the model with an
articulated agent and the model with an unarticulated agent in representing the cube and
cuboid, the critical t⇤ values are 16.498 and 11.505 respectively and corresponding p-values
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Table 5.4: 95% confidence intervals of criteria for the proposed model
with an articulated agent when representing a 2⇥2⇥2 cube and 3⇥2⇥1
cuboid.
Pmax Ptop2 Hnext Rsuccess
#Cube [11.81%, 13.14%] [20.17%, 21.97%] [0.44, 0.46] [62.55%, 63.77%]
#Cuboid [14.43%, 15.89%] [24.84%, 27.28%] [0.42, 0.44] [62.53%, 64.21%]
are smaller than 0.05. Therefore, there is a significant difference between the model with an
articulated agent and the model with an unarticulated agent when learning representations of
the cube and cuboid. The model with an articulated agent is superior to the model with an
unarticulated agent in learning representations of 3D objects.
What’s more, as we can see from Fig. 5.7(b), the value of Hnext in the next action genera-
tor is lower for the articulated learning model than that for the unarticulated model no matter
when they represent the cube or cuboid. This also indicates the superiority of the model with
an articulated agent to the model with an unarticulated agent. The advantage is owing to
the beneficial configuration information conveyed by the articulated agent. This observation
fits well with our hypothesis that the configuration information of an articulated agent might
contribute to acquiring knowledge about 3D objects via tactile exploration.
5.6 Effects of Landmarks
As we have shown in Section 4.8, tactile landmarks and object asymmetries contribute to
the model with an unarticulated agent in learning 3D objects representations. This superi-
ority is particularly interesting, given that the MSOM for the articulated agent has to learn
more complex patterns. Therefore, in this section, we will investigate the effect of tactile
landmarks on the proposed model with an articulated agent in learning representations of 3D
objects. All implementations about landmarks on 3D objects are the same as those in the
model with an unarticulated agent, which are explained in Section 4.8.
Corresponding results of Pmax and Dgeodesic for the model with an articulated agent, when
it learns the cube and cuboid with different number of tactile landmarks, are shown in Table
5.5, Table 5.6 and Fig. 5.8. As we can see from Table 5.5, the criterion Pmax increases with
the number of tactile landmarks on the cube and cuboid, which verifies the positive effect
of tactile landmarks. We further conclude that the model with an articulated agent learns
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Figure 5.7: Comparison results of the proposed model with an articulated
agent and the model with an unarticulated agent shown in Fig. 4.5 for
representing 3D objects, where the green bars denote corresponding 95%
confidence intervals. (a) Reconstruction accuracy Pmax. (b) Entropy Hnext
of the next action generator.
the cuboid better than the cube via tactile exploration. What’s more, as we can see from
Table 5.6, the more tactile landmarks on 3D objects, smaller Dgeodesic. This further supports
the argument that landmarks on 3D objects contribute to the model with an articulated agent
learning representations of 3D objects. Similarly, it also suggests object asymmetries are
beneficial for the model to learn 3D object representations.
What’s more, as shown in Fig. 5.8, in comparison with the model presented in Fig. 4.14
with an unarticulated agent, the model proposed in this chapter with an articulated agent is
more accurate in learning representations of the cube and cuboid, when they have a small
number (less than five) of tactile landmarks. Specifically, as we can see from Fig. 5.8(a)
and (b), in terms of the reconstruction accuracy Pmax, the model with an articulated agent
is superior to the model with an unarticulated agent when they represent a cube and cuboid
without any tactile landmarks. Figure 5.8(c) and (d) also demonstrate the superiority of the
articulated agent to the unarticulated agent in acquiring structure-related knowledge about
the cube and cuboid with small number of landmarks.
However, from Fig. 5.8, we find that the model with an unarticulated agent is better than
the model with an articulated agent in learning representations of the cube and cuboid, when
they have a large number of tactile landmarks (such as all locations on those 3D objects are
with landmarks). The reason for that is not immediately obvious; for now, we leave it as an
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Table 5.5: Probability distribution of Pmax, represented as Pmax ⇠
N (µ,  2) with µ and   denoting the mean and standard deviation respec-
tively, for the proposed model with an articulated agent learning represen-
tations of a 2⇥ 2⇥ 2 cube and 3⇥ 2⇥ 1 cuboid.
Landmark 0 1 2 3 4
#Cube (11.85%, 1.96%2) (15.45%, 2.31%2) (18.46%, 3.44%2) (19.44%, 3.13%2) (21.77%, 3.43%2)
#Cuboid (15.01%, 1.93%2) (18.78%, 3.33%2) (21.77%, 3.39%2) (23.62%, 3.95%2) (26.71%, 4.67%2)
Landmark 5 10 15 20 All†
#Cube (22.67%, 3.56%2) (32.90%, 4.38%2) (37.83%, 3.75%2) (42.08%, 3.60%2) (49.95%, 3.65%2)
#Cuboid (28.98%, 4.19%2) (36.51%, 4.07%2) (44.21%, 3.81%2) (50.41%, 4.50%2) (52.57%, 4.73%2)
† All discrete locations on the object have a unique tactile landmark.
Table 5.6: Probability distribution of Dgeodesic, represented as Dgeodesic ⇠
N (µ,  2) with µ and   denoting the mean and standard deviation respec-
tively, for the model with an articulated agent learning representations of
a 2⇥ 2⇥ 2 cube and 3⇥ 2⇥ 1 cuboid.
Landmark 0 1 2 3 4
#Cube (2.28, 0.07%2) (2.21, 0.08%2) (2.16, 0.08%2) (2.15, 0.08%2) (2.12, 0.09%2)
#Cuboid (0.53, 0.07%2) (0.53, 0.08%2) (0.52, 0.10%2) (0.52, 0.09%2) (0.48, 0.08%2)
Landmark 5 10 15 20 All†
#Cube (2.10, 0.10%2) (1.89, 0.11%2) (1.80, 0.10%2) (1.71, 0.10%2) (1.50, 0.10%2)
#Cuboid (0.48, 0.08%2) (0.44, 0.09%2) (0.40, 0.07%2) (0.35, 0.05%2) (0.35, 0.06%2)
† All discrete locations on the object have a unique tactile landmark.
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Figure 5.8: Statistics means of the reconstruction accuracy Pmax and the
geodesic distance Dgeodesic for the model with an articulated agent and the
model with an unarticulated agent when representing 3D objects. (a) Pmax
for the models when representing a 2⇥2⇥2 cube. (b) Pmax for the models
when representing a 3 ⇥ 2 ⇥ 1 cuboid. (c) Dgeodesic for the models when
representing a 2⇥2⇥2 cube. (d) Dgeodesic for the models when representing
a 3⇥ 2⇥ 1 cuboid.
issue for further work.
5.7 Summary
In this chapter, we have investigated the benefits that an articulated agent has when learn-
ing representations of 3D objects via tactile exploration. Structures of 3D objects not only
impose constraints on navigation sequences but also configurations/shapes of the articulated
agent when performing exploration. Results based on a 2⇥ 2⇥ 2 cube and 3⇥ 2⇥ 1 cuboid
have demonstrated the proposed model with an articulated agent can learn to represent 3D
objects. Comparative results have suggested the superiority of the proposed model with an
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articulated agent to our earlier model with an unarticulated agent in representing 3D objects.
Positive effects of object asymmetries and landmarks on the model in learning representa-
tions of 3D objects have also been observed. The contributions of this chapter are highlighted
as follows.
• The benefits of an articulated agent to learn representations of 3D objects via tactile
exploration are studied.
• The model with an articulated agent is developed and is demonstrated to learn some
knowledge about 3D objects.
• Object asymmetries and tactile landmarks are shown to contribute to the model learn-
ing representations of 3D objects.
Since we evaluate our models in this and previous chapter from an external (or say, a
god’s eye) perspective, we then wonder whether we can use the acquired representations
of 3D objects via tactile exploration. In the next chapter, we will investigate how to use
the learned representations of 3D objects to perform goal-oriented navigation. By using the
gleaned representations, the effectiveness of the proposed models in learning representations
of 3D objects can be demonstrated while from a different angle.
109
Chapter 6
Goal-Oriented Navigation Based on
Tactile Representations of 3D Objects
Until now, we have evaluated our MSOM model of spatial coding by taking on an external
(or say a god’s eye) perspective. We have trained an MSOM model by having the agent
explore a 3D object, and then, to assess what it has learned about the object’s geometry, we
have computed how much information about the agent’s actual position is contained in the
trained MSOM’s activity pattern. We have shown that the MSOM does contain information
about the agent’s allocentric position. However, we have not shown that the agent can use
this information itself.
To examine whether the agent can use the spatial information learned by the MSOM,
we will explore whether the MSOM representation can serve as a useful encoding of ‘the
current state’ for a reinforcement learning algorithm. This will be the focus of the current
chapter. Reinforcement learning algorithms learn to perform useful tasks for the agent – that
is, tasks that lead to rewards, or that avoid punishments. If the representations learned by
the MSOM carry information about the agent’s location, a reinforcement learning algorithm
should be able to use the trained MSOM’s activity patterns as a proxy for a representation of
the agent’s actual allocentric location. The MSOM’s learning is explicitly ‘latent learning’
in this scenario, because it happens prior to any reward, as discussed in Section 2.3.4.
We can also see this study as a contribution to the field of reinforcement learning. Often,
reinforcement learning algorithms take allocentric representations of the agent’s allocentric
location directly as their encoding of ‘the current state’. But this is unrealistic, because
the agent cannot normally compute such representations: all it has access to are its agent-
centered perceptions. From this perspective, the work in the current chapter is to equip a
reinforcement learning algorithm with an encoding of the current state that is fully derived
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from agent-centered perceptual inputs.
In this chapter, we will introduce fundamental concepts in reinforcement learning (RL)
in Section 6.1. A model with an unarticulated agent learning how to reach a fixed goal on
3D objects based on object representations will be shown in Section 6.2. The effects of land-
marks and object asymmetries on the model learning performance will also be investigated
in this section. Then, in Section 6.3, we will examine the performance of a model with an
articulated agent learning how to perform a goal-oriented navigation task based on learned
object representations.
6.1 Reinforcement Learning (RL)
In this section, we first review the Markov decision process, which is a cornerstone in RL.
Then, we illustrate the goal and basic concepts in RL domain. Afterward, we review the
actor critic algorithm and present a type of actor critic, which we will adopt in our proposed
models.
6.1.1 Markov Decision Process (MDP)
A Markov decision process (MDP) investigates how an agent transfers from one state to
another state with a probability distribution by performing actions in an environment. A
MDP can be defined by a tuple S,A, p, r, where
• S denotes the state space which consists of all possible states s 2 S;
• A denotes the action space which is comprised of all possible actions a 2 A for the
agent to perform;
• p denotes the unkown state transition probability density function S⇥A⇥S ! [0,1],
which represents the distribution over S of the next state st+1 after the agent performs
at at state st;
• r denotes the reward S ⇥ A ⇥ S ! R that emits from the environment after each
transition.
An event in MDP proceeds as follows.
• At time instance t, the environment is in the state st 2 S.
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• The agent takes an action at from the action space A with following the policy ⇡(at|st),
where at can be deterministically or probabilistically selected.
• The environment is driven to the next state st+1 with following the transition function
p(st+1|st, at).
• The agent receives a reward rt+1.
6.1.2 Concepts in RL
Assume an agent transitions between states, in a Markov decision process context, of the
kind just introduced. In reinforcement learning, the agent’s goal is to maximize the total
amount of reward it receives during this process. That means maximizing not the immediate
reward but cumulative reward in the long run (Sutton and Barto, 2018). Formally, the agent
tries to select actions so that the sum of the discounted rewards it receives over the future
is maximized. Rewards are discounted as a function of how far in the future they are: the
assumption is that more distant rewards are worth less. For one particular time instance t,
the agent selects an action At to maximize the expected discounted return
Gt = rt+1 +  rt+2 +  
2






For further investigation, we briefly review the concepts in RL as follows.
Definition 1 Agent: the thing that takes actions and we aim to inject intelligence into.
Definition 2 State: the configuration of the environment that the agent senses at one time
instance.
Definition 3 Policy: the mapping function from each state in state space S to the action in
the action space A.
The relationship between the agent and environment in RL is shown in Fig. 6.1. The
agent gets the state and reward from the environment and the action taken by the agent
updates the environment. RL aims to equip the agent with the knowledge to reach a goal
through trial and error under the guidance of associated rewards with states. Finally, the agent
is expected to learn an optimal policy ⇡⇤(at|st). More specifically, the agent is expected





rt+k+1 shown in equation (6.1).
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Figure 6.1: Relationship between the agent and environment in reinforce-
ment learning.
In this chapter, for simplicity, we refer to the state of the configuration of an environment
shown above as a physical state and suggest the abstraction/representation of the physical
state as a cognitive state. For a more in-depth discussion about the state concept in RL
domain as well as the limitation of the physical state mentioned above, please refer to Sutton
and Barto (2018). Since it is not the focus of this chapter, we omit the discussion here.
6.1.3 Actor Critic Algorithm
In this section, we review a type of RL algorithm – actor critic – in the RL domain, which is
employed in our developed models in this chapter.
The reviews of RL (Kaelbling et al., 1996; Gosavi, 2009; Szepesvári, 2010) show the
reinforcement learning algorithm is widely applied in numerous domains. Most of the RL
methods fall into two categories: the actor-only method and the critic-only method (Konda
and Tsitsiklis, 2000; Jouffe, 1998; Grondman et al., 2012), which is shown in Fig. 6.2.
Actor-only methods, such as natural policy gradient method (Kakade, 2002) and vanilla
policy gradient method (Mnih et al., 2016), use the gradient of an evaluation metrics with
regard to the actor parameter space to find an optimal policy. The drawback of those methods
is that they might have a large variance (Konda and Tsitsiklis, 2000). Differently, critic-only
methods (e.g., Q-learning (Watkins and Dayan, 1992), SARSA and dynamic programming
(Sutton and Barto, 2018)) derive the optimal policy in an implicit way, which means they do





Figure 6.2: Categories of RL approaches.
and aim to find approximate solutions to the problem, which might be a near-optimal policy.
The disadvantage of the critic-only method is that they could fail to find an optimal or a
near-optimal policy.
The actor critic algorithm aims at taking advantage of the strong points of actor-only
methods (e.g., reliable near-optimality and ability to tackle problems with continuous or
stochastic action space) and critic-only methods (e.g., estimation with low variance). See
Konda and Tsitsiklis (2000) and Grondman et al. (2012) for discussions. In an actor critic
algorithm, the critic is an approximation architecture, which aims to learn a value function.
The actor is a policy architecture, which is updated in an approximate gradient direction
based on a low-variance estimate provided by the critic. For comparing with our proposed
model in the next section, the schematic of information flows in the traditional actor critic
algorithm is shown in Fig. 6.3. As we can see from the figure, the environment which in-
teracts with the agent directly provides the state (or say, observation in some references)
information to the actor and critic. Since there are several kinds of value functions, like
state and state-action pair functions, the actor critic algorithm can be implemented in sev-
eral ways. The typical actor critic algorithms include temporal difference (TD) actor critic
(Sutton, 1988; Konda and Tsitsiklis, 2000; Sutton and Barto, 2018), Q learning actor critic
(Grondman et al., 2012) and advantage actor critic (A2C) (Mnih et al., 2016). The TD actor
critic can be regarded as an approximate alternative to A2C, which uses the TD error to es-
timate the advantage of taking one action with respect to one state. In this chapter, we will
use the TD actor critic algorithm (Sutton and Barto, 2018) in our proposed models. To better
illustrate the difference between the traditional actor critic algorithm and the one adopted in










Figure 6.3: Schematic of information flows in the traditional actor critic
algorithm.
Algorithm 4: Actor critic algorithm (Sutton and Barto, 2018).
Input: Differentiable policy ⇡(a|s, ✓), differentiable state-value function v(s,$),
critic learning rate ↵c > 0, actor learning rate ↵a > 0 and discount factor
  2 [0, 1]
1 Randomly initialize policy parameter ✓ and value function parameter $;
2 for epoch i = 1, 2, · · · until convergence do
3 Initialize starting state s(t);
4 while s(t) is not terminal state do
5 Select action a(t) ⇠ ⇡(· |s(t), ✓);
6 Perform selected action a(t) and get next state s(t+ 1) and reward r;
7 Calculate temporal difference (TD) error
  =
(
r   v(s(t),$) if terminal state s(t+ 1)
r +  v(s(t+ 1),$)  v(s(t),$) otherwise;
8 Update critic: $  $ + ↵c r$v(s(t),$);
9 Update actor: ✓  ✓ + ↵c r✓ ln ⇡(a(t)|s(t), ✓);




6.2 Goal-Orientated Navigation on 3D Objects
In this section, we present in detail a model that performs navigation on 3D objects in rein-
forcement learning, based on a learned MSOM representation of the object.
As we mentioned above, the RL algorithm we employ in our models to solve the goal-
oriented navigation problem is a TD actor critic (Sutton and Barto, 2018). Note that there
is some evidence showing the biological plausibility of actor critic in the brains (Sutton and
Barto, 2018). The proposed representation-based goal-oriented model is shown in Fig. 6.4.
The actor critic is expected to learn how to reach a goal on a 3D object based on the learned
representation.
The relationship between the agent and environment in our goal-oriented model is illus-
trated in Fig. 6.5. As we can see from Fig. 6.5, the actor and critic do not directly acquire
state information from the environment, which is different from that shown in Fig. 6.3. In-
stead, they get the state information from the MSOM’s allocentric representation of locations
on the 3D object.
The training of our goal-oriented model consists of two procedures. The first one is
to train the MSOM to learn an allocentric representation of the 3D object via the agent’s
tactile navigation sequences. As we saw in Chapter 3, those navigation sequences are strictly
constrained by the object’s geometric property. The representation learning for the goal-
oriented model is similar to our unarticulated learning model presented in Fig. 4.5. This first
procedure is accomplished by a representation learning algorithm shown in Algorithm 5.
The second procedure is the goal-orientated navigation learning for the goal-oriented
model. This procedure is to train the actor to learn an optimal policy and the critic to learn a
well-approximated value function of the cognitive states in the MSOM. Note that in this pro-
cedure, we take advantage of the well-learned representations in MSOM and therefore, we
freeze the weights of MSOM after the representation learning procedure is finished. Mean-
while, the weights of the next action generator are also frozen. In our model, the agent selects
an action a(t) from the distribution
a(t) ⇠ softmax(⇡(·|sr(t), ✓)  ⇡(·|sr(t), )), (6.2)
where ✓ and   denotes the policy of the actor and next action generator respectively, and  
denotes the element-wise multiplication operation. This makes sense since the next action
generator is well-trained during the representation learning process and it is more likely to
generate successful actions. This helps the agent explore 3D objects more efficiently during
the reinforcement learning process. In other words, the agent is more likely to choose an












Figure 6.4: Architecture of the proposed goal-oriented model, where "
denotes translating forward directly,  denotes translating left directly,
! denotes translating right directly and # denotes translating backward
directly. The dashed lines stand for corresponding translating movements
over the edge. Orientating movements are represented as  : rotating 90°
counter-clockwise and  : rotating 90° clockwise.
Figure 6.5: The relationship between the agent and environment in our
proposed goal-oriented model. The state does not directly come from the
environment. Instead, it comes from the MSOM, as shown in Fig. 6.4.
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Algorithm 5: Representation learning algorithm in the proposed goal-oriented model.
1 Randomly initialize regular weights wi(0) 2 Rm and context weights ci(0) 2 Rm of
MSOM, where i = 1, 2, . . . n2; set a global context descriptor c(t) = ~0 2 Rm of
MSOM; and randomly initialize weights   of next action generator;
2 Randomly initialize agent’s physical state sp(t) and representation state sr(t);
3 for epoch i = 1, 2, · · · until convergence do
4 Set a variable counter = 0, which records the number of successful steps that
have been performed in an epoch by the agent;
5 while counter < 100 do
6 if i = 1 then
7 Randomly select action a(t) from action space A
else
8 Select action a(t) ⇠ ⇡(·|sr(t), )
end
9 Perform selected action a(t) and get next physical state sp(t+ 1);
if a(t) is allowed by the object then
10 counter = counter + 1;
11 Input a(t) in an one-hot vector format to MSOM;
12 Find BMU in M with index denoted as bmu(a(t)):
bmu(a(t)) = argmin
i
(1  ⇠)ka(t)  wi(t)k22 + ⇠kc(t)  ci(t)k22,
where c(t) = (1  )abmu(a(t 1))(t  1) + cbmu(a(t 1))(t  1), ⇠ 2 (0, 1)
 2 (0, 1);
13 Get next representation state sr(t+ 1);
14 Select neighbouring neurons of BMU bmu(a(t)) defined by a
time-varying decreasing neighbourhood function h(i, bmu(a(t)))(t);
15 Update weights of BMU bmu(a(t)) and its neighourhood neurons:
wi(t+ 1) wi(t) + l(t)h(i, bmu(a(t)))(t)(a(t)  wi(t)),
ci(t+ 1) ci(t) + l(t)h(i, bmu(a(t)))(t)(c(t)  ci(t)),
where l(t) is a time-varying decreasing learning rate function;
16 Set a(t) in an one-hot vector format to be target of next action generator;
17 Update next action generator:  (t+ 1)  (t)  ◆r (a(t)  ⇡(·|s, ))2;
18 Update states sp(t) sp(t+ 1) and sr(t) sr(t+ 1).
else





fixed number of attempts in an episode, which is used in the following experiments. Note
that though the action probability suggested by the next action generator helps the agent in
exploration, it does not inject any information about finding the optimal policy to the agent.
In other words, whether the agent can find the optimal trajectory to reach the goal on the 3D
object is still determined by the policy learned in the actor. The Algorithm 6 achieves this
goal-oriented navigation learning procedure.
As we pointed out before, in this chapter, we investigate the effectiveness of the learned
3D object representations in MSOM from the RL perspective, which is different from the
previous two chapters. Therefore, to examine the potential of the learnt representations of
3D objects as well as to investigate the performance of the goal-oriented model, we test
the model based on the efficiency of the agent achieving a fixed goal on a 2 ⇥ 2 ⇥ 2 cube.
In the RL domain, the only information guiding the agent’s behaviour is the reward signal
distributed in the environment. In the experiment, the reward is established as
r(sp(t)) =
(
1, if sp(t) is a terminal state,
 1, otherwise,
(6.3)
where sp(t) denotes the physical state (or say observation) of the environment observed by
the agent at time instance t.
At the start, we train the MSOM to learn the representation of such a 2 ⇥ 2 ⇥ 2 cube
via random exploration, which is similar to that in models developed in the previous two
chapters. The number of representation learning epochs is set as 50 and each epoch contains
100 successful navigation steps in our experiment. The MSOM holds 100 units and the next
action generator is implemented by a multiple-layer perceptron (MLP). Both the input and
hidden layers of MLP contain 100 units. The MLP’s output consists of 10 units, which is
equal to the number of possible actions for the agent. In the model, as shown in Fig. 6.4,
the 10 possible actions are translating forward, left, right and backward directly and over
the edge as well as two orientating movements. The unarticulated agent in this model starts
with [surface=1, x=1, y=1]. Once the representation learning process is finished, the weights
of MSOM and MLP are frozen and a goal is placed on [surface=3, x=1, y=1] of the cube
(i.e., terminal state is set as sp(t) = [surface = 3, x = 1, y = 2]). Then, the reinforcement
learning process happens, which investigates whether the agent can learn how to reach the
goal with an optimal policy (i.e., with the minimum number of steps). Note that the goal can
be randomly distributed on the object. Here we choose this one since it is the location that is
furthest away from the agent’s starting state [surface=1, x=1, y=1], which means hardest for
the agent to accomplish. The learning rates of actor ↵a and critic ↵c are 0.00008 and 0.0001
respectively. The maximal number of epochs for the goal-oriented learning is 50000 and in
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Algorithm 6: Goal-oriented navigation learning algorithm in the proposed goal-
oriented model.
Input: Differentiable policy ⇡(a|s, ✓), differentiable state-value function v(s,$),
critic learning rate ↵c > 0, actor learning rate ↵a > 0 and discount factor
  2 [0, 1]
1 Randomly initialize policy parameter ✓ and value function parameter $;
2 Perform representation learning Algorithm 5;
3 Freeze weights of MSOM and the next action generator;
4 for epoch i = 1, 2, · · · until convergence do
5 Initialize agent’s starting physical state sp(t) and representation state sr(t);
6 Set a variable attempt = 0, which records the number of attempts that have been
performed in an epoch by the agent;
while sp(t) is not terminal state and attempt < 100 do
7 attempt = attempt+ 1;
8 Select action a(t) ⇠ softmax(⇡(·|sr(t), ✓)  ⇡(·|sr(t), )) where   denotes
the element-wise multiplication operation;
9 Perform selected action a(t) and get state sp(t+ 1) and reward r;
if a(t) is allowed by the object then
Input a(t) in an one-hot vector format to MSOM;
Get next representation state sr(t+ 1) which is comprised of the pattern of




10 Compute temporal difference (TD) error:
  =
(
r   v(sr(t),$) if terminal state sp(t+ 1)
r +  v(sr(t+ 1),$)  v(sr(t),$) otherwise;
11 Update critic: $  $ + ↵c r$v(sr(t),$);







Table 6.1: Traning details of the model for the goal-oriented navigation
experiment on a 2⇥ 2⇥ 2 cube.
Unsupervised representation learning
Traning epochs 50
Number of MSOM units 100
Next action generator MLP (100⇥ 100⇥ 10)






Number of actions in A 10 (discrete)
each epoch, the maximal number of attempts, which includes the successful and unsuccessful
attempts, is set as 100. The training details of this goal-oriented navigation experiment on a
2⇥ 2⇥ 2 cube is shown in Table 6.1.
As conducted in Van Hasselt et al. (2016), Wu et al. (2017), Nair et al. (2018), Salimans
et al. (2017), we run the experiment with different random seeds. What’s more, as observed
and reported in Wu et al. (2017), the performances of the model vary with the random seed.
In this chapter, we show the results of the experiments with 3 random seeds. The result of
the agent reaching a goal position [surface=3, x=1, y=2] (i.e., the terminal state sp(t) being
[surface=3, x=1, y=2]) with the optimal number of steps being 5 is shown in Fig. 6.6. Note
that on the 2⇥ 2⇥ 2 cube, the 5 step is the maximal number of steps required for the agent
to reach any goal position.
Since this chapter is concerned with the potential usefulness of learned representations
via agent’s egocentric tactile exploration, we only show the reinforcement learning results




Figure 6.6: Results of the agent reaching a goal position [surface=3, x=1,
y=2] with the optimal number of steps being 5 on a 2⇥ 2⇥ 2 cube under
the reward function (6.3). (a) Average step per epoch over three different
random seeds and the shaded area denotes one standard deviation. (b)
Average reward per epoch. (c) Average action successfulness per epoch.
(d) Average TD error of the critic network.
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representation learning process and the reinforcement learning process. As we can see from
Fig. 6.6 (a), the steps needed for the agent to reach the terminal state decrease as the learning
proceeds. After about 2.6⇥104 epochs, the number of steps required for the agent to find the
goal is convergent to the optimal number of steps (i.e., 5 steps) over the three random seeds.
What’s more, in the figure, we might observe the sudden decreases around the 1.2 ⇥ 104,
2.1 ⇥ 104 and 2.6 ⇥ 104 epoch. The reality is that around those epochs, the agent with
one of the three random seeds successfully finds the optimal policy to reach the goal within
several hundred steps. Since the scale of the x-axis is in the order of 104, the learning
process happening over several hundred steps seems to take place suddenly. The gradual
learning process will be shown later in this chapter. Fig. 6.6(b) shows how many rewards
the agent receives during the learning process, which are obtained by averaging over three
different random seeds. From Fig. 6.6(b), we can see that the agent gradually receives
more rewards over each epoch. The reward the agent obtains converges during the learning
process. Eventually, after around 2.6 ⇥ 104 epochs, the agent gains maximal rewards for
each epoch. This fits well with the goal of RL, which is to maximize the cumulative total
rewards. Note that to reach the goal state with the optimal number of steps, the agent needs
to identify boundaries of the 3D object. Otherwise, it might perform some actions which
are not allowed by the object. The successfulness shown in Fig. 6.6(c) refers to the ratio
of successfully-performed steps to the total number of attempts during each epoch. From
the figure, we can see that the agent progressively finds the optimal trajectory to reach the
goal state, which benefits from avoiding boundaries of the 3D object. As we pointed out, the
critic learns a value function and the actor changes its policy to select actions with guidance
from the critic. In the proposed goal-oriented model, TD error suggests the performance of
the critic. Specifically, the greater value of TD error means ill-approximated value function
learned in the critic and more samples are required. The smaller value of TD error indicates
the convergence of the critic as well as the actor, since both of them are updated based on
TD error. The TD error changing trend in the experiment is shown in Fig. 6.6(d), which
suggests the convergence of the actor critic in our proposed goal-oriented model.
Based on the results shown in Fig. 6.6, the capability of the goal-oriented model is
demonstrated. Connecting back to our original purpose for performing reinforcement learn-
ing, we have shown that the encoding of allocentric locations learned by the MSOM provides
a useful representation for the agent in achieving a goal-oriented task. This goes beyond the
‘god’s eye’ evaluation provided in earlier chapters.
Recall that in Section 2.3.4, we discussed the latent learning and reviewed a model pre-
sented in Braga and Araújo (2003), which uses a SOM to learn a topological representation
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of an environment. The utility of the formed representation is also demonstrated in a rein-
forcement learning scheme. In terms of our goal-oriented model shown in Fig. 6.4, the agent
first explores a 3D object to learn the object representation. Then, a reinforcement learning
algorithm runs on top of the acquired representation of the object. Thus, they have some
similarities. However, there are also some noteworthy differences between them, which are
summarized as follows.
• The representation in our model is based on the MSOM, which learns the implicit
knowledge about the object through constrained navigation sequences. That means,
the neighborhood locations on the 3D object are not necessarily represented in neigh-
borhood units in the MSOM, and nonadjacent locations can be represented in the same
units, if they are reached through the same type of navigation sequences. However, the
model shown in Braga and Araújo (2003) is based on the SOM, in which neighborhood
areas in the physical environment are grouped into one cluster. This reduces the di-
mension of the state space for the reinforcement learning algorithm, thereby speeding
up the learning process. This formed representation of the environment in the model
keeps the topological property.
• In our model, the value function involved in the reinforcement learning algorithm is
computed based on places on trajectories that are afforded by the object. Conversely,
in the model shown in Braga and Araújo (2003), it is calculated based on the cluster
of places in the environment (i.e., neighborhood areas have the same value).
6.2.1 Effect of Landmarks
The models developed in the previous two chapters have shown that landmarks on 3D ob-
jects have a positive effect on learning representations. In this section, we test the effect of
landmarks on the performance of the proposed goal-oriented model from RL perspective.
The goal-oriented model is then modified as shown in Fig. 6.7.
Firstly, we randomly distribute five landmarks on the above 2 ⇥ 2 ⇥ 2 cube for each
test. Note that since the computation cost is expensive for the goal-oriented model compared
with the previous models, we choose to test this model’s performance on the cube with some
smaller number of landmarks (i.e., 5 landmarks and full landmarks). Similarly, we run the
experiment with three different random seeds and the hyperparameters are the same as those
shown in Fig. 6.6. The result is shown in Fig. 6.8. As we can see from Fig. 6.8(a) and (b),













Figure 6.7: Architecture of the proposed goal-oriented model with land-
marks considered on 3D objects.
(a) (b) (c)
Figure 6.8: Results of the agent reaching a goal position [surface=3, x=1,
y=2] with the optimal number of steps being 5 on a 2⇥2⇥2 cube under the
reward function (6.3) and 5 random locations on the cube have a unique
landmark. (a) Average step per epoch over three different random seeds
and the shaded area denotes one standard deviation. (b) Average reward
per epoch. (c) Average TD error of the critic network.
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equipped with +1 reward from the perspective of steps needed and rewards accumulated per
each epoch, respectively. Furthermore, Fig. 6.8(c) shows the evolving trend of TD error for
the critic, which demonstrates its convergence. This experiment verifies again the capability
of the goal-oriented model as well as the usefulness of the acquired representation of the
cube.
Secondly, we test the model on the 2 ⇥ 2 ⇥ 2 cube with every location equipped with a
landmark. We run the experiment also with three random seeds and the result is shown in
Fig. 6.9. Since the changing trends of TD error and successfulness are similar to that shown
in the previous experiments, here we omit them in this experiment. Instead, we show the
changing details of average rewards and steps from the 1.0 ⇥ 104 and 1.25 ⇥ 104 epoch in
Fig. 6.9(b) and (d). From Fig. 6.9(a) and (c), we can see that the agent successfully achieves
the goal with the optimal number of steps, which means it finds the optimal policy. From Fig.
6.9(b) and (d), we can obtain that the average steps and rewards evolve gradually, and finally
they converge to the optimal values. This experiment further demonstrates the usefulness of
learned representations of 3D objects from RL perspective.
To investigate the effect of landmarks on the cube, we compare the convergence speed
of the goal-oriented model, which is one of the popular ways of evaluating RL approaches
(Kaelbling et al., 1996). The epochs required for the agent to find the optimal policy are
shown in Table 6.2. As we can see from the table, the object with 5 random landmarks is
easier for the agent to find the optimal trajectory than that without any landmark. Moreover,
the agent achieves the optimal policy fastest on the object with each location distributed a
tactile landmark. This result fits well with those shown in previous chapters that landmarks
have a positive effect on models for learning representations of 3D objects. Therefore, the
beneficial role of landmarks on the goal-oriented model is demonstrated.
6.2.2 Effect of Object Asymmetries
The models developed in previous chapters have shown that they have a different learning
performance on a cube and cuboid. To evaluate the effect of 3D objects’ geometries on
the proposed goal-oriented model, we test the model based on a 3 ⇥ 2 ⇥ 1 cuboid without
any landmarks, with five randomly distributed landmarks and with every location having a
landmark. The corresponding results are shown in Fig. 6.10, 6.11, and 6.12. Note that all
the shown results are based on three random seeds, which is the same as the experiments
conducted on a 3D cube. As we can see from Fig. 6.10, the agent successfully finds its
optimal policy to reach the goal position on the cuboid. Compared with the performance of
the agent for goal-oriented navigation on the 2 ⇥ 2 ⇥ 2 cube shown in Fig. 6.6, the agent
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Figure 6.9: Results of the agent reaching a goal position [surface=3, x=1,
y=2] with the optimal number of steps being 5 on a 2⇥ 2⇥ 2 cube under
the reward function (6.3) and all the locations on the cube have a unique
landmark. (a) Average step per epoch over three different random seeds
and the shaded area denotes one standard deviation. (b) Detailed average
step per epoch between the 1.0 ⇥ 104 and 1.25 ⇥ 104 epoch. (c) Average
reward per epoch. (d) Detailed average reward per epoch between the
1.0⇥ 104 and 1.25⇥ 104 epoch.
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Table 6.2: Comparisons of average epochs needed to find the optimal pol-
icy for the 2⇥ 2⇥ 2 cube with different number of landmarks.




† Each of the 24 locations on the cube has a unique landmark.
(a) (b) (c)
Figure 6.10: Results of the agent reaching a goal position [surface=3, x=1,
y=2] with the optimal number of steps being 5 on a 3⇥2⇥1 cuboid under
the reward function (6.3). (a) Average step per epoch over three different
random seeds and the shaded area denotes one standard deviation. (b)
Average reward per epoch. (c) Average TD error of the critic network.
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(a) (b) (c)
Figure 6.11: Results of the agent reaching a goal position [surface=3, x=1,
y=2] with the optimal number of steps being 5 on a 3 ⇥ 2 ⇥ 1 cuboid
under the reward function (6.3) and 5 random locations on the cube have a
unique landmark. (a) Average step per epoch over three different random
seeds and the shaded area denotes one standard deviation. (b) Average
reward per epoch. (c) Average TD error of the critic network.
learns the optimal policy faster on the 3 ⇥ 2 ⇥ 1 cuboid. From Fig. 6.11, the capability of
the proposed goal-oriented model as well as the usefulness of representations of objects is
demonstrated again. What’s more, Fig. 6.12 illustrates that the optimal convergent policy is
also acquired by the agent for navigating on the 3D cuboid with full landmarks. The positive
effect of landmarks on the proposed goal-oriented model is also supported by the results
based on a cuboid.
The epochs required for the agent to figure out the optimal policy when navigating the
cube and cuboid are summarized in Table 6.3. As we can see from the table, in terms of
the same number of landmarks on such two 3D objects, the object’s asymmetry helps the
agent discover the optimal policy. In other words, the beneficial effect of object asymmetry
on the proposed goal-oriented model is suggested, which goes well with the results shown in
previous chapters.
Remark 1 Instead of using the physical location on the 3D object as the state information
to an actor critic algorithm that is employed in traditional RL approaches, the agent in the
goal-oriented model can reach a stationary goal by using the acquired representation as
the state information. Most of existing RL approaches assume the goal is fixed with time
evolving. However, in the real world, most of the time the goal of an agent changes with the
time instead of being a stationary one. In other words, the reward could be changed based on
the current reward schedule. For instance, when you are hungry, the food is a useful resource
for you. Thus, when you reach a location with food, that behavior could be assigned positive
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Figure 6.12: Results of the agent reaching a goal position with the optimal
number of steps being 5 on a 3⇥ 2⇥ 1 cuboid under the reward function
(6.3) and all the locations on the cuboid have a unique landmark. (a)
Average step per epoch over three different random seeds and the shaded
area denotes one standard deviation. (b) Detailed average step per epoch
between the 1.0 ⇥ 104 and 1.25 ⇥ 104 epoch. (c) Average reward per
epoch. (d) Detailed average reward per epoch between the 1.0 ⇥ 104 and
1.25⇥ 104 epoch.
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Table 6.3: Comparison of average epochs needed to find the optimal pol-
icy for the 2⇥ 2⇥ 2 cube and 3⇥ 2⇥ 1 cuboid with different number of
landmarks.









† Each of the 24 locations on the cube has a unique landmark.
‡ Each of the 22 locations on the cuboid has a unique landmark.
rewards. However, when you are thirsty, the food does not matter to you and reaching a
location with water instead of food could be awarded prizes. Besides, when a human being
is making a dish, different food materials will be his/her goal with the process proceeding
rather than one particular material. Another typical example is when a robot assembles a
chair with three parts (assuming chair support, chair base and chair arm), its goal should be
varying sequentially in order to construct a chair (Shao et al., 2016) successfully. In other
words, the agent firstly regards fetching a chair support as its goal, and then picking up a
chair base is the goal. Finally, the agent’s goal is to get a chair arm to finish the assembly.
The process of decomposing one goal into several sub-goals is referred to as hierarchical
task decompositions in Kroemer et al. (2019). For a more detailed discussion about the
task decompositions and how to apply it to robots, a good review is shown in Section 2.4
of Kroemer et al. (2019). Therefore, extending the goal-oriented model to deal with time-
varying goals is one of our future research directions.
Remark 2 There are two different types of rewards. One is the allocentric reward and the
other is egocentric reward (Heess et al., 2017). An allocentric reward is to assign a reward
based on the agent’s position in the allocentric environment, which is pre-defined and inde-
pendent of the agent’s learning process. The egocentric one refers to the reward, which is
(implicitly) set based on the agent’s egocentric states. For example, when a baby touches
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an object, the slip or configuration-changed movements are to explore the object while to
offer the perception, the hand should be made to contact surfaces of the object instead of
slipping away (see Kroemer et al., 2019, Section 2 for review). So, this egocentric reward
works in a heuristic perspective, which encourages the agent to perceive better and identify
the object. Similarly, when human beings navigate an environment, they do not always turn
around. Instead, they tend to find boundaries. So, this heuristic egocentric reward should
also be considered in developing cognitive agents for exploration. Another good example
is that when a robot grasps an object, we need to assign rewards to it based on whether its
end-effector is on the opposite surfaces to seize the object instead of the specific locations on
the object. So, from this perspective, we need to assign rewards not dependent on the specific
locations in the environment while they could be based on the egocentric agent’s configura-
tion. The investigation on the egocentric and allocentric rewards for the goal-oriented model
is future work.
6.3 Articulated Goal-Oriented Learning
In the previous section, we show that the object representation that is acquired by an unar-
ticulated agent’s tactile exploration can be used for goal-oriented navigation. In this section,
we aim to examine the potential utility of object representations acquired by an articulated
agent’s tactile exploration. We also investigate whether the acquired object representations
can be used for goal-oriented navigation.
This articulated goal-oriented model is the same as the goal-oriented model shown in
Fig. 6.4, except for that the representation learning is based on the model shown in Fig. 5.2
with an articulated agent. Due to the similarity, we omit its architecture here.
When studying the performance of this articulated goal-oriented model, we run the model
on a 3D object in 30 tests. Each test is with a different random seed and for each test, it
includes 5 ⇥ 104 training epochs, with the first 50 epochs for unsupervised representation
learning and the rest for the reinforcement learning. Running multiple tests allows us to
compute statistics comparing the model with a baseline.
To investigate the performance of our articulated goal-oriented model, we compare it with
a baseline, in which the same articulated agent randomly walks on the 2⇥2⇥2 cube. For the
random walk, we assume that in every test, the agent can remember the shortest trajectory
that it has experienced. For one epoch in every test, if the current exploration trajectory
is longer than its remembered shortest trajectory, we let the remembered shortest trajectory
be its current exploration trajectory. Otherwise, the agent performs its current trajectory
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for navigation and updates its memory about the shortest trajectory to reach the goal. This
means the number of steps required to reach the goal by this articulated agent under the
random walk with memory do not increase over the training procedure. To begin with, the
articulated agent in our model explores the cube for 50 epochs for the representation learning.
Then, the agent runs the goal-oriented navigation based on the learned representation, and
in each epoch, the maximal number of exploration steps is set as 100. The goal is placed
on [surface=3, x=1, y=2] of the cube and an optimal trajectory for the articulated agent to
reach the goal has 9 steps. This is different from the unarticulated agent investigated in the
previous section, which only takes 5 steps to reach the goal.
The result is shown in Fig. 6.13. As we can see from Fig. 6.13(a), median steps for the
random walk with memory and our model decrease with the training proceeding. The median
step for the random walk declines rapidly over the first 2500 epochs and then it reduces
slowly. However, the median step for our model does not change over the first 1.2 ⇥ 104
epoch and then decreases rapidly. At the first start, the agent in our model randomly explores
the object. After the agent finds a more optimal trajectory to reach the goal, the actor and
critic involved in our model are then trained gradually. Finally, the agent can reach the goal
in a more optimal way than the random walk with memory. The median reward over the
training epochs shown in Fig. 6.13(b) also indicates that the articulated agent in our model
can reach the goal based on the learned object representation.
Though it is hard to see from Fig. 6.13, our model also significantly outperforms the
random walk with memory by the end of the training. We assess significance using the
Mann-Whitney U test, based on median steps from the 4.5 ⇥ 104 epoch to the end of the
training. The one-side U test finds that over the period (i.e., from the 4.5 ⇥ 104 epoch to
the end of the training), the median step in our model is significantly smaller than that in
the random walk with memory, with the p = 3.79 ⇥ 10 316 ⌧ 0.01. Meanwhile, Table 6.4
reports the last four data points shown in Fig. 6.13, which suggests the difference between
our articulated goal-oriented model and the random walk with memory. Thus, the utility of
the object representation acquired in our previous articulated learning model shown in Fig.
5.2 is demonstrated. Meanwhile, the Mann-Whitney U test also suggests the superiority of
our model to the random walk with memory in term of the smaller number of the median
step of our model than that of the random walk with memory at the final learning stage.
Then, in order to further test our model’s performance as well as the effects of landmarks,
we conduct experiments of our model on the 2⇥ 2⇥ 2 cube with a different number of land-
marks. For the cube with a certain number of landmarks, we run our model for 30 tests (their
random seeds are different), and we record the step required to reach the goal and the reward
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Figure 6.13: Results of the articulated agent reaching a goal position [sur-
face=3, x=1, y=2] with the optimal number of steps being 9 on a 2⇥ 2⇥ 2
cube in the random walk with memory and our articulated goal-oriented
model over 30 tests with different random seeds. For one epoch in every
test, if the current exploration trajectory is greater than its remembered
shortest trajectory, we let the remembered shortest trajectory be its cur-
rent exploration trajectory. To smooth the figure, we show the result every
2000 epochs. (a) Median step per epoch over the 30 tests. (b) Median
reward per epoch over the 30 tests.
Table 6.4: The last four data points shown in Fig. 6.13 that indicates
median step per epoch for our articulated goal-oriented model and the
random walk with memory.






accumulated at the end of each test. Results of the step required and reward accumulated for
the cube with a different number of landmarks are shown in Fig. 6.14. As we can see from
Fig. 6.14, for the cube with a different number of landmarks, the model has a different learn-
ing performance. Specifically, in Fig. 6.14(a), with more number of landmarks, at the end of
the training, there are more tests that need a small number of steps to reach the goal (that is,
more likely to succeed in finding an optimal trajectory to reach the goal). Meanwhile, the me-
dian of the step slightly decreases to the optimal number of steps, as the cube has more num-
ber of landmarks. Thus, these results indicate the capability of our articulated goal-oriented
learning model and the utility of the learned 3D object representations through an articulated
agent’s tactile exploration. Meanwhile, by conducting the one-side Mann-Whitney U test
on the model’s performance shown in Fig. 6.14(a), we have p = 0.1947 > 0.01 for the
cube without any landmark and with 5 landmarks, p = 0.002 < 0.01 for the cube with 5
landmarks and with full landmarks, and p = 6.29 ⇥ 10 4 < 0.01 for the cube without any
landmark and with full landmarks. This shows a positive effect of landmarks on the model’s
performance of learning 3D object representations.
6.4 Summary
In this chapter, we have developed models to take advantage of the learned allocentric rep-
resentations of 3D objects to perform goal-oriented navigations. The models firstly acquire
the representations via the agent’s egocentric tactile exploration on 3D objects. Then, those
abstractions of the physical states are used as the cognitive state to an actor critic algorithm.
The developed proposed goal-oriented model has been demonstrated that it can use the rep-
resentations obtained for goal-oriented navigation on a cube and cuboid (see Ito et al., 2015;
Hetherington and Shapiro, 1993; Banino et al., 2018, applying brain’s representations to
goal-directed spatial navigation). The result further suggests the utility and effectiveness of
the allocentric representations of 3D objects, which is studied from a different viewpoint
compared with the previous chapters. Furthermore, the positive effects of landmarks and ob-
ject asymmetries on the proposed goal-oriented model have been substantiated. The capabil-
ity of the articulated goal-oriented learning model has also demonstrated. The contributions
of this chapter are highlighted as follows.
• The utility and usefulness of representations of 3D objects are demonstrated from the
RL perspective.
• The capabilities of the proposed goal-oriented models are demonstrated. Moreover,
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Figure 6.14: Box plot of results for the articulated agent in our model
reaching a goal position [surface=3, x=1, y=2] on a 2 ⇥ 2 ⇥ 2 cube over
30 tests, in which the random seeds are different. The figure is based on
the result at the end of each test. The blue box represents the interquartile
range (IQR) between the 25% quantile (Q1) and 75% quantile (Q3). The
bottom and top edges of the box indicate the Q1 and Q3, respectively. The
red horizontal line in the blue box represents the median. The minimum
and maximal value in the [Q1 1.5⇤IQR,Q3+1.5⇤IQR] are represented
as lower and upper black horizontal lines, respectively. (a) Step required
for the agent to reach the goal on the cube with a different number of land-
marks. (b) Reward accumulated for the agent on the cube with a different
number of landmarks. 136
the positive effects of landmarks and object asymmetries are also verified.
• The state space in our goal-oriented model is not based on the allocentric environment
being navigated by an agent, which is commonly employed in reinforcement learning
approaches. Instead, it is based on the representation of 3D objects via constrained
egocentric action sequences taken by the agent. Note that the limitation of traditional
physical states in RL methods is also pointed out in Sutton and Barto (2018). For more
details about the state concept in RL domain, please see Sutton and Barto (2018) and
Heess et al. (2017).
In the next chapter, we will summarize the thesis and identify its contributions. Then, the




7.1 Main Contributions of the Thesis
The central problem that this thesis aims to investigate is how does the brain learn the ge-
ometry of 3D objects? Most researchers attempt to solve this problem by concentrating on
the vision system. Though it has been studied for decades, many aspects of this question are
still not resolved yet.
Different from most researchers who explore the problem from the vision system, we
turn to the tactile system for four main reasons. Firstly, the infants start to learn about
objects as well as the world by tactile exploration rather than vision. Images from the retina
do not mean anything about structures of objects to infants until they correlate with the haptic
experience. Secondly, blind people still know how to represent, recognize and grasp objects.
Thirdly, an array of computer vision systems have been developed while fewer computer
touching systems have been proposed. So, to fill this gap, we are motivated to tackle the
problem from a new perspective: representations of objects learned from tactile exploration.
Lastly, most of those computer vision systems are trained in a supervised learning fashion,
which means a high volume of labeled data required. Thus, it is very costly to obtain a
well-developed computer vision system. Instead, all the models that have developed in the
thesis are in an unsupervised learning fashion, which is simpler than lots of existing vision
systems, such as no labeled data demanded.
Therefore, we aim to tackle the problem from a new perspective: by developing com-
puter touching systems. To this end, we developed three new models, which were presented
in Chapters 4, 5 and 6, respectively. Firstly, in Chapter 4, we developed a basic model with
minimal cues that learns representations of 3D objects via an unarticulated agent’s tactile
exploration. The input to the model is the navigation action sequences that are successfully
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performed by the agent, which are constrained by the geometries of objects. The capability
of the model to learn representations of 3D objects has been demonstrated. Then, by pro-
gressively adding features to the model, the positive effects of tactile landmarks and object
asymmetries on the model’s learning performance have been verified based on the statistical
analysis of results obtained on a cube and cuboid.
Secondly, in Chapter 5, a new model for learning representations of 3D objects via an
articulated agent’s haptic exploration was designed. The motivation of this model is that
when the hand navigates and grasps an object, it often changes configuration, and this is an
efficient way of perceiving and interacting with the object. The model takes into account
not only the navigation sequences but also the agent’s configuration, both of which are con-
strained by the object’s geometry. The capability of the model with an articulated agent has
been shown based on a cube and cuboid, and its superiority to the previous model with an
unarticulated agent has also been demonstrated by comparative analysis.
Thirdly, to investigate the potential utility of learned representations of 3D objects that are
obtained by the agent’s tactile exploration, in Chapter 6, we proposed goal-oriented models
in the reinforcement learning domain. In the model, the representations of objects acquired
by the agent’s tactile exploration are used for goal-oriented navigation. The model not only
contributes to the investigation of representations of 3D objects but also offers an insight into
the design of reinforcement learning approaches. This model also shows that the agent can
make positive use of the object representations learned in the navigation models presented
earlier, in a goal-oriented situation.
In summary, the main contributions of the thesis are outlined as follows.
• The thesis provides a new avenue to investigate how the brain learns the geometry of
3D objects. That is, instead of designing widely-developed computer vision systems
using supervised learning, a computer touching system, which is largely unexplored
despite its significance, is developed using unsupervised learning.
• Models proposed in the thesis are very parsimonious, because they simply make use
of a general-purpose sequence-processing network, of the kind that is implicated in
many other cognitive functions. That is, the thesis gives researchers some economical
and lightweight models to use for learning the geometry of 3D objects.
• We show that this general model can take advantage of several features of objects,
including asymmetries in their geometry, and tactile landmarks, and can also make
use of information about the configuration of a simple articulated hand. This can give
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some guidance to researchers to design and tune a computer touching system (e.g., by
adding features of objects to the system).
• We show that this model is of practical use to an agent, in the context of a reinforce-
ment learning task. This can give insights to researchers designing reinforcement
learning models for tactile exploration, for instance in systems for blind people.
7.2 Future Work
Before ending this chapter, we briefly note some avenues for future work, following up on
the ideas introduced in this thesis.
7.2.1 Further Modelling Experiments
We might be able to extend our models proposed in the thesis to investigate the following
questions.
• It is obviously important to consider how readily the models in this thesis can be ex-
tended to cover objects with curves which don’t permit representation using a grid
(e.g., spherical balls), and objects with more complex geometries (e.g., cups and
chairs). A model extended to cover smooth curves could also inform accounts of how
visual representations of curved surfaces are learned – for instance, the inferotemporal
representations of curvature discussed in Connor and Knierim (2017).
• Different types of representations of 3D objects can be gleaned from distinct sensori-
motor modalities, such as vision and touching. What is the relationship among those
representations? How does the brain acquire the linkage? How could we derive a
model that learns a function in a supervised way that maps 3D object representations
obtained from vision to those acquired in an unsupervised way from haptic explo-
ration? Those questions are a matter of future work.
• Different sized objects can have the same type of shapes. For instance, the 2⇥2⇥2 and
3⇥3⇥3 object has the same shape as a cube. How does the brain project those objects
with different dimensions to the same shape category? How do our models offer the
ability to learn declarative shape tokens via tactile exploration? Those questions are
also a matter for future work.
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• In some languages like Mandarin, the shape-indicated classifiers are used when de-
scribing an object. For instance, ‘yi tiao he’ and ‘yi tiao yu’ mean ‘one river’ and
‘one fish’ respectively, in which ‘tiao’ is the shape classifier indicating long thin ob-
jects. How to link the representation learned via tactile exploration with classifiers in
languages is an interesting question for future work.
• How to make the robot grasp objects is still a challenging problem, especially in an
efficient way with less training experience demanded as well as a better generalization
ability. One direction for further research might be to investigate how to take advantage
of the representation via tactile exploration to make a robot easily adapt to a different
cuboid while with the same shape.
• Another interesting future work may aim at studying how to design an appropriate re-
ward function for reinforcement learning. The reward function is expected to consider
not only allocentric rewards distributed on objects, which are widely used in most
existing reinforcement learning approaches, but also egocentric rewards, such as con-
figurations of the agent when interacting with objects. For instance, the grasping is
often understood as generating an internal reward (e.g., the ‘joy of grasping’ principle
introduced in Oztop et al. (2004)). This area of research would benefit the investigation
on the generalization of reinforcement learning approaches.
7.2.2 Some Hypotheses for Neuroscientists to Test
As discussed in Section 2.8, the general hypothesis advanced in this thesis is that human
beings initially learn representations of 3D objects via tactile exploration, through a process
that is computationally analogous to the process whereby we learn representations of envi-
ronments via full-body navigation. As discussed in Section 2.1.2, we know roughly which
areas of the brain control tactile exploration: this happens in the parietal and premotor cor-
tex. But we don’t yet know what circuits in these areas control tactile exploration, or how
these circuits support learning of object representations. The specific hypothesis we advance,
outlined in Chapter 3, is that a key circuit in this process is an MSOM-like circuit that learns
frequently-occurring sequences of hand exploration actions, identified by slip sensors on the
hand as it travels around objects. In the thesis, the MSOM model is tested computationally:
we show it has some ability to learn aspects of the geometry of explored objects, and we
show it supports reinforcement learning of hand actions that reach rewarding locations on
objects. However, we don’t show that this model is actually used in the relevant areas of the
brain.
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Our proposed model does, however, make some predictions about representations in
these areas of the brain, that neuroscientists could test. There are several predictions.
• A first prediction is that these brain areas contain cells (or cell assemblies) that respond
to specific commonly-occurring sequences of slip sensations.
• A second prediction is that these brain areas contain cells (or cell assemblies) that re-
spond to combinations of slip sensations and tactile sensations that identify distinctive
textures, diagnostic of ‘tactile landmarks’. (Units of our MSOM have this property.)
More specifically, we predict that cells (or cell assemblies) respond to specific se-
quences of slip-sensation and texture combinations - because again, our MSOM units
have this property.
• If cell assemblies of these kinds are found, we also predict that damage to these as-
semblies will impair an agent’s ability to haptically explore objects.
• We also predict that cells (or cell assemblies) will be found in these brain areas that
become active when the agent’s hand is at a particular location (and configuration) on
a given object, as measured within an object-centered frame of reference. If such cells
are found, we also predict these cells will also respond to sequences of slip sensations
and/or tactile landmarks, as in our model.
• More directly, we also predict that if we prevent a developing animal from obtaining
‘slip’ sensations on the hand (e.g., by using gloves or local anesthetic), the agent’s
ability to haptically explore objects and learn their geometries will be impaired.
We look forward to working with neuroscientists to test these predictions!
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Lengyel, G., Žalalytė, G., Pantelides, A., Ingram, J. N., Fiser, J., Lengyel, M., and Wolpert,
D. M. (2019). Unimodal statistical learning produces multimodal object-like representa-
tions. Elife, 8, e43942.
Leoni, F., Guerrini, M., Laschi, C., Taddeucci, D., Dario, P., and Starita, A. (1998). Imple-
menting robotic grasping tasks using a biological approach. In Robotics and Automation,
1998. Proceedings. 1998 IEEE International Conference on, Volume 3, 2274–2280. IEEE.
Leslie, A. M. (1987). Pretense and representation: The origins of "theory of mind". Psycho-
logical review, 94(4), 412.
Lever, C., Burton, S., Jeewajee, A., O’Keefe, J., and Burgess, N. (2009). Boundary vector
cells in the subiculum of the hippocampal formation. Journal of Neuroscience, 29(31),
9771–9777.
Li, Y., Su, H., Qi, C. R., Fish, N., Cohen-Or, D., and Guibas, L. J. (2015). Joint embed-
dings of shapes and images via cnn image purification. ACM transactions on graphics
(TOG), 34(6), 234.
Lillicrap, T. P., Santoro, A., Marris, L., Akerman, C. J., and Hinton, G. (2020). Backpropa-
gation and the brain. Nature Reviews Neuroscience, 1–12.
Liu, Y., Ott, M., Goyal, N., Du, J., Joshi, M., Chen, D., Levy, O., Lewis, M., Zettlemoyer, L.,
and Stoyanov, V. (2019). Roberta: A robustly optimized bert pretraining approach. arXiv
preprint arXiv:1907.11692.
Logothetis, N. K. and Pauls, J. (1995). Psychophysical and physiological evidence for
viewer-centered object representations in the primate. Cerebral Cortex, 5(3), 270–288.
Long, S. M. (2016). Building Object Representations: Mechanisms of Perceptual Learning
in Human Visual Cortex.
Loomis, J. M., Klatzky, R. L., Golledge, R. G., et al. (2001). Navigating without vision:
basic and applied research. Optometry and vision science, 78(5), 282–289.
Loomis, J. M., Klatzky, R. L., Golledge, R. G., Cicinelli, J. G., Pellegrino, J. W., and Fry,
P. A. (1993). Nonvisual navigation by blind and sighted: assessment of path integration
ability. Journal of Experimental Psychology: General, 122(1), 73.
157
Loomis, J. M., Klatzky, R. L., Golledge, R. G., and Philbeck, J. W. (1999). Human navigation
by path integration. Wayfinding behavior: Cognitive mapping and other spatial processes,
125–151.
Loomis, J. M. and Lederman, S. J. (1986). Tactual perception. Handbook of perception and
human performances, 2, 2.
Lorenz, D., Bereska, L., Milbich, T., and Ommer, B. (2019). Unsupervised Part-Based
Disentangling of Object Shape and Appearance. arXiv preprint arXiv:1903.06946.
Mahfoud, S. W. (2000). Boltzmann selection. Bäck et al.[3], 195–200.
Majaj, N. J., Hong, H., Solomon, E. A., and DiCarlo, J. J. (2015). Simple learned weighted
sums of inferior temporal neuronal firing rates accurately predict human core object recog-
nition performance. Journal of Neuroscience, 35(39), 13402–13418.
Makino, H., Hwang, E. J., Hedrick, N. G., and Komiyama, T. (2016). Circuit mechanisms
of sensorimotor learning. Neuron, 92(4), 705–721.
Malach, R., Levy, I., and Hasson, U. (2002). The topography of high-order human object
areas. Trends in cognitive sciences, 6(4), 176–184.
Marr, D. and Nishihara, H. K. (1978). Representation and recognition of the spatial organi-
zation of three-dimensional shapes. Proceedings of the Royal Society of London. Series B.
Biological Sciences, 200(1140), 269–294.
Martin, A. and Chao, L. L. (2001). Semantic memory and the brain: structure and processes.
Current opinion in neurobiology, 11(2), 194–201.
Martinez-Hernandez, U., Dodd, T. J., Evans, M. H., Prescott, T. J., and Lepora, N. F. (2017).
Active sensorimotor control for tactile exploration. Robotics and Autonomous Systems, 87,
15–27.
Martinez-Hernandez, U., Metta, G., Dodd, T. J., Prescott, T. J., Natale, L., and Lepora, N. F.
(2013). Active contour following to explore object shape with robot touch. In World
Haptics Conference (WHC), 2013, 341–346. IEEE.
Martins, R., Ferreira, J. F., Castelo-Branco, M., and Dias, J. (2017). Integration of touch
attention mechanisms to improve the robotic haptic exploration of surfaces. Neurocom-
puting, 222, 204–216.
158
Matelli, M., Luppino, G., Murata, A., and Sakata, H. (1994). Independent anatomical circuits
for reaching and grasping linking the inferior parietal sulcus and inferior area 6 in macaque
monkey. In Soc. Neurosci. Abstr, Volume 20.
Matelli, M., Luppino, G., and Rizzolatti, G. (1985). Patterns of cytochrome oxidase activity
in the frontal agranular cortex of the macaque monkey. Behavioural brain research, 18(2),
125–136.
Mazzoni, P., Andersen, R. A., and Jordan, M. I. (1991). A more biologically plausible learn-
ing rule for neural networks. Proceedings of the National Academy of Sciences, 88(10),
4433–4437.
McNaughton, B., Chen, L., and Markus, E. (1991). “Dead reckoning,” landmark learning,
and the sense of direction: a neurophysiological and computational hypothesis. Journal
of Cognitive Neuroscience, 3(2), 190–202.
McNaughton, B. L., Battaglia, F. P., Jensen, O., Moser, E. I., and Moser, M.-B. (2006). Path
integration and the neural basis of the’cognitive map’. Nature Reviews Neuroscience, 7(8),
663.
Mesnil, G., Bordes, A., Weston, J., Chechik, G., and Bengio, Y. (2014). Learning semantic
representations of objects and their parts. Machine learning, 94(2), 281–301.
Milford, M. and Wyeth, G. (2010). Persistent navigation and mapping using a biologically
inspired SLAM system. The International Journal of Robotics Research, 29(9), 1131–
1153.
Milford, M. J. and Wyeth, G. F. (2008). Mapping a suburb with a single camera using a
biologically inspired SLAM system. IEEE Transactions on Robotics, 24(5), 1038–1053.
Milford, M. J. and Wyeth, G. F. (2012). SeqSLAM: Visual route-based navigation for
sunny summer days and stormy winter nights. In 2012 IEEE International Conference
on Robotics and Automation, 1643–1649. IEEE.
Milford, M. J., Wyeth, G. F., and Prasser, D. (2004). RatSLAM: a hippocampal model for
simultaneous localization and mapping. In IEEE International Conference on Robotics
and Automation, 2004. Proceedings. ICRA’04. 2004, Volume 1, 403–408. IEEE.
Milner, D. and Goodale, M. (2006). The visual brain in action. Oxford University Press.
159
Mirowski, P., Grimes, M., Malinowski, M., Hermann, K. M., Anderson, K., Teplyashin, D.,
Simonyan, K., Zisserman, A., Hadsell, R., et al. (2018). Learning to navigate in cities
without a map. In Advances in Neural Information Processing Systems, 2419–2430.
Mishkin, M. and Ungerleider, L. G. (1982). Contribution of striate inputs to the visuospatial
functions of parieto-preoccipital cortex in monkeys. Behavioural brain research, 6(1),
57–77.
Mittelstaedt, H. (1985). Analytical cybernetics of spider navigation. In Neurobiology of
arachnids, 298–316. Springer.
Mnih, V., Badia, A. P., Mirza, M., Graves, A., Lillicrap, T., Harley, T., Silver, D., and
Kavukcuoglu, K. (2016). Asynchronous methods for deep reinforcement learning. In
International conference on machine learning, 1928–1937.
Mnih, V., Kavukcuoglu, K., Silver, D., Graves, A., Antonoglou, I., Wierstra, D., and
Riedmiller, M. (2013). Playing atari with deep reinforcement learning. arXiv preprint
arXiv:1312.5602.
Mnih, V., Kavukcuoglu, K., Silver, D., Rusu, A. A., Veness, J., Bellemare, M. G., Graves,
A., Riedmiller, M., Fidjeland, A. K., Ostrovski, G., et al. (2015). Human-level control
through deep reinforcement learning. Nature, 518(7540), 529.
Montagu, A. and Montague, A. (1971). Touching: The human significance of the skin.
Columbia University Press New York.
Moser, E. I., Kropff, E., and Moser, M.-B. (2008). Place cells, grid cells, and the brain’s
spatial representation system. Annual review of neuroscience, 31, 69–89.
Moser, M.-B., Rowland, D. C., and Moser, E. I. (2015). Place cells, grid cells, and memory.
Cold Spring Harbor perspectives in biology, 7(2), a021808.
Munakata, Y. and Pfaffly, J. (2004). Hebbian learning and development. Developmental
Science, 7(2), 141–148.
Mur-Artal, R., Montiel, J. M. M., and Tardos, J. D. (2015). ORB-SLAM: a versatile and
accurate monocular SLAM system. IEEE transactions on robotics, 31(5), 1147–1163.
Murata, A., Fadiga, L., Fogassi, L., Gallese, V., Raos, V., and Rizzolatti, G. (1997). Ob-
ject representation in the ventral premotor cortex (area F5) of the monkey. Journal of
neurophysiology, 78(4), 2226–2230.
160
Murata, A., Gallese, V., Kaseda, M., Kunimoto, S., and Sakata, H. (1993). Hand-
manipulation-related neurons of the parietal cortex of the monkey: further analysis of
selectivity in shape, size, and orientation of objects for manipulation. In Proceedings of
the Society of Neuroscience Annual Meeting, Washington DC.
Murray, S. O., Olshausen, B. A., and Woods, D. L. (2003). Processing shape, motion and
three-dimensional shape-from-motion in the human cortex. Cerebral cortex, 13(5), 508–
516.
Nair, A., McGrew, B., Andrychowicz, M., Zaremba, W., and Abbeel, P. (2018). Overcoming
exploration in reinforcement learning with demonstrations. In 2018 IEEE International
Conference on Robotics and Automation (ICRA), 6292–6299. IEEE.
Natale, L., Metta, G., and Sandini, G. (2004). Learning haptic representation of objects. In
International Conference on Intelligent Manipulation and Grasping.
Natale, L. and Torres-Jara, E. (2006). A sensitive approach to grasping. In Proceedings of
the sixth international workshop on epigenetic robotics, 87–94.
Nitz, D. A. (2006). Tracking route progression in the posterior parietal cortex. Neuron, 49(5),
747–756.
Norman, J. (2002). Two visual systems and two theories of perception: An attempt to rec-
oncile the constructivist and ecological approaches. Behavioral and brain sciences, 25(1),
73–96.
O’Keefe, J. and Dostrovsky, J. (1971). The hippocampus as a spatial map: Preliminary
evidence from unit activity in the freely-moving rat. Brain research.
O’Shea, J., Sebastian, C., Boorman, E. D., Johansen-Berg, H., and Rushworth, M. F. (2007).
Functional specificity of human premotor–motor cortical interactions during action selec-
tion. European Journal of Neuroscience, 26(7), 2085–2095.
Overton, W. F. and Jackson, J. P. (1973). The representation of imagined objects in action
sequences: A developmental study. Child Development, 309–314.
Oztop, E., Bradley, N. S., and Arbib, M. A. (2004). Infant grasp learning: a computational
model. Experimental brain research, 158(4), 480–503.
161
Parisi, G. I., Tani, J., Weber, C., and Wermter, S. (2018). Lifelong learning of spatiotem-
poral representations with dual-memory recurrent self-organization. Frontiers in neuro-
robotics, 12, 78.
Pei, J., Han, J., and Wang, W. (2007). Constraint-based sequential pattern mining: the
pattern-growth methods. Journal of Intelligent Information Systems, 28(2), 133–160.
Piaget, J. (1952). Play, dreams and imitation in childhood.
Piaget, J. and Cook, M. (1952). The origins of intelligence in children, Volume 8. Interna-
tional Universities Press New York.
Pinto, L., Gandhi, D., Han, Y., Park, Y.-L., and Gupta, A. (2016). The curious robot: Learn-
ing visual representations via physical interactions. In European Conference on Computer
Vision, 3–18. Springer.
Pulvermüller, F. (1999). Words in the brain’s language. Behavioral and brain sciences, 22(2),
253–279.
Purves, D., Augustine, G. J., Fitzpatrick, D., Hall, W., LaMantia, A., and White, L. (2012).
Neuroscience, Fifth Edition. Sinauer Associates Inc., USA.
Rauschecker, J. P. (2018). Where, When, and How: Are they all sensorimotor? Towards a
unified view of the dorsal pathway in vision and audition. Cortex, 98, 262–268.
Reed, C. L., Caselli, R. J., and Farah, M. J. (1996). Tactile agnosia: Underlying impairment
and implications for normal tactile object recognition. Brain, 119(3), 875–888.
Reed, C. L., Klatzky, R. L., and Halgren, E. (2005). What vs. where in touch: an fMRI study.
Neuroimage, 25(3), 718–726.
Reed, C. L., Shoham, S., and Halgren, E. (2004). Neural substrates of tactile object recogni-
tion: an fMRI study. Human brain mapping, 21(4), 236–246.
Rehg, J. M. and Kanade, T. (1995). Model-based tracking of self-occluding articulated
objects. In Proceedings of IEEE International Conference on Computer Vision, 612–617.
IEEE.
Reis, J., Schambra, H. M., Cohen, L. G., Buch, E. R., Fritsch, B., Zarahn, E., Celnik, P. A.,
and Krakauer, J. W. (2009). Noninvasive cortical stimulation enhances motor skill acqui-
sition over multiple days through an effect on consolidation. Proceedings of the National
Academy of Sciences, 106(5), 1590–1595.
162
Requicha, A. G. (1980). Representations for rigid solids: Theory, methods, and systems.
ACM Computing Surveys (CSUR), 12(4), 437–464.
Ritter, H., Martinetz, T., Schulten, K., Barsky, D., Tesch, M., and Kates, R. (1992). Neural
computation and self-organizing maps: an introduction. Addison-Wesley Reading, MA.
Rizzolatti, G., Camarda, R., Fogassi, L., Gentilucci, M., Luppino, G., and Matelli, M. (1988).
Functional organization of inferior area 6 in the macaque monkey. Experimental brain
research, 71(3), 491–507.
Roland, P. E., O’Sullivan, B., and Kawashima, R. (1998). Shape and roughness activate
different somatosensory areas in the human brain. Proceedings of the National Academy
of Sciences, 95(6), 3295–3300.
Rolls, E. (2013). The mechanisms for pattern completion and pattern separation in the hip-
pocampus. Frontiers in systems neuroscience, 7, 74.
Rusu, R. B. and Cousins, S. (2011). 3d is here: Point cloud library (pcl). In Robotics and
automation (ICRA), 2011 IEEE International Conference on, 1–4. IEEE.
Sakata, H., Taira, M., Murata, A., and Mine, S. (1995). Neural mechanisms of visual guid-
ance of hand action in the parietal cortex of the monkey. Cerebral Cortex, 5(5), 429–438.
Salimans, T., Ho, J., Chen, X., Sidor, S., and Sutskever, I. (2017). Evolution strategies as a
scalable alternative to reinforcement learning. arXiv preprint arXiv:1703.03864.
Samsonovich, A. and McNaughton, B. L. (1997). Path integration and cognitive mapping
in a continuous attractor neural network model. Journal of Neuroscience, 17(15), 5900–
5920.
Schmidhuber, J. (1991). A possibility for implementing curiosity and boredom in model-
building neural controllers. In Proc. of the international conference on simulation of
adaptive behavior: From animals to animats, 222–227.
Schneider, G. E. (1969). Two visual systems. Science.
Seelig, J. D. and Jayaraman, V. (2015). Neural dynamics for landmark orientation and angu-
lar path integration. Nature, 521(7551), 186.
Séguinot, V., Cattet, J., and Benhamou, S. (1998). Path integration in dogs. Animal be-
haviour, 55(4), 787–797.
163
Séguinot, V., Maurer, R., and Etienne, A. S. (1993). Dead reckoning in a small mammal: the
evaluation of distance. Journal of Comparative Physiology A, 173(1), 103–113.
Sereno, A. B. and Maunsell, J. H. (1998). Shape selectivity in primate lateral intraparietal
cortex. Nature, 395(6701), 500.
Shao, T., Li, D., Rong, Y., Zheng, C., and Zhou, K. (2016). Dynamic furniture modeling
through assembly instructions. ACM Transactions on Graphics, 35(6).
Shao, T., Xu, W., Yin, K., Wang, J., Zhou, K., and Guo, B. (2011). Discriminative sketch-
based 3d model retrieval via robust shape matching. In Computer Graphics Forum, Vol-
ume 30, 2011–2020. Wiley Online Library.
Sheth, B. R. and Young, R. (2016). Two visual pathways in primates based on sampling of
space: exploitation and exploration of visual information. Frontiers in integrative neuro-
science, 10, 37.
Shikata, E., Tanaka, Y., Nakamura, H., Taira, M., and Sakata, H. (1996). Selectivity of the
parietal visual neurones in 3D orientation of surface of stereoscopic stimuli. Neurore-
port, 7(14), 2389–2394.
Shimada, N., Shirai, Y., Kuno, Y., and Miura, J. (1998). Hand gesture estimation and model
refinement using monocular camera-ambiguity limitation by inequality constraints. In
Proceedings Third IEEE International Conference on Automatic Face and Gesture Recog-
nition, 268–273. IEEE.
Shwartz-Ziv, R. and Tishby, N. (2017). Opening the black box of deep neural networks via
information. arXiv preprint arXiv:1703.00810.
Sommer, N. and Billard, A. (2016). Multi-contact haptic exploration and grasping with
tactile sensors. Robotics and autonomous systems, 85, 48–61.
Spelke, E. S. (2000). Core knowledge. American psychologist, 55(11), 1233.
Spelke, E. S. and Van de Walle, G. (1993). Perceiving and reasoning about objects: Insights
from infants. Spatial representation: Problems in philosophy and psychology, 132–161.
Srihari, R. K. (1994). Computational models for integrating linguistic and visual informa-
tion: A survey. Artificial Intelligence Review, 8(5-6), 349–369.
Stemmler, M., Mathis, A., and Herz, A. V. (2015). Connecting multiple spatial scales to
decode the population activity of grid cells. Science Advances, 1(11), e1500816.
164
Strickert, M. and Hammer, B. (2005). Merge SOM for temporal data. Neurocomputing, 64,
39–71.
Stringer, S., Trappenberg, T., Rolls, E., and Araujo, I. (2002). Self-organizing continuous
attractor networks and path integration: one-dimensional models of head direction cells.
Network: Computation in Neural Systems, 13(2), 217–242.
Sugunsil, P. and Somhom, S. (2009). Short term stock prediction using som. In International
United Information Systems Conference, 262–267. Springer.
Sutton, R. S. (1988). Learning to predict by the methods of temporal differences. Machine
learning, 3(1), 9–44.
Sutton, R. S. and Barto, A. G. (2018). Reinforcement learning: An introduction. MIT press.
Szegedy, C., Zaremba, W., Sutskever, I., Bruna, J., Erhan, D., Goodfellow, I., and Fergus, R.
(2013). Intriguing properties of neural networks. arXiv preprint arXiv:1312.6199.
Szepesvári, C. (2010). Algorithms for reinforcement learning. Synthesis lectures on artificial
intelligence and machine learning, 4(1), 1–103.
Taira, M., Mine, S., Georgopoulos, A., Murata, A., and Sakata, H. (1990). Parietal cortex
neurons of the monkey related to the visual guidance of hand movement. Experimental
brain research, 83(1), 29–36.
Takac, M. and Knott, A. (2015). A neural network model of episode representations in
working memory. Cognitive Computation, 7(5), 509–525.
Tax, N., Sidorova, N., Haakma, R., and van der Aalst, W. M. (2018). Mining local process
models with constraints efficiently: applications to the analysis of smart home data. In
2018 14th International Conference on Intelligent Environments (IE), 56–63. IEEE.
Tolman, E. C. (1948). Cognitive maps in rats and men. Psychological review, 55(4), 189.
Tolman, E. C. and Honzik, C. H. (1930). Insight in rats. University of California Publications
in Psychology, 4, 215–232.
Trevarthen, C. B. (1968). Two mechanisms of vision in primates. Psychologische
Forschung, 31(4), 299–337.
Trullier, O., Wiener, S. I., Berthoz, A., and Meyer, J.-A. (1997). Biologically based artificial
navigation systems: Review and prospects. Progress in neurobiology, 51(5), 483–544.
165
Tucker, M. and Ellis, R. (1998). On the relations between seen objects and components of
potential actions. Journal of Experimental Psychology: Human perception and perfor-
mance, 24(3), 830.
Tucker, M. and Ellis, R. (2001). The potentiation of grasp types during visual object catego-
rization. Visual cognition, 8(6), 769–800.
Uchimura, M., Nakano, T., Morito, Y., Ando, H., and Kitazawa, S. (2015). Automatic rep-
resentation of a visual stimulus relative to a background in the right precuneus. European
Journal of Neuroscience, 42(1), 1651–1659.
Ungerer, J. A., Zelazo, P. R., Kearsley, R. B., and O’Leary, K. (1981). Developmental
changes in the representation of objects in symbolic play from 18 to 34 months of age.
Child Development, 186–195.
Van Hasselt, H., Guez, A., and Silver, D. (2016). Deep reinforcement learning with double
q-learning. In Thirtieth AAAI conference on artificial intelligence.
Varsta, M., Heikkonen, J., Lampinen, J., and Millán, J. D. R. (2001). Temporal kohonen map
and the recurrent self-organizing map: Analytical and experimental comparison. Neural
processing letters, 13(3), 237–251.
Vàsquez, A. and Perdereau, V. (2017). Proprioceptive shape signatures for object manipula-
tion and recognition purposes in a robotic hand. Robotics and Autonomous Systems, 98,
135–146.
Vettigli, G. (2013). MiniSom: minimalistic and numpy based implementation of the self
organizing maps.
Vidal, M., Amorim, M.-A., and Berthoz, A. (2004). Navigating in a virtual three-dimensional
maze: how do egocentric and allocentric reference frames interact? Cognitive Brain
Research, 19(3), 244–258.
Vigliocco, G., Warren, J., Siri, S., Arciuli, J., Scott, S., and Wise, R. (2006). The role of
semantics and grammatical class in the neural representation of words. Cerebral Cor-
tex, 16(12), 1790–1796.
Voegtlin, T. (2002). Recursive self-organizing maps. Neural Networks, 15(8-9), 979–991.
von Hofsten, C. and Rosander, K. (2018). The Development of Sensorimotor Intelligence in
Infants. In Advances in child development and behavior, Volume 55, 73–106. Elsevier.
166
Wachsmuth, S. and Sagerer, G. (2002). Bayesian networks for speech and image integration.
In AAAI/IAAI, 300–306.
Wang, J., Neskovic, P., and Cooper, L. N. (2007). Improving nearest neighbor rule with a
simple adaptive distance measure. Pattern Recognition Letters, 28(2), 207–213.
Wang, S. Y. and Tai, K. (2005). Structural topology design optimization using genetic al-
gorithms with a bit-array representation. Computer methods in applied mechanics and
engineering, 194(36-38), 3749–3770.
Watkins, C. J. and Dayan, P. (1992). Q-learning. Machine learning, 8(3-4), 279–292.
Wehner, R. and Wehner, S. (1986). Path integration in desert ants. Approaching a long-
standing puzzle in insect navigation. Monitore Zoologico Italiano-Italian Journal of Zo-
ology, 20(3), 309–331.
Wilson, A. D. and Bobick, A. F. (1998). Recognition and interpretation of parametric gesture.
In Sixth International Conference on Computer Vision (IEEE Cat. No. 98CH36271), 329–
336. IEEE.
Wolpert, D. M., Diedrichsen, J., and Flanagan, J. R. (2011). Principles of sensorimotor
learning. Nature Reviews Neuroscience, 12(12), 739.
Wolpert, D. M., Ghahramani, Z., and Jordan, M. I. (1995). An internal model for sensori-
motor integration. Science, 269(5232), 1880–1882.
Wu, J., Zhang, C., Xue, T., Freeman, B., and Tenenbaum, J. (2016). Learning a probabilis-
tic latent space of object shapes via 3d generative-adversarial modeling. In Advances in
neural information processing systems, 82–90.
Wu, Y. and Huang, T. S. (1999). Capturing articulated human hand motion: A divide-
and-conquer approach. In Proceedings of the Seventh IEEE International Conference on
Computer Vision, Volume 1, 606–611. IEEE.
Wu, Y. and Huang, T. S. (2001). Hand modeling, analysis and recognition. IEEE Signal
Processing Magazine, 18(3), 51–60.
Wu, Y., Mansimov, E., Grosse, R. B., Liao, S., and Ba, J. (2017). Scalable trust-region
method for deep reinforcement learning using kronecker-factored approximation. In Ad-
vances in neural information processing systems, 5279–5288.
167
Xu, F. and Spelke, E. S. (2000). Large number discrimination in 6-month-old infants. Cog-
nition, 74(1), B1–B11.
Yadav, S. L. and Sohal, A. (2017). Comparative study of different selection techniques in
genetic algorithm. Journal Homepage: http://www. ijesm. co. in, 6(3).
Yamane, Y., Carlson, E. T., Bowman, K. C., Wang, Z., and Connor, C. E. (2008). A neu-
ral code for three-dimensional object shape in macaque inferotemporal cortex. Nature
neuroscience, 11(11), 1352.
Yan, X., Knott, A., and Mills, S. (2018a). A Model for Learning Representations of 3D
Objects Through Tactile Exploration: Effects of Object Asymmetries and Landmarks. In
The 31st Australasian Joint Conference on Artificial Intelligence.
Yan, X., Knott, A., and Mills, S. (2018b). A Model for Learning Representations of 3D
Objects Through Tactile Exploration: Effects of Object Asymmetries and Landmarks. In
Australasian Joint Conference on Artificial Intelligence, 271–283. Springer.
Yan, X., Knott, A., and Mills, S. (2018c). A neural network model for learning to represent
3D objects via tactile exploration. In Proceedings of the 40th annual conference of the
cognitive science society.
Yan, X., Knott, A., and Mills, S. (2018d). A neural network model for learning to represent
3D objects via tactile exploration: technical appendix. Technical Report OUCS-2018-05.
Yartsev, M. M. and Ulanovsky, N. (2013). Representation of three-dimensional space in the
hippocampus of flying bats. Science, 340(6130), 367–372.
Yin, H. (2002). ViSOM-a novel method for multivariate data projection and structure visu-
alization. IEEE Transactions on Neural Networks, 13(1), 237–243.
Yin, H. (2008a). On multidimensional scaling and the embedding of self-organising maps.
Neural Networks, 21(2), 160–169.
Yin, H. (2008b). The self-organizing maps: background, theories, extensions and applica-
tions. In Computational intelligence: A compendium, 715–762. Springer.
Zamir, A. R., Wekel, T., Agrawal, P., Wei, C., Malik, J., and Savarese, S. (2016). Generic 3d
representation via pose estimation and matching. In European Conference on Computer
Vision, 535–553. Springer.
168
Zeiler, M. D. and Fergus, R. (2014). Visualizing and understanding convolutional networks.
In European conference on computer vision, 818–833. Springer.
Zhang, C., Bengio, S., Hardt, M., Recht, B., and Vinyals, O. (2016). Understanding deep
learning requires rethinking generalization. arXiv preprint arXiv:1611.03530.
Zhang, H. (2007). Numeral classifiers in Mandarin Chinese. Journal of East Asian Linguis-
tics, 16(1), 43–59.
Zwaan, R. A., Stanfield, R. A., and Yaxley, R. H. (2002). Language comprehenders mentally
represent the shapes of objects. Psychological science, 13(2), 168–171.
169
Appendix A
Constructions for A General Cube
This appendix is to show how an agent’s state is changed after successfully performing a
translating movement (including the translating-directly movement and translating-over-the-
edge movement) on a general cube. This is used for constructing the model of a cube.
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Table A.1: State of an agent, when it explores a general cube, denoted as
[surface number, orientation, x, y] at next time instance t + 1 after per-
forming translating-directly movements with its current position at time
instance t being (x, y), and N, S, E and W respectively denoting North,
South, East and West.
Surface number Orientation
Translating-directly movement
Translating forward Translating left Translating right Translating backward
# 1
N [1, N, x, y   1] [1, N, x  1, y] [1, N, x+ 1, y] [1, N, x, y + 1]
S [1, S, x, y + 1] [1, S, x+ 1, y] [1, S, x  1, y] [1, S, x, y   1]
E [1, E, x+ 1, y] [1, E, x, y   1] [1, E, x, y + 1] [1, E, x  1, y]
W [1, W, x  1, y] [1, W, x, y + 1] [1, W, x, y   1] [1, W, x+ 1, y]
# 2
N [2, N, x, y   1] [2, N, x  1, y] [2, N, x+ 1, y] [2, N, x, y + 1]
S [2, S, x, y + 1] [2, S, x+ 1, y] [2, S, x  1, y] [2, S, x, y   1]
E [2, E, x+ 1, y] [2, E, x, y   1] [2, E, x, y + 1] [2, E, x  1, y]
W [2, W, x  1, y] [2, W, x, y + 1] [2, W, x, y   1] [2, W, x+ 1, y]
# 3
N [3, N, x, y   1] [3, N, x  1, y] [3, N, x+ 1, y] [3, N, x, y + 1]
S [3, S, x, y + 1] [3, S, x+ 1, y] [3, S, x  1, y] [3, S, x, y   1]
E [3, E, x+ 1, y] [3, E, x, y   1] [3, E, x, y + 1] [3, E, x  1, y]
W [3, W, x  1, y] [3, W, x, y + 1] [3, W, x, y   1] [3, W, x+ 1, y]
# 4
N [4, N, x, y   1] [4, N, x  1, y] [4, N, x+ 1, y] [4, N, x, y + 1]
S [4, S, x, y + 1] [4, S, x+ 1, y] [4, S, x  1, y] [4, S, x, y   1]
E [4, E, x+ 1, y] [4, E, x, y   1] [4, E, x, y + 1] [4, E, x  1, y]
W [4, W, x  1, y] [4, W, x, y + 1] [4, W, x, y   1] [4, W, x+ 1, y]
# 5
N [5, N, x, y   1] [5, N, x  1, y] [5, N, x+ 1, y] [5, N, x, y + 1]
S [5, S, x, y + 1] [5, S, x+ 1, y] [5, S, x  1, y] [5, S, x, y   1]
E [5, E, x+ 1, y] [5, E, x, y   1] [5, E, x, y + 1] [5, E, x  1, y]
W [5, W, x  1, y] [5, W, x, y + 1] [5, W, x, y   1] [5, W, x+ 1, y]
# 6
N [6, N, x, y   1] [6, N, x  1, y] [6, N, x+ 1, y] [6, N, x, y + 1]
S [6, S, x, y + 1] [6, S, x+ 1, y] [6, S, x  1, y] [6, S, x, y   1]
E [6, E, x+ 1, y] [6, E, x, y   1] [6, E, x, y + 1] [6, E, x  1, y]
W [6, W, x  1, y] [6, W, x, y + 1] [6, W, x, y   1] [6, W, x+ 1, y]
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Table A.2: State of an agent, when it explores a general cube, denoted as
[surface number, orientation, x, y] at next time instance t+1 after perform-
ing translating-over-the-edge movements with its current position at time
instance t being (x, y), N, S, E and W respectively denoting North, South,
East and West, and xdim and ydim respectively denoting the x-directional
dimension and y-directional dimension of a surface being explored.
Surface number Orientation
Translating-over-the-edge movement
Translating forward Translating left Translating right Translating backward
# 1
N [4, E, 1, x] [6, S, 1, y] [2, N, 1, y] [5, W, 1, x]
S [5, E, 1, x] [2, S, 1, y] [6, N, 1, y] [4, W, 1, x]
E [2, E, 1, y] [4, S, 1, x] [5, N, 1, x] [6, W, 1, y]
W [6, E, 1, y] [5, S, 1, x] [4, N, 1, x] [2, W, 1, y]
# 2
N [4, N, x, ydim   2] [1, N, xdim   2, y] [3, N, 1, y] [5, N, x, 1]
S [5, S, x, 1] [3, S, 1, y] [1, S, xdim   2, y] [4, S, x, ydim   2]
E [3, E, 1, y] [4, E, x, ydim   2] [5, E, x, 1] [1, E, xdim   2, y]
W [1, W, xdim   2, y] [5, W, x, 1] [4, W, x, ydim   2] [3, W, 1, y]
# 3
N [4, W, xdim   2, x] [2, N, xdim   2, y] [6, S, xdim   2, y] [5, E, xdim   2, x]
S [5, W, xdim   2, x] [6, N, xdim   2, y] [2, S, xdim   2, y] [4, E, xdim   2, x]
E [6, W, xdim   2, y] [4, N, xdim   2, x] [5, S, xdim   2, x] [2, E, xdim   2, y]
W [2, W, xdim   2, y] [5, N, xdim   2, x] [4, S, xdim   2, x] [6, E, xdim   2, y]
# 4
N [6, N, x, ydim   2] [1, E, y, 1] [3, E, y, 1] [2, N, x, 1]
S [2, S, x, 1] [3, E, y, 1] [1, E, y, 1] [6, S, x, ydim   2]
E [3, S, y, 1] [6, E, x, ydim   2] [2, E, x, 1] [1, N, y, 1]
W [1, S, y, 1] [2, W, x, 1] [6, W, x, ydim   2] [3, N, y, 1]
# 5
N [2, N, x, ydim   2] [1, E, y, ydim   2] [3, W, y, ydim   2] [6, N, x, 1]
S [6, S, x, 1] [3, E, y, ydim   2] [1, W, y, ydim   2] [2, S, x, ydim   2]
E [3, N, y, ydim   2] [2, E, x, ydim   2] [6, E, x, 1] [1, S, y, ydim   2]
W [1, N, y, ydim   2] [6, W, x, 1] [2, W, x, ydim   2] [3, S, y, ydim   2]
# 6
N [5, N, x, ydim   2] [1, S, 1, y] [3, S, xdim   2, y] [4, N, x, 1]
S [4, S, x, 1] [3, N, xdim   2, y] [1, N, 1, y] [5, S, x, ydim   2]
E [3, W, xdim   2, y] [5, E, x, ydim   2] [4, E, x, 1] [1, W, 1, y]
W [1, E, 1, y] [4, W, x, 1] [5, W, x, ydim   2] [3, E, xdim   2, y]
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Appendix B
Experimental Results of Model-1,
Model-2 and Model-3 to Learn about a
2⇥ 2⇥ 2 Cube
This appendix is to show experimental results of Model-1, Model-2 and Model-3 that are
presented in Section 4.6 to learn a 2⇥2⇥2 cube in 30 tests. Each test has a different random
seed. Meanwhile, each test consists of 20 epochs and each epoch contains 100 successful
exploration steps.
Based on 30 tests of each model (i.e., Model-1, Model-2 and Model-3) for learning rep-
resentations of the cube, we obtain the average value of Pmax for each test. We focus on
examining the models quantitatively and statistically. We calculate the distribution of Pmax
for each model. The probability distributions of Pmax ⇠ N (µ,  2), with µ and   denoting the
mean and standard deviation respectively, are illustrated in Table B.1, and Table B.2 show
the corresponding t-based 95% confidence intervals of Pmax. Meanwhile, the correspond-
ing statistics probability distributions of the geodesic distance Dgeodesic for the models are
illustrated in Table B.3.
From Table B.1, B.2 and B.3, we can see that there is no significant difference for Model-
1, Model-2 and Model-3 to learn representations of the cube. Therefore, the translating-over-
the-edge movements can be encoded in any of the three ways that are illustrated in Table 4.5
to implement the proposed model shown in Fig. 4.5.
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Table B.1: Probability distribution of Pmax, represented as Pmax ⇠
N (µ,  2) with µ and   denoting the mean and standard deviation respec-
tively, for Model-1, Model-2 and Model-3 models when representing a
2⇥ 2⇥ 2 cube.
Object Model-1 Model-2 Model-3
#Cube (6.59%, 0.90%2) (6.47%, 0.66%2) (6.63%, 0.72%2)
Table B.2: 95% confidence interval of Pmax for Model-1, Model-2 and
Model-3 models when representing a 2⇥ 2⇥ 2 cube.
Object Model-1 Model-2 Model-3
#Cube [6.25%, 6.93%] [6.22%, 6.72%] [6.36%, 6.90%]
Table B.3: Probability distribution of Dgeodesic, represented as Dgeodesic ⇠
N (µ,  2) with µ and   denoting the mean and standard deviation respec-
tively, for Model-1, Model-2 and Model-3 models when representing a
2⇥ 2⇥ 2 cube.
Object Model-1 Model-2 Model-3
#Cube (2.48, 1.45%2) (2.48, 1.18%2) (2.48, 1.39%2)
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Appendix C
Experimental Results of Model-1,
Model-2 and Model-3 to Learn about a
3⇥ 2⇥ 1 Cuboid
This appendix is to show experimental results of Model-1, Model-2 and Model-3 that are
presented in Section 4.6 to learn a 3 ⇥ 2 ⇥ 1 cuboid in 30 tests. Each test has a different
random seed. Meanwhile, each test consists of 20 epochs and each epoch contains 100
successful exploration steps.
Based on 30 tests of each model (i.e., Model-1, Model-2 and Model-3) for learning rep-
resentations of the cuboid, the results are shown in Table C.1, C.2 and C.3. Based on the non-
significant difference of Pmax among Model-1, Model-2 and Model-3 shown in Table C.1, we
can also see that there is no difference among those encoding techniques for translating-over-
the-edge movements shown in Table 4.5. Corresponding t-based 95% confidence intervals
of Pmax are shown in Table C.2, which also demonstrates the model learns some structure
knowledge about the cuboid. The ability of the model learning representations of the 3D
cuboid is also indicated in Table C.3.
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Table C.1: Probability distribution of Pmax, represented as Pmax ⇠
N (µ,  2) with µ and   denoting the mean and standard deviation respec-
tively, for Model-1, Model-2 and Model-3 models when representing a
3⇥ 2⇥ 1 cuboid.
Object Model-1 Model-2 Model-3
#Cuboid (11.19%, 1.10%2) (11.72%, 1.20%2) (11.26%, 1.58%2)
Table C.2: 95% confidence interval of Pmax for Model-1, Model-2 and
Model-3 models when representing a 3⇥ 2⇥ 1 cuboid.
Object Model-1 Model-2 Model-3
#Cuboid [10.78%, 11.60%] [11.27%, 12.17%] [10.67%, 11.85%]
Table C.3: Probability distribution of Dgeodesic, represented as Dgeodesic ⇠
N (µ,  2) with µ and   denoting the mean and standard deviation respec-
tively, for Model-1, Model-2 and Model-3 models when representing a
3⇥ 2⇥ 1 cuboid.
Object Model-1 Model-2 Model-3
#Cuboid (2.39, 1.73%2) (2.39, 1.81%2) (2.38, 2.02%2)
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