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Graphite intercalation compounds (GICs) are an interest-
ing and highly studied field since 1970’s. It has gained
renewed interest since the discovery of superconductiv-
ity at high temperature for CaC6 and the rise of graphene.
Intercalation is a technique used to introduce atoms or
molecules into the structure of a host material. Inter-
calation of alkali metals in graphite has shown to be a
controllable procedure recently used as a scalable tech-
nique for bulk production of graphene, and nano-ribbons
by induced exfoliation of graphite. It also creates supra-
molecular interactions between the host and the inter-
calant, inducing changes in the electronic, mechanical,
and physical properties of the host.
GICs are the mother system of intercalation also em-
ployed in fullerenes, carbon nanotubes, graphene, and
carbon-composites. We will show how a combination of
Raman and ab-initio calculations of the density and the
electronic band structure in GICs can serve as a tool to
elucidate the electronic structure, electron phonon cou-
pling (EPC), charge transfer, and lattice parameters of
GICs and the graphene layers within. This knowledge
of GICs is of high importance to understand supercon-
ductivity and to set the basis for applications with GICs,
graphene and other nano-carbon based materials like
nanocomposites in batteries and nanoelectronic devices.
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1 Introduction Graphite is a mineral with a rich
chemistry mainly based in its amphoteric character, i.e.
being, both, an electron donor or acceptor material. This
results from its electronic structure having an electron
affinity as well as ionization potential of around 4.6 eV [1].
In order to tailor the electronic properties of graphite,
several groups [2–6] used the technique of so called
“intercalation” to introduce additional chemical species in
between the layers of graphite as a way to modulate the
electronic transport and optical properties.
This was also analyzed in detail regarding the effects
of effective charge transfer, and structural changes such as
lattice expansion, stacking order and internal strain. More
recently this was used for an improved graphene produc-
tion by exfoliation [8].
GICs are formed by consecutive stacking of graphene
layers and intercalant layers. Common intercalants are
alkali-metals (K, Li, Cs, Rb), alkali-earth-metals (Be,
Ca, Ba), rare-earth elements or molecular groups such
as FeCl3, AsF5, H2SO4, HNO3, etc. All the above form
different tri-dimensional macro-molecules, each one
with intrinsic electronic, physical and chemical proper-
ties [2, 3, 9–15]. The properties that distinguish every GIC
directly depend on the specific chemical species which
occupy the carbon interlayer space. The intercalants are
consequently classified as donors or acceptors according to
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Figure 1 Schematic diagram illustrating the staging in graphite intercalation compounds for stages I to VI adapted
from [7]. Intercalant layers are indicated as purple balls, and the graphene layers by gray honeycomb networks. The
distances Lc represent the interplanar distance when potassium acts as intercalant.
whether they donate or extract electrons from the graphitic
layers. Examples of electron-donor GICs are KC8, CaC6,
LiC6, whereas molecules such as FeCl3, and AsF5 act
as electron-acceptors [2]. In both cases, donor/acceptor
GICs, the stoichiometric concentration of intercalants with
respect to carbon atoms can be varied creating highly
ordered macro-molecular structures with different number
of graphene layers in between intercalant ones (see Fig. 1).
This effect has been called “staging” [2] defining the
number of graphene layers in between adjacent planes of
intercalant by an index n.
As depicted in Fig. 1 each GIC has a number of
intercalant and graphite layers defining its stage and
a unique stacking order defining the orientation of the
individual graphene layers in c-axis direction. For stage I,
each graphene layer is followed by an intercalant one (AA
stacking order). Stage II, means two subsequent graphene
layers (AB-stacked) surrounded by intercalant ones. Stage
III consists of three graphene layers in ABC-stacking in
between intercalants. For all higher staged GICs shown in
the left side of the figure the presence of ABA-stacking,
as well as BCB- and ACA- stacking following a sequence
described by Eq. 1 and Eq. 2 [16]:∣∣(AB)n/2|(BC)n/2|(CA)n/2∣∣ for even n, (1)∣∣A(BA)(n−1)/2|A(CA)(n−1)/2∣∣ for odd n. (2)
The content of intercalant in each stage is determined
from the stoichiometric formula XC12n with the exception
of the stage I compound whose chemical formula is XC8
or XC6, where X is the type of intercalant. Thus, we have
for instance KC8, LiC6, CaC6 as stage I, KC24 as stage II
and KC36 as stage III, etc. in different GICs. This article
will mainly focus on these alkali and alkaline earth GICs.
2 Structure and Stage Identification in GICs
As the properties in GICs are strongly dependent on the
concentration of intercalants, an accurate stage index
determination is crucial. The stage determination in GICs
has been mainly performed by X-ray diffraction (XRD)
using (00l) reflections [17](see Fig. 2). From the diffrac-
tion angles θl corresponding to every (00l) reflection in
XRD one can calculate the c-lattice constant (distance
between intercalant layers, Lc) by applying Bragg’s law:
lλ = 2Lc sin θl. (3)
The stage index n is then given by the relation [18–20]
Lc = nc0 + di = (n− 1)c0 + ds. (4)
In the latter formula c0 is the distance between adjacent
graphite layers (c0 = 3.35 A˚) and ds = c0 + di is the dis-
tance between two graphite layers with an intercalant layer
in between. In Table 1 a compilation (from Ref. [9]) of dif-
ferent XRD studies as function of the stage is shown, re-
vealing that ds and c0 are essentially independent of stage.
The structure and arrangement of atoms in GICs
are governed by the Nearest Layer (NL) model early
defined by Nemanich and Solin [21, 22]. The kinetics
of the transformation between stages in GICs follows
the Daumas-He´rold model [23]. This model predicts a
transitional dynamics of intercalation between stages
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Figure 2 Figure adapted from Ref. [17]. a) XRD diffraction patterns from potassium GICs ranging from stage I to VI.
b) Archetypal Raman spectrum for K doped graphite (2 ≤ n ≥ 6) intercalation compounds at 514 nm, frequently used
as a bench mark for stage identification. c) Intensity ratio (R = Iuc/Ic) for n ≥ 2 K, Rb, and Cs samples. d) Raman
response of Stage I alkali metal GICs: (a) CsC8, (b) RbC8, and (c) KC8 depicting a broad Fano line-shape with an intense
and characteristic Cz mode. Reproduced by permission of John Wiley and Sons Publishing. c©(1981) All rights reserved.
Table 1 C-lattice constant Lc for graphite-potassium inter-
calation compounds from Ref. [9]
Lc (experimental) A˚, Stage (n =) I II III IV
Ru¨dorff and Schulze 5.41 8.77 12.12 15.49
Nixon and Parry 5.35 8.72 12.10 15.45
Underhill 5.32 8.74 12.07 15.44
Calculated (5.41 + 3.35(n− 1)A˚) 5.41 8.76 12.11 15.46
in which the existence of completely unfilled layers is
not possible but partially filled layers may coexist in the
same system. Therefore, the staging is governed by the
configurations observed in Fig. 1. The first configuration
shows the possibility to have single graphene layers
surrounded by intercalant layers. The second configuration
consists of two carbon layers with intercalant boundary
regions. Finally, the third system presents the possibility
to have a mixture of graphene layers surrounded by
intercalant layers plus a single graphene layer in between.
An extension of this model is observed at the right side
of Fig. 1 where the number of single graphene layers
adjacent to other graphene layers increases as increasing
the stage n.
In order to fully support the previous assumptions
within the NL model, a combination of Raman spec-
troscopy with XRD in GICs [17, 25] was performed to
assign and analyze the vibrational response with respect to
the individual stage. GICs with Stages I to VI with Cs, Ca,
and K were studied (see Fig. 2 b-d). For stages higher than
III Solin and Nemanich observed in K-GICs the presence
of two G-line components, one close to pristine graphite
and one blue-shifted [26], which change in intensity as
function of stage. On the other hand, for stage II a single
nearly symmetric Lorentzian line around 1600 cm−1 and
for stage I a clear strongly broadened and red shifted
Fano line-shape independent from the intercalant and a
characteristic z-axis Cz mode are observed. (see Fig. 2
b-d). The Nearest Layer model was invoked to explain
the splitting and intensity of the G-line components for
n ≥ 3 (see Fig. 2 b). A relative intensity ratio R can be
extracted from the two G-line components intensity and
plotted as function of n (Fig. 2 c). The observed linear
relation proofs the validity of the NL model in GICs.
These observations obtained from Solin and Nemanich
were critical in the study of the Raman response in GICs
as they served to distinguish between ”outer” graphene
layers bounded by intercalants which are highly charged
and often called bounding layers, and ”inner” graphene
layers with little charge and surrounded by other graphene
layers also called interior layers in the literature. However,
at that time it was not possible to accurately determine the
exact charge transfer.
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Figure 3 Raman spectra from stage III to VI potassium GIC adapted from the supporting information of Ref. [24]. The
different spectra were acquired using laser-excitation wavelengths in the range of (458 nm to 647 nm). In the left panel
of a), b), c) and d) the G-line of each intercalation compound is shown; in the right panels of each stage the 2D-line is
depicted. The solid lines in the figure are fits using Voigtian and Fano line shapes, respectively. The 2D-line shows a linear
dispersion with respect to the laser excitation, and only occurs when n ≥ 3.
Figure 4 Intensity ratio (R) from the two G-line compo-
nents in GICs as function of n adapted from Ref. [24]. The
experimental intensities extracted from Fig 3 reveal an ac-
curate photon energy dependence of R together with a lin-
ear fit of R=Iuc/Ic (dashed line) as expected accordingly
to the NL model, and the experimental values reported by
Solin and Caswell [22].
This highlights that, within the NL model the different
stages can be accurately assigned through the relative
intensities of the G-lines of inner and outer layers. Hence,
the lower-frequency G-line mode in K-GICs around
1580 cm−1 corresponds to the G-line of pristine graphite
and was therefore ascribed to the inner-graphene layers
(supported by the fact that it is absent in stage I and II
GICs). The higher-frequency mode around 1610 cm−1
present in every stage above stage I was consequently
ascribed to outer-graphene layers, even though the exact
mechanism of the stiffening remained unclear at the
time [17]. Therefore, the NL model itself also has some
limitations. It is not sufficient to explain the subtle fre-
quency shifts of the G-line. Furthermore the dependence
of the 2D line on staging was not explained. For instance,
by taking the intensity ratio R for the stage identification,
recent studies showed [24], that this ratio changes as
function of the laser energy (see Fig. 3). The linearity of
R is conserved, but the slope changes as function of the
laser used and needs to be considered (Fig. 4). More over,
at that time, the 2D-line had not been studied. As will be
shown later, for stages III to VI, the presence of a double
resonance Raman process was first studied [24] revealing
a linear dispersion with respect to the laser excitation
energy .
The final part regarding the effect of intercalation in
graphite are the changes in the molecular structure. The
inter-planar distance c = 3.35A˚ in pristine graphite tends
to be conserved in the interior layers while it expands
in the boundary layers. The in-plane arrangement in
the graphene planes is similar as in pristine graphite
with just tiny deviations to the in-plane lattice constant
a = 2.46A˚ and a nearest-neighbor carbon-carbon distance
of ∼1.42 A˚. The small in-plane lattice expansion due to
intercalation in GICs has been explained by Nixon and
Parry [26]. The C-C distance change is given by a linear
approximation dependent on the reciprocal stage (1/n) as
it is shown in Fig. 5 and the following equation:
dC−C = (1.4203 + 0.0113/n) A˚ (5)
It is important to notice that this linear relation is just valid
when n ≥ 3 and not for highly intercalated potassium
compounds as it will be further explained in the applica-
tions of GICs (see yellow area in Figure 5). This overall
lattice expansion and the absence of superstructure peaks
in the XRD pattern are highly important and exclude
a phase separation in GICs. I.e., there is no structural
difference between the in-plane lattice constant in the
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Figure 5 Experimental XRD C-C bond length in potas-
sium GICs adapted from Ref. [26]. The C-C distance from
stages I to VI (KCx) in A˚ is plotted as function of their
ideal e− concentration (1/n) and their stage index n. The
dotted line represents Eq. 5. The yellow region represents
the area where electron concentration is higher and the
linear model from Eq. 5 fails as stage I does not fit in.
The dashed line is just indicative. Reproduced by per-
mission of IOP Publishing. c©(1969) All rights reserved.
doi:10.1088/0022-3719/2/10/305
charged bounding layers and weakly charged interior
layers.
3 Preparation of GICs As mentioned in the previous
section, one of the most important aspects of intercalation
is a correct stage determination. This is directly related
to the intercalation mechanism. There exist four main
routes to carry out intercalation in graphite: i) Two zone
vapor transport developed in 1981 by Dresselhaus et
al. [2], ii) Electrochemical intercalation, highly interesting
since 1970 due to the first lithium/graphite fluoride
battery system [27, 28], iii) more recently: Wet Chemical
functionalization of graphite which was first introduced
to intercalate carbon nanotubes [29–31] and further on
adapted for graphite [32, 33] looking for bulk productions
of graphene, iv) in-situ intercalation by vapor transport and
subsequent annealing in UHV and HV environments [7].
The latter is an adapted version of the two zone vapor
transport method.
3.1 Two-zone vapor transport method The prepa-
ration of GICs has never been trivial as it is not easy to
control the proportions of intercalant and keep them con-
stant along the measurements. Since 1980’s intercalation
has been made using the two-zone vapor transport method
(see Fig. 6 a) [2]. The principle of this method consist
in heating up the intercalant to a desired temperature Ti,
while the graphite (some distance away) is also heated to a
temperature Tg . The difference in temperature determines
the expected intercalation stage as depicted in Fig. 6 b).
At this point it is important to consider the stability region
for each stage. For instance a stable stage I face exist at
∆T<100oC, while stage II can be reached with a ∆T
between 100 and 200oC. By enlarging the temperature
difference, higher stages going from III to n can be
reached. However, when stabilizing and synthesizing
line phases of highly staged GICs this method is getting
more complicated as there exists no plateau ∆T for the
individual stages. When intercalation with alkali-metals
like potassium occurs, an evident change in color from
the graphite can be observed, which has been used as a
bench mark for a proper stage determination. For instance
a yellow, gold or red color is characteristic of stage I
compounds, and steel blue for stage II, dark blue for stage
III and graphite-metallic for higher stages.
In the case of acceptor compounds stage I is often blue
and higher stage compounds are graphite-metallic colour
[9]. Typical examples can be seen in Fig. 7 where six
optical images from the same region acquired with a 100x
microscope objective during intercalation/de-intercalation
denote a mixture of stages in the same graphite HOPG
sample [7]. In panel a) the golden color of highest
intercalation stage I (KC8) is shown. However, one can
clearly observe that the bulk sample is not homogeneously
intercalated which means that it has several crystalline
domains in the HOPG and the presence of differently
intercalated regions like a stage II phase (KC24) in the
lower right side of the picture. As we move forward
with de-intercalation in Fig. 7 panels b) to f), it can be
seen how the sample change in color from yellow/golden
to red, then green and further brown-green. This color
inhomogeneity is an indication about the stability from
each isobaric growth phase in potassium GICs. The actual
color observed is slightly modified by the reflection of the
lamp in the microscope and interference effects in partially
intercalated crystallites. This also means that a particular
color is absorbed by the sample, and our eyes observe the
complementary color coming from the mix of the residual
light wavelengths as has been also proven by reflectivity
studies [34]. In this studies the Drude-like free-electron
spectra for light polarized parallel (blue) and perpendicular
(black) to the c-axes in GICs had been recorded. Due to
the intercalation, graphite behaves like a metal exhibiting
a sharp Drude edge in reflectivity [35] and a Drude peak in
Electron Energy loss spectroscopy [36–38] of a screened
charge carrier plasmon in the visible region with a Drude
minimum around 2.6 eV and a directly observed Drude
peak in EELS of about 2.3 eV for KC8, and 1.8 eV for
KC24 (Stages I and II). These screened plasma frequencies
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Figure 6 Two-zone vapor transport method from Ref. [2]
a)Schematic diagram of a sealed ampoule with two-zones,
where Tg , and Ti indicate the temperatures of graphite and
intercalant respectively. b) Isobar graph for growing condi-
tions in graphite-K compounds. Reproduced by permission
of Taylor & Francis Ltd. Publishing. c©(1980) All rights
reserved
omegap of the free charge carriers are largely responsible
for the characteristic color in highly intercalated GICs.
Another important factor to mention is, that GICs are
extremely sensitive to oxidation in ambient conditions.
The success of the two-zone vapor transport method is
also related to the fact that all synthesis is happening in
sealed ampoules, i.e. avoiding air at any time. However,
further experiments after removing from the ampoule,
even in the best Glove box might lead to a contamination,
de-intercalation and oxidation of the surface. This is the
reason why this method is not accurate enough for surface
sensitive methods like photoemission where in-situ UHV
intercalation has been applied. More recently the use of
new in-situ systems (process iv) in high-vacuum Raman
doping cells allow the possibility to have a well controlled
and consecutive in-situ intercalation [24, 39] with an
accurate stage determination in a systematic manner.
3.2 Electrochemical intercalation Electrochemical
doping or intercalation provides an alternative way to mod-
ulate the Fermi level of graphene [41]. The later is an at-
tractive application towards field-effect transistors (FETs).
Additionally, in contrast to electrostatic doping [42], not
so high voltages (∼1.5 V) are required in order to achieve
considerably high doping levels.
Figure 7 Micrographies of the change in the crystal color
according to the content of potassium adapted from Ref [7]
(Multi-crystalline HOPG). a) Mixed KC8 and KC24 re-
gions, b) Defective KC8, c)-d) Mixed KC24 and defective
KC8. e) Homogeneous KC24, and f) Mixed KC24 and de-
fective KC36 faces (see also Ref. [40])
Graphite intercalation compounds under electro-
chemical intercalation have been produced with the aim
of improving batteries [27, 28]. This process involves
graphitic electrodes immersed in an electrolytic solution
with a chemically and mechanically stable host (graphite
in this case) which acts as a breathing matrix where ions
can be sucked-on and in a discharge process the charge
can be expelled-out. GICs are primary candidate for this
process as a secondary cathode and Li GICs as well as Li
intercalated nanotubes are used in Li ion batteries [43,44].
Recently, in-situ Raman and transport studies upon elec-
trochemical doping have been also applied to extend the
doping range to much higher levels in field effect doping
via the use of nanometer-thick solid polymer electrolytes
gate which provides a much higher gate capacitance than
the regularly used SiO2 back gates in FETs [45,46]. These
experiments have shown (in agreement to the two-zone
vapor transport method) a splitting of the G-line with
doping.
Even if high doping levels can be achieved with this
method, the need of an electrolyte for the doping limits
its possibilities to apply surface sensitive techniques.
The intrinsic charge transfer between the intercalant and
the host generates two typical reactions in the graphitic
electrodes and the aprotic solutions which lead to salt-like
lamellar graphite compounds, which for instance may lie
in the observed Raman response and/or a deterioration of
the intercalation compound. Moreover, an indispensable
condition for these two reactions is, that the carbon
material employed must be a well orientated graphite.
This illustrates, that a deterioration of the host lattice,
originating e.g. from cycling the electrode, affects the
overall chemistry [27, 28].
Similar response of the G-line has also been observed
in Raman spectroelectrochemistry of bilayer 12C/13C
graphene [41]. In that work, a subsequent bilayer graphene
was made by depositing a 12C graphene-layer on top of
a 13C graphene-layer on a SiO2/Si substrate. The Raman
analysis showed a split of the G-line assigning the con-
tribution of the low-frequency mode to the 13C graphene
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and the high-frequency mode to the 12C layer [41]. The
use of Raman spectroscopy as a tool to identify single
graphene layers contributions was evident. The deviation
in frequency from the two G-line components uncovered
the difference in masses from 12C and 13C graphene. In
addition, Kalbac et al. found an effect of the substrate to
the boundary graphene layer which stressed in comparison
to the outer one. Finally their study also revealed a weak
electronic coupling between graphene layers which served
to explain their G-line intensity difference. The last points
bring an insight of using Raman spectroscopy as a tool
to study charge transfer and stress in graphene, as will be
confirmed in the following section.
4 Using Raman spectroscopy to understand
charge transfer and structural changes in GICs:
Application potential and organic Superconduc-
tivity Turning into the possible applications of GICs,
Dresselhaus [2] pointed out that GICs have not been
widely used for industrial applications, whereas graphite
is an extensively used industrial material which offers
the possibility to combine them both and bring new
commercial applications. Inagaki [47] at that time also
pointed out that GICs stand out from other materials due
to their high electrical conductivity, and they exceed as
electrodes for primary and secondary batteries with an
easy diffusion of electrochemically active species between
the graphitic layers. This lead to the above mentioned
application in Li ion batteries [48–50].
GICs can also be used to exfoliate graphite prepared
by rapid heating of GICs leading into a bulk production
of graphene sheets which may be promising for industrial
applications [32]. However, there are still many problems
to be solved in order to achieve all these as commercial
applications. For instance, one must properly control the
intercalation process, and make GICs stable under ambi-
ent conditions. The later relates to stage I GICs which is
a material that shows superconductivity. This organic su-
perconductivity in GICs and the possibility to get a mate-
rial with a reasonably high transition temperature that can
be tailored by the choice of intercalant has always been
one of their most interesting aspects, both from the basic
science point of view, as well as for future applications.
For electron phonon coupling based BCS superconductiv-
ity stage I GIC combine two very promising ingredients,
i.e. a high phonon frequency and a high electron phonon
coupling constant (EPC).
In this section we will give a brief summary how
Raman spectroscopy can give important insight towards
accessing these applications. In the first subsection a brief
overview on how Raman spectroscopy can contribute
to understand the EPC in stage I GICs is presented.
This will also be compared to complementary studies on
intercalated fullerenes, intercalated nanotubes and doped
graphene. In the second subsection we will focus on how
to use Raman spectroscopy as a nondestructive key tool
to disentangle the effects of charge transfer and strain in
highly staged GICs and its importance for determining the
local interfacial strain and the internal charge transfer in
charged and strained graphene.
4.1 Superconductivity in stage I GIC and impli-
cations for intercalated fullerenes, nanotubes and
doped graphene Superconductivity in GICs was first
studied by Henning and Meyer in 1952 [51]. Later on,
Hannay and Kobayashi1 [52, 53] were able to extract
the superconducting transitions for first stage GICs with
K, Rb and Cs as intercalants. The first superconducting
graphite intercalation compound to be reported was stage
I KC8 [2, 52, 54]. The transition temperatures reported for
GICs at that time were low in the range of 0.135 K for
CsC8, and between 0.39-0.55 K for KC8 [2]. The case of
LiC6 did not show any superconducting behavior, whereas
the metastable high-pressure LiC2 compound revealed
a “high” Tc of 1.9 K [55]. By 1990’s higher transition
temperatures were observed for C6K, C3K, and C2Na
with values of Tc = 1.5, 3, and 5 K respectively [56]. In
1991, the discovery of fullerene intercalation compounds
known as “fullerides” added a new family of organic
superconductors [57–59]. Fullerides revealed higher Tc
values compared to GICs ranging from 18 K for K3C60
up-to 39 K for Cs3C60 [58–60]. In 2007 Hlinka et al.
discovered superconductivity in CaC6 GICs with an ele-
vated Tc of 11.5 K [61] renewing the interest in graphite
intercalation compounds. Superconductivity in CaC6 has
not been fully understood yet. Some studies attribute this
effect to the high energy C modes [62], while others [63]
report that the low-energy modes of the intercalant were
responsible for superconductivity inferred from specific
heat analysis. First-principles calculations predicts equal
coupling to both groups of phonons [64, 65]. The origin
of superconductivity in GICs is still a controversial
topic [64, 66–68]. One of the most accepted theories
relates the electronphonon interaction both to Ca and C
vibrations [64] which should be measurable by resonant
Raman spectroscopy of stage I GICs.
Raman spectroscopy has been served as a central
tool in the analysis of the superconducting coupling
mechanism in GICs. [7, 10, 61, 69]. The resonance Raman
spectra from stage I superconducting GICs shows the
strongest vibrational mode as a Fano line-shape around
1510 cm−1 [17,70,71] for KC8 and CaC6, not like in LiC6
(see Fig. 8 a). The previous highlights the importance of
this Fano-interference to the superconductivity coupling
mechanism within the BCS theory, and confirms the
importance of this E2g2 G-line mode to non-adiabatic
effects.
The correct assignment of the intrinsic Raman re-
sponse in superconducting stage I GICs is especially
important since superconductivity is based on electron
phonon coupling (EPC) involving the graphitic E2g2
G-line phonons [72, 73] and the renormalized position and
line-width of these modes can serve to calculate the EPC
constant in the superconducting GICs [69]. Early studies
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Figure 8 Raman line-shape analysis for K, Ca, and Cs
stage I GICs, adapted from Ref. [21] and [61] a) KC8 and
CsC8 characteristic Fano line-shape at high doping con-
centrations. Two main components are depicted the main
G-line component around 1510 cm−1, and the Cz-mode
at ∼550 cm−1 due to the inter-planar lattice vibrations.
b) CaC6 Raman spectrum, from where the bottom spec-
tra refers to the not air exposed sample, while the oth-
ers are air exposed after several hours. Disorder and de-
intercalated peaks reveal the decomposition of the sample.
Reprinted figure a) with permission from R. J. Nemanich,
S. A. Solin, and D. Gu´erard, Phys. Rev. B 16, 2965, 1977
c©(1997) by the American Physical Society. Reprinted fig-
ure b) with permission from J. Hlinka, I. Gregora, J. Poko-
rny, C. He´rold, N. Emery, J. F. Mareˆche´, and P. Lagrange,
Phys. Rev. B 76, 144512, 2007 c©(2007) by the American
Physical Society.
in single walled carbon nanotubes (SWNTs) intercalated
with potassium introduced the use of a Breit-Wigner-Fano
(BWF) component to explain the Raman features around
1500 cm−1 [74]. This mode was proven to exist in bundles
of SWNTs intercalated with potassium, and explained as
a hybrid plasmon-phonon mode derived from a plasmon
band that reduces the phonon excitation required to gener-
ate the BWF mode [75]. The latter is critical in the study of
GICs as the E2g2 G-line mode in stage I superconductivity
compounds also depict a BWF line-shape [70].
Figure 9 Raman spectra of four different KC8 single crys-
tals (labeled 1 to 4 and assigned by their color) adapted
from Ref. [40]: (1) highly bright and golden crystal, (2) low
bright golden crystal, (3) red crystal, and (4) red to black
crystal. The symbols denote: ∗ CZ mode, ◦ D mode, 4
E2g1 mode, ? E2g2 mode, and the • GD mode representing
the characteristic de-intercalation component from Stage
I to II. The orange top-line represent the intrinsic Stage I
face in GICs without defects along an homogeneous re-
gion. Reproduced by permission of John Wiley and Sons
Publishing. c©(2011) All rights reserved.
In order to correctly extract the Raman response
of superconducting stage I GICs many factors must be
considered such as intrinsic disorder of the crystal, laser
induced heating of the sample, and air intrusion strongly
affect the Raman response in GIC. An example of the
latter can be depicted by different experimental and
theoretical studies reported with a wide range of different
G-line positions and line-shapes between∼1400 cm−1 and
∼1600 cm−1: i.e. at∼1500 cm−1 [2], between 1400 cm−1
and 1550 cm−1 [17], 1534 cm−1 [69], 1547 cm−1 [21],
1420 cm−1 and 1582 cm−1 [76]. The incongruity of these
results is directly related to an incomplete intercalation as
reported recently in potassium doped graphene [12] and
stage I GICs [70]. On top of this, defect modulation of
GICs is crucial when studying the G-line response from
superconducting GICs faces. For instance, Hlinka [61]
reported different G-line positions and line-shapes for
CaC6 exposed to air (see Fig. 8 b), which is in contrast
to the fine BWF line-shape observed by Nemanich et. al.
in Fig. 8 a) for K and Cs GICs. A recent study, on stage
I single crystals of KC8 (see Fig. 9) [40] revealed that
this differences are related to local defects and different
intercalation and laser induced de-intercalation. This can
be clearly seen in the Raman spectrum, which changes as
function of the quality of the crystal and different Raman
modes appear. This will be described in the detail in the
following.
The peak labeling in stage I GICs is not a trivial work.
As it has been demonstrated by Hlinka et al. [61] and
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pss header will be provided by the publisher 9
Dean et al. [72], recent Raman spectroscopy studies of
highly intercalated GICs (i.e. stage I, II) present several
components in the G-line region (see Fig. 8). In accor-
dance with these studies, additional works have covered a
detailed line-shape analysis as depicted in Fig. 9 revealing
four components. The first and last component have a
Lorentzian line-shape whereas the ones located around
1500 cm−1 keep a BWF line-shape. These lower and
higher frequency Lorentzian modes are labeled as D and
GD in the Figure and they are attributed to intrinsic defects
present in the sample [40, 72]. The latter GD component
has been further studied in Refs. [70, 77] and the origin of
the GD mode has been recalled as the contribution of not
fully intercalated defective stage II regions embedded in
stage I GICs. This is in agreement to the fact that this mode
is not dispersive, and to the Daumas-He´rold model [23]
which predicts that multiple stages may coexist in the
same system.
We turn now to the intrinsic Raman G-line response of
the stage I compounds, which had been very controversial
in the previous literature. Following the line shape analy-
sis, the two strongest components around 1500 cm−1 have
been labeled as E2g modes [2, 40, 61, 70, 72, 77]. These
modes belong to the in-plane stretching vibration of the
carbon atoms. In GICs the Brillouin zone of graphene
folds back allowing to have Raman active E2g modes
whereas the A2g mode became silent. The first E2g2
mode change in frequency and line-shape as function
of intercalation [2, 40, 61, 70, 72]. For stage I GICs this
mode shows a BWF line-shape, which for KC8 locates
at 1510 cm−1. In addition, the second strongest mode is
assigned to the E2g1 vibration because it is in the same
frequency range. However, this mode is observed as the
second high frequency BWF mode around 1547 cm−1
with a different origin. It is related to the recombination of
one E1u mode and one of the E2g2 modes [78]. Therefore
this component is not related to the intrinsic G-line of
stage I GICs.
Another important factor in the correct analysis of
the G-line of stage I GICs is the temperature of the
sample (T). Raman spectroscopy analyses on CaC6 [79],
and LiC12 [80] had been made at low-T, but much less
is know about them. These Raman reports have been
performed bellow the Tc of CaC6, and at 240K for Li
GICs. The results showed reversible transition phases and
the appearance of peaks not present at room temperature
(RT) related to in-plane vibrations around 40 cm−1 [79].
In the case of LiC17, it shows a doublet G-line assigned
to the presence of LiC17 and LiC18 phases. The latter
works revealed some important facts: i) Low-T Raman
analyses in GICs may enhance the observation of different
vibrational modes in their structure, ii) The possibility to
distinguish between interior and boundary-layers is much
more evident through low temperature Raman studies,
iii) the line shape analysis of the G-line with more than
one component agrees the studies in defective stage I
GICs [70, 77], iv) Low-T Raman analyses change the
ordering of the molecular structure in GICs allowing to
have mixed intercalation phases within the same crystal as
predicted by the Daumas-He´rold model [23], and finally
v) There exist a need of a systematic low temperature
Raman study about stage I GICs to fully understand
their superconducting behavior and perhaps its EPC
mechanism.
Some studies have revealed that by determining the fre-
quency of the E2g2 G-line mode, one can extract the line
width γEPCσ = Γ [10, 61, 69, 70, 81] especially for CaC6
(see Fig.10). Thus, from the Raman spectra in GICs one
can learn in fact the contribution from the highest optical
mode which originates from extremely high doping levels
and how this contributes to the EPC constant responsible
for superconductivity in stage I GICs. However, the contri-
bution of this optical phonon to the electron-phonon cou-
pling constant (λ) is not enough to explain the high Tc in
GICs [70, 71], as it has also been attributed to the in-plane
TO phonon from the K point as analyzed from the kink in
the quasi-particle dispersion from the ARPES results [82].
It has also been shown that the major contribution to λ in
superconducting GICs comes from the low-energy modes
and the carbon vibrations along the z-axes [83, 84]. A full
analysis of KC8 reveals an EPC of λ = 0.45 [82]. This is
bigger as compared to the EPC derived from Raman spec-
troscopy alone.
Additionally, stage I GIC behaves like heavily doped
graphene. It follows an AA stacking order and allows
to unravel the truly experimental Dirac cone [85]. For
instance, even if superconductivity is not depicted in the
bulk, that does not mean that it can not be achieved at the
mono-layer. For example, by considering stage I LiC6 GIC
a complete charge transfer occurs between the Li atoms
and the graphene layers, whereas the removal of quantum
confinement in mono-layer graphene doped with lithium
can up-shift its interlayer state and induce superconduc-
tivity as found to be for LiC6 mono-layer graphene and
Li2C6 with Tc=8.1 K [83] and Tc=18 K [84]. Therefore
it is obvious to correlate these results to results on alkali-
metal doped quasi freestanding graphene and address its
EPC and estimate their contribution to high temperature
superconductivity. This will be briefly summarized below.
Quasi free-standing doped-graphene has first been
confirmed by Angle Resolved Photo-emission Spec-
troscopy (ARPES) in stage I KC8 as a key to study
graphene [85]. It has been shown that the inter-layer
spacing between layers in GICs can be increased (due to
intercalation) from 0.34 nm (3.4 A˚) in pristine graphite to
more than 1 nm in some GICs exaggerating the anisotropic
properties of graphite [2, 50]. The previous also bring a
significant reduction in the van der Waals forces between
adjacent graphitic layers, which leads into a new route
to study single layers of graphene from a top-bottom ap-
proach [50, 86, 87]. Graphene, ”the mother of all graphitic
forms” [88], is considered the building block for every sp2
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Figure 10 Calculated and experimental EPC line-widths
adapted from Ref. [69]. The black squares and circles rep-
resent the values reported in Ref. [69], while the red dots
depict the experimental values extracted from the Raman
response in Stage I GICs from Ref. [70]. Reprinted fig-
ure with permission from A. M. Saitta, M. Lazzeri, M. Ca-
landra, and F. Mauri, Phys. Rev. Lett. 100, 226401, 2008
c©2008 by the American Physical Society.
hybridized carbon allotrope. The importance of graphene
lies in its exceptional electrical [89, 90], thermal [91],
and mechanical [92] properties. Graphene then attracted
high interest in various fields of applications [93] like:
field-effect transistors (FETs), sensors, electrochemical ca-
pacitors/super capacitors, lithium ion batteries (LIBs), fuel
cells, and solar cells. All of these properties directly relate
to the low-energy electronic structure of graphene [88,89].
ARPES has been proven to be a key tool to determine the
electronic structure of graphene [94] and graphite [95–97].
The major problem to deal with when analyzing
graphene is the direct hybridization between the substrate
and the graphene layer, which for instance can modify the
electronic structure due to charge transfer effects [98–100].
A way to circumvent the problems of substrate-interaction
effects was the use of potassium intercalation. One can
see, for instance, stage I KC8 compounds as a quasi
free-standing graphene layer laying on top of every single
potassium interlayer [85]. In a similar way, it was shown
by in-situ ARPES measurements and ab-initio calcula-
tions [85] that the electronic properties of intercalated
graphite and graphene are equivalent. This allowed to
observe for the first time the Dirac cone of doped graphene
experimentally by using KC8 GICs, in contrast to previous
works where the substrate induced a gap opening [99] or
where the Dirac point was not really visible because it was
lying at the Fermi edge. The equivalence of KC8 GICs and
graphene was revealed by the dispersion of the electronic
bands which is not different from the dispersion of bands
in graphene close to the Dirac point. This demonstrates
the existence of noninteracting doped graphene layers in
the molecular structure of GICs and provides an elegant
solution for the study of graphene.
More recently, alkali-metal intercalation in graphene
has served as a tool in determining the size of the
EPC from the analysis of the kink in the quasi-particle
band structure. Using the full phonon density of states,
electronic dispersion and the Eliashberg function, a
very strong electronphonon coupling constant could be
determined [101]. This could induce superconductivity at
elevated temperature in graphene. They determined the
quasi-particle band structure in ARPES (see Fig. 11 a), b)
for K-doped graphene) and the EPC λ (see Fig. 11 c) to
evaluate the superconducting critical temperature Tc from
graphene intercalated with Cs, Rb, K, Na, Li, and Ca. The
latter has been done by performing ARPES analysis of
graphene to extract the EPC as a kink from the spectral
function resulting from the sample. This work bring
an insight in the study of graphene doped/intercalated
with alkali-metals revealing that the EPC constant that
comes from graphene’s high energy phonons alone is
too low to sustain superconductivity, in agreement to
previous works on Raman GICs [70]. In the case of Raman
spectroscopy, the EPC constant extracted from the highest
optical phonon in Stage I GICs is also too low to explain
superconductivity leading to an open question regarding
the phonons responsible for this behavior.
This experimental relation of the coupling constant
and the coupling phonons [70, 82] to the superconducting
transition temperature is based on a classical BCS coupling
theory via phonons and has been theoretically predicted
through several studies. For instance, Saitta et al. [69] have
proven that by extracting the electron phonon coupling
constant λ from the electronic and phononic structure
one can empirically estimate the critical temperature of
superconducting KC8, and CaC6. In 2012, Profeta et
al. [83] theoretically demonstrate the possibility to induce
superconductivity in graphene by doping its surface with
alkali-metals like done in GICs, revealing that Li-covered
graphene superconduct at higher transition temperatures
(8.1 K) than the ones they obtained for Ca-covered
graphene (1.4 K). In addition to the latter, the EPC can be
strongly enhanced by the coupling between out-of-plane
graphene phonons and in-plane intercalant [64, 68, 102].
The intercalation of bi-layer graphene would enlarge the
resulting Tc for this systems as the carbon-intercalant
ratio gets lower and axial z-vibrations between graphene
layers exist. These assumptions have been proven by
C6CaC6 (bi-layer graphene) with a Tc close to the one
of CaC6 [103]. In addition, Ca does not present an
ordered phase when deposited onto monolayer graphene
in contrast to bilayer graphene. The latter highlights the
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Figure 11 Experimental ARPES intensities of potassium
doped graphene [101]. a) K-doped graphene spectra along
the ΓKM direction near the K point at 1.7 A˚−1 b) High
resolution ARPES along the KM direction depicting the
kink to extract the EPC constant λ. c) EPC constant for
different alkali-doped graphenes extracted from the high-
energy optical phonon modes only with respect to their cor-
responding electron concentration. Adapted by permission
from Macmillan Publishers Ltd: Nature Communications
[101] c© 2014.
importance of intercalation to achieve ordered phases of
intercalant with pairing coupling constants similar to the
bulk graphitic compounds [101, 103].
In the following we will compare for completeness
these results with respect to superconductivity and the
gain from Raman spectroscopy to other nanocarbon based
intercalation compounds, namely fullerene intercalation
compounds and intercalated nanotubes.
Superconductivity in fullerene intercalation com-
pounds and intercalated nanotubes have been an
obvious next step because of the ability of fullerene single
crystals and single walled carbon nanotube (SWCNT)
bundles to occupy alkali metal counter ions in their open
voids. However, for fullerenes in contrast to graphite
and carbon nanotubes a p-type doping was not possible
so far because of the low electron affinity. In 1991 the
first intercalation compounds with fullerenes (fullerides)
where elaborated [57–59, 104] the same way as performed
in graphite intercalation compounds. The excitement of
using these new material at the time was promoted by the
possibility to achieve higher transition temperatures for
superconductivity, and the introduction of dopant ions into
the crystal without disrupting the bonding environment
in the fullerene sphere generating a tri-dimensional
isotropic organic conductor [58]. In addition line phases
are observed with a metallic and superconducting phase
for alkali metal doping of A3C60. Similar to oxide based
high temperature superconductors this phase is on the
borderline of a metal insulator transition. For different
fullerene intercalation compounds the detailed interplay
between electron-electron and electron-phonon interac-
tions leads to different ground states of a superconductor
(i.e. Cooper paar formation via EPC in agreement with
the BCS theory), charge transfer insulator (i.e. via Jahn-
Teller distortion) and Mott-Hubbard insulator (i.e. via
electron electron correlation) as reviewed in Ref. [105].
Raman spectroscopy has been used as key tool to identify
the line phases in fullerene intercalation compounds
utilizing the linear red shift of the Ag pinch mode with
doping [106–109], as well as the EPC of the Hg-derived
coupling modes [109]. In comparison to classical super-
conductors, and in contrast to GICs the Tc observed in
fullerides is much higher ranging from 18 K in K3C60,
28 K for Rb3C60, and up to 39 K for Cs3C60 which is the
record transition temperature for organic superconductors
so far [58–60].
Coming to the study of superconducting single walled
carbon nanotubes (SWNTs) no line phases but rather a
continuous doping had been observed [110]. This makes it
much harder to observe the correct stoichiometry related
to superconductivity. Also there are theoretical studies
related to superconductivity in doped SWCNT [111]
experimental studies are rare for intercalated SWCNT.
Superconductivity in B-doped SWCNT was claimed to be
up to a Tc of 12 K [112], for SWCNT in zeolites a Tc of
15 K was shown [113].
Further effects derived from the intercalation of
chemical species in between the basal graphene layers in
GICs have lead not only to superconducting effects, but
also intrinsic charge transfer and induced strain within
the graphene layers. In the following we will present
how these effects have been observed and serve as new
tool when studying doped and/or strained graphene based
systems.
4.2 Raman study of charge transfer and strain
in highly staged GICs – implications for doped
graphene: Charge transfer, hybridization and strain are
intrinsic effects in graphite intercalation compounds. Here
we will give a detailed study of the interplay between these
effects in higher stage GICs (above stage II) beyond the
limitations of the NL model. For this purpose we introduce
the above mentioned graphene bounding layers adjacent to
the intercalant as charged (c), and interior graphene layers
with only graphene nearest-neighbor layers as uncharged
(uc).
The first studies on charge transfer in GICs have been
theoretical calculations used to disentangle the fractional
electronic charge f being transferred from the intercalant
atoms to graphite [114]. These studies focus on the expla-
nation about charge distribution among graphene layers in
the whole compound where boundary and interior layers
co-exist in the system. This coexistence is only possible
in intercalation stages n ≥ 3, as in stage I and II every
graphene layer is adjacent to an intercalant layer. These
studies were computationally expensive because large
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Figure 12 Theoretical Charge Density Distribution
adapted from Ref. [24]. a) Stage III KC36 with a sketch
of the charged and uncharged layers and its correspond-
ing charge distribution along the z-axes. The position of
the carbon/potassium planes is marked by C/K. The mid-
points graphene planes are marked by i and the separation
between K and C atoms is marked by i′, here the density
difference crosses ∆ρ = 0 b) Charge distribution analysis
for KC72 depicted in the same way as in a).
supercells must be used to represent systems like KC36
GICs [115].
Early results from ab-initio calculations in stage I GICs
intercalated with Li, Na, K, Rb, and Cs [115] revealed a
”nearly constant” charge transfer from the alkali-metal
to the graphene boundary layer (charged layer) and
established a proper way to exemplify the charge transfer
mechanism in GICs. Ancilotto and Toigo [116] developed
a 2x2 supercell geometry from which they revealed
an incomplete charge transfer from K atoms into the
graphene boundary layers, and were able to overcome
the problem of supercells when analyzing GICs. Their
results served as the first step in the understanding of
alkali-metal graphite interactions, but called for a more
quantitative study in the future. More recently, a combined
Raman spectroscopy and ab-initio calculation study [24]
in low intercalation stages (III-VI) brought a quantitative
Table 2 Calculated charge transfer (e− per K atoms) from
the intercalated K atoms to the graphene-layers for stage III
to VI potassium GIC taken from Ref. [24]. The last column
gives the bi-axial strain of the graphene layers [26].
el. per K atom σ (1013/cm2) * Bi-axial strain (%)
K 1st 2nd 3rd 1st 2nd 3rd
KC36 -0.39 0.33 0.12 - 5.2 1.9 - 0.20
KC48 -0.39 0.28 0.11 - 4.5 1.7 - 0.13
KC60 -0.39 0.26 0.11 0.04 4.1 1.7 0.6 0.10
KC72 -0.39 0.26 0.10 0.03 4.1 1.6 0.5 0.06
* The corresponding electron density is given in electrons/cm2.
description of the charge transfer mechanism in GICs
by following the Hartwigsen method [115] on stage I
GICs and by Ancilotto and Toigo [116] on potassium
adsorption in graphite. For that purpose, the charge density
difference (∆ρ(z)) must be calculated considering the
charge density from the whole GIC minus the reference
one (ρref (z) = ρgraphene(z) + ρK) [24].1
The latter calculated results are shown in Fig. 12,
where stage III KC36 (a) and stage VI KC72 (b) are shown.
For the first time, a complete quantitative charge transfer
distribution was obtained for stages III to VI depicted
in Table 2. The results highlight the accumulation of
electrons in the boundary carbon layers with constant
values independent of the stage. In contrast, the charge
transferred to the interior layers decreases and varies as
function of the stage.
A secondary effect of charge transfer in GICs is
the splitting of the G-line in two when the stage index
n ≥ 3 [26]. The G-line in stages III to VI shows a high
frequency and a low frequency mode [2, 24]. The first
one has been assigned to the vibrational Raman response
of the charged graphene layers next to an intercalant
one, whereas the low frequency one corresponds to the
uncharged or slightly charged graphene sheets. Their
positions are ∼1602 cm−1 and ∼1580 cm−1 respectively.
The previous assignment can be observed in Fig. 13 a) and
explained in the following way:
–High-frequency Gc mode: It is located between 1600
and 1610 cm−1 (Fig. 13 b, red line). This peak is
slightly asymmetric due to a Fano interference of the
conduction electrons transferred from the potassium
to the charged graphene layers. This is also supported
when comparing the Raman response of stage II KC24
where only charged graphene layers boundary to inter-
calant exist. Therefore, KC24 exhibits only a Gc-line
at 1610 cm−1. The strong up-shift in position of the
G-line in graphene due to electron-doping (charge
transfer) has been explained [118] as a breakdown
of the Born-Oppenheimer approximation for the
E2g2 phonon mode at Γ . Comparing to experiments
1 Calculations have been performed using density-functional
theory (DFT) in the local-density approximation (LDA). The
Quantum-espresso package [117] has been used. Since DFT does
not yield reliable inter-plane distances, calculations were done at
the experimental C-lattice constants of Eq. (4). The carbon-bond
lengths were taken from the experiments by Nixon and Parry [26].
DFT is known to be problematic in the calculation of charge-
transfer processes. Yet, in the case of K intercalation of graphite,
it reproduces at least qualitatively correctly the tendency of the
potassium atoms to give away their electron to the graphite host.
Since the accumulation of charge on the boundary layers is de-
termined by the electrostatics of the system, we assume that the
charge-density plots (in particular the comparison between the
different stages) are at least qualitatively correct. The absolute
amount of the transferred charge density remains a challenge for
DFT.
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Figure 13 Raman spectra of the G- and 2D-line regions from stage II to VI GICs acquired at 568 nm in Ref. [24]. Panel (a)
depicts experimental results (black dots) and line shape analysis (red line) results revealing the presence of a split G-line
and a 2D component for stages III–VI. Stage II shows just one asymmetric G-line peak and no 2D mode. Panel (b) revealed
a linear increment in frequency from the two G-line components (Gc and Guc as a function of stage n).
performed on electrochemically top-gated graphene
where doping with electron concentrations of about
5x1013/cm2 (similar to the ones in Table 2) lead to
a G-line at around 1605 cm−1, we conclude that the
strong up-shift of the Gc-line is indeed due to charging
of the graphene layers adjacent to the intercalant.
–Low-frequency Guc mode: In addition, for stages
higher than KC24 a second G-line (Guc) came out
at ∼1580 cm−1 (Fig. 13 b) black) being close to
the G-line position of pristine graphite and graphene
(1583 cm−1 and 1580 cm−1 respectively [98]).
Thus, the Guc peak is assigned to pristine uncharged
graphene layers with a symmetric Lorentzian line-
shape in GICs [24]. In order to confirm the origin of
this Guc-line in GICs, one must consider the slight
charge transferred to the interior layers in GICs as
depicted in Table 2. The frequency values that one
can obtain by taking σ from Table 2, and Eq. 3 from
Ref [119] overestimate the ones observed for stages III
to VI in GICs [24], which means that additional factors
must be considered in order to match the experimental
values in low-stage intercalation compounds.
The double-resonance Raman process, in GICs
never studied before, has now been detected and explained
as a proof of (almost) uncharged graphene layers present
in the structure of potassium GICs [24]. Using the double
resonance model introduced by Thomsen and Reich [120]
one can describe the origin of D- and 2D-line modes as
function of laser energy, as well as the splitting of the
double resonance mode for double, triple, and multi-layer
graphene [121, 122]. By considering the previous model
and the existence of pristine uncharged graphene layers
in stages III to VI, one conclude that the 2D-line in
low-stages of GICs stems from these uncharged layers,
because when just charged layers coexist (i.e. KC24), no
2D-line is observed [24] (see Fig. 13 a). The number of
interior graphene layers corresponds to the stage index
n-2, i.e., stage III contains a mono-layer of uncharged
graphene, stage IV a bi-layer graphene, stage V a tri-layer,
and stage VI a quadri-layer graphene.
In order to proof the previous assumptions [24], the
positions and splittings of the 2D-line for stages III to
VI are extracted in Fig. 14 and the full electronic band-
structure (DFT-LDA) for stage III KC36 (in ABA-stacking
configuration) was calculated in Fig. 15 (black-line)
and compared to the band-structure of charged pristine
graphene (red and green). The unit-cell contains 24 atoms
per carbon layer. Thus, the band-structure of pristine
graphene (containing 2 atoms in the primitive unit cell)




3 supercell. The high-symmetry
point K of the Brillouin zone of graphene thus folds back
onto Γ in the unit cell of KC36. The red lines belong to the
electronic bands of charged graphene with a Dirac point
shifted down to ∆E1 = 1.07 eV below the Fermi level
which corresponds to a strong charging level, whereas
green-lines depict the electronic states of weakly charged
layers with a Dirac point shifted down by just ∆E2 =
0.49 eV [24]. The band-structure plot demonstrates that
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Figure 14 Detailed line-shape analysis of the 2D-line
in stages III–VI adapted from Ref. [24] fitted with two
Voigtian (green and blue lines). The result of the analysis
is shown as a red line, while their corresponding approx-
imate molecular structure are depicted on the right panel.
The main component green is used to represent the strain
effect form the interior layers in GICs.
the bands of the outer and inner layers in GICs are almost
completely de-coupled, i.e., the band-structure of the GIC
is mostly a superposition of the (shifted) band-structures
of inner and outer graphene layers. Only at K (back-folded
to Γ ), the pi-bands of the inner and outer layers couple
through a lifting of the degeneracy at the Dirac-point and
an avoided crossing of the charged (red) pi∗ band with the
uncharged (green) pi band.
Considering the possible vertical electron-hole pair
transitions at 2.3 eV which may allow or block the double
resonance process in graphene, one would expect equal
phonon transitions with the same wave-vector q excited
from KC36 and graphene, as their pi-bands almost match
exactly each other as seen on Fig. 15. Thus, three main
effects come into place: i) The vertical transition (red)
from a highly charged graphene layer gets barely above
the Fermi level strongly suppressing the 2D-line transition
and therefore confirming the absence of the 2D-line
mode in KC24 and obviously in KC8 too. ii) A vertical
transition (green) from the uncharged graphene layers
at the same energy crosses EF and allows the double
resonance process for graphene. The corresponding
2D-line is not shifted with respect to the one of pristine
graphene, unless other effects come into play (see below).
Finally iii) a vertical transition (blue) from the pi-band
of charged graphene to the pi∗-band of the unchanged
layers in KC36 is possible in principle. This would explain
the red-shift of the 2D line, since a phonon closer to the
Kohn-anomaly [123] in the highest optical branch around
K would be excited. However, due to the spatial separa-
tion of charged and uncharged layers, the dipole-matrix
element for this transition is almost zero and this this
effect can be discarded. The question then arises what the
origin of the strong down-shift of the 2D-line in KC36 is.
Possibly, the environment of the uncharged layers, leads to
a modification in the strong Kohn anomaly of the highest
optical branch at K. These effects include a possible
reduction of the electron-phonon coupling due to the
(residual) charging [124], or a partial suppression of the
Kohn anomaly due to hybridization with the outer layers
(similar to the case when graphene gets closer to a Ni(111)
surface [125]), or attenuation of the Kohn-anomaly via
dielectric [126] screening or metallic screening [127,128].
However, all of these mechanisms would lead rather to
an up-shift of the 2D-line and not a strong down-shift. In
Ref. [24] the noticeable down-shift was shown to stem
from a lattice expansion (strain) of the graphene layers in
GICs that head been measured in the early days of GIC
research by Nixon and Parry [26] (see Fig. 5).2 One can
extract the frequencies of the phonon modes of the G and
2D lines of the uncharged layers in GICs by using the
Gru¨neisen parameter





and the induced strain from the experimental data. In
Eq. 6, ω0 is the Raman frequency of pristine graphene,
∂ω is the change in frequency due to induced strain
∂ε (Bi-axial strain from Table 1), and γ = 2.2 and 3.3
2 We have verified this lattice expansion by DFT-LDA calcula-
tions for the case of KC36. While the experiments demonstrate a
lattice expansion by 0.2% with respect to graphite (Table2), ab-
initio calculations (full geometry-optimization of KC36 compared
to fully relaxed graphite) yield a lattice expansion by 0.22%. This
is in reasonable agreement with the experiment, given the intrin-
sic uncertainties of DFT in the determination of lattice constants.
It is instructive to compare the lattice expansion of GICs to the
lattice constant of pure doped graphene: if we put a charge den-
sity of 0.331013/cm2 (the calculated charge transfer from K to
the outer layers in KC36, see Table2), compensated by a homoge-
neous positive charge background in order to render the unit-cell
neutral, we obtain a lattice expansion by 0.12% with respect to
the lattice constant of graphite. This value is considerably smaller
than the value for KC36. This indicates that, for the lattice ex-
pansion, the location of the transferred charge (between the outer
layer and the intercalant layer) as well as the presence of the K+
ions play an important role.
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Figure 15 Band-structure of KC36
(black solid lines) vs. pristine
graphene from ab-initio calculations
adapted from Ref. [24]. The pristine
graphene bands are shifted in energy
to match the bands of the charged
layer (red-dashed lines) and of
the uncharged layer (green dashed
lines). The red, green and blue
vertical arrows mark the transition
between the pi-bands of the charged-
charged, uncharged-uncharged and
charged-uncharged layers at 2.3 eV
laser energy.
respectively for the G- and 2D-line phonons [24, 129].
The resulting phonon-frequency shifts between pristine
graphene and lattice-expanded graphene from Ref. [24]
revealed that a down shift of the High Optical Branch
(HOB) at K around 18 cm−1 occurs. This corresponds to a
2D-line redshift of 36 cm−1. Thus, one can conclude that
the down shift of the 2D-line observed in KC36 originates
almost entirely from the small (but non-negligible) lattice
expansion of the GIC. In contrast, the up-shift of the
Gc-line originates mainly from the charge transferred from
the potassium through the graphene boundary layers as
will be summarized in the following section.
5 Strained and Charged Graphene Layers in
GICs The recent study of the Raman response of
highly stage GICs allowed to unambiguously disentangle
charged, uncharged, and strained graphene layers within
the structure of graphite intercalation compounds [24].
Although this has been already predicted by Pietronero
and Stra¨ssler in 1981 [130] where they brought up the
possibility to use the C-C bond distance in GICs as a tool
to determine the charge transfer in these compounds, no
detailed quantitative information regarding these effects
was provided at that time allowing to separate those two
effects. Now it is proven, that the Raman response of
low-intercalation stages GICs is directly affected from:
(i) the partial induced charge transferred from the K
atoms into the carbon layers (Table 2), (ii) the in-plane
bi-axial strain coming from the change in the C-C bond
length (Table 2 and Fig. 5) and (iii) the relationship
from these effects to the electronic band structures of the
GICs (Fig. 15). Finally, considering all effects, the results
are depicted in Fig. 16 from Ref. [24]. The following
conclusions regarding the analysis of the Raman response
of the G- and 2D-line in GICs and the implications for
(multilayer) graphene have been derived:
G-line in GICs: It is experimentally described by two
components which decrease in frequency according to the
inverse stage n (see Fig. 16 a) (red circles)). This relates
the frequency position of the G-line versus the inverse
stage and its corresponding C-C bond length XRD stud-
ies [26]. By considering the well known G-line position
of graphene [98, 121] (black dashed line in the figure),
one can add the up-shift of the frequency coming from
the transfer of charge density to graphene and subtract the
down-shift from the bi-axial strain on graphene layers.
Both contributions are depicted in this Fig. 16 a) as vertical
green arrows (for the charge transfer related stiffening
including the corresponding lattice expansion [119]) and
vertical blue arrows (for the effective bi-axial strain). The
results regarding the induced charge transfer to graphene
are shown as green circles, while the effect of the induced
strain looks like blue circles, and the difference from both
are depicted as blue crosses.
The resulting Guc frequencies perfectly matched the
experimental values. These results have been verified
by ab-initio calculations by varying the lattice constant
of pristine and charged graphene while the Gru¨neisen
parameter remained constant for the charged values
observed in GICs. The latter disclosed that both effects
(charge transfer and strain) are truly additive, which means
that around 50% of the change in frequency for the Guc
mode in GICs is related to charge transfer and the rest to
induced strain.
The resulting Gc component in Fig. 16 a) has not yet
been totally explained as its origin is more complex. The
density charge observed to the boundary layers in GICs is
shown to be above 4·1013/cm−2, which for instance must
lead to a frequency value in the order of ∼1611 cm−1 in
agreement to electronic gated graphene [45, 46], highly
charged KC24 [39], and theoretically addressed by Lazzeri
et al. [119]. Therefore, the calculated Gc values for each
Copyright line will be provided by the publisher
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Figure 16 G- and 2D-line analysis in GICs with respect to strain and charge transfer from Ref. [24] a) the G-lines of the
potassium GIC is depicted as function of the inverse stage. The upper x-scale depicts the C-C bond length of the XRD
results of Ref. [26]. The dashed green lines and the green open circles show the G-line up-shift due to the high charge
transfer to the charged Gc component and the remaining small charge transfer to the Guc component. The blue dashed line
and blue open circles come from the bi-axial strain induced softening of the G-line of graphene (black dashed line). The
blue crosses depict the positions after adding the charge transfer and subtracting the internal strain. In panel b) the 2D-line
position of the high-frequency-mode of GIC (red circles) and of unstrained (multi-layer) graphenes from Ref. [122] (black
squares) is plotted as function of inverse stage. The dashed blue lines values in the figure depict the frequency softening
by biaxial strain. The blue crosses depict the positions after subtracting this internal strain. The second y-scale depicts the
C-C bond length owing a linear relation to the 2D line. The short red line are the experimental XRD bond length of the
upper x-axes in panel a).
GIC considered an arbitrary value of charged transfer
frequency of 1611 cm−1, minus its corresponding effective
bi-axial strain (the same as the one considered for the
Guc) an almost perfect match of the resulting frequency is
shown for the experimental Gc in Fig. 16 a).
The 2D-line in GICs, is observed only in higher
staged GICs when n ≥ 3. This is shown as red dots in
Fig. 16 b) for the strongest component of the 2D-line
shape analysis within the double resonance Model as
depicted in Fig. 14. A linear decrease of the frequency was
observed. This was compared to the experimental position
of unstrained pristine mono-, bi-, tri-, and quadri-layer
graphene from the literature (e.g. Ref. [122]) and depicted
as black squares in the figure. In the case of the 2D-line,
the up-shift resulting from the residual charge transfer of
the uc layers was estimated to be less than 2 cm−1 [122]
and could therefore be neglected in the analysis. On the
other hand, the down-shift evaluated using the Gru¨neisen
parameter for the 2D-line [129] lead to significant red
shifts between 10 and 40 cm−1. By artificially removing
the biaxial strain the resulting values for the 2D-line in
”unstrained ”KC36, KC48, KC60, and KC72 (blue crosses)
could be compared to mono-, bi-, tri-, and quadri-layer
graphene introduced above. A very good agreement has
been shown in Fig. 16 b) which confirms that the 2D-line
in GICs comes from the basically uncharged interior
graphene layers. It also shows, that in this limit of a weak
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charge transfer the position of the 2D response can be used
as an accurate determination of the biaxial strain.
Going one step further in the analysis of these results,
by comparing the 2D-line position to the absolute in-plane
lattice constants of GICs [26] depicted as the right y-axes
of Fig. 16 b), one can use it to determine the C-C bond dis-
tances for strained mono-, bi-, tri-, quadri-, and multi-layer
graphene on an absolute scale. This allows to derive even
in multi disperse polycrystalline samples or small individ-
ual graphene samples where XRD is not available. There-
fore, the absolute lattice constant can be extracted by just
measuring the 2D Raman frequency. The latter methodol-
ogy brings an new alternative to XRD analyses with higher
accuracy compared to the available one by electron diffrac-
tion experiments in electron microscopy. Furthermore, the
method is contact free, simple and can be performed easily
with reactive samples not suitable for ambient conditions.
6 Concluding remarks and open questions
In this feature article we have summarized how Raman
spectroscopy gives some key contributions to the un-
derstanding of graphite intercalation compounds and
have highlighted the developments from the early 80’s
until today. There were many open questions remaining
from the first studies performed in this field and some
of these questions are still open and calling for further
experimental and theoretical study.
The Raman response of superconducting stage I GICs
were revisited and their relation to defects and induced de-
intercalation was reported as a crucial factor in the proper
stage determination. The resonance Raman response of
this stage was confirmed to be an asymmetric Fano-line
at 1510 cm−1 with a cz mode around 500 cm−1. Stage
II GICs were also reported as a stable intercalation phase
after de-intercalating KC8 with a single asymmetric line
at 1610 cm−1 without double resonance Raman process.
The detailed analysis of the EPC constant from the G-line
response was compared with a full description of the
underlying phonon density of states and the EPC using an
analysis of the kink in the quasi-particle and structure in
the ARPES response.
For highly staged GICs (stage III to VI) recent reso-
nance Raman studies allow a direct stage identification
from the intensity ratio R of the two G-line Raman
components related to the heavily charged and weakly
charged graphene layers. The low frequency mode of
the G-line is attributed to the uncharged interior layers
in GICs, whereas the high frequency is ascribed to the
charged boundary layers. The vibrational frequency of
both depends on the electron doping concentration and
induced strain in the structure. A quantitative analysis of
the charge transfer from ab-initio studies revealed that
the charge transfer in GICs is incomplete. In addition,
most (but not all) of the transferred charge brought from
the potassium atoms remains on the charged graphene
bounding layers adjacent to the intercalant. The effect of
induced bi-axial strain in graphene has been linked to the
C-C distance in GICs from early XRD analysis, revealing
that this strain brings a homogeneous lattice parameter in
the whole structure of the intercalation compound when
n ≥ 3. On the other hand, the analysis of the second
order 2D-line Raman components in these GICs allows
to unambiguously correlate the induced bi-axial strain to
the graphene layers with the Raman frequency via the
Gru¨neisen parameter.
From the application point of view Raman spec-
troscopy of GICs has therefore important implications
in identifying and disentangling both internal strain and
charge transfer in nanocarbon based materials. GICs
may serve as a comparative bench mark for future na-
noelectronic and optoelectronic devices as well as the
local interfacial strain in graphene and carbon nanotube
polymer composites on an absolute scale.
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