We show how fault-tolerant quantum metrology can overcome noise beyond our control -associated with sensing the parameter, as well as under our control -in preparing and measuring probes and ancillae. To that end, we introduce noise thresholds to quantify the noise resilience of parameter estimation schemes. We demonstrate improved noise thresholds over the non-fault tolerant schemes. We use quantum Reed-Muller codes to retrieve more information about a single phase parameter being estimated in the presence of full-rank Pauli noise. Further improvements in fault-tolerant quantum metrology could be achieved by optimising in tandem parameter-specific estimation schemes and transversal quantum error correcting codes.
Introduction: Like all quantum information processing tasks, noise has an adverse effect on quantum enhancements in precision metrology. Early promises of a quantum-enhanced 'Heisenberg scaling' are now tempered by its elusiveness even in the presence of arbitrarily small noise in the sensing process [1] . This has motivated theoretical and experimental efforts towards recovering the 'Heisenberg scaling' using quantum error correction [2] [3] [4] [5] . More recent results suggest the impossibility of recovering the 'Heisenberg scaling' in the presence of general Markovian noise if the Hamiltonian lies in the span of the noise operators, even after quantum error correction [6, 7] . Studies of error corrected quantum metrology have either focussed on specific experimental systems [3-5, 8, 9] or assumed the availability of noiseless ancillae as well as perfect quantum probe preparation and measurements in system-independent studies [2, 6, 7, 10] . While the former do not capture general noise sources the latter are severe limitations unlikely ever to hold in practice.
In this Letter, we take a complementary approach by initiating the study of fault-tolerant (FT) quantum metrology. Instead of asymptotic scalings, we focus on the estimation of a phase φ associated with the field
up to a fixed number of bits, where Z = |0 0| − |1 1|. We show that φ can be estimated to more bits of precision with our FT quantum metrology protocol, in the presence of noise, than without it. Our illustration uses a specific phase estimation scheme and code switching between Steane and quantum Reed-Muller codes (QRMCs) to counter locally bounded full-rank noise beyond our control -associated with the parameter or field being sensed, as well as under our control -in preparing and measuring probes and ancillae. We call the latter 'devices'. Quantum fault tolerance techniques used in universal quantum computation or simulation such as gate synthesis to acquire a FT gate set, distillation of so-called magic states, and state twirling to diagonalise the noise in the magic state basis cannot be used in FT quantum metrology due to the unknown nature of φ in Eq. (1) . Furthermore, we cannot hope for a stabilizer code that is transversal for R z (φ) for ∀φ ∈ [0, 2π]. This is because for stabilizer codes all transversal gates reside at a finite level of the Clifford hierarchy [11] . In overcoming these challenges, we expect this work to benefit quantum fault tolerance in quantum simulation and computation.
We begin with a digital representation of the phase parameter φ = 2π × 0.b 0 b 1 b 2 . . . = b 0 π + b 1 π/2 + b 2 π/4 + . . . with b n ∈ {0, 1}. Incidentally, digital quantum metrology has been studied for independent reasons [12] . Defining T n ≡ diag(1, e i2π/2 n ), Eq. (1) can be re-expressed as
2 . . .. Since any real-world task must use finite resources, we capture the performance of FT quantum metrology in the number of bits of φ estimated.
QRMCs: QRMCs are quantum stabiliser codes constructed from classical Reed-Muller codes RM(r, m). RM(r, m) have order r and block length 2 m for 0 ≤ r ≤ m [13] . The classical punctured Reed-Muller code RM * used to detect the X errors and the dual of its even subcode RM used to detect the Z errors have different distances, a fact exploited by our scheme. The QRMC QRM(1, m) has a block size of 2 m − 1 qubits, encodes one qubit and has minimum distance of 3.
Transversality of QRMCs enables a logical operation on a logical state by applying transversal gates on the 2 m − 1 physical qubits. We choose RM(1, n + 1) as the basis for the QRMCs, which are transversal for T j , j ≤ n [14]. However, these QRMCs are not transversal for T j for j > n. The effect of these post-transversal rotations is subtle and needs to be calculated and counteracted in FT metrology. Applying T n transversally on QRM(1, n + 1) applies the logical T † n gate. Furthermore, QRMCs can only operate as error detecting code in the presence of transversal T n gates and full-rank noise [15] .
Protocols: Quantum phase estimation can be performed in series where a single qubit interrogates the field multiple times coherently. We present three serial protocols in Fig. (1) . The first (Fig. (1a) ) uses no fault tolerance and serves as our benchmark, the second (Fig. (1b) ) uses fault tolerance to only counteract noise in the field, and the third (Fig. (1c) ) uses fault tolerance to counteract noise in the field and our devices. These protocols can be built upon different phase estimation schemes. Since different phase estimation schemes perform differently under noise, their FT threshold improvements and
Three serial quantum metrology protocols for estimating j bits of the phase φ. Blue boxes denote the field to be sensed, with its allied noise beyond our control. Orange triangles are inputs and red boxes are measurements, both under our control. The protocols start with the state |+ = (|0 + |1 )/ √ 2 probes. Green rhombuses denote fault tolerance interleaved with sensing the field. Filled shapes denote FT implementations. resource requirements will be different.
We illustrate the above methodology for a phase estimation scheme due to Rudolph and Grover (RG) [16] , which we choose for its operational simplicity. The RG protocol performs bitwise phase estimation, is nonadaptive, and requires only a Pauli X measurement. The original RG protocol cannot estimate all possible phases -a drawback [17] . We capture this with a parameter γ. We show that fault tolerance can enlarge the set of estimable phases without significantly reducing the noise threshold. We now present our main results.
No fault tolerance: For any bit b j , we denote its estimate as b j . The RG scheme assumes 0 ≤ φ < π, whence b 0 = 0. We use it to estimate the unknown phase φ to t bits. This phase estimation protocol labelled Protocol Ia is presented below and depicted in Fig. (1a) . The convergence of the protocol means that it outputs the first t bits of φ with confidence .
Protocol Ia
2. Calculate p j as the fraction of the +1 measurement outcomes out of M . If
Otherwise output estimate up to bit j − 1 and exit.
3. If j = t increase j by one and go to step 1, otherwise exit and output
In the noiseless case, this protocol converges everywhere except for φ in between the decision boundariescalled the excluded region, which depend on γ (Fig. (2a) ). In the latter case, we abort the protocol. The total range of the excluded angles in the worst case, when there are no overlapping excluded regions, is 2tγ. This and the convergence of Protocol Ia is proven in Appendix B 1.
In the noisy case, we define the noise threshold as the probability p below which Protocol Ia converges. We consider full rank noise of the form
where 1 ≥ p x,y,z ≥ 0 and add up to one. This incorporates noise parallel (p x = p y = 0), perpendicular (p z = p y = 0) and combinations thereof. Several recent works have studied the effect of noise of various ranks on the scaling of precision of phase estimation [9, [18] [19] [20] [21] . All our results are valid for all allowed values of p x,y,z .
Mathematically, Protocol Ia converges for p < p th , where the threshold for the noise affecting the field p th is the solution of (See Appendix B 2)
The robustness of Protocol Ia against noise depends on γ.
A larger γ excludes more angles but makes the protocol more robust against noise. Our FT protocols overcome this trade-off. The threshold p th obtained from Eqn. (3) and presented in Fig. (2b) sets the benchmark against which we compare our next two FT protocols. A larger p th denotes a greater resilience to noise. The number of field interrogations, our resource, required for Protocol Ia to converge is (See Appendix B 2)
where
We plot the standard deviation of our estimate ∆φ against the resources required for this protocol for a fixed p and γ in Fig. (2c) . If p p th for a given t, ∆φ = O(log N/N ), where the logarithmic term appears due to bitwise estimation [16] and the 1/N term represents the 'Heisenberg scaling' in very low noise. Fault tolerance against field noise: First we assume noiseless devices. Protocol Ib begins by creating a Bell state between the probe and an ancilla. The probe is then encoded using QRMCs. The encoded subsystem interrogates the field transversally and is measured in the logical X basis. This, along with appropriate local correction, teleports information of φ onto the ancilla at the physical level. This process, represented by the green rhombuses and blue boxes in Fig. (1b) is repeated 2 j−1 times, using the output of one step as the input to the next to estimate b j . Protocol Ib combats noise of the form of Eqn. (2) in the field using error detection.
Protocol Ib
For j = 1, . . . , t 
2.
Step 2 of Protocol Ia with γ replaced by γ .
The decision boundaries of Protocol Ib are defined by parameter γ -the 'logical' version of γ. This difference arises if R z (φ) is not transversal for the QRMCs. If γ was the physical rotation, the logical state after step 1(iv) of Protocol Ib undergoes a Z-rotation by (Lemma 2 in Appendix C)
For large j this non-transversality has a small effect since
. Following the analysis of Protocol Ia, the range of the excluded angles in the worst case is again 2tγ, not 2tγ .
The probability of logical error in a single interrogation is the probability that the syndrome measurements do not detect the errors and the errors corrupt X measurement. Since φ is unknown we cannot apply a suitable dephasing transformation (also known as twirl) on the noisy states to reduce noise to only Z errors, unlike FT quantum computing [22] . So we measure both X and Z stabilizers and the corresponding failure probabilities p The number of field interrogations, our resources, required for Protocol Ib to converge depends on p n , the probability of retransmission due to noise and p r , the probability of retransmission due to nontransversality. Using Lemma 3 in Appendix C, p r =
. If the probabilities of passing the X and Z error syndrome measurements for bit j are given by p Xpass and p Zpass respectively (Eqn. (D1) and (D4),
. This gives
} are all the Z stabilizer measurements and X L is logical X measurement from which we extract the X syndromes.
with C(j) = (2 j+2 − 1)/(1 − p n )(1 − p r ) being the overhead from the QRMC. We plot ∆φ versus the resources required -including extra interrogations due to retransmissions -for a fixed p and γ in Fig. (2c) . Now we deal with noise in devices, which we assume to be independent of the field noise. This results in the new threshold equation (7) involving noise of the form of Eqn. (2) Fault tolerance everywhere: We finally combat noise that can enter at any stage of the sensing process. This is achieved by Protocol Ic depicted in Fig. (1c) . In quantum computation, the lack of transversal universal gate Protocol Ib without device noise (Solid blue) is provided for reference.
sets [23] is overcome by either gate distillation or code switching. In metrology, the former is prohibitive because φ is unknown (See Appendix F 2). Our Protocol Ic proceeds via switching [24] between the QRM(1, 3) Steane code which is transversal for H and higher order QRMCs [25] , along with the error detection method of Protocol Ib.
Protocol Ic
For j = 1, . . . , t
1. Repeat M times (i) Prepare |+ L using FT procedure employing the Steane code and switch to QRM(1, j+2). Set k = 1.
(ii) Prepare ancilla |0 L using FT procedure employing QRM(1, j + 2). Apply transversal FT CNOT between probe and ancilla. Compared to Protocol Ib, Protocol Ic now provides a larger improvement in p th over Protocol Ia, but over a reduced range of p as shown in Fig. (4) . The improvements are limited by the poor QRMC error correction thresholds. Larger improvements should be attainable if codes with better thresholds and suitable transversality properties can be designed.
Discussions: We have illustrated a methodology for FT quantum metrology enabling our chosen estimator scheme to perform with improved noise thresholds. This allows estimation of phase up to higher bits of precision in the presence of arbitrary local Pauli noise. We have also shown how fault tolerance can enhance the performance of the original RG protocol by enhancing its region of convergence. A different protocol using a mixed radix representation of the phase can avoid the excluded regions [17] , but its use in our FT methodology (See Appendix G) is left open for want of a code family that is simultaneously transversal for diag(1, e i2π/2 n ) and diag(1, e i2π/3 n ). While we have focussed on the principle of FT quantum phase estimation, its practical use will depend on reducing resource consumption and increasing thresholds improvements. This should direct future work by calculating fault tolerance thresholds and resources for other known schemes [26] [27] [28] [29] . Quantum metrology can also be performed in parallel where multiple qubits in an entangled state interrogate the field simultaneously. They perform similarly to serial strategies (See Appendix H).
Designing quantum codes with better block size to distance properties than QRMCs should help practical FT quantum phase estimation. More broadly, FT quantum metrology can be improved by the development of better estimation schemes as well as the quantum error correcting codes, the latter determined by the transversality demands set by the unknown parameter(s) to be estimated.
These should spur developments not only in quantum metrology but also quantum error correction and fault tolerance. In the spirit of the pioneering contributions of Turing, we can only see a short distance ahead, but we can see plenty there that needs to be done [30] .not couple physical subsystems within the same code block. Let P be the group of Pauli operators. The first level of the Clifford hierarchy C1 is the normalizer of the Pauli group under conjugation. Then, the n-th level of the Clifford hierarchy Cn is the set of operators that map the Pauli group to the (n − 1)-th level of the hierarchy under conjugation. A rotation operator diag(1, e i2π/2 n ) belongs to the (n − 1)-th level of the Clifford hierarchy. Thus, a transversal rotation by a real angle can potentially corrupt the logical space of a stabilizer code. More in Appendix A and Ref. [31] . It is known [31] that transversal gates on stabilizer codes are necessarily at a finite level of the Clifford hierarchy. This is based on the notion of disjointness, which is a metric of stabilizer quantum error-correcting codes and is, roughly speaking, the number of mostly non-overlapping representatives of any given non-trivial logical Pauli operator.
Theorem 1 (Theorem 5 in [31] ). Consider a stabilizer code with min-distance d ↓ , max-distance d ↑ and disjointness ∆. If M is an integer satisfying
then all transversal logical operators are in the M th level of the Clifford hierarchy C M .
This theorem implies that in our construction for FT metrology, we cannot hope to use a stabilizer code that is transversal for any gate R z (φ) for φ ∈ R. 
m − 1 qubits. The minimum distance is 3, which is the minimum distance of the dual of the RM that is used to correct the Z errors.
Using the following Lemma, we justify our choice of QRM(r, m) code with r = 1 and m chosen according to transversality requirements.
Lemma 1 (Corollary 4 in [32] ). Let QRM(r, m) created by the construction described above, where
We can thus calculate the failure probability for QRM(r, m) with r = 1 and for r > 1 with a fixed m/r ratio, to have the same transversality property, with an error model where each physical qubit is corrupted with probability 0 ≤ p 1. We calculated the thresholds for r = 2, using the following theorem:
Theorem 2 (Theorem 8, Ch. 15, Ref.
[13]). Let A i be the number of codewords of weight i in RM(2, m). Then
We use the technique of Appendix D to calculate the thresholds. We find the thresholds for r = 2 with the same transversal properties worse than the case r = 1. Given the threshold calculations for ≥ 3 are too prolix and the block sizes too large, we choose r = 1. 
We denote our estimate of the unknown parameter after the protocol as φ.
Noiseless case
Assume first that Protocol Ia is implemented in the noiseless case. Let p 1 be the probability of obtaining 0 (eigenvalue +1) in our measurements in a noiseless Protocol Ia for j = 1. Let p 1 be our (real valued) estimate, which comes from averaging over M i.i.d. repetitions. 
and prob(
and prob( b 1 = b 1 = 1) is equally high. This concludes the analysis for j = 1. Assuming that the estimation for j = 1 was correct, we proceed to the estimation of the other bits. We use induction to calculate all the conditional probabilities. Suppose all bits b k , k < j are correctly estimated. The probe after the 2 j−1 consecutive interrogations is (|0 + e iφj |1 )/ √ 2, where
. ., where b j−1 is known from previous estimation.
Again, using the Hoeffding inequality, we bound the probability of having error smaller than the same parameter δ. The allowed region for φ j − b j−1 π should be again [0, π/2 − γ] or [π/2 + γ, π], and if
and prob( b j = b j = 0) is equally high, conditioned on the estimations of prior bits being correct;
and prob( b j = b j = 1) is equally high, conditioned on the estimations of prior bits being correct. This concludes our analysis for j. The probability that all the bits up to b t being estimated correctly is lower bounded by (1 − 2e
To have a maximum error in our estimator to be correct up to the t-th bit, we choose M such that ≥ 2te
The total overhead in uses of the field to estimate φ to t bits with error becomes
The allowed angles for which the above convergence arguments hold are as follows. 
Continuing with the 2 j−2 possibilities for b 1 , . . . , b j−2 , each of which exclude regions of length γ/2 j−2 , we obtain a total excluded region of length 2γ. In the worst case, of the regions not being overlapping, the excluded region has total angle 2tγ.
Noisy case
We now consider the noisy case and denote the probability of an error occurring in an interrogation step as p. Then, the probability p f (p, j) of the measurement result being incorrect after a number of interrogations and a final measurement depends on p and the number of interrogations (which depends on j). In Protocol Ia, we undertake 2 j−1 interrogations, whereby p f is upper
The following analysis holds for any j. Let p j be the probability of obtaining 0 (eigenvalue +1) if there was no noise. With probability p f , this result we get will be flipped. Let p j be the 'noisy' probability of obtaining 0. Then
After M repetitions, the Hoeffding inequality gives the noisy estimate p j as
Adding |p j − p j | gives
We then use the fact that (prob(x ≥ b) ≤ c) ∧ (y ≤ x) ⇒ prob(y ≥ b) ≤ c, which can be proven by writing the probabilities as integrals and changing variables. Since
Thus,
We therefore get confidence in our estimation for the jth bit only if p f < δ, in which case the same proof of convergence holds as in the noiseless case. This means that there is a probability p of failure in a single interrogation above which the protocol does not converge and is given by the solution of 1 − (1 − p)
2 )| for a fixed γ and t. We call this the noise threshold p th of the protocol.
Following the same analysis as before and replacing δ by δ − p f (p, t) we have
Standard deviation: A canonical way of quantifying the performance of an estimator is its standard deviation ∆φ. We derive this for a fixed adapting the technique from Ref. [33] . At the conclusion of the estimation protocol, with probability 1 − an estimate φ est is obtained which is the correct one up to t bits of precision (∆φ est ≤ π/2 t+1 ). Otherwise, we get a random estimate φ r , which we assume to be independent of φ est to ease our analysis. Thus φ = (1 − )φ est + φ r , and
We choose so that ∆φ decreases inversely with the largest possible function of the total overhead. Let = 1/2 t . Since ∆φ = O(2 −t ) for noise significantly smaller than the threshold, N = O(t2 t ) , and we have ∆φ = O(log N/N ), ignoring terms logarithmic in t.
Appendix C: Non-transversality effects in QRMCs
We provide results for QRMCs for the effect of applying transversally gates that are non-transversal for a particular QRMC, under postselection for the correct syndrome outcomes. The equations for bit j in our protocols are obtained by setting m = j + 2 in the following Lemmas. 
Proof. Let
be the projector to the code space, i.e. the positive eigenspace of the Z and the X syndrome measurements S Z i and S X i respectively. The effect of applying R z (−φ) transversally and projecting to P +1 on logical state |0 L leads to
The projections coming from the Z stabilizer measurements have no effect on the state. The elements S Proof. The probability of failure in the post-selection of each of the m syndromes is at most 1 2 m−1 , for any real rotation. This comes from calculating the probability of getting result 0 in measurement i. This is given by
for |χ i−1 being the state that comes after syndrome measurement i − 1 (renormalized) and |χ 0 = R z (−φ) The probability of failure of all the m X syndromes -X syndromes are the only ones that potentially reject -is therefore:
m . This creates an extra overhead in the resource count. In order to caclulate the thresholds and resources of Protocol Ib we need to find the probability that the error detection procedure fails at each step k. We exploit the idea of only error detecting for the errors, followed by the decoding of the code subspace to a Hilbert space of one qubit, in order to get improved thresholds [26] . An instance of the circuit used for error detection at each step k of Protocol Ib (Fig. (3) ) is given for m = 4 in Fig. (5) .
For Protocol Ib, unlike in magic state distillation in quantum computing (for more details see [34] ), the circuit
FT application of transversal R z (φ) using QRM(1, 4) and teleportation onto input state |ψ .
of Fig. (5) is applied on a physical level. In Protocol Ib errors only enter through the R z (φ) gates and of the form of Eqn. (2) . Rejections after the syndrome measurements can happen either because of noise or because of the nontransversal effects analysed in Appendix C. There is no dependency between the two sources of rejection and thus we restrict our analysis here to rejections due to noise.
Failure comes when the logical outcome of the X measurement is flipped in the case of no syndrome error is being detected. The failure probabilities at the syndrome detection for X or Z errors, p X err and p Z err respectively, are
and similarly,
First we focus on the stabilizers that detect the Pauli X errors. These correspond to the rows of the parity check matrix H z of the RM * code. The undetected noise operators correspond to the codewords of the RM * code, including noiseless case which corresponds to 0, given by V ⊥ Hz . Thus
where W V (x, y) = c∈V x n−wt(c) y wt(c) is the weight polynomial of V ∈ GF(2 n ) and wt(c) is the number of ones in the codeword c. We can the write the probability of retransmission due to Pauli X noise as p
The subset of undetected operators that potentially lead to an error in the logical X measurement at the end are all except the identity. We remind that the X operators that happen before R z (φ) are the ones that potentially corrupt because when moved after the field they carry an element that does not commute with X. Therefore,
Using the codeword weights of RM * from Appendix A, we obtain
The results for bit j are obtained by setting m = j + 2.
Given the form of noise of Eqn. (2) and that X error detection is made first, the single qubit X error probability is p(p x + p y ). However, since the function in Eqn. (D3) is monotonically increasing in p, we can replace p(p x + p y ) by p and get an upper bound ∀ p x , p y . The stabilizers that detect the Pauli Z errors correspond to the rows of the parity check matrix H x of the dual of the RM code, which is the Hamming code (2 m − 1, 2 m − 1 − m, 3). The undetected noise operators correspond to the codewords of the Hamming code, including noiseless case which corresponds to 0, given by V ⊥ Hx . Thus
and the probability of retransmission due to Pauli Z noise is p
The subset of undetected operators that lead to an error in the logical X measurement are those which anticommute with the tensor product of X operators: the ones with odd parity. From duality, the parity matrix H RM of the RM code is the generator of the codewords of the Hamming code. The subset of odd codewords is obtained by complementing the code generated by the parity check matrix H z of RM * , which is the same as H RM without the 1 row, thus keeping only its even generators. Thus
Using the MacWilliams identity
Using the codeword weights of RM * and RM from Appendix A and |V Hx |/|V Hz | = 2 m /2 m+1 = 1/2, we obtain
Again, the above is an upper bound on the failure probability due to Z errors, when noise is of the form of Eqn. 2, for all values of p z . Protocol Ib without device noise, and markers denote bits. Improvement from fault tolerance is illustrated in estimating higher bits.
Appendix F: Noisy devices
Protocol Ib: Noisy device thresholds
If we assume noisy devices in Protocol Ib, by allowing any device to have noise of the form of Eqn. (2) with probability p replaced by the device noise probability p , the threshold calculation is different. Failure probabilities of the detection procedure for X and Z errors are denoted by p 
For our protocol, we need to set m = j +2 in the previous two equations. The failure probability at the output of Protocol Ib with device noise is bounded away from one by the joint probability that in all of the 2 j−1 rounds, both the state preparation and CNOT are correct and the detection procedure does not fail. The latter joint probability can be written as the product of the probability of correct state preparation/CNOT and the probability of detection not failing conditioned on correct state preparation/CNOT. The points of failure for state preparation/CNOT are 3 × 2 j−1 + 2. This includes initial probe preparation and Hadamard, as well as ancilla preparation and CNOT (2 points of failure) at each interrogation step. Notice that performing the teleportation correction can be avoided by updating the Pauli frame. Then the threshold equation becomes Fig. (4) .
Protocol Ic: Why code switching?
In Protocol Ic we combat noise that can enter at any stage of the phase estimation protocol, in interrogating the field, as well as probe and ancilla preparation, entangling gates and measurements.
As in quantum computing, we need to employ some extra encoding throughout the protocol. If we use transversal quantum codes, the same encoding cannot be used everywhere since there is no quantum code transversal for a universal set of gates [35] . Two techniques are known to solve this issue: gate (or state) distillation and code switching. First we explain why the first technique is prohibitively expensive in terms of our resources for phase estimation.
Gate distillation: Everything is performed on an underlying quantum error correcting code which is transversal only for Clifford operations (e.g. QRM (1, 3) , also known as the Steane code). The non-Clifford operations are performed by injecting into this code special states, sometimes called magic states, and then applying a distillation procedure using a higher order QRMC to reduce their noise [22] .
In our case, the non-Clifford part of the computation is the R z (φ) rotation. In metrology however φ is unknown. Similarly to Ref. [22] , we could inject a state on which the R z (φ) rotation has been applied and teleport it into the rest of distillation circuit using the teleportation circuit of Fig. (8) . The distillation would then proceed accounting for discretisation effects as described in Appendix C. However, in order for teleportation to succeed, after the logical measurement of the first qubit a logical correction on the second needs to be applied
where proportionality captures an irrelevant global phase.
In quantum computing, commonly φ = π/2 n and R z (φ) belongs to the n-th level of the Clifford hierarchy. Then, R z (2φ) belongs to the (n − 1)-th level and thus injecting, distilling and teleporting more magic states to implement the corrections is a terminating process, with number of steps depending on n (see Refs. [36, 37] for more details). For metrology φ ∈ [0, π] and therefore a similar procedure is not guaranteed to terminate. This, on its own, is not a major issue since we could postselect on measuring 0 after a k consecutive teleportations with the probability of 1 being exponentially small on k (teleportation measurements are unbiased). The problem is that distilling a R z (2 k φ) rotation, for unknown φ, means interrogating the field with the same state 2 k times which will introduce noise of strength 2 k p. Even for k = 2, the thresholds we have calculated for the field noise (Protocol Ib) will be worse than the non-FT case (Protocol Ia). Thus, the unknown nature of the rotation, which necessitates using the same field multiple times for the teleportation corrections, means that gate distillation is not giving an benefit over the non-FT protocol.
One could avoid any correction by applying postselection on the very first teleportation step. This leads the failure probability of one R z (φ) application in the distillation circuit to be 1/2. Since the distillation circuit uses QRMC of block sizes 2 j+2 − 1 the failure probability of transversal application on R z (φ) on the block is 1 − (1/2) 2 j+2 −1 . For 2 j−1 interrogations this amounts to 1 − (1/2)
, adding an extra double exponential term in the resource count C(j) from the code. This would be prohibitive.
Code switching: We thus resort to the alternative technique of code switching [24, 25] . Here, the state is encoded throughout the protocol with a quantum code but not the same at every stage. Code switching exploits the fact that different members of QRMCs are transversal for different gate sets and one can switch between those codes using ancilla qubits and FT measurements. In Protocol Ic we start with a state |0 encoded (by means of FT measurements) by the Steane code and fault tolerantly apply a Hadamard gate in order to prepare the |+ L probe state. Then we switch to the QRM(1, m) for m = j + 2 on which we apply the rest of the protocol.
The circuit applied for each interrogation, Fig. (9) , is similar to that of Protocol Ib (Fig. (3) ). The difference is that the input state |ψ is already encoded with the required QRMC and therefore the non-transversal operation E QRM is not needed. The state is entangled by means of a transversal CNOT gate with the ancilla qubit which is also fault-tolerantly encoded with the same QRM(1, m) code. At every step we apply FT syndrome measurements and recovery operations in the same fashion it is applied in quantum computing [29] , the failure probability of which is given in Appendix F 4. The overhead that comes from the QRM encoding and switching is not counted since we count as resource the number of uses of the field, which are the same as in Protocol Ib.
Protocol Ic: Noisy device thresholds
Similarly to Appendix F 1, we calculate how the noise in devices affects the error thresholds of Protocol Ic. There are two differences from Protocol Ib. First, the encoding procedure for the QRMCs is now done during the preparation of the probe and ancillae and is fault tolerant. Second, after every operation a round of fault tolerant error correction is applied. The failure probability of the error correction procedure is denoted by p EC and given in Appendix This includes the errors on one qubit from previous syndrome measurements and recovery plus the errors in the error detection syndrome measurements. For our protocol, we need to set m = j + 2 in the above equation. Now, the number of FT measurement and recovery steps are 3 × 2 j−1 + j + 1. This includes FT probe preparation, FT Hadamard and j − 1 steps of switching to QRM(1, j + 2), as well as FT ancilla preparation and FT CNOT (two steps) at each interrogation step. We conservatively approximate the success probability of FT probe preparation, FT Hadamard and each FT switching step by the success probability of FT measurement and recovery step of QRM(1, j + 2). Then the threshold equation (F6) The solution involves two variables and is depicted in Fig. (4) . We observe that the range of values of p th in which p th is improved over Protocol Ia is smaller than in Protocol Ib with device noise, but, within this region, there is a sub-region where Procotol Ic gives higher thresholds than Protocol Ib. This improvement however is small and the reason for this is the large amount of operations involved in QRMCs error correction. where r i ∈ {2, 3}. In order to estimate dit j the qubit |+ state interrogates the field an appropriate number of times followed by a Pauli X measurement. The protocol is identical to that depicted in Fig. (1a) , only with a different number of consecutive interrogations. Unlike Protocol Ia, Protocol II below converges for all values of φ, since there is no excluded region (Fig. 10 ).
