Consider the cubic sensor dx = dw, dy = x 3 dt +dv where w, v are two independent Brownian motions. Given a function <j>(x) of the state x let ./>,(x) denote the conditional expectation given the observations y,, 0..; s ""t. This paper consists of a rather detailed discussion and outline of proof of the theorem that for nonconstant </> there cannot exist a recursive finite-dimensional filter for .j, driven by the observations.
Introduction
The cubic sensor problem is the problem of determining conditional statistics of the state of a one-dimensional stochastic process {x,: t ~ O} satisfying dx = dw, x 0 = xin, (1.1) with w a Wiener process, independent of x in, given the observation process { y,: t ~ O} satisfying dy = x 3 dt + dv, Yo= 0, Roughly speaking one now has the theorem that for nonconstant cp such filters cannot exist.
For a more precise statement of the theorem see 2.10 below.
It is the purpose of this note to give a fairly detailed outline of the proof of this theorem and to discuss the structure of the proof. That is the general principles underlying it. The full precise details of the analytic and realization-theoretic parts of the proof will appear in [20, 21] , the details of the algebraic part of the proof can be found in [7] . An alternative much better and shorter proof of the hardest bit of the algebraic part will appear in [15] .
The preprint version [8] of the present note contains some 9 pages more detail on the analytic and realization-theoretic parts.
sensor filtering problem is as follows.
(i) ( Q, .91, P) is a probability space.
(ii) (Sil,: 0 .;:;; t) is an increasing family of a-algebras.
(iii) ( w, v) is a two-dimensional standard Wiener process adapted to the d 1 • (iv) x = { x 1 : t ~ O} is a process which satisfies dx = dw, i.e.
x, = x 0 + w 1 a.s. for each t. (3.2) where w1 is a standard Brownian motion independent of the initial random variable xin and where/ and G are appropriate vector-valued and matrixvalued functions. Let the observations be given by (3.3) where v1 is another standard Brownian motion independent of wand xi". Let [16] then suggests that there exists a smooth map F from the reachable part (from p(x, 0)) of (3.6) to the reachable part of (3.8), which takes the vector fields of (3.6) to the vector fields of (3.6) and which is compatible with the output maps y and (3.9). The operators in (3.6) define linear vector fields in the state space of (3.6) (a space of functions). Let L 0 , L 1 , ... ,LP be the operators occuring in (3.5) so that dp = L 0 pdt + L 1pdy; + · · · + LPpdyP.
The Lie algebra of differential operators generated by L 0 , •.• , LP is called the estimation Lie algebra, and is denoted L (2) . The idea of studying this Lie algebra to find out things about filtering problems is apparently due to both Brockett and Mitter, cf. e.g. [2] and [13] and the references in these two papers.
Let L ---+ L be the map which assigns to an operator the corresponding linear vector field (analogous to the map which assigns to an n X n matrix A= (aiJ) the linear vector field a :La;;X;-;-- 
Pathwise filtering (robustness).
As it stands the remarks in 3.7 are quite far from a proof of the homomorphism principle. First of all (3.6) and (3.8) are stochastic differential equations and as such they have solutions defined only almost everywhere. The first thing to do to remedy this situation is to show that these equations make sense and have solutions pathwise so that they can be interpreted as processing devices which accept an observation path ing for pathwise robust versions which is most important for actual applications, lies in the observation that actual physical observation paths will be piecewise differentiable and that the space of all such paths is of measure zero in the probability space of paths underlying (3.6) and (3.8) (cf. [3] ). Still another difficulty in using the remarks of 3.7 to establish a general homomorphism principle lies in the fact that (3.6) evolves on an infinite-dimensional state space. A different approach to the establishing of homomorphism principles (than the one used in this paper) is described in [11] .
3.11.
On the proof of Theorem 2.10. In this paper the following route is followed to establish the homomorphism principle for the case of the cubic sensor. The next step is to show that A~( y ), y E C,, is given by a density n,(y)(x) so that Ll~(y) = j n,(y )(x)q,(x )dx and to show that n,(y)(x) is smooth (as a function of x).
The next step is to use that there exists (up to a stopping time) pathwise and robust solutions of stochastic differential equations like (3.8). Robustness of both (3.6) and (3.8) then gives the central equality (4.7) anywhere (not just a.s.), that is (3.13) The next step is to prove results about the smoothness properties of the density nr(Y) as a function of t 1 , ••. , tm for paths y such that u = y is of the bang-bang type: u(s) =Um E ~ for 0 ~ t < tm, equal to iim-I for tm ~ t < t,,, + tm-1' etc. and to observe that (t, x) -n r ( y )( x) satisfies the DMZ equation (3.6) . This permits to write down and calculate the result of applying 334 
at!.().~ i)tJ,,=···=tm=O
to both sides of (3.13) and gives a relation of the type (3 .14) where
and L (ii) the linear vector field associated to L(ii), (P the functional (3.9) , and i/;= a function corresponding to z, cf. Section 5.
A final realization-theoretic argument having to do with reducing the filter-dynamical system (3.8) to an equivalent observable and reachable system then establishes the homomorphism principle in the case of the cubic sensor and the fact that if the homomorphism is zero, <P was a constant.
The remaining algebraic part of the proof consists of two parts:
(i) A calculation of L(z) for the cubic sensor. It turns out that L(Z) is in this case equal to the Heisenberg-Wey! algebra W 1 of all differential operators (any order) in x with polynomial coefficients.
(ii) The theorem that if V(M) is the Lie algebra of smooth vector fields on a smooth finite-dimensional manifold and a : W 1 -+ V( M) a homomorphism of Lie algebras, then a = 0.
Analytic part
t! denotes the space of all functions </ > : IR -+ IR such that there exist constants C E ~. a ER and r, 0 ~ r < 4, such that
for all x E ~. And $ denotes the space of all is a version of~,. The formula for L\~(y) is provided by (the numerator of) the KallianpurStriebel formula (slightly modified by a partial integration to remove the dy, term). By means of some explicit estimates on the terms occurring in the formula for Ll~(y) it is shown that Ll~(y) is continuous, and that L\~( h) has a density n ,( y) for <f> bounded.
Moreover one shows that n, ( y) is smooth, that is in.% if y is smooth. More importantly one shows that n,(y) as a family of densities depending ony is a smooth family in a certain technical sense. In particular this implies that if y(t) is such that ti+I + ... Directly from the formula for Ll~(y) one shows that (t, x) >-4 n,(y)(x) satisfies the (DMZ) PDE (belonging to the cubic sensor)
Note that we first establish existence and smoothness of n 1 ( y )( x) and afterwards prove that it satisfies the DMZ equation.
Let exp(tL(ii))if denote the solution of (4. Lo= -2 -" -2x ' Li = x .
ax-
Then it readily follows that a"' holds everywhere whenever t > 0, y EC,, T(y) > t. Let <P : U ~ IR be a functional of the form
Then <P is smooth in the sense that it takes a smooth family of densities depending on a finite number of parameters into a smooth function of 335 these parameters. In particular because n ,( y) is a smooth family, we have that o/'(y) is a smooth function of t i • ... 't m for y of the form described just above (4.3) in the previous section.
To 
HereA(u) is the vector field a(z)+u/3(z).
Let L 1 be the Lie algebra generated i(-1), L(l) and L 2 the Lie algebra generated by A(-1) and A (l ). Let I denote the ideal in L 2 consisting of the vector fields V such that for some smooth finite-dimensional manifold.
The final result in this section is: The original proof of this theorem [6] is long and computational. Fortunately there now exists a much better proof (about two pages) of the main and most difficult part [15] , essentially based on the observation that the associative algebra W1
cannot have left ideals of finite codimension. For some more remarks about the proof cf. 6.8 below.
6.6. The Lie algebra of the cubic sensor. According to Section 2 above the estimation Lie algebra L(2) of the cubic sensor is generated by the two
Let adc(-) = [ C, -]. Then (adc ) 3 = B =Const. x 6 which combined with A gives as that (d 2 /dx 2 ) E L (2) . To show that also x 2 (d/dx) E L(2) requires the calculation of some more brackets (about 15 of them). For the details cf. (6] . Then
which by Proposition 6.3 implies:
Theorem. The estimation Lie algebra L(2) of the cubic sensor is equal to the Wey! Lie algebra W 1 •
In a similar manner one can e.g. show that the estimation Lie algebra of the system dx, = dw,, dy, = x,dt +ex:+ du, is equal to W 1 for all e * 0. It seems highly likely that this is a generic phenomenon, i.e. that the estimation Lie algebra of a system of the form
with x E IR n and f, G and h polynomial, is equal to W,, for almost all (in the Zariski topology sense) polynomials f, G, h. To conclude let us spell out the main steps of the argument leading to Theorem 2.10 and finish the proof together with some comments as to the generalizability of the various steps.
We start with a stochastic system, in particular .the cubic sensor dx = dw, x(O) = x 1 n, dy = x 3 dt +du (7.1) described more precisely in 2.1 and with a reasonable function <P of the state of which we want to compute the conditional expectation~,.
The first step now is to show that there exists a pathwise and robust version of~,. 
This whole bit is the part of the proof that seems most resistant to generalization. At present at least this requires reasonable growth bounds on the exponentials occurring in the KallianpurStriebel formula (that is the explicit pathwise expressions for Ll~( y )). In particular let us call a family <I>, of continuous maps C, -i. IR a pathwise version of ~,, if (7.5) such that if zy(t) denotes the solution of (7.5) then y ( z \ ( t ) ) = ~/ = 8/' ( y ) (7.6) almost surely. As described in 4.5 above up to a stopping time there also exists a robust pathwise version of the solutions of (7.5) so that z ,.(t) exists for all continuousy and so that (7.6) holds always. Now let and
The next step is to use the smoothness of This permits us to give meaning to expressions like
for y EC, with y = u a bang-bang function. The same operator can be applied to the left-hand side of (7 .6) and as both sides depend smoothly on t 1 , .•• , t"' there results from (7 .6) an equality of the type
where z e Mand o/. e~are corresponding quantities in that they r~sult from feeding in the same control function y(t) to the evolution equations for z and ..p respectively.
This relation in turn using some techniques familiar from nonlinear realization theory ( essentially restriction to the completely reachable and observable subquotient of M) then implies that there is a homomorphism of Lie algebras from the Lie algebra L(2) generated by L 0 and L 1 to a Lie algebra of smooth vector fields. Moreover under the rather inelegant extra assumption that L (2) contains the operator (d/dx)xk it can be shown that <P must have been constant if this homomorphism of Lie algebras is zero (Lemma 5.8).
The final part is algebra and shows (i) that L(2) = W 1 so that in particular (d/dx)xk E L (2) for all k = 0, 1, ... and (ii) there are no nonzero homomorphisms of Lie algebras W 1 ~ V( M 1 ) for M 1 a smooth finite-dimensional manifold. Thus both hypotheses of Lemma 5.3 are fulfilled and <P is a constant. This proves the main theorem 2.10.
It seems by now clear [6] that the statement L(2) = Wk, k = dim{state space)
will turn out to hold for a great many systems (though anything like a general proof for certain classes of systems is lacking). The system-theoretic part of the argument is also quite general. The main difficulty of obtaining similar more general results lies thus in generalizing the analytic part or finding suitable substitutes for establishing the homomorphism principle, perhaps as in [ll] . It should also be stressed that the main theorem 2.10 of this paper only says things about exact filters; it says nothing about approximate filters. On the other hand it seems clear that the Kalman-Bucy filter for x, for dx = dw, dy = xdt + dv (7.10) should for small e give reasonable approximate results for dx = dw, dy = (x + ex 3 )dt + dv. (7 .11) Yet the estimation Lie algebra of (7.ll) is fore-=!= 0 also equal to W1 (a somewhat more tedious calculation, cf. [5] ) and the arguments of this paper can be repeated word for word (practically) to show that (7.11) does not admit smooth finite-dimensional filters (for nonconstant statistics). Positive results that the Kalman-Bucy filter of (7.10) does give an approximation to :X 1 for (7.11) are contained in [5, 19, 1] . It is possible that results on approximate filters can be obtained by considering L (2) not as a bare Lie algebra but as a Lie algebra with two distinguished generations L 0 , L 1 which permits us to consider also the Lie algebra Ls(2) generated by sL 0 , sL 1 (where s is an extra variable) and to consider statements like L,(2) is close to Ls(2') modulo s'.
