Abstract. The distinction between stationarity, difference stationarity, deterministic trends as well as between short-and long-range dependence has a major impact on statistical conclusions, such as confidence intervals for population quantities or point and interval forecasts. SEMIFAR models introduced by [6] provide a unified approach that allows for simultaneous modelling of and distinction between deterministic trends, difference stationarity and stationarity with short-and long-range dependence. In this paper, recent results on the SEMIFAR models are summarized and their potential usefulness for economic time series analysis is illustrated by analyzing several commodities, exchange rates, the volatility of stock market indices and some simulated series. Predictions combine stochastic prediction of the random part with functional extrapolation of the deterministic part.
Introduction
Many economic time series exhibit apparent local or global 'trends'. A iarge number of methods for dealing with trends under specifi.c assumptions are described in the literature (see e.g. standard time series books, such as lt6]; [aZ] . Essentially, models for trends can be classified as either (1) deterministic or (2) stochastic. A deterministic trend is described by a deterministic function g(t), whereas a stochastic trend is generated by a purely stochastic nonstationary process such as random walk, (fractional) Brownian motion or an integrated ARIMA process. As a third possibility, local "spurious" trends can be gener ated by stationary processes with long-range dependence, such as stationary fractional ARIMA models. Statistical inference about population quantities and statistical forecasts are greatly influenced by our decision about the type of the 'trend' generating mechanism. For instance, for a stationary series, forecasts of a conditional expected value converge to the sample mean, withincreasing före-casting horizon, and the width of forecast intervals is asymptotically constant. In contrast, for difference stationary series, forecasts converge to the last observation and the width of forecast intervals diverges to infinity. Forecasts for time series with a deterministic trend require reliable trend extrapolation which can usually not be trusted beyond a small forecasting horizon. On a finer scaie, the rate at which forecast intervals converge to the asymptotic width (for stationary :-e 
