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We shall prove a result about local structures of distance-regular graphs with 
c2 = 2, cJ = 3. This gives a generalization and simple proof of the essential part of 
Egawa’s characterization of the Hamming scheme [J. Combin. Theory Ser. A 31 
(1981), 108-1251. 0 1989 Academic Press, Inc. 
Let G be a dis ‘tance-regular graph with the vertex set V and let 8 denote 
the metric on V. For U, UE V and non-negative integers r, s, we define 
r,(u)= {XE Vla(x, u)=r> 
D;(u, v) = TJU) n Ts(v). 
Let aj, bj, cj ((0 5 i<= d, d is the diameter of G) be the usual intersection 
numbers of G. Definitions and precise descriptions about distance-regular 
graphs will be found in [ 11. For subsets X, Y of V, the number of edges 
between X and Y will be denoted by e(X, Y), or e(x, Y) if X= (x} is a 
singleton. 
In this paper we consider distance-regular graphs with c2 = 2 and c3 = 3. 
The Hamming scheme H(n, q) (n > 2) gives an example of this type. Egawa 
proved a characterization theorem of the Hamming scheme in [3]. The 
following results give a simple proof of Egawa’s theorem (q # 4) in a more 
general situation. Theorem 1 will be useful in the classification of distance- 
regular graphs with c2 = 2, c3 = 3. 
In the following we assume G is a distance-regular graph with 
c2 = 2, c3 = 3. 
THEOREM 1. Let u, v be vertices in G with a(u, v) = 3. Then the number 
of edges in 0: (u, v) is at most one. 
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THEOREM 2. Let uv be an edge in G and let P1, . . . . P, be the connected 
components in D f (u, v), pi = 1 Pi 1. Then 
a2 2 a, - 1 + f Pi(al -pi)* 
i= 1 
THEOREM 3. If a, > 2 and a2 = 2a,, D :( u, v) is a clique for each edge uv 
in G. 
Remark 1. Clearly H(n, q) satisfies the assumption of the above 
theorem. One of the essential parts of [3] is to show that 0: (u, v) is a 
clique (See [3, Proposition 4.11). 
Remark 2. The assumption a2 = 2a, can be replaced by a2 5 2a,. But 
there is not much point in doing that since a2 2 2a, holds if c2 = 2, cj = 3. 
In the following proof we shall use intersection diagrams. Definitions and 
elementary properties of intersection diagrams are described in [2]. 
Proof of Theorem 1. We have (D:(u, v)l = )DT(u, v)l = c3 = 3. Let 
D:(u, 4 = (~1, x2, x3>, D:(u, v) = (yi, y,, y3}. From c2 = 2, we have 
e(xi, D:(u, v)) = e(yi, D~(u, v)) = 2 (i= 1, 2, 3). We may assume xi adj yi, 
x2 adj yi, y2 adj xi for i= 1, 3. 
First assume there are just two edges in 0: (u, v), say xi x2 and ~2x3, 
Then a(~,, x3) = 2. But then (u, x2, y2 > c D: (xi, x3). This is impossible 
since c2 = 2. 
In the following we assume Di(u, v) is a clique. If D:(u, v) contains an 
edge, say yly2, then we get d(y,, x3) = 2 and (y2, x1, x2} c 0: (yl, x3), a 
contradiction. So there is no edge in 0: (u, v). 
Now consider the intersection diagram with respect to the edge vy,. Put 
D’,=D~(v,Y~). Then Y~,Y~ED:, x~,x~ED:, x~ED~, UED:. By [2, 
Lemma 41, there is an edge x3w with WE 0:. Then Di(y,, w)= (v, x1, x2] 
and x,~D:(y,, w). Let z1,z2 be the vertices of Tl(w)nDi. Then 
D:(yl, w)= (x3, zl, z2) and we may assume z1 adj x1, z2 adj x2 as before. 
Since e(x,, 0:) = 1, we get z1 =y2. Similarly z2 =y3. Then ~2x3 and y3x3 
are edges in 0: (yl, w). This implies y2 adj y3 since the number of edges in 
Df(yl, w) is not 2. This contradicts the fact that D:(u, v) has no edge. 1 
Proof of Theorem 2. If m 5 1 the conclusion holds since a2 2 a, - c2 + 1 
holds generally by a, + b 1 + c1 = a2 + b2 + c2 and b 1 1 b2. So we assume 
m 2 2. We consider the intersection diagram with respect to the edge uv 
and put 01 = Di(u, v). 
We remark that each Pi is a clique. For if x1x2x3 is a 2-path in D:, we 
have (u, v, x2} c 0; (x1, x3). This implies 8(x,, x3) # 2. Hence Pi is a 
clique. Remark also that e(x, Df ) = a, -pi > 0 holds for x E Pi since 
e(x,r,(v))=a, and Tl(v)={u}uD~uDf. 
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Now we divide 0: into two subsets, 
A = {xEDfIe(x, Di)= 1}, B= {x~DfIe(x, D;)= 1). 
We have DT=AuB, AnB=@ since c,=2. We have also A#@ by the 
above remark. Take y E A and let x be the vertex in rl (v) A 0:. Put 
F= I’1 (y) n 0;. 
For z E F we have (rl (z) n Df 1 = 2, and let w  be the vertex in rl (z) n 0: 
with w  # y. We claim that w  E B. If w  E A then there is an edge wx’ with 
x’ E 0:. But then 0: (u, z) = { ZJ, x, x’} with a(~, x) = a(~, x’) = 1, contra- 
dicting Theorem 1. So we have w  E B. Thus we get a mapping J F --) B with 
f(z) E 6 (4. 
We claim f is injective. Take zl, z2 E F with zi #z, and assume 
f(z1)=f(z2) = w. Let wx’ be the edge with X’E 0:. Then Di(u, zl)= 
D~(u, zZ)= (u, X, x'). Take WiE Df(uy zi) with Wi#y, Wi#W (i= 1,2). 
Then we have (u, wl, w2 ) c D: (x, x’) by considering the subgraph 
u,‘=, Diej(u, zi). This implies w, = w2 since 8(x, x’) = 2 and c2 = 2. But 
then IDLY, Ml, I#( w, w,)l 2 3 and hence d(y, w) = a(w, w,) = 1, con- 
tradicting Theorem 1. Thus f is injective. In particular we get I FI s I B( . 
Next we count I A(. Since e( y, D i) = 1 for y E A, we have 
IAl = e(A, 0:) =e(Df, 0:). On the other fhand we have e(x, 0:) = a, -pi 
for x E Pi. Thus 
IAI = C ‘(~9 of)= f C (a, -PI)= f Pj(al -pi). 
ED; i= 1 XEP, i=l 
Then Theorem 2 follows from 6* = (FI g IBI, IDfI = b,, and al + b, + cl = 
a,+b,+c,. m 
Remark 3. We claim that there is no edge between A’ and B’ if the 
mappingf is surjective in the above proof where 
A’= {xEDk(e(x, D:)= 11, B’= (xEDi(e(x, DT)= 1). 
To show this fact, we assume there is an edge a’b’ with a’ E A’, b’ E B. Take 
edges a’x and xy with XE D:, YE 0:. Let b’b be the edge with b E B. Since 
f is surjective, there is a vertex z E F with y adj z, z adj b. Then 
Dh(u, z)= (u, x, b’}, (v, b)cDf(u, z). So there is one more vertex w  in 
D:(u, z). Then w  is adjacent to x and b’. But then there are three vertices 
u, a’, w which are adjacent to both x and b’. This is impossible since 
8(x, b’) = 2. 
We remark also that the surjectivity off does not depend on the choice 
of y. 
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Proof of Theorem 3. We shall use the notation of Theorem 2. We need 
to show m = 1. Since a, = 2a,, we get 
Since CTLpi=al, we get a contradiction 
m = 2. Then the above inequality becomes 
when mz3. So we assume 
PI +p2+1~2p,p2- 
This implies p1 +p2 5 3. Hence we get al = 3 by the asumption a, > 2. Note 
that equality holds in the above inequality in this case. Therefore the map- 
ping fin the proof of Theorem 2 should be surjective. So there is no edge 
between A’ and B’ in the above remark. Note that e(a’, 0:) = a, - 1 = 2 
holds for every vertex a’ in A’, and hence A’ is 2-regular of size 4, that is 
a 4-cycle x1, x2, x3, xq. But then 8(x,, x3)= 2 and {x2, x4, 2.4) c 
0: (x, , x3), contradicting c2 = 2. 1 
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