We present an analytical study of the spatial decay rate γ of the one-particle density matrix ρ( r, r ′ ) ∼ exp(−γ| r − r ′ |) for systems described by single particle orbitals in periodic potentials in arbitrary dimensions. This decay reflects locality in condensed matter systems and is also crucial for O(N ) density functional methods. We find that γ behaves contrary to the conventional wisdom that generally γ ∝ √ ∆ in insulators and γ ∝ √ T in metals, where ∆ is the band gap and T the temperature. Rather, in semiconductors γ ∝ ∆, and in metals at low temperature γ ∝ T .
Over thirty years ago, Kohn and Sham showed that many-body systems can be described within a single particle formalism [1] . Remarkably, despite the de-localized nature of the single particle states |ψ n , which may extend across an entire solid, the physics in a given region of a material is affected only by its local environment. Below we provide scaling arguments and analytical results which clarify the precise nature of this locality.
The oneparticle density matrixρ ≡ n |ψ n f n ψ n |, which describes the physical state of a single particle quantum system and from which all observables may be computed, is localized or "nearsighted" [18] in the sense that ρ( r, r ′ ) ≡ r |ρ| r ′ → 0 as | r − r ′ | → ∞. We focus on the decay rate of ρ with distance.
In addition to describing the fundamental locality of solid state systems, the locality of ρ also has direct practical impact on condensed matter calculations based on Hohenberg-Kohn-Sham (HKS) theory, which have been quite successful to date for largescale calculations of material properties [2] . A key bottleneck in such computations is the enforcement orthogonality among the single particle states {|ψ n }, requiring a computational effort scaling as O(
where N is the number of atoms in the simulation cell. Recently, several algorithms have been proposed that use ρ directly instead [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18] , and by using the short ranged nature of ρ, they overcome the orthogonality bottleneck and achieve O(N ) scaling. In these approaches, one generically assumes that ρ( r, r ′ ) ∼ exp(−γ| r − r ′ |) and, to obtain a given desired precision e −P in the calculation, one only retains matrix elements of ρ where | r − r ′ | < d ≈ P/γ. Since the performance of O(N ) algorithms depends crucially on the number of matrix elements (and hence d,) proper estimates of their computational costs require knowledge of how γ depends on the key physical parameters of the system under study, to wit the lattice constant a and band gap ∆ for insulators, and the temperature T and chemical potential µ for metals.
To date, there have been few proposals for the generic behavior of γ. For insulators in one dimension, Kohn has shown rigorously that γ ∼ √ ∆ in the tight-binding (a → ∞) limit [3] . It has since been argued [7] , and often assumed [4, 6, 15] , that this result generalizes to multiple dimensions and more general conditions. For metallic systems, the assumption has been that γ ∼ √ T [6] , which has also been argued to be correct in general [7] .
In this paper, we present new methods and scaling arguments that determine γ for single particle representations in periodic potentials. Because, as shown in [5] , γ is unchanged as localized defects or perturbations are introduced into a periodic system, our results are not strictly limited to perfectly periodic systems. While we find agreement with previous work [3, 7] in the tight-binding and high temperature limits, these results are not as general as has been commonly assumed. We find new results and differing scalings in regimes of physical interest, such as for semiconductors, which are insulators in the weakbinding limit (∆ → 0), and common metals, which are in the low temperature limit (T → 0).
For mathematical simplicity, we will consider a cubic lattice of length a in each direction, but this does not fundamentally limit our analysis or results. We seth 2 /m e = 1 and k B = 1 (where m e is the electron mass), so that energies have dimensions of a −2 . If U ( r ) is the effective single-particle potential, then at temperature T the Hamiltonian, Bloch wave-functions, Fermi-Dirac fillings, and density matrix ρ( r, r ′ ) are given by
ρ n ( r, r ′ ) is the density matrix for the nth band, the k integral is over the first Brillouin zone, and Ω B is the volume of the first zone. Below, we concentrate on the properties of ρ n for a given band n, and the entire density matrix is given by the sum over all bands. Therefore, we omit the index n without loss of generality. We will study the behavior of γ for the two possible cases of practical interest: insulators at T = 0 and metals at T > 0.
Insulators at T = 0 -We set T = 0 and put µ in the region of the energy gap, and thus all filings f k are either 1 or 0. The Wannier function is defined by
for a lattice vector R and satisfies W ( r, R) = W ( r − R, 0). For a filled band (i.e. f k = 1), it is trivial to show that
Hence the localized behavior of the Wannier function determines γ. The parameters at our disposal are the lattice constant a and the band gap ∆. By dimensional analysis, γ = a −1 h(a 2 ∆) for some dimensionless function h. The task is to understand the behavior of h.
In the tight-binding limit a → ∞, the Wannier functions are atomic orbitals localized on the ions, ∆ is the first excitation energy of that orbital, and the system is an array of separated atoms. Hence γ can only depend on atomic properties and not on a in any way, and we conclude that lim x→∞ h(x) ∝ x 1/2 and γ ∝ √ ∆. This argument is general, irrespective of the dimensionality of the system, and only relies on dimensional analysis and the existence of the tightbinding limit.
On the other hand, the form of γ in the weakbinding limit ∆ → 0 is not as obvious since we can have lim x→0 h(x) ∝ x m for any m, and m must be found by some other means. For an initial orientation, we will find γ for a simple one dimensional system over its entire parameter space. The Hamiltonian is that of an array of attractive delta-function potentials of strength V > 0:
We will determine γ for the lowest energy band of this system. Following Kohn [3] , we define Figure 1 shows µ(ε) for V = 2.2 and a = 1 which captures the generic behavior of µ(ε). The band structure is found by solving cos(ka) = µ(ε k ) for real k. Defining ε 1 and ε 2 as the first and second smallest energies where µ(ε) = −1 (see Figure 1) , ∆ = ε 2 − ε 1 for the lowest band. µ(ε) has a minimum for someε where ε 1 <ε < ε 2 (see Figure 1) , and we define its minimum value asμ = µ(ε). Then γ = cosh −1 |μ| as shown by Kohn [3] .
The above transcendental system can be solved numerically, and we plot aγ as a function of a 2 ∆ in Figure 2 . The behavior at small a 2 ∆ is clearly linear, showing that lim x→0 h(x) ∝ x and thus γ ∼ a∆ in the weak-binding limit. We also note the leading asymptotic behavior γ ∼ √ ∆ for large ∆, as discussed above.
In fact, this weak-binding result is not limited to the above model. For any one-dimensional system [3] , in the weak-binding limit the extremal valuesμ of µ(ε) satisfy |μ| − 1 ≪ 1. Thus, close to an extremum, we expand |µ(ε+δ)| ≈ |μ|−sδ 2 with s > 0. Therefore, we find that |µ(ε + ∆/2)| ≈ 1 ≈ |μ| − s∆ 2 /4, so we conclude that γ ≈ cosh
The above arguments are formal and specific to one dimension where (i) we can define µ(ε) and (ii) we can extract γ due Kohn's work [3] . However, we can study the weak-binding limit in one dimension with a different, more physical procedure. First, we write the Bloch function ψ k (x) = e ikx u k (x) where u k (x + a) = u k (x). The Wannier function is given by the Fourier transform
The contour integral is over the unit circle |z| = 1. For large |x|/a, the dominant behavior of W (x, 0) is given by the pole of u z (x) in the z plane, denoted byz, lying in the interior of the unit circle (|z| < 1) which is closest to the circle's boundary: W (x, 0) ∼ |z| |x|/a = e |x|a −1 ln |z| , so γ = −a −1 ln |z|.
Next, in the weak-binding limit, for k away from the edges of the Brillouin zone (i.e. |k| < π/a), u k (x) for the lowest energy band has a perturbative expan-
where x|n = a − 1 2 e 2πinx/a . As long as k is not close to the edges of the Brillouin zone, the energy denominators at all orders of perturbation theory are nonzero and u k (x) has no poles.
However, close to edges k = ±π/a, we must use degenerate perturbation theory and u k (x) will develop poles. The region of interest is where k and k ± 2π/a have approximately the same magnitude so that |k 2 /2−(k±2π/a) 2 /2| ≤ V where V is the typical strength of the matrix elements ofÛ . Specifically, for k ≈ π/a, we have nearly degenerate waves e ikx and e i(k−2π/a)x , so we write u k (x) = c 0 + c 1 e −2iπx/a , let V 1 = −1|Û|0 , and diagonalize the 2 × 2 matrix
The eigenvalues are the energies for the two lowest energy bands, and the normalized eigenvectors provide c 0 and c 1 . Elementary algebra shows that both c 0 and c 1 have poles atk = π/a ± ia|V 1 |/π. Using the definition z = e ika , we find γ = a|V 1 |/π. Since the gap is given by ∆ = 2|V 1 |, γ = a∆/(2π), confirming that γ ∝ ∆ (e.g. the straight line in Figure 2 ).
Note that for |k| ≈ π/a, we have |c 0 | ≈ |c 1 | ≈ 1/ √ 2, whereas for |k| < π/a, we have |c 0 | ≈ 1, |c 1 | ≈ 0. The region of this crossover is localized to the edges of the Brillouin zone, and by using |k 2 /2 − (k ± 2π/a) 2 /2| ≤ V , we find that it has a width δk ∼ aV . W (x, 0) is the Fourier transform (Equation 3) of u k (x) which is generally smooth in k except for a width δk by the edge of the zone. Therefore, W (x, 0) will have a width δx ∼ 1/δk ∼ 1/γ, and γ ∼ a∆ since ∆ ∼ V .
This argument generalizes directly to multiple dimensions: we write ψ k ( r ) = e i k· r u k ( r ) and view Equation 2 as a Fourier transform of u k ( r ). Following the same logic, for k away from the edges of the Brillouin zone, u k is a smooth function of k given approximately by its free-electron value. Only for k close to the edges of the zone (i.e. where
we have any change in this behavior (where G is a reciprocal lattice vector so | G| ∼ 1/a.) By "change" we mean the sharp and localized peaks or dips in the expansion coefficients of u k ( r ). This region is localized to |δ k| ∼ aV so that after Fourier transformation, W ( r, 0) has a width |δ r| ∼ 1/(aV ). Therefore, γ ∼ a∆ since V ∼ ∆. As a concrete example, we studied a periodic cubic array of attractive Gaussian potentials with rms width a/π. We varied the overall scale of the potential to change ∆ and computed ρ via Equations 1. We sampled the Brillouin zone on a uniform cubic grid of size 40 3 , and for each k, we expanded ψ k in plane waves with | G| ≤ 12 π a and diagonalized the resulting Hamiltonian to obtain the ground-state ψ k . The choices of k sampling and G cutoff were made by increasing each until ρ had converged. We sampled ρ(0, r ′ ) in the [100], [110] , and [111] directions, found exponentially decaying envelopes, performed linear fits on log plots to extract γ, and Figure 3 shows our results. The linear behavior γ ∝ ∆ is clearly visible.
Metals at T > 0 -We rewrite the density matrix of a band by using ψ k ( r ) = e i k· r u k ( r ):
Consider first the T = 0 case: filled bands have f k = 1 and we showed that such bands have density matrices that decay exponentially in | r − r ′ |. However, for partially filled bands, Equation 4 is the Fourier transform of a function that discontinuously jumps to zero in regions of the Brillouin zone where ε k > µ. The Fourier transform of a function with a discontinuity will have algebraic falloff, i.e. ρ( r, r
for some η > 0. Thus the metallic bands will dominate the falloff of the density matrix for T → 0. First, we will consider the case of a uniform density free-electron gas in three dimensions where n is the electron density, ε k = k 2 /2, ψ k ( r) = e i k· r , and the
A is a normalization constant that ensures ρ( r, r ) = n. We define the separation τ ≡ | r − r ′ | and change to spherical coordinates:
We now use k sin (kτ ) = − ∂ ∂τ cos (kτ ), then use cos (kτ ) = 1 τ ∂ ∂k sin (kτ ) to integrate by parts, and finally use
In the limit T → 0, the integrand contributes only in a small vicinity about k ≈ ± √ 2µ. The contributions from positive and negative k are identical, so we only consider k ≈ √ 2µ ≡ k F and double the result. Furthermore, because of the narrow range where the integrand contributes, we approximate the argument The linearity of γ in T as T → 0 is quite general. For any band-structure, the fillings are f k = (1 + e y ) −1 where y = 1 T ε k − µ . As T → 0, the fillings go from 1 to 0 in a very narrow region about the Fermi surface which is defined by vectors k F satisfying ε kF = µ. Therefore, we approximate the fillings by expanding about k F : y ≈ 1 T ( ∇ε)| kF · ( k − k F ). Thus ρ is the Fourier transform (Equation 4) of a function that changes from a finite value to zero in a narrow range |δ k| ∼ T /| ∇ε| ∝ T . Hence ρ will have a range |δ r| ∝ 1/T and γ ∝ T . Our analysis for the free-electron gas shows that the constant of proportionality is linear in k Finally, the high temperature limit T → ∞ is not of much direct interest for solid-state calculations because T becomes much larger than both band gaps and band widths: the system is classical. The fillings are Maxwell-Boltzmann distributed f k ≈ e (µ−ε k )/T
