observed, the system will seek the maximum and stay locked to it. This assumes that the system is within the center portion of the transformed correlation function;
other wise^ the initial lock will not occur. Knowing the voltage to time transfer characteristic of the delay unit, the delay time may be determined. In the prototype system the delay was implemented by a bucket brigade device. This enabled the use of a frequency counter (in the period mode)
to display the time delay [ 51 .
APPLICATIONS
Aside from the more obvious applications to the arrival time of reflected signals, there are many unique applications of such a system. Processing the signals induced in the playback and record heads of a tape recorder when playing a blank tape allows measurement of speed accuracy and stability without introducing the error of a test tape. If the bandwidth of the servo loop is wide enough, wow and flutter measurements may be made by displaying the fluctuations in the delay control voltage on a meter. The servo approach may be applied to the measurement of automobile speed by using two optoelectronic sensors attached to the underside of the vehicle. The surface roughness of the road is the signal which,is correlated, yielding the time required to travel the distance between sensors. This is proportional to the speed.
The system may be applied to sound localization in a similar way. A fixed 2 ms time delay is inserted in the signal received from one ear of a dummy head. A 0-4 ms variable delay is applied to the other. The differential time delay (variable minus fixed) will then be adjusted to match the interaural delay of a single sound source. A more impressive presentation may be obtained by eliminating the time delay units and placing the head on a dc motor driven turntable. The output of the Hilbert transform correlator is connected to the motor of the turntable, causing it to rotate toward the source. When there is no interaural delay (the dummy is facing the source) the correlator output is zero and the motor stops.
If the source moves to either side of the head, the motor will rotate until it has eliminated the delay. Although this system suffers from complete front/back confusion, it is nonetheless entertaining. The presence of several equally intense sources will result in a weighted average localization because of the additive effects of the maxima discussed earlier.
INTRODUCTION
This correspondence examines the problems associated with digital processing and estimation of the time delay between signals received at two spatially separated sensors together with noise. Much of the investigative work in the literature centers upon the analysis of the analog processing of the time delay parameter, as opposed to the discrete-signal processing method more common in practice.
Several issues affect the discrete implementation. One issue pertains to the finite observation times necessary where the received signals do not overlap exactly, causing inaccuracies in the computed spectra. Thus, attenuation of the peak as well as additional noise become prominent when the time delay is comparable to the observation time. Another point is that maximum likelihood estimation of the delay can be shown to be an application of the sin m/nn interpolating function on the discrete cross correlation. However, estimating the time delay by this method can only be approximated in practice, and can be computationally burdensome. A simple approximation which is widely used involves fitting a parabola or other polynomial in the neighborhood of the correlation peak. The parabolic fit approach is examined and shown to be a biased estimator. This limits the usefulness of the Cram&-Rao bound in interpreting digital system performance for these approximate methods.
In the next section, the estimator of time delay, a continuous parameter, for discrete signals is analyzed. Using the parabolic peak fit approach, expressions for the mean and variance of the time delay estimate are derived. 
Manuscript received May
where W ( k ) is the window used for the generalized correlator.
The windows used here are described in [ The time delay is now expressed in terms of two components:
, where p is an integral multiple of the sampling period, and 6 is the fractional part of the delay, 161 < 0.5.
Estimation of the time delay is done in two steps. First, the estimate p^ is foun? by locating the maximum sample of (1). Then the estimate 6 is found by fitting a parabola to the three samples of Rg<m) about p . Fitting a parabola to these three points and solvlng for the peak of the parabola yields nr domain. Expressing the differences in the frequency domain, In order to make the analysis tractable we need to make assumptions similar to those in [ 11. It is assumed that correct detection has occurred, and that we are looking at incremental variations of the delay. In the discrete case, this is equivalent to saying that p^ is correct and we are observing the statistics of S, It can be, shown that Z ( 6 ) and u(6) are independent. Since Gg(k) and Gg(Z) are uncorrelated for I k I f 12 1 , and the inverse DFT and computation of finite differences are linear operations, then Z ( 6 ) and u(6) are nearly Gaussian and independent.
In actuality, u is not Gaussian because u < 0 is impossible. In fact, u > 2121; therefore u is neitGer Gaussian-nor indetendent undzr the condition that R ( p -1) < R , ( p ) and
We shall assume q, << E [ u ] so that the above situation is less troublesome. This will occur for relatively high SNR or optimum window functions; thus from this assumption 
and a second difference (4) Under the Gaussian assumption for X, ( k ) and X 2 ( k ) and that they are uncorrelated, with Fig. l(a) , and is worst at 6 = k0.25. The variance of 6 in Fig. l(b) is a function of 6, and is worst at 6 = 0.5, halfway between samples. CONCLUSIONS Parabolic fitting to the correlation peak has been shown to be a biased estimator of the time delay. The bias and variance of the estimate depend on the parameters as well as the window used. In general, we have observed that the least squares window WL exhibits the least bias, whereas W S and W u exhibit the largest bias. WZ, Wzr, and W E lie between these extremes.
I. INTRODUCTION In this paper, a Bayesian approach to time delay estimation is developed. Although the emphasis is on estimation of time delay between two sensors or multipath delay at a single sensor, the methods developed here may be easily generalized to joint estimation of time delay and multipath delay at many sensors. For simplicity, it is assumed that the sources are stationary, so that Doppler may be ignored, and that the signal and delayed signal have the same amplitude. This is not a significant limitation, since the method is easily modified to include joint estimation of Doppler and amplitude on each propagation path. Two cases are considered for both the estimation of time delay between two sensors and estimation of multipath delay at a single sensor. In the first, the time delay is assumed constant over the observation interval. In this case, the a posteriori pdf of the delay is obtained from a set of Kalman filters matched to different time delays.
In the second, the time delay is assumed Markov over the observation interval. For this case, the a posteriori pdf of the delay is obtained from an expanding set of Kalman filters matched to different time delay histories. 
