Abstract. In this paper, we prove that the numerical solution of the mono-directional neutron transport equation by the Petrov-Galerkin method converges to the true solution in the L 2 norm at the rate of h 2 . Since consistency has been shown elsewhere, the focus here is on stability. We prove that the system of Petrov-Galerkin equations is stable by showing that the 2-norm of the inverse of the matrix for the system of equations is bounded by a number that is independent of the order of the matrix. This bound is equal to the length of the longest path that it takes a neutron to cross the domain in a straight line. A consequence of this bound is that the global error of the Petrov-Galerkin approximation is of the same order of h as the local truncation error. We use this result to explain the widely held observation that the solution of the Petrov-Galerkin method is second accurate for one class of problems, but is only first order accurate for another class of problems.
Introduction
It is easy to prove that the local truncation errors of the Petrov-Galerkin Method [4] and the closely related Diamond Difference Method [2] in multi-dimensions are second order with respect to the grid spacing h [4] , [6] , [7] and [8] . However much less is known about their global errors except in 1-D slab geometry. For the Diamond Difference Method, the global error in 1-D slab geometry has been shown to be second order [7] and [8] . Since the Diamond Difference Method and the Petrov-Galerkin Method in 1-D slab geometry are equivalent within the discretization error of h 2 , then the global error of the Petrov-Galerkin solution in 1-D slab geometry is also second order. In transport problems involving spherical coordinates, the authors of [4] proved that the Petrov-Galerkin Method is locally second order accurate in the 1-D spherical coordinate system, but did not provide an estimate for the global error.
The global error is defined to be the difference between the computed solution and the true solution, while the local truncation error is defined to be the error by which the true solution fails to satisfy the discrete system of equation of the approximation method. We will derive a system of equations that relates the global error to the local truncation error. As we shall see, this system of equations is the Petrov-Galerkin system of equations in which the unknown is the the global error and the source is the local truncation error. This equation shows that the global error is the accumulation of local truncation errors. This accumulation occurs for the same reason that the angular flux is the accumulation of source particles. As we shall also see that the Petrov-Galerkin system of equations is equivalent to a system of finite difference equations. It is important to recognize that while the local truncation error of a finite difference method may be proportional to a power of the grid spacing, the finite difference solution may diverge from the true solution as the grid spacing is made vanishingly small [5] . The reason is because the finite difference solution may accumulate so much local truncation error that it diverges from the true solution. A stable finite difference method is one in which the accumulation of the local truncation errors is kept to a minimum.
An a-priori estimate of the global error can be used to predict the accuracy of the numerical results for problems that are without analytical solutions. For example, we can use the results of this paper to to explain why the Petrov-Galerkin Method gives second order accurate solutions for one class of problems, but gives only first order accurate solutions for another class of problems. Similar dichotomous results have been observed in the solutions of the Diamond Difference Method [9] . The reason for these differences in the accuracy of the Petrov-Galerkin solution is because the global error depends on the smoothness of the true solution through the local truncation error. As we shall see, if the true solution does not have enough continuous derivatives to yield a second order accurate local truncation error, then the Petrov-Galerkin solution converges at a first order rate. We will show that the smoothness of the true solution depends on the smoothness of the source term on the right hand side (rhs) of the transport equation. A consequence of this work is that the Petrov-Galerkin solution converges at a first order rate for problems with discontinuous sources.
We use finite difference theory to prove our results even though the Petrov-Galerkin approximation is a finite element method. As it was recognized in [4] , the Petrov-Galerkin system of equations is, within the local truncation error, equivalent to a system of finite difference equations. In 1-D , the finite difference equations are the Diamond Difference equations. The Petrov-Galerkin system of equations differs from a finite difference system of equation by the rhs's of equations. The rhs of a Petrov-Galerkin equation is the average integral of the source over a finite element, while the rhs of a finite difference equation is the value of the source which is evaluated at a point inside of the finite element. If we approximate the integral of the source by the mid-point rule [4] , we find that the difference between the two rhs's to be of the order h 2 .
We prove the Petrov-Galerkin solution converges to the true solution by showing that the equivalent system of finite difference equations is consistent and stable. The Petrov-Galerkin system of equation is consistent because the local truncation error vanishes as h 2 , if the true solution has continuous second derivatives. Since consistency has been shown in [4] , we will not dwell on it in this paper. However, for completeness, we provide a derivation of the local truncation error in §. We prove the Petrov-Galerkin system of equations is stable by showing that the linear algebraic norm of the matrix that represents the Petrov-Galerkin system of equations is independent of the grid spacing (or independent of the order of the matrix since the order of the matrix depends on the grid spacing). This result shows that the norm of the global error of the Petrov-Galerkin solution is proportional to the norm of the local truncation error, which shows that the Petrov-Galerkin solution converges to the true solution at the rate that is determined by the local truncation error.
In §, we derive the Petrov-Galerkin system of equations for neutron transport. In §, we define the truncation error, the global error and derive the equation that relates these two types of errors. In §, we prove stability for the Petrov-Galerkin system of equations in 1-D and 2-D. In §, we provide numerical results to support the main conclusion of this paper. The convergence rate of the Petrov-Galerkin method is second order for the solutions of problems with continuous sources, but falls to first order for the solutions of problems with discontinuous sources. We summarize the results of this paper in §.
The Single Group and Mono-Directional Neutron Transport Equation
, x be the 2-dimensional vector in D, Ω be a unit vector in R 2 , σ ≥ 0 be the absorption cross section, and q(x) ≥ 0 be an external source of neutrons. In order to derive the matrix inverse of the Petrov-Galerkin system of equations, we make the simplifying assumption that the absorption cross section is constant. The transport of a single group of mono-directional neutrons in a non-scattering medium is described by
with the boundary condition
Let µ and η, the components of Ω ≡ (µ, η) T , be positive for this presentation. In this paper we assume that the second derivatives of q(x) are bounded so that the local truncation can be second order.
Petrov-Galerkin System of Equations
We introduce the uniform mesh spacing ∆x = a 1 /n x , ∆y = a 2 /n y . Let {(x i , y j ) = (i∆x, j∆y) : i = 0, 1, . . . , n x ; j = 0, 1, . . . , n y } be the nodes of our grid. The Petrov-Galerkin Method consists of approximating the true solution by piece-wise bi-linear trial functions
where φ i (x) is the hat function
To obtain the Petrov-Galerkin equations, substitute (3) into (1) and then average over zone
for i = 1, . . . , n 1 , and j = 1, . . . , n 2 , where
For the boundary conditions (2), we have
The Global Error and the Local Truncation Error
We now turn to the consideration of the global error { i,j } defined by
We also need a measure of the error by which the true solution fails to satisfy the difference equations (4). This error is called the local truncation error {τ i,j } and is defined by the substitution of the true solution into (4)
It was shown in [4] that the local truncation error {τ i,j } is of the order h 2 . For completeness, a derivation is given in the § of this paper.
We also need the local truncation errors {τ j } by which the true solution fails to satisfy the discrete boundary conditions (6) . The substitution of the true solution into (6) yields
Comparing (9) and (2), we find the truncation errors that are on the boundary to be zero, i.e. {τ
The subtraction of (8) from (4) yields
and the subtraction of (9) from (6) gives
We see that the global error { i,j } is determined by a Petrov-Galerkin system of equations (10) with homogeneous boundary conditions (11) and a source term which is the local truncation error {τ i,j }. If we eliminate the boundary terms { i, 0 : i = 0, . . . , n 1 } and { 0,j : j = 1, . . . , n 2 } in (10), we are left with n 1 n 2 unknowns { i,j : i = 1, . . . , n 1 , j = 1, . . . , n 2 }. We will show below that this reduced system can be written in matrix-vector notation as H = τ . An estimate of the global error is
2 τ 2 , where · 2 is the linear algebraic l 2 -norm, i.e.
In order to compare our theoretical estimates with numerical results, we define the
(12) Dividing the inequality
τ 2 , by (n 1 n 2 ) 1/2 and using (12), we have
There are three reasons for normalizing the l 2 -norm in this way. The first is because τ
can be thought of as the root mean square error. The third is because H −1 2 is the h−independent constant, C, of the inequality
However τ depends also on the second and higher derivatives of the true solution ψ. As shown in § of this paper and [4] , τ is derived by expanding ψ of (8) in a Taylor series and is the leading term of the expansion. If there is a break in the Taylor series expansion, e.g. if a second derivative of ψ is unbounded, then leading term of (8) will be lowered than second order. This means that the true solution is not smooth enough to be interpolated by the linear basis functions of the Petrov-Galerkin method.
We calculate an upper bound for H ∞ are derived by exploiting the rich set of symmetries possessed by the Petrov-Galerkin system of equations which is not obvious in the form in which it is written. In order to gain insight into the symmetries, we investigate (10) and (11) in increasing levels of difficulty. We start with the simplest case, which is the 1-D transport in a vacuum (σ = 0). The second, but more difficult case, is the 1-D transport in an absorber (σ = 0). The most difficult case addressed in this paper, and is the general case of (1), is the 2-D transport in an absorber.
The Global Error for 1-D Transport in a Vacuum
The 1-D transport in a vacuum gives us insight into how the norm of the matrix inverse depends on the order of the matrix and on the mesh spacing. The Petrov-Galerkin equations (10) and (11) in 1-D and in a vacuum σ = 0 simplify to
We eliminate 0 from (14) by substituting (13) into the i = 1 equation of (14) to give the reduced system
If we introduce the n 1 th order identity matrix I n 1
where δ i,j is the Kronecker delta, and L n 1 , the n 1 th order square nilpotent matrix of degree
we can write (15) in the matrix-vector notation
T , and
The matrix inverse of H n 1 , can be written as
but is devoid of any intuition. However by recognizing that the n 1 th power of L n 1 vanishes, i.e. L n 1 n 1 = 0, then the Neumann series of (I n 1 − L n 1 ) −1 ,
truncates after the n 1 th term, which can be verified by the simple calculation
With the aid of (16), we can derive the 1-norm and the ∞−norm of H
The powers of L n 1 are easy to calculate since the multiplication of L n 1 with a power of L n 1 shifts the non-zero diagonal of the power of L n 1 down by one diagonal position. The powers of L 4 are, for example, 
Thus
is independent of ∆x. . Therefore we have the extraordinary coincidence that
Since any matrix A satisfies the inequality, A 2 ≤ A 1 A ∞ , [3] , then 
we have
Recall that (19) is the discrete matrix for Laplace's equation, 
Substituting ∆x = a 1 /n 1 into the above equation, we find
As the order of H n 1 increases, we find (with (17))
which is 2/π times smaller than the upper bound for H by approximately 36%.
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The Global Error for 1-D Transport in an Absorbing Medium
The goal of this section is to show that H
is bounded by a function that decreases with increasing absorption cross section. When σ = 0, (10) in 1-D is
The elimination of the boundary condition (13) from (20) gives
which can be written in the matrix-vector notation, H n 1 = τ , where
Note that |α| < 1 for σ > 0. However, α can be negative (when 
Since |α| is bounded by 1, then 1 + |α| + |α| 2 + · · · + |α| (n 1 −1) ≤ n 1 . Therefore an upper bound for H
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which shows that H
is bounded by a function that decreases with increasing absorption. Furthermore, since
is bounded by a number that is independent of ∆x.
From the symmetry of H −1 n 1
, we find that the equality H −1
, and the inequality H 
The Global Error for 2-D Transport
The Petrov-Galerkin equations (10) for the global error in 2-D can be written more simply by collecting terms
where
The elimination of the boundary conditions by the substitution of (6) into (22) yields the reduced set of equations
and
Up to this point, there is no preferred ordering of the i, j indices in the system of equations (24) and (25). We choose the ordering which simplifies our presentation, and that choice depends on the relative sizes of µ/∆x and η/∆y. Without lost of generality, let us assume that µ/dx ≥ η/dy. Under this condition, j is chosen to be the "outer" indices of the tensor product matrices and the tensor product vectors when casting (24) and (25) in matrix-vector notation. Let the n 1 n 2 dimensional vector be a n 2 -dimensional compound vector whose components are n 1 dimensional vectors, i.e.
. . .
We also introduce the n 1 n 2 -dimensional compound vector τ of truncation errors
By introducing the n 1 th order identity and nilpotent matrices I n 1 and L n 1 , and the n 2 th order identity and nilpotent matrices I n 2 and L n 2 , we can write (24) and (25) as the matrix-vector equation
where H is the (n 1 n 2 )th order tensor product matrix,
in which
The matrix inverse of (26) can be written as
A bound for the 2-norm of H −1 ,
can be determined from the bounds on H 
where the assumption µ/∆x ≥ η/∆y is used to derive the equality |a| − |b| = η/∆y.
Turning to the calculation of H
When σ = 0, the coefficients a, b, c and d simplify. We find from (23) that c = −b and d = a for σ = 0. If we substitute these simplifying relations into (27), and if we let β ≡ b/a (note that 0 ≤ β < 1 because µ/∆x ≥ η/∆y), then we can write H d and H l respectively as
Multiplying the series representations of H −1
d and of H l , and using the fact that L n 1 is nilpotent (L n 1 n 1 = 0), we find that
is the upper left hand section of a Toeplitz matrix. We use Toeplitz's theorem to prove that · 2 of this n 1 × n 1 matrix,
for any order n 1 . However it is instructive to calculate H 
Solving this quadratic equation, we havẽ
Sinceσ + is the larger ofσ + andσ − , then H
1/2 + = 1, which completes our proof for the n 1 = 2 case.
We apply the theory of Toeplitz matrices [1] to prove that H −1 d H l 2 = 1 for the n 1 = ∞ case. A Toeplitz matrix, T (g), is an infinite dimensional matrix, which is constant along the diagonals
with matrix elements {g n } ∞ n=−∞ that are the Fourier coefficients,
of the (complex) symbol g(e iθ ). The theorem of Toeplitz [1] states that the 2-norm of the infinite matrix T (g) is equal to the maximum modulus of g(e iθ ) in the interval 0 ≤ θ < 2π , i.e.
In order to apply (32) to the calculation of H −1 d H l 2 for the infinite dimensional case, we need the symbol of H −1 d H l . Given the coefficients {g n } ∞ n=−∞ of a Toeplitz matrix, the symbol g that generates them is, by Fourier's composition theorem,
When g(e iθ ) is expressed as a Fourier series, we can use elementary calculus to determine the maximum of |g(e iθ )| in the interval 0 ≤ θ < 2π.
Referring to (30), the coefficients of
Substituting these coefficients into (33), we have Using the fact that z * z = e −i θ e iθ = 1, the squared modulus of this symbol is
Then by Toeplitz theorem, (32), we have
which completes our derivation for the infinite dimensional case.
Since it was shown in [1] that the 2-norm of T n , the n × n upper left hand section of the infinite dimensional matrix T , is majorized by T 2 , i.e. T n 2 ≤ = max 0≤θ<2π |g(e iθ )|, then (31) holds by the above equality. We found from numerical experiments that H 
This upper bound for H −1 2 is asymmetric with respect to the mesh parameters a 1 and a 2 , yet H is symmetric with respect to ∆x and ∆y. This asymmetry was introduced into (28) by the triangle inequality which was used to derive it. Let's smoothness of the cross section but depends on the smoothness of the external source. The convergence rate is second order for the solutions of problems with continuous sources, but falls to first order for the solutions of problems with discontinuous sources.
We demonstrate this point with two test problems. The first problem consist of a continuous source and a discontinuous cross section. The second consists of a discontinuous source and a continuous cross section. The domain of both test problems is the unit square, {D : 0 ≤ x ≤ 1 , 0 ≤ y ≤ 1}, and is divided into two regions by a concentric inner square of length 1 5 . We model the discontinuous cross section of the first problem by assigning the cross section unequal constants in the two regions. The source of the second problem is modeled by a similar discontinuous function. In both problems we use (µ, η) = ( of the true solution is discontinuous. This situations occurs in problems with discontinuous sources. These conclusions were borne out by our test problems in §.
Appendix: Local Truncation Error
This appendix is divided into two parts. In the first part, we show the system of Petrov-Galerkin equations is, within the local truncation error, equivalent to a system of finite difference equations. In the second part, we derive the local truncation error by expanding the true solution in a Taylor series. 
Now if we approximate the above integral by the mid-point rule, i.e. the integrand is expanded in a Taylor series at the zone mid-point
