To better understand the dynamic behavior of metabolic networks in a wide variety of conditions, the field of Systems Biology has increased its interest in the use of kinetic models. The different databases, available these days, do not contain enough data regarding this topic. Given that a significant part of the relevant information for the development of such models is still wide spread in the literature, it becomes essential to develop specific and powerful text mining tools to collect these data. In this context, this work has as main objective the development of a text mining tool to extract, from scientific literature, kinetic parameters, their respective values and their relations with enzymes and metabolites. The approach proposed integrates the development of a novel plug-in over the text mining framework @Note2. In the end, the pipeline developed was validated with a case study on Kluyveromyces lactis, spanning the analysis and results of 20 full text documents.
Introduction
The use of metabolic models in several areas of science and industry has taken an increasing interest, since they allow a variety of in silico simulations under different experimental conditions [1] . These simulations provide information to increase the production of compounds of interest, for strain optimization and other applications. In most cases, the simulations are performed under steady state conditions, using genome-scale stoichiometric metabolic models [2, 3, 4] . However, to better understand the dynamic behavior of metabolic systems in a wide variety of conditions, it is imperative to develop dynamic kinetic models of cellular metabolism [5, 6, 7] .
Despite the existing large number of databases on metabolism (e.g. BRENDA [8] , SABIO-RK [9] , ExPASy [10] , MetaCyc [11] , etc), available data on the structure and parameters of kinetic equations are not sufficient for the development of such models and a large amount of relevant information still resides in the biomedical literature [3, 5] .
In recent years, interest in biomedical text mining (BioTM) has increased, as a way to automatically extract meaningful knowledge from unstructured texts [12] . Typical BioTM tasks are divided in two main areas: Information Retrieval (IR) and Information Extraction (IE), which is further sub-divided in two major sub-areas: Named Entity Recognition (NER) and Relation/Events Extraction (RE) [13, 14] (Figure 1 ). To summarize, a set of relevant publications can be retrieved, searching in bibliographic repositories and form a document set (corpus). This can be submitted to an NER process, where biological entities are tagged with classes (e.g. genes, proteins, compounds). This annotated corpus can be further processed through RE processes to identify relations between entities [13, 15] . There are currently very few BioTM tools specifically designed to extract kinetic data from the scientific literature. The BRENDA database developed a new resource, KENDA (Kinetic ENzyme DAta), which uses rule and dictionary-based approaches to extract kinetic parameters and expressions from literature. However, it only analyzes abstracts and titles [16] . Using a similar approach, the KID algorithm extracts kinetic information for enzymes from abstracts and automatically generates a database [17] . Other approaches based on machine learning [18] have been focused on abstracts, therefore excluding the information contained in full text documents.
The main goal of this work is the development of a BioTM pipeline for the automatic identification and collection of kinetic data from full text documents in the literature, implemented as the KineticRE plug-in for the @Note2 framework [19] . It works over annotated documents that result from an NER process. Based on those annotations, it looks for information on kinetic parameters, materialized by specific relations between the different annotated entities (kinetic parameters, values, enzymes and metabolites). The KineticRE algorithm is a rule-based RE process that returns a relation set ranked by score. The final objective is to obtain an ordered list of relations per document, which can be analyzed and may allow the user to select the parts of interest of the various documents, thereby decreasing the time necessary to collect relevant information.
Module (RM) and the Corpus processes module (includes NER and RE processes). PMM, CM and RM are examples of datatypes that can be generated, updated or removed by operations; while NER and RE are operations/prrocesses that can be applied to the datatypes, and their results are new datatypes that can suffer more operations [19] .
The PMM is responsible for the IR step and has the functionality of searching and retrieving publications from repositories like PubMed, based on queries. The CM can receive those publications or import PDF files to form a Corpus. The RM is responsible for the management of lexical resources used in some IE processes, which include dictionaries, rules, ontologies, lookup tables and word lists.
Corpora (CM)
 Corpus: Different IE processes can be applied to a corpus, using some of the resources, to identify and extract bio-entities and their relationships: the NER process pool contains the Lexical resources and Linnaeus tagger [20] , a hybrid dictionary and rule-based algorithm, the rulebased Chemistry tagger and the Machine Learning based ABNER tagger; the RE process pool contains a co-occurrence extraction process, a linguistic-based algorithm (Rel@tion) and a Machine learning approach [19] .
Kinetic RE Pipeline
Since the RE processes previously available on @Note2 are not adequate to extract kinetic information, we developed new specific RE algorithms, taking advantage on some of the @Note2 existing features. This new process works based on kinetic parameter values and names, enzymes and metabolites that are annotated using NER dictionaries and a rule-based process.
In the context of this work, a relation is defined as a set of entities from different classes, cooccurring in a sentence, which has a score. A basic relation occurs when an entity from the class "values" is found, followed by an entity from the class "units". This basic relation, named as a pair, is the basis to look for more complex relations. To form more complex relations, entities from the classes "kinetic parameters", "enzymes" or "metabolites" have to be found before or after the pair. Identified relations receive a score according to the different classes of the entities they contain.
NER Process
The NER process chosen was the Linnaeus Tagger [20] , a dictionary and rule-based process. The dictionary regarding enzymes was generated by uploading a BRENDA [8] file created on May 20 th 2015, using BRENDA SOAP web service, containing 6676 enzymes terms and 81985 synonyms. Two other dictionaries were created: "kinetic parameters" (21 terms and 124 synonyms) and "units" (52 terms and 144 synonyms). The first was filled with terms related to enzyme kinetics and the second with units terms (some examples are presented in Table 1 ). Table 1 : Examples of terms listed in the dictionaries "kinetic parameters" and "units".
Kinetic Parameters Terms
Units Terms
Rules make use of Java regular expressions to identify specific patterns. From Table 2 , it is possible to analyze some of the rules from a total of 19 that were created.
An ontology was created, where the process is identical to the development of a dictionary. In this case, a list of metabolites was uploaded originating from the ChEBI database. An OBO file, with release 114 was downloaded (April 3rd 2014) containing 45436 terms and 266644 synonyms. To each term, an id, a name and synonyms are associated.
Lastly, a "stop words" list was generated, with 459 common English words (e.g.: all, and, any, as, her, off, the, ...) to be used in the NER pre-processing step, for the purpose of removing doi:10.2390/biecoll-jib-2015-282 Table 3 ) that were contained in both BRENDA dictionary and ChEBI ontology. From the analysis of the terms we realized that most of them had been incorrectly associated to enzymes. 
Identification of Relations
The lexical resources used in the NER process need to be mapped by the user to the corresponding class (values, units, kinetic parameters, enzymes and metabolites), being the score values defined for each class.
The RE algorithm is depicted in Figure 3 . The search for a relation starts with the identification of values and units annotated together, where each occurrence found is considered a pair with a minimum score assigned. For example, as shown in Figure 4 , two occurrences (green) were annotated as belonging to the "value" class, but only the first is followed by an entity of "Unit" class (purple), so only one pair will be identified.
If only one pair is identified in the sentence, the whole sentence is considered the scope for possible relations. If the algorithm does not find entities from the other classes in the sentence, the pair is considered as the simplest relation and given the minimum score. Otherwise, when entities from the classes "kinetic parameters", "enzymes" or "metabolites" are found either on the left (positions are lower than the pair/value start position Sp v in Figure 4) , or on the right (positions are higher than pair/unit end position Ep u) the score is increased. For each entity, the score to add is the one assigned to its class in the configuration of the algorithm. Considering the following score values: pair→10; metabolites→100; enzymes→1000 and kinetic parameters→10000, the example in Figure 5 will receive a score of 10210 (10 + 2*100 + 10000). Clearly, for the computation of the scores, the greater the number of annotated entities of different classes, the higher will be the score assigned to the relation.
If the sentence has two pairs ( Figure 6 ), for the first pair the scope to find a relation will be between the beginning of the sentence and the start position of the second pair (Sp v2), while for the second it will be between the end position of the first pair (Ep u1) and the end of the sentence. Using the scores defined above, the first relation gets a score of 20110 and the second a score of 10110. It is possible to infer that the information annotated between pairs will be added to both relations, creating redundancy. In this case, it is obvious that the second kinetic parameter (in light blue) belongs to pair 2, but since there is no straight way to perform this kind of separation, it was decided to allocate the information in the middle to both pairs, thus minimizing the probability of losing important information. 
Implementation
The algorithm developed was integrated in @Note2, using functionalities already implemented, like the conversion from PDF to text and the overall NER process. As shown in Figure 7 , the algorithm receives an annotated corpus generated by an NER process, maps the lexical resources to the different classes and the result is a list of relations with scores, as well as a corpus with annotated entities and relations. This plug-in can be selected within the RE options of @Note2 on the clipboard. Two input GUIs are then launched, in which the user has to choose the NER process and do the mapping between the resources used in NER and the classes available for the RE. For example, the resource "Units" (dictionary) and the resource "unit rule" (set of rules) should be mapped to the RE class "Units", as shown in Figure 8 .a.
NER Schema
After running the process, an output GUI with five separators/views will appear. In the first, it is possible to check some RE statistics, like the number of relations extracted from the documents. In the second separator, all the relations extracted are listed. On the third view, some statistics regarding the NER process are displayed, like the number of entities annotated to each class. In the fourth, the user can choose a document to see in detail, which will appear in a new GUI where it is possible to see the entire text with all the annotated entities and relations identified. It also allows the user to create and edit relations. Also in this view, if the user clicks on an entity, another GUI will show all the relations where the selected entity was included. In the last view, all the relations are listed with the corresponding score (Figure 8 .b) and a specific relation can be chosen (details column/option) to check in detail (Figure 8 .c).
Results and Discussion
Initially, two different sets of 10 articles on Kluyveromyces lactis were selected to guide the creation of the different lexical resources, to validate the NER process and to test and validate the algorithm developed. During the validation of the NER process, it was detected that some terms of interest, that have been identified manually, were not annotated. Based on these issues, we proceeded with the improvement of the lexical resources, adding missing terms and some progress was also done in the conversion from PDF to text.
In a second stage, a new set of 20 documents was collected and submitted to the pipeline. Previously, the manual curation of the expected relations in each paper was done directly in the framework @Note2. This allows to compare automatically the results obtained from the RE with the expected ones, using the "Evaluate method", already implemented in the tool. The results obtained, as well as the results expected from the manual curation, are shown in Table  4 . Analyzing this table, it is possible to verify that the number of expected relations is higher than the number of relations agreed, extracted with the algorithm. In cases like the first, fourth, thirteenth and seventeenth papers, not all the relations expected were identified, but comparing the original publication of the first paper, with the annotation results (shown in Figure 9 ) allowed us to conclude that the pair value-unit was not recognized due to a bad conversion from the PDF to text, which led to one or more entities not being properly annotated. Common problems in that step include non-recognition of certain symbols in the case of units or bad formatting conversion in the case of digits.
In the case of the third, twelfth, eighteenth and nineteenth papers, all the relations expected were correctly identified, illustrated by the examples presented in Figure 10 .
PubMed Id 24504708:
Conversion and Annotation Result: Other cases, like the fifth, fourteenth and fifteenth papers only one or zero relations were expected to be extracted, since most relevant data are presented in tables in the original papers.
As it is possible to analyze in Figure 11 no problems occurred during the conversion and annotation process but the RE still does not deal with all kind of table possibilities to extract a series of values that appear together. Also, during the conversion process some tables are recognized as images, text or even graphics.
Globally, the system has shown acceptable performance. Indeed, it was possible to obtain a recall of 79,38% and a precision of 44,00%.
Conclusions and Future Work
In this work, we have proposed and validated a pipeline to collect kinetic data from literature, working over the text mining tool @Note2, for which we developed a plug-in that is made available for the community. Overall, the preliminary results are quite promising. Although, there is some work in related topics [17, 18] , it was not possible to directly compare the performance of our algorithm with other tools. Indeed, in both mentioned studies, the analysis is performed using only abstracts. Furthermore, one of the studies applies Machine learning techniques to classify the documents and, while the other uses rule and dictionary based approach, the last update to the online database was in 2011.
In our tool, the PDF conversion to text is a core task, but also one of the most problematic. Despite the improvements done during this work, the results are not perfect and leave room for further improvements. The same can be said for the resources used, which can be altered to improve the identification of entities. For example, this can be achieved adding terms to the units and kinetic parameters dictionaries, fitting the rules for a better detection of values or making regular updates of the metabolites and enzymes lists.
We also intend to present a workflow where both processes, NER and Kinetic RE, will run sequentially without user interference. This will allow the user to set the classes score values and choose which resources to map to the RE classes. In the end, we aim to apply the approach developed to other organisms and corpora. The development and validation of this tool will continue along these lines, considering all other features that can improve the results.
