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Abstract
Let T = (V ,E) be an undirected tree, in which each edge is associated with a non-negative cost, and let {s1, t1}, . . . , {sk, tk}
be a collection of k distinct pairs of vertices. Given a requirement parameter tk, the partial multicut on a tree problem asks to
ﬁnd a minimum cost set of edges whose removal from T disconnects at least t out of these k pairs. This problem generalizes the
well-known multicut on a tree problem, in which we are required to disconnect all given pairs.
The main contribution of this paper is an ( 83 + )-approximation algorithm for partial multicut on a tree, whose run time is
strongly polynomial for any ﬁxed > 0. This result is achieved by introducing problem-speciﬁc insight to the general framework
of using the Lagrangian relaxation technique in approximation algorithms. Our algorithm utilizes a heuristic for the closely related
prize-collecting variant, in which we are not required to disconnect all pairs, but rather incur penalties for failing to do so.We provide
a Lagrangian multiplier preserving algorithm for the latter problem, with an approximation factor of 2. Finally, we present a new
2-approximation algorithm for multicut on a tree, based on LP-rounding.
© 2006 Published by Elsevier B.V.
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1. Introduction
In this paper we address the partial multicut on a tree problem. The input to this problem consists of an undirected
tree T = (V ,E), in which each edge e ∈ E is associated with a non-negative cost ce, and a collection of k distinct pairs
of vertices, {s1, t1}, . . . , {sk, tk}. For 1 ik, the pair {si, ti} is said to be separated by the edge set D ⊆ E if it is not
contained in a single connected component of T − D. In other words, the removal of D disconnects si and ti . Given a
requirement parameter tk, the objective is to ﬁnd a minimum cost set of edges that separates at least t out of the k
pairs. In spite of these seemingly simple settings, we are not aware of any previous study of this problem.
Partial multicut on a tree contains as a special case the well-known multicut on a tree problem, in which we are
required to separate all given pairs. Garg et al. [10] demonstrated that this problem is at least as hard to approximate as
vertex cover, even in unweighted trees of height 1. In addition, they presented a primal-dual algorithm that constructs
An extended abstract of this paper appeared in Proceedings of the Third InternationalWorkshop on Approximation and Online Algorithms, 2005,
pp. 320–333.
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a feasible solution whose cost is at most twice the optimum. We refer to this algorithm as the GVY algorithm, and
provide additional details on its analysis in Section 2, since it serves as one of the building blocks of our algorithm.
When the underlying graph is not restricted to be a tree, the multicut problem becomes much harder. Dahlhaus et al.
[6] proved that the multicut problem is NP-hard for all ﬁxed k3, even when the cost of each edge is 1. Very recently,
an arbitrarily large constant factor hardness was given by Chawla et al. [5], assuming the Unique Games Conjecture of
Khot [17]. A stronger version of this conjecture leads to a hardness result of (log log n). On the positive side, Garg
et al. [9] used the region growing scheme to obtain an O(log k)-approximation algorithm for the multicut problem.
The partial multicut on a tree problem can also be considered in a different context. Given a ground set of elements
U ={e1, . . . , en}, a collection S1, . . . , Sm of subsets of U with non-negative costs c(Si) and a parameter tn, partial
cover is the problem of ﬁnding a minimum cost subcollection of sets that covers at least t elements. Note that a pair
{si, ti} is separated by D ⊆E if this set of edges contains at least one edge from the unique path connecting si and ti
in T, which we denote by [si, ti]. This observation allows us to interpret partial multicut on a tree as a special case of
partial cover. The elements to cover are the paths [si, ti], 1 ik, and the sets correspond to the edges of T. An edge
e ∈ E covers those paths to which it belongs, with cost ce.
The partial cover problem received a great deal of attention in recent years. When t = n, partial cover reduces to
the standard set cover problem, in which we wish to cover the entire universe of elements. Therefore, partial cover
cannot be approximated to within a ratio of (1 − ) ln n for any > 0, unless NP ⊂TIME(nO(log log n)) [7]. Slavík [21]
generalized the analysis of the greedy set cover algorithm and proved that it guarantees an H(t)-approximation for
partial cover. For the special case where each element appears in at most f sets, Bar-Yehuda [2] gave an f-approximation
using the local-ratio method. This case was also studied by Gandhi et al. [8], who achieved a similar approximation
ratio using a primal-dual algorithm. Unfortunately, simple examples show that none of these algorithms provides a
constant factor approximation for partial multicut on a tree.
A closely related generalization ofmulticut is the prize-collectingmulticut problem. In this variant we are not required
to separate all pairs. However, if the set of edges we pick does not separate a pair {si, ti}, we incur a penalty of pi . The
objective is to ﬁnd a set of edges D ⊆ E that minimizes the cost of D plus the penalties of unseparated pairs. This
problem indeed generalizes the multicut problem, since an optimal prize-collecting solution is also an optimal multicut
when pi = ∞ for all i. Once again, we focus our attention on instances of the problem in which the input graph is a
tree.
For the remainder of this paper, the term “on a tree” is omitted whenever we discuss any of the problems or algorithms
considered here. We remark that none of our results holds when the underlying graph is not a tree.
1.1. Results and techniques
In Section 2, we present an interpretation of the prize-collecting multicut problem as an equivalent multicut problem,
which is created by adding new leaf vertices to the original tree T and modifying the collection of pairs to be separated.
A 2-approximation for this problem immediately follows by applying the GVY algorithm to the resulting multicut
instance. However, the partial multicut algorithm we suggest uses a prize-collecting heuristic as a subroutine, and
requires a bound stronger than the one obtained by this straightforward approach.
Speciﬁcally, the prize-collecting algorithm should possess the Lagrangian multiplier preserving (LMP) property 2 :
if we denote by C the total edge costs and by P the total penalties of unseparated pairs, then for some constant r1
we have C + rP rOPT, where OPT is the cost of an optimal solution. To achieve this property, we prove that our
reduction produces multicut instances whose unique conﬁguration forces the GVY algorithm to eliminate edges that
are not part of the original tree, as long as feasibility is maintained. This corresponds to discarding redundant penalties
from the prize-collecting solution. By exploiting the special structural properties of the resulting solution, we strengthen
the analysis of Garg et al. and prove that the LMP property is satisﬁed with factor r = 2.
In Section 3, we present the main result of this paper, an ( 83 + )-approximation algorithm for the partial multicut
problem, whose run time is strongly polynomial for any ﬁxed  > 0. It is important to note that this algorithm relies
heavily on a preprocessing step in which we “guess” certain attributes of a ﬁxed arbitrary optimal solution. This step
is implemented using an exhaustive search that involves O(n1/) calls to the procedure described below.
2 This term was coined by Jain et al. [15].
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Although our algorithm is based on problem-speciﬁc methods, it is guided by the general framework of using the
Lagrangian relaxation technique in approximation algorithms, originally suggested by Jain and Vazirani [16]. With
respect to a natural integer programming formulation of partial multicut, we relax the complicating constraint that at
most k − t pairs are not separated, and move it to the objective function together with a Lagrangian multiplier . For
any ﬁxed value of , this operation results in an instance of the prize-collecting multicut problem, with an additional
constant term in the objective function. Rather than ensuring that the original constraint is satisﬁed, this new problem
places a uniform penalty of  for not separating any of the given pairs.
Next, we use the prize-collecting algorithm to conduct a binary search, at the end of which we ﬁnd 12 such that:
for 1, the algorithm separates t1 t pairs by picking the edge set D1; for 2, it separates t2 t pairs by picking D2. We
observe that D1 and D2 by themselves are not good solutions, since the cost of D1 can be arbitrarily large with respect
to that of the optimal solution, and since D2 is generally not feasible. To resolve this problem, we devise an auxiliary
procedure that constructs a new feasible solution D3 by greedily transferring edges from D1 to D2. Our analysis shows
that when 1 and 2 are sufﬁciently close, the cost of the cheaper solution from D1 and D3 is within factor 83 +  of
optimum.
Although the GVY algorithm constructively proves an upper bound of 2 on the integrality gap of the multicut LP-
relaxation, no rounding algorithm is known for this problem. In Section 4 we provide such an algorithm, which is
very easy to analyze and implement, although it requires solving two linear programs. Our method can be viewed as
an extension of the threshold rounding technique, introduced by Hochbaum [13] for the vertex cover problem. Using
the optimal fractional solution d∗, our algorithm identiﬁes a new collection of pairs to separate, and constructs a new
linear program with the objective of separating these pairs. We prove that the polyhedron of feasible solutions to this
program has integral extreme points. Moreover, we show that the integral solution we obtain is feasible for the original
problem, and that its cost is at most twice the optimum. We remark that our algorithm follows a technique similar to
the one suggested by Gaur et al. [11] for the rectangle stabbing problem.
2. The prize-collecting multicut problem
The main result of this section is a Lagrangian multiplier preserving algorithm for the prize-collecting multicut
problem, with an approximation factor of 2. We begin with a brief description of the GVY algorithm 3 and the
structural properties of the solution it constructs. Next, we show how to reduce the prize-collecting multicut problem
to an equivalent multicut problem by modifying the original tree and collection of pairs. Finally, we observe that our
reduction forces the GVY algorithm to discard redundant penalties from the prize-collecting solution. Our analysis
exploits this property to establish the main result of this section.
2.1. The GVY algorithm
The multicut problem can be formulated as an integer program by
minimize
∑
e∈E
cede (MC)
subject to ∑
e∈[si ,ti ]
de1 ∀i = 1, . . . , k, (2.1)
de ∈ {0, 1} ∀e∈E. (2.2)
In this formulation, the variable de indicates whether the edge e is picked for the multicut. Constraint (2.1) ensures that
we pick at least one edge from each path [si, ti]. The LP-relaxation of this program, (MCf ), is obtained by replacing
the integrality constraint (2.2) with de0. The dual of this linear program is
maximize
k∑
i=1
fi
subject to ∑
i:e∈[si ,ti ]
fice ∀e ∈ E, (2.3)
fi0 ∀i = 1, . . . , k. (2.4)
3 Actually, we describe its simpliﬁed version, that appears in [22, Chapter 18].
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Fig. 1. The GVY algorithm.
The dual program can be viewed as the maximum multicommodity ﬂow problem. Given k pairs of vertices, where each
pair {si, ti} is associated with a distinct commodity, the objective is to maximize the sum of routed commodities. In this
context, the variable fi speciﬁes the amount of commodity we route between si and ti . The primal costs now serve as
capacities, and constraint (2.3) states that the sum of ﬂows routed through each edge e does not exceed its capacity ce.
TheGVYalgorithm is shown inFig. 1. It follows the primal-dual schema for approximation algorithms, and constructs
feasible primal and dual solutions whose costs are within a factor of 2 from each other. Let D be the edge set produced
by the algorithm, and let f be the corresponding dual ﬂow. Two structural properties of these solutions were proved in
[10] and will be essential to our subsequent analysis.
Property 1. Only saturated edges are picked. That is, for every edge e, if e∈D then∑i:e∈[si ,ti ] fi = ce.
Property 2. If there is a positive ﬂow between si and ti , at most two edges from the path [si, ti] are picked. That is,
for every 1 ik, if fi > 0 then |D ∩ [si, ti]|2.
2.2. The prize-collecting algorithm
Reducing prize-collecting multicut to multicut: Given an instance of the prize-collecting multicut problem, with pairs
{si, ti} and associated penalties pi , we can translate it to an instance of the multicut problem as follows. For every
1 ik, we add a new leaf vertex t ′i to T, and connect it to ti . The cost of the additional edge (ti , t ′i ) is pi . The new
multicut problem asks to separate the pairs {s1, t ′1}, . . . , {sk, t ′k} in the resulting tree, T ′.
We now illustrate the equivalence between these two problems. Let D ⊆ E be any solution to the prize-collecting
multicut problem in T, and let N ⊆{1, . . . , k} be the index set of pairs that are not separated by D. The cost of this
solution is
∑
e∈D ce +
∑
i∈N pi . Since the edge (ti , t ′i ) separates the pair {si, t ′i } in T ′, we can easily construct a
corresponding multicut in T ′ by picking the edge set D ∪ {(ti , t ′i ) : i ∈ N}. Clearly, the resulting solution has an
identical cost, since the cost of (ti , t ′i ) is pi . Similarly, any minimal solution D ⊆ E(T ′) to the multicut problem in T ′
can be used to obtain a prize-collecting solution in T with the same cost. This is done by picking the edge set D ∩ E
and paying the penalties
∑
i∈N pi , where N = {1 ik : (ti , t ′i ) ∈ D}.
An additional structural property: The reduction above suggests a straightforward way to approximate the prize-
collecting multicut problem: reduce it to multicut, use the GVY algorithm, and translate the solution back to the original
problem. Although Properties 1 and 2 can be used to prove that we obtain a 2-approximation, they are not sufﬁcient to
guarantee the LMP property. We deal with this difﬁculty through a closer inspection of phase 2 in the GVY algorithm,
as a result of which we discover a third structural property.
For each 1 ik such that (ti , t ′i ) appears in the ﬁnal solution D, consider the exact point in phase 2 at which the
algorithm checks whether (ti , t ′i ) can be deleted or not. Since (ti , t ′i ) does not separate any pair other than {si, t ′i }, the
algorithm is allowed to discard it if at least one edge on the path [si, ti] appears in D at this point of time. It follows that
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we currently have D ∩ [si, ti] = ∅, or otherwise (ti , t ′i ) would have been deleted. By observing that no edge is added
after phase 1, we conclude the following property.
Property 3. If the edge (ti , t ′i ) survived phase 2, no other edge on the path [si, t ′i ] was picked. That is, for every
1 ik, if (ti , t ′i ) ∈ D then D ∩ [si, ti] = ∅.
Analysis: Let DT ⊆D be the set of edges that survived phase 2 and also belong to the original tree T. Property 3
implies that the index set of pairs that are not separated by DT is exactly N ={1 ik : (ti , t ′i ) ∈ D}. Therefore, DT
is a solution to the original prize-collecting problem with edge costs
∑
e∈DT ce and penalties
∑
i∈N pi . In Lemmas 1
and 2 we separately bound the edge costs and penalties in terms of the dual solution f to the multicut problem in T ′.
In Theorem 3 we combine these bounds to prove the main result of this section.
Lemma 1.
∑
e∈DT ce2
∑
i /∈N fi .
Proof. Property 3 implies that no edge in DT belongs to a path [si, ti] for i ∈ N , since otherwise the edge (ti , t ′i ) would
not have survived phase 2. Therefore,∑
e∈DT
ce = ∑
e∈DT
∑
i:e∈[si ,t ′i ]
fi (2.5)
= ∑
e∈DT
∑
i /∈N :e∈[si ,t ′i ]
fi (2.6)
= ∑
i /∈N
fi · |DT ∩ [si, t ′i ]| (2.7)
 2
∑
i /∈N
fi. (2.8)
Eq. (2.5) holds since ce = ∑i:e∈[si ,t ′i ] fi , by Property 1. Eq. (2.6) follows from the observation that e /∈ [si, t ′i ] for all
i ∈ N , since e ∈ DT . Eq. (2.7) results from changing the order of summation. Inequality (2.8) is due to |DT ∩[si, t ′i ]|2,
which is implied by DT ⊆ D and Property 2. 
Lemma 2.
∑
i∈N pi =
∑
i∈N fi .
Proof. Since the unique path to which (ti , t ′i ) belongs is [si, t ′i ], for every 1 ik we have the dual constraint
fic(ti ,t ′i ) =pi . When i ∈N , the edge (ti , t ′i ) was picked by the algorithm, and fi = pi by Property 1. 
Theorem 3. Let OPT be the cost of an optimal solution to the prize-collecting multicut problem. Then,∑
e∈DT
ce + 2∑
i∈N
pi2 · OPT.
Proof. We observed earlier that any solution to the prize-collecting multicut problem in T has a matching multicut
solution in T ′ with an identical cost. Therefore, it is sufﬁcient to prove the claim when OPT is replaced with the cost
of an optimal solution to the latter problem, OPT′. By combining Lemmas 1 and 2, we have
∑
e∈DT
ce + 2 ∑
i∈N
pi2
∑
i /∈N
fi + 2 ∑
i∈N
fi = 2
k∑
i=1
fi2 · OPT′.
The last inequality holds since f is a feasible dual solution, and its cost is a lower bound on the cost of any solution to
the multicut problem. 
3. The partial multicut problem
In what follows we describe the main result of this paper, an ( 83 + )-approximation algorithm for the partial multicut
problem. It runs in strongly polynomial time for any ﬁxed > 0. We ﬁrst present a natural integer programming
formulation of partial multicut and derive its Lagrangian relaxation, the prize-collecting multicut problem.We then use
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the prize-collecting algorithm as a subroutine to ﬁnd two preliminary sets of edges, D1 and D2. Although these sets
are not good solutions by themselves, we show how to greedily combine them into a new edge set D3, and prove that
the cost of the cheaper solution from D1 and D3 is within factor 83 +  of optimum.
3.1. Initial assumptions
An essential part of our algorithm is a preprocessing step in which we guess certain attributes of a ﬁxed arbitrary
optimal solution, D∗ ⊆E, whose cost we denote by OPT. Based on these attributes, the given tree and collection of
pairs are modiﬁed as we explain below. Given an accuracy parameter > 0, we can make the following assumptions
by conducting an exhaustive search that involves O(n1/) calls to the main algorithm and returning the best solution
we ﬁnd.
Assumption 1. All edge costs are strictly positive.
Assumption 2. We are familiar with cmax, the maximum cost of an edge in D∗.
Assumption 3. The cost of each edge is at most  · OPT.
Assumption 1 is obvious, since we can pick all zero cost edges in advance and contract them. We also eliminate the
subset of pairs that are separated by these edges and update the requirement parameter t. Assumption 2 is justiﬁed,
since we can test all O(n) edge costs as cmax, and for each such value contract all edges whose cost is greater than cmax.
Finally, it is possible to enforce Assumption 3 by observing that there are at most 1/ edges in D∗ with ce · OPT.
Therefore, we can guess the expensive edges in D∗ by testing all O(n1/) subsets H ⊆E of cardinality at most 1/.
For each such subset, we include H in the solution, eliminate the subset of pairs separated by H, update the requirement
parameter, and contract all edges whose cost is greater than mine∈H ce.
For the remainder of this section, we continue to denote by k the overall number of pairs, and by t the required
number of pairs to be separated.
3.2. The Lagrangian relaxation
The partial multicut problem can be formulated as an integer program by
minimize
∑
e∈E
cede
subject to ∑
e∈[si ,ti ]
de + zi1 ∀i = 1, . . . , k, (3.1)
k∑
i=1
zik − t, (3.2)
de, zi ∈ {0, 1} ∀e ∈ E, i = 1, . . . , k. (3.3)
The variable de indicates whether we pick the edge e, and the variable zi indicates whether the pair {si, ti} is not
separated. Constraint (3.1) ensures that we either pick at least one edge of [si, ti] or do not separate the corresponding
pair. Constraint (3.2) ensures that at most k − t pairs are not separated, which is equivalent to requiring that at least t
pairs are separated.
We relax the complicating constraint (3.2) and move it to the objective function multiplied by 0, to obtain the
following Lagrangian relaxation problem:
L() = F() − (k − t)
F () = minimize ∑
e∈E
cede + 
k∑
i=1
zi
subject to ∑
e∈[si ,ti ]
de + zi1 ∀i = 1, . . . , k, (3.4)
de, zi ∈ {0, 1} ∀e ∈ E, i = 1, . . . , k. (3.5)
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For any ﬁxed value of , L() is an integer programming formulation of the prize-collecting multicut problem 4 F(),
with an additional constant term −(k− t). Note that the problem F() places a uniform penalty of  for not separating
any of the given pairs. Although the next lemma is plain duality, we provide it for completeness.
Lemma 4. max0 L()OPT.
Proof. Let (d∗, z∗) be a binary vector indicating which edges of T are contained in the optimal solution D∗, and which
pairs are not separated. That is, d∗e = 1 if and only if e ∈ D∗, and z∗i = 1 if and only if D∗ ∩ [si, ti] = ∅. Since (d∗, z∗)
satisﬁes constraint (3.1), it is a feasible solution to L(), with cost
∑
e∈E
ced
∗
e + 
k∑
i=1
z∗i −(k − t) =
∑
e∈E
ced
∗
e +
(
k∑
i=1
z∗i − (k − t)
)

∑
e∈E
ced
∗
e = OPT.
Note that (
∑k
i=1 z∗i − (k − t))0 since 0 and
∑k
i=1 z∗i k − t , by constraint (3.2). 
3.3. Finding useful integral solutions
Given 0, we can use the LMP prize-collecting algorithm from Section 2 to obtain an integral solution (d, z)
for F() that satisﬁes
∑
e∈E cede + 2
∑k
i=1 zi 2F(). In particular, if we can ﬁnd a value of  for which (d, z)
separates exactly t pairs, Lemma 4 shows that this solution is a 2-approximation for the partial multicut problem, since∑
e∈E
ced

e 2(F () − (k − t)) = 2L()2 · OPT.
However, we do not know how to ﬁnd such a value of . In fact, there are instances in which the prize-collecting
algorithm does not separate exactly t pairs for any value of . For example, consider a star with n arms, each of unit
cost. The center of the star is s, and the vertex at the end of each arm i is ti . The collection of pairs to separate is
{s, t1}, . . . , {s, tn}. It is easy to verify that the prize-collecting algorithm does not separate any pair for penalties 1,
but separates all pairs when >1.
Nevertheless, when  = 0 the prize-collecting algorithm does not separate any pair. This follows from observing
that by Assumption 1 all edge costs are strictly positive, and since F(0)= 0 no edge is picked by the algorithm. In
addition, F()kcmax for any , since we can separate all pairs by picking at most k edges (with maximum cost cmax).
It follows that the algorithm separates all pairs when  > kcmax. Therefore, using the prize-collecting algorithm we
conduct a binary search over the interval [0, kcmax + 1], in which we ﬁnd 12, with approximate solutions (d1, z1)
and (d2, z2) for F(1) and F(2), respectively, such that
1. 1 − 2 · cmin/k, where cmin is the minimum cost of an edge in T (recall that cmin > 0 by Assumption 1).
2. The solution (d1, z1) separates t1 t pairs.
3. The solution (d2, z2) separates t2 t pairs.
Without loss of generality, none of these solutions separates exactly t pairs, or otherwise we immediately obtain a
2-approximation. Having observed this fact, we claim that the cost of an optimal k-multicut can be approximated by
a convex combination of (d1, z1) and (d2, z2), an essential characterization on which our lower bounding arguments
will depend.
Lemma 5. Let  = (t − t2)/(t1 − t2) ∈ (0, 1). Then,

∑
e∈E
ced
1
e + (1 − )
∑
e∈E
ced
2
e 2(1 + )OPT.
Proof. We ﬁrst observe that for j = 1, 2 we have
∑
e∈E
ced
j
e + 2j
k∑
i=1
z
j
i 2F(j ) = 2(L(j ) + j (k − t))2(OPT + j (k − t)),
4 For ease of presentation, we refer to the previously described integer program and its optimum value as F().
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where the ﬁrst inequality follows from Theorem 3, and the second from Lemma 4. Therefore,

∑
e∈E
ced
1
e + (1 − )
∑
e∈E
ced
2
e  2 · OPT + 21((k − t) − (k − t1)) + 2(1 − )2((k − t) − (k − t2))
 2(1 + )OPT,
where the last inequality follows from observing that
1((k − t) − (k − t1)) + (1 − )2((k − t) − (k − t2))

(
2 +  · cmin
k
)
((k − t) − (k − t1)) + (1 − )2((k − t) − (k − t2))
= 2((k − t) − ((k − t1) + (1 − )(k − t2))) +  ·  · cmin t1 − t
k
 · cmin
 · OPT.
The ﬁrst inequality holds since 1 − 2 · cmin/k and k − t1k − t . The second inequality holds since k − t =
(k − t1) + (1 − )(k − t2), 1 and t1 − tk. 
We remark that O(log (k2cmax)/( · cmin)) calls to the prize-collecting algorithm are required in order to complete
the binary search described above. In Appendix A we show that this step can be replaced with an approximate version
of Megiddo’s parametric search method [20], whose run time is strongly polynomial. A similar modiﬁcation was also
given by Levin [19].
3.4. A greedy partial cover algorithm
We temporarily deviate from the problem-speciﬁc theme of this section, to design a greedy partial cover algorithm.
Its analysis will considerably simplify the presentation of the ﬁnal step in our algorithm. We state the next result in
terms of set systems, since it does not rely on the special structure of the partial multicut problem. LetU = {e1, . . . , en}
be a ground set of elements, and let S = {S1, . . . , Sm} be a collection of subsets of U, where each subset Si has a
non-negative cost ci . We show how to ﬁnd in polynomial time a subcollection S ′ ⊆ S covering at least q elements,
such that c(S ′)(q/n)c(S) + maxSi∈S ci .
Without loss of generality, we assume that S is a minimal cover of U. In other words, U cannot be covered by
S \ {Si}, for all Si ∈ S. We assign each element e ∈ U to an arbitrary subset Si in which it appears. Let  : U → S
be the resulting assignment, and for each Si ∈ S let −1(Si) be the subset of U that is assigned to Si . Note that
{−1(Si) : Si ∈ S} is a partition of U, and −1(Si) = ∅ for every Si ∈ S, since S is minimal. For a subset Si ∈ S, let
ri = ci/|−1(Si)| be its ratio. We assume that the subsets in S are indexed in non-decreasing order of their ratio, that
is, r1 · · · rm.
Theorem 6. Let S ′ = {S1, . . . , Sp}, where p is the minimal index for which∑pi=1|−1(Si)|q. Then,
c(S ′) q
n
c(S) + max
Si∈S
ci .
Proof. Clearly, it is sufﬁcient to prove that
∑p−1
i=1 ci(q/n)c(S). Since r1 · · · rm, the weighted average ratio of
the subsets in {S1, . . . , Sm} is an upper bound on that of the subsets in {S1, . . . , Sp−1}, where the weight of each subset
Si ∈ S is |−1(Si)|. Therefore,
p−1∑
i=1
ci
∑p−1
i=1 |−1(Si)|∑m
i=1 |−1(Si)|
m∑
i=1
ci
q
n
c(S),
since
∑m
i=1 |−1(Si)| = n and
∑p−1
i=1 |−1(Si)| < q, or otherwise p is not minimal. 
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3.5. A greedy combination
Let D1 be the set of edges picked by the solution (d1, z1). Although D1 is a feasible solution to the partial multicut
problem, its cost can be arbitrarily large with respect to OPT. In contrast, Theorem 3 and Lemma 4 imply that the cost
of the edge set D2, picked by the solution (d2, z2), is at most 2 · OPT. Since D2 is not a feasible solution, our ﬁnal
objective is to construct a new feasible solution D3 by greedily transferring edges from D1 to D2.
Since D2 separates t2 pairs, we can complete it to a feasible solution by ﬁnding a set of edges that separates at least
t − t2 additional pairs. Note that D1\D2 separates at least t1 − t2 pairs that are not separated by D2. Therefore, we
can use the greedy partial cover algorithm from Section 3.4 to ﬁnd a set of edges S ⊆ D1 \ D2 that separates at least
t − t2 pairs from those separated by D1 but not by D2. It follows that D3 = D2 ∪ S is a feasible solution to the partial
multicut problem. In addition, by Theorem 6 and the assumption that the cost of each edge is at most  · OPT,
∑
e∈S
ce
t − t2
t1 − t2
∑
e∈E
ced
1
e +  · OPT = 
∑
e∈E
ced
1
e +  · OPT. (3.6)
We are now ready to prove that the cost of the cheaper solution from D1 and D3 is within factor 83 +  of optimum.
In Lemmas 7 and 8 we bound the cost of D1 and D3 in terms of OPT,  and , where
 = t − t2
t1 − t2 ∈ (0, 1),  =
∑
e∈E ced2e
OPT
∈ [0, 2].
Lemma 7.
∑
e∈D1 ce
2(1+)−(1−)
 OPT.
Proof. Since  = 0, we have
∑
e∈D1
ce = 1

· ∑
e∈E
ced
1
e 
1

(
2(1 + )OPT − (1 − )∑
e∈E
ced
2
e
)
= 2(1 + ) − (1 − )

OPT.
The ﬁrst inequality follows from Lemma 5, and the last equation holds since
∑
e∈E ced2e =  · OPT. 
Lemma 8.
∑
e∈D3 ce(2 +  + 3)OPT.
Proof. Since D3 = D2 ∪ S, we have∑
e∈D3
ce = ∑
e∈D2
ce + ∑
e∈S
ce

∑
e∈E
ced
2
e + 
∑
e∈E
ced
1
e +  · OPT (3.7)
= (1 − ) ∑
e∈E
ced
2
e + 
∑
e∈E
ced
1
e + 
∑
e∈E
ced
2
e +  · OPT
 2(1 + )OPT +  ∑
e∈E
ced
2
e +  · OPT (3.8)
= (2 +  + 3)OPT. (3.9)
Inequality (3.7) follows from inequality (3.6), and inequality (3.8) from Lemma 5. Eq. (3.9) is obtained by substituting∑
e∈E ced2e =  · OPT. 
Theorem 9. The cost of the cheaper solution from D1 and D3 is at most ( 83 + 4)OPT.
Proof. Lemmas 7 and 8 show that
min
{ ∑
e∈D1
ce,
∑
e∈D3
ce
}
 min
{
2(1 + ) − (1 − )

, 2 +  + 3
}
OPT.
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Although we cannot control  ∈ (0, 1) and  ∈ [0, 2], the approximation guarantee of the algorithm can be bounded
by considering the worst possible choice for these parameters. It can be easily veriﬁed that
max
∈(0,1)
∈[0,2]
min
{
2 − (1 − )

, 2 + 
}
= 8
3
,
which is attained at  = 12 and  = 43 . 
4. An LP-rounding multicut algorithm
In this section we provide an LP-rounding algorithm for the multicut problem, whose approximation factor is 2.
Although our algorithm is easy to analyze and implement, it is not as efﬁcient as the GVY algorithm, since we are
required to solve two linear programs.
4.1. The algorithm
For 1 ik, let li be the lowest common ancestor of si and ti , with respect to an arbitrary root of T we ﬁx in advance.
Recall that the multicut problem can be formulated as the integer program (MC), given in Section 2.1, whose LP-
relaxation we denoted by (MCf ). We ﬁrst solve the linear program (MCf ) to obtain an optimal fractional solution d∗,
and use it to identify a new collection of pairs to separate. Speciﬁcally, we deﬁne vi = si if∑e∈[si ,li ] d∗e ∑e∈[ti ,li ] d∗e
and vi = ti otherwise. Since [vi, li] is a subpath of [si, ti], any set of edges that separates {v1, l1}, . . . , {vk, lk} also
separates the original collection of pairs. We now construct a new linear program
minimize
∑
e∈E
cede (MC ′f)
subject to ∑
e∈[vi ,li ]
de1 ∀i = 1, . . . , k, (4.1)
de0 ∀e ∈ E (4.2)
and solve it to obtain an optimal solution dˆ .
4.2. Analysis
In Lemma 10 we show that dˆ is an extreme point of an integral polyhedron, and therefore it is indeed a feasible
solution to (MC). In Theorem 11 we prove that the cost of dˆ is at most twice the cost of d∗, which is a lower bound
on the cost of any solution to the multicut problem.
Lemma 10. Any basic feasible solution to (MC′f ) is integral.
Proof. For each path [vi, li], li is an ancestor of vi . Therefore, we can orient the edges of T from the root down to the
leaves, and obtain a directed tree. It follows that the constraint matrix in (MC′f ) is the transpose of a chain matrix,
which is a matrix whose columns are edge vectors of directed paths in a graph. Camion [4] showed that the chain matrix
induced by a directed tree is totally unimodular. 
Theorem 11. The cost of dˆ is at most 2 · OPT(MCf ).
Proof. To bound the cost of dˆ , we claim that 2d∗ is a feasible solution to (MC′f ). Since d∗ satisﬁes constraint (2.1),∑
e∈[si ,li ] d
∗
e +
∑
e∈[ti ,li ] d
∗
e =
∑
e∈[si ,ti ] d
∗
e 1. Therefore, if we assume without loss of generality that∑
e∈[si ,li ] d
∗
e 
∑
e∈[ti ,li ] d
∗
e , we have vi = si and
∑
e∈[vi ,li ] (2d
∗
e ) = 2
∑
e∈[si ,li ] d
∗
e 1. Since dˆ is an optimal
solution to (MC′f ), we conclude that∑
e∈E
cedˆe
∑
e∈E
ce(2d∗e ) = 2 · OPT(MCf ). 
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5. Concluding remarks
It would be of interest to investigate whether the approximation guarantee of 83 +  for partial multicut can be
improved. We suggest several approaches in an attempt to achieve better algorithms:
1. The construction in the hardness proof of Garg et al. [10] shows that partial multicut contains partial vertex cover as
a special case. The algorithms of Bar-Yehuda [2] and Gandhi et al. [8] give a 2-approximation for the latter problem.
This result was obtained even earlier by Bshouty and Burroughs [3] and by Hochbaum [14]. It might be possible to
extend and specialize these algorithms to the partial multicut problem.
2. As observed in Section 3, if we can ﬁnd a value of  for which the prize-collecting algorithm separates exactly t
pairs, the resulting solution is a 2-approximation. However, we also observed that there are instances in which the
algorithm does not separate exactly t pairs for any value of . Therefore, an interesting open question is whether
the prize-collecting algorithm can be modiﬁed to attain the following continuity property: As  grows, the number
of separated pairs jumps by at most 1. A similar question was posed by Jain and Vazirani [16] with respect to their
primal-dual algorithm for the uncapacitated facility location problem. Archer et al. [1] provided a positive answer
to this question, although their modiﬁed algorithm is not polynomial.
3. It is possible to augment the prize-collecting algorithm with a local improvement phase. Given an edge set D ⊆ E,
we may add to D an edge e ∈ E \ D if its cost is bounded by the penalties we save. Similarly, we may remove
from D an edge if the new penalties we incur are bounded by its cost. Although this phase does not improve the
approximation factor of 2 for prize-collecting multicut, we obtain a lower bound on ce for every e ∈ E\D and an
upper bound on ce for every e ∈ D. An open question is whether these bounds are useful.
Subsequent work: We have recently learned that some of our results were independently obtained by Golovin et al.
[12]. In addition, the techniques introduced in the present paper motivated Könemann et al. [18] to present a uniﬁed
framework for approximating partial covering problems.
Appendix A. An approximate version of the parametric search method
In what follows we show how to ﬁnd in strongly polynomial time a value ∗ such that either the solution constructed
by the prize-collecting algorithm forF(∗) separates exactly t pairs, or that for inﬁnitesimally small  > 0 the algorithm
produces a solution that separates less than t pairs for F(∗ − ) and more than t pairs for F(∗ + ). This value is
found using the parametric search method [20].
We simulate the prize-collecting algorithm with the unknown value of ∗. Throughout this simulation we maintain
an interval I = [l , h], such that for F(l ) [F(h)] the prize-collecting algorithm constructs a solution that separates
at most [at least] t pairs. Initially, I = [0,∞). The simulation is carried out in the following way: we let the algorithm
perform one step at a time, while treating ∗ as a parametric symbol.A step that consists of the addition of two numbers
is implemented by adding two linear functions of ∗. Similarly, multiplication by a constant is also easily implemented
by multiplying a linear function of ∗ by a constant. The difﬁculties arise with comparisons.
In order to resolve a comparison of two linear functions of ∗, it is sufﬁcient to compute their breaking point br
and ﬁgure out whether ∗ < br, ∗ = br or ∗>br. When br /∈ I , this comparison can be answered easily, since it
is independent of br over I. Otherwise, we use the prize-collecting algorithm to approximate F(br). If the resulting
solution separates less than t pairs, we conclude that ∗>br and set l = br. If it separates exactly t pairs, we are
done. Finally, if more than t pairs are separated, we conclude that ∗<br and set h = br.
At the end of this simulation we obtain either a solution that separates exactly t pairs or a value ∗ such that for
F(∗ − ) the algorithm produces a solution that separates less than t pairs, and for F(∗ + ) it produces a solution
that separates more than t pairs.
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