Abstract. This paper is devoted to the computation of the space H 2 b (Γ, H; R), where Γ is a free group of finite rank n ≥ 2 and H is a subgroup of finite rank. More precisely we prove that H has infinite index in Γ if and only if H 2 b (Γ, H; R) is not trivial, and furthermore, if and only if there is an isometric embedding
Introduction
The theory of bounded cohomology of groups and spaces was introduced by Gromov in his seminal paper "Volume and bounded cohomology" [10] . Even if the definition of bounded cohomology is related to the one of singular cohomology, these two theories enjoy totally different properties. For example, a remarkable difference is that the bounded cohomology of a space coincides with the bounded cohomology of its fundamental group [10] . Another distinctive characteristic is that it vanishes in positive degree if the group is amenable (or if the space has amenable fundamental group). Later on, Ivanov provided an algebraic foundation of bounded cohomology of discrete groups by means of suitable resolutions [13] , building on earlier work of Brooks. Since then, computations in bounded cohomology have profited from the use of convenient tools in homological algebra. More recently, Burger and Monod have developed a functorial approach to the continuous bounded cohomology of topological groups [4, 5, 20] .
For a long time the theory of quasimorphisms has been extensively exploited for studying the second bounded cohomology of a group. A quasimorphism on a group Γ is a map f : Γ → R such that sup g,h∈Γ
We denote by QM(Γ) the R-vector space of quasimorphisms. It turns out that the coboundary of a quasimorphism is a bounded 2-cocycle and therefore there is a linear map QM(Γ) −→ H
The folklore example of a quasimorphism is Brooks' counting quasimorphism C w : F 2 → R on the rank two free group [2] , for which the parameter w is a word in F 2 . For g ∈ F 2 the value of C w (g) is given by counting the number of subwords of g equal to w, and subtracting the corresponding number for the inverse word w −1 . This construction yields an infinite-dimensional subspace of H 2 b (F 2 ; R) as was shown by Mitsumatsu [19] . Counting quasimorphisms have been widely generalized with the most far-reaching result being the work of Bestvina-Bromberg-Fujiwara [3] (see also Hull-Osin [12] ). For more background on quasimorphisms we refer the reader to the introduction in [25] and also to [4] , [6] .
In the relative case Gromov provided a definition of bounded cohomology of pairs of topological spaces and pairs of groups. Ivanov's approach seems to run into several difficulties in the context of pairs of spaces and groups. A first attempt to extend Ivanov's definition to the relative case was given by Park [22] . Park's mapping cone construction and Gromov's definition determine isomorphic cohomology theories. However, Frigerio and Pagliantini [8] showed that Park's semi-norm does not coincide with the Gromov semi-norm in general. The Gromov semi-norm is the dual of the ℓ 1 -semi-norm on singular homology that is in turn involved in the definition of simplicial volume [15] which is one of the geometric applications of bounded cohomology. Using Gromov's definition Frigerio and Pagliantini [8] provided a (partial) relative version of Gromov's and Ivanov's results.
At the best of our knowledge, only few attempts have been made in detecting the behavior of relative bounded cohomology and results are available only in very few cases. In the present paper we focus on the study of the second bounded cohomology of a free group of finite rank relative to a subgroup of finite rank. We introduce relative quasimorphisms and we extend the usual relation between bounded cohomology and quasimorphisms to the relative setting. In particular, using the class of split quasimorphisms introduced by Rolli [24] , we show the following characterization which is the main result of our paper: Theorem 1.1. Let Γ be a free group of finite rank n ≥ 2 and let H < Γ be a subgroup of finite rank. The following are equivalent:
We denote by D(Z) the space of bounded alternating functions on Z equipped with the defect norm (see Section 3). The crucial step in the proof of this statement is the construction of a suitable basis for Γ, namely a basis that admits split quasimorphisms which vanish on the subgroup H (Lemma 4.1).
From [9, Theorem A.1 and Proposition 6.1] it follows that the second bounded cohomology of a free group of finite rank n ≥ 2 relative to a malnormal subgroup of finite rank is infinite dimensional. Indeed, let Γ be a free group of rank n ≥ 2 and H be a malnormal subgroup of finite rank. By a result of Bowditch [1] a malnormal quasi convex subgroup of a hyperbolic group is hyperbolically embedded (see [7, Definition 2.1]) into the hyperbolic group relative to a finite set of generators. Since all subgroups of a free group are quasi convex, H is hyperbolically embedded in Γ. Therefore Theorem A.1 in [9] implies that there exists a free group on two generators F 2 such that H ∪ F 2 is hyperbolically embedded in Γ. The restriction defines the maps in bounded cohomology
between bounded cohomology and ordinary cohomology (defined in Subsection 2.2). These maps fit in the following commutative diagram
where the vertical arrow is the projection onto the first summand. Since EH 2 b (F 2 ; R) is infinite dimensional [2, 19] , and the map η is surjective by [9, Proposition 6.1], the kernel of the restriction map η is infinite dimensional. Now the conclusion follows by looking at the following segment of exact sequence
Our result generalizes this fact for all (possibly not malnormal) finitely generated subgroups of infinite index and moreover provides a complete characterization of which subgroups lead to a non trivial relative second bounded cohomology.
1.1. Structure of the paper. Section 2 is devoted to recalling the definition of relative bounded cohomology, and in particular to proving some basic facts about relative second bounded cohomology. In the third section we introduce the notion of (relative) quasimorphisms showing the relation between (relative) quasimorphisms and (relative) second bounded cohomology. Moreover, we present the special class of split quasimorphisms. Finally, Section 4 is devoted to the proof of our main result Theorem 1.1 and in particular of Lemma 4.1.
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Relative bounded cohomology
Here we introduce definitions and results on bounded cohomology of a group and a pair of groups. We refer the reader to [10, 13, 20] for full details on bounded cohomology of a group and to [8, 21] for the relative case.
Let Γ be a discrete group. Recall that a Banach space V that is equipped with a linear isometric action of the group Γ is called a Banach Γ-module.
The group cohomology H * (Γ; R) is computed by the bar complex (
where C n (Γ) is the space of real maps on Γ n with coboundary operator d 0 (t)(γ) = t for every γ ∈ Γ and t ∈ R, and (2.1)
We denote by (C n b (Γ), d n ) the subcomplex of bounded maps, and we turn C
The supremum norm · ∞ induces a semi-norm on bounded cohomology that is usually referred to as Gromov semi-norm and it is still denoted by · ∞ :
Let now H be a subgroup of Γ. As before we consider the H-complex (C * b (H), d * ) which computes the bounded cohomology of H. The kernel of the obvious restriction map C *
, and for every n > 0 we have the short exact sequence:
which induces a long exact sequence in cohomology
* ) induces a semi-norm on relative bounded cohomology.
Proposition 2.1. For (Γ, H) any pair of groups, we have:
Proof. A bounded 1-cocycle on Γ is a bounded homomorphism from Γ to R, so it is clear that there are no bounded 1-cocycles. Moreover, a relative bounded 1-cocycle is in particular an absolute bounded 1-cocycle.
2.1. Dimension 2. In the absolute case the semi-norm induced on the second bounded cohomology is actually a real norm [14, 16] . In the relative case again we have an actual norm on cohomology: 
Comparison map. There is a natural inclusion map c : C
This map is a priori neither injective nor surjective.
The behaviour of the comparison map is related to several geometric properties: Gromov [10] showed that for the fundamental group Γ of a closed manifold of negative curvature and n ≥ 2 the map c : H n b (Γ; R) → H n (Γ; R) is surjective. He also claimed the same surjectivity result for hyperbolic groups [11, 8.3 .T]. Using a different approach Mineyev extended this result for any coefficients: 
See [20] for the definition of bounded cohomology with coefficients in a Banach Γ-module.
Later on, Mineyev [18] characterized hyperbolic groups in terms of the surjectivity of the comparison map. More precisely, he showed that a finitely presented group Γ is hyperbolic if and only if the comparison map H
Due to the duality between the supremum semi-norm in bounded cohomology and the ℓ 1 -semi-norm in singular homology, the surjectivity of the previous comparison map implies the positivity of the simplicial volume. More precisely, let M be a closed connected oriented manifold of dimension at least 2 that is rationally essential (e.g., aspherical). If the fundamental group of M is hyperbolic then the simplicial volume of M is positive (see [15] for a survey on simplicial volume).
Moreover, the injectivity of the comparison map is equivalent to the so-called uniform bounded condition introduced by Matsumoto and Morita [16, Theorem 2.8]: a normed chain complex (C, ∂; · ) satisfies the uniform bounded condition in degree q, for q ∈ N, if there is a constant K ∈ R >0 such that for any null-homologous q-cycle z there exists a (q + 1)-chain b with
In dimension two the behaviour of the comparison map is strictly related to the notion of quasimorphisms. We extensively explain this relation in the following section.
Quasimorphisms and relative quasimorphisms
In this section we recall the notion of quasimorphism of a group and its natural extension for a pair of groups. We investigate the relation between quasimorphisms and the kernel of the comparison map between bounded cohomology and ordinary cohomology.
3.1. Quasimorphisms. Let Γ be a finitely generated discrete group.
We denote by QM(Γ) the R-vector space of quasimorphisms on Γ.
Definition 3.2. The defect of a quasimorphism f is defined to be: We denote the subspace of QM(Γ) of all trivial quasimorphisms on Γ as QM 0 (Γ), which is described by C 
Split quasimorphisms.
The second author introduced a class of quasimorphisms called split quasimorphisms [23, 24] . We recall this construction here.
Let Γ be a finitely generated discrete group. We denote by
the space of alternating quasimorphisms. Let Γ = A * B be a splitting of Γ. If f A ∈ QM alt (A) and f B ∈ QM alt (B), a split quasimorphism is a map f = f A * f B : Γ −→ R defined as follows: let g ∈ Γ a non-trivial element which has normal form g = a 1 b 1 . . . a n b n , where a i ∈ A, b i ∈ B and only a 1 or b n are possibly trivial. We set
Furthermore (f A * f B )(1) : = 0. The map f = f A * f B is an alternating quasimorphism on Γ with def f = max{def f A , def f B }. 
In particular, f is a minimal defect representative for its class.
The defect space D(Γ) of a group Γ is the space of bounded alternating functions on Γ, equipped with the defect · : = def · as a norm. For a summary of the basic properties of defect spaces we refer to [24, Appendix B] , an extended study can be found in [25] . Here, we just mention the following property that we will need in the proof of Theorem 1.1.
Proposition 3.5 ([24, Proposition B.4]). For a monomorphism i : H → Γ, the map
is an isometric embedding.
The defect norm on the bounded alternating functions allows to have the following isometric embedding: Here the notation ⊕ ∞ stands for the direct sum equipped with the max-norm. 
The construction of split quasimorphisms has an obvious generalization to the case of a free product with several factors, and so do the above results. 
Proposition 3.9. The sequence
is exact. In particular, there exists a canonical isomorphism 
is the map induced by the inclusion of relative cochains into absolute cochains, we have the following isomorphism
Im(c) ∩ Ker(i) ∼ = {f ∈ QM(Γ) : f | H ∈ Hom(H; R)} QM(Γ, H) ⊕ Hom(Γ; R) .
In particular, if H 2 (Γ; R) = 0 we can describe the image of the comparison map completely in terms of relative quasimorphisms.
Proof. Let us consider the long exact sequence of the pair in ordinary cohomology
For any group G we have H 1 (G; R) = Hom(G; R), then the map r restricts a homomorphism on Γ to a homomorphism on H. The map δ 1 assigns to a homomorphism
where F is any function on Γ that extends f . We can see β as the cohomological obstruction to the existence of a homomorphism on Γ which extends f . Since we restrict to elements β ∈ Im(c) ∩ Ker(i), up to adding up a coboundary we have d 1 F ∞ < ∞ which means that F is a quasimorphism of Γ. Therefore each coclass is represented by the coboundary of a quasimorphism on Γ extending a homomorphism on the subgroup H and we have a surjective map:
It is straightforward to see that QM(Γ, H) ⊕ Hom(Γ; R) is contained in the kernel.
Finally, by definition of the coboundary map in (2.1) the equation d 1 (F − α) = 0 implies that F − α ∈ Hom(Γ; R), which concludes the proof.
Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1. The key to the proof is the following Lemma 4.1. Let Γ be a free group of finite rank n ≥ 2 and let H < Γ be a subgroup of finite rank and infinite index. There exists a basis {x 1 , . . . , x n } of Γ such that for all g ∈ Γ and for all i we have
which is to say that no conjugate of H contains a power of an element of this basis.
In the proof of Lemma 4.1 we use the language of Schreier graphs, for which we fix the notation here. Let Γ be a free group with a chosen basis {x 1 , . . . , x n } and let H < Γ be a subgroup. The Schreier graph G H of the pair (Γ, H) with respect to this basis has as its vertices the set of left cosets
and the edges are given by
Note that each edge is oriented and naturally labelled with a generator x i , and that the graph G H is 2n-regular. Let gH, g ′ H ∈ G/H and with a negative power this path is running in the direction opposite to the orientation of the corresponding edge. In particular we have xgH = gH if and only if the path starting at gH and corresponding to x is a loop. We say that a vertex gH is the basepoint of an x-loop if there is n ≥ 1 such that x n gH = gH. We write L x (H) ⊂ vert(G H ) for the set of vertices that are the basepoint of an x-loop. For an automorphism ϕ ∈ Aut(Γ) we have an induced bijection
and by restricting this map we obtain for each x ∈ Γ a bijection
The graph G H can be identified with a covering graph of a wedge of n loops, namely with the covering that corresponds to the given subgroup H. Furthermore, G H can be seen as the quotient of the Cayley graph G {1} with respect to the natural action of H. We denote by C H the core of the graph G H . This is the subgraph that consists of the edges and vertices that are contained in a loop without backtracking. This means that v ∈ vert(C H ) ⇐⇒ v ∈ L x (H) for some cyclically reduced x ∈ Γ and in fact vert(C H ) = L x (H), where the union is over all cyclically reduced elements of Γ. Core graphs were introduced by Stallings in [26] , and this is also the reference for the following observations: In order to prove Lemma 4.1 we fix a basis {x 1 , . . . , x n } of Γ. For 1 ≤ i ≤ n and k ∈ Z we define ϕ i,k ∈ Aut(Γ) by
We will show that for a suitable concatenation ψ of such automorphisms we obtain a basis of the desired type by setting y i = ψ −1 (x i ). To this purpose we need three preliminary results. Let G H be the Schreier graph of H with respect to the chosen basis and let C H be its core. We define
This is the set of all vertices in G H at which a loop of a basis element is based. Since each x i is a cyclically reduced element we have L(H) ⊂ vert(C H ). In particular, the set L(H) is finite since H has finite rank.
Proof. Since H has infinite index the graph G H has vertices which are not contained in L(H), for example any vertex outside the core. Therefore we can choose w ∈ vert(G H ) which is not in L(H) but is adjacent to some v ∈ L(H). If the edge connecting v with w is labelled x j then either both or none of v and w are contained in an x j -loop. Since w is not in such a loop, v is neither, and therefore v ∈ L xj (H).
Proof. We define k := N · lcm{ℓ | ℓ is the length of a simple x i -loop in G H } for a suitable number N > 0. Note that the set of which we are taking the least common multiple is finite, since the graph G H contains only finitely many simple loops. If the set is actually empty (i.e. if L xi (H) = ∅) then we define the lcm to be 1. The first condition is obviously satisfied for such a k. 
w is outside the core for any vertex w which is not in an x i -loop, and in particular x j x k i w is outside the core for such a vertex. It follows that
We are now ready to conclude the proof of Lemma 4.1.
Proof of Lemma 4.1. Lemma 4.3 tells us that there is an index 1 
