Lindblad resonances have been suggested as an important mechanism for angular momentum transport and heating in discs in binary black hole systems. We present the basic equations for the torque and heating rate for relativistic thin discs subjected to a perturbation. The Lindblad resonance torque is written explicitly in terms of metric perturbations for an equatorial disc in a general axisymmetric, time-stationary spacetime with a plane of symmetry. We show that the resulting torque formula is gauge-invariant. Computations for the Schwarzschild and Kerr spacetimes are presented in the companion paper.
INTRODUCTION
The past several years have seen a surge in interest related to the electromagnetic signatures of merging black holes. Such a signature would have to come not from the black holes themselves, but from the gas that surrounds them. Heating of this gas and consequent emission of electromagnetic radiation has been discussed both in the context of the inspiral phase (Chang et al. 2010) , the coalescence (Kocsis & Loeb 2008) , and in the post-merger phase as the mass loss and kick of the final black hole modify the orbits of the gas particles (Bode & Phinney 2007; Shields & Bonning 2008; Schnittman & Krolik 2008; Anderson et al. 2010; Rossi et al. 2010) .
It is often suggested that torques arising from Lindblad resonances 1 play a key role in redistributing gas in the inspiral phase (Armitage & Natarajan 2002; Milosavljević & Phinney 2005; MacFadyen & Milosavljević 2008; Chang et al. 2010 ) and controlling the surface density profile and heating rate of the gas disc. These torques act by exciting density perturbations at the location of either inner or outer Lindblad resonances (ILRs or OLRs), at which the synodic period (i.e. the time between successive passages of the secondary black hole and a disc particle) is an integer multiple of the period of radial epicyclic oscillations in the disc. In some scenarios, the resonant torques operate in the nonrelativistic Newtonian regime, which has a long history 1 Other resonances may also be relevant, e.g. it has been suggested that there could be matter at the L4 and L5 Lagrange points of binary black holes (Schnittman 2010 ), but they require a fundamentally different treatment and will not be investigated here.
of study in the context of galactic discs, planetary rings, and circumstellar discs (e.g. Lynden-Bell & Kalnajs 1972; Goldreich & Tremaine 1978 , 1980 Lin & Papaloizou 1979) . However, in others -particularly the cases of inner discs (Chang et al. 2010 ) -Lindblad resonant torques are used all the way in to radii of a few×10M . In these cases, it is desirable to revisit the Lindblad resonances in a fully relativistic context. This is especially true since pericentre precession introduces an additional ILR (the m = 1 or 0:1 ILR) that has no analogue in the Newtonian-Keplerian problem. The principal purpose of this paper and its companion is to provide a relativistic treatment of the Lindblad torques, including computation of the torque formula in black hole spacetimes (Schwarzschild or Kerr), in the extreme mass ratio limit. This paper and its companion are not concerned with a full analysis of any one scenario for the generation of an electromagnetic counterpart to a black hole merger, although they are most relevant to the proposal of Chang et al. (2010) . Rather, our motivation is to establish the relativistic Lindblad torque formula so that it can be used to establish the role (or lack thereof) of Lindblad torques in future work. In this paper ("Paper I"), we develop the general formalism for Lindblad torques in thin discs orbiting in the equatorial planes of axisymmetric, time-independent spacetimes with a plane of symmetry, and with weak perturbations of general form respecting the equatorial reflection symmetry. This covers the case of a binary Schwarzschild black hole with an extreme mass ratio (q = M2/M1 ≪ 1) and a gas disc orbiting in the same plane. It also covers the Kerr case if the primary hole's spin is aligned with the orbital angular momentum of the binary and disc (which may or may not be the physical case; here it is a simplifying assumption that we may wish to remove in future work). We work out the torque formula in terms of the background metric and its perturbation h αβ and establish generic features such as gauge invariance. The companion ("Paper II") focuses on the specific cases of interest -the Schwarzschild and Kerr metrics with a small perturber -and describes the numerical evaluation of the resonant torque.
Our analysis considers the case of geometrically thin discs. The alternative -a geometrically thick disc, such as that in an advection-dominated accretion flow (ADAF) -cannot be treated by the methods described here. A more appropriate model for an extreme mass ratio binary where the secondary orbits within a thick disc was considered by Narayan (2000) . We note however that one conceivable way to produce such a thick disc, even at initially high accretion rates as considered by Chang et al. (2010) , would be for resonant heating to destroy the thin disc solution and result in a radiatively inefficient inner disc. Assessment of this possibility requires us to be able to quantitatively compute the resonant torques.
We evaluate the torque here by assuming a particle disc, since previous works on Lindblad resonances have found that the specific dissipation mechanism (e.g. viscosity or propagation of spiral density waves as occurs in a hydrodynamic disc) does not affect the total torque at a resonance so long as the excitation of disc modes is localized near the resonance and in the linear regime (e.g. Meyer-Vernet & Sicardy 1987; Lubow & Ogilvie 1998; Ogilvie 2007) . The underlying reason for this -namely, that the vector eccentricity 2 integrated over the resonance in each sector of the disc, which is both excited by the external perturbation and acted upon by the perturbation to yield the overall torque, is not changed but is simply redistributed by short-range interactions among disc particles -is generic and we expect it to also hold in the relativistic case. We also note that the modes of oscillation of relativistic discs have been investigated (e.g. Perez et al. 1997; Silbergleit et al. 2001; Ortega-Rodríguez et al. 2002) , however their excitation by perturbations to the spacetime have not yet been treated. This paper is organized as follows. Section 2 lays out the assumed background spacetime and the motion of test particles in it. Section 3 describes the behaviour of particles under a general perturbation to their Hamiltonian (gravitational or otherwise) and the resulting torque on an initially axisymmetric disc. Section 4 re-expresses this torque in terms of the metric perturbation and demonstrates gauge invariance; it also gives a useful alternative expression for the torque in terms of the power delivered to a test particle on a slightly eccentric orbit. Section 5 shows that our expression reduces to the familiar expression for Lindblad torques in the familiar Newtonian-Keplerian case, i.e. in the spacetime of a point mass at radii r/M ≫ 1. Section 6 describes the disc heating at the resonance, and Section 7 concludes.
We use relativistic units where G = c = 1.
2 BACKGROUND SPACETIME AND PARTICLE TRAJECTORIES
The spacetime
We consider the unperturbed problem of a disc orbiting in the equatorial plane of a black hole. In the equatorial plane, the metric may be written as (e.g. Page & Thorne 1974) 
where ν, ψ,ω, andμ are functions of r; as r → ∞, we havẽ ω,μ, ν → 0 and ψ → ln r. Note that this formulation is only sufficient for eccentricity resonances; if we were to consider inclination resonances, we would have to include the O(z 2 ) terms in the metric.
The contravariant components of this metric are:
g rr = e −2μ and
Equation (1) has a residual gauge degree of freedom in the sense that we may freely reparameterize r → f (r). We fix this by requiring e ν+ψ+μ = r. This choice is easily verified to be valid for the Schwarzschild coordinate system in the case of a nonrotating black hole, and for the BoyerLindquist coordinate system in the case of a rotating black hole.
Particle trajectories
We utilize the Hamiltonian formulation of the equations of motion for a particle. As is well-known, the action for a particle of mass µ is S = −µ dτ , where τ is the proper time along the particle trajectory. For our purposes, the fastest route to the torque formula is not to use the covariant representation of the action parameterized by the affine parameter, but rather to explicitly parameterize the particle's trajectory using the coordinate time t, which is always possible outside the outer horizon. This method, which explicitly keeps only the 3 physical degrees of freedom, is best suited to a perturbation analysis. The formulation of the problem is standard -the Lagrangian in coordinate time is the basis of the exposition by Infeld & Plebański (1960) , and Hamiltonianization of the coordinate time is a standard technique in post-Newtonian calculations (e.g. Ohta et al. 1973 ) -but will be explicitly given here since we will need to refer to it repeatedly throughout the calculation.
Defining u µ to be the 4-velocity, i.e. the forwarddirected tangent vector to the particle's trajectory with uαu α = −1, we see that dτ = dt/u t and hence the Lagrangian is
The degrees of freedom of the particle are its spatial coordinates x i (t); we note that u t depends on the spatial coordinates x i and time coordinate t, and on the 3 spatial velocitieṡ
This implies that
recalling that by normalization of the 4-velocity uiu i = −1 − utu t shows this to be equal to (u t ) 2 ui. Therefore the conjugate momentum associated with Eq. (3) is
where pi are the spatial components of the covariant physical 4-momentum. From now on, we will simply write pi and drop the πi notation. The Hamiltonian is given by
where again we used the normalization of the 4-velocity,
Thus the Hamiltonian for the particle's motion is simply the energy seen by an observer moving orthogonally to the hypersurface of constant t. From a dynamical perspective, the Hamiltonian should be thought of as depending on t, x i , and pi; the formula for pt is the massshell relation 3 (derived from normalization of u):
Nearly circular, equatorial orbits
We now consider the nearly circular orbits in the background space-time. We restrict ourselves to equatorial orbits with z = pz = 0.
Form of the Hamiltonian
A circular orbit is a solution for whichṙ = 0 or (equivalently) pr = 0. We will be considering nearly circular orbits, i.e. we will expand the Hamiltonian to order (pr) 2 . From Eqs. (2) and (8), we find that in general
We now consider linear perturbations around a reference circular orbit. To do this, we first expand to second order in pr:
where
3 The requirement that the particle travel forward in time implies that we use the negative branch of the square root.
For a given value of p φ one can find the minimum of H(p φ , r, 0) with respect to r, which (since ∂H/∂r = 0) corresponds to a circular orbit. 4 We can expand around any such minimum (with p φ = P φ and r = R) by writing ∆p φ = p φ − P φ and ∆r = r − R.
The transformation from (r, φ, pr, p φ ) to (∆r, φ, pr, ∆p φ ) is a simple translation and hence is canonical. Then H(p φ , r, pr) can then be Taylor-expanded around (P φ , R, 0):
where C β 1 β 2 β 3 are the expansion coefficients. In order to study small perturbations of the orbits, we need to keep terms up to second order, i.e. β1 + β2 + β3 2, and we drop those whose coefficients vanish. This leaves us with
2.3.2 Relation of the coefficients to specific energy and angular momentum
Some of the Taylor expansion coefficients in Eq. (14) have a straightforward interpretation, and all are calculable in terms of metric coefficients and the specific energy and angular momentum. We denote the specific energy (H/µ) and specific angular momentum (p φ /µ) associated with a circular orbit of radius r by E (r) and L(r). We may also define w to be the 4-velocity associated with the circular orbit. Its covariant components are wt = −E (R), w φ = L(R), and wr = wz = 0. Using the inverse metric, the contravariant components are
and w r = w z = 0. By definition,
If we consider a sequence of circular orbits parameterized by r, we may take the total derivatives of the Hamiltonian with respect to r [i.e. derivatives in which p φ = µL(r) varies as we take the derivative]:
which since ∂H/∂r = 0 simplifies to
We note that for a circular orbit,φ = ∂H/∂p φ = C100 = Ω(R), so Ω(R) can be interpreted as the angular frequency of the orbit as seen by a distant observer. For the circular orbit, we also see that trivially
Taking yet another total derivative of Eq. (19) gives
or at r = R:
Using the quotient rule, this can be expressed in terms of Ω(R):
Similarly, taking the total derivative of the relation ∂H/∂r = 0 gives
Evaluated at R, this simplifies to
A relation for C002 can be obtained from Eq. (10):
The value of the square root is obtainable from Eq. (11),
Finally, we note that C200 can be obtained by directly taking the second partial derivative of Eq. (11); noting that ω, ν, and ψ do not depend on p φ , we find
Further simplifcation is possible if we apply Eq. (11) to a circular orbit, yielding
since E −ωL = e 2ν w t , we conclude that
Substituting these results into Eq. (30) gives
Combining with Eqs. (24) and (26) gives
and
Explicit evaluation of these expressions is aided by a relation for w t . Using the normalization g αβ w α w β = −1 and w φ = Ωw t , we find
This completes the description of the C coefficients in terms of the commonly tabulated functions E (R), L(R), and Ω(R). It is convenient also to define the epicyclic frequency
it is easy to see that if ∆p φ = 0, Eq. (14) guarantees that κ(R) is the frequency of radial oscillations as measured by the coordinate time t. We also define the specific epicyclic impedance
3 RELATIVISTIC RESONANT TORQUE FORMULA: FORMAL SOLUTION
Perturbation Hamiltonian
Our next concern is the canonical treatment of a perturbing body. We separate the perturbation Hamiltonian into a perturbed and an unperturbed piece:
In Newtonian theory, the perturbing Hamiltonian H1 is simply the gravitational potential of the perturbing body (plus an "indirect term" in formulations that do not use an inertial reference frame). In GR, there is a perturbation to the metric:
and H1 is then the variation of Eq. (7) at fixed pi,
The latter can be obtained by varying the mass-shell relation, g αβ pαp β = −µ 2 :
Since Eq. (41) is defined at fixed pi, the last term may be restricted to β = t, and:
where we have used the rule that the variation of the contravariant metric is −g ακ g βλ δg κλ , i.e. the negative of h with its indices raised. Thus Eq. (41) simplifies to
When doing perturbation theory, it is most convenient to do the explicit 3+1 expansion of the numerator and recall that
In first-order perturbation theory, it is permissible to replace H with H0 on the right-hand side of Eq. (46) since the latter already has one explicit power of h.
In the unperturbed case, the angular momentum p φ and the energy H are conserved. In the perturbed case, these variables change in accordance witḣ
anḋ
where {, }P represents a Poisson bracket. Since the perturbation arises from a secondary on a circular equatorial orbit, then the perturbation rotates at a pattern speed Ωs given by the orbit of the secondary hole, i.e. H1 depends not on t and φ individually but only on the combination φ − Ωst. This implies that the partial derivatives in Eqs. (47) and (48) differ by a factor of −Ωs, sȯ
Effect of perturbation on the disk
We consider an ensemble of particles initially in circular orbit at radius R with longitudes φ equally distributed in φ ∈ [0, 2π). The perturbation Hamiltonian is assumed to turn on at time t1, and we wish to measure the torque on the disk of particles at some later time t2. The interval t2 − t1 should be long compared with the orbital time Ω −1 , but short compared with the libration time so that first-order perturbation theory for the positions of the particles is valid. It is apparent that the torque T averaged over the ensemble of particles must be second-order in h because if Eq. (47) is averaged over the unperturbed particle trajectories, we find
In order to get a nonzero torque, we must compute the particle positions to first order in perturbation theory, and then apply Eq. (47). This will lead to a result that is second order in h.
In what follows, we will construct the Green's function solution for the perturbations to the disk. In order to evaluate the late-time torque, we will decompose the perturbation Hamiltonian into Fourier modes in the longitude direction,
where each mode has the dependence
on longitude and time (the latter is required since the perturbation rotates with the orbit of the perturber). Since the Hamiltonian is real,
. The torque transfer from different values of |m| can be considered separately. This is because a first-order perturbation introduced by the m component will have an e imφ(t 1 ) longitude dependence, and hence can only produce an azimuthally averaged torque when acted on by the m ′ th Fourier mode of the perturbation if m + m ′ = 0 or m = −m ′ . Our final step in determining the first-order perturbation to the disk will be to integrate the Green's function over time, keeping only the resonant terms.
Green's function solution for the perturbed disk
We can compute the final position of a particle initially at φ1 ≡ φ(t1) via a Green's function method. We consider first the effect of a δ-function perturbation at time t ′ , i.e. we apply the perturbation
Then to first order in perturbation theory, the perturbations to all variables can be written as an integral of the perturbation to that variable due to W over the range t1 < t ′ < t2. Immediately prior to the application of W , the particle is at position
Immediately after the application of W , any phase-space coordinate X undergoes a jump:
One key difference between this and Newtonian perturbation theory is that since H1 depends on the momenta as well as the positions, the particle position can also undergo a jump. These jumps are:
We then desire the final values of the positions and momenta. These can be freely propagated from t ′ + ǫ using the unperturbed Hamiltonian, Eq. (14). The angular momentum is the easiest since it is conserved
The radial degrees of freedom are more subtle. They can be described by the Hamiltonian
which is identical to the Hamiltonian of a simple harmonic oscillator of effective spring constant C020, effective mass 1/C002, and equilibrium position −(C110/C020)♦p φ . Under this Hamiltonian, the complex amplitude
satisfies the equation of motionŻ = −iκ(R)Z and hence has a ∝ e −iκ(R) t dependence. Its initial value is
We may find Z(t2) by multiplying by e −iκ(R) (t 2 −t ′ ) . Taking the real and imaginary parts gives
Finally, we may find the change in the longitude. The change in its rate of advance can be found by varying ∂H0/∂p φ using Eq. (14),
and the change at time t2 is found from
Using Eqs. (57) and (62), we may perform the integral to get
3.2.2 Perturbed particle position for a particular Fourier mode of the perturbation
At this point, we assume a particular Fourier mode m. Then the perturbation Hamiltonians have a dependence e im(φ−Ωst) . Since on the unperturbed trajectory, φ advances at a rate Ω(R), we may write
where the latter derivative is understood to be evaluated at the unperturbed longitude
[Note that the actual longitude is φ(t2) = φ
2 + ∆φ(t2).] Inserting this dependence into Eqs. (57), (61), (62), and (65) gives the following results for the δ-function perturbation. For the angular momentum,
For the radial position,
For the radial momentum,
For the longitude,
Integration of resonant terms
We now integrate Eqs. (68-71) over dt ′ . There are many terms, however most are of short period. We therefore evaluate only the Lindblad resonant terms, i.e. those that satisfy the condition
For positive m, the + sign is appropriate for interior resonances and the − sign for exterior; for negative m this is reversed. 5 It is convenient to write a resonant de-tuning function,
Within this resonance condition, we may replace the time integral involving cos[κ(R) (t2 − t ′ )]:
where ∆t ≡ t2 − t1. A similar simplification occurs for the sine integral,
Only these factors have resonant denominators. Integrating Eqs. (68) (69) (70) (71) gives no change in the angular momentum,
for the radial displacement,
for the radial momentum,
and for the longitude,
Net torque on the disk
We are now ready to compute the torque exerted on the disk. Since the torque on the unperturbed disk vanishes, we may compute the φ
2 -averaged torque on the first-order perturbed disk. Recalling that only the −m component of the perturbation gives an angle-averaged torque on the m component of the perturbation, we find
Using Eqs. (76-79), we may evaluate this as:
The quantity in braces {} looks complicated, but if we substitute κ(R) = √ C020C002 (c.f. Eq. 37) it simplifies to
where the interaction amplitude is
We note that while S (m) is formally evaluated at time t = t2, its time dependence is ∝ e −imΩs t and hence its modulus |S (m) (t)| is constant. We can also relate S (m) to S (−m) : since
, and since the sign of the resonant term [c.f. Eq. (73)] changes when we switch from m to −m,
We can then write the total torque arising from both the m and −m resonant terms as T = T (m) + T (−m) :
Since D(R) flips sign between the m and −m resonances,
Equation (86) has now separated into two pieces. There is an R-dependent prefactor that contains the form of the resonance, and the factor S (m) that encodes information on the normalization of the resonance and does not vary significantly across its width. The first piece can be simplified by noting that it is dominated by regions with |D(R)| ∆t
so we approximate it near resonance as
where Rr is the radius of exact resonance. We thus find
Often we want to know the torque density dT /dr. For a thin disk with proper surface density Σ, i.e. whose 3-dimensional proper density is ρ0 = Σδ(z), the rest mass per unit radius is
where d 3 V represents the volume of a spacelike 3-surface spanning the range from r to r + ∆r and n is the unit forward-directed normal to this surface. Taking the surface to be at constant t, the normal is nα = (−e ν , 0, 0, 0) and the volume element is d 3 V = e ψ+μ dr dφ dz. This leads to the result dµ dr = 2πrw t Σ.
It follows that
RELATIVISTIC RESONANT TORQUE FORMULA: EVALUATION
Having the formal solution for the torque (Eq. 89) is only part of the problem; we also need the resonant amplitude S (m) . This section evaluates the amplitude and then shows that (within some restrictions) it is gauge-invariant.
Evaluation of S (m)
Here we require both the perturbation Hamiltonian, and its derivatives with respect to r and pr. These are all to be evaluated at the unperturbed circular orbit using Eq. (46).
For H1 itself, we see that since H0 = µE (R) and p φ = µL(R),
For the partial derivatives with respect to the coordinates, we find that in general
where the last term is associated with the derivative of the denominator in Eq. (46). Since ∂H0/∂r = 0 on a circular orbit, this implies
For the partial derivatives with respect to the momenta, the general expression is
For the specific case of pr, we note that at the circular orbit ∂H0/∂pr = 0 and g tr = 0, so
We may now assemble the pieces to compute S (m) :
Note that this is independent of the particle mass µ and linear in the perturbation h αβ . It is possible to rewrite Eq. (98) in terms of the circular 4-velocity w. Multiplying through by w t = e −2ν (E −ωL) gives
This form will be most useful in proving gauge invariance and in practical applications.
Gauge invariance
In general the perturbation h αβ could be expressed in many choices of gauge. These differ by the relation
Since Eq. (99) is linear in h αβ , the contributions to S (m) from the pre-existing and gauge perturbations simply add, so to show invariance of the torque it is sufficient to prove that a pure gauge perturbation
leads to zero resonant amplitude S (m) . We restrict our attention to gauges that preserve the fundamental symmetries of the problem, i.e. that have reflection across the equatorial plane and have helical symmetry, where the m Fourier component has an oscillatory time dependence ∝ e −iΩsmt . Without loss of generality, we may consider the Fourier modes one at a time, so we will consider the order m Fourier mode below and avoid writing the superscript (m) explicitly. Furthermore, it is easily seen that the z coordinate is superfluous in computing Eq. (99) in the equatorial plane, so we may restrict ourselves to the 2+1 dimensional equatorial slice of the spacetime.
While one could solve for S (m) for a pure gauge mode by explicit evaluation of Eq. (101) followed by substitution into Eq. (99), it is far easier to solve the problem by defining the combinations of metric perturbations and 4-velocities that appear in Eq. (99):
,r wαw β , and
and evaluating these in terms of ξ with the help of Lie derivatives. We may then substitute into (103) and then check whether the terms add to zero.
Evaluation of I1
We begin by writing the equation for h αβ (Eq. 101) in the alternative form using the Lie derivative (e.g. Appendix C of Wald 1984)
We are now in a position to compute the required term h αβ w α w β . Noting that g αβ w α w β = −1, we take the Lie derivative £ ξ , (106) using the symmetry in α and β then gives
where [,] denotes a vector commutator. We explicitly evaluate the t and φ components of the commutator; recalling that w r = 0 and w t and w φ depend only on r, we find
using Ω =φ = w φ /w t and the angular and time dependences of ξ, we conclude that
Similarly,
Taking the dot product with w gives
The first term evaluates to zero:
(The first equality can be shown by differentiating the relation wαw α = −1 with respect to r.) The second is simplified using wt = −E and w φ = L; thus we find that in general,
6 The Lie derivative does not generally allow raising or lowering indices. The raised-index relation arises by considering the inverse-metric formula g αβ g βγ = δ α γ . Applying the product rule gives (£ ξ g αβ )g βγ + g αβ £ ξ g βγ = 0. Substituting Eq. (104) and raising indices then gives £ ξ g αβ = h αβ .
Evaluation of I2
We now turn our attention to I2, which appears in the second term in Eq. (103). A reorganization gives
Use of Eq. (113) gives
. (115) To complete the evaluation of I2, we introduce the 1-form field
whose components are s β = w β,r , or explicitly st = −E ′ , s φ = L ′ , and sr = 0. Then the last term in Eq. (114) is −h αβ wαs β . We can see that
Rearranging and expanding the Lie derivatives gives
Recalling that the terms containing w α,β and s α,β are only nonzero for β = r, that w φ = Ωw t , and the ∝ e im(φ−Ωst)
dependence of the components of ξ, we reduce this to
Combining this with Eq. (115) gives
Further simplification of this equation is possible using the contravariant components of s: raising indices gives
From this we obtain
where the second line used Ω = E ′ /L ′ and the third line used Eq. (36). However, we also see that:
[Here the second line used Eq. (35); the third line used Eq. (123); the fourth line used Ω = E ′ /L ′ and the quotient rule; and the fifth line used that w φ /w
] Equation (124) leads to two major simplifications in Eq. (121). The term involving ξ r simplifies dramatically. Also, using the first and third lines of Eq. (124) and E ′ = ΩL ′ , we find that
Therefore, Eq. (121) simplifies to
A final level of simplification involves w t ,r − s t . Using the explicit expressions, Eq. (15) for w t and Eq. (122) for s t , we see that
This allows us to eliminate s from our expression for I2:
Evaluation of I3
Finally, we consider I3 = h rα wα. This is most easily computed by explicit evaluation of the contravariant components using Eq. (105):
This implies
The terms involving ξ r can be simplified using Eqs. (15) and (16), which simplifies them to im(Ωsw t −w φ )ξ r . Further using w φ = Ωw t gives
The other contributions to S do not explicitly containμ, so in order to prove gauge invariance we will need to eliminateμ in favour of other variables. Equation (28) provides a convenient choice: it and the definitions of κ and Z tell us that
We thus arrive at our final expression for I3:
Putting it all together
We now substitute I1, I2, and I3 into Eq. (103), giving
We may divide through by w t on both sides, and cancel the terms involving 2ν,r −ω,rL/(E −ωL). Collecting the remaining terms gives
In general, this is nonzero. However, there is one piece of information we have not used: that the resonant amplitude is to be evaluated at the resonance location D(R) = 0, i.e.
When -and only when -we use this fact, we see that Eq. (136) is only gauge-invariant when evaluated at the resonant position! This is not a problem since the torque formula contains a δ-function at the resonance.
Thus we see that a pure gauge perturbation leads to zero contribution to S (m) at resonance, and the resonant torque is gauge-invariant.
Epicyclic geodesic formulation
There is an alternative way of writing the resonant amplitude S (m) that will be better suited to computation in the Schwarzschild and Kerr spacetimes. We will argue in this section that S (m) is related to a particular integral of the metric perturbation along the world line of a test particle on an orbit with very small eccentricity. This formulation has some utility in the Newtonian case, but it will be shown to be very powerful in Paper II, where we will relate it to the gravitational waveform emitted by a test particle on such an orbit. It will thus allow computation of S (m) using standard methods for computing waveforms, without explicit evaluation of the metric perturbations.
Our starting point is to consider a particle on an unperturbed orbit (i.e. traveling according to H0) oscillating between r = R−ǫ and R+ǫ. To first order in ǫ, its trajectory is given by 7 r = R + ǫ cos(κt), pr = µǫZ sin(κt), φ = Ωt + ǫ C110 κ sin(κt), and
Now we consider the integral of the metric perturbation over the test particle world line
where the range of integration is over any epicyclic period, i.e. from t1 < t < t1 + 2π/κ for any t1; and in the second integral,T αβ is the stress-energy tensor associated with the test particle and V is the region of 4-volume in this range of coordinate time. By construction, IT is linear in the metric perturbation. It is also invariant under gauge transformations respecting the helical symmetry ξ 
We may integrate by parts to move the ;β derivative ontõ T αβ ; butT αβ ;β = 0 for a test particle traveling along a geodesic. The boundary terms at t = t1 and t1 + 2π/κ also cancel each other since both ξ (m) α andT αβ are invariant under translation in time and longitude by t → t + 2π/κ and
respectively. Thus ∆IT = 0, and IT is gauge-invariant. We may use the gauge invariance of IT and S (m) : if a relation between them can be demonstrated in one gauge, then it must be valid in any gauge. We choose the gauge with h tt = h tφ = h φφ = 0. This gauge exists for the generic case where m = 0, since one may write the gauge transformation relations
where we define the vector c by ct = Ωsg tφ − g φφ , c φ = g tφ − Ωsg tt , and cr = cz = 0. If this 3 × 3 matrix A is nonsingular (which may be easily verified for some cases such as Schwarzschild), then the gauge h tt = h tφ = h φφ = 0 exists everywhere. (We will remove the condition on A later.)
In this gauge, we find from Eq. (99)
We also find that in computing IT only hrt and h rφ contribute, and since u r is already O(ǫ) we find u r = e −2μ ur and
We may raise r in the perturbation using the factor of e −2μ , and simplify this to
where the |0 reminds us to evaluate S (m) at φ = t = 0. On resonance the complex exponential decomposition of the sine allows us to evaluate the integral to −iπ/κ, so we conclude that
So long as det A = 0, this relation must be valid in all gauges since both sides are gauge-invariant. In some spacetimes there are radii where det A = 0; however we may show Eq. (146) to be valid there as well. We may consider a family of spacetimes M(P ) whose metric tensor components are analytic in the parameter P , the desired spacetime is M(0), and det A ∝ P n (n = 1, 2, or 3) for small P . Then we may carry through the argument for slightly different values of the parameters controlling the spacetime and prove Eq. (146); then since both S (m) and IT are analytic and equal in a neighborhood of P = 0 they must be equal at P = 0. Thus Eq. (146) remains valid regardless of whether det A = 0 or not.
We may then express S (m) in terms of the integral of the metric perturbation against the stress-energy tensor of a test particle on a slightly eccentric orbit,
A further simplification occurs if we extract the Fourier mode of frequency −mΩs from the stress-energy tensor, which is the only one that can lead to a nonzero integral against h (m) . The t-integral is then trivial and we find
A second version of the epicyclic formulation is as follows. We note that the average amount of power P transferred to the test particle by the perturbation in one radial cycle is
the integrand can be evaluated along the unperturbed trajectory since H1 is already first-order, and we note that the dot pulls down a factor of −imΩs:
the integral simplifies to 1 2
ǫIT, and so we conclude that
From this, we extract a relation between S (m) and the power provided to a particle on a slightly eccentric orbit:
Note that P pertains to the particlar m-mode and hence may be complex if the peak power occurs at a resonant phase other than 0 or π.
NEWTONIAN KEPLERIAN LIMIT
We now consider the limit of Eq. (89) for non-relativistic Newtonian-Keplerian disks, and show that it reduces to the familiar result.
In the limit of M/r ≪ 1 where we expect to recover the Newtonian result, the metric for a central object of mass M has ν = −M r −1 ≪ 1, ψ = ln r, andω =μ = 0. The Hamiltonian evaluated at zero radial momentum, Eq. (11), is
The energy is obtained by substituting back into Eq. (153),
Using the results from Section 2.3.2, we find
Then w t = e −2ν (E −ωL) = 1+ 3 2 M r −1 , so we find to leading order
This implies the epicyclic frequency and specific impedance
Since κ = Ω in the Newtonian Keplerian case, the Lindblad resonance condition m(Ω − Ωs) = ±κ is satisfied for
rs.
We label the resonances with positive m so that the lower sign corresponds to the OLRs and the upper sign to the ILRs. In the Newtonian Keplerian case, there exist OLRs for each positive integer m, while the ILRs exist only for m 2. The resonant torque further involves the detuning function dD/dr:
We now consider the resonant amplitude S (m) . In the nonrelativistic limit, the time-time metric coefficient is
where Φ is the Newtonian gravitational potential associated with the perturbation, and the other components are small.
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Keeping the leading-order (r 1/2 h tt ) terms in Eq. (98) gives
,r ].
The Keplerian analogue of the binary black hole case is for the perturber to be a point particle with mass qM , where the mass ratio q ≪ 1. Without loss of generality we may place the perturber at longitude λ = 0; any other choice of longitude would result in Φ (m) and hence S (m) being multiplied by a factor of e −imλ , which will have no effect on |S (m) | 2 or on the torque formula. If we place this particle at radius rs, its perturbing potential is Φ(r, φ) = qM − 1 r 2 s + r 2 − 2rsr cos φ + 1 r 2 s r cos φ ,
where the second term is the "indirect" term resulting from the acceleration of the primary (i.e. it is necessary to keep the primary at the centre of the coordinate system, as is standard practice in celestial mechanics). We may project out the order m 
The δm1 term exists only for the m = 1 OLR (lower sign), so we may simplify this to 
Using m/(m ∓ 1) = ς −3/2 , we reduce this to
In terms of the disk surface density, Σ = µδ(r − Rr)/(2πr), this becomes
and F = 1 4πr dT dr
To proceed further, we use Eq. (92) in the flux equation. We then reduce this using the relations
yielding finally
Thus the emerging flux is, as expected, proportional to the surface density of material at resonance and localized at the resonance. In reality, the δ-function would be smeared out in a way that depends on the dissipation mechanism. We note further that r is not a proper radial coordinate: an observer sitting on the disc would measure a proper radial distance element eμ dr instead of dr. That is, the emitted flux per unit length (units: erg s −1 cm −1 ) along the circumference as measured locally by an observer on the disc would be
Equation (193) gives the emitted flux required for the disc to remain thin. It is of course emitted over some finite range of radii: there is a finite damping region for the density waves excited at each Lindblad resonance, and turbulent diffusion may transfer some heat to neighboring parts of the disc. If this amount of flux cannot be radiated by any viable disc model regardless of the temperature then the thin disc solution must fail.
SUMMARY
This paper has worked out the general formula for the torque on an equatorial disc in a stationary, axisymmetric spacetime with an equatorial plane of symmetry due to Lindblad resonances associated with a perturbation. We have shown that the torque formula is gauge-invariant, and that the familiar formula is recovered for the problem of a Newtonian Keplerian disc with a perturber on a circular orbit. We have also obtained the expression for the radiated flux required to maintain a thin disc solution.
The most important astrophysical application of the relativistic torque formula is to the Schwarzschild and Kerr spacetimes. The computation of the resonance locations and amplitudes for these cases is presented in the companion paper, Paper II.
