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Text annotationScientific text annotation has become an important task for biomedical scientists. Nowadays, there is an
increasing need for the development of intelligent systems to support new scientific findings. Public data-
bases available on theWeb provide useful data, but muchmore useful information is only accessible in sci-
entific texts. Text annotationmay help as it relies on the use of ontologies tomaintain annotations based on
a uniform vocabulary. However, it is difficult to use an ontology, especially those that cover a large domain.
In addition, since scientific texts explore multiple domains, which are covered by distinct ontologies, it
becomes even more difficult to deal with such task. Moreover, there are dozens of ontologies in the
biomedical area, and they are usually big in terms of the number of concepts. It is in this context that ontol-
ogy modularization can be useful. This work presents an approach to annotate scientific documents using
modules of different ontologies, which are built according to amodule extraction technique. Themain idea
is to analyze a set of single-ontology annotations on a text to find out the user interests. Based on these
annotations a set of modules are extracted from a set of distinct ontologies, and are made available for
the user, for complementary annotation. The reduced size and focus of the extractedmodules tend to facil-
itate the annotation task. An experimentwas conducted to evaluate this approach, with the participation of
a bioinformatician specialist of the Laboratory of Peptides and Proteins of the IOC/Fiocruz, who was inter-
ested in discovering new drug targets aiming at the combat of tropical diseases.
 2015 Elsevier Inc. All rights reserved.1. Introduction
Document annotation is one of the main efforts towards the
Semantic Web. According to Berners-Lee et. al. [1], the Semantic
Web is not a separate Web. Instead, it aims at being an extension
of the Web, where text content is associated to its well-defined
meaning. Efforts in this direction are the annotation systems
[2–8], which provide mechanisms to bring structure to documents
through text annotation, i.e., to handle and associate metadata
with content. Text annotation relies on the use of ontologies to
maintain annotations based on a uniform vocabulary, as well as
to benefit from the richness of the ontological representation. An
ontology is a formal specification of a conceptualization [9]. It pro-
vides a rich structure of concepts, properties and constraints for a
specific domain, disambiguating the meaning of each concept.
Scientific text annotation has become crucial for the research
community. Nowadays, there is an increasing need for decisionsupport systems to guide the investments on new scientific
research projects. This is specially true in the case of biomedical
scientists, who cannot count only on data collected from public
databases. They need to extract useful information from many dif-
ferent resources [10], but especially from scientific texts [11]. In
the last decade, there has been an increasing number of ontologies
emerging on biomedical domains. The Open Biological and
Biomedical Ontologies (OBO) Foundry [12] and the NCBO BioPortal
[13] provide together more than 300 ontologies. In this context, it
is difficult to choose which ontology to use for annotating a (set of)
document(s). Once the annotator manages to choose the ontology,
it is also difficult to use it, taking into account that typical biomed-
ical ontologies have more than five hundred terms. In addition, sci-
entific texts explore multiple domains, which are covered by
distinct ontologies. Therefore, the use of multiple ontologies
becomes crucial in order to cover the whole text while annotating.
In short, text annotation is definitely not an easy task.
There exists already a variety of (semi) automatic tools for text
annotation. A previous study was carried out [14] to identify and
compare such tools, with focus on texts and ontologies of the
biomedical area. In this study, relevant requirements for
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automatic annotation, and the flexibility for loading ontologies
were observed. A recent work [15] shows that if a flexible annota-
tion tool is used, it could take days to annotate texts using multiple
full ontologies.
The idea of using multiple ontologies aims to improve the cov-
erage of document annotation. However, ontologies are quite big,
and their original form and size sometimes hinder, and/or prevent
their usage. Ontology modularization raises as an interesting strat-
egy to facilitate its reuse [16], and in the context of this work, to
support the annotation task. Most related work on ontology mod-
ularization focus on structural or semantic strategies. Approaches
such as [17,18] generate modules to cover a specific subdomain
within large ontologies, and do not take into account the annota-
tion history. More recently, an interesting work [19] used modular-
ization techniques to facilitate the annotation of medical images.
The authors used a text corpora as the source to build ontology
modules, and provided them to the user, to manually annotate
medical images. However, their proposal does not address long
texts annotation, nor provide flexibility with respect to the set of
ontologies used. In [15] there is an interesting work that proposes
an ontology modularization technique for the use of multiple
ontologies in the annotation task, but their focus is on the auto-
matic annotation of a large set of documents. Moreover, differently
from the manual annotation, the automatic approach requires a
manual post processing for the curation of the generated
annotations.
Our goal in this work was primarily to get answers to some
important questions concerning the use of modularization during
the document manual annotation process throughmultiple ontolo-
gies. So, we started this study by defining three preliminary
hypotheses: (i) Modules extracted from the original ontologies
are significantly smaller than the ontologies themselves; (ii)
Modules are useful, i.e., contain relevant concepts, in agreement
with the document being annotated; and (iii) Documents anno-
tated using multiple ontologies’ modules are better annotated than
those using a single original ontology. These initial hypotheses ori-
ented our set of experiments that were performed and evaluated at
the light of different situations.
Taking into account the hypotheses above, this work proposes
an architecture to support the manual and curated annotation of
scientific texts using modules from multiple ontologies. Another
contribution of this work is the way the ontology modules are
extracted. The main idea is to initially observe user’s document
annotations on a few documents using one ontology, learn from
it, and then extract modules from other relevant ontologies that
could be useful and complementary to the annotation task. The
proposed architecture embeds an ontology repository, from which
these other ontologies are selected. This selection is based not only
on the manual annotations the user initially performs, but also on
their surroundings, i.e., on the relevant terms that can be found in
the text lines close to the annotation point that were not initially
annotated. A prototype of such architecture has been developed.
It assumes that some initial document annotations were already
made, and it generates modules of the other ontologies stored in
the repository based on these initial annotations. To evaluate the
recall and precision of the modules generated by the proposed
architecture, experiments concerning a set of documents and
ontologies in the Biomedical domain have been carried out, with
the help of a domain specialist. Experiments’ results showed that
additional ontologies’ modules were useful and complementary
for document annotation.
This paper is structured as follows. Section 1.1 briefly intro-
duces the biomedical scenario and the annotation requirements.
Section 1.2 describes some related works, i.e., existing ontology
modularization approaches. Section 2 presents the proposedmulti-ontology annotation architecture, and describes the proto-
type that was built to validate the architecture main idea. Section 3
describes the experiments that were conducted, and discusses
their results. Section 4 concludes the work and points to some
future directions.
1.1. Ontology-based annotation in the biomedical scenario
Nowadays there are many ontologies on the biomedical domain
that can be found at the OBO Foundry and at the NCBO BioPortal.
The OBO Foundry is maintained by a group of researchers that
establish a set of principles for ontology development with the goal
of creating a suite of orthogonal interoperable reference ontologies
in the biomedical domain [12]. Besides being a repository, the OBO
Foundry plays the role of a reference organism, which reviews and
certifies a set of ontologies on the biomedical domain. At the time
of the writing of this paper, there were around 131 ontologies,
from which only 10 were considered OBO ontologies, while the
other 121 were still considered candidate ontologies.
The NCBO BioPortal is an ontology repository that provides a
text annotation service [20,21]. So far, there are about 376 ontolo-
gies in this repository. According to a previous study [22] that ana-
lyzed the size of the stored ontologies, approximately 3% have
more then 100,000 classes; 8% have more than 10,000 classes;
and more than 50% have more then 500 classes. Then, it is fair to
say that in the biomedical domain, ontologies are typically of med-
ium and large size, which hampers their reuse, especially for the
annotation task.
Semantic annotation is an approach to achieve the concepts of
the Semantic Web, whose information organization provides a
way to logically connect concepts and to establish interoperability
between systems [23]. It proposes to annotate a document using
semantic information from domain ontologies. Popov et al. [24]
define semantic annotation as a specific schema for generation
and use of metadata, enabling new methods of information access.
According to Ding et al. [25], the semantic annotation should be
explicit, formal and unambiguous, so that it becomes publicly
accessible, understood and identifiable. More specifically, we
emphasize that semantic annotation is an association between rel-
evant expressions or terms of a document or from metadata, and
concepts and instances described in the ontology. From this point
on, we will distinguish the word ‘‘term” and ‘‘concept” as follows:
‘‘term” is used to denote an expression that is present in a text to
be annotated; and ‘‘concept” is used to denote the label of the
classes within an ontology representation that is used to annotate
the text.
The multi-domain characteristic of biomedical articles makes it
difficult to obtain a well-annotated text with a single ontology.
Ontologies are typically built focused on only one domain. There-
fore, for a document to be well-annotated, the use of multiple
ontologies or taxonomies is needed. However, as mentioned previ-
ously, there are many available ontologies. Hence, another require-
ment is to identify which ontologies are compliant with the
domains of the documents. This scenario motivates us on the
investigation of alternative solutions for reducing the complexity
of ontology reuse for document annotation. Next section summa-
rizes some of the ontology modularization approaches that may
be useful.
1.2. Ontology modularization approaches
Modularization is intuitively understood as referring to a situa-
tion where an ontology, which exists as a whole, can also be seen
as a set of modules [26]. It implements a very well-known tech-
nique, divide to conquer, which is largely used in Computer Science.
Based on a comprehensive reviewof ontologymodularization found
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that are useful in the context of this work. According to [26], there
are four main strategies that are used in ontology modularization
approaches:
 Module Articulation: consists on choosing the generation of
overlapping or disjoint modules. In the first case, modules
may include common concepts, which facilitates the navigation
through the overlapping modules, but consistency is hard to
achieve. In the second case, modules are disjoint, and therefore,
they cannot contradict each other.
 Semantics: consists on focusing on specific domain applications,
i.e., items of knowledge (concepts, rules, axioms, ontology
instances) are allocated to distinct modules, according to the
domain they belong to.
 Structure: consists on the transformation of an ontology into a
graph structure, i.e. nodes correspond to concepts that are
interconnected by arcs (properties). In this approach graph
subsets (modules) are created based on structural properties.
Typically, it analyzes the axioms explicitly declared in an ontol-
ogy, taking into account the dependence among its elements,
and tries to join those that are highly related into a single
module [29].
 Machine learning: consists on using some previous process for
knowledge acquisition as input for modularization. Some speci-
fic techniques, such as data mining and cluster analysis can be
used for machine learning.
According to [30], ontology modularization approaches can be
classified in two types: partitioning and extraction. In partitioning
approaches, the output is a set of modules (usually numerous mod-
ules), while in extraction approaches the output is usually one part
of the ontology (usually one module).
 Ontology Partitioning: It consists on dividing an ontology into a
set of modules according to some previously defined criteria,
provided they would produce a good modularization. Ontology
partition is usually based on a structural strategy. This strategy
may be applied to very large ontologies, also helping to main-
tain them and to inspect smaller portions of the ontology.
SWOOP [31] and PATO [32] are tools that implement this
approach.
 Module Extraction: Also called segmentation, it consists on
reducing an ontology into a subpart comprising a specific sub-
vocabulary. This approach was the one used in the present
work. It often relies on the so-called traversal approach [33]:
starting from the elements of the input sub-vocabulary, rela-
tions in the ontology are recursively traversed to gather rele-
vant (i.e. related) elements to be included in the module
[33,30]. KMI [17], PROMPT [34], SEGMENTATION [35], and
Locality Module Extractor [36] are tools that follow the Module
Extraction approach.
KMI generates small modules, and one of its main advantages is
its ability to make inferences during the modularization process,
which enables the validation of some ontology logic properties.
The PROMPT tool is integrated to Protégé1 as a plug-in, and enables
comparing, merging and extracting views from ontologies. It works
as an interactive process that extracts modules of an ontology and
integrates them into a second ontology that is being edited. In fact,
the module extraction process is incremental, and through the users
interaction, it is possible to select new elements (classes and rela-
tionships) from the current module that can serve as a starting point1 http://protege.stanford.edu/.to extract other elements. The SEGMENTATION tool makes use of the
traversal approach to extract modules. Similarly to the partition
approach, it considers the ontology as a graph, but instead of parti-
tioning it, it starts the extraction process from a specific node (con-
cept), and from its arcs (relationships) it builds a list of nodes to be
extracted according to the semantic embedded in the ontology to
produce relevant segments. In this work we used this tool to extract
ontology modules. Another similar work is the Locality Module
Extractor tool2, which focus on a logic-based extraction of modules
to provide a conservative extension. The idea is to reuse part of an
ontology Q within an ontology P in such a way that P [ Q produces
exactly the same logical consequences over the vocabulary of Q as
Q alone does. However, none of these initiatives take into account
the annotation task.
To address the task of annotating scientific texts, modules
should be generated according to the content of a selection of texts
(corpus), and to the interest of the specialist who will annotate
them. Therefore, a combination of semantics and machine learning
strategies should be applied to accomplish this task. Semantics is a
good strategy because the corpus to be annotated is usually
focused on some specific domain. Additionally, machine learning
techniques applied to a corpus sample, would be helpful to outline
the focus/domain of the annotator. Moreover, as stated before, the
task of text annotation requires the use of multiple ontologies, and
consequently, performance is an issue that should be addressed. In
this sense, this task would improve performance using ontologies
of reduced size. The module extraction approach not only reduces
the ontology size, but also may combine a semantic strategy, focus-
ing on a specific vocabulary that reflects the texts contents and/or
the scientist interest.
Wennerberg et al. [19] propose a corpus-based ontology modu-
larization for medical image annotation. They propose a module
extraction approach, using a combination of machine learning
and semantic strategies. A corpus of text documents on a specific
disease is built, and a set of linguistic and statistical techniques
are applied to that corpus to identify the most relevant terms.
Modules essentially consist of concepts that are identified as
relevant, and of concepts that are hierarchically related to them
(parent and child concepts). These contextualized modules are
then offered to the image annotator. However, the authors did
not aim at text annotation, which is addressed in the present work.
Another interesting work is the one proposed by d’Aquin et al. [17],
which applies ontology modularization to text annotation.
However, its focus is on Web pages, and do not take into account
previous user annotations, which may impact directly on the size
and focus of the generated modules.
An interesting tool is the NCBO Annotator [20,21]. It is available
from the BioPortal [13], and allows annotation with multiple
ontologies for short texts. However, for longer texts it is available
only as a Web service. It was built with focus on biological datasets
annotations, and it is limited to a set of ontologies. Moreover, it
does not provide manual annotation, nor reports on the use of
ontology modularization techniques to enhance performance.
Another interesting and recent initiative was the one presented
by da Silva and Cavalcanti [15]. Differently, this work proposes
an ontology modularization technique for the reuse of multiple
ontologies in the annotation task. The main idea is to speed up
the annotation task, using an automatic approach. However, as
both works [20,15] assume automatic annotation, they do not con-
sider the curation of such annotations. Their focus is on classifying
a large set of documents to facilitate research study conduction.
A formal description of ontology module extraction can be
found in [30], and here it was adapted as follows: given an2 http://www.cs.ox.ac.uk/isg/tools/ModuleExtractor/.
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module extraction mechanism should return a module MO;V  O,
where MO;V is supposed to be the relevant part of O that covers
V. In the context of this work, V may be defined as the union of
(i) a set of terms that were extracted from a text sample (selected
from a given corpus), and (ii) a set of concepts extracted from a set
of previous annotations on the text sample using an ontology.
2. Material and methods
After a detailed analysis of tools that support the document
annotation process, it was possible to conclude that most of them
do not provide semantic enrichment through the use of multiple
ontologies [14]. To the best of our knowledge, only three works
report on applying modularization techniques to multiple-
ontologies for annotation support. However, neither of them took
the user manual annotation history during the annotation process.
This work proposes a Multi-Ontology Annotation Architecture,
an annotation approach to help the user in his/her document anno-
tation task, using multiple ontologies. Typically, the user is a
domain specialist who needs to annotate scientific documents of
his/her interest. The main idea is to capture the manual annotation
that the user performs over some text, using a chosen ontology,
named here the Base Ontology. Based on the annotations that the
user made along the text, and from their surrounding relevant text
terms extracted from the nearby lines, other ontologies are ana-
lyzed, and modules are extracted from them. These modules will
be provided for the user, to better enrich and accomplish the doc-
ument annotation task. In this context, this section presents the
architecture proposed to achieve this goal, and describes the func-
tionality of the architecture components.
2.1. Architecture overview
The proposed architecture (Fig. 1) focuses on modularization,
and its main idea is to use some criteria to extract only the part
of the ontology that would be interesting for the user. Briefly
describing the architecture, the user interacts with the ontology
and document manager modules to choose an ontology (initial
one) and the document for annotation. Then, the user interacts
with the annotation manager module to perform initial annota-
tions. While the user annotates, the annotation manager is able
to monitor the user and his/her interests, and based on these anno-
tations and the surrounding phrases and paragraphs, it prepares a
seed for the ontology extraction module. The module extractor
then extracts new ontology modules from different ontologies.
These new ontology modules are then offered to the user by the
ontology manager module for complementary annotation. Each
of these modules is described in more details as follows:
i. Ontology Manager: this module is responsible for maintain-
ing the ontologies’ modules repository, and the full ontolo-
gies. Each ontology or ontology module is stored together
with its metadata (such as uri, name, description, and
language), as well as its concepts, with their respective
descriptions. All information is stored in a relational
database according to a specific relational schema [37],
whereas the ontology file itself is kept in a file directory.
Alternatively, an external remote ontology repository can
be used, through remote connection to external relational
database servers;
ii. Document Manager: it aims at maintaining a textual docu-
ments repository, where each document is stored with its
metadata (such as title, author, publication, source, and data).
It also calculates the frequency of terms in each documentpreviously to its annotation. This will enable the calculation
of the relevance of each term in a document/corpus, i.e., its
relative frequency within a document and within the set of
documents (corpus) inside the repository. More details can
be found on Section 2.3;
iii. Annotation Manager: once the document and the ontology
repositories are populated, this module is activated to sup-
port the user (manual) annotation task. The user starts this
process using one chosen ontology, previously stored in
the ontology repository (also called Base Ontology). This
ontology is a user choice to start with. Usually, this choice
depends on his/her familiarity to the chosen ontology. All
user’s document annotations are stored by this module. Each
annotation is associated to an ontology concept, which cor-
responds to a document term. The Annotation Manager is
able to provide the user not only with a complete ontology
(Base Ontology) for initial annotations, but also with extra
ontologies’ modules. In order to do that, it counts on the
functionality of two other sub-modules, described as
follows:
a. Surrounding Term Identification: this module identifies the
terms that are close to the annotated ones, i.e., in the
surrounding paragraphs and phrases (limited to some pre-
configured threshold). The surrounding area is defined in
terms of lines before and after the location of each term that
is annotated in the text, and can be configured previously by
the user. The selected terms are associated to their relevance,
which was calculated by the document manager module (ii);
b. Seed Composer: the set of concepts and terms involved in
recent annotation activity, together with the surrounding
identified terms, will constitute the seed that will serve as
the input for extracting relevant modules (iv). The most rel-
evant surrounding terms are selected, according to a pre-set
minimum threshold. The seed composer module may be
activated on demand, or automatically, after the user has fin-
ished his initial annotations;
iv. Ontology Module Extractor: this module is responsible for
extracting relevant modules from the ontologies (different
from the Base Ontology) that are stored in the repository.
The extraction is executed based on the seed provided by
the seed composer (v), using the traversal technique [33].
All the extracted modules are then stored and maintained
by the ontology manager module (i), and are also associated
with their corresponding ontology files. Moreover, after gen-
erated, each ontology module is made available to be used in
the annotation process, while the user interacts with the
Annotation Manager.
The document and ontology repositories, as well as the annota-
tion registry, are stored in a relational database. Its schema was
conceived based on the conceptual schema presented in Fig. 2.
According to this schema, an ontology is described by some
attributes (name; description, etc.) and is related to (contain) its
corresponding concepts. Each concept of a specific ontology is rep-
resented uniquely. A concept is described by its name and
description and belongs to only one ontology. Analogously, each
document (text) is described by some attributes
(web address; publication date, etc.) and is related to (have) its cor-
responding terms. Each term of a specific document is represented
uniquely. A term is described by some pre-calculated attributes
such as its number of occurrences in a text (number occurrences),
and its relative frequency with respect to the document (tf) and
with respect to the corpus (tf idf ). Each concept may be related
by annotation to a set of terms, and each term may have been
annotated by many concepts.
Fig. 1. Multi-ontology annotation architecture.
Fig. 2. Database conceptual schema.
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In order to illustrate the multi-ontology annotation architecture
functionality, an example of its usage is described as follows.
Suppose a biologist needs to annotate a scientific text about a
new trypanosomatid protein, and that he/she is familiar with the
CHEBI ontology. Naturally, he/she chooses it as the Base Ontology
for initial annotation.
Fig. 3 presents an example of a document excerpt with a few
annotations using the CHEBI ontology, i.e., each relevant term in
the document has been associated with the concepts of this ontol-
ogy. Formally, an annotation can be expressed according to the
tuple3 < as; ap; ao; ac > [38], where: as – represents the term of the3 Alternatively, a vocabulary for annotation representation is under development
and available at http://www.openannotation.org/spec/core/.text (or subject) being annotated; ao – represents the annotation,
i.e. the ontology concept (or class) to which the term is associated;
ap – is the predicate that defines the type of relationship between
as and ao and; ac – is the context in which the annotation is done.
Table 1 illustrates some of the annotation tuples captured by the
annotation module. These tuples, which are the result of the user
activity illustrated in Fig. 3, are stored in the annotation database.
It is worth observing that for each annotation the user interactively
informs the system the kind of predicate (ap) that associates the sub-
ject (as) with the corresponding concept in the ontology (ao).
Based on the <Protein, is-a, polyatomic entity> annotation
tuple, the surrounding term identification module selects terms
situated close to the term protein, as illustrated in Fig. 4. This pro-
cedure is repeated for each tuple. Then the seed composer module
takes the most relevant terms from the set of surrounding terms
that were identified (trypanosomatid, TRIB-like, TRIBlike,
Fig. 3. Annotated document with ChEBI ontology.
Table 1
Document annotations.
as ap ao
Protein is-a polyatomic entity
Zinc same-as zinc atom
Nucleus same-as atomic nucleus
Nucleus is-a nuclear particle
Fig. 4. Terms surrounding the previously annotated term protein.
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with the set of terms (as) and concepts (ao) of these tuples. It is
worthwhile observing that the term identification, which was
selected as a surrounding term, was not added to the seed. This
is because its computed relevancy was low, if compared to other
terms in the set of terms, which were more relevant, such as try-
pamossomatid and eukaryotic.
Finally, the seed is delivered to the ontology extractor module,
which uses it to extract modules from the PHARE and SO ontolo-
gies, as illustrated in Fig. 5. These ontology modules are then made
available for the user, in the Annotation Manager module interface.
This makes it possible to complement the document annotation, as
the user may count on reduced and relevant versions of ontologies.
For example, the term RNA polymerase could be better described in
the SO ontology, and this annotation would complement the initial
annotations with the CHEBI ontology.
2.3. Prototype implementation
A prototype named SAM4 (Support for Annotation with Multiple
ontologies) was implemented as a proof of concept of the Multi-
Ontology Annotation Architecture. SAM stores and deals with the
largely used formats: OWL format for ontology (and ontology mod-
ules) representation, and the TXT format for text documents. It was
implemented in Java5 programing language, v.1.7, using Jena,6
Lucene7 v.3.6, and OWLAPI8 v.3.0 packages. SAM uses the SEGMEN-
TATION tool [35] to act as the ontology extractor module. A simple
manual annotation interface (see Fig. 6) was implemented. It cap-
tures the user’s annotations and stores them into the database.4 https://github.com/priscillaccg/SAMproject.
5 http://www.java.com/en/download/whatis_java.jsp.
6 http://jena.sourceforge.net/ontology/.
7 http://lucene.apache.org/core/.
8 http://owlapi.sourceforge.net/.The PostgreSQL (9.0) database management system was used to
store these annotations, as well as the documents’ and ontologies’
metadata.
For each document, terms and their relevancy are also stored in
the database. It is worth mentioning that the relevancy of each
term in the context of the document repository (corpus) is calcu-
lated using an implementation of the TF-IDF (term frequency
inverse document frequency) algorithm [39], available at the
Lucene package. Among other similar algorithms for statistical
measure, the TF-IDF is largely used in the literature. It is able to
evaluate how important a term is for the document in which it
appears, given the document corpus. The importance of a term
increases with the number of times it appears in the document,
but it is balanced by the term frequency within the corpus.
The Surrounding terms identification and Seed composer mod-
ules play the main role at SAM. They use all data stored in the data-
base to build the seed for the Ontology extractor.3. Experiments and discussion
In order to validate the proposed module extraction approach
(Section 2), two experiments using the SAM tool were performed.
This section describes the methodology used to run the experi-
ments, and also presents their results and discussion.
Fig. 5. Modules extracted from the PHARE and SO ontologies.
Fig. 6. SAM annotation interface.
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Two experiments were organized: Experiment A, which aimed
to evaluate the size of the ontology modules and how much of
the modules was really used for text annotation; and Experiment
B, which aimed to evaluate the recall and precision of the multi-
annotation when compared to a Gold standard. To perform these
experiments, a set of documents (corpus) and a set of ontologies
were selected with the help of a specialist in the biology/pharma-
cogenomics domain.
Three ontologies were selected according to the following
criteria: (i) be of medium or large size, in order to justify the
modularization need; (ii) be related to the specialist domain ofinterest; and (iii) they should present complementary characteris-
tics, i.e., encompass different areas inside the Biology domain.
According to these criteria, the specialist chose the following
ontologies: Chemical Entities of Biological Interest (ChEBI) [40],
Sequence Ontology (SO) [41] and PHArmacogenomic Relation-
ships Ontology (PHARE) [42]. At the time of this experiment,
these ontologies were available at the BioPortal site: the ChEBI
ontology had 1069 concepts and restrictions to represent a struc-
tured classification of chemical components of biological rele-
vance; the SO ontology had 1967 concepts and restrictions that
describe biological sequences; and the PHARE ontology had 229
concepts and specific restrictions about the pharmacogenomics
domain.
Table 2
Experiment scenarios.
Scenario Base Ontology Ontologies from which modules were extracted
(i) ChEBI PHARE, SO
(ii) PHARE ChEBI, SO
(iii) SO PHARE, ChEBI
P.C.e.C. Gomes et al. / Journal of Biomedical Informatics 58 (2015) 208–219 215The corpus was formed based on the focus of the specialist
research interest, which, in this case, was on the biomedical
domain. The papers have been selected from a collection of more
than 500 papers, previously selected by the specialist at the
PUBMED9 site. The specialist interest was to find papers about gene
essentiality. Similar experiments on previous works [43,44] used less
than 20 documents. Therefore, a selection of 10 documents formed
the corpus. These papers can be retrieved at the PUBMED site
through their identification (e.g. PMC99812) showed in Table 4.
Each document was annotated with each of the three full
ontologies, separately. First manually, and then, in order to speed
up and complete the manual annotation, an automatic annotation
tool was used, as follows. Initially, the specialist annotated each
document using no ontology/tool, simply highlighting what she
thought was important, since at that time, SAM UI annotation facil-
ity was not available. Then, we used the GATE tool [7] to automat-
ically annotate the same documents. GATE was chosen for three
reasons: (i) availability; (ii) automatic annotation functionality;
and (iii) ontology input flexibility. The results of GATE annotation
tool on each document were presented to her and she revised
them, adding the GATE suggested annotations that she found rele-
vant. The choice for a reduced number of documents was conve-
nient for performing this manual annotation/revision. The
resulting set of relevant annotated terms in each document was
computed and was used as the Gold standard in the B experiment.
The number of relevant terms is presented in column R of Table 4.
3.1.1. Experiment A
The goal of this experiment was to evaluate module size reduc-
tion and module usage rate. In order to achieve this goal, each doc-
ument was annotated individually with each one of the three full
ontologies, thus generating three distinct sets of annotation tuples.
Each of these sets was stored in SAM database. For each set, the
Surrounding terms identification and the Seed composer mod-
ules were activated, and after generating the seed, they activated
the Ontology module extractor. With those three sets of annota-
tions, it was possible to generate three scenarios: (i) documents
annotated with the ChEBI ontology were taken as the basis to gen-
erate modules of the PHARE and SO ontologies; (ii) documents
annotated with the PHARE ontology were taken as the basis to gen-
erate modules of the ChEBI and SO ontologies; and (iii) documents
annotated with the SO ontology were taken as the basis to generate
modules of the ChEBI and PHARE ontologies. Table 2 summarizes
these scenarios.
As explained, for each scenario the initial annotation took one of
the three ontologies as the Base Ontology. Then, two modules were
extracted from the two other ontologies. For the module extrac-
tion, SAM was configured to identify surrounding terms within 5
lines in the text, above and below each annotation point. With
respect to the ranked list of surrounding terms, using the TF-IDF
metric, a maximum ranked based selection (50 terms) was used
to compose the seed for module extraction. The ontology module
extractor generated a total of six ontology modules based on each
document annotation, two for each scenario described before.
Thus, for the set of 10 documents, a total of 60 modules was gen-
erated. Then, each ontology module was compared to the corre-
sponding original full ontology to evaluate the reduction in terms
of size (number of concepts, available at Table 3).
In addition, each one of the ontology modules was used to
annotate the same document based on which it was extracted.
Although a manual annotation procedure could have been used,
it would be necessary to organize a team of specialists to accom-
plish the annotation using the 60 generated modules. Since it9 http://www.ncbi.nlm.nih.gov/pmc/.was not possible to put together such a team, for agility reasons,
GATE automatic annotation tool was used to perform the annota-
tion with those modules. Then, the usefulness of each module in
terms of the number of concepts used for annotation was
calculated.
3.1.2. Experiment B
The goal of this experiment was to evaluate the quality of each
module. In order to achieve this goal we counted on the help of a
specialist, who manually annotated the same set of documents,
as described previously in Section 3. It is worth observing that this
procedure was able to collect the set of terms considered relevant
by the specialist for annotation. These manual annotations were
taken as the gold standard, and thus it was possible to calculate
the Precision(P) and Recall(Re) [39] metrics for each module (auto-
matic) annotation. P indicates how precise the annotations with
one module were when compared to the gold standard, while Re
indicates how much of the gold standard annotations were in fact
covered by each module annotation.
It must be emphasized that the main goal of this experiment
was to evaluate the additional percentage of annotation that was
obtained with each module annotation, with respect to the initial
Base Ontology annotation, i.e. how complementary each module
would be to the initial annotation (complementarity). Taking sce-
nario (i) of Table 2 as an example, the intention was to verify
how complementary SO module was to the CHEBI ontology
annotation.
The following sets were used to facilitate the analysis of the
experiments results:
– Oi: set of concepts of ontology i;
– Mi;j: set of concepts of module of ontology i extracted based on
the annotations using ontology j;
– AOi: set of annotated terms using Oi;
– AMi;j: set of annotated terms using Mi;j;
– ACMi;j: set of concepts used to annotate using Mi;j;
– R: set of relevant terms annotated manually by the domain
specialist;
– IMi;j: set of relevant terms that were annotated using Mi;j, i.e.,
AMi;j \ R;
– IOi: set of relevant terms that were annotated using Oi, i.e.,
AOi \ R;
– IMCi;j: set of relevant terms that were annotated using Mi;j but
do not belong to Oj, i.e., IMi;j  Oj;
– UMi;jOj: union of the set of terms annotated using Mi;j and the
set of terms annotated using Oj, i.e., AMi;j [ AOj;
3.2. Results and discussion
3.2.1. Experiment A results
Based on the sets described previously, the following metrics
were used for the A experiment results, shown in Table 3:
i. Module size j Mi;j j: number of concepts of a module;
ii. Module size rate j Mi;j j  j Oi j (%): rate between the module
size and the size of the ontology it was extracted from;
Table 3
Experiment A results.
MOntology;Seed Metrics Documents Average
P99812 P111297 P113189 P209577 P307229 P359286 P2423160 P2633045 P2786605 P2973815
Mphare;chebi Module size (jMi;jj) 22 24 22 24 23 18 33 31 24 28 24.9
Module size rate
(jMi;j j=jOij)
0.096 0.105 0.096 0.105 0.100 0.079 0.144 0.135 0.105 0.122 0.109
No. concepts Used
(jACMi;jj)
13 17 12 14 14 9 28 21 13 19 16
Usage Rate
(jACMi;jj=jMi;jj)
0.591 0.708 0.545 0.583 0.609 0.500 0.848 0.677 0.542 0.679 0.628
Mphare;so Module size (jMi;jj) 26 30 20 27 18 24 23 25 21 29 24.3
Module size rate
(jMi;j j=jOij)
0.114 0.131 0.087 0.118 0.079 0.105 0.100 0.109 0.092 0.127 0.106
No. concepts Used
(jACMi;jj)
17 20 12 16 14 14 17 16 13 20 15.9
Usage Rate
(jACMi;jj=jMi;jj)
0.654 0.667 0.600 0.593 0.778 0.583 0.739 0.640 0.619 0.690 0.656
Mso;phare Module size (jMi;jj) 199 187 139 194 156 194 179 187 198 187 182
Module size rate
(jMi;j j=jOij)
0.101 0.095 0.071 0.099 0.079 0.099 0.091 0.095 0.101 0.095 0.093
No. concepts Used
(jACMi;jj)
15 17 11 20 12 25 19 17 19 19 17.4
Usage Rate
(jACMi;jj=jMi;jj)
0.075 0.091 0.079 0.103 0.077 0.129 0.106 0.091 0.096 0.102 0.095
Mso;chebi Module size (jMi;jj) 0 101 76 116 81 105 87 70 95 81 81.2
Module size rate
(jMi;j j=jOij)
0.000 0.051 0.039 0.059 0.041 0.053 0.044 0.036 0.048 0.041 0.041
No. concepts Used
(jACMi;jj)
0 11 9 14 7 19 7 5 9 10 9.1
Usage Rate
(jACMi;jj=jMi;jj)
0.000 0.109 0.118 0.121 0.086 0.181 0.080 0.071 0.095 0.123 0.099
Mchebi;phare Module size (jMi;jj) 158 171 139 150 154 92 145 165 97 146 141.7
Module size rate
(jMi;j j=jOij)
0.148 0.160 0.130 0.140 0.144 0.086 0.136 0.154 0.091 0.137 0.133
No. concepts Used
(jACMi;jj)
3 8 3 5 5 1 9 8 5 10 5.7
Usage Rate
(jACMi;jj=jMi;jj)
0.019 0.047 0.022 0.033 0.032 0.011 0.062 0.048 0.052 0.068 0.039
Mchebi;so Module size (jMi;jj) 155 164 144 103 85 147 88 105 150 155 129.6
Module size rate
(jMi;j j=jOij)
0.145 0.153 0.135 0.096 0.080 0.138 0.082 0.098 0.140 0.145 0.121
No. concepts Used
(jACMi;jj)
3 7 4 3 1 1 2 4 8 10 4.3
Usage Rate
(jACMi;jj=jMi;jj)
0.019 0.043 0.028 0.029 0.012 0.007 0.023 0.038 0.053 0.065 0.032
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ber of concepts of a module that were used to annotate a
document with that module and the size of the module,
i.e., how much of the module was useful for annotation.
The MOntology;Seed column of Table 3 indicates which ontology
seed was used to generate another ontology module. For example,
the first row presents the size of the module extracted from the
PHARE ontology using the seed that was built based on the anno-
tations in each document (P99812, P11297, . . .) using the ChEBI
ontology. Table 3 shows that most of the generated modules sizes
were on average 10% of the size of the original ontology, which
means a good reduction rate for ontology reusability.
With respect to the usage metric, Fig. 7 shows that the PHARE
ontology modules were better used when compared to the other
ontology modules (ChEBI and SO).3.2.2. Experiment B results
Based on the sets described previously, the following metrics
were used for the B experiment results, as shown in Tables 4–7:i. Module Complementarity (j IMCi;j j  j UMi;jOj j): rate
between the relevant and complementary annotations using
the module of ontology i, and the total number of annota-
tions using that module and the ontology j (seed ontology);
ii. Module annotation precision (P ¼j IMi;j j  j AMi;j j): rate
between the relevant annotations with module Mi;j, and
the total of annotations with module Mi;j;
iii. Module annotation recall (Re ¼j IMi;j j  j R j): rate between
the relevant annotations with module Mi;j, and the total of
relevant expected annotations;
iv. Module annotation f-measure (2  P  Re ðP þ ReÞ): har-
monic mean of precision and recall.
Table 4 shows that with respect to the annotations with the full
ontologies, there were more annotations using the PHARE ontology
(168.2 on average) than using the ChEBI (14.4 on average) or the
SO (41.5 on average) ontologies. With respect to the combination
of precision and recall metrics (f-measure) over the average values,
note that the PHARE ontology had the best performance, when
compared to ChEBI and SO. In addition, it is worth noticing that
ChEBI was the most precise and had the worst recall, while PHARE
Fig. 7. Experiment B results with respect to the ontology module usage (i.e., item (iii) of Section 3.2.1).
Table 4
Annotation results using full ontologies.
Document R Ontologies
Phare SO Chebi
AO IO AO IO AO IO
PMC99812 152 181 115 38 29 8 7
PMC111297 151 160 95 48 37 18 17
PMC113189 104 132 76 33 22 8 7
PMC209577 101 113 60 47 30 15 13
PMC307229 105 148 83 30 22 12 9
PMC359286 133 160 90 53 35 9 8
PMC2423160 164 221 128 39 25 19 16
PMC2633045 166 206 118 39 27 21 18
PMC2786605 121 162 94 47 27 14 11
PMC2973815 128 199 96 41 23 20 14
Average 132.5 168.2 95.5 41.5 27.7 14.4 12
Precision 0.568 0.667 0.833
Recall 0.721 0.209 0.091
F-measure 0.635 0.318 0.163
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are inversely related to the size of the ontology, i.e., the larger the
ontology, the lower the recall.
Now, analyzing each particular ontology module, which is a
reduced version of the original ontology, the recall is also reduced,
as expected. Table 5 shows that the annotation results of theTable 5
PHARE ontology module annotation results.
Document R PHARE Ontology Modules
Phare-Chebi
M AM IM Precision Recall IMC UMO C
PMC99812 152 22 58 40 0.69 0.26 36 43 0.
PMC111297 151 24 43 31 0.72 0.21 28 45 0.
PMC113189 104 22 24 20 0.83 0.19 18 25 0.
PMC209577 101 24 40 24 0.60 0.24 22 35 0.
PMC307229 105 23 41 25 0.61 0.24 22 31 0.
PMC359286 133 18 28 21 0.75 0.16 20 28 0.
PMC2423160 164 33 76 53 0.70 0.32 46 62 0.
PMC2633045 166 31 73 50 0.68 0.30 45 63 0.
PMC2786605 121 24 44 31 0.70 0.26 27 38 0.
PMC2973815 128 28 66 37 0.56 0.29 34 48 0.
Average 132.5 24.9 49.3 33.2 0.69 0.25 29.8 41.8 0
F-measure 0.36PHARE modules had good precision results, varying between 0.56
and 0.84, and averaging 0.69. With respect to complementarity,
module annotations also presented good results, showing that
the PHARE modules enriched the initial annotation with an
average of more than 70% of the annotations, in one case
(PHARE-ChEBI), and more than 47%, in the other case (PHARE-SO).
Table 6 shows the annotation results of the SO ontology mod-
ules. It is worth observing that SO modules had also good precision
results, ranging from 0.56 to 1.00. However, recall and complemen-
tarity results were very low. While the SO-PHARE module showed
some usefulness (32% of complementarity on average), the
SO-ChEBi module had only 5.5% of complementarity, and therefore,
it was the least useful module. Particularly, on document
PMC99812, this module had 0 annotation precision because it
did not have a significant number of annotations with the ChEBI
full ontology as well.
Finally, the ChEBI modules results were the worst of all scenar-
ios. Table 7 shows that the ChEBI-PHARE module had very bad pre-
cision results, varying from 0.40 to 1.0, aside the zero occurrences.
For recall and complementarity criteria the results were the lowest
if compared to the other ontologies’ modules.3.2.3. Discussion
The experiments performed along this work showed that our
approach to extract modules based on an initial annotation obser-
vation is able to facilitate the annotation task. They confirmed thePhare-SO
omplem. M AM IM Precision Recall IMC UMO Complem.
837 26 70 46 0.66 0.30 37 66 0.561
622 30 45 38 0.84 0.25 29 66 0.439
720 20 23 19 0.83 0.18 16 38 0.421
629 27 48 27 0.56 0.27 18 48 0.375
710 18 45 26 0.58 0.25 15 37 0.405
714 24 49 32 0.65 0.24 23 58 0.397
742 23 47 36 0.77 0.22 31 56 0.554
714 25 53 38 0.72 0.23 31 58 0.534
711 21 48 33 0.69 0.27 22 49 0.449
708 29 66 37 0.56 0.29 31 54 0.574
.711 24.3 49.4 33.2 0.69 0.25 25.3 53.0 0.471
0.37
Table 6
SO ontology module annotation results.
Document R SO Ontology modules
SO-Phare SO-Chebi
M AM IM Precision Recall IMC UMO Complem. M AM IM Precision Recall IMC UMO Complem.
PMC99812 152 199 14 13 0.93 0.09 5 120 0.042 0 0 0 0.00 0.00 0 7 0.000
PMC111297 151 187 15 15 1.00 0.10 7 102 0.069 101 11 10 0.91 0.07 8 25 0.320
PMC113189 104 139 12 9 0.75 0.09 4 80 0.050 76 10 7 0.70 0.07 7 14 0.500
PMC209577 101 194 20 16 0.80 0.16 7 67 0.104 116 15 11 0.73 0.11 9 22 0.409
PMC307229 105 156 12 11 0.92 0.10 1 84 0.012 81 7 6 0.86 0.06 6 15 0.400
PMC359286 133 194 26 20 0.77 0.15 9 99 0.091 105 21 16 0.76 0.12 15 23 0.652
PMC2423160 164 179 19 15 0.79 0.09 8 136 0.059 87 8 6 0.75 0.04 4 20 0.200
PMC2633045 166 187 18 14 0.78 0.08 5 123 0.041 70 6 4 0.67 0.02 3 21 0.143
PMC2786605 121 198 21 16 0.76 0.13 4 98 0.041 95 10 6 0.60 0.05 6 17 0.353
PMC2973815 128 187 19 13 0.68 0.10 4 100 0.040 81 9 5 0.56 0.04 5 19 0.263
Average 132.5 182.0 17.6 14.2 0.82 0.11 5.4 100.9 0.055 81.2 9.7 7.1 0.65 0.06 6.3 18.3 0.324
F-measure 0.19 0.10
Table 7
Chebi ontology module annotation results.
Document R Chebi Ontology Modules
Chebi-Phare Chebi-SO
M AM IM Precision Recall IMC UMO Complem. M AM IM Precision Recall IMC UMO Complem.
PMC99812 152 158 3 2 0.67 0.01 1 116 0.009 155 3 2 0.67 0.01 1 30 0.033
PMC111297 151 171 7 6 0.86 0.04 4 99 0.040 164 11 6 0.55 0.04 4 41 0.098
PMC113189 104 139 0 0 0.00 0.00 0 76 0.000 144 4 3 0.75 0.03 3 25 0.120
PMC209577 101 150 5 3 0.60 0.03 2 62 0.032 103 0 0 0.00 0.00 0 30 0.000
PMC307229 105 154 5 2 0.40 0.02 0 83 0.000 85 1 0 0.00 0.00 0 22 0.000
PMC359286 133 92 1 0 0.00 0.00 0 90 0.000 147 1 0 0.00 0.00 0 35 0.000
PMC2423160 164 145 9 7 0.78 0.04 1 129 0.008 88 2 2 1.00 0.01 2 27 0.074
PMC2633045 166 165 8 6 0.75 0.04 3 121 0.025 105 4 3 0.75 0.02 3 30 0.100
PMC2786605 121 97 5 4 0.80 0.03 2 96 0.021 150 8 5 0.63 0.04 4 31 0.129
PMC2973815 128 146 10 6 0.60 0.05 4 100 0.040 155 10 7 0.70 0.05 6 29 0.207
Average 132.5 141.7 5.3 3.6 0.55 0.03 1.7 97.2 0.017 129.6 4.4 2.8 0.50 0.02 2.3 30.0 0.076
F-measure 0.05 0.04
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Modules extracted from the original ontologies are significantly
smaller than the ontologies themselves, in average 10% when com-
pared to the size of the original ontology (Table 3); (ii) The comple-
mentary and precision metrics (Tables 5–7) results are very
promising, and confirm that our approach for extracting modules
has generated useful ontology modules for the annotation task. It
is worth noticing that precision results were on average above
0.5 for all modules; and (iii) Documents annotated using the gen-
erated ontologies’ modules are better annotated than those using a
single original ontology, and this was demonstrated in Fig. 7, which
shows that the PHARE module enriched the initial annotation with
more than 70% of the annotations.
Furthermore, this work lead us to some other conclusions: (i) it
is clear that the use of automatic tools to support document anno-
tations is very useful, but it requires a filtering process by a domain
specialist to reduce the annotations with non-relevant terms; and
(ii) also, it was observed that some modules were not as comple-
mentary and useful as others, specially for modules of the ChEBI
ontology. Although the three ontologies were selected counting
on the domain specialist interest, it was clear that the PHARE
ontology and its corresponding modules were the ones that best
annotated the document contents. It is worth observing (Tables 3
and 5) that with just 10% of the PHARE ontology elements, these
modules provided an average of more than 70% and 47% for the
ChEBI and SO initial annotation, respectively, despite the low recall
(25%). Obviously, the closer the selected ontologies are to the doc-
uments in hands, the better are the generated modules and their
annotation results.4. Conclusion
Currently, a large number of biomedical ontologies have been
developed, providing a comprehensive vocabulary for the annota-
tion task. However, due to the ontology complexity, document
manual annotation is still a hard task. Furthermore, it generally
requires more than one ontology in order to ensure a higher cover-
age of relevant terms within a text, and most annotation tools do
not provide facilities concerning the use of modules of multiple
ontologies.
This work intended to fill this gap by proposing amodularization
architecture to facilitate the use of different and multiple biomedi-
cal ontologies in the process of annotating scientific texts. Its main
contribution is the way it builds the seed for the ontology extractor
module by exploring an initial annotation and its surroundings.
Although this approach does not guarantee a complete annotation
coverage of the document, the main idea is to facilitate and expand
the manual annotation through the use of different additional
ontologies’ modules. Based on this architecture, a prototype was
implemented. In order to validate the extraction approach a set of
experiments was conducted, taking into account the annotation of
a set of related documents, using three selected ontologies.
Experiments showed that additional ontologies’ modules were use-
ful and complementary for document annotation. This was shown
on the results obtained with the PHARE modules, which were the
best ones in terms of complementarity, usefulness, precision and
recall. Thus, it seems fair to say that the proposed approach may
provide to the user a valuable support for the manual annotation
task, when dealing with multiple relevant ontologies.
P.C.e.C. Gomes et al. / Journal of Biomedical Informatics 58 (2015) 208–219 219Future work includes performing further experiments to rein-
force the obtained results. These experiments should involve dif-
ferent sets of domain ontologies, parameter setting variation, a
larger number of texts, and should count on more biologists to val-
idate the annotations. In addition, it is also interesting to investi-
gate the impact that different implementation techniques would
have in the performance of SAM prototype. In this direction, we
plan on using variations of the module extraction and the term rel-
evance techniques.
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