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Résumé
Face à l’explosion des nouvelles technologies (mobiles, capteurs, etc.), de grandes
quantités de données localisées dans l’espace et dans le temps sont désormais dispo-
nibles. Les bases de données associées peuvent être qualiﬁées de bases de données spatio-
temporelles car chaque donnée est décrite par une information spatiale (e.g. une ville, un
quartier, une rivière, etc.) et temporelle (e.g. la date d’un événement). Cette masse de don-
nées souvent hétérogènes et complexes génère ainsi de nouveaux besoins auxquels les
méthodes d’extraction de connaissances doivent pouvoir répondre (e.g. suivre des phé-
nomènes dans le temps et l’espace).
De nombreux phénomènes avec des dynamiques complexes sont ainsi associés à des
données spatio-temporelles. Par exemple, la dynamique d’une maladie infectieuse peut
être décrite par les interactions entre les humains et le vecteur de transmission associé
ainsi que par certains mécanismes spatio-temporels qui participent à son évolution. La
modiﬁcation de l’un des composants de ce système peut déclencher des variations dans
les interactions entre les composants et ﬁnalement, faire évoluer le comportement global
du système.
Pour faire face à ces nouveaux enjeux, de nouveaux processus etméthodes doivent être
développés aﬁn d’exploiter aumieux l’ensemble des données disponibles. Tel est l’objectif
de la fouille de données spatio-temporelles qui correspond à l’ensemble des techniques
et méthodes qui permettent d’obtenir des connaissances utiles à partir de gros volumes
de données spatio-temporelles. Cette thèse s’inscrit dans le cadre général de la fouille de
données spatio-temporelles et l’extraction de motifs séquentiels. Plus précisément, deux
méthodes génériques d’extraction demotifs sont proposées. La première permet d’extraire
desmotifs séquentiels incluant des caractéristiques spatiales. Dans la deuxième, nous pro-
posons un nouveau type de motifs appelé "motifs spatio-séquentiels". Ce type de motifs
permet d’étudier l’évolution d’un ensemble d’événements décrivant une zone et son en-
tourage proche.
Ces deux approches ont été testées sur deux jeux de données associées à des phéno-
mènes spatio-temporels : la pollution des rivières en France et le suivi épidémiologique de
la dengue en Nouvelle Calédonie. Par ailleurs, deux mesures de qualité ainsi qu’un proto-
type de visualisation de motifs ont été également proposés pour accompagner les experts
dans la sélection des motifs d’intérêts.
Mots clefs : Fouille de données spatio-temporelles, Information géographique, Recherche de
corrélations, Exploration de données, Système de détection épidémiologique.

Abstract
Recently, thanks to the advanced technologies, (e.g. smartphones, sensors, etc.), large
amounts of spatiotemporal data are now available. Commonly, a given spatiotemporal
dataset contains a set of rows each of which presents spatial and temporal information
of a happened event. The spatial information could be a city, a neighborhood, a river,
a GPS location, etc. meanwhile temporal information is the date-time of the concerned
event. Knowledge extraction from spatiotemporal data has been studied inmany years for
understanding the evolution or the spreading of phenomena in both temporal and spatio
dimensions. However, there are still many challenging issues we need to deal with.
For instance, the dynamics of an infectious disease can be described as: (1) the in-
teractions between humans; (2) the transmission vector as well as (3) some unrevealed
spatiotemporal mechanisms involved in its spreading. In fact, the varying of one of these
components can trigger changes the interaction scheme between the components and ﬁ-
nally alter the behaviour of the whole system.
Inmy thesis, I will concern on proposing novel spatiotemporal datamining techniques
to capture this phenomenon. More speciﬁcally, two generic methods of pattern mining
are proposed: (1) the ﬁrst one enables us to extract sequential patterns including spatial
characteristics from the data; and (2) we propose a novel type of patterns called spatio-
sequential patterns which are used to express the evolution of a set of events in an area and
its near environment. Our proposed approaches were tested on real datasets associated to
two spatiotemporal phenomena: the spreading of pollution in rivers in France and the
epidemiological monitoring of dengue in New Caledonia. In additional, two qualitative
measures and a pattern visualization prototype are also supplied to assist the experts in
the selection of meaningful patterns.
Keywords: Spatiotemporal data mining, Geographic information, Correlations research,
Data exploration, Epidemiological detection systems.
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Chapitre 1
Introduction
L’explosion des dispositifs de collecte de données numériques tels que les capteurs, les
GPS, etc. et le développement des technologies de stockage des données ont permis aux
entreprises et aux organisations de stocker de très grandes quantités de données, rendant
ces dernières difﬁciles à analyser sans outil automatique. Quatre facteurs ont conduits à
ce phénomène : (1) les systèmes de stockage temporaires et permanents sont de moins en
moins coûteux ; (2) la vitesse de calcul dans les processeurs a augmenté ; (3) la vitesse et
la ﬁabilité de transmission des données se sont améliorées ; et (4) les systèmes de gestion
de bases de données sont de plus en plus puissants. Désormais, nous entendons parler de
téraoctets, pétaoctets et très bientôt, des exaoctets.
À titre d’exemple, si nous cherchons le mot anglais "information" dans Google, nous
obtenons 9 680 000 000 réponses nous guidant vers des sites contenant cemot. Supposons
que nous soyons assez rapides pour consulter une page enmoins de cinq secondes, il nous
faudra un peu plus de 1 500 ans pour toutes les visiter. Evidement, réaliser cette tâche est
impossible. Il y a donc un besoin évident de nouvelles technologies pour non seulement
stocker et rechercher des informations, mais également pour les analyser et les interpréter.
Outre ces gros volumes, une autre difﬁculté est liée à leur hétérogénéité. Actuellement,
les organisations possèdent souvent plusieurs systèmes de stockage adaptés à des carac-
téristiques particulières de leurs données (des ﬁchiers textes, des tableurs, plusieurs bases
de données, etc.). Dans cette "pluralité" de données, nous pouvons trouver, des données
numériques, textuelles - structurées ou non -, des images, des sons et bien d’autres types
de données. L’ensemble de ces systèmes n’est pas directement exploitable. Cette hétérogé-
néité rend difﬁcile la tâche de recherche d’information. Il ne sufﬁt pas de les homogénéiser
mais il faut également exprimer les relations existant entre elles.
Pour faire face à ces problèmes, de nouvelles techniques doivent être pensées pour
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aider les humains à transformer et résumer automatiquement ces gros volumes de don-
nées hétérogènes en connaissances utiles. Ces nouvelles connaissances permettront une
meilleure compréhension des phénomènes qui se produisent dans leur environnement.
1.1 Le rôle des données
Les bases de données jouent un rôle important dans lemonde d’aujourd’hui. Elles sont
utilisées pour stocker des informations représentant l’état d’une organisation ou d’un phé-
nomène au cours du temps. Cette information "historique" est obtenue grâce à l’inter-
action et l’ubiquité 1 des systèmes informatiques et/ou non informatiques qui nous en-
tourent, par exemple, des capteurs, des téléphones mobiles, des sondages, etc. On parle
alors de base de données temporelles où chaque transaction représente l’état d’un en-
semble d’évènements à unmoment donné [Snodgrass, 1992].
En plus de leur rôle de "mémoire de stockage", les données sont parfois plus complexes
qu’une simple transaction. Elles ne représentent pas seulement le passé et l’état actuel
d’une organisation ou d’un phénomène, mais elles peuvent être utilisées pour prédire son
avenir. Au cours d’une bonne partie du XXème siècle, les sciences inductives, ont établi for-
mellement ce qui peut être prédit à partir des expériences antérieures. Pour une organisa-
tion, connaitre en détail son état actuel est crucial pour obtenir une bonne prédiction, soit
logique (e.g. la classiﬁcation) ou temporelle (e.g. des évènements à venir). Autrement dit,
nous ne pouvons pas prédire le comportement futur d’un phénomène sans connaître l’état
courant de la situation [Rudwick, 1985]. Prédire l’avenir n’a rien de magique et la plupart
de nos actions quotidiennes sont fondées sur des prévisions. Notre utilisation quotidienne
des prévisions météorologiques en est un exemple classique.
Contrairement aux décisions personnelles, les décisions collectives ont souvent des
conséquences importantes (e.g. économiques, écologiques, sanitaires, etc.). Par exemple,
aux États Unis, la Société du Climat utilise chaque jour environ 2,5 millions de mesures
météorologiques, 150millions d’observations du sol et 10 trillions de données permettant
la construction des scénarios. Ces informations sont ensuite utilisées pour réduire le risque
de perte de récolte. De mauvaises conditions météorologiques peuvent entrainer plus de
90% de perte pour les récoltes 2.
Il existe pour cela de nombreuses méthodes permettant d’analyser, de transformer et
d’exploiter ces masses de données. Ces méthodes sont regroupées et assemblées dans un
processus appelé Extraction de Connaissances à partir des Données (ou Knowledge Disco-
very in Databases, en anglais).
1. Faculté d’être partout à la fois.
2. O’Reilly Strata Conference, Santa Clara, Cal. 2012. http://strataconf.com/strata2012/public/schedule/
detail/22511
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1.2 Extraction de connaissances à partir des données
L’extraction de connaissances à partir des données (ECD) est un domaine de recherche
très dynamique. Fayyad et al. [1996] a présenté ce processus dont l’objectif est de trans-
former des données de bas niveau sous d’autres formes plus compactes, plus abstraites ou
plus utiles. Fayyad et al. [1996] décrit ce processus comme un ensemble d’étapes interac-
tives et itératives. Ce processus peut être très complexe et les étapes peuvent varier consi-
dérablement en fonction de la nature des données et des objectifs de l’application. Dans
ces étapes, nous trouvons : la sélection des données, le pré-traitement, la transformation,
la fouille de données et le post-traitement et l’interprétation. Pour sélectionner les don-
nées, il faut tout d’abord déterminer les sources d’informations qui pourront être utiles.
Ces sources d’informations peuvent être structurées (e.g. une base de données transac-
tionnelles) ou non structurées (e.g. un document en langue naturelle). Ensuite, les don-
nées sont nettoyées et formatées de façon à pouvoir appliquer une technique de fouille de
données. L’algorithme de fouille est choisi selon le type des données et la problématique
applicative. Finalement, les motifs extraits sont restitués pour être validés par les experts
du domaine. Une fois seulement les motifs validés, on obtient des connaissances. La Fi-
gure 1.1 illustre les étapes du processus d’ECD.
FIGURE 1.1 – Processus d’extraction de connaissances à partir des données (ECD) [Fayyad
et al., 1996]
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Même si l’étape de fouille de données n’est qu’une partie du processus général d’ECD,
elle est celle qui suscite le plus de travaux dans la littérature. La fouille de données est
déﬁnie comme le processus non trivial d’extraction d’informations implicites, nouvelles et
potentiellement utiles à partir de grands volumes de données [Fayyad et al., 1996]. Ce do-
maine connaît une croissance assez spectaculaire, sous l’impulsion des organisations pro-
priétaires de grands volumes de données et soucieuses d’en extraire de la valeur ajoutée.
La fouille consiste à induire des lois générales à partir des données stockées. Ces généra-
lisations sont le plus souvent des énoncés de haut niveau, comme par exemple des règles
descriptives ou des arbres de décision. La découverte demotifs (Pattern Discovery) dans les
données est l’un des problèmes phare en fouille de données. Il a été beaucoup étudié en
bioinformatique pour l’analyse des données génomiques à large échelle et dans de nom-
breux domaines d’applications où des régularités peuvent être porteuses de valeur ajoutée
(e.g. la découverte de règles d’associations dans des données transactionnelles [Agrawal
et al., 1993], de motifs séquentiels dans des bases de séquences de comportements [Agra-
wal et Srikant, 1995; Mannila et al., 1997; Masseglia et al., 1998] ou découverte de motifs
plus complexes tels que des sous-graphes [Inokuchi et al., 2000] ou des sous-arbres [Ter-
mier et al., 2002; Zaki, 2002].
Plus récemment, la prise en compte des données spatiales associées à la croissance de
l’utilisation des équipements mobiles posent de nouvelles problématiques à la commu-
nauté ECD. Ces données sont appelées données géo-référencées 3 et permettent de modéli-
ser des phénomènes spatio-temporels (e.g. le suivi d’un orage).
Dans cette thèse, l’objectif principal est de proposer de nouvelles méthodes qui soient
adaptées aux données dédiées à l’étude de phénomènes spatio-temporels (i.e., un phéno-
mène évoluant dans l’espace et dans le temps) pour lesquels les caractéristiques spatiales
et temporelles des données sont difﬁciles à intégrer de façon conjointe. Dans la section
suivante, nous allons donner la déﬁnition d’un phénomène spatio-temporel et sa repré-
sentation à l’aide des bases de données.
1.3 Etude de phénomènes spatio-temporels
La plupart des phénomènes observés du monde réel sont de nature dynamique. Yuan
[2009] décrit le concept de "dynamique" comme un ensemble de forces dynamiques in-
fluant sur le comportement d’un système et des composants, individuellement et collecti-
vement. Nous pouvons citer, par exemple, des phénomènes météorologiques comme la
pluie, le vent, etc. Ces phénomènes sont généralement associés à des entités spatiales
comme des rivières, des villes, etc. (les zones où se déroulent les évènements météorolo-
giques), représentés par des caractéristiques statiques (e.g. le cours de la rivière, la surface
3. L’information géo-référencée est associée à un objet ou à un phénomène qui concerne le monde ter-
restre en considérant son positionnement sur la surface terrestre, sa nature, son aspect et ses caractéristiques
diverses, Piard, B.E., Centre National de l’Information Géo-Spatiale (C.N.I.G.S).
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d’une ville ou la position d’un capteur) qui ne changent pas dans une période de temps ﬁxe
[Asproth et al., 1995]. En outre, des informations dynamiques peuvent être associées aux
informations géo-référencées (e.g. la quantité de pluie tombée sur une journée, la force
du vent, la température, etc.) et évoluent au cours du temps. Finalement, un phénomène
spatio-temporel est un processus lié au changement, parfois périodique, pour lequel les
caractéristiques d’un ensemble d’entités spatiales sont exprimées par des séries ou sé-
quences d’évènements [Nadi et Delavar, 2003].
Dans la vie quotidienne, nous pouvons observer de nombreux phénomènes spatio-
temporels. Par exemple, le déplacement d’un orage est associé à des informations spatiales
(e.g. les coordonnées de départ et d’arrivée) et temporelles (e.g. les dates de début et de ﬁn).
La Figure 1.2 représente l’évolution de la météo pour trois zones Z1,Z2 et Z3 à trois dates
consécutives.
FIGURE 1.2 – Exemple d’un phénomène spatio-temporel : La météo
L’information relative au phénomène illustré dans la Figure 1.2, peut être représen-
tée par une base de données dite "spatio-temporelle". Une base de données spatio-
temporelles est un ensemble structuré d’informations incluant des composantes géogra-
phiques (e.g. une localisation associée à une granularité particulière comme des villes, des
quartiers, des rivières, etc.) et des composantes temporelles (des dates). Une telle base
contient également des informations décrivant la composante géographique à unmoment
donné. Le Tableau 1.1 décrit la base de données associées à l’exemple de la ﬁgure précé-
dente.
Ces phénomènes dynamiques et complexes et leurs bases de données spatio-
temporelles associées, génèrent de nouveaux besoins auxquels les méthodes d’ECD
devraient pouvoir répondre. Souvent, seule la réunion des données spatiales et tempo-
relles permet d’appréhender le problème dans sa globalité. L’objectif de cette thèse est de
construire des méthodes automatiques permettant de générer efﬁcacement des modèles
spatio-temporels, qui soient capables de capturer l’essence des processus dynamiques
complexes comme ils se produisent dans le monde réel.
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TABLE 1.1 – Evolution des conditions climatiques pour les zonesZ1,Z2 etZ3 pour le 25, 26,
27 Janvier 2013
Zone Date Température Humidité Precipitations Rafales
Z1 25/01/2013 Tb Hm Pm -
Z1 26/01/2013 Tm Hm Pb -
Z1 27/01/2013 Tb Hm Pm 55
Z2 25/01/2013 Tm Hm Pm -
Z2 26/01/2013 Tm Hm Pb -
Z2 27/01/2013 Tb Hb Pm -
Z3 25/01/2013 Tb Hm Ph 75
Z3 26/01/2013 Tm Hh Pb -
Z3 27/01/2013 Tm Hh Ph 55
Nous motivons et détaillons ces objectifs dans la section suivante pour deux applica-
tions liées aux domaines de la santé et l’environnement.
1.4 Applications au suivi de la dengue et de la pollution des
rivières
Ces dernières années, l’environnement, le développement durable et la gestion des
risques naturels sont devenus des enjeux majeurs, entrainant l’étude de certains phéno-
mènes spatio-temporels ayant une dynamique très complexe. En effet, les avancées tech-
nologiques en terme d’acquisition des données (images satellitaires, capteurs, etc.) ont un
grand nombre d’applications dans la surveillance et le suivi environnemental tels que la
détection de changements abrupts (catastrophes naturelles, etc.), le suivi de phénomènes
évolutifs (érosion côtière, désertiﬁcation, etc.), le suivi de phénomènes qui se propagent
(épidémies, pollution de rivières, etc.) ou la mise au point de modèles (hydrologie, acti-
vité agricole, etc.) et sont destinées à comprendre et prédire des phénomènes résultant
de processus complexes et d’origine pluridisciplinaire (données climatiques, géologiques,
médicales, etc.).
Dans cette thèse, nous allons étudier deux phénomènes spatio-temporels issus du do-
maine de la santé et de l’environnement, particulièrement importants pour les autorités
françaises en raison de leurs enjeux économiques :
– les épidémies de dengue en Nouvelle Calédonie : une épidémie désigne l’augmen-
tation rapide de l’incidence d’une maladie contagieuse ou non 4. Selon la DASS 5,
10 856 cas de dengue en Nouvelle Calédonie ont été enregistrés depuis Septembre
4. Déﬁnition proposée pour l’Organisation Mondiale de la Santé (OMS).
5. Direction d’Affaires Sanitaires et Sociales de Nouvelle Calédonie.
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2012 dont 1décès. Il n’existe ni vaccin ni médicament qui protègent contre cette ma-
ladie virale qui peut entraîner une ﬁèvre hémorragique parfois mortelle. Mieux com-
prendre la propagation d’une telle épidémie est donc un enjeu crucial pour la haute
autorité de santé aﬁn de déclencher des alertes et mener des campagnes de préven-
tion ;
– la qualité de l’eau des rivières françaises : la croissance rapide de la population due au
développement des activités humaines (e.g. l’agriculture, l’industrie, les transports,
etc.) a accru la vulnérabilité des ressources hydrographiques. Par exemple, le cumul
des déversements réels de nitrates depuis l’année 1971montre que la baie de Vilaine
(France) a dû absorber environ 2 200 000 tonnes de nitrates, soit 500 000 tonnes
d’azote 6. Mieux comprendre l’évolution de ces pollutions est donc un enjeu crucial
pour les autorités aﬁn de les anticiper et de mieux gérer leur conséquences.
Deux problèmes émergent au moment d’étudier ces deux phénomènes : (1) l’intégra-
tion des caractéristiques spatiales et temporelles des données dans le processus d’ECD ; et
(2) le passage à l’échelle des méthodes proposées.
Si ces techniques ont été adaptées aux deux cas d’études précédemment décrits, elles
sont généralisables à d’autres phénomènes spatio-temporels.
1.5 Principales contributions
Ces dernières années, la communauté scientiﬁque dans le domaine de l’extraction de
connaissances, s’est intéressée à l’extraction demotifs spatio-temporels. Ce type demotifs
capture les caractéristiques spatiale et temporelle des données en les généralisant sur dif-
férentes structures (e.g. co-locations, sous-graphes, etc.). Comme nous allons le voir dans
le chapitre suivant, de nombreux travaux s’intéressent aux interactions spatio-temporelles
des données. Néanmoins, les relations spatiales existantes entre les entités étudiées et la
répercussion de sa prise en compte sur l’analyse des données reste mal connue.
Dans ce manuscrit de thèse, nous nous focalisons sur l’impact des composantes spa-
tiales et temporelles des données sur le processus d’ECD. Nous avons étudié deux ap-
proches sémantiquement différentes d’extraction de motifs incluant des caractéristiques
spatiales associées aux données spatio-temporelles :
1. Les motifs spatialement fréquents : nous nous focalisons sur le pré-traitement
des données aﬁn d’intégrer la composante spatiale décrite pour les entités spa-
tiales. Pour cela nous utilisons différentes approches de spatialisation permettant
de prendre en compte les relations spatiales existantes entre ces entités (e.g. des sta-
tions d’échantillonnage localisées le long d’une rivière).
6. "L’eau, toujours source de vie ? L’état réel des eaux et des données sur l’eau", Anne Spiteri. (2011). Rap-
port téléchargeable sur http://eau-evolution.fr/
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2. Les motifs spatio-séquentiels : nous proposons un nouveau type de motifs appelé
motifs spatio-séquentiels. Ce type de motifs représente l’évolution temporelle d’un
ensemble de caractéristiques décrivant une zone (e.g. ville, rivière, etc.) en prenant
en compte leur voisinage proche.
3. Deux algorithmes d’extraction de motifs spatio-séquentiels : pour extraire les mo-
tifs spatio-séquentiels, nous avons déﬁni, implementé et expérimenté deux algo-
rithmes génériques basés sur deux stratégies souvent utilisées dans le domaine de
fouille de données : parcours en profondeur et parcours par niveau.
4. Deux mesures d’élagage adaptées à nos algorithmes et à notre problématique :
nous avons proposé deux mesures d’élagage anti-monotones permettant de ﬁltrer
les motifs dits "non fréquents".
5. Deux mesures de qualité : nous avons déﬁni deux mesures de qualité aﬁn d’évaluer
la pertinence desmotifs extraits. Ces deuxmesures sont adaptées à nos deux types de
motifs et permettent de faire ressortir les motifs "intéressants", tout en ﬁltrant ceux
fortement contredits par les données d’origine.
6. Un prototype de visualisation : nous avons développé un prototype de visualisation
permettant d’afﬁcher les deux types de motifs proposés dans cette thèse. Cette der-
nière étape permettra à l’expert une interprétation plus facile des résultats.
Ces différentes propositions ont été validées par des expérimentations sur des jeux de
données synthétiques et réels. Deux jeux de données réelles ont été utilisés dans cette
thèse. Le premier issu de la DASS de Nouvelle Calédonie, l’Institut Louis Pasteur, l’IRD
et l’Université de Nouvelle Calédonie (Convention 2010) pour l’étude des épidémies de
dengue. Le deuxième issu du projet Fresqueau (ANRII_MONU14), mené par l’ENGEES à
Strasbourg et TETIS à la Maison de la Télédétection deMontpellier pour l’étude de la qua-
lité de l’eau des rivières.
Ce mémoire s’inscrit dans le cadre d’une thèse coﬁnancée par la Région Languedoc
Roussillon et l’Université de Nouvelle Calédonie.
1.6 Organisation du manuscrit
Ce manuscrit s’organise en six chapitres. Le Chapitre 2 présente un panorama des
travaux étudiant cette problématique d’analyse des données spatio-temporelles. Nous
avons identiﬁé trois catégories : les trajectoires, les motifs spatiaux et les motifs spatio-
temporels. Dans le Chapitre 3, nous présentons deux approches d’extraction de motifs
spatio-temporels. La première capture les caractéristiques spatiales des données avant
d’extraire des motifs tandis que la deuxième présente un nouveau type de motifs spatio-
temporels appelé motifs spatio-séquentiels (S2P) qui permet l’étude de l’évolution d’un
ensemble d’évènements décrivant une zone et leur entourage. Le Chapitre 4 s’intéresse
à la découverte de motifs dits "intéressants" sélectionnés grâce à deux mesures de qualité.
1.6. ORGANISATION DU MANUSCRIT 9
Ces deux mesures, permettent de ﬁltrer les motifs les moins contradictoires par rapport
aux données. Les expérimentations sur des données réelles et synthétiques ont été réali-
sées pour tester la pertinence et l’efﬁcacité de nos propositions. Ces expérimentations sont
présentées dans le Chapitre 5. Dans le Chapitre 6 nous proposons un outil de restitution
et de visualisation de motifs appelé S2PViewer. Enﬁn, nous concluons et proposons les





Dans ce chapitre nous allons présenter un état de l’art détaillé des travaux étudiant
l’extraction de motifs dans des bases de données spatio-temporelles. Nous montrerons
les spécificités de ces bases et les limites des approches actuelles dédiées au suivi des
trajectoires d’objets mobiles ou à l’études d’évènement localisés, vis à vis des objectifs
que nous nous sommes fixés dans le Chapitre 1.
2.1 Introduction
L’explosion du nombre de sources d’informations spatiales et de systèmes d’informa-
tion géographique (GIS), a fait émerger de nouveaux déﬁs en matière d’analyse de don-
nées. En effet, ces informations représentent souvent des phénomènes complexes, qui
sont difﬁciles à appréhender par la seule lecture des données. La mise en place de moyens
analytiques permettant à ces données de faire sens pour les experts est un enjeu critique.
Yuan [2009] aborde la découverte de connaissances dans des bases de données géogra-
phiques et vise plus précisément à modéliser la dynamique spatio-temporelle des phé-
nomènes sous-jacents. Le terme dynamique caractérise ici le travail des forces qui en-
traînent le comportement d’un système et de leurs composants, individuelle et collective.
Par exemple, la dynamique d’un phénomène météorologique comme une tempête cor-
respond aux interactions entre la température, la pression atmosphérique et tout autres
facteurs contribuant à son évolution. La modiﬁcation d’un des composants du système
peut déclencher des variations dans les interactions entre les composants et ﬁnalement,
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des variations dans la dynamique globale du système. Ces composants peuvent être très
variés tels que des conditions climatiques (humidité, chaleur, précipitation, etc.) ou liés à
la présence d’accidents géographiques (e.g. des montagnes, des rivières, etc.).
Face à ces questions, les méthodes de fouille de données spatio-temporelles visent à
apporter des solutions pertinentes via l’identiﬁcation, sans hypothèse a priori, de rela-
tions entre variables et évènements, caractérisés dans l’espace et dans le temps. Toutefois,
nous allons montrer dans cet état de l’art que les méthodes de fouille de données spatio-
temporelles actuelles sont limitées face à ce type de problématique.
Ce chapitre est organisé de la façon suivante. Tout d’abord, nous présentons les deux
principaux types de bases de données spatio-temporelles : celles associées aux trajectoires
d’objets mobiles et celles associées à l’étude d’évènements localisés. Ensuite, nous pré-
sentons les travaux qui ont été menés dans le cadre de l’extraction d’information dans ces
deux types de bases de données spatio-temporelles.
2.2 Base de données spatio-temporelles
Comme expliqué dans la Section 1.3, une base de données spatio-temporelles contient
des informations que l’on peut caractériser selon une dimension spatiale et une dimen-
sion temporelle. Plus formellement, on peut déﬁnir ces bases de données de la manière
suivante :
Définition 2.1 Une base de données spatio-temporelles est un ensemble structuré d’infor-
mations défini comme un tripletBD= {DS,DT ,DA} oùDT est la dimension temporelle,DS
la dimension spatiale et DA= {DA1,DA2, . . .DAp} l’ensemble des dimensions qui décrivent
les autres attributs.
La dimension temporelle est associée à un domaine de valeurs ordonnées dénoté
dom(DT ) = {T1,T2, . . . ,Tt} où Ti pour i ∈ [1..t] est une estampille temporelle et T1 < T2 <
. . . < Tt. La dimension spatiale est associée à un domaine de valeurs dénoté dom(DS) =
{Z1,Z2, . . .Zl} où chaque Zi pour i ∈ [1..l] est une instance matérialisant une zone, un ob-
jet ou un évènement localisé. Chaque dimension d’analyse DAi pour i ∈ [1..p] est associée
à un domaine de valeurs dénoté dom(DAi). Dans ces domaines, les valeurs peuvent être
ordonnées ou non.
Deux types de bases de données spatio-temporelles sont principalement considérées :
celles étudiant les trajectoires d’objets qui évoluent dans l’espace et le temps (e.g. des tra-
jectoires d’oiseaux, d’avions) et celles étudiant les dynamiques spatiales et temporelles
d’évènements (e.g. évolution de l’érosion dans une région ou propagation d’une épidémie
dans une ville). Nous allons décrire les données associées à ces deux types de bases et don-
ner des exemples d’interrogations qu’il est possible de formuler à partir de telles données.
Pour cela, nous allons illustrer les concepts sur deux exemples : les déplacements d’orages
et les phénomènes climatiques localisés dans une région.
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2.2.1 Trajectoires d’objets mobiles
Les trajectoires peuvent être vues comme des ensembles de points localisés dans l’es-
pace et le temps (time-stamped coordinates). T = 〈(t1,x1,y1), ...,(tn,xn,yn)〉 est une tra-
jectoire, i.e., un ensemble de positions (xi,yi) de l’objet étudié aux temps ti. La Figure 2.1
illustre la trajectoire d’un objet (un orage) à trois dates successives.
FIGURE 2.1 – Exemple de trajectoire de tempêtes
La dimension temporelleDT des trajectoires dépend de la manière dont on capture les
positions des objets : (1) les positions des objets sont enregistrées à intervalles de temps ré-
guliers, e.g. toutes les 5 secondes le GPS d’un véhicule enregistre la position de ce véhicule
(time-based recording) ; (2) un enregistrement de la position se fait à chaque fois que l’ob-
jet change de position, e.g. à chaque fois que l’utilisateur d’un smartphone se connecte
sur facebook dans un lieu "connu" (change-based recording) ; (3) un enregistrement se
fait quand l’objet se rapproche d’une position, e.g. à chaque passage près d’un capteur
(location-based recording) ; et (4) l’enregistrement se fait pendant des évènements prédé-
ﬁnis, e.g. à chaque appel depuis un téléphone mobile (event-based recording). Des carac-
téristiques comme la durée ou la périodicité sont généralement associées à la composante
temporelle.
La dimension spatialeDS des trajectoires dépend de l’information que l’on garde pour
localiser l’objet étudié. Celui-ci peut être positionné sur une carte à l’aide de coordonnées
géographiques (e.g. latitude, longitude), polaires ou toutes autres informations (même tex-
tuelle). Des caractéristiques comme la direction ou le type de déplacement (en ligne droite,
curviligne, circulaire, etc.), les points d’inﬂexions, peuvent également être associés à la
composante spatiale.
L’étude des trajectoires d’objets mobiles est initialement centrée sur le déplacement
des objets dans l’espace (autrement dit, sur les dimensions spatiale et temporelle). Par la
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suite, les dimensions d’analyse DA ont été enrichies avec des informations statiques sur
les objets mobiles eux mêmes (e.g. le diamètre de la tempête, les rafales, etc.).
Le Tableau 2.1montre un exemple de base de données d’objetsmobiles. L’attribut Date
correspond à la composante temporelle et les attributs xi, yi à la composante spatiale.
TABLE 2.1 – Exemple de base de données d’objets mobiles
Objet Date xi yi
Objet1 t1 x1 y1
Objet1 t2 x2 y2
Objet1 t3 x3 y3
Objet2 t1 x4 y4
Objet3 t1 x5 y5
. . . . . . . . . . . .
À partir d’une telle base, un exemple typique de question (requête) associée à de l’in-
formation spatiale serait : Au cours de l’année passée, combien de tempêtes se sont déplacées
de la ville de Montpellier vers la ville de Nîmes ? On peut utiliser ces informations pour
déclencher une alerte à chaque fois que des rafales dépassent les 50 km/h ou établir une re-
quête prédictive : combien de tempêtes vont atteindre la ville de Montpellier dans les 2 jours
à venir ?
2.2.2 Evènements localisés
Un deuxième type de base de données spatio-temporelles consiste à stocker des infor-
mations sur des évènements (ou des objets) localisés dans l’espace et le temps. On consi-
dère ici des zones localisées dans l’espace, dans lesquelles se déroulent des évènements
dont on connait l’estampille temporelle. T = 〈(zi,ti,ei)〉 décrit un évènement ei se dérou-
lant dans une zone zi au temps ti. La Figure 2.2 décrit une base de données météorolo-
giques répertoriant des évènements météo (e.g. pluie, rafales, basse température) associés
à 9 zones sur trois temps consécutifs.
De même que précédemment, la composante temporelle de ces évènements localisés
dépend de la manière dont on capture l’apparition de ces évènements : (1) tous les évè-
nements sont enregistrés à intervalle de temps réguliers dans une zone, e.g. toutes les 5
minutes (time-based recording) ; (2) un enregistrement se fait à chaque fois qu’une dimen-
sion d’analyse particulière dépasse un seuil, e.g. à chaque fois que la température dépasse
un seuil (alert-based recording) ; et (3) l’enregistrement se fait par identiﬁcation du maté-
riel à des dates prédéﬁnies, e.g. l’unité P0221 fait un enregistrement le 04/02/2013 entre
13h00 et 14h10 (identifier-based recording).
La dimension spatiale DS correspond à la déﬁnition des zones dans lesquelles se dé-
roulent les évènements. En fonction de la granularité spatiale, la zone zi peut correspondre
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FIGURE 2.2 – Exemple d’évènements localisés
à une région (e.g. une région administrative), à un objet (e.g. unemontagne) ou à un point
si l’évènement est très localisé (e.g. une localisation via GPS). Ces zones peuvent être ré-
parties dans l’espace de manière plus ou moins homogènes. Par exemple, elles peuvent
être représentées sous la forme d’une grille aux formes variées (pavage carré, octogonal,
etc.) ou sous la forme de polygones ayant des frontières communes (e.g. les quartiers
d’une ville). Dans d’autres cas, les zones sont réparties de manières éparses dans l’espace,
avec des possibilités de chevauchement et ont des formes très variées (polygones, lignes,
points). On peut considérer par exemple un découpage administratif (e.g. une région), qui
se superpose à un découpage géographique (e.g. une montagne, une plaine). Ces zones
peuvent être étudiées en fonction de différentes proximités spatiales (e.g. à côté de, près
de, en amont de, etc.).
Les dimensions d’analyse DA correspondent aux différents types d’évènements et
d’objets étudiés. Chaque dimension est associée ensuite à un domaine de valeurs repré-
sentant les différentes propriétés/caractéristiques des évènements et d’objets étudiés (e.g.
pluie faible/forte).
Le Tableau 2.2 illustre un exemple de base répertoriant des évènements mé-
téorologiques. Cette base de données associe des évènements météo à trois villes
sur deux jours consécutifs. Le tableau contient la température, les précipitations
et la vitesse des rafales en km/h. Nous avons donc DT = {Date }, DS = {Ville } et
DA = {Température, Précipitation, Rafales }. Le domaine de la dimension temporelle est
dom(DT )= {22/07/13,23/07/13} avec 22/07/13< 23/07/13. Le domaine de la dimension
spatiale est dom(DS) = {Z1,Z2,Z3}. Finalement, le domaine de la dimension d’analyse
Température est dom(Température) = {Tl,Tm,Ts} et de la dimension d’analyse Rafales est
dom(Rafales) = {55,75}. Il est possible également d’associer des informations statiques
aux zones (e.g. une surface, un relief, etc.).
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TABLE 2.2 – Exemple de base de données d’évènements localisés
Ville Date Température Précipitation Rafales
Z1 22/07/13 Tm Pm -
Z1 23/07/13 Tm Pm 55
Z2 22/07/13 Tm Pm -
Z2 23/07/13 Tb Pm 75
Z3 22/07/13 Tb Pm 55
Z3 23/07/13 Tm Ph -
. . . . . . . . . . . . . . .
À partir d’une telle base, il est possible de formuler des requêtes telles que : Quelle zone
a été la plus touchée pour une tempête les deux derniers mois ? Des requêtes prédictives
peuvent être posées telles que : Dans quelle zone peut-on prévoir des fortes pluies ? ou S’il
pleut au nord de Montpellier à midi, quelles seront les conséquences dans l’après midi au
sud ?
Dans la suite de ce chapitre, nous nous intéressons à ces deux types de bases des don-
nées et aux différentes méthodes permettant d’en extraire de l’information. Nous com-
mençons par les méthodes dédiées au suivi des trajectoires puis nous continuons avec des
méthodes dédiées aux bases d’évènements localisés.
2.3 Suivi de trajectoires d’objets mobiles
L’émergence des nouvelles technologies mobiles a entrainé la collecte de grandes
quantités de données spatio-temporelles, permettant ainsi d’entrevoir de nouvelles ap-
plications notamment concernant le suivi de trajectoires. Par exemple, le projet GeoPKDD
[Giannotti et Pedreschi, 2008] a étudié l’aménagement du plan de circulation de grandes
agglomérations en fonction des déplacements des véhicules. L’analyse d’objets en mou-
vement a également comme domaines d’applications la géographie socio-économique,
le sport (e.g. le déplacement des supporters de football au stade [Giannotti et al., 2011]),
l’analyse et le contrôle de la pêche, les prévisions météorologiques et l’analyse du mouve-
ment (suivi demigration d’aigles [Li et al., 2011]). La Figure 2.1 présente schématiquement
une base de données de trajectoires. Le nombre de trajectoires étant important, l’un des
objectifs des méthodes d’extraction est de trouver les séquences les plus pertinentes (gé-
néralement les plus fréquentes). Face à cette problématique, plusieurs approches ont été
proposées dans la littérature. Nous nous focalisons dans la suite de cette section aux mé-
thodes de fouille de données.
Dans [Mamoulis et al., 2004; Cao et al., 2005, 2007], les auteurs se sont intéressés à l’ex-
traction de motifs périodiques dans de telles bases. Les objets étudiés (e.g. des orages) ont
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la particularité de suivre approximativement la même route à intervalles de temps régu-
liers, e.g. très fréquemment il y a des pluies saisonnières au début de l’été. Cette approche
résume l’ensemble des trajectoires d’unmême objet par une seule séquence composée de
segments. Les segments de trajectoires similaires sont regroupés en utilisant une fonction
de similarité qui tient compte de la proximité spatiale, basée sur l’angle et la longueur spa-
tiale des segments. Cette approche donne ainsi une meilleure abstraction des trajectoires
et diminue la taille des données pour l’analyse. De plus, les auteurs relaxent la contrainte
spatiale aﬁn d’extraire un motif même s’il ne se répète pas exactement au même endroit.
Pour extraire les trajectoires les plus fréquentes, ils ont utilisé un algorithme par niveaux
dérivé d’Apriori et l’ont optimisé grâce à l’utilisation d’une nouvelle structure de données
(substring tree). Ce travail a été validé sur une base de données de trajectoires de bus, où
chaque séquence correspond aux déplacements d’un bus dans une journée.
Dans [Fisher et al., 2005], les motifs étudiés sont des groupes d’objets partageant le
même type de déplacement (direction, vitesse) à une date donnée dans une certaine ré-
gion de l’espace. Cinq types de trajectoires basés sur le mouvement, la direction et la lo-
calisation sont proposés (convergence, rencontre, troupeau, leadership et récurrence). Les
travaux présentés dans [Gudmundsson et al., 2004] permettent de détecter les 4 premiers
types de motifs déﬁnis dans [Fisher et al., 2005] en utilisant des algorithmes de calcul ap-
proximatif. Les motifs spatio-temporels identiﬁés sont des sous-groupes d’objets ponc-
tuels mobiles associés à un nombre sufﬁsant d’éléments localisés dans une région et pré-
sentant un mouvement similaire (du point de vue de la direction, du but visé et/ou de la
proximité). Un exemple de motifs extraits par ce type d’approche est : un grand nombre de
nuages annonçant de la pluie se sont déplacés ensemble vers le nord-est de Montpellier ce
matin.
Nanni et Pedreschi [2006] présentent une adaptation d’un algorithme de "clustering"
basé sur la densité pour analyser les trajectoires d’objets enmouvement. Ils s’appuient sur
la notion de distance entre trajectoires et la notion de densité. Dans le même article, les
auteurs généralisent le "clustering" de trajectoires en se focalisant sur l’aspect temporel
des données. Il s’agit de rechercher des intervalles de temps les plus signiﬁcatifs, ce qui
permet d’isoler les clusters (basé sur la densité) les plus intéressants. Par exemple, nous
pouvons extraire l’information suivante : Montpellier a subi de fortes précipitations le 22
mai, très probablement causées par des rafales provenant du sud et de basses pressions at-
mosphériques.
Giannotti et al. [2007] proposent une extension duparadigmed’extraction demotifs sé-
quentiels à l’analyse des trajectoires. Ils déﬁnissent les trajectoires comme des évènements
fréquents depuis deux points de vue : en termes d’espace (les zones visitées lors des dépla-
cements) et en termes de temps (la durée des déplacements). Ce travail est d’avantage axé
sur des concepts de niveau supérieur au lieu de découvrir un motif impliquant un endroit
spatial précis, une localisation générale est trouvée. Ces localisations générales sont ap-
pelées régions d’intérêt (Regions-of-Interest ou RoI). Les motifs fréquents de déplacement
entre ces régions sont découverts par la suite. Par exemple, nous pouvons extraire des mo-
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tifs du type : des nuages annonçant de la pluie se sont déplacés de Montpellier vers Nîmes et
au moins 70% ont touché la ville de Lunel. Cette dernière ville est une région d’intérêt.
Plus récemment, Hai et al. [2012, 2013] ont proposé un "framework" basé sur trois
étapes. Tout d’abord, ils ont développé une approche uniﬁcatrice pour extraire et gérer
de multiples types de motifs représentant des trajectoires (e.g. des convois, des essaims,
etc.). Ensuite, ils ont proposé un nouveau type de trajectoires appelées rGpatterns et ils
ont proposé un algorithme efﬁcace pour les extraire. Pour sélectionner les trajectoires, les
plus intéressantes, les auteurs ont conçu une étape de compression basée sur le principe
de la longueur de description minimale qui a été largement utilisé pour la sélection de
modèles statistiques et dans les techniques de machine learning. Les auteurs ont fourni
également un système de visualisation de trajectoires nommé Multi_Move qui est conçu
pour extraire efﬁcacement et automatiquement les différentes trajectoires et les visualiser
à l’aide de Google Earth.
Nous allons maintenant détailler dans les deux sections suivantes, les travaux de la lit-
térature relatifs à l’étude d’évènements localisés tels que déﬁnis dans la Section 2.2.2, que
nous illustrerons sur l’exemple des phénomènes climatiques. Nous nous intéresserons à
deux familles de motifs : les motifs spatiaux et les motifs spatio-temporels.
2.4 Motifs spatiaux
L’extraction de règles d’association spatiales et de motifs spatiaux a été largement étu-
diée ces dernières années dans des données géographiques et des SIG. Il y a deux fa-
milles d’approches : les approches multi-relationnelles et les approches basées sur les co-
localisations (colocations en anglais) [Shekhar et Huang, 2001].
Lorsque les données sont composées de plusieurs tables relationnelles décrivant les
objets et leurs relations spatiales, les techniques de fouille de donnéesmulti-relationnelles
peuvent être utilisées pour extraire des modèles tels que des règles d’association multi-
niveaux [Lisi et Malerba, 2004]. Dans ces travaux, les auteurs utilisent la programmation
logique inductive pour déﬁnir des prédicats de relations spatiales. L’idée de base est de
transformer la base spatiale en une base de données déductive, en pré-calculant toutes les
relations spatiales. Ces dernières sont ensuite traduites sous forme de prédicats. Une base
de données transactionnelles est alors produite. Une transaction est un ensemble de va-
leurs (appelées aussi caractéristiques) associé à un objet d’étude géo-référencé. L’informa-
tion spatiale n’est donc plus explicitement présente dans ces données, mais elle est enco-
dée dans la transaction. D’autres travaux se sont attaqués à la fouille de données spatiales
en proposant des alternatives de fouille de données multi-tables [Chelghoum et Zeitouni,
2004] pour optimiser les calculs de jointure par utilisation d’index de jointures [Zeitouni
et al., 2000].
Les travaux de Koperski et Han [1995] et Bogorny et al. [2006] s’appuient sur le même
type d’approche. Koperski et Han [1995] proposent une extraction des règles d’association
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dans des bases de données géographiques en se focalisant sur une caractéristique spatiale
de référence (e.g. les villes en bord de mer). Leur méthode énumère les voisinages de la
caractéristique spatiale étudiée aﬁn de "matérialiser" un ensemble de transactions corres-
pondant aux instances de celle-ci. Ils ont utilisé les mesures standards de fréquence et de
conﬁance après avoir calculé les distances et les relations spatiales. Un algorithme d’ex-
traction d’itemsets est ensuite appliqué sur ces transactions. Il a permis ainsi de trouver
les co-localisations liées à la caractéristique spatiale de référence (e.g. les villes de bord de
mer en Colombie-Britannique sont souvent proches des Etats-Unis). Dans le même ordre
d’idée, Bogorny et al. [2006] utilisent un ensemble d’objets géographiques de référence (les
objets cibles) et codent de la même manière les relations spatiales. Les auteurs ont égale-
ment introduit des connaissances expertes (dépendances connues) pour ﬁltrer des motifs
et éliminer les règles d’association redondantes.
L’approche basée sur les co-localisations se focalise sur les objets et leurs relations spa-
tiales. Elle a été proposée par Shekhar et Huang [2001] avant d’être étendue dans [Huang
et al., 2004; Shekhar, 2006; Celik et al., 2007, 2008; Lin et Li, 2009; Wang et al., 2009]. Leurs
travaux s’inspirent des résultats de Koperski et Han [1995] tout en afﬁnant la déﬁnition
de co-localisation et généralisant la méthode. L’objectif de cette approche est de trouver
tous les sous-ensembles de propriétés (ou types d’évènements) fréquemment associés à
des objets spatiaux voisins. Le motif {pluie,basseTempérature,rafales} dans la Figure 2.3
est un exemple de co-localisation qui traduirait le fait que des rafales sont aperçues sou-
vent avec des pluies dès qu’il y a des basses températures. Il représenterait le fait que les
propriétés pluie, basseTempérature et rafales sont souvent corrélées spatialement. Contrai-
rement à l’approche précédente, toutes les caractéristiques et relations de voisinage sont
considérées et les données ne sont pas pré-traitées. Une mesure d’intérêt anti-monotone
a été introduite, appelée l’indice de participation, pour ﬁltrer les co-localisations les plus
importantes. Un algorithme par niveaux extrait les solutions.
FIGURE 2.3 – Exemple de co-localisation
Dernièrement, Flouvat et al. [2010] et Selmaoui-Folcher et al. [2010, 2011] ont inté-
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gré des connaissances du domaine directement dans le processus d’extraction de co-
localisations.
Bogorny et al. [2006] se sont aussi intéressés à l’intégration des contraintes dans l’ex-
traction de motifs spatiaux. Toutefois, leur travail s’appuie sur une approche orientée
transactions qui ne prend en compte que partiellement les relations spatiales et fait un
pré-traitement des données pour assimiler des contraintes expertes. L’idée de base est
de considérer une caractéristique de référence, d’énumérer d’abord les voisinages pour
construire un ensemble de transactions autour des instances de la caractéristique spa-
tiale de référence. Les auteurs appliquent ensuite une méthode d’extraction d’itemsets,
avec des contraintes expertes (e.g. éliminer tous ceux qui sont connus par l’expert), dans
la base de données transactionnelles obtenue. Par exemple, la caractéristique de référence
est pluie, une base de données transactionnelles générée considérant les caractéristiques
de toutes les instances proches des instances de la référence, l’itemset fréquent pluie, bas-
seTempérature, vents est extrait et considéré comme une co-localisation pertinente à la
caractéristique de référence pluie.
Si ces motifs sont très intéressants en donnant la possibilité de révéler des associations
entre des évènements et des lieux, ils ne permettent pas de matérialiser l’évolution et le
déplacement de ces évènements. Par exemple, dans le cas de la météo, on ne peut captu-
rer des informations sur des évolutions comme la transformation d’un nuage spéciﬁque en
orage près de courants d’air ascendants existant près desmontagnes. Au contraire, l’objec-
tif des motifs spatio-temporels, est d’étudier l’évolution et les interactions globales, dans
l’espace et dans le temps, d’ensembles d’évènements.
2.5 Motifs spatio-temporels
L’objectif ici est différent de la fouille de trajectoires et demotifs spatiaux. En effet, il ne
s’agit pas de suivre le déplacement d’objets en mouvement ou d’étudier des corrélations
uniquement spatiales entre évènements, mais d’analyser globalement l’évolution et les in-
teractions dans l’espace et dans le temps, d’ensembles d’évènements. Un exemple d’ap-
plication est celui de l’évolution spatio-temporelle d’un orage dans des différents régions
grâce aux violents courants d’air verticaux entraînent l’humidité, les fragments de glace, les
grêlons et les gouttelettes d’eau à l’intérieur du nuage.
Dans cette catégorie de méthodes, Celik et al. [2006, 2008] ont généralisé le concept de
co-localisations à des données spatio-temporelles. Les co-localisations spatio-temporelles
représentent des ensembles de propriétés associées à des objets voisins dans l’es-
pace et dans le temps. Plus précisément, ils représentent des instances spatialement
proches pendant une fraction signiﬁcative de temps. Une mesure d’intérêt monotone
combinant prévalence spatiale et prévalence temporelle permet d’intégrer conjointe-
ment cette proximité spatiale et temporelle. Pour simpliﬁer, seul les motifs apparais-
sant un grand nombre de fois dans un grand nombre de temps sont conservés. Dans
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la Figure 2.4, les motifs {pluie,zoneUrbaine} et {pluie,basseTempérature,rafales} sont
des co-localisations spatio-temporelles (les traits en pointillés représentent la relation
de voisinage). Toutefois, {pluie,zoneUrbaine} aura une mesure d’intérêt plus forte que
{pluie,basseTempérature,rafales} car il apparaît plus fréquemment. Pour extraire ces mo-
tifs, les auteurs utilisent une stratégie générer-tester-élaguer et un parcours par niveaux de
type Apriori.
FIGURE 2.4 – Exemple de co-localisations spatiales SPCOZ
Le concept de co-localisations spatio-temporelles a aussi été étudié par Qian et al.
[2009]. Les auteurs se sont intéressés à l’extraction des motifs représentant la propa-
gation (la "trajectoire") de co-localisations spatiales appelées SPCOZ (Spread patterns
of spatio-temporal co-occurrences over zones). Ils suivent le déplacement d’éléments de
propagation (spread element). Un élément de propagation est une co-localisation "fré-
quente" associée à une fenêtre temporelle. Dans la Figure 2.4, la co-localisation fré-
quente {pluie,zoneUrbaine} associée à l’intervalle [t0,t1] est un élément de propaga-
tion. Les éléments de propagations combinés deux à deux constituent des arbres re-
présentant la propagation d’un motif (SP-Tree ou Spread Pattern Tree). La Figure 2.4
illustre deux exemples de motifs SPCOZ : le SP-tree de {pluie,zoneUrbaine} et celui
de {pluie,basseTempérature,rafales}. L’algorithme d’extraction recherche toutes les co-
localisations fréquentes de taille 2 (par une méthode de type Apriori), les utilise pour
construire les éléments de propagation pour tous les temps et génère les SP-Tree corres-
pondants.
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Dans [Yang et al., 2005], les auteurs proposent un "framework" pour l’extraction de
motifs spatiaux apparaissant fréquemment à différents temps et une extension permet-
tant de visualiser certaines évolutions. Ils ont validé leur approche sur un jeu de données
étudiant l’évolution de molécules et de vortex. Les motifs étudiés, appelés SOAP (Spatial
Object Association Pattern), sont représentés par des graphes. Chaque nœud correspond
à une propriété et chaque arête représente une relation de voisinage. Ce travail partage
des similitudes avec les co-localisations car cette approche permet aussi d’extraire des
ensembles de propriétés associées à des objets voisins. Toutefois, à la différence de ces
dernières, les auteurs considèrent des objets géométriques plutôt que des points pour les
calculs de distances et de voisinage. De plus, ils permettent d’extraire trois autres types
de conﬁguration (cf., les exemples de la Figure 2.5) : étoile, séquence et minLink. Le der-
nier type permet de déﬁnir des SOAP plus généraux où seul le nombre minimum d’arêtes
(minLink) associées à chaque nœud est ﬁxé (c’est-à-dire le degré minimum des nœuds).
Par exemple, siminLink= 1, on obtient des SOAP de type étoiles, cliques ou séquences.
Pour les séquences, les arêtes représentent une relation de voisinage et de direction. Par
exemple, une arête (x,y) représente par exemple x est voisin et au dessus de y. Finalement,
les auteurs montrent aussi comment utiliser (en post-traitement) les SOAP fréquents pour
visualiser l’évolution d’unmême ensemble de propriétés F. Pour cela, ils déﬁnissent la no-
tion d’épisodes comme un ensemble d’instances associées à un intervalle de temps où le
motif est apparu puis a disparu. Les épisodes de tous les SOAP fréquents associés à F sont
recherchés (tous types confondus), puis ordonnés en fonction de leur date d’apparition.
La séquence ainsi générée permet de visualiser l’évolution spatiale (étoile, clique, etc.) de
l’ensemble des propriétés étudiées. Toutefois, ce post-traitement ne permet pas de prendre
en compte les évolutions de forme des objets étudiés, ainsi que les éventuelles relations de
cause à effet. En effet, seuls les changements globaux de "conﬁguration" peuvent être ob-
servés. De plus, le nombre d’épisodes peut être important pour un même ensemble de
propriétés, ce qui rend très difﬁcile l’analyse de la séquence. L’intégration d’informations
supplémentaires telle que la météorologie est également délicate.
Les séquences et plus généralement les graphes, ont été souvent utilisés et étendus au
spatio-temporel pour représenter la propagation de phénomènes dans l’espace et dans le
temps [Tsoukatos et Gunopulos, 2001; Wang et al., 2004a, 2005; Huang et al., 2008; Mabit
et al., 2011; Selmaoui-Folcher et Flouvat, 2011; Mohan et al., 2012].
Tsoukatos et Gunopulos [2001] ont étendu les travaux sur les séquences d’itemsets (en-
sembles de caractéristiques environnementales) aﬁn d’extraire des séquences représen-
tant l’évolution dans le temps de zones d’études (e.g. des quartiers). La base de données
considérée est constituée de séquences d’itemsets représentant l’évolution temporelle des
différentes zones. Un algorithme effectuant un parcours en profondeur de l’espace de re-
cherche est ensuite appliqué pour extraire les séquences les plus fréquentes (i.e., celles ap-
paraissant dans le plus de zones). La Figure 2.6 illustre un exemple de séquences pouvant
être extraites. Les auteurs ont également proposé une approche pour extraire les séquences
fréquentes à une granularité spatiale plus élevée (e.g. région) en exploitant les séquences
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FIGURE 2.5 – Exemple de SOAP fréquents
fréquentes trouvées à une granularité plus faible (e.g. ville). Ils exploitent pour cela le fait
que les séquences extraites à un niveau plus faible resteront fréquentes à un niveau de
granularité plus élevé. La méthode recherche alors uniquement de nouvelles séquences
fréquentes issues de l’agrégation spatiale.
Dans [Wang et al., 2004a], les auteurs se focalisent sur l’extraction de séquences re-
présentant la propagation spatio-temporelle d’évènements dans des fenêtres temporelles
prédéﬁnies. Ils découpent la dimension temporelle en fenêtres d’une taille donnée (e.g. 4
jours), divisent l’espace sous la forme d’une grille et introduisent le concept de flow pat-
tern. Un ﬂow pattern est une séquence d’ensembles d’évènements de la forme 〈E1→ . . .→
Ek〉 où Ei est un ensemble d’évènements de la forme e(localisation), avec e un type d’évè-
nements (e.g. pluie, vent). Chaque ensemble d’évènements est composé d’évènements
spatialement voisins apparaissant au même temps. Deux ensembles d’évènements Ep et
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FIGURE 2.6 – Exemple de séquences représentant l’évolution des zones
Eq sont consécutifs dans la séquence, si leurs évènements appartiennent à la même fe-
nêtre temporelle, s’ils sont tous voisins et qu’ils apparaissent à deux temps consécutifs.
L’objectif de ce travail est de trouver les séquences d’évènements apparaissant un grand
nombre de fois suivant lesmêmes localisations. La Figure 2.7montre un exemple de jeu de
données et quelques ﬂow patterns avec leur support (dans cet exemple, deux évènements
sont voisins si leur distance euclidienne est inférieure ou égale à 1). Les évènements sont
localisés par des coordonnées (X,Y) tel que l’évènement pluie(0,1) au temps t0. À titre
d’exemple, le ﬂow pattern 〈{basseTempérature(0,0)}→{zoneUrbaine(1,0)}〉 apparaît 3 fois.
À l’opposé, le motif 〈{basseTempérature(0,0),pluie(0,1)}→{dépôtEau(1,2),tempête(1,2)}〉 a
un support de 0 car les évènements {dépôtEau(1,2),tempête(1,2)} ne sont pas voisins de
tous les évènements de {basseTempérature(0,0), pluie(0,1)} (dépôt d’eau et tempête du
temps t1 ne sont pas voisins de basse température et pluie du temps t0). Il est aussi inté-
ressant de noter que les motifs 〈{basseTempérature(0,0), pluie(1,0)}→{zoneUrbaine(1,0)}〉
et 〈{basseTempérature(0,0),pluie(1,1)}→{zoneUrbaine(1,0)}〉 sont considérés comme deux
motifs différents bien que représentant des phénomènes similaires (seule la localisation
de l’évènement pluie est légèrement différente). Autre point important, le support du mo-
tif 〈{dépôtEau(1,2)}→{dépôtEau(1,2), tempête(1,2)}→{tempête(2,2)}→ {vent(1,2)}〉 est égal
à 0 car il n’est pas inclus dans une unique fenêtre temporelle. Pour extraire ces motifs, les
auteurs appliquent une stratégie par niveau pour trouver les séquences de taille 1 et 2, puis
utilisent les motifs fréquents trouvés comme point de départ à un parcours en profondeur
de l’espace de recherche.
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FIGURE 2.7 – Exemple de ﬂow patterns
Dans un deuxième temps, Wang et al. [2005] étendent cette notion et déﬁnissent les
motifs spatio-temporels généralisés (Generalized spatio-temporal pattern) comme des sé-
quences de relative eventsets. Un relative eventset est un ensemble d’évènements dont la
localisation est remplacée par un positionnement relatif à une localisation de référence.
Un motif spatio-temporel généralisé est fréquent s’il a au moins t-minsup (support tem-
porel) occurrences dans le temps et qu’il a au moins s-minsup (support spatial) occur-
rences dans l’espace (les localisations peuvent être différentes mais la localisation relative
doit être identique). Pour extraire ces motifs, les auteurs proposent un nouvel algorithme
appelé GenSTMiner qui utilise une approche dérivée de PreﬁxSpan [Mortazavi-Asl et al.,
2000]. Nous pouvons extraire, par exemple, la séquence traduisant le fait que des tempéra-
tures élevées et de l’humidité apparaissent fréquemment dans une zone après l’apparition
de forte pluie dans une zone voisine, pendant une semaine.
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Huang et al. [2008] se sont concentrés sur le problème d’extraction de séquences de
propriétés représentant la propagation de certains types d’évènements. Ces séquences
sont de la forme 〈f1→ f2→ . . .→ fk〉, où fi est un type d’évènements. Cette approche per-
met donc d’étudier la propagation des évènements pris individuellement (sans prendre
en compte leur environnement). Ce modèle considère deux évènements comme consé-
cutifs s’ils sont spatialement proches (distance euclidienne inférieure à un seuil donné) et
apparaissent dans la même fenêtre temporelle. Les auteurs ont également étudié d’autres
relations de voisinage dépendant du temps. Ces relations permettent de représenter un
rétrécissement de la zone d’inﬂuence d’un évènement (son voisinage) au cours du temps.
Les auteurs proposent aussi une nouvelle mesure d’intérêt pour ces séquences car les me-
sures basées sur le support ne reﬂètent pas nécessairement un lien de cause à effet entre
les évènements. Cette mesure n’étant pas anti-monotone, les auteurs proposent donc un
nouvel algorithme Slicing-STS-Miner, pour extraire ces séquences, basé sur un traitement
incrémental des différentes fenêtres temporelles et une extension des séquences à chaque
étape. A défaut de l’anti-monotonie, ils exploitent une autre propriété du sequence index :
si une séquence est intéressante, toutes les sous-séquences ayant le même préﬁxe sont
intéressantes.
Dans la recherche de motifs spatio-temporels, nous trouvons aussi le travail de Mohan
et al. [2012] qui ont proposé un nouveau motif appelé motif spatio-temporel en cascade
(CSTP). Ce motif représente un sous-ensemble partiellement ordonné - par rapport aux
motifs séquentiels qui sont entièrement ordonnés - de types d’évènements dont les ins-
tances sont situées ensemble et se produisent en série. Par exemple, un CSTP partielle-
ment ordonné peut être : une basse température et la présence de pluies conduisent à la
formation de rafales de vent (cf., Figure 2.8). L’ordre partiel sur un ensemble de type d’évè-
nements peut être limité suite à la déﬁnition d’une relation de voisinage R dans laquelle
la distance dans l’espace, dans le temps ou les deux est limitée par un seuil. Les auteurs
représentent cette relation de voisinage R par un graphe orienté acyclique où les nœuds
sont des objets spatiaux et les arcs représentent des relations de voisinage. Pour extraire les
CSTP les plus intéressants, les auteurs s’inspirent des travaux de Shekhar et Huang [2001]
et déﬁnissent le Cascade Participation Index comme mesure d’intérêt. Cette mesure anti-
monotone est déﬁnie comme la valeur minimum des probabilités d’apparition d’un CSTP
connaissant l’apparition de l’instance d’un type d’évènement qui participe au CSTP. Pour
extraire des CSTP, les auteurs proposent un algorithme appelé CSTP Miner basé sur une
stratégie du type Apriori. L’approche deMohan et al. [2012] a été testé sur une base de don-
nées de crimes dans une grande ville pour extraire des relations existant entre des boites
nocturnes, des agressions et des accidents de la route causés par l’alcool.
Le Tableau 2.3 résume les références bibliographiques organisées par type demotif ex-
trait.
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FIGURE 2.8 – Exemple de motif spatio-temporel en cascade (CSTP)
2.6 Discussion
Dans cet état de l’art, nous avons pudécouvrir le nombre important de travaux étudiant
l’extraction demotifs spatio-temporels qui sont résumés dans le Tableau 2.3 selon les trois
approches adoptées dans cet état de l’art : suivi de trajectoires d’objets mobiles, motifs
spatiaux et motifs spatio-temporels. Cependant, aucun de ces travaux ne permet d’étudier
l’évolution d’un ensemble d’évènements décrivant une zone, tout en prenant en compte
les caractéristiques (e.g. la position) et les évènements (e.g. basse température) des zones
voisines.
Dans cette thèse, nous nous focalisons sur deux méthodes génériques d’extraction de
motifs spatio-temporels. Pour cela, nous allons tout d’abord nous inspirer de la méthode
proposée par Tsoukatos et Gunopulos [2001] dédiée à l’extraction de motifs séquentiels.
Cesmotifs étudient l’évolution au cours du temps d’un ensemble de caractéristiques. Cette
approche semble donc particulièrement pertinente par rapport à notre problématique.
Cependant, ces motifs ne représentent qu’indirectement la dimension spatiale des don-
nées. En effet, dans les travaux de Tsoukatos et Gunopulos [2001], les motifs ne permettent
ni de représenter une évolution spatiale, ni une inﬂuence des évènements proches dans
l’espace.
Nos contributions se focalisent sur les deux objectifs suivants : (1) intégrer la dimen-
sion spatiale dans la déﬁnition et l’extraction des motifs séquentiels. Différentes relations
spatiales et topologiques seront étudiées (e.g. appartenance, distance, voisinage) ; et (2)
proposer des méthodes qui passent à l’échelle.
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TABLE 2.3 – Citations par type de motif extrait
Type de motif extrait Référence
1. Trajectoires [Giannotti et Pedreschi, 2008; Mamoulis et al., 2004]
[Cao et al., 2005, 2007; Fisher et al., 2005]
[Gudmundsson et al., 2004; Nanni et Pedreschi, 2006]
[Giannotti et al., 2007; Boulila et al., 2010]
[Hai et al., 2012, 2013]
2. Motifs spatiaux
2.1. Multi-relationnel [Lisi et Malerba, 2004; Chelghoum et Zeitouni, 2004]
[Zeitouni et al., 2000; Koperski et Han, 1995]
[Bogorny et al., 2006]
2.2. Co-locations [Shekhar et Huang, 2001; Huang et al., 2004]
[Shekhar, 2006; Celik et al., 2007, 2008; Lin et Li, 2009]
[Wang et al., 2009; Koperski et Han, 1995; Bogorny et al., 2006]
[Flouvat et al., 2010; Selmaoui-Folcher et al., 2010, 2011]
3. Motifs spatio-temporels
2.1. Co-locations spatio-temporelles [Celik et al., 2006, 2008; Qian et al., 2009]
[Yang et al., 2005]
2.1. Séquences spatio-temporelles [Tsoukatos et Gunopulos, 2001; Wang et al., 2004a, 2005]
[Huang et al., 2008; Selmaoui-Folcher et Flouvat, 2011]
[Mabit et al., 2011; Cressie, 1993; Mohan et al., 2012]
Nos deux propositions se situent à des étapes différentes du processus d’ECD : le pré-
traitement et la fouille comme nous les décrivons dans le chapitre suivant.
Chapitre 3
Fouille de motifs spatio-temporels
Préambule
Dans ce chapitre, nous présentons deux méthodes de fouille de données spatio-
temporelles. La première permet l’extraction de "motifs spatialement fréquents". Ces
motifs représentent l’évolution temporelle de zones homogènes préalablement re-
groupées selon différentes approches de spatialisation. La deuxième approche per-
met l’extraction d’un nouveau type de motifs appelé "motifs spatio-séquentiels". Cette
deuxième approche permet d’étudier l’évolution au cours du temps d’un ensemble de
caractéristiques représentant une zone et son entourage proche (i.e., zones voisines).
Grâce à ces deux approches, nous extrayons deux types de motifs sémantiquement dif-
férents.
3.1 Motivations
Dans le contexte des bases de données multidimensionnelles, le mot espace est fré-
quemment utilisé. Le terme vient du latin spatium et correspond à une certaine étendue
superficielle dans laquelle une entité spatiale peut être placée 1. Il existe d’autres conno-
tations plus spéciﬁques à certains domaines. Par exemple, dans les sciences du vivant,
Johnston [2003] déﬁnit l’espace comme les endroits sélectionnés par les humains pour y ha-
biter, construire leurs maisons, leurs lieux de travail, etc. Dans le domaine de la géographie,
Clark et Clark [1993] déﬁnissent l’espace comme un volume, une surface ou une longueur
1. Oxford Dictionary of English 3rd. edition Copyright 2010 by Oxford University Press.
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qui peut être occupée par quelque chose ou qui peut être vide. Nous pouvons citer comme
exemple d’espace une étendue d’eau, une région administrative, la distance entre deux
routes, etc. De manière générale, nous utiliserons le terme d’entité spatiale pour désigner
des espaces.
On distingue généralement trois types de relations entre les entités spatiales : les rela-
tions topologiques, les relations de distance et les relations d’orientation.
– les relations topologiques décrivent les relations permettant de positionner globale-
ment différentes entités spatiales entre elles (e.g. est connecté à, est adjacent à, est le
début de, contient, etc.). La topologie assure la cohérence géométrique et la logique
spatiale des entités, caractéristiques indispensables pour leur exploitation, en parti-
culier pour des fonctions d’analyse spatiale. Lorsque nous observons le monde qui
nous entoure, nous en percevons les éléments de manière globale. Par exemple, une
chaise est à côté d’une table dans une pièce. Les entités sont vues dans leur contexte
et la notion de voisinage est implicite. Les principales relations topologiques sont
l’adjacence (contiguïté), la connectivité, l’inclusion et l’intersection. Par exemple, la
parcelle de M. Dupont partage une frontière avec la parcelle de M. Rodriguez (adja-
cence). Le ﬂeuve le Lez est relié à la Méditerranée (connectivité). Un département se
situe dans une région (inclusion). Le conﬂuant se situe à l’intersection du Tarn et de
la Garonne (intersection). Les relations topologiques peuvent être représentées gra-
phiquement. Par exemple, la Figure 3.1montre l’entité spatialeA qui se trouve à côté
de l’entité spatiale B ;
FIGURE 3.1 – Relation d’adjacence entre deux entités spatiales
– les relations de distance sont généralement basées sur la distance euclidienne entre
deux entités spatiales. Soit dist une fonction de distance et p un prédicat de com-
paraison (>,<,>=,<= ou =). Soit U un nombre réel et soient A et B deux entités
spatiales, la relation de distance est notée par dist(A,B)pU [Bogorny et al., 2005].
Par exemple, Si A et B sont deux points, la fonction dist(A,B) = 23,5 peut être in-
terprétée comme il existe 23,5 unités de distance entre les points A et B. Dans cet
exemple, les points peuvent être déﬁnis à l’aide de leurs coordonnées cartésiennes
(x,y). Dans la Figure 3.2, l’entité spatialeA se trouve à une certaine distance de l’en-
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tité spatialeB. Cette distance a étémesurée depuis le centre de chaque entité spatiale
par rapport au bord ;
FIGURE 3.2 – Relation de distance entre deux entités
– les relations d’orientation expriment comment deux entités spatiales sont situées
dans l’espace, l’une par rapport à l’autre ou par rapport à une entité spatiale de réfé-
rence. Par exemple, la parcelle de M. Dupont se trouve au sud de celle de M. Rodri-
guez. Dans la Figure 3.3, l’entité spatiale A se trouve à l’ouest de l’entité spatiale B.
On peut noter que les entités spatiales ne sont pas nécessairement collées.
FIGURE 3.3 – Relation d’orientation entre deux entités
Ces trois relations sont liées à l’idée de groupement ou géo-agrégation qui intuiti-
vement cherche à regrouper des entités spatiales proches selon ces relations. La géo-
agrégation peut être déﬁnie comme le processus de regroupement des entités spatiales ap-
partenant à un même lieu, dans une aire de dimension restreinte ou qui suivent un ordre
spécifique 2. Par exemple, les peuples se forment par agrégation de migrants, des quartiers
par agrégation demaisons, etc. Dans le processus de géo-agrégation, nous supposons qu’il
existe des similitudes entre les entités spatiales rapprochées. Par exemple des entités spa-
tiales peuvent être regroupées en considérant : (1) une agrégation statistique qui regroupe
des unités semblables par leurs attributs ou (2) une agrégation géographique qui permet
de regrouper, par contiguïté, des unités géographiques en unités de niveau d’agrégation
supérieur.
Toutes ces conﬁgurations spatiales et ses opérations (e.g. inclusion, appartenance, etc.)
sont caractéristiques des données spatiales. La principale spéciﬁcité de la fouille de don-
nées spatiale est de les expliciter. À présent, la question est : comment inclure la notion
2. Encyclopédie électronique Hypergeo http ://www.hypergeo.eu/
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de spatialisation dans le processus d’extraction de connaissances à partir des données ?
Une première approche consiste à pré-traiter les données pour inclure des caractéristiques
spatiales avant le processus de fouille de données. C’est ce que nous allons détailler dans
la Section 3.2. Une deuxième approche consiste à déﬁnir de nouveaux types de motifs à
rechercher dans les données qui expriment les relations spatiales. C’est ce que nous allons
traiter dans la Section 3.3.
Pour illustrer les déﬁnitions dans cette section, nous allons utiliser la base de données
spatio-temporelles stDB décrite dans le Tableau 1.1. Ce tableau représente l’évolution de
quatre évènements météorologiques (la température, l’humidité, les précipitations et des
rafales de vent) pour trois zones au cours de trois jours (cf., Figure 1.2).
Nous pouvons transformer les données du Tableau 1.1 en une base de séquences en re-
groupant les évènementsmétéorologiques par date et par zone. Cette base de séquence re-
présente donc l’évolution temporelle d’un ensemble d’évènements représentant une zone
(voir Section 3.2.4).
Dans la section suivante, nous décrirons notre première approche.
3.2 Motifs spatialement fréquents
Une base de données spatio-temporelles est composée d’une dimension spatiale et
d’une dimension temporelle. Comme discuté dans l’état de l’art du Chapitre 2, il est difﬁ-
cile d’étudier ces deux dimensions conjointement.
Une partie des approches considèrent que les phénomènes spatio-temporels peuvent
être étudiés grâce à des séquences d’évènements évoluant au cours du temps. Ils re-
cherchent généralement les séquences d’évènements fréquents [Agrawal et Srikant, 1995].
Ces séquences ne considèrent les changements que du point de vue "temporel". Il est donc
intéressant d’inclure des caractéristiques spatiales associées aux entités (e.g. position, dis-
tance, etc.) dans le processus d’ECD de façon à extraire des séquences capturant ces carac-
téristiques.
Dans ce contexte, nous nous focalisons sur l’étape de pré-traitement du processus gé-
néral d’ECD. Nous proposons de regrouper les entités spatiales stockées dans une base de
données spatio-temporelles en utilisant des relations spatiales topologiques, de distance
ou d’orientation. Ce pré-traitement permet d’étudier l’impact de la "spatialisation" des in-
formations dans le processus de fouille de données. Une fois les données pré-traitées, nous
utilisons un algorithme "classique" d’extraction de motifs séquentiels pour identiﬁer les
séquences fréquentes. Les motifs ainsi extraits sont appelés motifs spatialement fréquents.
Dans cette section, nous décrivons les différentes étapes de ce processus.
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3.2.1 Processus d’extraction de motifs spatialement fréquents
Notre approche se déroule en quatre étapes : (1) sélection des données ; (2) décom-
position spatiale et agrégation ; et (3) fouille de données spatio-temporelles en utilisant
un algorithme classique d’extraction demotifs séquentiels. Ce processus global est illustré
dans la Figure 3.4.
FIGURE 3.4 – Processus d’extraction de connaissances sur des données spatiales
Dans cette section, nous nous focalisons sur l’étape de pré-traitement qui est le cœur
de cette approche. La décomposition spatiale et l’agrégation sont des étapes préalables au
traitement des données spatiales. Les données sont regroupées dans différentes séquences
spatiales selon les relations existantes entre les entités spatiales qui les supportent. Par
exemple, certaines zones sont regroupées selon leur proximité et d’autres sont décompo-
sées si elles ne partagent pas de caractéristiques communes. Grâce à cette transformation,
les caractéristiques spatiales des données sont intégrées dans le processus d’ECD.
Les séquences spatiales résultant sont ensuite utilisées en entrée de l’étape de fouille
de données, ce qui va nous permettre d’extraire des séquences spatialement fréquentes
à l’aide d’un algorithme d’extraction de motifs séquentiels classique (e.g., [Mortazavi-Asl
et al., 2000]). Lesmotifs ainsi extraits représentent les évolutions temporelles spatialement
fréquentes des zones.
La section suivante, détaille notre proposition pour intégrer la dimension spatiale aﬁn
de découvrir des séquences spatio-temporelles.
3.2.2 Pré-traitement des données
Les étapes de pré-traitement ont un fort impact sur les résultats du processus de fouille.
La préparation des données est donc une étape primordiale souvent répétitive et les mo-
dèles découverts dépendent du type et de la qualité de l’ensemble des données en entrée.
Il est important de noter que cette étape consomme de 60 à 80%du temps consacré à l’en-
semble du processus d’ECD [Adriaans, 1996].
Il existe dans la littérature de nombreuses approches de pré-traitement des données.
Plusieurs techniques dédiées aux données spatio-temporelles ont été étudiées dernière-
ment [Elias, 2003; Mennis et Liu, 2005; Qi et Zhu, 2003]. Chaque référence a ses propres
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objectifs, comme la classiﬁcation spatiale, les règles d’association spatiales ou la décou-
verte de connaissances.
Dans [Bogorny et al., 2005], le pré-traitement est utilisé pour intégrer des informations
spatiales avant l’étape de fouille de données. Les données spatiales sont converties en pré-
dicats spatiaux du type P1∧P2∧ . . .→Q1∧Q2∧ . . . où au moins un des P ou Q est un
prédicat spatial (e.g. contienne(arbres), appartient(ville), croise(coursDeEau), etc.) et∧ est
l’opérateur logique and. Grâce à cette transformation, un algorithme de fouille de données
classique peut ensuite être exécuté pour extraire des structures spatiales.
La granularité est un autre critère important lorsque l’on pré-traite des données spa-
tiales. Par exemple, si l’objectif est d’étudier les changements dans les données produites
par des stations météorologiques, un moyen d’extraire des motifs spatiaux est d’agréger
l’information spatiale pour plusieurs stations aﬁn d’étudier des changements dans des
zones homogènes (e.g. des stations localisées dans une ville). Dans le Tableau 1.1 (Cha-
pitre 1), la zone Z1 est représentée par la séquence d’évènements TbHmPm→ TmHmPb→
TbHmPm55 qui peut être interprétée comme l’apparition d’une température basse, d’hu-
midité et de précipitationsmodérées, suivi d’une température et d’une humiditémodérées
ainsi que de faibles précipitations, pour ﬁnir avec une température basse, des précipita-
tions et une humidité modérées, et des rafales de vent de 55 km/h. Dans [Koperski et Han,
1995; Tsoukatos et Gunopulos, 2001], les auteurs utilisent cette approche et ajoutent les
caractéristiques spatiales à des ensembles (ou séquences) de valeurs.
À notre connaissance, aucune proposition n’a tenté d’extraire des motifs séquentiels à
différents niveaux de granularité spatiale et de combiner ensuite leurs résultats pour obte-
nir des informations plus générales. Ces motifs doivent prendre en compte l’information
spatiale associée aux entités étudiées et des hypothèses que l’on peut construire sur les
phénomènes représentés par les données. Cette tâche n’est pas simple et nous oblige à
remettre en question le processus d’ECD classique. Dans cette section, nous nous concen-
trons sur le comportement spatial du point de vue de la division de l’espace en utilisant dif-
férents niveaux de granularités spatiales construits grâce à l’opération de géo-agrégation.
Cette tâche a été réalisée pour déduire des motifs plus généraux en moyennant des attri-
buts des entités spatiales regroupées en zones homogènes.
3.2.3 Hypothèses de spatialisation
Schématiser un phénomène géographique complexe statique (n’évoluant pas dans le
temps) ou au contraire dynamique, fait appel à de nombreuses échelles utilisées pour dé-
crire des entités suivant une représentation qui n’est pas toujours évidente à construire.
C’est justement à partir de cette modélisation que nous pouvons construire (par géo-
agrégation) des entités spatiales plus complexes et de cette façon, extraire des motifs pour
aboutir à une vision plus générale.
Concernant le groupement des entités, l’opération de géo-agrégation est toujours dé-
licate. Il est nécessaire d’observer des règles précises pour contrôler la perte d’information
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lors de la généralisation. Par ailleurs, plusieurs relations spatiales implicites entre des en-
tités étudiées peuvent être envisagées. Une entité spatiale peut être située à côté d’une
rivière et peut aussi appartenir à un quartier. Il est donc nécessaire d’effectuer un pré-
traitement aﬁn de prendre en compte ces différentes proximités spatiales.
Dans cette étape, nous proposons d’explorer les données de deux manières différentes
dans le but de regrouper des entités spatiales et de construire des zones géographiques
homogènes pertinentes aﬁn de gérer : (a) l’appartenance des entités spatiales à une région
géographique construite par les êtres humaines ou des entités spatiales suivant un acci-
dent géographique (unemontagne, une vallée, une rivière, etc.) ; et (b) la proximité à partir
de la localisation des entités spatiales exprimée par leurs coordonnées Lambert (système
de coordonnées géo-référencées).
Ces deux regroupements permettent d’étudier comment les évènements proches
peuvent avoir des répercussions sur les entités étudiées, par exemple, dans la Figure 3.5,
nous observons que le phénomène tempête peut affecter les entités spatialesA etB situées
à côté de la rivière ainsi que des entités spatialesC etD placés sur une zone contiguë dans
la vallée.
FIGURE 3.5 – Impact d’un phénomène spatio-temporel sur des entités spatiales
Enﬁn, le regroupement d’entités suivant ces deux critères n’obéit pas seulement à une
classiﬁcation descriptive des entités spatiales mais introduit le voisinage et la continuité
(i.e., des entités qui suivent un cours d’eau) pour aboutir à la déﬁnition de nouvelles zones
géographiques. Dans cette thèse, deux découpages de l’espace ont été utilisés :
– l’appartenance : deux entités sont regroupées si elles appartiennent à unemême en-
tité à un niveau de granularité spatiale plus élevé. Ce type de groupement appelé
ω-appartenance permet d’étudier un ensemble d’entités qui appartiennent à une
autre entité spatiale ou une conﬁguration géographique notée par ω. Par exemple,
nous pouvons regrouper toutes les maisons qui se trouvent à côté d’une rivière ou
lesmaisons qui appartient à un quartier (ω est une rivière ou un quartier respective-
ment). Dans la Figure 3.6, le phénomène peut affecter les entités spatialesA et B qui
se trouvent le long de la rivière, donc, ces entités spatiales sont considérés comme
une seule zone et leurs données sont agrégées (e.g. moyenne des températures) ;
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FIGURE 3.6 – Division de l’espace par la méthodeω-appartenance
– l’agrégation : l’espace est divisé en zones regroupant des entités spatiales selon leurs
coordonnées Lambert. Dans chacune de ces zones, les entités spatiales situées dans
une superﬁcie couvrant ǫ km2 sont regroupées. Par exemple, dans la Figure 3.7, les
entités spatialesA,B etC se trouvant dans le carré deǫ km2 sont considérées comme
une seule zone. Cette agrégation d’entités spatiales appelée ǫ-agrégation permet
d’étudier l’impact d’un phénomène dans des zones sufﬁsamment grandes pour ob-
server des effets potentiellement non locaux. Ce type de groupement d’entités spa-
tiales à été largement discuté par Goodchild et Zhang [2002].
FIGURE 3.7 – Division de l’espace par la méthode ǫ-agrégation
3.2.4 Définitions et cadre formel
Comme discuté dans la Section 1.3, une base de données spatio-temporelles est déﬁ-
nie comme un triplet stDB= (DT ,DS,DA) oùDT est la dimension temporelle,DS est la
dimension spatiale etDA = {DA1,DA2, . . . ,DAp} est un ensemble des dimensions d’ana-
lyse associées aux attributs. Nous rappelons que la dimension temporelle est associée à un
domaine de valeurs noté dom(DT )= {T1,T2, . . . ,Tt} où ∀i ∈ [1..t], Ti est souvent appelé es-
tampille temporelle et T1 < T2 < . . . < Tt. Chaque dimension DAi (∀i ∈ [1..p]) appartenant
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à la dimension d’analyse est associée à un domaine de valeurs noté par dom(Ai). Dans ce
domaine, les valeurs peuvent être ordonnées ou non. La dimension spatiale est associée à
un domaine de valeurs noté dom(DS)= {Z1,Z2, . . .Zl} où ∀i ∈ [1..l], Zi est une zone.
Définition 3.1 Item et Itemset
Soit un item I, une valeur littérale pour la dimension DAi , I ∈ dom(DAi). Un itemset,
IS = (I1I2 . . .In) avec n ≤ p est un ensemble non vide d’items tel que ∀i,j ∈ [1..n],∃k,k
′ ∈
[1..p], Ii ∈dom(DAk), Ij ∈dom(ADAk ′
) et k 6= k ′.
Tous les items appartenant à un itemset sont associés à différentes dimensions d’ana-
lyse. Un itemset avec k items est appelé k-itemset.
Définition 3.2 Séquence d’itemsets
Une séquence d’itemsets s est une liste ordonnée dans le temps, non vide, d’itemsets
notée 〈IS1IS2 . . .ISp〉 où ISj est un itemset.
Une n-séquence est une séquence composée de n items. Par exemple, considérons les
évènements produits dans la zone Z1 du 12/03/2013 au 14/03/2013 selon la séquence s=
〈(TbHmPm)(TmHmPb)(TbHmPm55)〉 indiquée dans le Tableau 1.1. Cette séquence signiﬁe
que les ensembles d’évènements (TbHmPm), (TmHmPb) et (TbHmPm55) se sont produits
dans la même zone à trois dates successives. Dans cet exemple, s est une 10-séquence.
Définition 3.3 Sous-séquence





. . .IS ′m〉










Par exemple, la séquence s ′ = 〈(TmHm)(TbHmPm55)〉 est une sous-séquence
de s car (TmHm) ⊆ (TmHmPb) et (TbHmPm55) ⊆ (TbHmPm55). Toutefois, s
′′ =
〈(TmHh)(TbHmPm75)〉 n’est pas une sous-séquence de s car les deux itemsets de s
′′
ne sont pas inclus dans trois itemsets de s.
Tous les évènements produits dans une même zone sont regroupés et triés par date.
Ils constituent la séquence de données de la zone. Une zone supporte une séquence s si
s est incluse dans la séquence de données de cette zone (s est une sous-séquence de la
séquence de données).
Définition 3.4 Support d’une séquence
Le support d’une séquence s est alors calculé comme étant le pourcentage des séquences
des données incluant s. Soit minSupp le support minimum fixé par l’utilisateur, une sé-
quence qui vérifie le support minimum (i.e., dont le support est supérieur à minSupp) est
une séquence fréquente.
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Pour illustrer la mesure proposée, nous allons utiliser une base de séquences. Nous
transformons la base de données spatio-temporelles présentée dans le Tableau 1.1 en une
base de séquences présentée dans le Tableau 3.1 en regroupant des évènements apparte-
nant à la dimension d’analyse (DA) par jour et par zone. Ces séquences sont stockées dans
une base appelée base de séquences (seqDB).





Chaque zone Zi ∈ dom(DS) peut être représentée par sa séquence si, par exemple, la
séquence s1 = 〈(TbHmPm)(TmHmPb)(TbHmPm55)〉 représentent les évènement apparus
dans la zone Z1.
Le problème de la recherche de motifs séquentiels dans une base de données consiste
à trouver les séquences dont le support est supérieur au support minimum spéciﬁé, noté
minSupp. Chacune de ces séquences fréquentes est communément appelée motif séquen-
tiel.
Par exemple, la séquence 〈(HmPm)(Tb)〉 apparait dans deux séquences du Tableau 3.1
(s1 et s2). Son support est donc 2/3. Si le support minimum minSupp est ﬁxé à 1, alors,
cette séquence ne sera pas extraite.
Grâce aux deuxméthodes de spatialisation décrites dans la Section 3.2.3, nous sommes
capables de rapprocher les entités spatiales dans des zones et ainsi, construire la base
de données de séquences utilisée lors de la phase de fouille de données. Le calcul ne se
fera plus en fonction des stations mais des zones ainsi déﬁnies. Ceci permet d’obtenir des
motifs séquentiels plus pertinents vis-à-vis du caractère hétérogène des données. Il faut
préciser que l’on cherche à caractériser l’arrangement géographique des entités spatiales
en explicitant les principes de leur distribution, indépendamment d’un attribut descriptif
particulier : les méthodes présentées ici ne prennent en compte que la localisation des entités
étudiées.
À cet égard, nous avons pré-traité les données aﬁn de découper l’espace en zones. Les
séquences de données sont ensuite obtenues en regroupant les données d’unemême zone
et en les triant par date. Ainsi, nous pouvons utiliser un algorithme classique d’extraction
de motifs séquentiels, comme décrit ci-après.
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3.2.5 Extraction des séquences spatialement fréquentes
Le problème de la recherche de motifs séquentiels a été introduit par Agrawal et Sri-
kant [1995] dans le contexte du panier de la ménagère et appliqué avec succès dans de
nombreux domaines comme la biologie [Wang et al., 2004b; Salle et al., 2009], la fouille
d’usage du Web [Pei et al., 2000; Masseglia et al., 2008], la détection d’anomalies [Rabatel
et al., 2010], la fouille de ﬂux de données [Marascu etMasseglia, 2006] ou la description des
comportements au sein d’un groupe [Perera et al., 2009]. D’autres approches [Julea et al.,
2008] utilisent les motifs séquentiels pour décrire les évolutions temporelles des pixels au
sein d’une série temporelle d’images satellites.
Comme indiqué précédemment, le principal déﬁ de la recherche demotifs séquentiels
à partir d’une base de données est d’extraire des séquences pour lesquelles le support est
supérieur ou égal à un seuil minimal minsupp.
Pour extraire les motifs séquentiels, l’algorithme PreﬁxSpan [Mortazavi-Asl et al., 2000]
a été adopté en raison de son efﬁcacité sur des grands volumes de données. Cetteméthode
utilise la stratégie diviser pour régner en effectuant une recherche en profondeur de l’espace
de recherche avec des projections successives de la base de données.
Dans les paragraphes suivants, nous présentons quelques déﬁnitions pourmieux com-
prendre l’algorithme PreﬁxSpan. Nous supposons que tous les items sont triés par ordre
alphabétique.
Définition 3.5 Préfixe d’une séquence
Nous définissons la fonction préfixe : S×N→ S où S est un ensemble de séquences, N
est un ensemble de nombres entiers positifs et préfixe(s,k) = s[1 : k]. En d’autres termes,
préfixe(s,k) retourne les premiers k items, i.e., le préﬁxe de s.
Définition 3.6 Suffixe d’une séquence
Nous définissons la fonction suffixe : S×S→ S tel que suffixe(s,s ′) = s[m+1 : n] si
et seulement si, s ′ est un préfixe de s avec m items et s est une séquence comportant n items.
Par exemple, soient les séquence s1 = 〈(TmHbPm)(Th)〉 et s2 = 〈(TmHb)〉, le sufﬁxe de
s1 comparé au préﬁxe s2 est 〈(_Pm)(Th)〉.
Définition 3.7 Projection d’une base de séquences
Soit s une séquence dans la base de séquences seqDB. La base de données s-projetée,
notée seqDB|s est un ensemble de suffixes de séquences de seqDB préfixées par s.
L’algorithme PrefixSpan
Nous présentons un pseudo-code simpliﬁé de l’algorithme PreﬁxSpan. Il prend en en-
trée une séquence s et un seuil minimal minsupp et retourne toutes les séquences fré-
quentes préﬁxées par s, i.e., celles ayant un support supérieur à minSupp. L’Algorithme 1
présente le pseudo-code de PreﬁxSpan.
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Algorithme 1: PrefixSpan(α,seqDB|α)
ENTRÉ: un préﬁxe α et la base α-projétée seqDB|α
1. trouver l’item x tel que supportseqDB|α(x)≤minsupp
2. ajouter x à α pour étendre le motif séquentiel αx et le garder
3. construire la base αx-projetée (seqDB|α)|x pour chaque αx
et appeler PrefixSpan(αx,(seqDB|α)|x)
Les motifs fréquents sont progressivement étendus au cours d’une exploration en pro-
fondeur de l’espace de recherche. D’abord, l’ensemble des items fréquents x sont extraits
de la base de données projetée seqDB|α. Il faut noter que, dans le premier appel récursif,
seqDB|α correspond à la base de données initiale seqDB (car α={}).
Ensuite, pour chaque item x, l’algorithme étend le motif séquentiel α avec x. Deux ex-
tensions sont possibles : (1) en ajoutant x au dernier itemset de α, soit (xα) ; ou (2) en in-
sérant x après le dernier itemset deα, soit (x)(α) (i.e., la prochaine estampille temporelle).
Le support pour ces deux motifs est calculé et seul les motifs fréquents sont conservés.
Finalement, pour chaquemotif fréquent, l’algorithme effectue une autre projection de
la base de données en utilisant seqDB|α et étend de manière récursive le motif en invo-
quant à nouveau la fonction PrefixSpan. L’algorithme s’arrête lorsque plus aucune projec-
tion ne peut être générée.
Comme nous le montrerons dans la Section 5.3, cette méthode a été appliquée avec
succès sur deux jeux de données. Si les motifs obtenus sont très intéressants pour les ex-
perts, ils nemettent pas en valeur la propagation des évènements d’une zone à l’autre. Pour
résoudre ce problème, nous proposons un nouveau type de motifs dans la Section 3.3 : les
motifs spatio-séquentiels.
3.3 Motifs spatio-séquentiels
La deuxième approche étudiée consiste à introduire des caractéristiques spatiales dans
les motifs recherchés, c’est-à-dire en modiﬁant un algorithme de recherche de motifs sé-
quentiels pour prendre en compte les relations spatiales décrites dans la Section 3.1.
Dans cette approche, nous étudions l’extraction de séquences représentant l’évolution
d’une zone en fonction de ses caractéristiques et de celles de son voisinage. Pour cela,
nous avons déﬁni un nouveau concept de séquences spatio-temporelles d’itemsets spa-
tiaux (i.e., des séquences d’ensembles) appelée S2P (Spatio-Sequential Patterns). Notre
approche étend donc les travaux de Tsoukatos et Gunopulos [2001] en intégrant les in-
teractions entre la zone d’étude et son environnement proche. À titre d’illustration, grâce à
l’approche citée auparavant, nous pouvons extraire des informations du type dans la ville
de Nîmes, de fortes pluies se sont produites après une augmentation considérable de l’humi-
dité. A contrario, grâce à notre deuxième approche, des informations seront extraites du
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type : dans la ville de Nîmes, le pourcentage d’humidité a augmenté considérablement car
auparavant il a eu de fortes pluies à Nîmes et des hautes températures dans les villes voisines.
Les approches existantes ne permettent pas d’extraire ce type d’information.
3.3.1 Préliminaires
Nous allons étendre les déﬁnitions présentées dans la Section 3.2.4 de façon à prendre
en compte la dynamique spatiale des données.
Pour cela, nous déﬁnissons la relation dans entre une zone Z et un itemset IS comme
l’occurrence de l’itemset IS dans la zoneZ au temps t dans la base de données stDB. Plus
formellement :
{
dans(IS,Z,t)= vrai si IS apparait dans stDB pour la zone Z au temps t
dans(IS,Z,t)= faux sinon
(3.1)
Maintenant, nous déﬁnissons la notion de voisin entre zones. Différentes relations de
voisinage peuvent être déﬁnies sur des zones. Deux zones sont voisines 3 si :{
voisin(Zi,Zj)= vrai si Zi et Zj sont voisines
voisin(Zi,Zj)= faux sinon
(3.2)
Définition 3.8 Itemset spatial
Soient ISp and ISq deux itemsets, ISp et ISq sont spatialement proches si ∃Zi,Zj ∈
dom(DS) et ∃t ∈dom(DT ) tel que dans(ISp,Zi,t)∧dans(ISq,Zj,t)∧voisin(Zi,Zj) est
vrai. Deux itemsets ISp et ISq qui sont spatialement proches, forment un itemset spatial noté
IST = ISp · ISq.
Pour alléger les notations, nous introduisons un opérateur de groupement d’itemsets
associé à l’opérateur · (voisin) et noté []. Le symbole θ représente l’absence d’itemsets
dans une zone. La Figure 3.8 montre les trois types d’itemsets spatiaux que nous pouvons
construire en utilisant ces opérateurs. Les lignes pointillées représentent le voisinage spa-
tial.
Par exemple, l’itemset spatial IST = (Tm ·HmPb) signiﬁe que les évènements Tm et
HmPb apparaissent dans une zone voisine au même temps. L’itemset spatial IST = (θ ·
[Tm;HbPm]) indique que Tm et HbPm apparaissent dans deux zones voisines et qu’aucun
évènement n’est apparu dans la zone d’étude.
3. Ici la notion de voisinage, au sens commun du terme, peut être déﬁnie comme des zones qui partagent
une frontière ou des zones qui sont proches. Cette notion de voisinage est liée à la disposition des entités
spatiales dans l’espace.
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(a) (b) (c)
FIGURE 3.8 – Représentation graphique des itemset spatiaux (a) IS1 · IS2 (b) θ · IS2 (c) IS1 ·
[IS2;IS3]
Définition 3.9 Association entre zone, itemset spatial et le temps
Soit IST = ISp · ISq un itemset spatial, Z ∈ dom(DS) une zone et t ∈ dom(DT ) une es-
tampille temporelle, nous définissons la relation vériﬁer qui représente la présence de l’item-
set spatial IST dans Z au temps t comme suit :


vérifier(IST ,Z,t)= vrai si dans(ISp,Z,t)= vrai et ∃Z
′ ∈dom(DS) tel que
voisin(Z,Z ′)= vrai et dans(ISq,Z
′,t)= vrai
vérifier(IST ,Z,t)= faux sinon
(3.3)
Définition 3.10 Inclusion d’itemsets spatiaux








, si et seulement si ISp ⊆ IS
′
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(TbHm ·Ph75) car (TbHm)⊆ (TbHm) et (Ph)⊆ (Ph75).
Nous modélisons la notion d’évolution d’évènements dans les zones en prenant en
compte leur relation de voisinage via la notion de séquence spatiale.
Définition 3.11 Séquence spatiale
Une séquence spatiale ou simplement 2S est une liste ordonnée d’itemsets spatiaux notée
par s = 〈IST1IST2 . . .ISTm〉 où ISTi , ISTi+1 satisfaisant la contrainte de séquentialité tempo-
relle, i.e., i ∈ [1..m−1].
La 2S s= 〈(Tb)(θ·[Hm;Ph])(Pm·[Hb;Tm])〉 est illustrée dans la Figure 3.9 pour la zoneZ1
où les ﬂèches représentent la dynamique temporelle et les lignes pointillées représentent
le voisinage proche.
Une relation de généralisation/spécialisation entre deux 2S peut être déﬁnie de la ma-
nière suivante :
Définition 3.12 Inclusion de séquences spatiales (2S)
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FIGURE 3.9 – Dynamique spatio-temporelle du motif 〈(Tb)(θ · [Hm;Ph])(Pm · [Hb;Tm])〉
Par exemple, la 2S s= 〈(TbHm ·HbPh)(55)〉 est plus spéciﬁque (incluse) dans la 2S s
′=
〈(TbPm ·HbPh)(55 ·Ph)〉 car (TbHm ·HbPh)⊆ (TbHm ·HbPh) et (55)⊆ (55 ·Ph).
Définition 3.13 Préfixe de séquences spatiales (2S)
Nous allons étendre la Définition 3.5 aux séquences spatiales. La fonction
préfixe(s,k) = s[1 : k] renvoi les premiers k items, i.e., le préfixe de s où s est une 2S et
k es un nombre entier positif.
Définition 3.14 Suffixe de séquences spatiales (2S)
Nous allons étendre la Définition 3.6 aux séquences spatiales. Le suffixe(s,s ′) = s[m+
1 :n] renvoie les 2S contenant les (n−m) derniers items de la 2S s préfixée par la 2S s ′.
Par exemple, soient les 2S s1= 〈(TbHm ·HbPh)(55)〉 et s2= 〈(TbHm)〉, le sufﬁxe s1 com-
paré au préﬁxe s2 est 〈(_ ·HbPh)(55)〉.
Définition 3.15 Projection d’une base de séquences
Soit s une 2S présente dans la base de séquences seqDB. La base de données s-projetée,
notée par seqDB|s est l’ensemble des suffixes de la séquence spatiale dans seqDB préfixée
par s.
Par exemple, soit la base de séquences seqDB contenant les 2S s1 = 〈(TbHm ·
HbPh)(55)〉 et s2= 〈(TbHm)(Tb ·Pm)〉. Soit la 2S s3= 〈(TbHm)〉. La projection de la base de
séquences seqDB comparée au préﬁxe s3 (représentée par seqDB|S3) est 〈(_ ·HbPh)(55)〉
et 〈(Tb ·Pm)〉.
De manière générale, les algorithmes de fouille de données doivent faire face à une
énorme complexité qui est associée essentiellement à la taille de la base de données à
fouiller. Dans notre approche, cette complexité peut augmenter considérablement à cause
de la relation de voisinage qui est présente au moment du processus de la fouille. Il est
donc nécessaire de trouver des heuristiques pour élaguer l’espace de recherche. Ces heu-
ristiques peuvent être de nature syntaxique (e.g. ne s’intéresser qu’à un sous-ensemble
des motifs) et/ou basées sur des métriques statistiques (e.g. élaguer tous les motifs dont le
support est inférieur à un seuil minimal).
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Dans la suite de cette thèse, nous proposons deux mesures d’élagage basées sur des
métriques statistiques adaptées aux séquences spatiales.
3.3.2 Mesures d’élagage pour des séquences spatiales 2S
Comme cela a été discuté dans [Joshi et al., 2001], l’une des tâches les plus importantes
dans le processus de fouille de données est de savoir comment la fréquence d’apparition
d’une séquence est estimée. Dans la littérature, il existe différentes mesures pour évaluer
les motifs extraits lors de l’étape de fouille de données (pour un aperçu, voir [McGarry,
2005; Geng et Hamilton, 2006]). Par exemple, Mohan et al. [2012], proposent la mesure ap-
pelée indice de participation en cascade (IPC en abrégé), qui est déﬁnie comme le nombre
minimal d’occurrences d’un type d’évènement participant à unmotif divisé par le nombre
d’instances du type d’évènement dans toute la base de données. Cette mesure est compo-
sée par deux indices : l’indice de participation spatiale et l’indice de participation tempo-
relle. Pour estimer l’IPC, les auteurs comptent "globalement" les occurrences d’un motif
dans la base de données.
Dans cette thèse, nous introduisons deux mesures d’élagage pour ﬁltrer les séquences
spatiales :
1. La première est une adaptation du support utilisé pour l’extraction demotifs séquen-
tiels ( [Agrawal et Srikant, 1995]).
2. La deuxième est une adaptation de l’indice de participation en cascade utilisé
dans [Mohan et al., 2012]. Cette mesure a été adaptée en prenant en compte deux
aspects : (1) tout d’abord, dans l’indice de participation temporelle, nous propo-
sons d’évaluer les occurrences d’une séquence spatiale 2S "localement" (par rap-
port à l’échelle globale), en comptant le nombre d’occurrences d’évènements dans
une séquence où le motif apparaît (par rapport à la base de données entière) ; et (2)
comme le détaille Wu et al. [2010], les séquences nulles 4 sont extrêmement impor-
tantes pour le calcul d’unemesure d’élagage. Notre proposition tient compte de cette
contrainte en évaluant uniquement les séquences contenant la séquence spatiale 2S
étudiée.
Dans la suite de cette section, nous allons détailler ces deux mesures.
Support d’un motif spatio-séquentiel
Dans la littérature portant sur la fouille de séquences fréquentes, un exemple classique
est celui du panier de la ménagère où la base de données est composée d’un ensemble de
séquences correspondant à des transactions faites par des clients. Chaque transaction est
4. Une séquence nulle, par rapport à un item I, où I ∈dom(Ai), est une séquence contenue dans la base
de séquences qui ne contienne pas l’item I.
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constituée d’un ID client, de la date de la transaction et des articles achetés dans les tran-
sactions. Le support absolu d’une séquence s est déﬁnie comme le nombre de séquences
dans la base de séquences qui contient la séquence s [Agrawal et Srikant, 1995].
La base de données spatio-temporelles est semblable à une base de séquences (tran-
sactions), car les informations d’une zone à différents moments peuvent être considérées
comme une séquence. La principale différence est la relation de voisinage associée à la
dimension spatiale. En conséquence, nous déﬁnissons un nouveau support absolu pour
des séquences spatiales déﬁni comme le nombre de zones contenant la séquence étudiée
et satisfaisant les contraintes de proximité des itemsets spatiaux. Plus formellement, cette
mesure peut être déﬁnie comme suit :
Définition 3.16 Support absolu d’une séquence spatiale
Soit la 2S s= 〈IST1IST2 . . .ISTn〉, le support absolu de s représenté par suppabs(s,seqDB)
ou simplement suppabs(s) est défini comme le nombre de séquences de la base seqBD qui
vérifient s. Autrement dit :
suppabs(s,seqBD)= suppabs(s)=|{Z ∈dom(DS)|∀i ∈ [1..n],∃Ti ∈dom(DT ),
et vérifier(ISTi,Z,Ti)= vrai}|
(3.4)
De lamêmemanière, nous déﬁnissons le support relatif pour une séquence 2S comme
le ratio entre le nombre de zones qui vériﬁent la séquence 2S et le nombre de zones total.
Définition 3.17 Support relatif d’une séquence spatiale
Soit la séquence s= 〈IST1IST2 . . .ISTn〉, le support relatif de s noté par supprel(s,seqBD)





Par exemple, soit la relation de voisinage montrée dans la Figure 3.11 et les séquences
présentées dans le Tableau 3.1. Chaque séquence représente l’évolution d’un ensemble
d’évènements par zone (cf., Table 1.1).
Soit une séquence spatiale s = 〈(Hm)(Tb · Tm)〉, le support relatif de s est 2/3. La Fi-
gure 3.10 illustre la dynamique de s. Les ﬂèches représentent la dynamique temporelle
tandis que les lignes pointillées représentent la relation de voisinage.
Définition 3.18 Motif spatio-séquentiel
Soient la 2S s et minSupp le support minimum spécifié par l’utilisateur, si
supprel(s,seqDB) ≥ minSupp alors s est une 2S fréquente appelée motif spatio-
séquentiel.
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FIGURE 3.10 – Représentation graphique du calcul du support du motif 〈(Hm)(Tb ·Tm)〉
Indice de participation spatio-temporel
La mesure précédente ne tient pas compte de la participation d’un item dans unmotif
spatio-séquentiel. Il n’évalue pas les occurrences d’un motif apparaissant dans la même
zone à des temps différents. Pour mettre en évidence ces aspects, nous proposons une
adaptation de l’indice de participation en cascade déﬁni par [Mohan et al., 2012] qui est une
combinaison de deuxmesures : (1) l’indice de participation spatial, qui prend en compte le
nombre de zones supportant le motif ; et (2) l’indice de participation temporelle, qui prend
en compte le nombre d’apparitions d’un motif dans une zone à différents moments.
Pour présenter ces deux mesures, nous devons tout d’abord déﬁnir les ratios de parti-
cipation spatial et temporel.
Définition 3.19 Ratio de participation spatial
Soient s une séquence spatiale et I un item de s. Le ratio de participation spatial de l’item
I dans s, noté par SPr(s,I) est le nombre de zones qui contiennent s divisé pour le nombre





Définition 3.20 Indice de participation spatial
Soit s une séquence spatiale, l’indice de participation spatial de s noté par SPi(s) est le
minimum des ratios de participation spatiaux :
SPi(s)=MIN∀I∈dom(Ai),I∈s {SPr(s,I)} (3.7)
Définition 3.21 Ratio de participation temporelle
Soit s une séquence spatiale, soit I un item de s et soit si une séquence qui représente des
évènements apparus dans une zoneZi et qui supporte s. Le ratio de participation temporelle
de l’item I dans s noté par TPr(s,I,si) est le nombre d’instances de l’item I qui participent
dans s divisé par le nombre total d’instances de l’item I dans la séquence si supportant s :
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TPr(s,I,si)=
nbInstances(I) qui apparaissent dans s
nbInstances(I) dans toute la séquence si
(3.8)
Définition 3.22 Indice de participation temporelle
Soit s une séquence spatiale, l’indice de participation temporelle de s noté par TPi(s) est
le minimum des indices de participation temporelles calculés pour chaque séquence de la






Définition 3.23 Indice de participation spatio-temporel
L’indice de participation spatio-temporel d’une séquence spatiale s noté par STPi(s), est
le produit des deux mesures présentées auparavant :
STPi(s)= SPi(s)×TPi(s) (3.10)
Par exemple, considérons la séquence spatiale présentée dans la Deﬁnition 3.17 i.e.,
s = 〈(Hm)(Tb · Tm)〉, la relation de voisinage montrée dans la Figure 3.11 et la base de
séquences représentée dans le Tableau 3.1. L’indice de participation spatio-temporel de s
est 1/3. Nous l’obtenons grâce au calcul ci-dessous :
















Puis, l’indice de participation temporelle :






































Finalement, les deux résultats obtenus précédemment sont remplacés dans la formule de
la Déﬁnition 3.23 :











Proposition 3.24 (Anti-monotonie) :
L’indice de participation spatio-temporel est anti-monotone [Agrawal et Srikant, 1994],
i.e., monotoniquement non incrémental par rapport à la taille du motif.
Nous allons démontrer cette proposition indépendamment pour chaque composante
- spatiale et temporelle - de la mesure.
Proposition 3.25 (Anti-monotonie) :
L’indice de participation spatial est anti-monotone.
Démonstration :
Le ratio de participation spatial est anti-monotone car un item I ∈ dom(Ai) qui parti-
cipe dans une séquence spatiale sparticipe aussi à la séquence spatiale s ′ où s⊆ s ′. L’indice
de participation spatial est aussi anti-monotone car le ratio de participation spatial est












En consequence, l’indice de participation spatial es anti-monotone.

Proposition 3.26 (Anti-monotonie) :
L’indice de participation temporelle est anti-monotone.
Démonstration :
Soient s et s ′ deux séquences spatiales respectivement de taille k− 1 et k où s ⊆ s ′.
Nous déterminons que TPi(s ′)≤ TPi(s) par addition d’un item. Soit I ∈ dom(Ai) un item
où I ∈ s ′ et I ∉ s. Par déﬁnition du TPi, nous avons :






Alors, l’indice de participation temporelle est anti-monotone.

Finalement, si s ⊆ s ′, alors, l’indice de participation spatio-temporel est anti-monotone,
i.e.,
STPi(s ′)≤ STPi(s)
La propriété d’anti-monotonie est très importante dans le processus d’extraction de
motifs spatio-séquentiels car elle permet d’élaguer l’espace de recherche. En effet, si
le STPi d’une séquence est faible (inférieure à un seuil), aucun des STPi de ses super-
séquences ne pourra dépasser ce seuil et il est inutile de les explorer. Nous montrerons
dans la section suivante, comment cette propriété est utilisée.
3.3.3 Algorithmes d’extraction de motifs spatio-séquentiels
Dans cette section, nous proposons deux algorithmes associés aux deux stratégies
les plus courantes en fouille de données pour rechercher des motifs fréquents dans une
base de données. Dans un premier temps, nous utilisons la stratégie d’exploration en lar-
geur ou par niveau (BFS, breadth-first search) et nous proposons l’algorithme appelé BFS-
S2PMiner. Dans un deuxième temps, nous proposons l’algorithme appelé DFS-S2PMiner
s’appuyant sur une stratégie d’exploration en profondeur basée sur des projections suc-
cessives de la base de données (DFS, depth-first search).
Approche par niveau
Dans les algorithmes de recherche par niveau (générer-tester-élaguer), la démarche
consiste à extraire tout d’abord les items fréquents, puis, pour chaque itération k, à générer
un ensemble de candidats à partir des motifs fréquents générés à l’itération k−1. À la ﬁn
de chaque itération, une phase d’élagage, basée sur une propriété d’anti-monotonie limite
le nombre de motifs candidats générés. Tous les candidats sont testés et seuls ceux qui
sont fréquents sont utilisés pour générer des motifs candidats de k+1 items lors de l’ité-
ration suivante. L’algorithme s’arrête lorsque l’ensemble des candidats est vide. Il existe
de nombreux algorithmes basés sur cette approche, parmi lesquels nous trouvons Apriori
[Agrawal et Srikant, 1994], GSP [Srikant et Agrawal, 1996] ou SPADE [Zaki, 2001]. Nous pro-
posons dans cette sectionunnouvel algorithmedérivé de l’algorithme SPADE introduit par
Zaki dans [Zaki, 2001]. L’Algorithme 2 correspond au pseudo-code de notre proposition.
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TABLE 3.2 – Génération de motifs candidats
Séquenceα Séquenceβ Si Motif candidat γ
〈(ρX)〉 〈(ρY)〉 X< Y 〈(ρXY)〉
〈(ρX)〉 〈(ρ)(Y)〉 〈(ρX)(Y)〉
〈(ρ)(X)〉 〈(ρ)(Y)〉 X< Y 〈(ρ)(XY)〉
〈(ρX)〉 〈(ρ ·Y)〉 〈(ρX ·Y)〉
〈(ρX)〉 〈(ρ)(θ ·Y)〉 〈(ρX)(θ ·Y)〉
〈(ρ ·X)〉 〈(ρ)(Y)〉 〈(ρ ·X)(Y)〉
〈(ρ ·X)〉 〈(ρ ·Y)〉 X< Y 〈(ρ · [X;Y])〉
〈(ρ ·XY)〉 〈(ρ ·Z)〉 X < Z et Y < Z 〈(ρ · [XY;Z])〉
〈(ρ ·X)〉 〈(ρ ·YZ)〉 X < Y et X < Z 〈(ρ · [X;YZ])〉
〈(ρ)(θ ·X)〉 〈(ρ)(θ ·Y)〉 X< Y 〈(ρ)(θ · [X;Y])〉
Dans un premier temps, notre algorithme extrait les items fréquents (lignes 1 à 8 de
l’Algorithme 2) pour construire l’ensemble F1. À partir de cet ensemble F1, nous construi-
sons les candidats de l’itération 2. De façon générale, à chaque niveau, nous construisons
l’ensemble des motifs de k+ 1 items à partir de ceux comportant k items. Notons qu’à
chaque itération k, les motifs générés ont k items. Par exemple, considérons deux motifs
spatio-séquentiels 〈(XY ·Z)〉 et 〈(XY)(Y)〉, tous les deux composés de trois items. L’itemset
commun à ces deux motifs est 〈(XY)〉 donc, nous pouvons générer le motif 〈(XY ·Z)(Y)〉
comportant quatre items.
Plus formellement, soient les séquencesα etβ ayant lemêmepréﬁxe ρ. Dans l’étape de
génération de candidats, nous construisons des motifs candidats γ ayant le même préﬁxe
conformément aux règles montrées dans le Tableau 3.2.
Dans l’étape d’élagage, l’algorithme limite les motifs candidats à ceux pour lesquels
tous les sous-motifs construits à l’itération k− 1 sont fréquents (ligne 15). Par exemple,
le motif 〈(XYZ)〉 sera candidat si et seulement si ses sous-motifs 〈(XY)〉, 〈(XZ)〉 et 〈(YZ)〉
sont fréquents.
Finalement, une fois l’élagage effectué, l’algorithme teste chacun des motifs candidats
(ligne 16 de l’Algorithme 2) et utilise lesmotifs spatio-séquentiels découverts pour débuter
l’itération suivante.
Pour la construction des motifs spatio-séquentiels, nous utilisons, dans l’Algo-
rithme 2, un tableau comme structure de données pour stocker la base de données
spatio-temporelles sous la forme de séquences. Ce tableau (voir l’exemple du Tableau 3.4)
est divisé en deux parties : la première stocke les séquences qui représentent l’évolution
dans le temps de chaque zone de la base de données spatio-temporelles et la deuxième
partie stocke les séquences associées à l’évolution dans le temps de leurs zones voisines.
Exemple : Nous allons illustrer notre proposition à partir de la base de séquences seqDB
(Tableau 3.3) construite à partir de la base de données spatio-temporelles décrite dans le
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Algorithme 2: BFS-S2PMiner
ENTRÉ: Une base de séquences seqBD, une relation de voisinage L
et un support minimumminSupp
SORTIE: L’ensemble de motifs spatio-séquentiels
1. pour tout i⊆dom(Ai) où i ∈ [1..p] faire
2. si supp(i)≥minSupp alors
3. F1← F1∪ {i}
4. finsi
5. si supp(·i)≥minSupp alors
6. F1← F1∪ {·i}
7. finsi
8. fin pour
9. k← 1 ;
10. tant que Fk 6=; faire
11. Fk+1←; ;
12. pour tout α ∈ Fk,β ∈ Fk faire
13. si prefix(α)= prefix(β) alors
14. γ←union(α,β) ;
15. si AllSubSeqFreq(Fk,γ) alors
16. si supp(γ)> supp_min alors





22. k← k+1 ;
23. fin tant que
24. retourner F1∪F2∪ . . .∪Fk ;
Tableau 1.1, de la relation de voisinage décrite dans la Figure 3.11 ainsi que d’un support
minimum minSupp égal à 2/3.





Les lignes 1 à 8 de notre algorithme calculent l’ensemble F1 des items fréquents en vé-
riﬁant que le support minimum minSupp soit respecté. F1 sera composé de tous les items
I qui apparaissent dans aumoins deux des séquences associées aux zones, et des items θ·I
qui apparaissent dans le voisinage d’au moins deux zones.
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FIGURE 3.11 – Relation de voisinage L construite pour les zones représentées dans la Fi-
gure 1.2
TABLE 3.4 – Multi-ensembles de séquences et séquences voisines
Séquences Séquences voisines
s1= 〈(TbHmPm)(TmHmPb)(TbHmPm)〉 s2= 〈(TmHmPm)(TbHmPb)(TbHbPm55)〉
s3= 〈(TbHmPh75)(TmHhPb)(TbHhPh55)〉
s2= 〈(TmHmPm)(TbHmPb)(TbHbPm55)〉 s1= 〈(TbHmPm)(TmHmPb)(TbHmPm)〉
s3= 〈(TbHmPh75)(TmHhPb)(TbHhPh55)〉 s1= 〈(TbHmPm)(TmHmPb)(TbHmPm)〉
Dans notre exemple, l’item Pm apparaît deux fois dans les séquences s1 et s2 et l’item
θ ·Pm apparaît trois fois : dans le voisinage de s1 (i.e., s2), de s2 (i.e., s1) et de s3 (i.e., s1).
Finalement, F1 est composé de :
F1={Tb : 3,Pm : 2,Pb : 3,Hm : 3,Tm : 3,55 : 2,
θ ·Tb : 3,θ ·Pm : 3,θ ·Pb : 3,θ ·Hm : 3,θ ·Tm : 3, }
Le nombre associé à ces items est leur support dans les séquences du Tableau 3.4.
Nous pouvons constater que l’item θ ·55 n’apparait pas dans l’ensemble F1 même s’il
apparait deux fois dans des séquences associées aux séquences voisines. En effet, l’item
θ ·55 apparait dans deux séquences voisines de s1 (i.e., s2 et s3), et donc dans un seul voi-
sinage (celui de s1), ce qui explique que son support soit de 1/3.
À partir de l’ensemble F1, nous construisons l’ensemble F2 des motifs spatio-
séquentiels préﬁxés par des motifs spatio-séquentiels trouvés à l’étape précédente. De
façon générale, nous procédons comme suit : si deux motifs ont le même préﬁxe (ligne
13), nous générons unmotif candidatγ comportant k+1 items qui est obtenu par "union"
de deux motifs spatio-séquentiels fréquents comportant k items (ligne 14) selon les cas
présentés dans le Tableau 3.2 .
Par exemple, voici quelques motifs candidats composés de 2 items, générés à partir de
l’ensemble F1 : (Tb)(Tb), (TbPm), (TbPm), . . ., (Tb·Tb), (Tb)(θ·Tb), . . .. Dans cet ensemble de
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candidats, nous ne gardons que ceux pour lesquels leurs sous-séquences sont fréquentes
(ligne 15).
Ensuite, la ligne 16 de l’Algorithme 2 vériﬁe que chaque motif candidat retenu dans
l’étape précédente est fréquent. Par exemple, le motif 〈(Tm)(Ph)〉 est fréquent parce qu’il
apparait deux fois dans les séquences s1 et s2 du Tableau 3.4.
Finalement, nous obtenons l’ensemble des motifs spatio-séquentiels fréquents com-
posés de 2 items :
F2={(Tb)(Tb) : 3,(Tb ·Tb) : 3,(Tb)(θ ·Tb) : 2,(TbPm) : 2,
(Pm ·Pm) : 3,(Hm)(Hm) : 2,(Hm ·Hm) : 3,(Hm)(θ ·Hm) : 3,. . .}
En suivant toutes ces étapes de façon itérative, l’algorithme continue jusqu’à ce qu’il n’y
ait plus aucun candidat qui puisse être généré. Il retourne ensuite l’union des ensembles
Fk de motifs spatio-séquentiels.
SPADE est considéré comme un algorithme par niveau. La complexité de calcul de l’al-
gorithmeBFS-S2PMiner est, dans le pire des cas,O(TN(2M)N) où T est le nombre de tran-
sactions sur la base de données (|dom(DS)|), N est le nombre d’items différents dans la
base de données etM est le nombre maximal de zones voisines.
Approche de parcours en profondeur
De nombreux algorithmes utilisent une stratégie de parcours en profondeur basée sur
des projections successives de la base de données tels que PSP [Masseglia et al., 1998], FP-
Growth [Han et al., 2000] et PrefixSpan [Mortazavi-Asl et al., 2000]. Dans cette section, nous
proposons un algorithme appelé DFS-S2PMiner utilisant ce type d’approche pour extraire
des motifs spatio-séquentiels. Plus précisément, cet algorithme est basé sur la stratégie
pattern-growth proposée dans [Han et al., 2000] et [Mortazavi-Asl et al., 2000].
Le principe de ce type d’approche est d’extraire les motifs fréquents sans passer par
une phase de génération des candidats. En effet, cette phase des algorithmes par niveau
peut être particulièrement coûteuse en raison du nombre important de motifs candidats
pouvant être générés. De plus, elle implique de parcourir la base de données demanière ré-
pétée et de vériﬁer le support d’un grand nombre demotifs. Les stratégies de type pattern-
growth évitent cette phase en effectuant une approche "diviser pour régner". Cette ap-
proche fait récursivement des projections de la base de données, les associe à un frag-
ment de motif fréquent et "fouille" chacune des bases projetées séparément. Les motifs
fréquents sont ainsi étendus progressivement suivant un parcours en profondeur de l’es-
pace de recherche.
L’Algorithme 3 décrit l’algorithme récursif DFS-S2PMiner. Premièrement, l’algorithme
commence par construire l’ensemble F1 des items fréquents I et θ · I de la projection
seqBD|α (ligne 1 de l’Algorithme 3). Ces items vont constituer les extensions possibles de
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Algorithme 3: DFS-S2PMiner
– Main routine
ENTRÉ: Une base de séquences seqBD, une relation de voisinage L
et un support minimumminSupp




ENTRÉ: le motif spatio-séquentiel α, le support minimumminSupp, la α-projection seqDB|α
de la base de séquences seqDB| et l’ensemble de motifs spatio-séquentiels F ;
1. F1← {l’ensemble d’items fréquents I et θ · I de la projection seqDB|α avec I ∈⋃i∈[1..p]dom(DAi)}
2. pour tout X ∈ F1 faire
3. β←αX
4. δ←α(X)
5. si supp(δ)≥minSupp alors
6. F← F∪δ ;
7. Preﬁx-growthST(δ,minSupp,seqDB|δ,F)
8. finsi
9. si supp(β)≥minSupp alors




la séquence α. Notons que lors du premier appel récursif, nous avons α= {}. Dans ce cas,
la projection seqBD|α correspond à la base de séquences seqBD de départ.
Ensuite, pour chaque item X ∈ F1, nous étendons le motif spatio-séquentiel α avec X
(lignes 3 et 4). Deux types d’extension sont possibles : 1) ajouterX audernier itemset spatial
de la séquence α (ligne 3) ou 2) insérer X après (i.e., au temps suivant) le dernier itemset
spatial de α (ligne 4). Une fois l’extension du motif effectuée, nous vériﬁons le support
des séquences spatiales résultantes (lignes 5 et 9) et nous stockons les séquences spatiales
fréquentes dans l’ensemble des solutions F (lignes 6 et 10).
Pour chaque motif séquentiel, l’algorithme effectue ensuite une projection de la base
de données à partir de seqBD|α et étend de manière récursive le motif en appelant - une
fois de plus - l’algorithme (lignes 7 et 11). L’algorithme s’arrête lorsqu’il n’y a plus de pro-
jections qui puissent être générées.
Exemple Nous illustrons cet algorithme en utilisant le même exemple que dans la section
précédente (Tableau 3.3, Figure 3.11 etminSupp= 2/3).
Iteration 1 (α= {})
Dans un premier temps, l’Algorithme 3 commence par extraire les items fréquents et
les items spatiaux fréquents de la base de séquences seqBD (ligne 1), soit :
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F1={Hm : 3,Tm : 3,Pm : 2,Pb : 3,Tb : 3,55 : 2,θ ·Tm : 3,
θ ·Hm : 3,θ ·Pm : 3,θ ·Pb : 3,θ ·Tb : 3,θ ·55 : 3}
Ensuite, la séquence α est étendue (lignes 3 et 4). Dans les lignes 5, 6 et 9, 10 nous
comparons et gardons les solutions fréquentes.
Pour chaque item fréquent I et θ·I, l’algorithme calcule la projection de la base de don-
nées par rapport à ces items (aucune extension n’est faite ici car α est vide). Par exemple,
pour l’item fréquent Hm, nous obtenons la projection (voir Tableau 3.5). Chacune de ces
bases projetées est ensuite utilisée dans un appel récursif permettant de rechercher ses
super-séquences fréquentes (lignes 7 et 11).
TABLE 3.5 – Base projetée pour 〈(Hm)〉
Séquences Séquences voisines
s1= 〈(_Pm)(TmHmPb)(TbHmPm55)〉 s2= 〈(_Pm)(TbHmPb)(TbHbPm)〉
s3= 〈(_Ph75)(TmHhPb)(TbHhPh55)〉
s2= 〈(_Pm)(TbHmPb)(TbHbPm)〉 s1= 〈(_Pm)(TmHmPb)(TbHmPm55)〉
s3= 〈(_Ph75)(TmHhPb)(TbHhPh55)〉 s1= 〈(_Pm)(TmHmPb)(TbHmPm55)〉
Iteration 2 (α= 〈(Hm)〉)
Le premier appel récursif va construire les super-séquences ayant pour préﬁxe 〈(Hm)〉
à partir de la base projetée représentée par le Tableau 3.5. Plus précisément, l’algorithme va
d’abord rechercher les items fréquents dans cette base projetée (lignes 1), puis les étendre
〈(Hm)〉 (lignes 3 et 4). Les items fréquents obtenus pour seqBD|〈(Hm)〉 sont : {Pm : 2,Tm :
2,Hm : 2,Pb : 3,Tb : 3,55 : 2,θ ·Pm : 3,θ ·Tb : 3,θ ·Hm : 3,θ ·Pb : 3,θ ·Tm : 3,θ ·55 : 3}
Le premier item fréquent trouvé est 〈Pm〉 : 2. On obtient donc les motifs spatio-
séquentiels 〈(HmPm)〉 : 1 (ligne 3) et 〈(Hm)(Pm)〉 : 2 (ligne 4). Seul 〈(Hm)(Pm)〉 : 2 est
fréquent avec un minSupp de 2/3 (ligne 9). L’algorithme stocke ce motif (ligne 10) l’utilise
pour faire une nouvelle projection (cf., Tableau 3.6) et rechercher récursivement toutes les
super-séquences fréquentes ayant pour préﬁxe 〈(Hm)(Pm)〉.
TABLE 3.6 – Base projetée pour 〈(Hm)(Pm)〉
Zones Séquences Zones voisines Séquences voisines
Z1 s1= 〈(TmHmPb)(TbHmPm55)〉 Z2 s2= 〈(TbHmPb)(TbHmPm)〉
Z3 s3=;
Z2 s2= 〈(TbHmPb)(TbHbPm)〉 Z1 s1= 〈(TmHmPb)(TbHmPm55)〉
Z3 s3=; Z1 s1= 〈(TmHmPb)(TbHmPm55)〉
Iteration 3 (α= 〈(HmPm)〉)
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Les items fréquents obtenus à partir de la projection seqBD|〈(HmPm)〉 sont {Pm : 2,Hm :
2,Pb : 2,Tb : 2,θ ·Pm : 3,θ ·Tb : 3,θ ·Hm : 3,θ ·Pb : 3,θ ·55 : 3}.
Ensuite, on étend la séquence α (lignes 3 et 4). Par exemple, l’item spatial θ ·Hm :
3 est un des items fréquents. Dans ce cas, l’algorithme construit la séquence spatiale
〈(HmPm)(θ ·Hm)〉 : 1. Cette séquence est fréquente car elle apparait dans toutes les sé-
quences du Tableau 3.5).
Finalement, une projection et un appel récursif (lignes 7 et 11) sont réalisés. Quand
tous les items fréquents sont projetés, l’algorithme va parcourir une autre "branche"
de l’espace de recherche, i.e., les motifs commençant par 〈(Tm)〉. Par exemple, l’un des
items fréquents dans les séquences voisines (cf., Tableau 3.6) est 〈Pb : 3〉 donc, le motif
〈(HmPm)(θ ·HmPb)〉 sera extraite dans le itération 4.
L’algorithme procède donc globalement de la mêmemanière que les items soient spa-
tiaux ou non. La principale différence se situe dans la manière de compter le support.
En effet, le support d’un item spatial représente le nombre de zones ayant au moins
une fois dans leur voisinage l’item en question (c’est pour cette raison que nous avons
θ · 55 : 1 dans le Tableau 3.5). Notons que lorsque l’algorithme étend un motif du type
〈(IST1)(IST2)...(ISTK ·X)〉 avec un item fréquent θ ·Y, l’opérateur de groupement n-aire est
utilisé aﬁn de représenter la séquence sous la forme 〈(IST1)(IST2)...(ISTK · [X;Y])〉.
La complexité de calcul de l’algorithme DFS-S2PMiner, au pire du cas, estO((2NM)L)
oùN est le nombre d’items différents dans la base de données,M est le nombremaximum
des zones voisines et L est la longueur maximale de toutes les transactions. La constante
2 est introduite puisque chaque élément peut être ajouté en opération, soit par itemset ou
par extension de la séquence.
3.4 Discussion
Dans ce chapitre, nous avons présenté deux méthodes d’extraction de motifs spatio-
temporels. Dans la première méthode, nous avons appliqué un algorithme classique d’ex-
traction de motifs séquentiels en prenant en compte les informations spatiales (e.g. la dis-
tance entre entités spatiales, l’appartenance, etc.). Nous avons souligné les problèmes po-
sés par les différentes spatialisations et leur inﬂuence sur le nombre de motifs extraits.
Dans la deuxième approche, nous avons donné un cadre théorique pour l’extraction
de motifs spatio-séquentiels, des séquences d’ itemsets spatiaux, représentant l’évolution
dans le temps de zones et de leur environnement. Pour extraire ce type de motifs à partir
d’une base de données spatio-temporelles, nous avons proposé deux algorithmes d’ex-
traction selon les deux paradigmes les plus classiques en extraction de connaissances. Le
premier effectue un parcours par niveau de l’espace de recherche en s’appuyant sur une
stratégie générer-élaguer-tester. Le second effectue un parcours en profondeur en s’ap-
puyant sur des projections successives de la base de données. Ce type de motifs génère
un important espace de recherche. Pour faire face à ce problème, nous avons introduit
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également deux mesures d’intérêt adaptées aux aspects spatio-temporels de ces motifs.
La première est une extension du support tandis que la deuxième est une extension de la
mesure appelée indice de participation en cascade proposé par Mohan et al. [2012].
Maintenant, le problème posé est de savoir si tous les motifs obtenus en utilisant les
deux méthodes sont intéressants pour un expert. Dans la suite, nous allons nous focaliser





Après l’étape de fouille de données, les motifs extraits sont présentés aux utilisateurs
finaux. Très souvent, le nombre de motifs extraits est trop important pour permettre
une analyse manuelle et parfois même supérieur au nombre de données en entrée du
processus. Il est donc crucial de ne conserver que les motifs les plus pertinents. La perti-
nence des motifs dépend des besoins des utilisateurs qui peuvent s’intéresser aux motifs
fréquents, rares, inattendus, etc. Dans ce chapitre, nous allons proposer deux mesures
permettant de filtrer les motifs en utilisant la notion de "contradiction".
4.1 Introduction
Un problème récurrent en fouille de données, est celui du grand nombre de motifs ob-
tenus. Ils peuvent être parfois beaucoup plus nombreux que le nombre de séquences en
entrée du processus. Or, certains de ces motifs peuvent être peu intéressants pour les ex-
perts. Ces deux problèmes sont souvent associés à l’utilisation du support comme seule
mesure d’élagage. D’un côté, le support ne permet pas de détecter efﬁcacement les ten-
dances dans les séquences si le motif est soumis au bruit. D’un autre côté, pour de longues
séquences, les algorithmes de fouille de données peuvent générer un grand nombre de
motifs redondants et parfois triviaux dans lesquels, les motifs les plus pertinents sont sou-
vent cachés parmi des motifs peu intéressants [Kum et al., 2005].
Par ailleurs, comme discuté dans Baesens et al. [2000], le choix de la valeur optimale
du support minimum dans le processus de fouille de données est une tâche très difﬁcile
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pour l’utilisateur car elle peut avoir un impact direct sur le nombre de motifs à extraire.
Deux cas sont possibles : (1) pour une valeur de support haute (proche de 1), des motifs
très généraux seront extraits et les motifs rares (peu fréquents), mais pouvant être intéres-
sants, ne sont pas générés ; et (2) pour un support bas, lesmotifs fréquents et non fréquents
sont générés mais l’ensemble peut être difﬁcile à interpréter du fait du nombre important
de motifs dont certains peuvent ne pas être pertinents pour les experts. En conséquence,
choisir un support permettant d’extraire des motifs intéressants mais en petit nombre est
une tâche très complexe. De plus, si les attributs des données sont fortement corrélés, le
nombre de motifs est élevé [Baesens et al., 2000].
Cette très grande quantité de motifs peut contenir du bruit, e.g. des motifs qui ont une
très petite taille (dans notre contexte, une séquence de taille 1, i.e., contenant un seul item-
set, n’exprime pas la notion d’évolution temporelle), ou ceux qui ne contiennent pas un
évènement spéciﬁque (dans notre exemple, des motifs ne contenant pas l’évènement cli-
matique "orage"). Ces contraintes peuvent être facilement ajoutées dans l’étape de fouille
de données. En effet, lorsqu’on conçoit l’algorithme d’extraction de motifs, en plus de la
mesure d’élagage, d’autres contraintes peuvent être incluses, permettant ainsi de réduire
le nombre de motifs et d’augmenter leur pertinence (c.f., Section 3.3). Néanmoins, ﬁltrer
les motifs les plus pertinents, reste une tâche difﬁcile dont le post-traitement semble une
alternative pertinente [Geng et Hamilton, 2006].
Bruha et Famili [2000] déﬁnissent le post-traitement comme l’ensemble des étapes in-
cluant des routines d’élagage, de filtrage de motifs ou d’intégration de connaissances, per-
mettant de retirer la connaissance imprécise extraite à la suite de l’étape de fouille de don-
nées. Le post-traitement permet aussi de simpliﬁer la connaissance extraite, de l’évaluer
et de vériﬁer à quel point les motifs extraits contribuent à la solution du problème initia-
lement identiﬁé. D’auprès ces auteurs, les différentes procédures qui pourront être appli-
quées dans l’étape de post-traitement peuvent être regroupées en quatre catégories : (1)
ﬁltrage des connaissances ; (2) évaluation ; (3) intégration de connaissances ; et (4) inter-
prétation et éclaircissement.
Conjointement aux procédures citées auparavant, il existe plusieurs stratégies àmettre
enœuvre au cours du post-traitement. Ces stratégies sont organisées en deux groupes : (1)
la première est axée sur les données (data-driven) et utilise des mesures objectives ; et (2)
la deuxième utilise des mesures subjectives et est axée sur l’utilisateur (user-driven) [Frei-
tas, 1998; Silberschatz et Tuzhilin, 1996]. Une mesure objective évalue la pertinence d’un
motif en termes de structure et selon les données utilisées pour sa construction. Dans le
contexte des règles d’association, le support d’une règle est unemesure objective [Agrawal
et al., 1993]. Contrairement, une mesure subjective n’évalue pas seulement la structure
d’un motif et les données utilisées en entrée, elle évalue aussi les possibles contraintes as-
sociées aux choix des utilisateurs. Par exemple, avec une mesure objective, nous vériﬁons
si un motif apparait au moins dans 50% des quartiers d’une ville (si le support minimum
est ﬁxé à 0,5), avec une mesure subjective nous pouvons extraire ceux qui contiennent un
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évènement intéressant pour les utilisateurs, dans notre cas d’étude, les motifs contenant
l’évènement présence d’orages par exemple.
Dans ce chapitre, nous nous focalisons sur le ﬁltrage des motifs à l’aide d’une mesure
axée sur les données. Pour cela, nous allons étendre une mesure connue dans le domaine
des règles d’association et appelée la moindre contradiction. Nous l’appliquerons, dans
un premier temps, aux motifs séquentiels et dans un deuxième temps, aux motifs spatio-
séquentiels.
4.2 État de l’art
Denombreusesmesures existent pour ﬁltrer lesmotifs les plus pertinents. Zaki etHsiao
[1999] présentent des premiers travaux dans lesquels un processus de post-traitement a
été utilisé. Dans cet objectif, les auteurs ont généré les itemsets fermés fréquents à partir
de l’ensemble des itemsets fréquents maximaux (par rapport à l’inclusion ensembliste) 1.
Pour cela, les auteurs ont cherché tous les sous-ensembles d’itemsetsmaximaux, en élimi-
nant un itemset si son support est égal à l’un de ses sous-ensembles. À titre de rappel, les
motifs fréquents fermés et maximaux sont des sous-ensembles de motifs fréquents mais
les itemsets fréquents maximaux sont une représentation plus compacte correspondant à
un sous-ensemble de motifs fréquents fermés.
Dans le contexte des règles d’association (sous la forme antécédent→ conséquent), de
nombreuses mesures ont été proposées pour évaluer la pertinence des règles extraites et
réduire l’ensemble des solutions qu’un expert humain doit analyser [Bogorny et al., 2008].
Une étude comparative de plusieurs mesures de qualité est présentée par Tan et al. [2002].
Les mesures classiques des règles d’association permettent d’évaluer l’écart d’indé-
pendance entre l’antécédent et le conséquent. La conﬁance [Agrawal et Srikant, 1995],
le nombre de contre-exemples associés à des règles [Azé, 2003], l’étonnement statistique
[Lerman et Azé, 2007] sont quelques exemples de ces mesures. Une autre approche de
post-traitement a été proposée par Hussain et al. [2000] dans laquelle, les auteurs iden-
tiﬁent, à partir d’un ensemble de règles, un sous-ensemble appelé règles d’exception. Une
règle quelconque est une règle d’exception, dénotée par AB→ ¬X, décrivant les évène-
ments X et ¬X étant donnéAB. Par ailleurs, Zhao et al. [2008] déﬁnissent des règles d’as-
sociation particulières appelées motifs combinés. Un motif combiné est une règle com-
posée de multiples itemsets hétérogènes provenant de différents sources de données. Par
exemple, un motif combiné peut être composé des données transactionnelles associées
au marketing, à la démographie, etc. Pour ﬁltrer ce type de motifs, les auteurs ont proposé
une extension de la mesure lift 2 comme mesure d’élagage. Une fois les motifs combinés
extraits, une deuxième étape a été proposée aﬁn d’extraire des paires de règles combinées.
1. Un itemset est maximal si aucun de ses sur-ensembles est fréquent.
2. Le lift mesure combien de fois deux évènements X et Y se produisent souvent ensemble s’ils sont sta-
tistiquement indépendants.
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Une paire de règles combinées est composée de deux règles contrastées et peuvent reﬂé-
ter des comportements du type : des clients ayant les mêmes caractéristiques et différentes
politiques/campagnes, peuvent entraîner deux comportements différents. Finalement, une
étape de "clustering" de motifs combinés a été proposée. Pour ces deux dernières étapes,
les auteurs ont proposé une mesure de dissimilarité basée sur le lift.
Concernant lesmotifs séquentiels, Saneifar et al. [2008] proposent unemesure de simi-
larité permettant de comparer deuxmotifs séquentiels au niveau des items et des itemsets.
Les auteurs ont proposé également une extension de la méthode de clustering k-means
pour les motifs séquentiels. De même, Prinke et al. [2006] ont proposé une étape de post-
traitement en adaptant unemesure initialement proposée pour les règles d’association ap-
pelée mesure d’amélioration et qui ne peut pas être applicable aux séquences d’itemsets.
Lamesure proposée vise à réduire le nombre demotifs séquentiels extraits en capturant la
différence minimale entre le support du motif et le support d’une super-séquence conte-
nant le motif. Une valeur élevée de la mesure d’amélioration signiﬁe que, le fait d’ajouter
des éléments au motif a provoqué une diminution signiﬁcative de son support.
Pour les données spatio-temporelles, plusieurs mesures ont été proposées. Par
exemple, Sengstock et al. [2012] font une étude desmesures d’intérêt pour les co-locations.
Ils proposent deuxmesures, l’une basée sur l’entropie et l’autre basée sur la divergence. La
première exploite la notion de répartition d’unmotif dans l’espace tandis que la deuxième
est basée sur une mesure de probabilité conditionnelle. Par ailleurs, Yoo et Bow [2011] ont
proposé une étape de post-traitement qui génère les top-k co-locations fermées 3, i.e., les
k co-locations les plus représentatives des co-locations fréquentes. Ainsi, à partir des co-
locations fermées, on peut déduire le support de n’importe quelle co-location fréquente
sans recourir au parcours de la base de transactions.
Bien que cesmesures appliquées aux données spatio-temporelles aient reçu beaucoup
d’attention de la communauté de fouille de données [Jalali-Heravi et Zaïane, 2010], à notre
connaissance, aucune mesure n’a été proposée pour évaluer la pertinence d’un motif ex-
trait d’une base de données spatio-temporelles d’unemanière facilement compréhensible
par les experts, tout en prenant en compte les aspects temporel et/ou spatial des données.
Dans la suite, nous décrivons deuxmesures : lamoindre contradiction temporelle pour
lesmotifs séquentiels et lamoindre contradiction spatio-temporelle pour lesmotifs spatio-
séquentiels.
4.3 La moindre contradiction temporelle
Comme expliqué dans l’état de l’art, les mesures utilisées dans le cas des règles d’asso-
ciation se basent pour la plupart sur l’indépendance entre l’antécédent et le conséquent
de la règle.
3. Une co-location fermée est un ensemble maximal de type d’évènements partagés pour un ensemble
de transactions d’une base de données spatio-temporelles.
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Ces mesures ne peuvent pas s’appliquer aux motifs séquentiels car elles n’intègrent
pas la notion d’ordre entre les itemsets. À l’exception du support, les mesures de qualité
existantes ne peuvent donc pas être utilisées directement.
Nous avons ainsi choisi de nous focaliser sur la recherche de séquences fréquentes
qui sont peu contredites par les données. Pour cela, nous proposons d’étendre la me-
sure de moindre contradiction (MC), déﬁnie par Azé [2003] pour les règles d’association,
au contexte des séquences d’itemsets. Rappelons que cette mesure, dans le cadre d’une





oùAB est l’itemset tel queA est présent et B absent.
Bien que cette mesure ne soit pas la seule à présenter de telles propriétés, nous avons
choisi d’étendre la moindre contradiction aux séquences d’itemsets pour deux raisons
principales. Premièrement, cette mesure est simple à comprendre et à mettre en œuvre.
Elle est donc relativement simple à appréhender par les experts. Deuxièmement, des tra-
vaux précédents ont montré que cette mesure permet d’extraire des pépites de connais-
sances [Azé, 2003] et qu’elle résiste au bruit [Azé et al., 2007], etc. Enﬁn, d’autres mesures
pourront également être étendues aux séquences temporelles comme le lift dont la déﬁni-
tion est "proche" de celle de la moindre contradiction.
4.3.1 Définitions
Dans cette sous-section, nous allons donner quelques déﬁnitions concernant la me-
sure que nous proposons ainsi que le détail de son calcul.
Définition 4.1 La moindre contradiction temporelle Soit une séquence fréquente (motif
séquentiel) s appartenant à la base de motifs mBD, la moindre contradiction temporelle de













Scontr l’ensemble des séquences de mBD incluant tous les itemsets
de la séquence s mais dans un ordre différent
Sall l’ensemble des séquences de mBD incluant tous les items
qui sont apparus dans la séquence s
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Cette extension de la moindre contradiction permet de conserver l’esprit initial de la
mesure qui vise à évaluer le nombre de fois où une règle est vériﬁée vs le nombre de fois
où elle est invalidée. Une règle qui est plus fréquemment vériﬁée qu’invalidée est a priori
intéressante. Comme pour la version "classique", cette mesure est normalisée. Ici, la nor-
malisation est effectuée en utilisant le support total des séquences contenant les mêmes
items.
Exemple :
Soit la base de motifsmBD contenant les séquences suivantes et leur support :

s1= 〈(AB)(BC)〉 supp(s1)= 0,25
s2= 〈(BC)(AB)〉 supp(s2)= 0,10
s3= 〈(AB)(CE)〉 supp(s3)= 0,12
s4= 〈(AB)〉 supp(s4)= 0,13




















On retrouve (BC) et (AB) dans S2 (qui a les mêmes itemsets que la séquence S1mais dans
un ordre différent) et on retrouve les itemsA,B etC dans S1, S2, S3 et S5, mais pas dans S4
qui ne contient que les itemsA et B.
4.3.2 Algorithme
L’Algorithme 4 décrit les étapes que nous proposons pour le calcul de la moindre
contradiction temporelle. Cet algorithme se déroule en deux étapes. Tout d’abord, l’algo-
rithme recherche les séquences contenant des itemsets communs entre la séquence trai-
tée et la séquence candidate sans considérer l’ordre d’apparition (lignes 7 à 16 de l’Algo-
rithme 4). Ensuite, il recherche tous les items appartenant à la séquence traitée dans la
séquence candidate (lignes 18 à 24 de l’Algorithme 4).
Cet algorithme a une complexité d’au plus O(n2) où n représente le nombre de n-
uplets de la base de motifs séquentiels.
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Algorithme 4: Calcul de la moindre contradiction temporelle
ENTRÉ: mBD : Base de motifs séquentiels et leurs supports
SORTIE: la moindre contradiction temporelle de chaque séquence s ∈mBD
1. vecteurMCT ;
2. pour tout (séquence s1 ∈mBD) faire
3. Scontr← 0 ;
4. Sall← 0 ;
5. pour tout (séquence s2 ∈mBD) faire
6. boolean all_in← vrai ;
7. tant que ((all_in) et (∀ itemsets IS ∈ s1)) faire
8. si (IS 6⊆ s2) alors
9. all_in← faux ;
10. sinon
11. prochain IS ∈ s1 ;
12. finsi
13. fin tant que
14. si (all_in) alors
15. Scontr← Scontr+supp(s2) ;
16. finsi
17. boolean all_in← vrai ;
18. tant que ((all_in) et (∀ item I ∈ s1)) faire
19. si (I 6⊂ s2) alors
20. all_in← faux ;
21. sinon
22. prochain I ∈ s1 ;
23. finsi
24. fin tant que
25. si (all_in) alors
26. Sall← Sall+supp(s2);
27. finsi
28. MCT(s1)← supp(s1)−ScontrSall ;
29. fin pour
30. retourner MCT ;
31. fin pour
4.4 La moindre contradiction spatio-temporelle
Nous avons également étendu la mesure de qualité déﬁnie par Azé [2003] pour les
motifs spatio-séquentiels. Cette mesure, que nous avons appelée moindre contradiction
spatio-temporelle, conserve l’esprit de lamesurementionnée précédemment et a pour rôle
de ﬁltrer les motifs spatio-séquentiels les moins contradictoires par rapport à la base de
motifs.
Dans ce contexte, nous avons pris en compte trois contraintes : (1) la dimension tem-
porelle des itemsets spatiaux ; (2) la dimension spatiale d’itemsets spatiaux (i.e., l’ensemble
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des évènements produits dans une zone et son environnement proche à un moment
donné) ; et (3) la symétrie des itemsets spatiaux, i.e., ceux de la forme (A · B) et (B · A).
Par rapport aux deux premières contraintes, nous allons prendre en compte la séquen-
tialité des itemsets spatiaux et la relation de voisinage au moment de calculer la valeur de
la moindre contradiction spatio-temporelle associée à unmotif.
Concernant la troisième contrainte, nous voudrions également, ﬁltrer les itemsets
spatiaux symétriques. Pour éclaircir la notion de symétrie d’itemsets spatiaux, prenons
l’exemple de la Figure 4.1. L’itemset spatial (Tb ·Pb) peut être interprété par : dans la zone
Z1, l’évènement température basse apparaît enmême temps que l’évènementprécipitation
basse dans une zone voisine à Z1. De la même façon, l’itemset spatial (Pb ·Tb) représente
l’apparition de l’évènement précipitation basse dans Z2 et température basse dans leur en-
tourage. Même si ces deux itemsets spatiaux peuvent être interprétés de deux façons dif-
férentes, sémantiquement ils représentent le même phénomène, i.e., température basse et
précipitation basse sont deux évènements qui apparaissent fréquemment dans deux zones
voisines à un temps donné. Grâce à la moindre contradiction spatio-temporelle, nous al-
lons pondérer des itemsets spatiaux non symétriques.
FIGURE 4.1 – Symétrie des itemsets spatiaux
Notre mesure permettra donc de mettre en évidence des évènements apparus dans
une zone à différents moments et dans leur entourage proche. Elle permettra également
de ﬁltrer les motifs contenant des itemsets symétriques diminuant ainsi la redondance.
Dans les sections suivantes, nous allons présenter les déﬁnitions associées à lamoindre
contradiction spatio-temporelle, l’algorithme permettant de calculer cette mesure ainsi
que quelques illustrations.
4.4.1 Définitions
Définition 4.2 Similarité entre séquences spatiales
Deux itemsets spatiaux IST1 et IST2 sont dits "similaires" et représentés par
similaire(IST1,IST2) si et seulement si, ils contiennent les mêmes items. Plus formelle-
ment, {
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Par exemple, les itemsets spatiaux (AB ·C)(C ·AB) et (ABC) sont similaires.
De la même façon, nous allons déﬁnir la fonction pos(IST ,s)→ n où IST est un item-
set spatial, s est une séquence spatiale et n est un nombre entier. La fonction pos(IST ,s)
retourne la position de l’itemset IST dans la séquence spatiale s.
Par exemple, soit la séquence spatiale s= 〈(A ·BC)(CD)〉, donc, pos((CD),s)= 1.
Définition 4.3 La moindre contradiction spatio-temporelle
Soit s une séquence spatiale fréquente appartenant à la base de motifsmBD, la moindre






















Ssim l’ensemble des séquences spatiales de mBD incluant tous les itemsets
spatiaux similaires de la séquence s dans le même ordre
Scontr l’ensemble des séquences spatiales de mBD incluant tous les itemsets
spatiaux similaires de la séquence s mais dans un ordre différent
Sall l’ensemble des séquences de mBD incluant tous les items
qui sont apparus dans la séquence s
Exemple :
Soit la base de motifsmBD contenant les séquences spatiales suivantes et leur support :

s1= 〈(AB)(A ·BC)〉 supp(s1)= 0,42
s2= 〈(B ·B)(A ·C)(C)〉 supp(s2)= 0,35
s3= 〈(A ·BC)(AB)〉 supp(s3)= 0,30
s4= 〈(A ·BC)(θ ·C)(AB)〉 supp(s4)= 0,25
s5= 〈(A)(AB)(B)(A ·BC)〉 supp(s5)= 0,20
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D’abord, nous cherchons l’ensemble des séquences spatiales comprenant tous les
itemsets spatiaux de s1 qui sont apparus dans le même ordre temporel. Cet ensemble est
composé par les séquences s5 et s6.
Après, nous recherchons des séquences spatiales contenant tous les itemsets spatiaux
de s1, mais dans un ordre temporel différent. Les séquences s4 et s6 ont étémaintenu dans
cette ensemble. À ce stade, il est important de noter que la séquence spatiale s3 contredit
aussi s1. Néanmoins, étant donné que s3 ⊆ s4, nous ne considérons que le support de s4,
car les séquences de données supportant s4 et contredisant s1, sont inclues dans celles
supportant s3. Il ne faudrait donc pas les compter deux fois.
Enﬁn, nous recherchons des séquences contenant tous les éléments de s1 i.e.,
(A,B, ·B et ·C). Ainsi, nous avons trouvé tous ces objets dans des séquences s2, s4, s5
et s6. La séquence s3 n’a été pas gardée car s3 ⊆ s4 ainsi que la séquence s1 car s1 ⊆ s6.
Dans l’exemple, la séquence s6 est incluse dans l’ensemble Ssim car 〈(AB)(BC·A)(. . .)〉
et dans l’ensemble Scontr car 〈(. . .)(BC ·A)(A ·B)〉
4.4.2 Algorithme
L’Algorithme 5 décrit les trois étapes du calcul de la moindre contradiction spatio-
temporelle : (1) tout d’abord, nous cherchons les séquences contenant des itemsets spa-
tiaux "similaires" entre la séquence traitée et la séquence candidate en prenant en compte
l’ordre d’apparition (lignes 8 à 17 de l’Algorithme 5) ; (2) ensuite, nous évaluons les sé-
quences contenant des itemsets spatiaux "similaires" entre la séquence traitée et la sé-
quence candidate sans considérer l’ordre d’apparition (lignes 19 à 28) ; et ﬁnalement (3)
nous recherchons tous les items appartenant à la séquence traitée dans la séquence can-
didate (lignes 30 à 39 de l’Algorithme 5). Au cours de ces trois étapes, nous vériﬁons la
contrainte d’inclusion des séquences spatiales et gardons les séquences ayant le support
le plus petit.
Cet algorithme a une complexité d’au plusO(log(n)∗n2) où n représente le nombre
de n-uplets de la base de motifs. Il faut noter que le temps d’exécution de l’Algorithme 5
augmente considérablement par rapport à son prédécesseur en raison de la longueur des
séquences spatiales. En effet, les séquences spatiales contiennent un nombre d’évène-
ments considérablement supérieur à celui des séquences temporelles car on considère les
évènements apparus dans des zones voisines.
4.5 Discussion
Dans ce chapitre, nous avons présenté deuxmesures de qualité permettant de ﬁltrer les
nombreux motifs obtenus dans l’étape de fouille. Pour cela, nous avons étendu la mesure
appelée la moindre contradiction. Cette mesure a pour objectif de ﬁltrer les motifs les plus
contradictoires par rapport aux données. Nous avons donc étendu la moindre contradic-
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Algorithme 5: Calcul de la moindre contradiction spatio-temporelle
ENTRÉ: mBD : Base de motifs spatio-séquentiels et leurs supports
SORTIE: la moindre contradiction spatio-temporelle de chaque motif s ∈mBD
1. vecteurMCST ;
2. pour tout (séquence s1 ∈mBD) faire
3. Ssim← 0 ;
4. Scont← 0 ;
5. Sall← 0 ;
6. pour tout (séquence s2 ∈mBD) faire
7. boolean all_in← vrai ;
8. tant que ((all_in) et (∀ itemset IS1 ∈ s1)) faire
9. tant que ((all_in) et (∀ itemset IS2 ∈ s2)) faire
10. si (similar(IS1,IS2)= faux) alors
11. all_in← faux ;
12. finsi
13. fin tant que
14. fin tant que
15. si ((all_in) et (s2 6⊂ sm ∈MCST) et (supp(s2)< supp(sm))) alors
16. Ssim← Ssim+supp(s2) ;
17. finsi
18. all_in← vrai ;
19. tant que ((all_in) et (∀ itemset IS1 ∈ s1)) faire
20. tant que ((all_in) et (∀ itemset IS2 ∈ s2)) faire
21. si ((similar(IS1,IS2)= faux) et (pos(IS1,s1)=pos(IS2,s2)) alors
22. all_in← faux ;
23. finsi
24. fin tant que
25. fin tant que
26. si ((all_in) et (s2 6⊂ sm ∈MCST) et (supp(s2)< supp(sm))) alors
27. Scontr← Scontr+supp(s2) ;
28. finsi
29. all_in← vrai ;
30. tant que ((all_in) et (∀ item I ∈ s1)) faire
31. si (I 6⊂ s2) alors
32. all_in← faux ;
33. sinon
34. prochain I ∈ s1 ;
35. finsi
36. fin tant que
37. si ((all_in) et (s2 6⊂ sm ∈MCST) et (supp(s2)< supp(sm))) alors
38. Sall← Sall+supp(s2);
39. finsi
40. MCST(s1)← supp(s1)+Ssim−ScontrSall ;
41. fin pour
42. retourner MCST ;
43. fin pour
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tion pour ﬁltrer les motifs spatio-séquentiels "intéressants", tout en gardant la nature de
cettemesure. Dans un premier temps, nous avons pris en compte l’ordre temporel d’appa-
rition des évènements et dans un deuxième temps, nous avons également pris en compte
la dimension spatiale de ces motifs.
Dans le chapitre suivant, nous allons appliquer les propositions que nous avons dé-
crites dans les deux chapitres précédents sur des données réelles et synthétiques. Ces ex-
périmentations ont pour objectif de valider nos contributions d’un point de vue qualitatif
et quantitatif.
Chapitre 5
Applications à des données réelles
Préambule
Dans ce chapitre, nous allons mener des expérimentations sur deux jeux de données
réelles pour montrer l’intérêt des motifs proposés dans cette thèse et sur des jeux de
données synthétiques pour évaluer leurs performances.
5.1 Introduction
Comme nous l’avons décrit dans le Chapitre 1, de nombreux phénomènes spatio-
temporels rencontrés dans notre vie quotidienne peuvent être représentés à l’aide d’une
base de données spatio-temporelles. Les méthodes présentées dans ce manuscrit ont été
conçues pour étudier certains phénomènes très complexes, dans lesquels, des caractéris-
tiques ou évènements décrivant une zone évoluent au cours du temps. Les zones étudiées
peuvent être mises en relation grâce à des opérateurs spatiaux, comme le voisinage ou le
groupement des zones selon des critères d’homogénéisation.
Comme souligné par Bergeret et al. [2007], un algorithme doit être testé sur des don-
nées réelles ainsi que sur des données synthétiques pour conﬁrmer les résultats théoriques
envisagés. Dans ce but, pour tester la performance et le passage à l’échelle de nos algo-
rithmes, nous avons développé un générateur de données synthétiques paramétrable per-
mettant d’obtenir des données auto-générées réalistes au sens où elles s’approchent le
plus des caractéristiques de nos jeux de données réelles tout en permettant de tester des
cas limites. Nous confronterons également nos méthodes à deux jeux de données réelles
issus d’une étude sur la pollution des rivières et d’une étude sur les épidémies de dengue.
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Dans les sections suivantes, nous allons dans un premier temps, décrire en détail les
jeux de données réelles ainsi que le générateur de données synthétiques utilisé au cours
de cette thèse. Ensuite, nous allons évaluer nos propositions grâce à une vaste collection
de tests sur ces différents jeux de données. La Figure 5.1 illustre les étapes suivies pour les
expérimentations décrites dans ce chapitre (quatre premiers blocs de la Figure 5.1).
FIGURE 5.1 – Schème général du processus d’extraction de connaissances
5.2 Phénomènes spatio-temporels considérés
5.2.1 Pollution des rivières
Le réseau hydrographique est un milieu fragile soumis à la présence de nombreuses
activités économiques et des usages qui ont modiﬁé, au cours du temps, son intégrité
physique et altéré la qualité physico-chimique et biologique de l’eau. Or, les nouvelles
réglementations européennes et nationales afﬁchent explicitement la préservation et la
restauration des milieux aquatiques et leur environnement. Si des dispositifs de suivi de
la qualité de l’eau ont été mis en place depuis plusieurs décennies, il s’agit maintenant de
construire des indicateurs permettant de rendre compte de l’inﬂuence des usages et des
mesures de restauration sur la qualité de l’eau. Pour arriver à la construction de tels outils,
il faut prendre en compte différentes types de données : (1) les données hydrologiques, ici,
liées à la qualité de l’eau ; (2) les données relatives aux stations de mesure (localisation,
réseau d’appartenance, etc.) ; (3) le réseau hydrographique, ses caractéristiques physiques
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et les espaces qui lui sont associés : bassin versant, masse d’eau, etc. ; (4) les données rela-
tives aux activités humaines ; et ﬁnalement (5) les variables de forçage ou de contexte telles
que les données climatiques, ou les données rendant compte de l’homogénéité hydroéco-
logique (comme les hydro-écorégions).
La pollution des rivières, est un phénomène qui est observé en mesurant des indica-
teurs physico-chimiques et biologiques de la qualité de l’eau. Cette pollution est caracté-
risée par des évènements qui évoluent au cours du temps et dépendent explicitement de
l’emplacement des stations d’échantillonnage situées stratégiquement le long de plusieurs
rivières appartenant aux bassins versants. La surveillance de ces stations produit plusieurs
données hydrologiques. Les bassins versants sont regroupés dans des entités plus géné-
rales associées aux agences de l’eau. Par exemple, l’agence RMC (Rhône-Méditerranée-
Corse) gère les bassins versants suivants : le Rhône, la Saône, l’Isère et la Durance. Les don-
nées sur lesquelles nous avons travaillé ont été fournies par l’agence de l’eau RMC dans
le cadre du projet Fresqueau 1. Ce projet vise à développer de nouvelles techniques d’ex-
traction de connaissances liées à la gestion des données sur la qualité de l’eau. Dans cette
thèse, nous nous focalisons sur le bassin versant de la Saône qui est représenté dans la
Figure 5.2.
FIGURE 5.2 – Stations d’échantillonnage positionnées le long du bassin versant de la Saône
Les données à notre disposition se présentent sous deux formes : les données statiques
qui caractérisent les stations de prélèvement des échantillons et les données dynamiques
qui sont issues des prélèvements et permettent, après une analyse, de calculer les indices
biologiques. Chaque station d’échantillonnage est identiﬁée par un code de station codas-
tace et est décrite par :
– les coordonnées Lambert (x,y) pour identiﬁer la position spatiale de chaque station
de prélèvement identiﬁée par codstace. Le système de projection Lambert 93 est ici
adopté pour effectuer le géo-référencement ;
1. http://engees-fresqueau.unistra.fr/
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– un point kilométrique utilisé pour localiser un point le long d’un cours d’eau et qui
est calculé en mesurant - en kilomètres - la portion du cours comprise entre le point
localisé et un point servant d’origine (la conﬂuence) ;
– une hydro-écorégion, qui est une unité spatiale homogène du point de vue de la géo-
logie, du relief et du climat. C’est l’un des principaux critères utilisés dans la typologie
et la délimitation demasses d’eau de surface. La Francemétropolitaine est décompo-
sée en 22 hydroécorégions dont 7 sont présentes dans le bassin versant de la Saône ;
– le codmasseau, utilisé pour codiﬁer lesmasses d’eau correspondant à des eaux super-
ﬁcielles telles qu’une rivière, un canal, ou une partie de rivière, de ﬂeuve ou de canal.
Par exemple, pour le bassin versant de la Saône, il existe un total de 572masses d’eau
du type "cours d’eau". En revanche, nous ne traitons pas les masses d’eau tels que
les lacs ;
– la taille de masses d’eau (très petit, petit, ... , très grand) déﬁnie par la position de la
masse d’eau dans le réseau hydrographique ;
– un contexte piscicole, unité spatiale dans laquelle une population de poissons fonc-
tionne de façon autonome.
Les données dynamiques correspondent aux relevés effectués par les stations d’échan-
tillonnage. La fréquence de ces relevés, ainsi que les informations contrôlées, varient en
fonction du temps et des stations. Certaines stations possèdent des relevés récurrents alors
que d’autres ne présentent qu’un seul relevé effectué, par exemple, dans le cadre d’une
étude ponctuelle.
Les principales informations associées aux relevés sont listées sans le Tableau 5.1.
TABLE 5.1 – Attributs du jeu de données hydrologiques
Attribut Description
idstation identiﬁant de la station
rdate la date de l’échantillon
IBD Indice Biologique Diatomée. Calcul standardisée du diagnostique
de la pollution trophique
ibd2007 la mesure IBD établie avant régulation DCE en France
var_taxo la variété taxonomique représentant le nombre total de taxons collectés
pendant un échantillon, même si lui représente que un seul individu
IBGN Indice Biologique Global Normalisé. Calcul standardisée basé sur l’identiﬁcation
de macro-invertébrés habitant les rivières
gr_indic nombre serial du groupe faunistique de l’indicateur IBGN. C’est un indicateur du groupe
de taxons appartenant à la même classe de sensibilité à la pollution
index_poiss indice poisson rivière. Unité spatiale où une population de poisson
fonctionne indépendamment
Lesmesures IBGN et IBD ont été traitées sur la base d’une note (e.g. ibgn_note) et l’état
actuel de la qualité de l’eau (e.g. ibgn_etat). En complément, cinq autres variables ont été
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incluses dans notre jeu de données : (1) la variété taxonomique représentant le nombre
total de taxons collectées au cours d’un prélèvement, même s’ils ne sont représentés que
par un seul individu (var_taxo) ; (2) le groupe faunistique qui est le plus sensible à la pol-
lution (gr_indic) ; (3) l’indice poison rivière, qui est une unité spatiale où une population
de poisson fonctionne indépendamment ; et (4) la mesure IBD établie avant le règlement
DCE en France (IBD2007).
Les indicateurs IBGN et IBD sont normalisés en fonction de la masse d’eau étudiée et
de l’hydro-écorégion. Trois notes sont alors obtenues et comparables entre les différentes
stations : unenote pour l’IGBNet unenote pour l’IBDet unenote correspondant à la fusion
normalisée des deux notes précédentes. Au total, 11 attributs appartenant à la dimension
d’analyse DA ont été considérés. Cette dernière information permet d’estimer l’état du
cours d’eau au niveau du point de relevé.
Le Tableau 5.2 montre une partie de la base de données associées aux relevés des indi-
cateurs biologiques sur le bassin versant de la Saône.
TABLE 5.2 – Données des relevés biologiques
codstace codmasseau x y hydroecor rdate ibgn ibd . . .
6000890 FRDR696 863500 2332140 10 2008-09-23 -100 12 . . .
6000890 FRDR696 863500 2332140 10 2001-07-10 17 -100 . . .
6000950 FRDR694 893478 2346387 4 2008-08-28 17 13 . . .
6000980 FRDR697 866447 2341582 10 2008-08-27 15 12 . . .
6001250 FRDR691 864725 2323175 10 2003-08-20 -100 12.5 . . .
6003550 FRDR680 877007 2300933 10 2008-07-31 -100 14 . . .
6456610 FRDR631 946436 2295348 18 2008-07-19 -100 12.3 . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . .
5.2.2 Suivi épidémiologique de la dengue
La dengue est une infection virale transmise par les moustiques appelés Aedes aegypti.
Cette infection se produit dans toutes les régions tropicales et subtropicales de la planète.
À l’heure actuelle, la dengue est devenue un problème de santé mondiale croissant avec
plus des deux cinquièmes de la population mondiale ayant un risque d’infection. La ra-
pide propagation du vecteur de lamaladie est attribuée aux changements de démographie,
l’urbanisation et l’environnement. La dengue sévère (anciennement connue sous le nom
de dengue hémorragique) a été identiﬁée pour la première fois dans les années cinquante
au siècle dernier lors d’une épidémie aux Philippines et en Thaïlande. Aujourd’hui, cette
maladie affecte la plupart des pays d’Asie et d’Amérique latine (plus de 100 pays tropicaux
et subtropicaux) et est devenue l’une des principales causes d’hospitalisation et de décès
chez les enfants de ces régions. Quelques 500 000 personnes infectées pour la dengue sé-
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vère nécessitent une hospitalisation chaque année. Une grande proportion d’entre elles
sont des enfants et environ 2,5% des personnes touchées par la dengue meurent 2.
Dans le cadre d’une collaboration entre l’Université de la Nouvelle Calédonie, le Minis-
tère des Affaires Sanitaires et Sociales de la Nouvelle Calédonie, l’Institut Pasteur et l’Ins-
titut de Recherche pour le Développement, nous avons analysé les données associées à
la surveillance épidémiologique de la dengue. Ces données ont été recueillies à Nouméa
(Nouvelle Calédonie) sur un territoire divisé en 32 quartiers couvrant 45,7 km2. Cette divi-
sion spatiale a été proposée par la Direction des Affaires Sanitaires et Sociales en Nouvelle
Calédonie. Cet ensemble de données contient des informations associées à :
– des données démographiques : sur la population, liées au recensement et compren-
nant le code de la zone, le nombre d’habitants, le nombre de maisons, le nombre de
ménages, etc. Ces données ont été recueillies au cours de deux années (1996 et 2004)
pour chaque quartier de Nouméa ;
– des données entomologiques : associées à des caractéristiques de la transmission du
vecteur Aedes aegypti. Ces données comprennent l’Indice Breteau (IB), l’indice en-
tomologique de haut risque (IHRE), des données relatives au sérotype, le taux de
positivité et d’autres informations utilisées par les épidémiologistes pour analyser la
maladie. Dans cette catégorie, les données ont été récupérées par zone et la granula-
rité temporelle est mensuelle ;
– des données météorologiques : associées à des informations météorologiques telles
que les précipitations (mm), la force du vent (m/s), la température (°C), l’humidité
(%), entre autres. Ces données ont été enregistrées quotidiennement par deux cap-
teurs installés à Nouméa ;
– des données de planification urbaine : les moustiques Aedes aegypti vivent et se re-
produisent dans les zones urbaines à proximité de l’homme. Les moustiques se dé-
veloppent dans des récipients artiﬁciels qui servent de dépôts d’eau (par exemple, de
vieux pneus, des plateaux de plantes en pot, des urnes ou des conteneurs de l’eau de
pluie) et se nourrissent généralement de sang humain. Tenant compte de ces deux
aspects, nous intégrons : (1) d’un côté, les données associées aux endroits essentiels
pour le développement des moustiques comme le nombre de piscines, le nombre
de serres, le nombre de bassins, des fontaines ; et (2) les données relatives aux en-
droits où les gens se réunissent pour des activités sociales, par exemple, les écoles,
les églises, les crèches, etc.
– des données médicales : ces données ne comprennent que le nombre de cas de
dengue signalés à Nouméa par jour. Comme on peut l’observer sur la Figure 5.3,
les années 1996 et 2003 sont les plus importantes en termes de nombre de cas de
dengue. Nous avons utilisé uniquement les données de 2003.
Les attributs du jeu de données de la dengue pour l’année 2003 sont décrits dans le
Tableau 5.3.
2. Site ofﬁcial de l’Organisation Mondiale de la Santé.
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FIGURE 5.3 – Nombre de cas de dengue par année à Nouméa
TABLE 5.3 – Attributs du jeu de données de la dengue
Attribut Description
id_quartier ID de la zone (quartier)
date date de l’échantillon
precip précipitation enmm par quartier
mean_wind force du vent moyenne enm/s par quartier
mean_temper température moyenne en °C par quartier
mean_humid humidité moyenne en % par quartier
outdoor_deposit nombre de points d’eau dans des zones publiques
(étangs, rivières, fontaines, etc.)
graveyard nombre de cimetières par quartier
waste_container nombre de poubelles par quartier
indoor_deposit nombre de points d’eau d’ordre privatif
(drainages, conduits, puits, etc.)
community_gather nombre de centres communales (écoles, églises, universités, etc.)
ihre_index indice d’haut risque entomologique
nb_cas_dengue nombre de cas de dengue par quartier
Le Tableau 5.4 montre une partie de la base de données associées aux données de suivi
épidémiologique de la dengue en Nouvelle Calédonie.
5.2.3 Discrétisation des jeux de données réelles
L’étude de la répartition des valeurs pour l’ensemble des attributs, nous a permis de dé-
ﬁnir une méthode de discrétisation. Pour les données mises à notre disposition (données
78 CHAPITRE 5. APPLICATIONS À DES DONNÉES RÉELLES
TABLE 5.4 – Données associées à la dengue
id population the_geom date température humidité nombre de cas . . .
quartier de dengue
Q12 419 010600001... 2003-09-23 22 63 2 . . .
Q12 419 010600001... 2003-09-26 21 63 1 . . .
Q2 3343 010600001... 2006-01-03 23 78 18 . . .
Q18 2409 010600001... 2008-12-11 22 65 12 . . .
Q9 3487 010600001... 2009-06-23 20 60 15 . . .
Q11 9775 010600001... 2006-04-05 22 65 9 . . .
. . . . . . . . . . . . . . . . . . . . . . . .
hydrographiques et données de la dengue), les composantes sont bien séparées, le nombre
d’observations sufﬁsant et la seule considération de l’histogramme de fréquences fourni
une estimation correcte du nombre de constituants et de leurs valeurs. Aﬁn d’obtenir des
données catégorielles 3, une discrétisation a été faite pour transformer des données conti-
nues en données nominales en utilisant la technique des fréquences égales (equi-largeur
binning en anglais). Pour cela, nous avons construit une courbe de fréquences accumulées
pour déterminer les limites de chaque classe en fonction des seuils observés sur la courbe.
Les plages de valeurs sont choisies pour égaliser la distribution des valeurs de chaque va-
riable. Avec ce type de discrétisation, nous obtenons des plages de valeurs équilibrées selon
trois classes pour les données de la dengue et selon quatre classes pour le jeu de données
hydrographiques.
5.2.4 Générateur de données spatio-temporelles synthétiques
Les données synthétiques sont déﬁnies comme des données applicables à une situa-
tion quelconque et qui ne sont pas obtenues par des mesures directes 4. Pour des raisons évi-
dentes, il est souhaitable que les données générées synthétiquement soient plus oumoins
réalistes et reﬂètent les propriétés essentielles de l’ensemble des données sur lesquelles
on souhaite travailler. Ces jeux synthétiques doivent également permettre de tester des cas
limites [Eno et Thompson, 2008].
Pour obtenir des données spatio-temporelles générées aléatoirement ainsi qu’une rela-
tion de voisinage associée à ces données, nous avons développé un générateur de données
synthétiques, adaptable selon les paramètres suivants : le nombre de zones, le type de re-
lation de voisinage, le nombre de dates par zone et le nombre moyen d’items par zone.
Ce générateur permet de construire deux types de relations de voisinage (voir Figure 5.4).
3. Données séparées dans des catégories qui s’excluent mutuellement.
4. McGraw-Hill Science & Technology Dictionary McGraw-Hill Dictionary of Scientiﬁc and Technical
Terms. Copyright 2003.
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La première est utilisée pour représenter l’espace comme une grille dans laquelle chaque
carré représente une région, une zone sera entourée par huit voisins. La seconde est uti-
lisée pour représenter l’espace comme un graphe dont les sommets et les arêtes repré-
sentent les zones et leur relation de voisinage respectivement. Dans ce dernier cas, le gé-
nérateur prend comme paramètres d’entrée le nombre d’arêtes et le nombre de sommets.
Différents jeux de données synthétiques ont été générés pour évaluer la performance de
nos algorithmes.
(a) (b)
FIGURE 5.4 – Types de relation de voisinage (a) grille (b) graphe
5.3 Extraction de motifs spatialement fréquents
Dans cette section, nous allons présenter l’application de la première approche d’ex-
traction de motifs spatialement fréquents (cf., Section 3.2) sur le jeu de données associées
à la pollution des rivières comportant le bassin versant de la Saône et sur le jeu de données
associées au suivi épidémiologique de la dengue en Nouvelle Calédonie. Cette deuxième
application sera moins détaillée mais nous permettra de démontrer la généralité de notre
approche.
5.3.1 Extraction de motifs spatialement fréquents sur les données
associées à la pollution des rivières
Les données dont nous disposons sont géo-référencées et variables dans le temps, ce
qui les rend difﬁcile à explorer conjointement. D’ailleurs, la relation spatiale entre les en-
tités étudiées (stations de surveillance) est implicite (e.g. une station est située en amont
d’une autre ou proche en distance mais sur des cours d’eau différents). Il est donc néces-
saire d’effectuer des pré-traitements permettant de prendre en compte différentes proxi-
mités spatiales (par le regroupement des stations en fonction de leur distance, ou de leur
appartenance à un cours d’eau, etc.) aﬁn de construire des zones homogènes.
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De façon à prendre en compte les caractéristiques spatiales des données, nous propo-
sons trois approches de spatialisation détaillées dans la suite de cette section.
Division de l’espace
Nous souhaitons explorer les données de qualité de l’eau (ici des indicateurs biolo-
giques) en prenant en compte les informations spatiales (e.g. localisation des stations le
long des rivières, proximité, etc.) tout en nous préoccupant de l’évolution temporelle des
données considérées. L’approche que nous adoptons est composée de deux phases : (1)
la préparation des données et la division de l’espace ; et (2) l’extraction de motifs prenant
en compte l’aspect temporel des données. Ce processus général est illustré sur la Figure
3.4. De façon plus détaillée, une série de pré-traitements traduit la prise en compte de dif-
férentes proximités spatiales (e.g. rapprochement des stations selon leur distance, selon
leur appartenance à une zone, etc.). Pour retracer la prise en compte de l’historique des
données, nous appliquons une méthode de recherche de motifs séquentiels déﬁnis par
Agrawal et Srikant [1995]. Ces motifs correspondent à des séquences fréquentes d’états
mesurés par les stations.
Les données spatiales nous permettent de déterminer des zones géographiques perti-
nentes aﬁn de gérer : (1) la proximité à partir de la localisation des stations exprimée par
leurs coordonnées Lambert (système de coordonnées géo-référencées) ; et (2) la proximité
liée au cours d’eau à partir du sens de circulation des écoulements et des connexions entre
cours d’eau.
Nous explorons ainsi les données de deux manières différentes dans le but de regrou-
per les stations de surveillance en zones homogènes. Cela permet d’étudier comment les
évènements apparues dans des zones voisines peuvent avoir des répercussions dans les
zones étudiées.
Dans cette thèse, en plus de l’approche naïve (sans découpage en zones), deux décou-
pages de l’espace ont été proposés en suivant les hypothèses déﬁnies dans la Section 3.2.3 :
1. Un voisinage restreint au cours d’eau : pour un cours d’eau quelconque, deux sta-
tions X et Y positionnées dans ce cours d’eau sont considérées comme voisines. Par
exemple, dans la Figure 5.5, les stations de W, X, Y et Z appartiennent au même
cours d’eau, donc, ces stations sont considérées comme une seule zone et leurs don-
nées sont combinées. Un exemple d’incident que nous pouvons étudier grâce à cette
approche est : l’écoulement de carburant d’un bateau autour de la station X aura un
impact sur les mesures, d’abord sur la station X et plus tard sur les mesures des sta-
tions Y et Z situées en aval de la station X.
2. Le ǫ-voisinage : l’espace est divisé en zones regroupant des stations en exploitant
les coordonnées Lambert. Dans chacune de ces zones, les stations situées dans une
superﬁcie couvrant ǫ km2 sont regroupées, même si ces stations appartiennent à
différents cours d’eau. Par exemple, dans la Figure 5.6, les stations deW, X et Y sont
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FIGURE 5.5 – Division de l’espace en utilisant l’approche cours d’eau
considérées comme une seule zone, même si elles ne sont pas sur le même cours
d’eau. Un exemple de phénomène que nous pouvons étudier grâce à cette approche
est : l’utilisation de pesticides dans un champ de culture situé entre les stations X et
Y peut avoir un impact sur les mesures des stations situées sur les rivières environ-
nantes à cette zone de culture, même si ces stations ne se trouvent pas dans lamême
rivière.
FIGURE 5.6 – Division de l’espace en utilisant l’approche ǫ-voisinage
Ces deux découpages vont mettre en évidence deux hypothèses différentes pour l’in-
ﬂuence de la pollution : (1) la première hypothèse est que la pollution mesurée dans un
cours d’eau donné à une station particulièreX, va d’une part avoir potentiellement un im-
pact sur les stations situées en aval de X et d’autre part, que l’origine de la pollution est
liée à un phénomène situé en amont de X. Le découpage du type cours d’eau nous permet
donc d’évaluer cette hypothèse en "moyennant" les indicateurs de pollution à l’intégralité
d’un cours d’eau ; et (2) la seconde hypothèse est que la pollution mesurée dans une sta-
tion X est le résultat d’une pollution dont l’origine peut se situer sur le même cours d’eau,
dans des nappes souterraines, dans des zones agricoles voisines, etc. Le découpage appelé
ǫ-voisinage nous permet donc de "moyenner" les indicateurs de pollution dans des zones
sufﬁsamment grandes pour observer des effets potentiellement non limités au cours d’eau
associé à la station X.
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Fouille de motifs spatialement fréquents
Les expérimentations ont été réalisées à partir de la base de données d’indicateurs bio-
logiques relevés dans les rivières de la Saône (cf., Tableau 5.2).
Des problèmes récurrents dans l’extraction de motifs fréquents sont l’hétérogénéité
et l’absence de certaines valeurs dans les données. En effet, le jeu de données du basin
versant de la Saône contient un nombre important de valeurs manquantes non considé-
rées dans nos tests, pour éviter d’extraire des motifs du type 〈(ibgn_note_2, NULL, NULL,
NULL, NULL)〉.
Nous avons extrait des séquences de motifs selon les trois approches de spatialisation.
1. En considérant l’espace comme une seule unité, c’est-à-dire, sans le découper en
zones (NZ). Nous avons donc considéré 711 stations de prélèvement identiﬁées par
le code de la station.
2. En utilisant le voisinage du type cours d’eau, pour diviser l’espace en zones plus ou
mois hétérogènes : le découpage de l’espace en utilisant ce type de voisinage nous a
fourni un total de 233 zones.
3. En considérant le ǫ-voisinage, où ǫ a été ﬁxé dans un premier temps à 10, déﬁnissant
ainsi des zones de 100 km2. Nous avons ainsi obtenu 223 zones.
Pour extraire des motifs spatialement fréquents, nous avons utilisé l’algorithme Pre-
fixSpan [Mortazavi-Asl et al., 2000] car il a été démontré, dans de nombreux articles, que
cet algorithme est très efﬁcace pour fouiller de grands volumes de données. Le principe de
cette approche est d’extraire des motifs fréquents sans la génération de motifs candidats,
comme dans les approches dites Apriori. Pour nos expérimentations, nous avons utilisé le
prototype appelé Sequential Pattern Mining Frameworf (SPMF) 5 sur les trois jeu de don-
nées cités.
Les premiers résultats des expérimentations appliquées aux données avec les trois ap-
proches de spatialisation proposées sont :
1. Pour l’approche NZ, pour un supportminimumde 0,3, nous avons obtenu 22motifs
fréquents, tous de taille 1. Le Tableau 5.5 montre quelques motifs extraits ;






.. . . . .
5. Disponible sur http://www.philippe-fournier-viger.com/spmf/
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2. Pour la deuxième approche cours d’eau, avec un support minimum de 0,3, nous
avons obtenu 564motifs fréquents, parmi lesquels 110 sont de taille 1, 361 sont de
taille 2, 90 de taille 3 et 3 de taille 4. Une partie des résultats trouvés est présentée
dans le Tableau 5.6.




〈(ibgn_11-15 ibgn_etat_Emoy ibgn_note_2)(ibgn_11-15)〉 0,35
〈(ibgn_note_2)(ibgn_etat_Emoy ibgn_note_2)〉 0,31
〈(gr_indic_5-6 var_taxo_21-30 ibgn_etat_Emoy ibgn_note_2)〉 0,30
〈(var_taxo_21-30)(ibgn_11-15 var_taxo_21-30)(var_taxo_21-30)〉 0,33
〈(var_taxo_21-30)(ibgn_16-20 var_taxo_31-40)〉 0,30
.. . . . .
3. Pour la troisième approche ǫ-voisinage, avec un support minimum de 0,3, nous
avons obtenu 138motifs fréquents de taille 1, 1 174motifs fréquents de taille 2, 658
de taille 3, 104 de taille 4 et 8motifs de taille 5. Au total, 2 082motifs fréquents sont
extraits. Une partie des résultats trouvés est présentée dans le Tableau 5.7.





〈(gr_indic_7-9)(ibgn_16-20 gr_indic_7-9 ibgn_etat_TBE, ibgn_note_4)〉 0,39
〈(var_taxo_21-30 ibgn_note_2)(ibgn_11-15 var_taxo_21-30)〉 0,35
〈(var_taxo_21-30 ibgn_etat_Emoy)(var_taxo_21-30)(ibgn_11-15)〉 0,31
〈(var_taxo_21-30 ibgn_etat_Emoy ibgn_note_2)(ibgn_11-15)(ibgn_11-15 var_taxo_21-30)〉 0,31
.. . . . .
Dans les Tableaux 5.5, 5.6 et 5.7, chaque séquence est composée d’une liste d’évè-
nements associés à une estampille temporelle (représentée par des parenthèses). Par
exemple, dans le Tableau 5.7, l’itemset (var_taxo_21-30 ibgn_etat_Emoy) représente la va-
leur entre 21 et 30 de l’attribut variable taxonomique et une valeur moyenne de l’attri-
but état de l’ibgn apparaissant conjointement dans la même estampille temporelle. L’écart
temporel entre deux itemsets est représenté à titre indicatif et seulement l’ordre importe.
Le derniermotif du Tableau 5.6 peut être interprété comme : dans 30%des cours d’eau,
la variété taxonomique augmente au cours du temps. Nous pouvons attribuer cette aug-
mentation à la présence de l’évènement ibgn_16-20 apparu dans la deuxième estampille
temporelle (voir Figure 5.7).
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FIGURE 5.7 – Interprétation graphique de la séquence 〈(var_taxo_21-30)(ibgn_16-20
var_taxo_31-40)〉
Le nombre demotifs obtenus lors de l’exécution de l’algorithmePreﬁxSpan sur le jeu de
données avec les trois approches de spatialisation et un support minimum de 0,3 est res-
pectivement 22 pour l’approche NZ, 564 pour cours d’eau et 2 082 pour ǫ-voisinage. Il est
intéressant de constater que nous avons extrait peu de motifs fréquents en utilisant l’ap-
proche de spatialisation naïve par rapport aux deux autres approches. De plus, les motifs
extraits pour cette première approche sont de taille 1. Ces motifs ne capturent pas l’évo-
lution temporelle des données, à la différence des motifs extraits en utilisant les données
soumises au pré-traitement de spatialisation.
Extraction de motifs spatialement fréquents peu contredits
Nous avons appliqué unemesure objective 6 de validation sur lesmotifs extraits aﬁn de
ﬁltrer les plus pertinents pour les experts. En effet, même si en terme de volume une vali-
dation exhaustive est envisageable, cela ne le sera plus dès lorsque le jeu de données sera
étendu au niveau national. La mesure de qualité utilisée dans cette partie expérimentale
est la moindre contradiction temporelle (MCT), déﬁnie dans la Section 4.3.
La MTC a été calculée de la façon suivante : SoitmBD la base de motifs spatialement
fréquents obtenus après l’exécution de l’algorithme PreﬁxSpan sur le jeu de données du
bassin versant de la Saône en considérant, par exemple, la spatialisation du ǫ-voisinage.
Soit un motif s ∈mBD et son support supp(s) décrits dans le Tableau 5.8.
TABLE 5.8 – Séquence s
Motif Support
〈(ibgn_16-20 ibgn_etat_TBE)(var_taxo_31-40)〉 0,34
Pour le calcul de Scontr, nous cherchons les itemsets (ibgn_1620 ibgn_etat_TBE) et
(var_taxo_31-40) dans toutes les séquences si de la base de données sans considérer la
6. Non dépendante d’un point de vue mais associée à un calcul.
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position d’apparition des itemsets étudiés dans si. Nous les trouvons deux fois (voir Ta-
bleau 5.9).




Finalement, la valeur Scontr pour la séquence 〈(ibgn_16-20 ibgn_etat_TBE)
(var_taxo_31-40)〉 est 0,66.
Le calcul de Sall se fait de façon analogue au calcul de Scontr. Nous cherchons les évè-
nements (items) appartenant à la séquence 〈(ibgn_16-20 ibgn_etat_TBE)(var_taxo_31-40)〉
dans toutes les séquences si de la base de motifsmBD. Nous les trouvons dans les motifs
montrés dans le Tableau 5.10. La somme des supports des séquences sa ∈ Sall est égale à
3,34.
TABLE 5.10 – Séquences appartenant à l’ensemble Sall
Motifs Support
〈(ibgn_16-20 var_taxo_31-40 ibgn_etat_TBE)〉 0,36
〈(ibgn_16-20 var_taxo_31-40 ibgn_etat_TBE ibgn_note_4)〉 0,36
〈(ibgn_16-20 gr_indic_7-9 var_taxo_31-40 ibgn_etat_TBE)〉 0,34
〈(ibgn_16-20 gr_indic_7-9 var_taxo_31-40 ibgn_etat_TBE ibgn_note_4)〉 0,34
.. . . . .
Finalement, la moindre contradiction temporelle (MCT) pour la séquence





Lamesure objective de validationMCTa été appliquée auxmotifs obtenus lors de l’exé-
cution de l’algorithme choisi sur le jeu de données des bassins versants de la Saône pour
les trois approches de spatialisation proposées.
Les Tableaux 5.11, 5.12 et 5.13 montrent quelques motifs, leur support et la valeur de la
moindre contradiction temporelle MCT pour les différentes approches de spatialisation.
Le Tableau 5.13 montre des motifs, leur support ainsi que la moindre contradiction
temporelle associée aux motifs obtenus en utilisant l’approche de spatialisation ǫ-voisins.
Nous pouvons noter, par exemple, que le motif 〈(ibgn_11-15)(ibgn_16-20, gr_indic_7-9)〉
apparaît dans 33% des zones et n’est pas contredit par les données au cours du temps.
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TABLE 5.11 – MCT pour les motifs extraits sur les données sans spatialisation NZ
Motifs Support MCT
〈(ibgn_etat_TBE, ibgn_note_4)〉 0,32 1,0
〈(ibgn_11-15 var_taxo_21-30)〉 0,39 1,0
〈(var_taxo_21-30)〉 0,5 0,1236
〈(ibgn_0-10)〉 0,36 0,05882
.. . . . . . . .
TABLE 5.12 – MCT pour les motifs extraits sur les données en utilisant l’approche cours
d’eau
Motifs Support MCT
〈(var_taxo_21-30)(ibgn_16-20 var_taxo_31-40)〉 0,3 1,0
〈(ibgn_0-10 gr_indic_0-4, ibgn_etat_Emedio ibgn_note_1)〉 0,32 1,0
〈(ibgn_0-10 ibgn_etat_Emedio ibgn_note_1)〉 0,34 0,0303
〈(ibgn_note_1)〉 0,35 −0,738806
〈(ibgn_note_4) (ibgn_etat_TBE)〉 0,34 −0,963176
.. . . . . . . .
TABLE 5.13 – MCT pour les motifs extraits sur les données en utilisant l’approche ǫ-
voisinage
Motifs Support MCT
〈(ibgn_11-15)(ibgn_16-20 gr_indic_7-9)〉 0,33 1,0
〈(var_taxo_21-30)(ibgn_etat_TBE ibgn_note_4)〉 0,33 0,03125
〈(gr_indic_7-9)(ibgn_11-15 var_taxo_21-30)〉 0,36 0,01887
〈(gr_indic_7-9)(ibgn_etat_BE ibgn_note_3)〉 0,31 −0,030928
〈(var_taxo_21-30)(var_taxo_31-40)〉 0,42 −0,215329
〈(ibgn_etat_TBE ibgn_note_4)(var_taxo_31-40 ibgn_note_4)〉 0,33 −0,905918
.. . . . . . . .
Contrairement, le motif 〈(var_taxo_21-30)(ibgn_etat_TBE, ibgn_note_4)〉 apparaît aussi
dans 33% des zones mais est très contredit. Nous pouvons conclure que le premier mo-
tif est plus intéressant pour les experts.
Pour comparer la similarité entre lesmotifs obtenus, nous avons utilisé lamesure S2MP
proposée par Saneifar et al. [2008] pour identiﬁer les irrégularités et construire des classes
d’objets homogènes. Nous avons appliqué l’approche avant citée auxmotifs obtenus pour
les deux spatialisations : cours d’eau et ǫ-voisinage. Nous n’avons pas appliqué la méthode
auxmotifs obtenus en utilisant l’approche de spatialisation naïveNZ car le nombre demo-
tifs est très réduit. Saneifar et al. [2008] ont proposé une mesure permettant de comparer
deux séquences au niveau des itemsets et de leur position dans la séquence ainsi qu’au
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niveau de la ressemblance des items dans les itemsets. Les auteurs ont aussi étendus la
technique de clustering k-means pour les séquences d’itemsets.
FIGURE 5.8 – Déploiement des motifs séquentiels regroupés par la distance autour de cen-
troids pour les deux approches de spatialisation
Pour identiﬁer quelle approche de spatialisation est la plus pertinente pour le jeu de
données du bassin versant de la Saône, nous avons regroupé les clusters obtenus pour les
deux jeux de motifs associés aux deux approches de spatialisation. La Figure 5.8 montre
justement les clusters dans un seul plan autour d’un centroide. Dans cette ﬁgure, nous
pouvons noter que les motifs obtenus en utilisant l’approche de spatialisation cours d’eau
sont légèrement plus proches du centre du plan que les points représentant les motifs ex-
traits avec ǫ-voisinage. Cette différence peut être conﬁrmée grâce à la fonction objective
appelée sum of square errors (SSE). La valeur du SEE, pour un cluster donné, est calculée
de la façon suivante : pour chaque instance du cluster, sommer les carrés de la différence
entre chaque valeur de l’attribut de chaque objet et la valeur du centroide du cluster auquel
il appartient. Ces valeurs sont additionnées pour chaque instance du cluster et pour tous
les clusters. La valeur du SSE, qui représente la cohésion des clusters, est égale à 22 4136
en utilisant l’approche de spatialisation cours d’eau, qui est inférieure à la valeur du SSE
obtenue pour les clusters utilisant l’approche ǫ-voisinage (autour de 25 3068). La cohésion
entre les instances en utilisant l’approche cours d’eau étant plus forte que l’autre approche,
elle est par conséquence plus intéressante pour les experts.
5.3.2 Extraction de motifs spatialement fréquents sur les données
associées au suivi épidémiologique de la dengue
Le dengue est une maladie transmise pour le vecteur appelé Aedes aegypti, qui a un
mode de vie qui le rend particulièrement proche de l’homme. Diamond [1998] afﬁrme que
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les épidémies sont en relation directe avec des populations nombreuses et denses et sou-
vent vivant en état de précarité. Dans ce contexte, lemodus vivendi des humains peut avoir
un impact sur le nombre de cas de dengue enregistrés dans une région ou un quartier. Les
lieux associés au groupements de gens (e.g. écoles, zones urbaines, etc.) sont plus sensibles
à une possible épidémie que les zones d’aménagements associées aux espaces verts non
utilisées par les humains.
Par ailleurs, les risques environnementaux associés aux activités humaines, tels que
les loisirs, l’industrie, etc. sur le comportement des vecteurs de transmission sont impor-
tants. Par exemple, l’utilisation de produits chimiques dans des zones industrielles et/ou
commerciales peut avoir un impact considérable dans la prolifération (ou le contraire) des
moustiques, vecteurs de la dengue.
Division de l’espace
Les facteurs décrits précédemment, doivent être pris en compte aumoment de l’extrac-
tion des connaissances sur des données associées au suivi épidémiologique de la dengue.
L’idée ici est d’étudier l’impact des régions géographiques associées aux activités humaines
sur la propagation de la maladie.
Pour cela, nous proposons deux approches de spatialisation (pré-traitement) dans l’in-
tention d’étudier l’évolution des évènement décrivant une zone au cours du temps en pre-
nant en compte deux granularités spatiales : (1) au niveau du quartier i.e., chaque quartier
de la ville de Nouméa (entité spatiale) sera étudié indépendamment ; et (2) au niveau des
zones d’aménagements spéciﬁques, i.e., nous allons regrouper les quartiers par zone repré-
sentant diverses activités humaines comme les loisirs, l’industrie, etc.
Concernant la première approche de spatialisation, le découpage en quartiers de la
ville deNouméa a été proposé par lamairie deNouméa. Il sera utilisé au cours de nos expé-
rimentations (voir Annexe A). Par ailleurs, les données associées au suivi épidémiologique
de la dengue dont nous disposons ont une granularité spatiale au niveau du quartier. Nou-
méa est divisé en 32 quartiers dont 12 seront étudiés dans cette section car ils comportent
au moins un cas de dengue par mois pour l’année 2003 (l’année dans laquelle il y a eu une
forte épidémie).
Par rapport à la deuxième approche de spatialisation, elle est plus complexe àmettre en
place car l’agglomération de Nouméa pose de multiples problèmes en termes d’organisa-
tion et de gestion de l’espace et l’on constate un fort déséquilibre humain et économique.
Le découpage urbain en zones homogènes conditionne le cadre résidentiel et l’accès aux
biens et services auxquels les habitants font appel. Dans ce processus, souvent appelé sé-
grégation, nous procédons à un découpage du territoire en secteurs géographiques ho-
mogènes et équilibrés en prenant en compte des caractéristiques spéciﬁques d’une entité
spatiale appartenant à une zone (e.g. une vallée) ou associé à une activité (e.g. l’industrie).
À cet égard, nous allons regrouper des quartiers constituant des secteurs. Chaque sec-
teur représente une activité : zones urbaines, zones industrielles, espaces verts aménagés
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et non aménagés, etc. Cette répartition des espaces a été proposée par Yves Mermoud 7.
Dans cette thèse, cinq zones seront prise en compte : (1) tissu urbain dense ; (2) habitat
individuel dominant ; (3) zone touristique et de loisirs ; (4) zone industrielle ; et (5) zone
portuaire et militaire.
Les ﬁgures présentées dans l’Annexe A décrivent cette décomposition en zones homo-
gènes.
Fouille de motifs spatialement fréquents
Les expérimentations ont été réalisées à partir d’une base de données associées au suivi
épidémiologique de la dengue décrit dans la Section 5.2.2. Ce jeu de données est constitué
de 11 attributs d’analyse. Chaque registre de la base de données est associé aussi à un
identiﬁant du quartier et à la date d’enregistrement.
Nous avons pris en compte une granularité temporelle ﬁxée à une semaine car le vec-
teur de transmission de la dengue ne vit pas plus de 15 jours. Il est donc important de
considérer cette contrainte temporelle lors de nos expérimentations.
Nous avons extrait des motifs séquentiels selon deux approches de spatialisation dé-
crites dans la Section 5.3.2) :
1. Une approche naïve : nous ne regroupons pas les entités spatiales, c’est-à-dire,
chaque quartier est une entité spatiale. Nous avons au total 12 entités.
2. En utilisant l’approche de spatialisation en zones d’aménagements, pour diviser l’es-
pace en zones plus ou mois hétérogènes. Le groupement des quartiers en utilisant
cette approche de spatialisation nous a fourni un total de 5 zones.
Le Tableau 5.14 présente un résumé des deux caractéristiques associées aux deux jeux
de données construits selon les deux approches de spatialisation proposées précédem-
ment. Le nombre de dates représente le nombre moyen de semaines existant dans les
mois appartenant à la période épidémique (très fréquemment de Janvier jusqu’à Juin). Le
nombre d’items représente le nombre d’attributs de la dimension d’analyseDA qui pour
toutes les estampilles temporelles est ﬁxé à 11.
TABLE 5.14 – Caractéristiques des jeux de données associées à la dengue
Approche de Nombre Nombre de dates Nombre d’items Granularité Granularité
spatialisation de zones par zone (moyenne) par date temporelle spatiale
Par quartier 12 24 11 hebdomadaire quartiers
Par zones 5 24 11 hebdomadaire zone
d’aménagements d’aménagements
Suivant le même protocole d’expérimentation proposé dans la section précédente,
nous avons utilisé l’implémentation de l’algorithme PrefixSpan sur les jeux de données
construits en utilisant les deux approches de spatialisation.
7. Enseignant au lycée Lapérouse, Nouvelle Calédonie http://www.ac-noumea.nc/laperouse/
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Les premiers résultats des expérimentations sont :
1. Pour l’approche naïve, pour un support minimum de 0,5, nous avons obtenu 797
motifs fréquents. Le Tableau 5.15 montre quelques motifs extraits ;
TABLE 5.15 – Exemple de motifs obtenus pour l’approche de spatialisation naïve
Motifs Support
〈(nb_cas_dengue :(4.00 ;6.00])(mean_humid :(76.85 ;83.75] positif_aedes :<=1.00)〉 0,67
〈(mean_temper :<=23.45)(mean_humid :<=76.85 nb_cas_dengue :(4.00 ;6.00])〉 0,50
〈(community_gather :<=17.50 ihre_index :<=1.00 nb_cas_dengue :(4.00 ;6.00])〉 0,50
.. . . . .
2. Pour la deuxième approche zones d’aménagements, avec un support minimum de
0,7, nous avons obtenu 1 037motifs fréquents. Une partie des résultats trouvés est
présentée dans le Tableau 5.16.
TABLE 5.16 – Exemple de motifs obtenus pour l’approche de spatialisation zones d’aména-
gements
Motifs Support
〈(mean_wind :<=3.29 )(mean_temper :>23.32 mean_humid :>83.10)
(mean_temper :<=23.32 )(nb_cas_dengue :<=4.00)〉 1,00
〈(mean_temper :>23.32 nb_cas_dengue :(4.00 ;5.00])
(mean_wind :<=3.29 nb_cas_dengue :<=4.00)〉 1,00
〈(mean_temper :>23.32 ihre_index :<=1.00)
(mean_humid :<=77.15)(nb_cas_dengue :<=4.00)〉 0,80
.. . . . .
Dans ces expérimentations, nous pouvons constater que le nombre de séquences ob-
tenues lors de l’exécution de l’algorithme PrefixSpan sur le jeu de données avec les deux
approches de spatialisation et un support minimum de 0,7 est respectivement 10 pour
l’approche naïve et 1 037 pour l’approche zones d’aménagements. Cet effet a été constaté
aussi dans les expérimentations précédentes (sur le jeu de données associées à la pollution
des rivières).
À titre d’exemple, le motif 〈(comunity_gather :<=17.50 ihre_index :<=1.00
nb_cas_dengue :(4.00 ;6.00])〉 du Tableau 5.15 indique que dans la moitié des quartiers,
la présence de dengue est associée aux évènements community_gather et ihre_index. Ce
dernier comporte, entre autres, la présence de gites larvaires du vecteur de transmission
de la maladie.
Le deuxième exemple du Tableau 5.16 peut être interprété comme : dans toutes les
zones d’aménagements étudiées, il y a une diminution du nombre de cas de dengue. Cette
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diminution peut être mise en relation avec l’évènement mean_wind :<=3.29 apparu à la
deuxième estampille temporelle.
Nous pouvons constater aussi, que les exemples montrés dans le Tableau 5.16, les
évènements graveyard, community_gather associés aux rassemblements de personnes
n’apparaissent pas dans les résultats. En effet, avec un support proche de 1, seule les
évènements associés aux phénomènes météorologiques sont extraits. Par exemple, dans
les zones d’aménagement associées aux espaces verts, les évènements tels que commu-
nity_gather apparaissent rarement.
Extraction de motifs spatialement fréquents peu contredites
Nous avons appliqué la moindre contradiction temporelle sur les motifs extraits dans
l’étape précédente aﬁn de ﬁltrer les plus pertinents pour les experts. Les Tableaux 5.17 et
5.18 montrent les motifs extraits, leur support ainsi que la valeur associée à la moindre
contradiction temporelle.
TABLE 5.17 – MCT pour les données sans zonage naïve
Motifs Support MCT
〈(mean_temper :<=23.45 outdoor_deposit :<=122.50 waste_container :<=29.50)〉 0,70 0,982
〈(graveyard :<=0.50 indoor_deposit :<=2398.00 nb_cas_dengue :(4.00 ;6.00] )〉 0,50 0,853998
〈(mean_temper :<=23.45 mean_humid :<=76.85 nb_cas_dengue :(4.00 ;6.00]) 〉 0,50 −0,129980
.. . . . . . . .
TABLE 5.18 – MCT pour les données en considérant le zonage zones d’aménagements
Motifs Support MCT
〈(mean_temper :>23.32 ihre_index :<=1.00)
(mean_humid :<=77.15)(nb_cas_dengue :<=4.00)〉 0,80 0,70371
〈(mean_temper :>23.32 nb_cas_dengue :(4.00 ;5.00])(mean_temper :>23.32)〉 1,00 −0,142
〈(mean_temper :>23.32 nb_cas_dengue :(4.00 ;5.00])(mean_wind :<=3.29)
(nb_cas_dengue :<=4.00) 〉 1,00 −0,474
.. . . . . . . .
De façon similaire aux résultats expérimentaux sur la pollution, les motifs peu contre-
dits par rapport aux données sont mis en évidence. En effet, même si un motif est plus
fréquent qu’un autre, il peut être très contredit par les données (e.g. le troisième motif du
Tableau 5.17), donc, moins intéressant pour l’expert. D’ailleurs, nous pouvons constater
dans le Tableau 5.18, que les motifs sont très contredits. En effet, cette caractéristique est
due à l’absence d’évènements tels que graveyard, community_gather, indoor_deposit entre
autres.
92 CHAPITRE 5. APPLICATIONS À DES DONNÉES RÉELLES
En conclusion, notre première méthode basée sur le pré-traitement des données spa-
tialisées a été appliquée aux deux jeux de données réelles et a fournie des résultats intéres-
sants pour les experts. De plus, nous avons montré qu’elle est générique et que le principe
peut être adapté à d’autres types de données spatio-temporelles.
5.4 Extraction de motifs spatio-séquentiels
Dans la section précédente, nous avons testé la première méthode proposée dans le
Chapitre 3, dans laquelle nous avons regroupé des entités en utilisant certains opérateurs
spatiaux. Cette "spatialisation" a pour objectif l’étude de l’impact du groupement des enti-
tés spatiales sur l’extraction de motifs séquentiels. Par exemple, dans le jeu de données du
bassin versant de la Saône, cette spatialisation a permis de mieux comprendre comment
les caractéristiques spatiales des données affectent le processus de fouille de données en
prenant en compte deux hypothèses de pollution.
Dans cette section, nous allons extraire unnouveau type demotifs appelémotifs spatio-
séquentiels. Il est important de rappeler que ce type de motif permet d’étudier l’évolution
d’un ensemble de caractéristiques décrivant une zone et son entourage proche au cours
du temps. Il est donc essentiel, pour chaque jeu de données, d’avoir une relation de voisi-
nage associant des zones qui partagent une limite en commun dans le cas des quartiers ou
qui se trouvent à une certaine distance, comme dans le cas des rivières. Cette relation est
matérialisée grâce à une matrice à deux colonnes où les identiﬁants des entités spatiales
seront stockés. Par exemple, pour la Figure 1.2 de la Section 1.3, les zonesZ1 etZ2 sont voi-
sines, contrairement aux zones Z2 et Z3, donc, seules les zones Z1 et Z2 seront présentes
dans la matrice (cf., Figure 3.11).
Un résumé des caractéristiques des données utilisées dans nos expérimentations est
présenté dans le Tableau 5.19.
La suite de cette section se déroulera en deux étapes : dans un premier temps, nous
allons appliquer nos propositions sur les deux jeux de données réelles aﬁn d’étudier la
sémantique des motifs extraits et dans un deuxième temps, nous allons étudier la perfor-
mance de nos deux propositions algorithmiques ainsi que lesmesures d’élagage proposées
dans la Section 3.3.
TABLE 5.19 – Caractéristiques des jeux de données réelles
Jeu de Nombre Nombre de dates Nombre d’items Granularité Granularité
données de zones par zone (moyenne) par date (moyenne) temporelle spatiale
Saône 223 17 12 journalière 100 km2
Dengue 12 23 11 hebdomadaire quartiers
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5.4.1 Extraction de motifs spatio-séquentiels sur les données associées
à la pollution des rivières
Notre première base de données spatio-temporelles est constituée de relevés d’indica-
teurs biologiques récupères dans les rivières du bassin versant de la Saône. Les caracté-
ristiques associées à ce jeu de données ont été détaillées dans la Section 5.2.1. Dans ces
expérimentations, les stations ont été regroupées en utilisant l’approche de spatialisation
appelée ǫ-voisinage (cf., Section 5.3.1).
Concernant la relation de voisinage, elle a été construite en prenant en compte la grille
formée au moment de la construction de zones homogènes regroupant des stations in-
cluses dans un périmètre de 100 km2. Deux zones sont voisines si la première se trouve en
bas, en haut, à droite ou à gauche de l’autre (voir Figure 5.9). Finalement, nous obtenons
4 voisins par zone (sauf pour les zones aux extrémités de l’espace qui ont deux ou trois
voisins).
FIGURE 5.9 – Construction de la relation de voisinage pour les stations regroupées en utili-
sant l’approche de spatialisation ǫ-voisinage
Le Tableau 5.20 montre quelques S2P extraits sur le jeu de données associées au bas-
sin versant de la Saône en utilisant l’algorithme DFS-S2PMiner. Nous pouvons remarquer
que nous obtenons une séquence d’itemsets où un itemset est un ensemble d’items (évè-
nements) qui caractérise l’évolution d’un ensemble de stations (couvrant 100 km2) au
cours du temps. Par exemple, la deuxième S2P du Tableau 5.20 〈(ibd_ <21)(θ· var_taxo_21-
30)(ibd_13-21)〉 peut être interprétée comme : dans 30% des zones, il existe une diminu-
tion de la valeur associée à l’indicateur ibd. Cette diminution peut être associée à l’indica-
teur variété taxonomique apparu dans une zone adjacente à la zone étudiée.
La Figure 5.10 illustre la S2P décrite précédemment (cf., 〈(ibd_<=21)(θ· var_taxo_21-
30)(ibd_13-21)〉). Dans cette ﬁgure, nous ne prenons pas en compte la position des stations
et la forme des zones pour illustrer les dynamiques spatiale et temporelle du motif. Une
éventuelle localisation des zones où ce motif est apparu pourra être effectuée dans l’étape
de restitution de motifs.
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TABLE 5.20 – Exemples demotifs spatio-séquentiels extraits sur le jeu de données hydrolo-
giques
Motifs Support
〈(var_taxo_31-40)(θ·[ibgn_16-20 ; ibgn_etat_bon])〉 0,32
〈(ibd_<21)(θ· var_taxo_21-30)(ibd_13-21)〉 0,30
〈(ibgn_11-15)(θ·ibgn_etat_bon)(θ·var_taxo_31-40)〉 0,29
〈(var_taxo_21-30)(θ·[ibgn_11-15 ; var_taxo_21-30 ; ibgn_etat_moyen])〉 0,25
.. . . . .
FIGURE 5.10 – Interprétation graphique du motif 〈(ibd_<=21)(θ· var_taxo_21-30)(ibd :_13-
21)〉
Extraction des S2P peu contredites
Comment discuté auparavant, l’un des inconvénients de la fouille de données est la
grande quantité d’informations extraites. Pour réduire le nombre demotifs à explorer pour
les experts, nous avons appliqué la mesure de qualité déﬁnie dans la Section 4.4 appelée
moindre contradiction spatio-temporelle (MCST). Elle a pour objectif, mettre en évidence
les motifs les moins contredits par rapport aux données. Le Tableau 5.21 montre les S2P,
leur support ainsi que la valeur associée à la moindre contradiction spatio-temporelle.
TABLE 5.21 – Exemples demotifs spatio-séquentiels extraits sur le jeu de données hydrolo-
giques et la valeur associée à la MCST
Motifs Support MCST
〈(θ·var_taxo_21-30)(θ·[ibgn_11-15 ; var_taxo_<21 ; ibgn_etat_moyen])〉 0,20 0,74501
〈(ibgn_11-15)(θ·ibgn_etat_moyen)(θ·var_taxo_31-40)〉 0,33 0,43454
〈(var_taxo_31-40)(θ·[ibgn_16-20 ; ibgn_etat_bon])〉 0,32 0,1215
〈(ibd_<=21)(θ·var_taxo_21-30)(ibd_<21)〉 0,33 −0,039
.. . . . . . . .
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Dans le Tableau 5.21 nous constatons que le premier motif, même s’il n’a pas un sup-
port très élevé est peu contredit par les données.
5.4.2 Extraction de motifs spatio-séquentiels sur les données associées
au suivi épidémiologique de la dengue
La deuxième base de données spatio-temporelles utilisée pour nos expérimentations
est la base de données épidémiologiques de suivi de la dengue. Ces données ont été col-
lectées à Nouméa sur un territoire divisé en 12 quartiers. Cette base de données comporte
24 dates pour lesquelles nous disposons d’informations discrétisées décrivant des carac-
téristiques associées à chaque quartier. Au total, nous avons 11 attributs d’analyseDA, un
attribut associé à la dimension temporelleDT et un attribut associé à la dimension spatiale
DS incluant les codes des quartiers.
Concernant la relation de voisinage, elle a été proposée pour la mairie de Nouméa.
Un quartier est voisin d’un autre s’ils ont une frontière en commun. Par exemple, dans la
Figure 5.11 le quartier Motor Pool est voisin de Ngéa Ste Marie, donc, les identiﬁants de ces
deux quartiers feront partie de la relation de voisinage.
FIGURE 5.11 – Quartiers voisins à Nouméa
Les Tableaux 5.22montre quelquesmotifs spatio-séquentiels extraits au cours de l’exé-
cution de l’algorithme DFS-S2PMiner sur les données de surveillance de la dengue. Ces
résultats ont été obtenus pour un support minimum ﬁxé à 0,6.
Lorsque nous étudions lesmotifs spatio-séquentiels obtenus à partir du jeu de données
de surveillance de la dengue, nous pouvons observer qu’ils prennent en compte l’environ-
nement voisin. Par exemple, le troisièmemotif du Tableau 5.22 peut être interprété par : au
moment t0, nous avons trouvé une présence faible de précipitations et des dépôts privatifs
d’eau dans deux zones voisines différentes, puis, dans la zone étudiée, des cas de dengue
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TABLE 5.22 – Exemples de motifs spatio-séquentiels extraits sur le jeu de données de la
dengue
Motifs Support
〈(mean_wind :<=3.20 mean_temper :<=23.55 )(θ·[waste_container :<=39.00 ;
comunity_gather :<=20.00 ; nb_cas_dengue :<=6.00 ; ihre_index :<=24.55])〉 0,7
〈(ihre_index :>34.82 nb_cas_dengue :<=6.00)〉 0,6
〈(θ·[precip :<=0.10 ; indoor_deposit :(2126.00 ;2692.50]])
(nb_cas_dengue :<=6.00 )(θ·ihre_index :<=24.55)〉 0,6
〈(θ·ihre_index :>34.82)(nb_cas_dengue :<=6.00 mean_temper :<=23.55)
(θ·comunity_gather :<=20.00)(θ·[nb_cas_dengue :<=6.00 ; ihre_index :<=24.55])〉 0,6
. . . . . .
sont apparus. Plus tard, nous constatons le développement de nids de moustiques dans
une zone voisine.
Extraction des S2P peu contredites
En suivant le même protocole utilisé dans les sections précédentes, nous avons appli-
qué une mesure objective de validation (MCST) sur les motifs extraits pour ﬁltrer les plus
pertinents pour les experts.
Pour les deux jeux de données sur l’eau et la dengue, nous avons montré que nos mé-
thodes permettaient d’obtenir des motifs qui sont sémantiquement pertinents pour les
experts.
Nous allonsmaintenant évaluer le passage à l’échelle de la deuxième approche puisque
la première a déjà été démontrée dans la littérature [Chand et al., 2012].
Le Tableau 5.23 montre les S2P, leur support ainsi que la valeur associée à la moindre
contradiction temporelle pour le jeu de données associées au suivi épidémiologique de la
dengue.
TABLE 5.23 – Exemples de motifs spatio-séquentiels extraits sur le jeu de données de la
dengue et la valeur associée à la MCST
Motifs Support MCST
〈(ihre_index :>34.82 nb_cas_dengue :<=6.00)〉 0,6 0,802595
〈(mean_wind :<=3.20)(comunity_gather :<=20.00 ·[waste_container :<=39.00 ;
; nb_cas_dengue :<=6.00)〉 0,76 0,540
〈(θ· ihre_index :>34.82)(θ·[nb_cas_dengue :<=6.00 ; ihre_index :<=24.55])
(θ·comunity_gather :<=20.00)
(nb_cas_dengue :<=6.00 mean_temper :<=23.55)〉 0,64 0,324551
〈(θ·[precip :<=0.10 ; indoor_deposit :(2126.00 ;2692.50]])
(nb_cas_dengue :<=6.00 )(θ·ihre_index :<=24.55)〉 0,6 −0,043037
.. . . . . . . .
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5.4.3 Evaluation de la performance de nos approches
Dans cette section, nous allons utiliser des données réelles ainsi que des données syn-
thétiques décrites dans les Tableaux 5.19 et 5.24 pour évaluer la performance de nos pro-
positions en nous posant cinq questions :
TABLE 5.24 – Caractéristiques des jeux de données synthétiques
Jeu de données Nombre Nombre Nombre d
de zones de dates d’items
Graph10x50 (graphe) 10 50 5
Graph10x70 (graphe) 10 70 5
Graph20x70 (graphe) 20 70 5
Graph20x100 (graphe) 20 100 5
Grid20x100 (grille) 20 100 5
1. Quel algorithme est le plus efﬁcace ?
2. Quel est l’impact de la topologie de la relation de voisinage sur le processus d’extrac-
tion de motifs spatio-séquentiels ?
3. Quel est l’impact du nombre de zones et du nombre de dates par séquence sur le
processus d’extraction ?
4. Par rapport auxmesures d’élagage, l’indice de participation spatio-temporel sera-t-il
effectif ?
5. Quel est l’impact de la densité des données sur le processus d’extraction de motifs
spatio-séquentiels ?
Pour répondre à la première question, nous appliquons nos deux propositions algo-
rithmiques (basées sur les stratégies Apriori-like et pattern-growth) sur des données syn-
thétiques contenant 10 zones, 70 dates et 5 items.
Pour répondre à la deuxième question, nous étudions l’impact de la topologie de la
relation de voisinage en utilisant deux jeux de données synthétiques contenant 10 zones,
50 dates et 5 items - en moyenne - et en prenant en compte deux types de relation de
voisinage : (1) la relation de voisinage en forme de grille ; et (2) la relation de voisinage en
forme de graphe (cf., Section 5.2.4).
Pour répondre à la troisième question, nous étudions aussi l’impact du nombre de
zones sur le processus d’extraction. Pour cela, nous faisons varier le nombre de zones (10
et 20 zones par jeu de données) et nous appliquons l’algorithme DFS-S2PMiner sur ces
jeux de données. L’impact du nombre de dates par séquence sur le processus d’extraction
a également été étudié en faisant varier le nombre de dates par séquence (50 et 70 dates)
sur les jeux de données synthétiques.
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Finalement, pour répondre aux deux dernières questions, nous avons utilisé deux jeux
de données réelles pour évaluer l’efﬁcacité de la mesure d’élagage et pour évaluer la per-
formance globale de nos approches.
Les deux algorithmes proposés ont été développés en Java. Les expérimentations ont
été réalisées sur un PC basé sur Intel (R) Xeon (R) avec 16 Go de RAM avec Ubuntu Server
9.10 comme système d’exploitation. Les résultats sont discutés dans la section suivante.
(a) (b)
FIGURE 5.12 – Comparaison de l’efﬁcacité des deux algorithmes proposés (BFS-S2PMiner
et DFS-S2PMiner) en regardant : (a) le temps d’exécution (b) la mémoire utilisée
(a) (b)
FIGURE 5.13 – Evaluation de l’impact des différents topologies dans le relation de voisinage
en considérant : (a) le temps d’exécution (b) la mémoire utilisée
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Evaluation quantitative des résultats
Pour évaluer l’efﬁcacité des deux approches (pattern-growth ou Apriori-like), nous ap-
pliquons nos deux propositions algorithmiques sur des jeux de données synthétiques en
utilisant relation de voisinage en graphe comportant 20 zones, 70 estampilles temporelles
et 4 voisines par zone (Graph20x70). Les Figures 5.12a et 5.12bmontrent le temps d’exécu-
tion ainsi que la mémoire allouée respectivement pour différents supports. Nous pouvons
observer que l’algorithme basé sur une approche en profondeur est plus efﬁcace en temps
d’exécution et utilisation de la mémoire. Cette conclusion est soutenue par de nombreux
articles dans la littérature (voir par exemple, [Chand et al., 2012]).
Nous étudions l’impact de la topologie de la relation de voisinage sur le processus d’ex-
traction de motifs spatio-séquentiels pour différents supports en utilisant deux jeux de
données synthétiques : Graph20x100 et Grid20x100. Les Figures 5.13a et 5.13b montrent
l’impact de ces deux types de relation de voisinage (grille ou graphe) sur le temps d’exécu-
tion et la mémoire allouée respectivement. Sur ces ﬁgures, on constate que le temps d’exé-
cution augmente rapidement pour le jeu de données généré en utilisant de la relation de
voisinage basée sur la grille (8 voisins par zone). En revanche, en utilisant la relation de
voisinage en graphe, nous obtenons demeilleurs résultats. La relation de voisinage a donc
un impact très important dans le processus d’extraction, en particulier sur l’occupation de
la mémoire.
Par la suite, on cherche à estimer l’impact du nombre de zones et des estampilles
temporelles incluses dans une séquence sur le processus d’extraction en utilisant l’algo-
rithme DFS-S2PMiner. La Figure 5.16 montre l’impact de la variation du nombre de zones
et d’estampilles temporelles sur le processus d’extraction de motifs spatio-séquentiels en
utilisant quatre jeux de données : Graph10x70, Graph20x70, Graph10x50 et Graph10x70.
Il est clair que, pour le jeu de données contenant 20 zones et 70 dates par séquence, le
temps d’exécution et l’occupationmémoire sont plus élevés. On peut remarquer aussi que
lorsque nous augmentons le nombre de dates, les ressources utilisées par l’algorithme aug-
mentent plus que lorsque nous augmentons le nombre de zones.
Enﬁn, nous évaluons l’efﬁcacité de la mesure d’élagage proposée dans la Section 3.3.2
appelée l’indice de participation spatio-temporelle (STPI) et nous montrons les résultats
globaux. Volontairement, nous appliquons l’algorithme DFS-S2PMiner sur les deux jeux
de données réelles.
À cet effet, la Figure 5.17montre que le nombre demotifs extraits en utilisant lamesure
STPi est inférieur au nombre de motifs extraits en utilisant le support classique. Ces résul-
tats soulignent que la mesure STPi est très restrictive en raison de l’indice de participation
temporelle (TPi). En effet, ce support ﬁltre les résultats en ne conservant que les motifs
qui apparaissent à plusieurs reprises dans la base de données spatio-temporelles. Nous
voyons ce phénomène dans les jeux de données de suivi épidémiologique de la dengue et
plus clairement sur le jeu de données hydrographiques (voir ﬁgure 5.17).
D’un autre côté, les résultats montrent la grande efﬁcacité de notre algorithme sur les
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données hydrologiques en raison de la faible granularité temporelle et par conséquent, la
faible densité des données. Pour ce jeu de données, le processus de fouille commence par
un support minimum de 0,5 et on obtient de bonnes performances, même en utilisant un
seuil minimal très bas.
Nous pouvons remarquer que, pour l’ensemble de données denses (e.g. données de
surveillance dengue), le temps d’exécution et l’occupation mémoire sont plus élevés. En
revanche, pour les jeux de données contenant un nombre important de valeurs nulles,
le temps d’exécution et l’occupation mémoire des processus d’extraction S2P sont plus
faibles (e.g. pour les données hydrologiques).
DFS-S2PMiner a une bonne performance sur les jeux de données contenant des sé-
quences courtes (e.g. des données hydrologiques). Malheureusement, lorsqu’on extrait de
longues séquences (e.g. de jeux de données denses) ou lorsqu’on utilise un seuil minimal
très faible, les performances de notre algorithme se dégradent considérablement.
Malgré la diminution du nombre demotifs extraits, le temps d’exécution et lamémoire
allouée pour STPi et le support restent équivalents pour des seuils plus élevés, mais diffè-
rents pour des seuils plus bas. Ce résultat peut être expliqué par le fait que le processus de
calcul de la mesure STPi augmente la complexité de l’ensemble du processus d’extraction.
Enﬁn, l’algorithme basé sur la stratégie de recherche en profondeur (depth-first-search)
est plus efﬁcace que l’algorithme basé sur l’approche Apriori (level-wise). Cette différence
est due à l’étape coûteuse de génération de séquences candidates, utilisé par les algo-
rithmes de ce dernier type.
Une fois les motifs extraits et ﬁltrés, la question est de savoir comment présenter ces
motifs aux experts ? Dans la section suivante, nous proposons une approche de restitu-
tion et visualisation de motifs adaptée à nos applications et testée sur les données de suivi
épidémiologique de la Dengue en Nouvelle Calédonie.
Des contraintes
Lors de l’étape de fouille de motifs spatio-séquentiels, nous extrayons un nombre très
important de motifs. Comme dans la plupart des méthodes de fouille de données, tous les
motifs ne sont pas nécessairement intéressants pour l’expert. Pour réduire le nombre de
motifs extraits et rendre plus facile l’évaluation des motifs par les experts, nous avons ap-
pliqué des contraintes dans le processus de fouille autres que les mesures d’élagages (i.e.,
le support et l’indice de participation spatio-temporel). Cette utilisation de contraintes est
basée sur les notions suivantes : (1) l’écart entre itemsets : spéciﬁe la durée maximale ou
minimale entre deux ensembles d’évènements ; et (2) séquence maximale : la plus grande
séquence par rapport à l’inclusion. Les Figures 5.14 et 5.15 illustrent ces deux contraintes.
La décision d’ajouter un écart maximal entre les itemsets d’un motif spatio-séquentiel
n’est pas arbitraire. Lorsque l’on étudie des phénomènes climatiques ou phénomènes as-
sociés aux épidémies, l’écart existant entre des ensembles d’évènements appartenant à
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FIGURE 5.14 – Contrainte d’écart entre motifs spatio-séquentiels
FIGURE 5.15 – Contrainte d’inclusion de motifs spatio-séquentiels
deux estampilles temporelles consécutives joue un rôle important. Egalement, extraire les
sous-séquences (par rapport aux super-séquences) semble pertinent.
5.5 Discussion
Dans le processus d’extraction de connaissances, nous nous sommes concentrés sur
l’extraction de motifs spatio-temporels. Nous avons alors proposé deux méthodes nous
permettant d’inclure des caractéristiques spatiales dans les motifs obtenus. La première
méthode utilise un algorithme d’extraction de motifs séquentiels largement utilisé par la
communauté de fouille de données, tandis que la deuxième, utilise une nouvelle méthode
permettant l’extraction d’un nouveau type de motif spatio-temporel appelé motif spatio-
séquentiel. Ces deux techniques ont été testées sur deux bases de données réelles qui ont
été préalablement traitées aﬁn de diviser l’espace en zones homogènes suivant deux hy-
pothèses de pollution, ainsi que sur plusieurs jeux de données synthétiques. Les résultats
obtenus pour ces deux approches sont sémantiquement différents.
Le premier type de motifs représente l’évolution d’un ensemble de caractéristiques
décrivant un ensemble d’entités spatiales regroupées en utilisant différentes proximités
spatiales. Il est important de noter que, en appliquant le même algorithme sur la même
base de données pour le même support minimum, mais en utilisant des méthodes de
division spatiale, on obtient deux ensembles différents de motifs. Cette différence se re-
ﬂète non seulement dans le nombre de motifs extraits, mais aussi dans leur constitution.
Pour savoir quelle approche de spatialisation est la plus intéressante pour les experts, nous
avons appliqué une technique de post-traitement (k-means) permettant le regroupement
des motifs en clusters homogènes combinée à la mesure statistique appelée sum of square
errors (SSE).
Le deuxième type de motifs représente également des changements d’un ensemble
d’évènements décrivant des zones au cours du temps. En plus, il contient des informa-
tions supplémentaires comme les évènements apparus dans leur voisinage proche. Dans
ce type de motif extrait, nous pouvons apercevoir directement les relations spatiales entre
les zones voisines grâce à l’opérateur spatial • (à côté de). L’extraction de cette information
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supplémentaire affecte directement les performances de nos algorithmes, car l’espace de
recherche augmente considérablement avec le nombre de voisins à évaluer. Or cette infor-
mation supplémentaire peut être cruciale dans les décisions concernant la conservation
et la restauration des cours d’eau et leurs milieux environnants, ainsi que pour déclencher
une alerte d’épidémie de dengue si une conﬁguration particulière apparaissant dans un
motif est reconnue.
Concernant la granularité temporelle, elle a été prise en compte au moment du pre-
traitement des données. Effectivement, une maladie comme la dengue est transmise par
un vecteur ayant certaines caractéristiques à respecter liées au temps tels que la durée de
vie d’un moustique, la période d’incubation des larves, etc. Par exemple, il est connu que
les moustiques Aedes aegypti ont une période de vie de 10 à 14 jours durant laquelle, les
femelles peuvent être potentiellement porteuses du virus de la dengue et par conséquent
dangereuses pour les humains.
Dans ce contexte, au moment de l’extraction des motifs, il faut faire attention à ne
pas dépasser l’écart entre des itemsets d’une séquence à plus de deux si les données ont
une granularité hebdomadaire ou ﬁxer un écart égal à 14 si les données sont journalières.
Considérer un écart de temps supérieur à deux semaines n’aura aucun sens quand on ex-
trait de la connaissance sur des données associées à une épidémie. Au contraire, elle pourra
avoir du sens si l’on étudie d’autre phénomène comme la pollution des rivières, pour la-
quelle, les évènements s’étalent sur des longues périodes de temps.
Finalement, les résultats obtenus par Tsoukatos et Gunopulos [2001], bien que proches
des notres, ne contiennent pas ces motifs. Comme nous l’avons décrit dans le Chapitre 2,
Tsoukatos et Gunopulos [2001] sont à la recherche de séquences d’itemsets qui se pro-
duisent fréquemment dans une base de données spatio-temporelles, sans prendre en
compte une dynamique spatiale (e.g. le voisinage proche) comme nous l’avons montré
dans nos exemples (voir les Tableaux 5.22 et 5.22). Il faut noter que, quantitativement,
notre approche et l’approche proposée par Tsoukatos et Gunopulos [2001] ne sont pas
comparables en raison de la différence existante entre les espaces de recherche générés





FIGURE 5.16 – Évaluation de l’impact de la variation du nombre de zones et le nombre de
dates sur les données synthétiques en prenant en compte : (a) le temps d’exécution (b) la
mémoire utilisée (c) le nombre de motifs extraits




FIGURE 5.17 – Evaluation de la efﬁcacité de la mesure d’élagage STPi en utilisant les leu de
données de la Saône et la dengue respectivement en regardant : (a) le temps d’exécution




Les volumes de données collectées et stockées dans des bases de données spatio-
temporelles augmentent. Il devient donc crucial de fournir des outils permettant aux
experts de mieux appréhender ces données afin de pouvoir prendre des décisions. Tou-
tefois, les motifs extraits sont souvent difficiles à interpréter par les experts. Il est donc
indispensable de coupler ces approches à des méthodes de visualisation. La visuali-
sation apporte rapidement une importante valeur ajoutée pour la compréhension de
dynamiques spatio-temporelles. Dans ce chapitre, nous présentons une nouvelle ap-
proche de visualisation des motifs spatio-temporels.
6.1 Introduction
De nombreux phénomènes évoluent dans l’espace et le temps. La modélisation de ces
phénomènes est souvent complexe, non seulement en raison de leur nature spatiale et
temporelle, mais aussi à cause des interactions possibles entre les évènements participant
aux phénomènes. Les méthodes de visualisation sont alors souvent inadaptées à la com-
plexité de telles données.
Dans notre exemple traitant la météo, l’étude des orages dans une zone en est un
exemple typique. Les experts en météorologie savent que la présence d’orages dépend de
facteurs environnementaux, (e.g. les rafales, la pression atmosphérique, la température,
etc.) ainsi que de la topologie des zones étudiées, (e.g. des montagnes, des plateaux, etc.).
Toutefois, l’impact de ces facteurs environnementaux et de ces entités topographiques
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reste encoremal connu et il est toujours difﬁcile à prévoir les orages qui sont très localisés.
Dans ce contexte, nous avons montré dans ce manuscrit que les méthodes d’extraction de
connaissances à partir des données (ECD) apportent des solutions via l’identiﬁcation sans
hypothèse a priori de relations entre variables et évènements, caractérisées dans l’espace
et dans le temps. Malheureusement, l’exploitation par l’expert des motifs comme ceux
obtenus précédemment est souvent limitée. L’expert éprouve souvent beaucoup de dif-
ﬁcultés à s’approprier ces nouvelles connaissances qui sont parfois tout aussi complexes
à interpréter que les données initiales, notamment lorsque l’on cherche à représenter des
dynamiques spatiales et temporelles [Cao et al., 2011]. La mise en place de méthodes et
d’outils permettant de mieux restituer ces connaissances est donc un enjeu majeur.
Dans cette section, nous nous focalisons sur la restitution des connaissances obtenues
aux experts. Pour cela, nous proposons une approche de visualisation permettant aux ex-
perts de mieux appréhender les interactions spatiales et temporelles entre les différents
facteurs représentés par lesmotifs spatio-séquentiels (c.f., Section 3.3). Contrairement aux
approches classiques, laméthode de visualisation retenue souligne les dynamiques spatio-
temporelles, tout en prenant en compte l’environnement proche. Notreméthode peut être
appliquée à d’autres types de motifs, où les dimensions spatiales et/ou temporelles sont
présentes, telles que les co-localisations [Shekhar et Huang, 2001] et les séquences tempo-
relles de Tsoukatos et Gunopulos [2001].
Nous ne proposons pas uniquement une méthode de visualisation de motifs spatio-
temporels mais tout un environnement permettant de faire une analyse détaillée de ces
motifs à différentes échelles (des motifs globaux aux entités spatiales locales). Plus préci-
sément, notre environnement de visualisation offre les avantages suivants :
– un afﬁchage synthétique et schématique des motifs sous forme de graphes colorés
(avec possibilité d’associer des icônes aux nœuds). Trois visualisations sont propo-
sées en fonction des besoins des experts et du type de motifs ;
– un afﬁchage détaillé des zones et des dates où sont apparus les évènements (i.e. des
occurrences des motifs). À partir d’un motif, il est possible d’identiﬁer les zones im-
pactées sur une carte (et inversement). Une frise chronologique permet de visualiser
les dates des évènements représentés par les motifs (avec deux niveaux de détails) ;
– l’afﬁchage de statistiques détaillées sur les zones (e.g. nombre d’habitants) et les ca-
ractéristiques temporelles des motifs (e.g. durée moyenne).
À notre connaissance, il n’existe pas d’approche de visualisation qui propose ce type de
fonctionnalités, associées à des motifs spatio-temporels aussi complexes. Il est important
de noter que notre approche de restitution et de visualisation est générique et peut être
appliquée à différents problèmes comme l’érosion des sols, la pollution des rivières, etc.
Dans cette thèse, nous avons validé notre approche sur une base de données contenant
des informations sur le suivi épidémiologique de la dengue à Nouméa en Nouvelle Calé-
donie. Les premiers retours des professionnels de santé ont conﬁrmé l’intérêt d’une telle
plateforme.
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6.2 Travaux préliminaires
La visualisation d’informations est un aspect important pour aider l’expert dans la prise
de décisions. Dans ce contexte, certaines techniques visent à représenter visuellement des
motifs extraits aﬁn d’aider les experts à mieux comprendre et analyser les informations
(voir, par exemple, [Bertini et Lalanne, 2010; Ho et al., 2002]). La visualisation d’informa-
tions est le thème central de nombreux articles. Parmi ceux-ci, nous étudions plus en dé-
tails ceux mettant l’accent sur la visualisation des résultats obtenus après une fouille de
données.
Dans un contexte général, les techniques de visualisation ont été largement discu-
tées dans la littérature (voir par exemple, [Mazza, 2009; Ward et al., 2010]). Ces auteurs
insistent, entre autres, sur l’importance de l’afﬁchage visuel des informations de façon à
rendre plus facile l’interprétation des résultats obtenus. D’un autre côté, Card et al. [1999]
conclut qu’un graphisme visuellement attrayant montrant l’information à interpréter, est
plus intéressant et souvent plus efﬁcace en terme d’interprétation qu’un afﬁchage immé-
diat de quelques chiffres ou une représentation purement textuelle 1. Ces auteurs donnent
également des indications sur les spéciﬁcations techniques à prendre en compte lors de
la représentation visuelle des données. Ils arrivent à la conclusion que la visualisation gra-
phique d’informations doit être précise, claire et efﬁcace. Ces trois caractéristiques doivent
être accompagnées de conventions d’ordre technique comprenant : la sélection des cou-
leurs, le choix des formes, les polices, la forme et le remplissage des lignes, le rangement
des espaces de design et bien d’autres. Par ailleurs, Keim [2002] propose une classiﬁcation
des techniques de visualisation, selon le type de données à visualiser, e.g. données unidi-
mensionnelles, bidimensionnelles, hiérarchiques, etc.
Plus spéciﬁquement, les systèmes de visualisation de motifs sont généralement dé-
diés à des nouvelles techniques d’extraction de connaissances appliquées à différents do-
maines. En effet, il est très difﬁcile d’aborder le problème de la visualisation des connais-
sances extraites par la fouille de données, sans aborder la méthode qui précède le système
de visualisation. Plusieurs approches ont été proposées pour visualiser desmotifs séquen-
tiels. Par exemple, Wong et al. [2000] ont appliqué une technique d’extraction de motifs
séquentiels aux données textuelles. Cette approche est accompagnée d’un prototype de
visualisation permettant l’analyse des motifs séquentiels obtenus sur de grands corpus.
Subasic et Berendt [2008] ont proposé une méthode et un outil de visualisation pour car-
tographier et interagir avec les publications scientiﬁques postées sur le Web en utilisant
des méthodes de fouille de textes. Plus récemment, Sallaberry et al. [2011] ont présenté un
cadre pour la modélisation et la visualisation de motifs séquentiels permettant d’identi-
ﬁer les associations et les relations hiérarchiques entre des données associées à des puces
d’ADN.
Dans le cas des données spatio-temporelles, un état de l’art très complet a été fait par
1. La citation en anglais est a picture is worth a thousand words.
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Andrienko et al. [2003]. Ils présentent un inventaire des techniques d’exploration visuelles
existantes en fonction du type de données et desméthodes de fouille de données utilisées.
Trois types de données spatio-temporelles ont été étudiés : (1) des données représentant
des changements existentiels associés à des entités spatiales, e.g. occurrence ; (2) des don-
nées reﬂétant des changements dans les propriétés spatiales des entités ; et (3) des données
représentant des variations temporelles des différents attributs thématiques.
Par ailleurs, Bertini et Lalanne [2010] étudient le rôle de la visualisation et des tech-
niques de fouille de données sur le processus d’extraction de connaissances à partir des
données (ECD). Ils distinguent trois catégories de techniques : (1) les techniques fonda-
mentalement visuelles mais qui exigent l’exécution d’un processus de calcul avant la vi-
sualisation des résultats ; (2) les techniques où la fouille de données est l’étape prédomi-
nante et les résultats sontmontrés en s’appuyant sur un système de visualisation ; et (3) les
techniques où la fouille de données et la visualisation sont totalement intégrées (il est im-
possible de distinguer lequel des deux processus joue un rôle prédominant). Ils ont aussi
proposé des extensions possibles à ces travaux. Du côté applicatif, Ping et al. [2008] ont vi-
sualisé des motifs représentant des changements au niveau des entités spatiales) (e.g. ex-
pansion de villes). Les motifs extraits étaient des règles d’association spatio-temporelles.
Ils les ont représentées en prenant en compte quatre caractéristiques : date, durée, ordre et
fréquence. Plus récemment, Burauskaite-Harju et al. [2012] ont proposé un ensemble de
méthodes permettant, entre autres, la visualisation des dépendances spatiales entre des
épisodes des précipitations temporellement synchronisés.
Les travaux étudiant le problème de la visualisation dans le processus d’ECD sont donc
nombreux. Toutefois, contrairement à notre approche, ils ne sont pas adaptés à des motifs
spatio-temporels complexes faisant à la fois intervenir la dynamique spatiale et l’environ-
nement proche. Un motif tel que la présence de cas de dengue dans une région est souvent
précédée de températures élevées dans une zone située près de réservoirs d’eau pourrait dif-
ﬁcilement être observé via ces méthodes.
6.3 Le prototype S2PViewer
Dans cette section, nous présentons une nouvelle approche de visualisation desmotifs
spatio-séquentiels. Cetteméthode a été intégrée dans un prototype de visualisation appelé
S2PViewer. Ce prototype permet de visualiser la dynamique spatiale (voisinage proche)
ainsi que la dynamique temporelle. S2PViewer est basé sur Javascript, JQuery, la librairie
D3 et Google Earth. Il peut être exécuté sur demultiples plateformes, y compris PC,Mac et
Linux. Une version en cours de développement est accessible sur le site http://datamining.
univ-nc.nc/ 2.
2. À utiliser préférablement avec la dernière version de Firefox car le plug-in de Google Earth peut ne pas
fonctionner correctement avec certaines versions d’autres navigateurs.
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6.3.1 Visualisation des motifs
Comme indiqué dans la Section 3.3, unmotif spatio-séquentiel (S2P) est une séquence
d’itemsets spatiaux. Notre approche de visualisation doit permettre, entre autres, d’avoir
un aperçu général de cesmotifs, de donner un sens à ce qu’ils représentent et de permettre
la découverte d’un motif pertinent parmi les nombreux motifs inintéressants [Bertini et
Lalanne, 2010]. Pour représenter visuellement de tels motifs, il faut prendre en compte
deux dynamiques : la dynamique spatiale, représentée par les itemsets spatiaux (l’opéra-
teur spatial) et la dynamique temporelle, représentée par l’aspect séquentiel.
Un itemset spatial représente l’état courant d’une zone (ses évènements ou caracté-
ristiques) ainsi que celui de ses voisins proches, à un instant donné. Trois types d’itemsets
spatiaux peuvent être représentés à l’aide des opérateurs tels que · (voisin), [] (groupement)
et le symbole θ (absence). La Figure 6.1 illustre ces trois cas en utilisant une représentation
à base de graphe.
(a) (b) (c)
FIGURE 6.1 – Représentation graphique des itemsets spatiaux (a)A·D (b) θ·D (c)A·[BC;D]
Dans la Figure 6.2, chaque cercle représente une zone. Dans les trois ﬁgures, la zone
colorée est la zone étudiée. Les lignes pointillées représentent le voisinage spatial. Cette
représentation du voisinage spatial a été déﬁnie par Peuquet [1994] comme une représen-
tation de la contiguïté spatiale. La longueur et l’angle des lignes pointillées n’ont pas de
signiﬁcation particulière.
FIGURE 6.2 – Représentation graphique du S2P 〈(AB)(θ · [B;C])(P · [Q;R])〉
Lesmotifs spatio-séquentiels décrivent l’évolution temporelle d’une zone et de son en-
vironnement proche à différentes estampilles temporelles. Cette évolution temporelle est
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représentée par une succession d’itemsets spatiaux. Nous allons montrer, dans la repré-
sentation de ce motif, la dynamique temporelle existant entre itemsets spatiaux contenus
dans lemotif. La Figure 6.2montre un S2P et sa dynamique spatio-temporelle. Le S2P illus-
tré est composé de trois estampilles temporelles. La première est composée de deux évè-
nements A et B apparus dans la zone étudiée. Après, il n’existe aucun évènement dans la
zone étudiée mais B et C sont apparus dans des zones voisines. Enﬁn, P est apparu dans
la zone étudiée etQ et R sont apparus autour. Les ﬂèches représentent la dynamique tem-
porelle.
Comme on peut le constater, cette représentation respecte le postulat énoncé par Tufte
[1983] : la quantité d’informations (dimensions) affichées ne dépasse pas le nombre de di-
mensions présentes dans les données 3. En effet, deux dimensions sont considérées : la tem-
poralité est représentée par un arc orienté, qui symbolise une succession d’évènements et
l’aspect spatial est représenté par des arcs en pointillés.
L’arc orienté représentant la temporalité peut avoir deux conﬁgurations possibles : (1)
il peut être dynamique dans le plan et être utilisé pour relier deux itemsets qui sont appa-
rus à deux estampilles temporelles consécutives ; et (2) il peut être ﬁxe le long d’un axe et
les itemsets peuvent être placés les uns après les autres aﬁn de représenter la séquentia-
lité. L’avantage du premier type de représentation est la visualisation d’un grand nombre
d’entités dans un espace réduit. Cependant, la lisibilité des motifs reste faible. Ce type de
visualisation est basé sur des algorithmes de force [Kaufmann et Wagner, 2001].
Contrairement à une représentation dynamique, la représentation ﬁxe est facilement
lisiblemais le nombre d’estampilles temporelles à visualiser reste limité. Dans ce contexte,
nous avons privilégié une visualisation en utilisant des coordonnées polaires au lieu des
coordonnées cartésiennes [Bertin, 2010] aﬁn d’obtenir un graphique utilisant l’espace al-
loué proche du carré de façon optimale. L’angle thêta représente la succession ou le temps.
Nous avons choisi ce type de représentation pour deux raisons : (1) le ratio de l’arc étant
incrémental, de longs motifs pourront être visualisées sous la forme d’une spirale d’Ar-
chimède ; et (2) comme cela a été mentionné auparavant, nous représentons deux di-
mensions. En suivant la maxime de Tufte citée plus haut, une représentation en coordon-
nées polaires est pertinente par rapport à une représentation utilisant des algorithmes de
force 4, qui elle projette n dimensions [Kaufmann et Wagner, 2001].
D’autre part, notre approche de visualisation doit représenter des ensembles d’évè-
nements (itemset) à l’aide d’une forme géométrique. Cette forme géométrique permet de
montrer le nombre d’évènements contenus dans un itemset en jouant sur sa taille. De plus,
l’interface de visualisation doit permettre à l’expert de reconnaître des itemsets contenant
un évènement spéciﬁque et donc d’identiﬁer l’apparition d’un évènement ciblé. Un évène-
ment spéciﬁque dit aussi "intéressant" pourra être, par exemple, la présence de dengue et
3. The number of information-carrying (variable) dimensions depicted should not exceed the number of
dimensions in the data.
4. Force-directed graph drawing. en anglais. L’algorithme de force permet de positionner les nœuds d’un
graphe dans l’espace en utilisant un système de force appliqué sur les nœuds et les arcs.
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être choisi comme centre d’intérêt par l’expert. Une solution efﬁcace pour représenter les
types d’entités (e.g. présence de dengue ou absence de dengue) est d’utiliser des régions
fermées et colorées [Ware, 2004]. Nous avons choisi des cercles de deux couleurs diffé-
rentes : le vert et le rouge car se sont des couleurs opposées dans le modèle appelé color
opponent-process model. En effet, unœil sain (hormis le daltonisme) les distingue parfaite-
ment, contrairement à d’autres paires de couleurs [Ware, 2004]. Aussi, la couleur rouge est
souvent employée, par convention, pour représenter les maladies, le danger, etc., contrai-
rement à la couleur verte qui est souvent utilisée pour représenter des personnes saines,
des zones non polluées, etc.
Pour ﬁnir, nous utilisons des icônes avec différentes couleurs pour représenter et iden-
tiﬁer des évènements. En effet, la représentation des évènements par des icônes avec des
couleurs variant selon l’intensité (e.g. haute → rouge, basse → bleu) semble tout à fait
pertinente. Cette idée a été soutenue par des experts en épidémiologie que nous avons
rencontré récemment. Ce dernier élément de notre prototype de visualisation est en cours
de réalisation.
En intégrant les conventions citées précédemment et en choisissant des disques
comme forme géométrique pour représenter les itemsets, des arcs orientés reliant les
disques pour la temporalité et des lignes en pointillés pour exprimer la dynamique spa-
tiale, trois types de visualisation ont été proposées dans notre approche :
– visualisation en graphe basée sur un algorithme de force, permettant de placer les
itemsets dans l’espace et les relier dynamiquement grâce à des arcs orientés. Ce type
de visualisation n’est pas adaptée à notre problématique car, comme il a été indiqué
précédemment, nous voulons visualiser deux dimensions (cf., Figure 6.3). Cepen-
dant, ce type de visualisation reste dans les options de notre prototype pour visua-
liser des motifs à n dimensions, par exemple, dans le cas de la propagation d’une
épidémie ;
FIGURE 6.3 – Visualisation en utilisant l’algorithme de force
– visualisation en arc, permettant demontrer un nombre limité d’itemsets mais est fa-
cilement interprétable. Cette approche de visualisation est sélectionnée par défaut ;
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FIGURE 6.4 – Visualisation en arc
– visualisation en spirale basée sur la représentation en arc. Ce type de visualisation est
très intéressant dans le cas des motifs longs. Effectivement, une spirale d’Archimède
favorise la visualisation de séquences comportant de nombreux itemsets à l’aide du
rayon incrémental 5. Toutefois, la perception du déroulement temporel des évène-
ments est difﬁcile à appréhender.
FIGURE 6.5 – Visualisation en spirale
Actuellement, une nouvelle visualisation est sur le point d’être intégrée au S2PViewer.
Elle est basée sur la technique sunburst 6. Dans ce nouveau type de représentation, nous
conservons l’idée de la visualisation en arc, cependant, les liens spatiaux sont représentés
non pas sous la forme d’arcs ou d’arêtes mais sous la forme de zones colorées uniformé-
ment. Chaque zone colorée représente un itemset et permet de visualiser "proprement" les
évènements de l’itemset (représentés par des disques de différentes tailles, comme dans
les cas précédents). Un autre avantage est l’agencement des itemsets sans l’utilisation de
5. Le rayon de la spirale est donné par une fonction continue et monotone de l’angle θ.
6. http://www.cc.gatech.edu/gvu/ii/sunburst/
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l’algorithme de force. Il n’y a donc pas de croisement des lignes pointillées avec la ligne en
trait plein représentant le temps (comme dans les cas précédents). La Figure 6.6, montre
ce type de visualisation.
FIGURE 6.6 – Visualisation en utilisant la technique sunburst
Nous avonsmaintenant une idée générale de la visualisation d’un S2P, de la disposition
des évènements (itemsets) au cours du temps, tout en prenant en compte les évènements
apparus dans des zones voisines. Cette vision générale du motif peut être complétée par
une visualisation plus ﬁne dupoint de vue de la granularité, commenous le décrivons dans
la sous-section suivante.
6.3.2 Vers une visualisation d’informations à différents niveaux
Notre approche de visualisation des motifs S2P se veut globale avec des possibilités
de visualisation d’informations détaillées localement sur les éléments d’un motif (e.g. où
et quand apparaît ce motif). La visualisation de la dynamique temporelle a pour objectif
de valoriser l’information concernant la durée de l’occurrence d’un S2P et le temps où
il est apparu. Deux points ont été pris en compte au moment de la représentation de la
dynamique temporelle :
– pour chaque motif, une synthèse contenant les périodes, dates du début et de ﬁn
de l’apparition du motif dans les zones concernées sera représentée en utilisant
des blocs de couleurs différentes. Actuellement, la visualisation des zones impactées
pour lemotif sélectionné est présentée à l’aide d’une liste. Cependant, une représen-
tation des zones en utilisant une carte est désormais en cours de développement ;
– des statistiques concernant la duréemaximale,minimale etmoyenne d’unmotif, par
rapport aux zones où le motif est impacté, seront présentées également par notre
approche de visualisation. Ces valeurs calculées "à la volée" permettront à l’expert
d’avoir une référence des caractéristiques concernant la durée d’apparition des mo-
tifs sur les zones impactées.
Pour présenter la dynamique temporelle (voir Figure 6.7), les conventions à prendre
en compte sont différentes de celles considérées pour la représentation de la dynamique
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FIGURE 6.7 – Exemple de représentation de la dynamique temporelle d’une séquence spa-
tiale
spatiale. En effet, si l’on utilise des coordonnées polaires, alors une déformation des mo-
tifs les plus éloignés sera perçue (ils seront plus longs). De plus, comme cette visualisation
n’est pas centrale mais indicative, une représentation en utilisant des coordonnées carté-
siennes est privilégiée. Finalement, nous représentons l’apparition d’un motif par un bloc
indiquant les dates de début et de ﬁn de ce motif dans une zone.
Par exemple, soit le S2P s = 〈(A)(B)〉 et la séquence caractérisant une zone S =
〈(AC)(D)(D)(BC)〉, nous représentons l’apparition de la séquence spatiale s dans S avec
un bloc qui commence au temps t0 et ﬁnis au temps t3. Si un S2P apparaît de multiples
fois dans une même zone, il sera tracé plusieurs fois avec la même couleur. De même, si
le motif apparaît dans plus d’une zone, de multiples blocs seront tracés en utilisant des
différentes couleurs.
6.4 Le processus d’analyse spatio-temporelle avec
S2PViewer
Notre prototype de visualisation est basé sur la technique décrite par Andrienko et al.
[2003] appelée interaction de cartes dans laquelle, des évènements spatio-temporels sont
localisés en utilisant une carte. La Figure 6.8 montre le diagramme de ﬂux du processus
d’analyse spatio-temporelle des S2P.
FIGURE 6.8 – Diagramme de ﬂux du processus d’analyse de S2P
6.4. LE PROCESSUS D’ANALYSE SPATIO-TEMPORELLE AVEC S2PVIEWER 115
Le prototype de visualisation, est composé de trois étapes qui se traduisent par trois
vues interactives dans notre interface :
1. La première vue – fenêtre principale – permet de sélectionner une zone. La Figure 6.9
montre l’exemple des données épidémiologiques (données dengue en Nouvelle Ca-
lédonie) avec comme zones spatiales les quartiers de Nouméa. Dans cette vue, une
seule zone pourra être sélectionnée à chaque fois que l’on désire afﬁcher des mo-
tifs la décrivant. Une fois la zone sélectionnée, un support minimal doit être choisi
(le support représente la probabilité d’apparition de ces motifs). En ﬁn dans cette
vue, l’utilisateur devra sélectionner un évènement considéré comme plus intéres-
sant pour lui, sinon un évènement (par exemple dengue) est sélectionné par défaut
(voir Figure 6.12).
FIGURE 6.9 – Sélection d’un quartier
2. La deuxième vuemontre des informations statistiques décrivant la zone choisie dans
la vue précédente (voir Figure 6.10). Notamment, nous avons ajouté de l’informa-
tion concernant la population de la zone (recensement de l’année 2004), le nombre
de cas de dengue par année et des informations sur les zones voisines, i.e. ceux qui
partagent une frontière commune avec la zone sélectionnée auparavant.
3. Enﬁn (Figure 6.11), la troisième vue montre les S2P appartenant à la zone sélection-
née ayant un support supérieur ou égal au support ﬁxé dans la première vue. Cette
vue interactive permet, la sélection d’un motif, la visualisation graphique de ce mo-
tif ainsi que la visualisation de la dynamique temporelle associée (voir Figures 6.13
et 6.14). Si aucune zone n’a été sélectionnée via la première vue, les vingt plus longs
motifs seront automatiquement visualisés.
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FIGURE 6.10 – Visualisation des informations associées au quartier sélectionné
FIGURE 6.11 – Visualisation des 20 plus longs motifs ou des S2P associés au quartier sélec-
tionné
6.5 Analyse sémantique des motifs obtenus
La Figure 6.13 représente visuellement le S2P 〈(θ·[precip :<=0.10 ; ihre_index :>34.82 ;
nb_cas_ dengue :<=6.00]) (mean_wind :<=3.20 nb_cas_dengue :<6.00 mean_temper :
<=23.55) (θ·[nb_cas_dengue :<6.00 ; mean_wind :<=3.20 ; mean_temper :<=23.55])
(θ·[mean_humid :(76.85-83.30] ; nb_cas_dengue :<=6.00 ; ihre_index<= 24.55])〉. Comme
nous l’avons décrit dans la Section 6.3.1, chaque cercle symbolise un ensemble d’évène-
ments apparaissant à un moment donné. La taille des cercles reﬂète le nombre d’évè-
nements caractérisant la zone. L’absence d’évènement dans la zone choisie (i.e. θ) est
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FIGURE 6.12 – Sélection du support minimal et d’un évènement intéressant
représentée par un cercle de petite taille. L’arc de cercle représente le temps et les lignes
pointillées représentent la dynamique spatiale (à côté de).
FIGURE 6.13 – Représentation du S2P
La couleur rouge sert à identiﬁer les itemsets qui contiennent l’évènement dengue ou
tout autre évènement choisi lors de la première étape (voir Figure 6.12). Cette caractéris-
tique permet d’identiﬁer facilement, d’un côté, la position (i.e., l’estampille temporelle)
dans le S2P où se trouve l’évènement intéressant et d’un autre côté, les autres évènements
appartenant au même itemset.
Dans la représentation de la dynamique temporelle (voir Figure 6.14), chaque bloc co-
loré représente la date du début et la date de la ﬁn concernant l’apparition d’unmotif dans
la séquence représentant une zone (données d’origine). Si le motif apparaît plusieurs fois
dans une même zone, il sera représenté par plusieurs blocs de la même couleur. Les cou-
leurs varient pour chaque zone et la ligne temporelle représentée dans l’axe X reste à titre
indicatif. L’axe Y contient les zones où le motif est apparu. En plus, le nom de toutes les
zones est afﬁché à gauche et permet d’avoir un aperçu du ratio entre les zones contenant
le motif et les zones qui ne le contiennent pas.
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FIGURE 6.14 – Représentation de la dynamique temporelle d’un motif
Comment l’ont mentionné Andrienko et al. [2003], il est nécessaire de différencier
les évènements temporaires des évènements durables. Les changements de caractéris-
tiques décrivant une zone n’ont pas la même interprétation s’ils apparaissent dans des
périodes courtes ou longues. Dans ce contexte, la représentation de la dynamique tem-
porelle de notre approche permet d’identiﬁer aussi bien la durée d’un motif que la pério-
dicité de son apparition dans toutes les zones. Par exemple, la Figure 6.14 illustre le S2P
〈(nb_cas_dengue :<=6.00) (mean_temper :<=23.55mean_humid :(76.85-83.30])〉 qui appa-
raît périodiquement dans les quartiers PK7, PK6 Tina, Ducos et Rivière Salée. Cette infor-
mation peut devenir cruciale pour les experts quand une épidémie est sur le point de se
déclencher.
6.6 Temps de réponse et validation par les experts
Notre prototype de visualisation prend comme ﬁchier d’entrée les motifs obtenus lors
de l’étape de fouille de données et transforme cette information en objets à visualiser. Cette
transformation ne consomme pas beaucoup de ressources. Au cours de nos expérimenta-
tions, nous avons afﬁché facilement plus de 3 000motifs en quelques secondes. Ce temps
démontre la réactivité de notre prototype. Cette expérimentation met également en avant
la nécessité de développer des fonctionnalités pour ﬁltrer et/ou classer les motifs. En ef-
fet, il est difﬁcilement envisageable de faire interpréter autant de motifs à un expert. Ce
problème a motivé l’intégration dans notre prototype d’une fonctionnalité permettant de
visualiser les top-k motifs (i.e., les k meilleurs motifs). Dans le prototype, ces motifs sont
les plus longs, mais ils pourront être aussi les motifs les moins contredits par rapport aux
données.
Concernant la validation de notre prototype, nous avons travaillé en partenariat avec
des experts en santé publique de l’Institut Louis Pasteur, de l’IRD et de la Direction des
Affaires Sanitaires et Sociales de la Nouvelle Calédonie (DAAS) aﬁn de recueillir des exper-
tises, d’analyser les besoins et ainsi de résoudre les problèmes de lisibilité et d’utilisabilité
de notre prototype. Lors de ces collaborations, nous nous sommes intéressés aux données
à fouiller et aux besoins des utilisateurs ﬁnaux de S2PViewer pour réunir les informations
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concernant : (1) l’utilité, i.e. le prototype doit permettre d’aboutir à un résultat et ce résul-
tat doit être pertinent pour ses objectifs ; et (2) l’utilisabilité, i.e. le prototype doit permettre
de réaliser une action rapidement et efﬁcacement.
6.7 Discussion
La restitution et la visualisation de motifs est une étape fondamentale du processus
d’extraction de connaissances à partir de données. Elle permet, grâce à l’interaction avec
les experts du domaine, de transformer les motifs obtenus en connaissances exploitables.
Dans cette thèse, nous avons proposé un outil de visualisation demotifs spatio-séquentiels
associés au problème de suivi épidémiologique de la dengue en Nouvelle Calédonie. Nous
avons décidé de tester notre outil avec lesmotifs extraits associés aux données de la dengue
car nous avions des retours de la part des experts. Cependant, nous pourrons visualiser
toute sorte de motifs séquentiels (i.e., séquences d’itemsets), incluant les motifs spatiale-
ment fréquents extraits grâce à la première approche de fouille présentée dans cette thèse.
S2PViewer a été conçu pour aider les experts à explorer un grand nombre de motifs en
visualisant leurs dynamiques spatiale et temporelle. Ce prototype de visualisation permet
aussi de montrer les vingt motifs les plus représentatifs de tous les quartiers (top k) ou les
motifs associés à un quartier préalablement sélectionné. Il permet aussi de connaître cer-
taines caractéristiques associées aux quartiers comme le nombre d’habitants, le nombre
de cas de dengue par année et les quartiers voisins à la zone sélectionnée.
Cependant, S2PViewer est encore à ses débuts. Actuellement, nous l’améliorons enpre-
nant en compte la représentation condensée d’un ensemble de motifs. Ce type de visuali-
sation permet de représenter graphiquement un ensemble limité de motifs en regroupant
les évènements (itemsets) qui sont communs à deux ou plusieurs motifs. Avec cette re-
présentation - qui ressemble à un automate - plusieurs motifs pourront être représentés
dans un espace très réduit en utilisant une vue plus abstraite permettant à l’utilisateur de
s’orienter dans les données. La Figure 6.15 illustre cette nouvelle approche de visualisa-
tion. Dans cette ﬁgure, un noeud représente un itemset, il est coloré en rouge si l’itemset
contient un évènement intéressant, vert sinon. Chaque séquence est représentée par un
ensemble d’arcs de même couleur. Un arc lie un itemset ISi d’une séquence à un itemset
ISi+1. Si n séquences partagent une sous-séquence, il y aura n arcs correspondant à cette
sous séquencematérialisés dans cette visualisation. Cette visualisation condensée permet
d’identiﬁer des itemsets communs aux séquences et d’optimiser l’espace de visualisation.
L’afﬁchage des multiples arcs entre deux itemsets reste à améliorer pour gagner en visibi-
lité.
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FIGURE 6.15 – Prototype de visualisation de S2P condensés
Conclusions et perspectives
Conclusions
Dans notre vie quotidienne, nous pouvons observer de nombreux phénomènes spatio-
temporels. Les évènements météorologiques en sont un exemple. De nouveaux outils,
comme les capteurs "intelligents" ayant une forte capacité de stockage, permettent de
conserver de grandes quantités de données décrivant ces phénomènes. Cette information
est stockée dans des bases de données dites spatio-temporelles. Ces bases comportent des
informations associées à un objet spatial, une date d’enregistrement et des informations
décrivant l’objet spatial à un moment donné. Par exemple, une interprétation valide d’un
enregistrement dans une telle base de données est "le lundi 21 janvier 2013, de fortes pluies
ainsi que des orages se sont produits à Paris".
Dans le chapitre dédié à l’état de l’art, nous avonsmontré qu’il existe de nombreux tra-
vaux permettant l’analyse de l’évolution temporelle et spatiale de ces évènements. Pour-
tant, peu d’approches se focalisent sur les caractéristiques spatiales des objets géogra-
phiques, sur les relations existant entre eux et sur leur impact lors de leurs analyses. Par
exemple, une ville peut être à côté d’un littoral ou elle peut se trouver dans une région
montagneuse qui inﬂue sur sa météorologie.
Dans ce manuscrit, nous avons étudié comment ces relations spatiales impactent le
processus d’analyse de données spatio-temporelles selon deux points de vue : (1) la granu-
larité de la relation, qui peut être plus générale ou plus détaillée ; et (2) les relations topolo-
giques, qui déﬁnissent comment les objets spatiaux sont disposés les uns par rapport aux
autres et dans l’espace en général. Pour cela, nous nous sommes concentrés sur plusieurs
étapes du processus d’ECD proposé par Fayyad et al. [1996]. Les contributions présentées
dans ce manuscrit se résument ainsi :
1. Tout d’abord, un état de l’art sur les approches permettant l’étude des dynamiques
temporelles et spatiales des données.
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2. Motifs spatialement fréquents : dans cette partie dumanuscrit, nous avons utilisé di-
verses hypothèses permettant de construire des zones homogènes d’objets géogra-
phiques. Ce regroupement est réalisé avant l’étape de fouille de données (i.e., dans
l’étape de pré-traitement du processus d’ECD). Les zones ainsi construites sont en-
suite "fouillées" par un algorithme d’extraction de motifs séquentiels. Les motifs ex-
traits représentent l’évolution d’un ensemble de caractéristiques décrivant une zone
au cours du temps. Les expérimentations soulignent l’intérêt de cette proposition en
termes de qualité sémantique des résultats. Cependant, pour de nombreux phéno-
mènes spatio-temporels, l’étude de l’évolution des évènements décrivant une zone
ne sufﬁt pas car elle ne permet pas de capter la propagation des évènements d’une
zone à l’autre.
3. Motifs spatio-séquentiels : dans un deuxième temps, nous proposons un nouveau
type de motifs appelé motifs spatio-séquentiels. Ce type de motifs permet l’étude
d’un ensemble d’évènements décrivant l’évolution d’un objet géographique et de
son voisinage proche au cours du temps. Pour cela, nous avons étendu la notion de
séquences d’itemsets en ajoutant des opérateurs spatiaux permettant de prendre en
compte la notion de voisinage entre entités spatiales. Ensuite, deux mesures d’éla-
gage ont été proposées. Elles sont anti-monotones et permettent demieux parcourir
l’espace de recherche construit lors de l’exécution des algorithmes de fouille. Grace
aux motifs spatio-séquentiels, nous pouvons mieux comprendre certains phéno-
mènes spatio-temporels présentant des dynamiques complexes comme dans le cas
d’une épidémie et d’une pollution de cours d’eau.
4. Mesures de qualité : le nombre de motifs extraits à partir d’une base de données en
utilisant une technique de fouille est souvent très grand et difﬁcile à explorer par
les experts. Des motifs dits pertinents peuvent être noyés dans des motifs triviaux.
L’intérêt d’utiliser une mesure en post-traitement est justement de faire ressortir ces
motifs intéressants. L’une d’elles est la moindre contradiction, qui vise à extraire les
motifs les moins ou les plus contradictoires de la base de données. Dans cette thèse,
nous avons étendu cette mesure (proposée pour des règles d’association) auxmotifs
séquentiels et aux motifs spatio-séquentiels.
5. S2PViewer : même si la mesure de ﬁltrage précédente permet de sélectionner les
motifs "intéressants", leur exploration reste très difﬁcile. Pour faire face à ce pro-
blème, un prototype de visualisation de motifs a été également proposé dans cette
thèse. Ce prototype permet de visualiser des motifs séquentiels ainsi que des mo-
tifs spatio-séquentiels. Cet environnement propose différents types de visualisation
(arc, graphe et spirale) et a été conçu en prenant en compte les remarques des épi-
démiologistes impliqués dans cette thèse.
Chacune de nos contributions ont été validées par des expérimentations sur des jeux
de données réelles associées aux deux domaines d’application que sont la qualité de l’eau
123
des rivières et le suivi des épidémies de dengue, ainsi que sur des données synthétiques
pour tester les limites algorithmiques de nos approches.
Même si dans ce manuscrit, nous avons abordé et résolu différents problèmes asso-
ciés à l’extraction de connaissances sur des bases de donnés spatio-temporelles, de nom-
breuses perspectives ont été identiﬁées et sont décrites ci-dessous.
Perspectives
Nous décrivons dans cette section des perspectives à moyen et long terme associées à
nos contributions. Elles concernent les quatre étapes du processus d’ECD que nous avons
traitées dans notre manuscrit.
Pré-traitement
Dans cette étape du processus d’ECD, nous avons étudié l’impact des relations spa-
tiales existantes entre des objets géographiques. Ces relations ont été construites aﬁn de
favoriser la compréhension de certains phénomènes, comme la pollution des rivières ou
l’impact des activités humaines sur la propagation d’une épidémie. Toutefois, un grand
nombre de possibilités reste à explorer, par exemple, dans le cas des entités spatiales
vagues, i.e., dont les contours ne sont pas complètement délimités. Ce problème entraîne
un décalage entre la réalité spatiale et sa description connue. Une solution viable est la
modélisation par la logique ﬂoue ou en utilisant des modèles probabilistes (notion d’in-
certitude). Ces perspectives sont tout-à-fait envisageables car dans cemanuscrit, la nature
des objets géographiques est clairement déﬁnie.
Fouille de motifs spatio-séquentiels
Dans cette étape importante, nous avons identiﬁé plusieurs perspectives et améliora-
tions à apporter. Tout d’abord, concernant la relation de voisinage, elle est actuellement
déﬁnie par deux objets qui se trouvent l’un à côté de l’autre ou qui partagent une frontière.
Deux questions se soulèvent autour de cette déﬁnition : (1) existe-t-il d’autres relations de
voisinage exploitables ? Par exemple, si l’on souhaite appliquer notre méthode aux don-
nées issues de puces à ADN ou sur les images en trois dimensions, une étude approfondie
devra être faite aﬁn de bien prendre en compte les possibles relations de voisinage exis-
tantes dans ces deux cas ; et (2) pourrait-on utiliser cette notion de voisinage pour étudier
une éventuelle propagation du phénomène de zones en zones ? Nous répondons par l’af-
ﬁrmative à cette question. Il sufﬁt d’étendre la notion de voisinage du niveau 1 au niveau n,
c’est-à-dire, le voisin du voisin et ainsi de suite. Cette extension de la relation de voisinage
peut avoir un impact important sur la performance de l’algorithme associé car l’espace de
recherche va augmenter considérablement.
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Concernant les résultats obtenus, nous envisageons de réduire le nombre de motifs à
explorer en utilisant une représentation condensée des motifs. Celle-ci permettra de re-
grouper les motifs ayant des itemsets spatiaux communs à l’aide d’un opérateur de grou-
pement des itemsets spatiaux. La question est de savoir, comment intégrer cette représen-
tation à nos algorithmes de fouille tout en conservant leur performance.Une autre solution
possible, est l’utilisation de la notion de motifs fermés. Unmotif fermé est tel qu’aucun de
ses super-motifs n’a un support identique. Peut-on étendre la notion de motif fermé aux
motifs spatio-séquentiels ? et comment prendre en compte les informations spatiales et
temporelles associées ?
Finalement, nous voudrions améliorer la performance de nos propositions en utilisant
le calcul parallèle. En effet, cette technique consiste à exécuter simultanément plusieurs
programmes, qui coopèrent pour aboutir à un objectif commun et/ou qui sont en compé-
tition pour la possession de ressources de l’ordinateur. En prenant cette déﬁnition, il est
envisageable d’utiliser le calcul parallèle dans le processus de fouille de façon à améliorer
considérablement les temps de réponses et l’occupation de mémoire de nos algorithmes.
Mesures de qualité
Des questions récurrentes concernant lesmotifs contenant des informations "complé-
mentaires" (e.g. basse température/haute température) ont souligné le besoin d’extraire
des motifs discriminants d’une classe par rapport à une autre. C’est justement l’idée de
l’extraction de motifs émergents (emerging pattern en anglais). Dong et Li [1999] déﬁ-
nissent unmotif émergent comme des ensembles d’évènements qui apparaissent très fré-
quemment dans une classe et faiblement dans une autre. Extraire ces motifs permet de
capturer des changements et des différences signiﬁcatives entre deux classes d’un même
jeu de données.
Dans ce contexte, lamoindre contradiction soit temporelle soit spatio-temporelle, peut
être étendue et utilisée comme une mesure discriminante. En effet, vu que la moindre
contradiction a pour objectif de mettre en évidence les motifs les moins (respectivement
les plus) contredits par rapport à la base de motifs contenant un/des évènement(s) que
l’on désire comparer, elle peut être utilisée commemesure discriminante.
Nous proposons, par exemple, à partir de deux bases demotifsmBD1 etmBD2 extraits
à partir de deux jeux de données représentant deux états opposés du même phénomène
et un motif p appartenant àmBD1. Si p est fortement contradictoire par rapport à la base
de motifsmBD2, alors, on pourra conclure que p est un motif soulignant une différence
existant entre la basemBD1 etmBD2. En d’autres termes, plus grande est la valeur de la
moindre contradiction de p, plus le motif est discriminant par rapport à la base de motifs
mBD2. En résumé, il s’agit de chercher les motifs appartenant àmBD1 les plus contradic-
toires par rapport àmBD2. Cette idée va être bientôt validée et testée sur une vaste gamme
de jeux de données pour vériﬁer son efﬁcacité.
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Prototype de visualisation
Les perspectives associées à S2PViewer sont nombreuses. À terme, nous utiliserons des
icônes avec différentes couleurs pour représenter et identiﬁer des évènements. En effet, la
représentation des évènements par des icônes avec des couleurs variant selon l’intensité
(e.g. haute→ rouge, basse→ bleu) semble tout à fait pertinente. Cette idée a été soutenue
par les experts en épidémiologie impliqués dans le projet.
Nous voudrions aussi réduire le nombre demotifs à visualiser. Pour cela, nous sommes
à la recherche de méthodes permettant, par exemple, de montrer les plus longues sé-
quences ou celles contentant un évènement spéciﬁque à une position donnée (e.g. l’ap-
parition de la dengue dans le dernier itemset). Par ailleurs, des améliorations sur la visuali-
sation demotifs sont en cours de développement, notamment la représentation desmotifs
en utilisant une vue plus abstraite permettant à l’utilisateur de s’orienter dans les données.
Cette liste de perspectives pourrait être étendue car de nombreuses autres voies, aussi
bien théoriques qu’applicatives, restent à explorer.
Pour conclure ce manuscrit, lorsque l’on analyse des données spatio-séquentielles,
comme pour les méthodes traditionnelles de type clustering, classiﬁcation, recherche de
motifs comme les règles d’association spatiales, les co-locations, les trajectoires, etc. on
retrouve des questions assez classiques portant : (1) sur le passage à l’échelle lorsqu’on
travaille avec d’importants volumes de données ; (2) sur la qualité des motifs obtenus qui
doivent être réellement adaptés aux besoins applicatifs des experts des données ; (3) sur
l’intégration de connaissances du domaine (méta-données, ontologies) pour sélectionner,
enrichir et valider les motifs.
Toutefois, la nature des données spatio-temporelles impacte également le processus
de fouille et des challenges spéciﬁques ont été identiﬁés. Tout d’abord, la sémantique des
motifs extraits doit être considérée pour présenter aux experts desmotifs réellement adap-
tés à leurs besoins applicatifs. Dans cette thèse, nous avons présenté les motifs spatio-
séquentiels qui sont un type demotifs basés sur la notion de séquence. Desmotifs à struc-
ture plus complexe, comme les graphes, peuvent s’avérer réellement performants dans
les bases de données spatio-temporelles comme le montrent les travaux prometteurs de
[Sanhes et al., 2013; Pasquier et al.]. Par ailleurs, lesméthodes de fouille de données spatio-
temporelles génèrent souvent de très nombreux motifs, parfois plus nombreux que les
données initiales. Il est donc important d’appliquer des contraintes et de déﬁnir des me-
sures d’intérêt comme lamoindre contradiction spatio-temporelle, qui permettent aux ex-
perts de sélectionner les motifs les plus pertinents. De plus, la déﬁnition de visualisations
performantes adaptées à ces nouveaux motifs facilitera leur interprétation. Ces visualisa-
tions doivent permettre de comparer lesmotifs et doivent pour cela inclure des outils pour
les grouper, pour choisir des représentants à ces groupes ou leur associer des moyennes.
Ces outils utiliseront des mesures comme l’inclusion spatiale et/ou temporelle.
Concernant les domaines d’application, beaucoup restent à explorer comme par
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exemple la fouille d’images où beaucoup de données existent mais peu de méthodes ef-
ﬁcaces et passant à l’échelle ont été développées. Finalement, un réel besoin de collabo-
ration entre experts de la fouille de données et des experts des domaines applicatifs est
nécessaire pour évaluer les méthodes et les motifs obtenus.
Annexe A
Annexe
Quartiers de Nouméa, Nouvelle Calédonie (cf., Figure A.1). Source : http://www.sign.
nc/presentation/presentation-du-territoire/noumea
FIGURE A.1 – Quartiers de Nouméa
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Zones d’aménagement à Nouméa, Nouvelle Calédonie. (cf., Figure A.2) Source : http:
//www.ac-noumea.nc/histoire-geo/spip/spip.php\?article117
FIGURE A.2 – Zones d’aménagement à Nouméa
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