Abstract-We determine the region of all identification and transmission rate-pairs achievable over a discrete memoryless channel with perfect and instantaneous feedback, for both randomized and deterministic encoding. As a by-product, we also have a new proof of Kemperman's strong converse to Shannon's coding theorem for DMC's with feedback.
I. INTRODUCTION
The following problem, called identification, was introduced by Ahlswede and Dueck [2] : suppose there are N events, any one of which may occur. The actual outcome is known to an agent (the transmitter) at the transmitting end of a discrete memoryless channel (DMC) with transition probability matrix W. The output of this channel can be observed by N agents (the receivers) who are interested in the outcome. However, receiver a (1 a N) only wishes to know whether or not event a occurred, and not which event actually occurred. To this end, the transmitter must send a codeword bearing information about the outcome across the channel. Based on the channel output, each receiver must decide whether or not the event of interest to it occurred. It is required for each a that if event a is the actual outcome then i) receiver a should decide with high probability that event a occurred; and ii) for any a 0 6 = a, receiver a 0 should decide with high probability that event a 0 did not occur.
The question of interest, then, is how fast N can grow with n, the number of uses of the channel permitted to the transmitter.
The surprising result of [2] is that N can actually grow as exp fexp [nR 0 o(n)]g (doubly exponential in n), provided that the transmitter can use randomized encoding. Further, the identification capacity of the channel, defined as the maximum achievable (secondorder) rate R in this situation, equals its Shannon capacity C = max P I(P; W)-the maximum mutual information between channel input and output, over all input distributions P. (Throughout this correspondence, all logarithms and exponentials will be to the base e.) Randomization is crucial here, in the sense that it is impossible to achieve any positive second-order rate R with deterministic encoding, across the channel-thus the index a denotes the "address" to which the message must be sent. It is now required that if event a is the actual outcome then i) receiver a, the intended recipient of the message, should decide that event a occurred and decode the message correctly with high probability; and ii) for any a 0 6 = a, receiver a 0 should recognize with high probability that the message is not intended for it, i.e., that event a 0 did not occur. These probabilities are assumed to be averaged over M possible messages. The question of interest, then, is how fast M and N can simultaneously grow with the number of channel uses permitted to the transmitter. The straightforward "time-sharing" solution to this problem would be to encode the message in (1 0 )n symbols using a classical data transmission code, and encode the "address" in a header of n symbols using an identification code (n is the number of channel uses). This scheme would permit
and would require randomization for the address encoding. However, it is possible to do better. In [5] , it was shown that in fact
and
are simultaneously achievable, if the address and message are jointly encoded using an "identification plus transmission" code, instead of separately as above; moreover, the joint encoding does not require randomization (essentially because the message itself provides enough randomness for the address encoding).
In this correspondence, we study an analogous identification plus transmission problem when the transmitter has perfect and instantaneous feedback from the output of the DMC connecting it to the receivers. It is well known that feedback does not increase the data transmission capacity of a DMC. In marked contrast, feedback can have a dramatic effect on its identification capacity. In [1] , the sequel to [2] , it was shown that feedback increases the identification capacity of a DMC W with positive Shannon capacity to max P H(PW)-the maximum unconditional output entropy, over all input distributions P -when randomized encoding is allowed. It was also shown that feedback increases the deterministic identification capacity from zero to max x H[W (1jx)]-the maximum, over all input symbols x, of the conditional output entropy when x is transmitted.
Here, we determine the region of all rate-pairs (R 1 ; R 2 ) such that the transmitter can reliably send one of M = exp [nR1 0 o(n)] messages to one of N = exp fexp [nR 2 0 o(n)]g receivers across the DMC W , in the presence of feedback. As in [1] , we consider both the case where randomized encoding is allowed, and the case where the encoding must be deterministic. The problem is formulated more precisely in Section II, and the results are stated in Theorem 2.1. The identification theorems of [1] can be viewed as special cases of these results, obtained by setting the transmission rate requirement R 1 to zero. As in [1] , the converses proved here are "strong." As a by-product of these converses, we also have a new proof of the strong converse to Shannon's coding theorem for DMC's with feedback, a result first proved by Kemperman [6] .
II. STATEMENT OF PROBLEM AND RESULTS
The DMC connecting the transmitter and the receivers is assumed to have finite input and output alphabets X and Y, respectively, and transition probability function W = fW(yjx): x 2 X; y 2 Yg.
In the presence of feedback, the transmitter can adapt its channel n given by x k = f k (y k01 ), 1 k n. Clearly, the probability that (X n ; Y n ) = (x n ; y n ), denoted W f (x n ; y n ), equals Q f (y n ) if x n = f(y n ), and 0 otherwise.
An n-step feedback strategy F for the channel W is defined as a probability distribution (p.d.) on F n , the set of all n-step feedback functions. To communicate according to the strategy F , the transmitter randomly chooses f 2 F n with distribution F , and then uses it as described above, to decide its channel input at each step. The probability that (X n ; Y n ) = (x n ; y n ) under the strategy
and the corresponding marginal probability that Y n = y n , denoted
A general strategy, as defined above, is allowed to use randomization. The strategy F is called deterministic if F (f ) = 1 for some f 2 F n . Clearly, such a strategy does not require any randomization.
We will now define the identification plus transmission codes to be studied here. In the definition below, and in the rest of the paper, 2 D a , receiver a decides that the message is not intended for it. Condition 2) guarantees that the intended recipient decodes the transmitted message correctly with probability greater than 1 0 , while Condition 3) guarantees that any other receiver wrongly decides it is the recipient with probability less than . Note that these probabilities are averaged over the M possible messages.
The rate-pair (R1; R2) will be called (; )-achievable if there exists a sequence of (n; N n ; M n ; ; ) IT codes such that lim inf n 01 log M n = R 1 and lim inf n 01 log log N n = R 2 :
If this sequence can be chosen to be deterministic, then (R 1 ; R 2 ) will be called deterministically (; )-achievable. The assumptions > 0 and > 0 are, of course, reasonable. We also need the assumption + < 1 in order to get meaningful results; if + > 1, it can be shown that arbitrarily high identification rates R 2 are achievable. The assumption that C > 0 precludes trivialities of the opposite kind; if C = 0, it can be shown that there does not exist any (n; N; M; ; ) IT code with N > 1 or M > (1 0 ) 01 (assuming > 0, > 0, and + < 1).
Note that the statement "(R1; R2) is deterministically achievable" does not imply "(R 0 1 ; R 2 ) is deterministically achievable if R 0 1 < R1!" The reason is that, with deterministic IT codes, the transmission rate determines the amount of randomization available for identification coding. There is no such pathology in the result for general IT codes. We will prove the achievability parts of Theorem 2.1 in Section III, and the converse parts in Section IV. The achievability results can actually be proved with Condition 2) in Definition for all m and all a 0 6 = a" without affecting the results. Averaging over messages is essential in controlling the probability of a receiver wrongly deciding that it is the intended recipient.
III. PROOFS OF THE ACHIEVABILITY PARTS
The achievability proofs are based on those of [1] . We will first consider the general case in Section III-A. With very minor changes, the same arguments will work in the deterministic case as well (see Section III-B). We will need the following two lemmas.
Lemma 3.1: Let P be an n-type on X for some n 1 (i.e., P is a p.d. on X such that nP (x) is an integer for all x 2 X), and let d = jX j jYj. Here, E 0 (R 0 ; P) is a continuous function of (R 0 ; P) which is positive if R 0 < I(P; W) and zero otherwise.
2) If R 00 0 and K exp (nR 00 ), then, for any c c c 2 X n of type P and any C Y n , there exists a partition of C into subsets C e ; C 1 ; 111 ; C K , such that Here, E 00 (R 00 ; P) is a continuous function of (R 00 ; P) which is positive if R 00 < H(WjP) and zero otherwise.
Proof: See the Appendix. The first part of Lemma 3.1 is a standard result in channel coding. It implies the existence of an "equitype" transmission code for the DMC W (without feedback) of blocklength n with about exp [nI(P ; W )] codewords-P is the common type of the codewords-whose maximal error probability over W decays exponentially with n. By the second part of Lemma 3.1, the decoding set corresponding to each codeword in such a code can be partitioned into about exp [nH(W jP)] sets-all of which have exactly the same probability-and a remaining "error" set whose probability decays exponentially with n. Proof: See the Appendix. Lemma 3.2 is based on the arguments in [1, Sec. III ], though it is stated there differently. It is the essence of the " p n trick" of [1] , which can be used to prove all known achievability results in identification theory. (In the absence of feedback, the original "Gilbert bound" approach of [2] may be simpler.) In its present form, the name "array trick" may be more appropriate.
A. The General Case
Fix any > 0 and > 0. It suffices to prove that if R1 < C 0 and R2 < We will show that for all large n there exists an (n + t; N n ; M n ; 4; 4) IT code, where t does not depend on n.
Let P 3 be a p.d. on X that maximizes H(PW) subject to I(P ; W ) R 1 + . Let R 0 = I(P 3 ; W ) 0 =2 and R 00 = H(W jP 3 ) 0 =2: Pick any sequence fP n g, with P n an n-type on X, such that P n ! P 3 as n ! 1.
Let Ln = bexp [n(R 0 0 R1)]c. At the end of n + t steps, receiver a 0 simply checks if A(a 0 ;m;l; k) =|. If so, it assumes that it is indeed the intended recipient, and that the transmitted message ism. Otherwise, i.e., if A(a 0 ;m;l; k) 6 =|, it decides that the message is not intended for it. Formally, this means that the decoding region D a; m Y n+t equals (l; k; j) C mlk 2C j , the union extending over all those triples (l; k; j) for which A(a; m; l; k) = j.
We will now bound the error probabilities of this IT code. Suppose the transmitter attempts to convey message m to receiver a. If (m;l) = (m; l), k 6 = e, and| = j, then receiver a will recognize that the message is intended for it, and decode it correctly as m.
Therefore, by a union bound 1 0 Q F (D a; m ) n + n + < 3 for all large n. Now, consider any receiver a 0 6 = a. If (m;l) = (m; l), k 6 = e, | = j, and A(a 0 ; m; l; k) 6 = A(a; m; l; k), then receiver a 0 will correctly recognize that it is not the intended recipient. As before, the probability that either (m;l) 6 = (m; l), or k = e, or| 6 = j is at most n + n + . Further, given that (m;l) = (m; l), k 6 = e, and| = j, the probability that A(a 0 ; m; l; k) = A(a; m; l; k) is equal to E m (a; a 0 )=L n K n , where E m (a; a 0 ) is the number of pairs (l; k) such that A(a 0 ; m; l; k) = A(a; m; l; k). This is because l is chosen with a uniform distribution over [Ln] , and, conditional on k 6 = e, k has a uniform distribution on [K n ] for all values of L n K n < 4; for all large n (M n L n K n ) for all large n. This completes the proof.
B. The Deterministic Case
It suffices to prove that if R1 < C 0 and R 2 < R 1 + m a x P:I ( P;W) R + H(WjP)0 for some > 0, then for any > 0 and all large n there exists an (n + t; N n ; M n ; 4; 4) deterministic IT code, with M n = bexp (nR1)c and Nn = bexp [exp (nR2)]c (t being a constant, as before). We have a proof of the existence of such codes if we simply change three sentences in the proof for the general case, starting from Section III-A. These are the first sentences of paragraphs 2, 3, and 5
of Section III-A. The first of these must be changed to "Let P 3 be a p.d. on X that maximizes H(W jP) subject to I(P ; W ) R 1 + ;" the second to "Let Ln = 1;" and the third to "Note that 
IV. PROOFS OF THE CONVERSE PARTS
Consider any sequence of (n; Nn; Mn; ; ) IT codes f(F a; m ; D a; m )g achieving the rate-pair (R 1 ; R 2 ), with > 0, > 0, and + < 1. We will now outline the ideas for bounding R1 and R2.
To begin with, f(F 1; m ; D 1; m ): m 2 [M n ]g is a sequence of (n; M n ) transmission codes with average error probability , for the DMC W with feedback. The encoding may involve randomization, but this does not help at all in a transmission code. Since < 1, Kemperman's strong converse to Shannon's theorem for DMC's with feedback [6] yields lim sup n 01 log Mn C, which implies that R 1 = lim inf n 01 log M n C:
However, it turns out that we can prove Kemperman's result here with very little additional effort, and will therefore not appeal to it directly. Our proof of this result is different from the original one.
The idea for bounding the identification rate is similar to that in [1] . Then, since
for all a 0 6 = a, the sets D 3 a would have to be distinct. But this would imply that Nn is no bigger than the number of distinct subsets of Y n whose size is at most K n , which in turn is bounded above by jY n j K . Thus we would have n 01 log log N n n 01 log K n + o(1):
We will prove that if n is large enough then there exist subsets D 3 a Da satisfying the above conditions, with n 01 log Kn being in the deterministic case. Here, is an arbitrary positive number. The required bounds on the identification rate R 2 = lim inf n 01 log log N n in the two cases will then follow from the continuity in R of For any n-step strategy F , and (x n ; y n ) 2 X n 2 Y n let P F k (xjx k01 ; y k01 ) be the probability that X k = x given (X k01 ; Y k01 ) = (x k01 ; y k01 ) under the strategy F . Let P F x ; y be the p.d. on X given by P F x ; y (x) = n 01 n k=1 P F k (xjx k01 ; y k01 ):
The "typical set" E(F) for the strategy F is then defined as the set of (x n ; y n ) such that W F (x n ; y n ) > 0, and jN(x; yjx n ; y n ) 0 nP F x ; y (x)W (yjx)j n 3=4 W(yjx); for all (x; y):
Here N(x; yjx n ; y n ) = jfk: (x k ; y k ) = (x; y)gj:
Lemma 4.1: Let d = jX j jYj. For any n-step strategy F 1 0 W F (E (F )) dn 01=2 : If (x n ; y n ) 2 E(F) and y n has type Q, then a) j log Q n (y n ) + nH(P F x ; y W)j dn 7=8 ; b) j log W n (y n jx n ) + nH(W jP F x ; y )j dn 7=8 ; and c) j log (W n (y n jx n )=Q n (y n )) 0 nI(P F x ; y ; W)j 2dn 7=8 .
Proof: See the Appendix.
For any 0, let B(F) = fy n : 9x n 2 Ey (F ) such thatI(P F x ; y ; W) > g where Ey (F ) = fx n : (x n ; y n ) 2 E(F)g is the "section" of E(F) at y n . Proof: See the Appendix.
We will now return to the sequence of (n; N n ; M n ; ; ) IT codes f(Fa;m; Da;m)g at the beginning of this section, and complete the proofs of the converses. First, note that if = C then B (F 1; m ) is empty for all m, so that D 1; m = D 1; m \ B c (F 1; m ) . Therefore,
where the second inequality is by Part 1) of Lemma 4.2, applied with = C. Since < 1, the above inequalities imply that lim sup n 01 log M n C, whence R 1 C. We have now proved Kemperman's strong converse for DMC's with feedback, and the required bound on the transmission rate for general IT codes as well as deterministic ones.
To bound the identification rate, we will choose the set D 3 a to be m D a; m \ B (F a; m ) for each a, with = R 1 0 ( is an arbitrary positive number). This amounts to throwing away all sequences y n in the decoding region Da;m which are, roughly speaking, either "atypical" (i.e., E y (F a; m ) is empty) or of "low mutual information" (i.e., I(P 
Then W n (C k jc c c) is the same for all k 2 [K] , since the number of sequences in C k of a given conditional type w.r. 
Proof of Lemma 3.2:
Let the first row of the array be arbitrary. Then, choose a random second row, by picking each element independently and equiprobably from [J ] . Since > 1=J, the probability that the second row matches the first at least in S positions is, by a Chernoff bound, no greater than In general, if there exists a "good" L 2 S array for some L 2, and we pick an (L+1)th row randomly as above, then the probability that this row matches any of the other L rows at least in S positions is bounded by
This proves the existence of a "good" N 2 S array.
Proof of Lemma 4.1: Let (X n ; Y n ) be the random pair of input and output sequences when the strategy F is used. Fix a pair (x; y). Suppose (x n ; y n ) 2 E(F) and y n has type Q. Then, for any y 2 Y jQ(y) 0 P F x ; y W(y)j = n 01 j x [N (x; yjx n ; y n ) 0 nP F x ; y (x)W (yjx)]j jX jn 01=4 : Now, if P1 and P2 are probability distributions on a finite set Z, and jP 1 (z)0 P 2 (z)j for all z 2 Z, then jH(P 1 ) 0H(P 2 )j jZj p (this is a weaker, but more convenient, version of Lemma 2.7 on p. 33 of [4] ). Therefore, jH(Q) 0 H(P F x ; y W)j jYj(jX jn 01=4 ) 1=2 dn 01=8 :
Since log Q n (y n ) = 0nH(Q), Part a) of the Lemma is proved. where the inequality is because 1 0 WF (E (F )) dn 01=2 . Now, for any y n 2 D 0 \ T Q W F (E y (F ) 2 fy n g) = x 2E (F ) P F y (x n )W n (y n jx n ) Q n (y n ) exp fn + 2dn H(PW) + dn 01=8 :
Here the first inequality is by Part a) of Lemma 4. But this clearly implies Part 2).
Suppose F is a deterministic n-step strategy, say F (f ) = 1. Then, (x n ; y n ) 2 E(F) implies that x n = f(y n ) (because of the condition W F (x n ; y n ) > 0 in the definition of E(F)). Thus y n 2 B (F ) implies I(P F f(y ); y ; W) > , and 0n 01 log QF (y n ) = 0n 01 log W n (y n jf(y n )) H(W jP F f(y ); y ) + dn 01=8 
