AbstrAct
IntroductIon
Text documents combine textual and typographical information. However, since Luhn (1958) , information retrieval (IR) algorithms use only term frequency in text documents for measuring the text significance, i.e., typographic information also contained in the texts is not considered by most of the common IR methods. Typographic information includes the employment of different character fonts, character sizes and styles, the choice of line length, text alignment and the type-area within the paper format.
Authors use typographical information in their texts to make them more readable. Therefore, we follow the arguments of Apté et al. (1994) , Cutler et al. (1997) , Kim and Zhang (2000) , and
The justification of measuring word significance by typography is based on the fact that a writer normally uses certain typographic styles to clarify his argumentation and the description of certain facts.
In order to verify our hypothesis, we have implemented our ideas within the VKC 1 document management system. For an evaluation of the classification quality of our approach, we have used two public data sets of the World Wide Knowledge Base (Web-Kb) project 2 , which contains HTML documents with typographical information and our own selection of publications in PDF format from the ACM Digital Library 3 . The evaluation result is that classification algorithms that consider typography information allow reducing the considered term set, thereby significantly improving the efficiency of the automated document classification.
The remainder of the article is organized as follows. The second section describes some related works. The third section outlines our previous HTML tag-based typographical weighting approach and the fourth section describes our catalogue evaluation scenario and summarizes the performance results of the tag based approach. Within the fifth section we describe our new general typography-based weighting approach, which we evaluate in the sixth section. The seventh section outlines a summary and the conclusions.
relAted Works
Apté, Damerau and Weiss (1994) presented the first typographic term weighting approach for text classification. They measured the classification quality of the "Reuters-21578 text categorization test collection" 4 and demonstrated that by counting the terms of the news titles twice, an improvement of nearly 2% (precision recall break even point) could be achieved. Cutler, Shih and Meng (1997) , for the first time, suggested an absolute weighting scheme for HTML tags. By weighting words enclosed in tags depending on the tag weight (c.f. Table 1) the average precision of their IR system was increased by nearly 7%.
HTML
By using a genetic algorithm for learning the tag weights Kim and Zhang (2000) determined a similar weighting table (Table 2) .
By measurements of a kNN classifier, Kwon and Lee (2000) determined a weighting table (Table 3) for HTML tags. In combination with feature selection, they determined an improvement of the precision recall break even point of 14.7%. However, the exclusive employment of the tag weighting did not yield an improvement of classification quality. The authors justify this with too strong a weighting of noise terms.
Common to all related works concerning typographic term weighting is that they weight HTML tags absolutely and use this as an additional factor in frequency based term weighting. The tag weighting is based on measurements with test documents and maps HTML tags into a few weighted groups. A larger character font size used for text enclosed in HTML tags leads to a stronger weighting of the enclosed text in all these approaches. The disadvantage of these approaches is that the tag weighting is only based on statistic measurements and not on typographic research, and that thereby these approaches are highly depend on the used training documents. In contrast, we have suggested an absolute weighting approach (Werner et al., 2005) , which considers the weighting of HTML tags in the way which was intended by the author of the HTML document.
WeIghtIng of htMl tAgs relevant Information within htMl tags
HTML tags within a document control the way in which the document will be displayed by a browser. There are in principle three classes of tags: Logical, physical and meta-tags. So HTML allows words to be enclosed either within physical tags (e.g., the tags <i> and </i> require that they are to be displayed in italics) or within logical tags (e.g., <em> and </em> specify that the content is to be emphasized). Metatags describe the HTML document and its contents.
Due to this diversity, it is necessary to develop an approach which As a result, we found out that the number of pixels on a typical screen resolution is a much more important relevance criterion than the previously mentioned criteria. The number of pixels is even more important than text height or text width, because this criterion regards not only font size but also bold faced printing. This has motivated us to develop an approach which evaluates the relevance of a text passage based on the number of foreground pixels set.
In addition to the logical and physical HTML tags, which have direct influence on text representation in the Web browser, there are still some tags which have only a describing function. For example, meta-tags can contain recapitulating or supplementing information to the HTML document. Therefore, it is generally advantageous to consult meta-tags for the weighting process. However, if a Web author abuses a meta-tag in such a way that it has no semantic relationship to the context of a Web page, these meta-tags do not help us, e.g., in document classification. As many Web pages contain unrelated key words, which are often required by the users of search engines (Davison, 2000) , we use meta-tags for classification only if the words enclosed in the meta-tags are also contained in the document body text.
computation of Weights
We have used a simple "nearest neighbor classifier" to show the performance of our tag weighting approach. Because of the lack of typographic research mentioned already in Hartley (1986), we have set up the following rules of thumb for the computation of term weights. Within a parser run through the document, all HTML tags are replaced with numeric weighting tags, which correspond to the weight values of Table 4 . Column one of Table  4 lists the HTML tags considered. Column two contains the character font size corresponding to the respective HTML tag. The third column contains the square root of the set foreground pixels of an example sentence that uses the respective tag style. Column four and five contain the absolute and relative weights derived from the third column. The relative weight (column five) for bold faced text is derived from the average weight difference between the font size tags and the headlines, which are normally typed bold faced. The same relevance is assumed for italic and underlined text, thus we use the same weight as for bold faced text. The weights of the remaining tags are selected by rules of thumb.
Weight assignment begins initially with the weighting of the tag for normal script and changes the current weight depending upon the type of HTML tags found. The weight changes either relatively, for instance, if the tags are nested (e.g., <b> or <i>), or absolutely, for instance, if the scope of absolute markup (as e.g., <h3>) is completed (e.g., by </h3> 
Tag-based exPerimenTs
The Catalogue data used for the Tag based experiments For the evaluation of our HTML tag based approach, we followed Chakrabarti et al. (1998) and used the Yahoo! catalogue because it is accessible for free, well known, and widely used. Since the Yahoo! catalogue is well structured and organized by human experts, we get the additional advantage that we have a highly reliable classification database for the comparison of our approach to document classification with the approach using text only.
the evaluation scenario
In order to evaluate the improvement achieved by our approach, we have to compare both our classification extension including HTML tags, and a classification without the use of HTML tags, to an established and widely used classification. We imported 436 categories and 4735 documents from the document class "Finanzen und Wirtschaft" (Business and Economy) of the German Yahoo! catalogue into our database. In order to obtain a reasonable basis for classification, we decided to aggregate all categories with less than six subcategories or documents into their parent category in order to avoid classes that are too small. Thus, we have obtained 191 categories, each of which has six or more documents or sub-categories.
The category vectors in the evaluation database have been set up with the following steps. First, we used the TreeTagger tool (Schmid, 1994 ) and a Porter stemmer algorithm modified for the German language (Porter, 1980) for extracting more than 100,000 German key phrases and sub key phrases from all the documents, according to the following regular expression:
Following this, we propagated all key phrases of a category with a weight limit beyond a predefined threshold towards the root category. For weighting a propagated key phrase, we used the average weight of the phrase in all subcategories. Thus, it is not only possible to classify documents in categories with similar documents, but also to classify documents that fit into several categories, according to a common parent category.
A cross validation method, called the leave-one-out method (Weiss & Kulikowski, 1991) , has been used for performance evaluation. This leaveone-out method removes an arbitrary document from the database, renews the classification rules and classifies this document into the structure again. We have performed this for 600 documents. In order to get a comparison to a text-only approach which does not use the knowledge of the HTML tags, we took the same documents without HTML tagging information and applied the same classification steps to these documents.
results of the Tag-based experiments
Our experiments have shown that the information contained in HTML tags improves the accuracy of the classification results from 28.2% to 38.3%. This corresponds to a relative improvement of 35.8%. More details of these results can be found in Werner et al. (2005) .
relative Weighting of htMl tags
The approach described previously, for the first time, tries to weight typography information from text documents in the way that was intended by the author. The weighting in Table 4 however makes some general assumptions about the design of HTML documents which can easily lead to a false estimation of the relevance weights of HTML tags. For example, the weighting in Table  4 assumes that body texts are always represented in normal script. This may not be true. Some authors may use italic style in the body text for design reasons and make emphases by using normal script. The same principle applies also for the usage of other typefaces.
In order to solve this problem, it was necessary to develop a weighting approach based on a few generally valid typography rules. These weight the text passages contained in a document relative to the document design. Such a relative weighting approach, as described in the following for common text documents, is also possible for HTML documents, but was not evaluated by us.
TyPograPhiC Term
WeIghtIng All of the approaches described above, obtain typography information from HTML tags and are thereby are directly applicable only to HTML documents. Theoretically, it would be possible to convert different document formats into the HTML format and weight them afterwards as described. However, such a conversion into HTML format is time consuming and a source of errors. Therefore, we present a general 
typography in text documents
Typographic techniques have been used since the invention of letters for emphasizing certain text fragments and for the design of texts, and are used naturally today in the design process of text documents. Templates of modern word processors and publication guidelines issued by publishers lead to similar typography in text documents. In Table  5 , excerpts from the author guidelines of the "Lecture Notes in Informatics (LNI)" of the German Society for Computer Science (GI) are compared with excerpts from the author guidelines of the "Association for Computing Machinery" (ACM).
Approaches to typographic term Weighting
Common to all author guidelines is that text paragraphs are more important if they are typographically emphasized. Table 5 shows that font size is significant for the weighting of text passages: The larger the character font, the more relevant is the passage to the text. The abstract is an exception to this rule because it uses smaller character size than continuous text. However, we consider this not to be a source of failure because the abstract usually uses terms that are repeated in the continuous text. The remaining typographic styles are not uniformly used and are highly design dependent. Therefore, different approaches to automated term weighting based on typography information are possible:
1. The absolute approach to typographical weighting was already introduced in Section 3 using HTML tags as an example. Similar to The favored weighting procedure considering a combination of absolute character size and relative weighting of the remaining style characteristics is performed in two steps. In the first step, an absolute weight is assigned to each text passage based on its character size. This weight can be assigned proportional or in addition to its character size, in levels of the character sizes actually used. In the second weighting step, the frequency of the remaining style combinations is counted separately for each used character size. Depending on these combination frequencies, an offset is added to the weight previously computed based on character size. To prioritize character size, this offset must be smaller than the difference to the next higher character size weight. In our experiments, we used half of the difference to the next higher character size weight as the maximum for this offset. Thus, it is always guaranteed that a larger character size weights more than all other style combinations together. Instead of increasing typographical weight linearly on character size, a different weighting function could be used. We could achieve the best results in our measurements with a weighting function that increases weighting proportional to the square of the character size, which confirms our pixel-based weighting approach, described in the Relevant Information within HTML Tags section.
The typographic term weighting can be done with a weighting table (see Table 6 ). During parsing of the texts, the table entry, which corresponds to the typographic style of a parsed term, is incremented for the parsed term. After the parsing process, a weighting table can be computed and numeric typographical weights can be assigned to the text passages in the document based on the collected statistical information and the procedure described previously. Figure 1 shows the typographical weighting of the author guidelines of Table 5 as a function of character sizes which are normalized according to the highest assigned typographical weight. Note that the sections of both author guidelines are weighted very differently. Due to the standardization, the sections and subsections of the ACM author guidelines are not significantly stronger weighted than continuous text.
The character sizes used in a document are also a design element, that is, they depend on document design. Thereby, the semantic weight of a character size also depends on the design of the document. Therefore, a weighting in the form of size levels, which are based on actually used character sizes, is better than an absolute weighting of font sizes. For this purpose, all used character sizes are determined, sorted ascending according to their size, and then assigned to, e.g., a weight which is linearly increased by 100 steps. Figure  2 also shows the typographical weighting of the author guidelines of Table  5 , but this time in levels of really used character sizes. Note that this approach assigns similar typographical weights 
evAluAtIon
We have evaluated our new typographic term weighting approach by using the widely accepted k nearest neighbor (kNN) classifier as follows. We combined the classical cosine measure with the matching factor described by Kwon and Lee (2000) as the similarity measure. The weighting of the document terms results from the product of our typographical weighting approach described before and the classical inverse document frequency (IDF).
In order to make our results more comparable to other publications, we have considered no information about document hierarchy. Furthermore, we have slightly modified the statistic feature selection methods "mutual information" (MI) and "chi square" (Yang & Pedersen, 1997) , both of which are based on the binary decision as to whether a document contains a term or not, as follows. We have replaced the binary probabilities in the feature selection methods with the numeric term probabilities because these methods do not evaluate the real relevance of a term in a document and our typographical weights would not affect the feature evaluation process.
Due to the lack of freely available test collections with typographically enriched text documents, we have evaluated our approach using the freely available HTML test collections "4 Universities Data Set" and "7sectors Data Set" from the "CMU World Wide Knowledge Base" (Web-KB) project and our own selection of publications from the "ACM Digital Library" in PDF format. In order to get the typographic values of the documents of the HTML test collections, the HTML code was rendered by the JEditorPane of the J2SE 5.0 5 , before the beginning of the typographic evaluation. This guarantees that HTML documents are evaluated in the same way as PDF or other document formats.
Following the setup in Nigam et al. (1998) , we only used the classes "course," "faculty," "project," and "student" for the evaluation of the "4 Universities Data Set," and we used the pages from Cornell University for testing, while all other pages were used as training base.
We have evaluated the "7sectors Data Set" by randomly selecting 80% of the documents for the classification tests and using the remaining 20% as the training base.
For the ACM test collection, we used retrieval queries to the "ACM Digital Library" with labels from the "CCS classification tree" 6 in order to index at most 20 PDF documents for each class. Of these documents, 25% were used for the classification tests.
In our evaluation, we want to show the improvement which is possible by the usage of typographic information contained in text documents. So we have removed documents without typographic information from all test collections, since they would have led to false results otherwise. In all tests, we only considered categories containing at least six documents after the removal of the documents for classification tests and the deletion of the documents without typographic information. Details of the resulting test collections can be inferred from Table 7 .
The global MI evaluation proved to be the best method for the selection of the features of the "4 Universities Data Set," however, the local chi square evaluation was better for the other two test collections. Unlike other approaches, we did not select a constant number of features per category. Instead, we selected the number of features depending on the sum of the best feature weights of the current category. The higher the best weights of a category, the fewer terms of this category used for classification.
We used the micro averaged precision recall break even point (Lewis, 1992), a usual performance measure for text classification, for evaluating the classification tests. This measure is shown depending on the number of selected features in the following Figures, 3 to 5 , each of which contains three curves. The thin curve shows the classification quality of a conventional purely frequency-based kNN classifier. The dashed curve shows the quality of a frequency-based kNN classifier with relative feature selection, and the relative selection of the features per category for the chi square feature selection, described before. The bold curve shows the quality of this kNN classifier with additional consideration of our typographical weights.
The total improvement of our approach can be seen by comparing the bold curve and the thin curve of the Figures 3, 4 , and 5. The classification quality of our typography-weighted kNN classifier is up to 6% better than a purely frequency-based kNN classifier within all test collections. A further interesting improvement can be seen in Figure 4 : The bold curve shows that our typography-weighted kNN classifier reaches its saturation substantially earlier than the purely frequency-based kNN classifier represented by the thin plotted line. That is, our approach achieves the same classification quality as the purely frequency-based kNN classifier with at most 30% of the features. We regard this significant performance improvement as one of the major advantages of our improved typography-sensitive term weighting. Additionally, the dashed curve shows the improvement, which is reached by the described relative feature selection and the relative selection of the features per category alone. Figures 3 and 4 however show that these approaches lead to a better total result when combined with typographical weighting. Figure 5 also shows that typographical weighting does not always achieve an improvement. In case of the ACM publications, this is caused by the fact that ACM publications contain only sparse typographic information. For example, often only the title and the section headings are emphasized, some of which are filtered by the feature selection because of their frequent occurrence, e.g., "abstract," "introduction," "related work," "summary," "conclusion," "references," etc.
suMMAry And conclusIon
Content-based classification of text documents is essential for intelligent document management systems. The crucial aspect of different classification algorithms for text documents is the classification quality, which can be improved if the textual content is enriched with further information. However, for the majority of text documents, enriched XML versions of the documents are not available. Therefore, typographic information is the only additional information that these text documents offer beyond the text itself. We have presented two typographical weighting approaches, and we have implemented and evaluated classification systems that have been enhanced and improved by our typographical weighting approaches.
The main aspects of our approaches are the usage of the typographical information contained in text documents and a higher weighting of certain emphasized text passages, which differ from plainly typed text. As the evaluation shows, the usage of typographic information significantly improves the classification of text documents. We consider this approach to be a useful extension to all information retrieval
