Abstract. We compute estimates for the word metric of Baumslag-Solitar groups in terms of the Britton's lemma normal form. As a corollary, we find lower bounds for the growth rate for the groups BS(p, q), with 1 < p ≤ q.
Introduction
In this article we investigate the word length of elements in the groups BS(p, q), presented by a, t | ta p t −1 = a q .
We use the Britton normal form to obtain an estimate for the word length, and use it to compute a lower bound for the growth rate.
Recall that a function f : G → R is a metric estimate for a group G with finite symmetric generating set S if there exist constants C 1 , D 1 , C 2 , D 2 > 0 so that for every element g ∈ G, we have
where || · || S is the word metric with respect to S.
Collins, Edjvet and Gill and independently Brazil [2, 3] showed that the groups BS(1, q) have rational growth series, with explicit closed form series given in [3] . Edjvet and Johnson also gave rational growth series for the groups BS(q, q) [5] (see also [13] Section 2.8). Finding an expression for the growth series or the growth rate of BS(p, q) for 1 < p < q has proven to be a stubbornly difficult problem. Freden et al. have made some progress in a series of papers [1, 9, 10] . Tom Wong has also made some progress [15] , finding various estimates for the growth rate. In each case the authors have focussed on the (difficult) problem of computing the growth of just elements equal to a power of the generator a, the so-called horocyclic elements. In [10] Freden and Knudson prove that the growth series of the horocyclic subgroup is rational when p | q, and conjecture that when p ∤ q it is not D-finite.
Computing geodesics in these groups is an equally non-trivial problem. The second author gave a linear time algorithm for the case BS(1, q) [7] , and Diekert and Laun gave a quadratic time algorithm for the case BS(p, q) when p | q [4, 13] .
There has also been interest in the language of geodesics for these groups. Groves showed that no set of geodesics surjecting to BS(1, q) can be regular [11] . The second author constructed a context-free and 1-counter language of geodesics for BS(1, 2) [6] . Freden and Adams give a context-sensitive combing in the case of BS(2, 7) [1] .
The paper is organised as follows. In Section 2 we compute the metric estimate for BS(1, q), which we extend to the general case in Section 3. In Sections 4-5 we
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use the estimate to compute lower bounds for the growth rate. In Section 6 we compare the bounds obtained with some known exact values for the growth rate.
The groups BS(1, q)
We are assuming that q > 1. The group BS(1, q) admits the presentation
so observe that by rewriting
we see that every element admits an expression of the type
with m, n ≥ 0, and N can only be multiple of q if one of the m, n are zero. Under these conditions, it is easy to see that this expression is unique. From here we can find the expression of the estimate of the metric.
where ||x|| is the word metric with respect to the generators a, t.
Observe that the base of the logarithm is irrelevant, since a change of base would only imply an adjustment of the constants. So we will work with the base that is most convenient in each case. Also observe that when N = 0 the normal form word t k for k ∈ Z is a geodesic.
Proof. To prove the upper bound, assume (taking the inverse if not) that N > 0, and write N in base q as
with 0 ≤ k i < q and k r = 0. Observe that r = ⌊log q N ⌋, and that
which has length at most m + n + 2q(r + 1), which gives the desired inequality (with
For the lower bound, let b 1 . . . b k be a geodesic for x. Define a sequence of elements x k+1 , x k , . . . , x 1 by x k+1 = x and x i = xb
Since x 1 is the identity, the integer sequence {m i + n i } must go from m + n to 0 in k steps. Since multiplying t −m a N t n by a generator reduces the sum m + n by at most 1, we must have that m + n ≤ k. The sequence |N i | also goes to 0, with multiplication of x i by a generator changing |N i | as follows.
• For x i t, we have that
• For x i t −1 , we have that |N i | = |N i−1 |, except in the case n i = 0. In this case x i = t −mi a Ni and x i t −1 = t −mi−1 a qNi , and
• For x i+1 a ±1 we have
so N i+1 can be reduced by subtracting at most q ni+1 .
It follows that only multiplication by a ±1 can reduce |N i |. In the worst case (to maximize |N |) each generator reduces |N | by q ni where n i ≤ n + k ≤ 2k so |N | ≤ kq 2k so log |N | ≤ log k + 2k log q ≤ k + 2k log q = (2 log q + 1)k. Putting this together we have
We remark that the result also follows indirectly from recent work of Kharlampovich, Khoussainov and Miasnikov [12] who show that BS(1, q) is graph automatic, which implies the normal form associated to the graph automatic structure gives a metric estimate for the group (see Lemma 2.15 in [8] ).
The groups BS(p, q)
In this section we prove metric estimates for the groups BS(p, q) for 1 ≤ p ≤ q. We make use of the following normal form for group elements, based on Britton's lemma (see [14] ).
Lemma 3.1. Any element x of BS(p, q) for 1 ≤ p ≤ q can be written uniquely as x = w(a, t)a N where
and is freely reduced.
The proof is straightforward by performing the following rewritings, so that the only large power of a appearing is on the right hand side:
• remove canceling pairs aa −1 , a −1 a, tt −1 , t −1 t; • replace a r±dq t by a r ta ±dp , where 0 ≤ r < q;
Uniqueness is an easy exercise based on Britton's lemma. The word w(a, t) is of the form
where:
• m k = 0 only if the word w is empty,
We now use this normal form to obtain metric estimates. We study first the case p < q.
Theorem 3.2. There exist constants C 1 , C 2 , D 1 , D 2 > 0 such that for every element x ∈ BS(p, q) for 1 ≤ p < q written as w(a, t)a N , we have
Proof. We first prove the upper bound. If N = 0 we are done. Assume (taking the inverse of a N if not) that N > 0 and write
Now write d 1 p = d 2 q + r 2 with 0 ≤ r 2 < q, where
Repeat to obtain
with 1 ≤ d k p < q when the process terminates, and observe that d k p cannot be zero, or else the process terminates in the previous step. We have 1
, so we deduce that k ≤ log q/p N . Our word has length at most qk + q + k since each r i < q and d 1 p < q. It follows that the length obtained for the word a N is at most (q + 1) log q/p N + q which yields our upper bound. Next, the lower bound. Let x 1 x 2 . . . x n be a geodesic for x with n = ||x||, and let w i a Ni be the normal form for the prefix of length i. We have w 0 = ǫ and N 0 = 0.
, put N i = dp + r with 0 ≤ r < p and d an integer.
• If r = 0 and w i ends with t, write w = ua c t with 0 ≤ c < q and u empty or ending in t ±1 . Then w i a Ni t −1 = ua c ta dp t −1 = ua c+dq . It follows that |w i+1 | = |u| < |w i | and
• Otherwise w i a r t −1 is freely reduced. In this case
If x i+1 = t, put N i = dq + s with 0 ≤ s < q and d an integer.
•
• Otherwise w i a s t is freely reduced. In this case w i a Ni t = w i a s ta dp so |w i+1 | ≤ |w i | + q and
It follows that for multiplication by any generator we have
After n multiplications the value of |w n | can be at most qn, while |N n | is bounded as follows. We have
q + q p q + q and so on, so
We then have
Then log q/p (|N n | + 1) ≤ log q/p (2C)+n = log q/p (2C)+||x||. The two lower bounds combine to give the result with D 1 = log q/p (2C) and
The case p = q is considerably easier.
Lemma 3.3.
There exists a constant C 1 > 0 such that for every element x ∈ BS(p, p) for p ≥ 1 written as w(a, t)a N , we have
Proof. Since |w| + |N | is the word length of the normal form, the upper bound is immediate. The lower bound follows the same argument as the p < q case. Let x 1 . . . x n be a geodesic for x with n = ||x||, and define w i , N i as before.
Multiplication by a ±1 gives |w i+1 | = |w i | and |N i+1 | ≤ |N i | + 1. For multiplication by t ±1 , let N i = dp + r for 0 ≤ r < p and d an integer.
• If r = 0 and w i ends in t ∓1 we have w i = ua c t ∓1 (with c < p) and w i a Ni t ±1 = ua c t ∓1 a dp t ±1 = ua c+dp so |w i+1 | ≤ |w i | and |N i+1 | ≤ |N i | + p. • Otherwise we have w i a Ni t ±1 = w i a r t ±1 a dp so |w i+1 | ≤ |w i |+p and |N i+1 | ≤ |N i |. Then |w n | ≤ p||x|| and |N n | ≤ p||x|| which gives our lower bound with
Lower bound for the growth rate for BS(p, q)
For q > p > 1, the exact growth rate for BS(p, q) is not known. Here, we will make use of the bounds specified above to find lower bounds for these rates. The growth function is given by γ(n) = #B(n) = #{x ∈ BS(p, q) : ||x|| ≤ n}, but observe that we can consider the alternate set using the upper bound given above:
and the bound implies precisely that D(n) ⊂ B(n). Hence, we have that #D(n) is a lower bound for γ(n).
To estimate the number of elements with normal form w(a, t)a N which satisfy |w| + (q + 1) log q/p N + q = k, observe that if (q + 1) log q/p N + q = k, then the number N is of the order of an exponential with base q p 1 q+1 which goes to 1 as q grows. The conclusion one can deduce from this is that in the set {x = w(a, t)a N : |w| + (q + 1) log q/p N + q = k} the dominant part will be the part of those elements satisfying |w| = k because it will be an exponential with base larger than
at least asymptotically. Now consider the set
Observe that if an element can be written as a word w(a, t), then its length is bounded above by |w|, so we have that E(n) ⊂ B(n). Hence the cardinality #E(n) is a genuine lower bound. And note also that this lower bound works as well for the case BS(p, p). So the rest of this paper will be dedicated to the computation of the cardinality of the sets E(n).
The automaton for E(n)
Observe that as we have seen above, the word w(a, t) can be written as a product of the words t at a 2 t . . . a q−1 t t
so the words will be accepted by a finite state automaton. As an example, the case for BS(2, 3) has words product of t at a 2 t t
so the words are the words accepted by the automaton in Figure 1 where the accept states are S, 1 and 2. Note that:
• The word starts at the state S with a letter a, t or t −1 .
• The word is in state 1 if the last letter was a t, and the next letters allowed are a or t.
• The word is in state 2 if the last letter was a t −1 , and the next letters allowed are a or t −1 .
• The word is in state 3 if the last letter was an a but the last two were not a 2 , and then the next letters allowed are a, t or t −1 .
• The word is in state 4 if the last two letters were a 2 , and the next letter allowed is only t. To see how many words have length n, we only need to find the largest eigenvalue of its adjacency matrix. Observe that there are no arrows arriving at the start state, so the matrix has a first row of zeros, so we will specify only the part of the matrix involving the states 1,2,3,4. The matrix is Proposition 5.1. The growth rate for BS(2, 3) is bounded below by 2.1478990..., the largest real zero of the polynomial
This construction readily extends to the general case. The automaton just has more states going up of the same type as states 3 and 4, having p − 1 states like 3, with t and t −1 arrows, and q − p states above those, with only an arrow t going back to state 1. The adjacency matrix (except the start state) is the following (q + 1) × (q + 1)-matrix
with the upper left block being (p + 1) × (p + 1). Its characteristic polynomial satisfies the recurrences:
for 2 < p, and
if 2 ≤ p < q. These recurrences allow the computation of P pq , which is (up to a sign) the polynomial appearing in the following theorem:
Theorem 5.2. The growth rate for the group BS(p, q) is bounded below by the largest real zero λ pq of the polynomial
We have that 2 ≤ λ pq ≤ 1 + √ 2 for all p, q with 2 ≤ p ≤ q.
It is a straightforward computation to see that the numbers λ pq are ordered by the lexicographic order of the pair (p, q). That is, they satisfy that: Recall that if S(z) is the generating function for the spherical growth series and B(z) is the generating function for the growth series, then
If the dominant singularity (radius of convergence) of B(z) is r then the exponential growth rate of the growth series is 1 r . Since by Theorem 5.2 the growth rate of BS(p, q) is bounded below by 2, the dominant singularity of B(z) is at most 1 2 , so the factor 1 − z in the denominator does not affect the dominant singularity, that is, the spherical growth rate is the same as the growth rate for all 2 ≤ p ≤ q.
Combining these bounds we have the following estimates.
• For BS(2, 2) the growth rate is between 2 and 2.290.
• For BS(2, 3) the growth rate is between 2.147 and 2.639.
• For BS(3, 5) the growth rate is between 2.335 and 2.958.
In the case p = q the exact growth rates can be obtained from the generating functions obtained by Edjvet and Johnson [5] . For BS(2, 2) the generating function is 1 − z − 2z
which has a dominant singularity of 1 2 , so the growth rate is exactly 2. It follows that the lower bound obtained in Proposition 5.1 is sharp. This is the only case where this is so, the case for BS(p, p) for higher values of p produces growth rates which are larger than the lower bounds obtained in Theorem 5.2. For instance, for BS (3, 3) , the generating function is (1 + z) 2 (1 − 2z)(1 + z + 2z 3 ) (1 − z)(1 − z − 4z 2 )(1 − z − 2z 2 − 2z 3 ) which has singularities at 1, −0.64039, 0.39039, 0.44062 and −0.72031 ± 0.7848i, so 0.39039 is the dominant singularity (radius of convergence) which gives a growth rate of approximately 2.56154, already significantly larger than the lower bound obtained in Theorem 5.2.
