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Abstract
Analytic continuation is a recurring problem in different contexts of condensed matter
physics. Typically we need to find a non-negative function, like spectral function or optical
conductivity, using data from Quantum Monte Carlo (QMC) simulations. The relation be-
tween the data and the desired function can be formulated as a Fredholm integral equation
of first kind which is an ill-posed problem with no unique solution in the presence of noise.
What is special about these particular Fredholom integral equations is the non-negativity of
the solution. Utilizing this property does not only make sure we get a physically-acceptable
solution, but it also provides additional information that helps improving its quality.
One class of methods that solve the problem using only the non-negativity of the solution
as a priori knowledge, is the Stochastic Sampling. These methods use Bayesian inference
to derive a probability distribution of the solution and use the mean as an estimator. To
get the mean, they usually sample the solution space directly, but unfortunately this leads
to large correlation time due to the high correlations between the different components of
the solution.
In this thesis, we propose a new stochastic sampling method, Stochastic Mode Sampling
(SMS), where instead of sampling the solution’s components directly, we sample the right
singular vectors (modes) of the kernel of the integral equation using Gibbs sampling. In this
basis, the sampled quantities are statistically uncorrelated, but they are coupled through
the non-negativity constraint. The efficiency of our method depends on this coupling, so we
also show how to modify the kernel and choose the grid such that the coupling is minimized.
Using the proper modification and grid, the SMS method has much less correlation times
than earlier stochastic sampling methods. Besides, since the modes are ordered naturally
according to their relevance to the data (using singular values), the SMS method provides
a convenient way of trading-off between quality and speed by simply limiting the modes
included in the sampling.
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C H A P T E R 1
Introduction
Analytic continuation, as used in mathematics, refers to extending the domain of a complex
function. It provides a way of obtaining the values of a complex function in some region
knowing its values in another. This is a recurring problem in different contexts of condensed
matter physics because quantum Monte Carlo (QMC) simulations often produce results on
the imaginary axis. Those results then need to be analytically continued to the real axis
in order to compute the dynamical properties of the physical system of interest.
One example of analytic continuation is obtaining the spectral function A(ω) at real fre-
quencies from Green function G values either at Matsubara frequencies iωn or imaginary
time τ . The Green and spectral functions are related by the following equivalent1 relations
G(iωn) =
∫
dω
1
iωn − ω A(ω), n = 0, 1, 2, ... (1.1)
G(τ) =
∫
dω
−e−τω
1± e−βω A(ω), τ ∈ [0, β] (1.2)
where the upper (lower) sign is for fermionic (bosonic) case, ωn = (2n + 1)pi/β [2npi/β]
for fermionic [bosonic] case, and β = 1/T is the inverse temperature. Details on the origin
of the previous relations can be found in App. A.
Another example is obtaining the optical conductivity function σ(ω) from the current-
current correlation function Π which can also be provided at either Matsubara frequencies
or imaginary time. The relations between the two functions for the bosonic case are
Π(iωn) =
1
pi
∫
dω
ω2
ω2n + ω
2
σ(ω), n = 0, 1, 2, ... (1.3)
Π(τ) =
1
pi
∫
dω
ωe−τω
1− e−βω σ(ω), τ ∈ [0, β] (1.4)
1They are Fourier transforms of each other.
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A key feature of these analytic continuation relations is that they can always be rewrit-
ten such that the unknown function is non-negative. For example, the fermionc spectral
function A(ω) is itself non-negative so nothing needs to be done. The bosonic spectral
function, however, does not satisfy this property but rather A(ω)/ω ≥ 0. Then we can, for
example, rewrite Eq. (1.1) for the bosonic case as
G(iωn) =
∫
dω
ω
iωn − ω
A(ω)
ω
. (1.5)
Non-negativity will play an important role in solving the analytic continuation problem
later. A simplistic argument for the usefulness of the non-negativity can be formulated
as following. Suppose the unknown function is represented using only two values, then
the function lives in a plane. Restricting our attention to the non-negative functions only,
reduces the space to the positive quadrant. Generally, if the function is represented using
n values, then the space size is reduced by a factor of 1/2n; a tremendous reduction!
Generally, the analytic continuation problem can be formulated as a Fredholm integral
equation of first kind
g(y) =
∫
K(y, x)f(x)dx (1.6)
where K(y, x) is called the integral kernel, g(y) is the data and f(x) the model. The goal
is to find the model given the data, the kernel and any prior information about the model
itself (e.g. non-negativity).
Fredholm integral equations are well-known beyond the analytic continuation problem and
have applications in many different fields. The techniques presented here can thus also
be used in solving other problems; the only difference is in the kernel form and the prior
knowledge about the solution when such knowledge is available.
The difficulty in solving Fredholm integral equations is that they are inherently ill-posed.
When we compute the data, sharp features in the model get smoothed and errors get
damped due to the integration. The inverse process, on the other hand, is problematic;
small errors in the data may lead (depending on the used method) to very large errors in
the reconstructed model. We need to mention that the ill-posed nature is not related to
the kernel form but rather to the fact that the model belongs to an infinite dimensional
space (see Ref. [1], Theorem 15.4).
In Ch. 2, we present different approaches for solving the analytic continuation problem
including our new method, the stochastic modes sampling (SMS). In Ch. 3, we study in
detail the application of SMS method to a specific case. App. A provides some background
information on Green functions and their analytic continuation, Eqs. (1.1) and (1.2).
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4 Solving the Analytic Continuation Problem
As described in the introduction, the analytic continuation problem is mathematically
solving a Fredholm integral equation of first kind∫
K(y, x)f(x)dx = g(y) (2.1)
where the kernel K(y, x) is known analytically, a finite number of data values g(y) are
available, and we need to find the model f(x) which is known to be non-negative. Usually
the data is only known with some uncertainty because of the noise on it, and this is what
makes the problem difficult.
In this chapter, we present different numerical methods. First, we discretize the integral in
the previous equation to bring it into a form suitable for numerical calculations. Then we
describe early attempts in solving the problem. Finally, we present the stochastic sampling
method and our new approach to it, Stochastic Mode Sampling.
2.1. Discretization
The first step in solving Eq. (2.1) is to discretize it and obtain an approximate algebraic
equation. The discretization of the y coordinate is already determined by the available
data values. We assume there are m such values g(yj) and organize them in a column
vector G ∈ Rm. For discretizing the left-hand side, we have two options:
Numerical Quadrature We introduce a grid1 in the variable x and evaluate the integral
using some numerical quadrature∫
K(yj , x)f(x)dx ≈
n∑
i=1
wiK(yj , xi)f(xi) . (2.2)
We then build a column vector F ∈ Rn whose elements are √wif(xi) and a matrix
K ∈ Rm×n whose elements are √wiK(yj , xi). The weights could be removed from F
and included entirely in the matrix. However, splitting them in the earlier way has the
advantage of using the euclidean norm of F as an approximation of the L2-norm of f(x)
FTF ≈
∫
|f(x)|2dx . (2.3)
Galerkin Method If we expect that the model can be well-approximated using some
finite function basis, we can expand it in that basis
f(x) ≈
n∑
i=1
fiφi(x) (2.4)
1Suitable gird cutoff and spacing are not known beforehand. Typically one would start with a small coarse
grid and then refine it until no important changes in the reconstructed model are observed.
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where fi are the expansion coefficients. Then we compute the integrals of the kernel with
each of the basis functions either analytically, if possible, or numerically up to the machine
accuracy ∫
K(yj , x)φi(x) = Ki,j . (2.5)
Finally we organize the expansion coefficients in a column vector F ∈ Rn and basis function
integral values in a matrix K ∈ Rm×n.
Both of the above mentioned methods, give us a system of linear equations:
K F = G, with F ∈ Rn
G ∈ Rm
K ∈ Rm×n , (2.6)
and the problem is finding the unknown vector F.
Tip It is worth noting that when the integral extends from −∞ to +∞ (which is usually
the case for analytic continuation) and the integrand is analytic in an open strip around the
real axis, then it is recommended to use the trapezoidal rule for discretizing the integral.
Besides the simplicity of this rule, it converges exponentially with the grid spacing if the
above mentioned conditions are satisfied (see Refs. [2, 3]). For an example, see the case
study in Ch. 3.
Complex Case In case of a complex kernel and complex data, like Eq. (1.1), we can
still represent the problem in real space. We split the real and imaginary part of both the
kernel and the data∫
[K1(y, x) + i K2(y, x)]f(x)dx = g1(y) + i g2(y) . (2.7)
Since we assume the model is non-negative, it is implicitly real and thus the real part of
the data is generated by the real part of the kernel only and the imaginary part of the data
is generated by the imaginary part of the data only∫
K1(y, x)f(x)dx = g1(y) (2.8)∫
K2(y, x)f(x)dx = g2(y) . (2.9)
This way the original complex equation is equivalent to two real decoupled ones. These
real equations can then be discretized as discussed earlier resulting in a real system of
linear equations
K F =
[
K1
K2
]
F =
[
G1
G2
]
= G, with F ∈ Rn
G ∈ R2m
K ∈ R2m×n , (2.10)
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Fig. 2.1.: The spectral function (model) of test case.
Test Case The following setup will be used throughout this chapter as a test case illus-
trating different concepts. We address the analytic continuation of fermionic imaginary-
time Green function described by Eq. (1.2). The spectral function A(ω) is the one shown
in Fig. 2.1 and the inverse temperature is β = 50. The integral is discretized using the
trapezoidal rule on a uniform grid form -4 to +4 with spacing of 0.08. Green function
values are generate at 600 equally-spaced τ points in the interval [0, β]. To simulate the
effect of computational errors existing in QMC data, we put noise on the data using the
relation G˜(τj) = G(τj) ∗ (1 + rj) where rj are normal random variables with zero mean and
variance σ = 10−4.
2.2. Least Squares Solution
Typically the matrix K is rank deficient, so the range of K does not cover the whole
Rm. Since actual data obtained by simulation or measurement contains noise, it will lie
outside the range of K, and in general there is no model F satisfying Eq. (2.6) exactly.
The standard approach then is to find the model which produces the data closest to the
actual one in a least squares sense. Such a solution is called least squares solution and it
is defined as the model minimizing the residual (the euclidean distance between the actual
data and the data produced by the model):
FLS = arg min
F∈Rn
‖ K F−G ‖2 . (2.11)
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Fig. 2.2.: The spectral function reconstructed using the least squares method. Sawtooth
noise is dominating and no useful information can be extracted.
FLS is found by setting the derivative of the residual to zero
d
dF
‖ K F−G ‖2= 0⇔ d
dF
‖ K F−G ‖22= 0⇔
d
dFT
(FT KT −GT )(K F−G) = 0
⇔ KTK F = KTG . (2.12)
The last linear system is called the system of normal equations. When K has a full column
rank, the normal equations have a unique solution. But when K is column rank deficient,
which is typically the case, there are an infinite number of solutions with the same residual
because adding a vector from the null space of K to a solution does not change its residual.
So we add and the condition that the norm of F is minimal to define the solution uniquely.
Chapter 5 of Ref. [4] discusses the least squares problem and several numerically stable
algorithms for solving it.
Using the least squares solution for solving the system resulting from a Fredholm integral
equation gives typically an extremely bad solution with extremely large sawtooth noise.
The reason is that the matrix K has a very large condition number (a concept which will
be discussed in next section).
Fig. 2.2 shows the least squares solution computed using the noisy data of the test case.
The solution is totally dominated by sawtooth noise; the noise on the noise is of the order
of 1011 even though the data noise is only of the order of 10−4!
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2.3. Singular Value Decomposition (SVD)
Every matrix K ∈ Rm×n can be decomposed as
K = U S VT (2.13)
where U ∈ Rm×m and V ∈ Rn×n are orthogonal matrices 2, and S := diag(s1, ..., sp) ∈
Rm×n, p = min{m,n} with s1 ≥ ... ≥ sp ≥ 0 is a diagonal matrix.
When m < n, S looks like this:
s1
s2 ∅
. . .
∅ sm 0 · · · 0
 , (2.14)
and when m > n, it looks like this:
s1
s2 ∅
. . .
0 · · · 0 sn
∅
 . (2.15)
The diagonal elements of S are called the singular values of K. Let r be the number of
non-zero singular values, then the rank of K equals r and the condition number of K equals
the ratio of the largest singular value to the smallest non-zero one, i.e.
κ(K) =
s1
sr
. (2.16)
Fig. 2.3 shows the singular values for our test case matrix. Note that they are exponentially
decaying and drop below numerical accuracy after about 60 values. So r, the rank of this
matrix, is about 60. Condition number is around 1015 which is the inverse of machine
epsilon; this is typical for all large enough matrices resulting from discretizing Fredholm
integral equations of first kind.
The columns of V (denoted by vi) form an orthonormal basis of Rn; we call them the right
singular vectors or modes for short. The modes corresponding to zero singular values form
an orthonormal basis of the null space of K; we call them the free modes. The columns of
U (denoted by ui) form an orthonormal basis of Rm; we call them the left singular vectors.
These two sets of vectors are related by the following relation
K vi = si ui, i ∈ [1, p] where p = min{m,n} , (2.17)
which we will use next to provide insight into the relation between the data and model.
2A matrix Q is orthogonal if and only if QTQ = I
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Let us expand the model in the orthonormal basis of the modes
F =
n∑
i=1
(vi
TF) vi , (2.18)
then, using Eq. (2.17), the corresponding data can be expressed as
G = K F =
r∑
i=1
si (vi
TF) ui . (2.19)
The projection coefficients of the data on U are the same as the projection coefficients of
the model on V weighted by the singular values. Since the singular values are decaying (see
Fig. 2.3), the coefficients vTi F of later modes and their associated noise are suppressed in
comparison to the leading modes. The extreme case is a free mode (a mode corresponding
to a zero singular value) which has no effect on the data whatsoever. So if we add any
linear combination of free modes to a given model, it will produce the same data. This
explain why the least squares problem does not have a unique solution when r < n.
Now let us look at the inverse problem. Given the data, we want to determine the cor-
responding model. When we expand the data in the orthonormal basis of left singular
vectors
G =
m∑
j=1
(uj
TG) uj , (2.20)
the corresponding model is obtained utilizing Eq. (2.17)
Fsvd =
r∑
j=1
s−1j (uj
TG) vj . (2.21)
Contrast to Eq. (2.19), contributions from the later coefficients uTi G and their associated
noise get amplified in comparison to the leading coefficients. This discrepancy between the
leading and later singular values increases as the condition number of the matrix K gets
larger. The sum above goes only to r because the range of K is spanned only by the first r
vectors uj. Exact data lies already within the range of the matrix so coefficients uj
TG when
j > r must be zero. For actual data, however, those coefficients are not zero in general.
They are merely noise and cannot be produced by any model, so they must be truncated.
The previous operation can be expressed concisely as
Fsvd = K
+G . (2.22)
where K+ is the pseudo inverse of K, and it is defined as
K+ := V S+ UT with S+ := diag(s−11 , ..., s
−1
r , 0, ..., 0) ∈ Rn×n . (2.23)
Substituting Eq. (2.22) in Eq. (2.12), we see that Fsvd satisfies the normal equations and
thus it is actually a least squares solution. Besides, it is not just any least squares solution,
it is the one with the minimal norm because all the free modes are set to zero.
In Fig. 2.4 we show the expansion coefficients for both the original model (Fig. 2.1) and
the least squares solution (Fig 2.2). Notice how the least squares coefficients are similar
for about the first twenty values but explode for later ones.
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Fig. 2.3.: The singular values of the test case matrix on a semi-log plot. The singular
values are computed using double precision float variables which have machine
epsilon of 10−15.
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Fig. 2.4.: The expansion coefficients for both the original model (Fig. 2.1) and the least
squares solution (Fig 2.2).
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Fig. 2.5.: Truncated SVD solutions for different truncation limits. Compare it to Fig. 2.2.
2.4. Truncated SVD
As we have seen in the previous section, the sawtooth noise in the least squares solution
comes from the late modes so one way to regularize the solution is to filter out those
components
FTRUNC =
r∑
j=1
hα(sj)s
−1
j (uj
TG) vj (2.24)
with hα(s) =
{
0 for s ≤ α
1 otherwise
(2.25)
This truncation removes the noise associated with the truncated part but it also loses the
information associated with it. The balance between these two effects can be tuned by
the truncation parameter α. The larger α, the more values we truncate, the less noise we
have and the more information we lose and vice versa. In Fig. 2.5, we show the solutions
resulting from different truncations applied to out test case example. Notice that the more
we truncate, the less the noise effect gets, and the smoother the solution becomes.
2.5. Tikhonov Regularization
Instead of using a filter function with a sharp cutoff, as in truncated SVD, one can use a
smoothed version of it.
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In Tikhonov regularization [5, 6], the terms are weighted as following
FTIKH =
r∑
j=1
hα(sj)s
−1
j (uj
TG) vj (2.26)
with hα(s) =
s2
s2 + α2
. (2.27)
Using this filter function, terms corresponding to very small singular values (and thus very
large s−1j ) are damped significantly (lims→0 hα(s) = 0), while the ones corresponding to
large singular values are hardly modified (lims→∞ hα(s) = 1).
The Tikhonov solution, Eq. (2.26), can be found by solving the system
(KTK + α2I) F = KTG (2.28)
This system has indeed a unique solution because the matrix KTK+α2I is positive definite
and thus non-singular. To prove that this solution is Tikhonov solution, we substitute
K = USVT and utilize that U and V are orthogonal matrices
F = V(STS + α2I)−1STUTG (2.29)
Then knowing that (STS + α2I)−1ST = diag[s1/(s1 + α2), ..., sr/(sr + α2), 0, ...], it can be
written as
F =
r∑
j=1
sj
sj + α2
(uj
TG) vj , (2.30)
which is nothing but Eq. (2.26).
It is worth noting that Eq. (2.28) is the normal equations of a least squares problem with
modified matrix and data
min
F∈Rn
∥∥∥∥( KαI
)
F−
(
G
∅
)∥∥∥∥
2
, (2.31)
which is also equivalent to the minimization problem
min
F∈Rn
‖K F−G‖22 + α2 ‖F‖22 (2.32)
leading to Eq. (2.28). This formulation allows us to interpret Tikhonov solution as the one
that balances between the residual and the model norm, and this balance is controlled by
the regularization parameter α.
When α is very small, we approach the least squares solution which fits the data very well
but has a very large norm. When α is very large, then the solution has a small norm but
fits the data badly, and thus has a large residual. This motivates the L-curve method [7]
for choosing the best value of α. The L-curve method suggests plotting the model norm
versus the residual norm on a log-log scale for different values of α. The curve will have
an L shape and the value of α at the corner of the L is taken as the best value.
Fig. 2.6 shows Tikhonov regularized solutions of our test case for different values of α while
in Fig. 2.7 we show the L-curve which suggests that the best compromise is achieved for
α = 10−4.
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Fig. 2.6.: Tikhonov solutions for different values of parameter α.
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Fig. 2.7.: L-curve for the example test case. The best value of α is the one corresponding
to the corner. It equals 10−4.
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2.6. Non-negativity Constraint
The previous methods are general and apply to all Fredholm integral problems of first kind.
Now we utilize a simple, yet important, piece of knowledge about the analytic continuation
problem; The model is non-negative. So we look for the non-negative least squares solution
(NNLS)
FNNLS = arg min
F∈Rn,F≥0
‖ K F−G ‖2 (2.33)
Fig. 2.8 shows a simple illustration of the difference between the least squares solution
and the non-negative least squares solution for a two-dimensional case. Of course, the
two solutions can in principle be the same but it is highly unlikely. Note how the NNLS
solution lies on the boundary of the positive region which means that it will probably have
many zeros in the multidimensional case.
In Fig. 2.9 we show both the least squares solution and the non-negative least squares
solution for our test case. While the LS solution is completely useless, the NNLS solution,
although still noisy, captures some of the model’s structure and is a great improvement
over the LS one. Ref. [8] describes an algorithm to obtain the NNLS solution. It is an
iterative algorithm that starts from the zero model. Then it modifies the model such that
the residual is reduced at each step making sure to maintain the constraint. The algorithm
is proved to converge in a finite number of steps.
We can combine the non-negativity and regularization to get a non-negative Tikhonov
solution. Remembering Eq. (2.31), the non-negative Tikhonov (NNT) solution is nothing
but the NNLS solution of a modified problem; data is padded with zeros and the matrix
K is padded with a multiple of unity.
In Fig. 2.10 we show the non-negative Tikhonov solutions of the test case for different
values of α and in Fig. 2.11 we show the L-curve used with NNT. Notice that unlike for
the normal Tikhonov (see Fig. 2.7) the solution norm has a maximum value for very small
α because the constraint already prevents solutions of very large norm.
2.7. Bayesian Approach
In the previous section we utilized our knowledge about the model, while in this section we
will utilize our knowledge about the noise on the data. Let G? be the unknown exact data
and let G˜ be the actual noisy data we have to work with. We assume that computation
introduces noise that is normally distributed and has a zero mean.3 The noise on different
data components could be independent or correlated. More generally, the noisy data will
be distributed around the exact data as a multivariate normal distribution
G˜ ∼ N (G?, C) (2.34)
3This assumption is justified by the central limit theorem.
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Fig. 2.8.: An illustration of the difference between the least squares solution and the
non-negative least squares solution for a two-dimensional case. The ellipses
represent the contour of the function that least squares methods try to minimize
(the residual).
4 3 2 1 0 1 2 3 4
ω
0.5
0.0
0.5
1.0
1.5
2.0
A
(ω
)
Original
LS
NNLS
Fig. 2.9.: A comparison of the least squares solution (LS) and the non-negative least
squares solution (NNLS) for the test case.
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Fig. 2.10.: Non-negative Tikhonov solutions for different values of parameter α.
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Fig. 2.11.: L-curve for the example test case with non-negative Tikhonov method. The
best value of α is the one corresponding to the corner and it equals 10−4.
Compare with Fig. 2.9 and notice how the Tikhonov method gives smooth
solutions compared to least squares methods.
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where the coavraince matrix4 C can be estimated from multiple independent data samples.5
Using Bayesian inference, we can translate the probability distribution of the data into a
probability distribution for the models
P
[
F|G˜
]
=
P
[
G˜|G? = KF
]
P [F]
P [G˜]
(2.35)
The previous relation can be read as following: The probability that model F is the actual
model given the measured data G˜, equals the probability of measuring G˜ given that KF
is the exact data, multiplied by the prior probability of F being the actual model, and
divided by the prior probability of measuring data G˜.
Equipped with a probability distribution of the models, we can choose the model with
the maximum probability as ”the best” solution, and so the problem is to find the model
maximizing Eq. (2.35). We ignore P [G˜] because it is a constant independent of the model.
Assuming for the moment that we have no prior knowledge about the model, then P [F]
is also a constant and can be ignored in the maximization process. The only term left is
P
[
G˜|G? = KF
]
which is a multivariate normal distribution as discussed above. Putting
things together we have
P
[
F|G˜
]
∝ exp
{
−1
2
(KF− G˜)TC−1(KF− G˜)
}
(2.36)
Maximizing P
[
F|G˜
]
is equivalent to minimizing (KF− G˜)TC−1(KF− G˜), because, the
exponentially decaying function is a monotonically decreasing function. Since C is a co-
varaince matrix, its inverse C−1 is symmetric and positive-definite6 so it can be Cholesky
decomposed into C−1 = WTW and the problem becomes
min
F∈Rn
‖WKF−WG˜ ‖22 (2.37)
This nothing but a least squares problem with a modified matrix WK and modified data
WG˜. Indeed solving this modified problem is called Generalized Least Squares and when
the noise on different data components are identical and uncorrelated, then the generalized
least squares solution is the same as the usual least squares solution.
In our test case, the covariance matrix is diagonal, with diagonal element i equals 10−4 × G˜i.
In Fig. 2.12, we show the generalized least squares solution which is not much different from
the normal least squares solution (see Fig. 2.2). This is something to be expected because
there are no correlations between the data components and the differences between their
noise variances is small (see Fig. 2.13), so W hardly modifies the data and the matrix.
4The covariance matrix is usually detonated as Σ but we denote it here as C to avoid confusion with the
self-energy used in many-body physics.
5Samples from Monte Carlo simulations are correlated but there are techniques to remove this correlation.
6Because C is symmetric and positive-definite.
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Fig. 2.12.: The spectral function reconstructed using generalized least squares method.
The solution is not better than the normal least squares one (Fig. 2.2).
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Fig. 2.13.: The data for the test case. Note that all the values are within the same order
of magnitude so the noise on each one of them is also of the same order of
magnitude which explains why for our test case the generalized least squares
solution is not much different form the usual least squares one.
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2.7.1. Smoothness as prior knowledge – Tikhonov Revisited
What do we assume about the model that makes the least squares solutions (e.g. Fig. 2.2
and Fig. 2.12) unacceptable?
We assume that the values of the model should have reasonable magnitudes, and we also
assume some kind of smoothness; both of which, the aforementioned solutions clearly do
not satisfy. Those assumptions can be formulated mathematically, for example, by the
following prior distribution of models
P [F] ∝ exp
{
−1
2
α2 ‖ F ‖22
}
. (2.38)
Combining it with the likehood P
[
G˜|G? = KF
]
, we get the desired distribution
P
[
F|G˜
]
∝ exp
{
−1
2
(KF− G˜)TC−1(KF− G˜)− 1
2
α2 ‖ F ‖22
}
. (2.39)
If we follow the same steps as in the previous section, we find that the model with maximum
posterior probability P
[
F|G˜
]
is the one that solves the problem
min
F∈Rn
‖WKF−WG˜ ‖22 +α2 ‖ F ‖22 (2.40)
Comparing it with Eq. (2.32), we see that this is the Tikhonov solution for a modified
matrix WK and modified data WG˜.
2.7.2. Non-negativity as prior knowledge
We know for sure that values of the model in analytic continuation problems are non-
negative. This can be expressed using the following prior distribution
P [F] =
{
constant for F ≥ 0
0 otherwise
(2.41)
It should be clear at this point that if we try to find the model that maximizes P
[
F|G˜
]
, we
will arrive to the non-negative least squares solution with a modified matrix and modified
data (Fig. 2.8).
2.8. Stochastic Sampling Methods
There is something different about the non-negativity that sets its probability distribution
apart from the previous ones. It is skewed! The probability distribution without prior
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knowledge and the one with smoothness prior are both multivariate normal distributions
and so their mean is the same as the modal (i.e. the model with the maximum probability),
and they are indeed the best representatives of their corresponding distributions. However,
the probability distribution with non-negativity prior is a truncated multivariate normal
which can be a highly-skewed distribution and thus the model with the highest probability
is not the best estimate but rather the mean. This is the motivation behind stochastic
sampling methods which try to compute the mean
F =
1
C ′
∫
F≥0
dF F exp
{
−1
2
(KF− G˜)TC−1(KF− G˜)
}
(2.42)
where C ′ is a normalization constant, we do not need in practice.
Computing the mean F is done by sampling the space of models using some Monte-Carlo
method and then averaging the samples. A common approach is to use the Metropolis
algorithm to do the sampling as in Refs. [9, 10, 11]. They start from some initial non-
negative model F′ and make changes to its components to obtain the next sample F′′. The
new sample is then accepted or rejected according to some criteria. Although the details
of the sampling may differ between the different approaches [9, 10, 11], they share the
following features:
• New samples are obtained by manipulating the model components directly.
• Non-negativity is imposed easily on different components by suggesting only changes
that preserve the constraint.
• Once a model with a high probability is found, it takes a considerable number of
steps to find a different model with high probability. This is because of the high
correlation between the different components.
• To avoid being stuck around a specific model of high probability, a simulated anneal-
ing procedure with fictitious temperature parameter is used.
2.8.1. Stochastic Mode Sampling (SMS) - Theory
In this section, we present a sampling approach that avoids the correlation between the
model’s components and thus leads to more efficient sampling.
Since C is a covaraince matrix, its inverse C−1 is symmetric and positive-definite so it can
be decomposed using Cholesky decomposition into C−1 = WTW, and the exponent of the
Gaussian weight in Eq. (2.42) can be rewritten as
χ2[F] := (KF− G˜)TC−1(KF− G˜) = (WKF−WG˜)T (WKF−WG˜) . (2.43)
Taking the Singular Value Decomposition (SVD) of the modified matrix WK = USVT ,
we get
χ2[F] = (SVTF−UTWG˜)T (SVTF−UTWG˜) (2.44)
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Fig. 2.14.: 2D Illustration of the difference between typical stochastic sampling methods
and the new stochastic modes sampling. The ellipses represent the contours
of the probability distribution in models’ space. Eq. (2.42) expresses this dis-
tribution in terms of F1,F2 while Eq. (2.55) expresses it in terms of E1,E2.
The shaded region represent the region of models’ space that should be sam-
pled. Although this region is the same for both cases, it is complex to express
in terms of E1,E2, while it is simply half open intervals in terms of F1,F2.
where UUT = I is used.
We denote the projection of the model on the modes (aka right singular vectors) as
E := VTF, (2.45)
while we denote the projection of the modified data on the left singular vectors as
H˜ := UTWG˜ . (2.46)
Using the previous notation, we write
χ¯2[E] := (SE− H˜)T (SE− H˜) = χ2[F] . (2.47)
We can change the integration variable in Eq. (2.42) from F to E without further changes,
because they are related by an orthogonal transformation and the determinant of the
Jacobian is one
F =
1
C ′
∫
(VE)≥0
dE VE exp
{
−1
2
χ¯2[E]
}
=
V
C ′
∫
(VE)≥0
dE E exp
{
−1
2
χ¯2[E]
}
(2.48)
where the last equality holds due to the linearity of integration.
22 Solving the Analytic Continuation Problem
Let r be the number of non-zero singular values, then we can decompose χ˜2 as following
χ¯2[E] =
m∑
j=1
(sjEj − H˜j)2 =
r∑
j=1
s2j (Ej − H˜j/sj)2 +
m∑
j=r+1
(H˜j)
2 (2.49)
=
r∑
j=1
s2j (Ej − E˜j)2 + Residual (2.50)
(2.51)
where
E˜j := H˜j/sj (2.52)
Residual :=
{∑m
j=r+1(H˜j)
2 for r < m
0 for r ≥ m . (2.53)
Going back to the vector form, we have
χ¯2[E] = (E− E˜)TSTS(E− E˜) + Residual . (2.54)
By substituting the last relation in Eq. (2.48) and absorbing the constant exp{−Residual/2}
in the normalization factor, we get the desired relation
F =
V
C ′′
∫
(VE)≥0
dE exp
{
−1
2
(E− E˜)TSTS(E− E˜)
}
· E (2.55)
This equation shows that we can compute F by sampling the coefficients E, resulting from
projecting the model on the modes, instead of sampling the components of the model
directly. Actually, Eq. (2.55) and Eq. (2.42) express the same probability distribution (a
truncated multivariate normal distribution) over the models but in two different bases . The
advantage of Eq. (2.55) over Eq. (2.42) is that the coefficients Ei are uncorrelated because
the matrix (STS) is diagonal, while the Fi are highly correlated because of the large
non-diagonal elements of KTC−1K. The disadvantage is, however, that non-negativity
constraint is harder to express in terms of Ei, while it consists simply of half-open intervals
in terms of the Fi (see Fig. 2.14).
2.8.2. Stochastic Mode Sampling (SMS) - Algorithm
Without the non-negativity constraint, the coefficient Ei is completely independent of other
coefficients and it is distributed as a normal random variable of mean µi = E˜i and variance
σ2i = 1/s
2
i . Since the singular values are sorted descendingly, we have more information
about the leading modes than about later ones. The extreme case is when the singular
value is zero,7 which happens for i > r. In this case, we have no information about the
7up to numerical accuracy
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mode from the data (we call such modes free modes) and the corresponding coefficient is
distributed uniformly.8
Taking the constraint into account, the conditional distribution of coefficient Ei is a normal
distribution with mean µi = E˜i and variance σ
2
i = 1/s
2
i but truncated to the interval [a, b]
where the model is non-negative (Ref. [15] proves that the conditional probability of a
truncated multivariate normal distribution is again a multivariate normal distribution).
The limits a, b depend on the values of all other coefficients and they can be expressed in
terms of them as following
VE ≥ 0⇒
n∑
j=1
vjEj ≥ 0⇒ viEi +
n∑
j=1,j 6=i
vjEj︸ ︷︷ ︸
:=c
≥ 0⇒ viEi ≥ c (2.56)
⇒
{
Ei ≥ c/vi[k] if vi[k] > 0
Ei ≤ c/vi[k] if vi[k] < 0
(2.57)
⇒
{
a = max {c/vi[k] : vi[k] > 0} ∪ {−∞}
b = min {c/vi[k] : vi[k] < 0} ∪ {+∞}
. (2.58)
If a > b then the interval is empty and for the specified values of Ej6=i, there is no allowed
value of Ei, but this never happens because, as explained below, we start from an allowed
model and ensure the constraint at each step. For the case of free modes (i.e. si = 0), we
have a uniform distribution in the interval [a, b].
Now we turn to the problem of sampling Eq. (2.55). We use a variant of the Metropolis
algorithm called Gibbs Sampling [12, 13]. Gibbs sampling is useful for sampling a joint
probability distribution when the conditional ones are known and easy to sample. It starts
from some initial sample E(0). Then every new sample E(k) is generated from the previous
one E(k−1) by sampling each coefficient conditional on the value of all other coefficients
where the value of a coefficient is updated as soon as it is sampled. More precisely, Ei
(k)
is sampled from the conditional probability P [Ei|E1(k), ...,Ei−1(k),Ei+1(k−1), ...,En(k−1)].
Gibbs sampling is applicable to our case because the conditional distributions are either
uniform distributions or truncated normal distributions with computable parameters (see
Appendix B for sampling a truncated univariate normal distribution). Since each coef-
ficients Ei is sampled such that the model is non-negative, the constraint is satisfied at
every step provided we start from an allowed model. The starting model could be any non-
negative model like all zeros, the non-negative least squares solution, or even a random
non-negative model.
In the listing next page, we provide the pseudo code of the stochastic mode sampling
method. It takes four parameters: The matrix K resulting from discretizing the kernel,
the data G˜ which may be the average of several data samples, the covariance matrix of
the data C which maybe estimated from those data samples, and the desired number of
model samples. The procedure returns samples from the models’ space according to the
previously-discussed distribution.
8 This is justifiable by the fact that the normal distribution approaches the uniform one as the variance
tends to infinity.
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Stochastic Mode Sampling
1: procedure SMS(K, G˜,C, samplesNum)
2: m,n← shape(K)
3: p← min(m,n)
4: WTW← cholesky(C−1)
5: U,S,VT ← svd(WK)
6: s← diagonal(S) . retrieve singular values
7: r ← number of non-zero singular values . up to numerical accuracy
8: H˜← UTG˜
9: E˜← H˜/s . element-wise division
10: σ ← 1/s . element-wise reciprocal
11: F← some non-negative model . e.g. zeros or NNLS or random
12: E← VTF
13: samples ← {}
14: while samplesNum > 0 do
15: for i=1 to n do
16: a← −∞
17: b← +∞
18: for k=1 to n do
19: d← Ei − Fk/Vk,i
20: If Vk,i > 0 and d > a then a← d
21: If Vk,i < 0 and d < b then b← d
22: end for
23: if i ≤ r then
24: e← truncNorm(E˜i, σi, a, b) . truncated normal random variable
25: else
26: e← uniform(a, b) . uniform random variable
27: end if
28: F← F + (e−Ei)V−,i
29: Ei ← e
30: end for
31: samplesNum← samplesNum− 1
32: samples ← samples ∪{F}
33: end while
34: return samples
35: end procedure
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The final step is now estimating the distribution mean F from the finite set of samples and,
desirably, error bars of this estimation. Gibbs sampling, like other Mote Carlo methods,
produces correlated samples. As far as the mean is concerned, this is not a problem. The
mean is simply the average of the samples assuming we neglect a sufficient number of
samples at the beginning (called burn-in period which is usually 1000 to 5000 samples)
to grantee that the Markov chain has reached its stationary distribution. Estimating the
error bars , however, is tricky to be done with correlated samples and there are different
methods to achieve it. We use the blocking method discussed in Appendix C.
Computational Complexity In the initialization phase, we perform three costly op-
erations. The computational complexity of the inversion and Cholesky decomposition of
a general covariance matrix is O(m3). However, if the data components are uncorrelated
then the coveriance matrix is diagonal and both operations are O(m). The singular value
decomposition complexity is O(n3), assuming m is of the same order of n. For each sample,
we loop over all modes (there are n modes), and for each mode, we have O(n) operations to
ensure the constraint; In total, we have O(n2) operation per sample. Since almost always
samplesNum n, the total complexity of the method is O(samplesNum× n2).
Parallelization SMS is embarrassingly parallel like most Monte Carlo methods. Several
instances of the algorithm with different starting models can be run in parallel and the
samples generated by one instance are uncorrelated to the samples generated by another
instance. This provides us with a coarse-grained parallelization scheme, but there is yet
a fine-grained one. The code for finding the interval limits a, b (lines 15-22) can be par-
allelized by evaluating d for different k in parallel and then finding the conditional min
and max. Also the code for updating the model (line 28) can be parallelized easily. So
we can apply two levels of parallelism to SMS. In case we have access to several multi-
core processors, we can apply the coarse-grained level by mapping different instances to
different processors (using MPI for example) while applying the the fine-grained level in-
side each processor (using OpenMP for example). In case we have access to a GPGPU
(General-Purpose Graphics Processing Unit), we can apply the coarse-grained level by
mapping different instances to different workgroups while applying the fined-grained level
inside each workgroup. This can be done using either OpenCL or CUDA.
Results Fig. 2.15 shows the application of the SMS method to our test case. Since
the noise on the data is relative uncorrelated noise of standard deviation σ = 10−4, the
covariance matrix C is a diagonal matrix whose diagonal element Cj,j is (G˜jσ)
2. The
solution is the average of 224 ≈ 16 × 106 samples generated after a burn-in period of 104
samples. Notice that external peaks are sharper than they should be, while the middle
peak gets some spurious features.
In Fig. 2.16, we compare the stochastic modes sampling (SMS) solution with the non-
negative least squares (NNLS) solution obtained using the modified matrix WK and mod-
ified data WG˜. Clearly, the SMS solution is better than the NNLS solution. As discussed
earlier, the NNLS solution represents the solution with the maximum probability (the
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Fig. 2.15.: Stochastic Mode Sampling Solution
modal) while the SMS solution represents the mean. Since the probability distribution is
skewed, its modal (the NNLS solution) lies on the border of the non-negative area and thus
contains many zeros.
In Fig. 2.17, we compare the stochastic modes sampling (SMS) solution with the non-
negative Tikhonov (NNT) solution with α = 10−4. On the one hand, NNT is much faster
than SMS and provides smoother solution with fewer spurious features. On the other
hand, SMS gives a reasonably good solution using only information we are certain about,
namely the non-negativity and the covariance matrix. In addition, the ”smoothness” of
SMS comes as a result averaging while the ”smoothness” of NNT is imposed by hand and
depends on a parameter α that needs to be tuned heuristically. Finally, note that NNT
solution is clamped outside the peaks instead of approaching the axis smoothly.
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Fig. 2.16.: Stochastic mode sampling (SMS) solution vs. non-negative least squares
(NNLS) solution.
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Fig. 2.17.: Stochastic mode sampling (SMS) solution vs. non-negative Tikhonov (NNT)
solution with α = 10−4 (best parameter according to L-curve method)
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In this chapter, we apply the SMS method to the analytic continuation of the bosonic
optical conductivity. The optical conductivity σ(ω) is related to the Fourier transform of
the current-current correlation function Π(ν) by the Fredholm integral equation of first
kind
Π(ν) =
1
pi
∫ +∞
−∞
ω2
ν2 + ω2
σ(ω)dω =
2
pi
∫ +∞
0
ω2
ν2 + ω2
σ(ω)dω (3.1)
where σ(ω) is always a non-negative and symmetric function, Π(ν) is defined at the bosonic
Matsubara frequencies νn = 2pinT and T is the temperature. The last equality holds
because the integrand is symmetric around zero.
We choose this particular case because Ref. [16] addresses this problem in detail and
compares the results of different methods, which provides us with a good starting point to
evaluate the quality of our method in comparison to others.
3.1. Test Cases
Ref. [16] uses the following function as an optical conductivity for its tests
σ(ω) =
{
W1
1 + (ω/Γ1)2
+
W2
1 + [(ω − )/Γ2]2
+
W2
1 + [(ω + )/Γ2]
2
}
1
1 + (ω/Γ3)6
. (3.2)
Using Eq. (3.1), data Π(ν) is generated. Some noise is then added to the data and the
model σ(ω) is reconstructed with different methods using the noisy data.
Ref. [16] lists four test cases. All of them share the following:
• Model parameters: Γ1 = 0.3 or 0.6,Γ2 = 1.2,Γ3 = 4,  = 3,W1 = 0.3,W2 = 0.2
• Bosonic case: Matsubara frequencies are νj = j ν1, where j = 0, 1, 2, ... and ν1 is
related to the temperature by ν1 = 2piT . Temperature is set to T = 1/15.
• Data points: data Π(νi) is generated for the 60 smallest non-negative frequencies.
• Data noise: relative noise, i.e. noisy data is related to the exact one by Π˜(νj) =
Π(νj) ∗ (1 + rj) where rj is a normal random variable with zero mean and variance
σ20. This means that the covaraince matrix of the SMS method is a diagonal matrix
whose diagonal element Cj,j is [Π˜(νj)σ0]
2.
The test cases differ in the model parameter Γ1 and the noise variance σ
2
0:
• Test case 1 : Γ1 = 0.6, σ0 = 0.01.
• Test case 2 : Γ1 = 0.3, σ0 = 0.01.
• Test case 3 : Γ1 = 0.6, σ0 = 0.001.
• Test case 4 : Γ1 = 0.3, σ0 = 0.001.
First, we reproduce those test cases and solve them with the SMS method using some
initial discretization parameters. Then we consider the effect of different factors on the
quality of the reconstruction.
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Fig. 3.1.: When we compute the integral of an even function, it is sufficient to consider the
positive part only and multiply the result by two. However, we must take care
that the symmetry is respected by the numerical quadrature approximating the
positive part. For the rectangle rule, there are two options; Either introduce a
factor 1/2 on the first rectangle or shift the rectangles such that the left edge
of the first rectangle is at zero.
3.2. Preliminary Results
One thing that is not discussed in Ref. [16] is how to discretize the integral on the right-
hand side of Eq. (3.1). As a starting point, we take an ω grid in the range [0, 5] with 50
points and use the rectangle rule. To account for the symmetry in the rectangle rule, we
should either introduce a factor 1/2 for the rectangle centered at zero or shift the grid by
half of the grid spacing (see Fig. 3.1). Both choices give comparable approximations to the
integral and none in favorable in this respect. However, we found that the first choice leads
to an undesirable effect when solving the inverse problem; the value of the reconstructed
model at zero is twice the value it should be (see Fig. 3.2). Our explanation is that the half
factor on the first rectangle breaks the smoothness of the matrix representing the kernel.
Indeed, by plotting the leading modes of the corresponding matrix, we see that they are
smooth except for the first point (see Fig. 3.3).
The SMS results are presented in Fig. 3.4. We have used eight different noisy data samples
and shown the SMS solution from each data sample (dashed green). The error bars (which
are indeed very small) on each green curve are computed as described in App. C. The blue
curve is the average of the green ones. Its error bars are the standard deviation estimated
from the eight independent curves. The results are in a surprisingly good agreement with
the original model, and they are of the same quality of the best results reported in Ref. [16].
3.3. Noise Effect
We notice from Fig. 3.4 that the SMS method is not resilient to noise i.e. we get different
solutions for different noisy samples. There are two notes here regarding the effect of noise.
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Fig. 3.2.: SMS solution for test cast 1 using two grids: a grid that starts at zero and
has a symmetry factor (Red), and a grid that is shifted by half grid spacing
(Green). Notice that the grid with the symmetry factor fails at ω = 0.
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Fig. 3.3.: First three modes (aka right singular vectors) of matrices resulting from dis-
cretizing optical conductivity kernel. On the left, the discretization is done
by the rectangle rule with a factor 1/2 on the first rectangle. On the right,
the discretization is done by rectangle rule with a grid shifted by half the grid
spacing. Notice that in the left case, the smoothness is lost at the first gird
point which leads to an error in the SMS solution at that point. (see Fig. 3.2)
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Fig. 3.4.: The results of SMS method applied to the test cases described in Ref. [16]. In
each figure, the red line represents the original model while the 8 dashed green
lines represent SMS solutions obtained using different noisy data samples. The
blue curve is the average of the green ones. The grid is uniform with spacing 0.1
and cutoff 5. Each SMS solution is obtained by a single run of length 223 ≈ 8
million samples.
First, notice that the difference between the reconstructed models is smaller for σ0 = 0.001
than for σ0 = 0.01. So the smaller the variance of the noise is, the less the difference
between the solutions. Second, notice that the difference is larger for smaller ω values.
The sensitivity of σ(ω) near ω = 0 can be understood directly from the integral equation;
σ(0) contributes only for ν = 0 and thus the information about σ(0) is contained in only
one data value Π(0), which makes it more sensitive to noise.1
Ideally we would like the solution to be independent of the data noise. If we have several
noisy data samples, there are two options to reduce the noise effect. We can apply the
SMS method to each sample individually and then average the results. We call this post-
averaging. Alternatively, we can average the data samples and obtain a more accurate
sample and then apply the SMS to this sample. We call this pre-averaging. Although
the data passed to the SMS in pre-averaging is more accurate than an individual sample,
we still pass the covariance matrix of an individual sample, i.e. SMS assumes more noise
on the data than there actually is, which helps in reducing the noise effect. In Fig. 3.5,
we compare the post-averring and the pre-averaging and we find that they are identical.
Ref. [17] applies a similar approach to the maximum entry method.2
1Do not confuse σ(0) with σ0. The first is value of the model at ω = 0, while the second is the standard
deviation of data noise.
2A popular method used in solving the analytic continuation problem.
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Fig. 3.5.: Comparing the SMS solution using exact data (green) and the average of 8
SMS solutions obtained using 8 noisy data samples (blue). The grid is uniform
with spacing 0.1 and cutoff 5.
Fig. 3.5 also shows the solution obtained from the SMS applied to the data without any
noise (SMS still uses the usual covariance matrix). This solution matches the other two:
pre-averaging solution and post averaging.
Important Note Using this result and in order to reduce the computational work during
parametric study, we will use data without noise unless indicated otherwise. This way we
include the general behavior resulting from the presence of the noise via the averaging done
automatically by the SMS method over a radius of σ0, but rule out the effect of specific
realization of noise.
3.4. Effect of Data Size
Initially we used Π(νi) for the 60 smallest non-negative frequencies as in Ref. [16]. To
verify that this number of data values (denoted as m) is sufficient, we repeat calculations
using m = 15, 30, 60 and 120 for test case 3. Fig. 3.6 shows that starting from m = 30,
the solutions are identical up to error bars. We conclude that for large enough data size,
taking more data values does not affect the reconstruction. Therefore, we will keep on
using m = 60 unless indicated otherwise.
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Fig. 3.6.: SMS solutions of test case 1 using different data sizes. Note that starting from
m = 30, the reconstructed models are identical up to error bars. The grid is
uniform with spacing 0.1 and cutoff 5.
3.5. Effect of Systematic Error
In the results discussed above, the data was generated using the same matrix that is used
for the SMS method and so we have ignored the effect of the systematic error (discretization
and cutoff) on the solution. To study this effect, we need an analytic formula of the data,
which is derived next.
Let us define the following integral:
I(ν, a, b, c) =
∫ +∞
−∞
ω2
(ν2 + ω2)[a2 + (ω + b)2](c6 + ω6)
dω . (3.3)
Since the integrand is decaying fast enough, the value of I can be computed by closing the
contour of the corresponding complex integral with an infinite semi circle in the upper half
plan. This contour integral can then be evaluated by applying the residue theorem:
I(ν, a, b, c) = 2pii [Res1(iν) +Res2(−b+ ia)+ (3.4)
Res3(c eipi/6) +Res3(c eipi/2) +Res3(c eipi5/6)
]
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where
Res1(ω) =
ω2
2ω(a2 + (ω + b)2)(c6 + ω6)
(3.5)
Res2(ω) =
ω2
2(ω + b)(ν2 + ω2)(c6 + ω6)
(3.6)
Res3(ω) =
ω2
6w5(ν2 + ω2)(a2 + (ω + b)2)
. (3.7)
Then the data corresponding to optical conductivity Eq. (3.2) reads
G(ν) =
Γ63
pi
[
W1Γ
2
1 I(ν,Γ1, 0,Γ3)+ W2Γ
2
2 I(ν,Γ2, ,Γ3) +W2Γ
2
2 I(ν,Γ2,−,Γ3)
]
, (3.8)
which is an algebraic expression that is easily evaluated. Although evaluating this expres-
sion involves intermediate complex numbers, the final result is real.
The first source of systematic error is the discretization. As an attempt to reduce the
discretization error, we have tried to use a numerical quadrature of an order higher than the
rectangle rule; Simpson’s rule. One would expect the discretization error of the rectangle
rule to be quadratic with grid spacing O(h2), while the Simpson’s rule to be quartic
O(h4). To our surprise, this behavior was not observed and moreover the rectangle rule
outperformed the Simpson’s rule! This turned out to be a special property of the integrand.
The discretization error of the rectangle rule 3 has been proven to decreases exponentially
with the reciprocal of the grid spacing for integrals over real axis of functions analytic in
an open strip containing the real axis (see Refs. [2, 3]). We did observe this exponential
decaying behavior for both the rectangle and Simpson’s rules and the decay is faster for
the rectangle rule (see Fig. 3.7). As a result, we stick with the rectangle rule.
The second source of systematic error is the cutoff on ω. This happens because the integral
goes theoretically to infinity, while it is evaluated numerically only up to a maximum ω.
Fig. 3.8 shows how the error changes with the cutoff.
Now we can study the effect of the systematic error on the SMS solution. Results are
shown in Fig. 3.9. For each of the four cases, we solve using both the analytic data and
the numerical data (i.e. data generated by the matrix used for reconstruction) and we do
it for three cutoffs: 5, 8 and 11. For cutoff 5, the difference between using analytic data
and numerical data is significant, while for cutoffs 8 and 11, the solutions are similar up to
error bars. The reason is that the systematic error becomes negligible in comparison with
the data noise as the cutoff increases (see Fig. 3.10). It is important to notice that cutoff 5
gives good results only when the numerical data is used, so the preliminary results shown
earlier are unreliable. It is also strange that solutions (whether obtained from analytic
or numerical data) change with the cutoff; they are actually becoming worse. Since this
behavior happens for both types of data, it is not the result of systematic error but rather
the grid itself. We study this effect in Sec. 3.7.
3or equivalently the trapezoidal rule as the rectangle and trapezoidal rules differ only by half of the function
values at the end points which is zero in our case because the function goes to zero at plus and minus
infinity.
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Fig. 3.7.: Relative error in computing Π(0) by discretizing Eq. (3.1), plotted against the
number of grid points. A uniform grid in the interval [0, 20] is used. Notice
that both rules converge exponentiallyO(e−αn) but the rectangle rule has faster
convergence. Also notice that after 160 points, the error reaches a fixed value
which is the cutoff error. The model used has Γ1 = 0.3 .
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Fig. 3.8.: Relative error in computing Π(0) by discretizing Eq. (3.1), plotted against the
gird spacing for different cutoff values. A uniform grid in the interval [0, cutoff]
is used. The model used has Γ1 = 0.3. Notice that for sufficiently fine grid the
error reaches a fixed value which depends on the cutoff. The numbers of grid
points required to reach the cutoff error are respectively: 20, 40, 70, 100, 130
and 170.
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Fig. 3.9.: Thick black line is the exact model. Solid lines are models reconstructed from
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Fig. 3.10.: Relative error in computing Π(ν) for different data values and different cutoffs.
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3.6. Kernel Modification
One thing we have noticed when trying different cutoffs is that the larger the cutoff, the
larger the correlation time and that for cutoffs greater than ω = 15, the sampling is even
“locked” which means that the sampling gets stuck at some sample and no new samples
are produced.
To understand the reason behind this, we look at the leading mode4 as we increase the
cutoff. Fig. 3.11 shows that the mode values increase for larger ω and that the modes
resulting from different cutoffs are different. This “blowing up” at large ω has drastic
effect on the sampling. The leading mode is the only mode without a sign change (due to
orthogonality) so its coefficient determines the freedom allowed by the constraint for all
other modes. Since the leading mode values increase at large ω while the model values
decrease, the coefficient of the leading mode is very small and thus the other modes can
only combine in a specific way to satisfy the constraint. This effect gets stronger as we
increase the cutoff resulting larger correlation times and eventually locking.
The reason that the leading mode values are increasing with ω is that the kernel values
themselves do! Actually, limω→∞K(ω, ν) = 1. To work around this, we multiply the kernel
with some decaying function like 1/(1 +ω2) which brings the kernel values to zero at large
ω. Fig. 3.12 shows that the values of the leading mode are also decaying. So instead of
solving the original problem with kernel K(y, x)∫
K(y, x)f(x)dx = g(y) , (3.9)
we solve the equivalent problem using the modified kernel K(y, x)m(x)∫
[K(y, x)m(x)]
[
f(x)
m(x)
]
dx = g(y) . (3.10)
The result of applying the SMS method using the modified kernel will be f(x)/m(x) instead
of f(x) which can be fixed by multiplying the result with the modification m(x). The two
problems are equivalent as long as the modification m(x) is a strictly positive function.
Fig. 3.13 shows how modifying the kernel helps reducing the correlation time for moderate
cutoff and Fig. 3.16 shows how it helps taking large cutoffs that are impossible to treat
using the original kernel due to locking.
Fig. 3.14 shows, as expected, that the specific form of modification does not affect the
solution as long as this modification is a non-negative function. As a result, we stick with
the simplest kernel modification we have tried 1/(1 + ω2).
4First right singular vector of the matrix WK where WTW = C−1 and C is the data covariance matrix
which is diagonal for our test case.
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Fig. 3.11.: The leading mode using the original kernel ω2/(ν2 + ω2) for different cutoffs.
Notice that the values increase for larger ω, and that values resulting from
different cutoffs are different.
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Fig. 3.12.: The leading modes using the modified kernel ω2/[(ν2+ω2)(1+ω2)] for different
cutoffs.Notice that the values decrease for larger ω and that modes resulting
from different cutoffs are identical.
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Fig. 3.13.: SMS solutions of test case 2 using the original kernel ω2/(ν2+ω2) (green) and
the modified kernel ω2/[(ν2 + ω2)(1 + ω2)] (red). The convergence using the
modified kernel was much faster than without modification. Even though the
green solution was computed using 4 times the number of samples used for
the red one, it still has not reach its quality. This due to the large correlation
times using the original kernel compared with the modified one.
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Fig. 3.14.: SMS solutions of test case 1 using different modified kernels of the
form ω2/[(ν2 + ω2)(1 + (ω/ω0)
p)]. The parameters of the kernels used
to get the shown models are respectively (p = 2, ω0 = 1), (p = 2, ω0 = 2),
(p = 2, ω0 = 4), (p = 4, ω0 = 1) and (p = 6, ω0 = 1). As expected the solu-
tions are the same up to errorbars. Parameters: Γ1 = 0.6, σ = 0.01. The grid
is uniform with spacing 0.2 and cutoff 6.
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3.7. Grid Effect
In Sec. 3.5, we verified that when the systematic error is negligible in comparison to the
data noise, it has no effect on the SMS solution. However, Fig. 3.10 indicates that the
SMS solution (whether obtained from exact or numerical data) dependence on the grid
and this depends in not due to the systematic error but rather inherent to the grid itself.
First, we present the results using different grids and discuss them. Then we introduce the
“Truncated SMS” which does not suffer from grid dependence. Finally, we explain why
the SMS solutions depend on the grid and argue what are the appropriate girds to be used.
3.7.1. Uniform Grid
Grid Spacing For a fixed gird cutoff 8, we vary the grid spacing: 0.25, 0.125 and 0.0625.
Fig. 3.15) shows that as the grid gets finer the solution becomes smoother without changing
its features. This means that SMS solutions converge as the grid becomes finer.
Grid Cutoff For a fixed grid spacing 0.2, we vary the cutoff: 8, 16 and 32. Fig. 3.16
shows that as the grid gets larger, the peaks change and the solution becomes “worse”.
We also note that increasing the cutoff has effect on the model at small ω.
3.7.2. Nonuniform Grid
The general way of discretizing an integral on a nonuniform grid is changing the integration
variable and then taking a uniform gird of the new variable. So we change the variable ω
in Eq. (3.1) to a variable z to get
Π(ν) =
2
pi
∫ z(ω=+∞)
z(ω=0)
ω(z)2
ν2 + ω(z)2
σ(ω(z))
dω
dz
dz . (3.11)
Now we discretize this integral uniformly in the variable z and get a nonuniform discretiza-
tion of the variable ω. Note that the extra factor dωdz is like the weight in Eq. (2.2), so
only its square root should be added to the matrix representing the kernel while the other
square root is included in model. Since the SVD algorithm gives orthonormal vectors in
the Ecludian sense, including only the square root of the weight in the kernel means that
the Ecludian norm of the modes is the same as L2-norm and so we are able to compare
modes from different grids with each other. We just have to remember to divide the square
root of the weight out of the modes of the solution because it is implicitly included.
Hyperbolic Grid A common non-uniform gird is the logarithmic grid where ω(z) = e−z.
However, this transformation does not respect the symmetry of the integrand around zero
so we choose instead ω(z) = e+z − e−z which gives a symmetric integrand
Π(ν) =
2
pi
∫ +∞
0
ω2
ν2 + ω2
(ez + e−z)σ(ω)dz . (3.12)
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Fig. 3.15.: SMS solutions using uniform grid with different gird spacing: 0.25, 0.125 and
0.0625. Grid cutoff is 8. Each curve is obtained by one SMS run of length
224 ≈ 16 million samples.
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Fig. 3.16.: SMS solutions using uniform grid with different cutoffs: 8, 16 and 32. Grid
spacing is δω = 0.125. The result for the first grid is obtained by one SMS run
of length 224 ≈ 16 million samples. The result for the second grid is obtained
by eight SMS runs, each of length 225 ≈ 32 million samples. The result for
the third grid is obtained by eight SMS runs, each of length 224 ≈ 16 million
samples.
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Fig. 3.17.: SMS solutions using hyperbolic grids with different cutoffs: 8.5, 16.0, 32.0 and
67.9. The spacing of all grids is: δz = 0.0625. Each result for the first two
grids is obtained by one SMS run of length 225 ≈ 33 million samples. Each
result for the last two grids is obtained by one SMS run of length 226 ≈ 67
million samples.
In Fig. 3.17, we vary the cutoff of this grid. Notice that the dependence on the cutoff is
much weaker in comparison to the uniform gird, but it is still present. Besides, the results
of cutoffs 16 and 32 are different from that for the uniform gird.
Tangent Grid We try yet another nonuniform gird where ω(z) = tan(z) which we call
“Tangent Grid”. The usage of this grid is motivated by the kernel modification. Using
kernel modification 1/(1+ω2), a point with coordinate ω is given a weight of 1/(1+ω2). It
is reasonable then to distribute the grid points such that points with less weight represent
larger areas and vice versa. This can be achieved by requiring the density of grid points
to be equal to the kernel modification
dz
dω
=
1
1 + ω2
⇒ z(ω) = tan−1(ω)⇒ ω(z) = tan(z)⇒ dω
dz
=
2
cos(2z) + 1
(3.13)
Π(ν) =
2
pi
∫ pi/2
0
ω2
ν2 + ω2
[
2
cos(2z) + 1
]
σ(ω) dz . (3.14)
Notice that the new variable has a finite interval z ∈ [0, pi/2] so there is no cutoff parameter
and the cutoff is implicitly specified by the grid spacing or equivalently the number of grid
points. Fig. 3.18 shows the relative error in evaluating the integral using the tangent grid.
Note that the tangent grid approximates the integral much better than the uniform grid.
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Fig. 3.18.: Relative error in different data values for different resolutions of the tangent
grid.
For Π(0) for example, we reach numerical accuracy with less than 100 points. Compare this
with the uniform gird, where the least error we can get with 100 points is about 10−5 for
cutoff 14 (see Fig. 3.8). In Fig. 3.19 we show the solutions on a tangent grid using different
number of grid points: 32, 64 and 128. The largest ω for these grids are: 40.75, 81.5
and 163, respectively. Except for having higher resolutions, the solutions do not change
significantly. This mean that SMS solutions converge for this grid.
3.7.3. Discussion
The previous results show a significant dependence of the SMS solution on the grid cutoff
and the grid type. Changing the grid spacing, however, does not change the solution.
Clearly, the results of the tangent grid have the best agreement with the original models
and they the most reliable, i.e. they are independent of the number of grid points (remember
that the cutoff of the tangent grid is determined implicitly by the number of points). In
addition, the systematic error reaches numerical accuracy rapidly. However, we do not
have a prior justification5 for using the tangent grid instead of the others. Besides, we
need to find an explanation of the strong grid dependence. We will come back to this topic
in the next section after introducing the “Truncated SMS”.
It is worth mentioning as a side note that the correlation time increases significantly with
the cutoff for the uniform grid. This increase also happens for the nonuniform girds, but is
5i.e. without knowing the exact data and exact model.
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Fig. 3.19.: SMS solutions using tangent grids with different number of points 32, 64 and
128. The largest ω for these grids are: 40.75, 81.5 and 163, respectively.
weaker. The reason for this behavior is that the correlation time increases with the number
of active constraints. As the cutoff is increased, more and more grid points are added for
large ω where the model is near zero. Maintaining the non-negativity of those points is
harder than maintaining it for points of small ω where the model values are away zero.
Since nonuniform grids reach larger cutoffs with less number of grid points, this effect is
weaker for nonuniform grids than for uniform ones.
3.7.4. Truncating Free Modes
Since the modes are the building blocks of the SMS method and in order to understand
the grid effect on the SMS solution, we need to understand the relation between the modes
and the grid. The theory of compact operators on Hilbert space tells us that under certain
conditions, the integral operator
∫
dx K(y, x) can be expanded using the so-called Singular
Value Expansion(SVE). We can think of it as a generalization of the SVD concept from
matrices to operators. The main difference is that SVE gives continuous singular functions
instead of discrete singular vectors. The theory also says that the SVD of the matrix
approximating an operator will be an approximation of the SVE of that operator.
This means that whatever grid we choose to discretize the kernel, the singular values and
modes of the resulting matrix should converge to the singular values and modes of the
kernel as the grid gets larger and denser.6 However, the SVD algorithm can only compute
6For this result to hold, the operator should be compact. We have already seen in Fig. 3.11 that the leading
Grid Effect 47
singular values whose ratio to the largest one is above the machine epsilon while the rest are
set zero (or machine accuracy). Moreover, since determining a mode requires determining
its singular value, SVD can only finds the modes corresponding to non-zero singular values
(non-free modes) while the other modes (free ones) are arbitrary set of orthonormal vectors
that make the modes a complete basis. As result, only the non-free modes can converge
to the kernel modes and become independent of the grid while the free ones change from
one grid to another.
In Fig. 3.20 and Fig. 3.21, we compare the non-free and free ones for three types of girds
with similar cutoffs. A uniform grid with cutoff 32 and spacing δω = 0.125 (red curves
in Fig. 3.16), a hyperbolic grid with cutoff 32 and spacing δz = 0.0625 (red curves in
Fig. 3.17), and a tangent grid of 32 points which has a maximum ω of 40 (blue curves in
Fig. 3.19). Notice that the free modes are not only different for different grids but also have
different support. For the uniform grid, for example, the free modes represent oscillations
spread uniformly over ω while for the tangent grid, they are compressed near zero.
For this reason it seems reasonable to exclude the free modes from the sampling and
simply set their coefficients to zero. Another advantage is that the number of non-free
modes r is very small in comparison to the total number of modes n (which equals the
number of grid points) and it does not increase as n increases (once n is large enough).
This means that sampling only the non-free modes and neglecting the others would reduce
the computational time considerably. First, the cost of producing one sample is reduced
because we need to sample fewer modes. Second, the correlation time is reduced because
the integration space is smaller and thus we need fewer samples. As an example, a uniform
grid of 512 points has only 32 non-free modes.
We call sampling using only non-free modes, “Truncated SMS”. Fig. 3.22, Fig. 3.23,
Fig. 3.24, Fig. 3.25 and Fig. 3.26 show the results of truncated SMS for different grids. We
notice that the for large and dense enough girds, the results are independent of the grid
because the truncated SMS samples only non-free modes which converge systematically
as the grid becomes larger and denser. On the other hand, we see that the truncated
SMS leads to extra oscillations that do not exist in the original model or “good quality”
SMS solutions (Fig. 3.19 and Fig. 3.15). The reason is that full sampling uses free modes
which give the model extra degrees of freedom to satisfy the constraint without affecting
the quality of data fitting. While with truncated sampling the models have to satisfy the
constraint with the non-free modes only, leading to an overall worse fitting of the data.
3.7.5. Conclusion
Truncated SMS has two advantages over the full SMS. First, it is independent of the grid,
and second, it is much faster (especially for dense grids). The disadvantage, however, is
that it introduces oscillations that are not present in the original model. Those oscillations
can be canceled out using the free modes. However, the free modes depend largely on the
mode of the original kernel ω2/(ν2 + ω2) changes as we make the grid larger, and so the corresponding
operator is not compact. However, when the kernel is modified such that it decays at large ω, the
leading mode (see Fig. 3.12) and all other modes corresponding to nonzero singular values do converge.
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Fig. 3.20.: The non-free modes of different grids: uniform, hyperbolic and tangent. No-
tice that the non-free modes, unlike the free ones, are similar for different
grids. Remember from the description following Eq. (3.11) that we show here
the modes obtained by SVD, divided by the square root of the weight.
2
1
0
1
2 Uniform
2
1
0
1
2 Hyperbolic
0 5 10 15 20 25 30
ω
2
1
0
1
2 Tangent
Fig. 3.21.: The free modes of different grids: uniform, hyperbolic and tangent. Notice
that the free modes are completely different for different grids. Remember
from the description following Eq. (3.11) that we show here the modes ob-
tained by SVD, divided by the square root of the weight.
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Fig. 3.22.: Truncated SMS solutions using uniform grid with different grid spacing values:
0.25, 0.125 and 0.0625. Grid cutoff is 8. The results of each grid are obtained
by one SMS run of length 224 ≈ 16 million samples.
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Fig. 3.23.: Truncated SMS solutions using uniform grid with different grid cutoffs: 8, 16
and 32. Grid spacing is δω = 0.125.
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Fig. 3.24.: Truncated SMS solutions using hyperbolic grids with different cutoffs: 8.5,
16.0, 32.0 and 67.9. The spacing of all grids is: δz = 0.0625.
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Fig. 3.25.: Truncated SMS solutions using hyperbolic grids with different number of
points: 68,128,256. The maximum ω is about 32.
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Fig. 3.26.: Truncated SMS solutions using tangent grids with different number of points
32, 64 and 128. The largest ω for these grids are: 40.75, 81.5 and 163,
respectively.
grid and we should choose the “right” free modes. The free modes of the uniform grid
represent oscillations spread uniformly over the whole grid (see Fig. 3.21). When the grid
has small cutoff, the free modes are concentrated in the same region where the model has
structure and so they cancel effectively the oscillations of the truncated SMS solution (see
blue curve of Fig. 3.16). When the cutoff is increased, the oscillations of free modes are
spread equally at small and large ω. Since the model is decaying for large ω, the constraint
at large ω allows the free modes smaller permissible intervals. So as we increase the cutoff
of the uniform grid, the role of the free modes is diminishing and the solutions become
worse. This explains why we get two peaks in the lower plots of Fig. 3.16 as we increase
the cutoff 7 (compare Fig. 3.16 with Fig. 3.23). With the hyperbolic grid, this effect is
weaker (see Fig. 3.21), because the free modes have less oscillations for large ω than for
smaller ω. The effect is almost non-existing for the tangent gird, because the domain of the
free modes is concentrated at small ω and extends very slowly as we increase the number
of grid points. In this sense, the tangent grid is the best grid (among the ones we tried)
for performing the calculations of our test cases. The only problem is that there are other
“good” grids. For example we can set the density of points to an exponentially decaying
function dz/dω = 1/(1 + ωp) or any other function that concentrate points at small ω,
and then follow the same steps we have used to derive the tangent grid. All these choices
lead to free modes decaying for large ω but they are systematically different and we expect
them to lead to different SMS solutions. The question of which non-uniform grid is better
remains open.
7However, the reason for getting sharper peaks in the upper plots of Fig. 3.16 is still unknown.
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Since in practice, the solution is not known beforehand, we suggest using truncated SMS
method on a uniform grid to detect the region where the model has features. This may
require trying larger and denser grids till the results are not changed. Once we know the
region of interest, we choose a non-uniform grid that concentrate points there and we run
the full SMS method on that grid. One may be satisfied with the truncated SMS solution
which is grid independent, but as we have shown, it would contain superficial features and
oscillations that full SMS helps removing “if a proper grid is used”.
3.8. Comparison With Other Methods
Ref. [16] provides results using the following methods: Pade Approximation, Truncated
SVD, Stochastic Sampling and Maximum Entropy. Unfortunately, Ref. [16] does not spec-
ify the grid used or whether the data used is analytic or numerical. Since we have seen that
those are major factors, comparing our results with theirs should be done with caution. If
they had used the numerical data with small cutoff, then we should compare their results
to Fig. 3.4. The other extreme is analytic data with very large cutoff, then the results
should be compared to Fig. 3.19.
Instead of repeating their work, we compare SMS results with other methods: non-negative
Tikhonov and noisy kernel method (see Ref.[14] for information on the later method). Since
results may depend on the grid, we compare for two grids: a uniform space grid with cutoff
8 and spacing 0.25, and a tangent dense grid with 128 points which extends till ω = 160.
The results for the uniform grid are shown in Fig. 3.27. Notice how the noisy kernel method
performs very well. Also notice that for non-negative Tikhonov, the values are clamped to
zero instead of approaching it smoothly which is a typical feature of this method. Fig. 3.28
shows the results for the tangent grid. Here the SMS method clearly outperforms the other
two especially for small ω.
3.9. Final Results
As we have argued before, the best grid is the one which concentrates points where the
model is concentrated. The tangent gird already does a good job (see Fig. 3.19) but we
would like to generalize it. The tangent gird resulted from requiring the density of grid
points to be 1/(1 + ω2) which decays rapidly for ω > 2. By a simple modification we can
parameterize it with ω0 such that it decays rapidly for ω > 2ω0.
dz
dω
=
1
1 + ( ωω0 )
2
⇒ z(ω) = ω0 tan−1( ω
ω0
)⇒ ω(z) = ω0 tan( z
ω0
)⇒ dω
dz
=
2
cos( 2zω0 ) + 1
(3.15)
Π(ν) =
2
pi
∫ ω0pi/2
0
ω2
ν2 + ω2
[
2
cos( 2zω0 ) + 1
]
σ(ω)dz . (3.16)
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Fig. 3.27.: Comparing SMS method (red), constraint Tikhonov (green) and noisy kernel
method (blue) for a sparse uniform grid. Grid cutoff is 8. Grid spacing is
0.25. Analytic data is used and all methods are provided with the same noisy
samples.
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Fig. 3.28.: Comparing SMS method (red), non-negative Tikhonov (green) and noisy ker-
nel method (blue) for a dense tangent grid. Number of grid points is 128.
Analytic data is used and all methods are provided with the same noisy sam-
ples.
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Fig. 3.29.: Relative error in different data values for different resolutions of the tangent
grid with ω0 = 2.5. Compare it with Fig. 3.8 where ω0 = 1.
Since our model is concentrated till about ω = 5, it is better to choose ω0 = 2.5 rather
than ω0 = 1. Fig. 3.29 shows the data error using this new tangent grid. Notice how the
error goes to zero faster than for the old tangent grid which had implicitly ω0 = 1 (see
Fig. 3.18).
In Fig. 3.30 we show the SMS solutions using what we consider the “optimal” grid; tangent
grid with ω0 = 2.5. We show the results for 64 gird points (blue) and 128 gird points
(green). The solutions appear converged with respect to the number of grid points except
near ω = 0 where more resolution is needed. Fig. 3.31 shows the solutions using 8 noisy
samples (green) and their average (blue) on the grid of 64 points. Comparing the average
with the blue solution in Fig. 3.30 (which is computed using exact data) confirms that
averaging solutions from different noisy samples is equivalent to solving with exact data.
Although we studied the effect of data size and kernel modification earlier for the uniform
grid and found no effect, we repeat this for double checking using the previous grid of 128
point. Fig. 3.33 shows that the results are converged with respect to data size. Fig. 3.32
shows that the results are independent of kernel modification.
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Fig. 3.30.: SMS solution on what we consider the optimal gird; a tangent grid with
ω0 = 2.5 and 64 points (blue) and 128 points (green). The largest ω of those
grids is about 200 and 400 receptively.
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Fig. 3.31.: In each figure, the red line represents the original model while the 8 dashed
green lines represent SMS solutions obtained using different noisy data sam-
ples. The blue curve is the average of the green ones. The grid is tangent
with 64 points and ω0 = 2.5. Each SMS solution is obtained by a single run
of length 225 ≈ 33 million samples.
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Fig. 3.32.: Comparing the results using different kernel modifications: 1/(1 + ω2) (blue)
and e−0.3ω (green) on the tangent grid with ω0 = 2.5 and 128 grid points. As
expected, the results are independent of the modification.
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Fig. 3.33.: SMS solutions for different data sizes m. The gird is a tangent grid with
ω0 = 2.5 and 128 points. The results looks converged with respect to data
size.
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3.10. Future Work
As we have seen, the choice of the proper non-uniform grid is not unique and the SMS
results are slightly different between different grids. We believe that the results of different
grids can converge to the same results by choosing only a specific subspace of the one
spanned by the free modes. We argued previously that only the non-free modes converge
to the kernel modes while the free ones depend totally on the grid. But this distinction is
based on the machine accuracy which is an arbitrary value and if we were able to increase
the machine accuracy, we would obtain more of the non-free modes without changing
anything else. This means that for large and dense enough grids there many “good”8
modes hidden in the space of free ones. If we were able somehow to extract the subspace
of those good modes out of the space of free ones and exclude the rest, we would obtain a
solution that is truly independent of the grid. This would be like truncated SMS but with
more modes and thus better results. These are still speculations, and exploring them will
be our next step in improving the SMS method.
8By good modes, we mean those approximating the kernel modes well.

C H A P T E R 4
Summary
In this thesis, we consider the analytic continuation problem which can be formulated as a
Fredholm integral equation of first kind whose solution is known to be non-negative. We
explain different earlier methods to solve this problem of which the most effective one is
the non-negative Tikhonov method. This method gives good results in many cases and it
is quite fast. However, it may introduce extra oscillations to the solution or set its values
to zero when the original ones are small. Besides, it uses a parameter that needs to be
tuned heuristically.
We move then to more computationally demanding methods; Stochastic Sampling. Assum-
ing a multivariate normal distribution of the noise on the data and using the non-negativity
of the solution, theses methods construct a probability distribution of the solutions which
is truncated multivariate normal, and they use the mean as the optimal solution. The
non-negativity constraint is essential for these methods, because without it, the probabil-
ity distribution is a multivariate normal one whose mean is the same as its modal. But this
is nothing but the generalized least squares solution which we already know to be a bad
solution dominated by sawtooth noise. Using the constraint, however, the method shows
promising results.
Earlier approaches typically sample the distribution using the Metropolis algorithm where
updates are suggested on the solution’s components directly. Since the components are
highly correlated, the correlation times are high. They are so-high that a simulated anneal-
ing procedure is needed. To reduce correlation time, we propose a new method Stochastic
Mode Sampling, where we sample the projection coefficients of the solution on right singular
vectors (modes) of the kernel (modified by the data correlation matrix). These coefficients
are statistically uncorrelated by construction, and we sample them using Gibbs sampling.
The most tricky point in the new method is the coupling between the coefficients resulting
from the non-negativity constrain.
60 Summary
Preliminary results using small and spare grids are surprisingly good! The solutions have
good agreement with the original ones, and the method has small correlation times (one
million correlated samples are often enough for a good estimate of the mean). However,
as we start making the gird larger, the correlation time increases significantly. This is
the result of the kernel being an increasing function of the grid coordinate. We solve the
problem by rewriting the integral equation such that the kernel function becomes decaying.
Moreover, we show that the results are independent of the specific modification.
Equipped with the modification technique, we are able to take larger uniform girds. Un-
fortunately, the results get worse instead of converging and by trying different nonuniform
ones, the results change (some get better)! This is the result of the so-called free modes
which change drastically from one grid to another. By removing those modes from the
sampling, the results for different grids do actually converge and the correlation time is
very small (few hundred thousands correlated samples are often enough). We call this
variant of our method, Truncated SMS.
Although the results of Truncated SMS are grid-independent and it is fast in comparison
to full SMS, the quality of its solution is not as good as some of the selected results of
the full SMS. When the grid concentrates the free modes in the region where the solution
is concentrated, the SMS solution is better than the truncated SMS one. We suggest a
nonuniform grid that satisfies this condition, and we parametrize it such that it can be
adapted to different cases. We provide a heuristic argument of why this type of grid gives
better results, but the proposed grid is not unique and a full explanation is still required.
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In this appendix, we provide an introduction to Green functions and summarize their
analytic properties. The goal is to provide the necessary background to understand the
analytic continuation problem of Green functions from the physics point of view.
The mathematical definition of Green function of a differential equation is first introduced,
followed by its application to one body Schro¨dinger equation. The concept of Green func-
tions is then generalized to the many-body case and then further to imaginary-time. Fi-
nally, we conclude with a description of the analytic continuation problem.
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A.1. Mathematical Definition
The concept of Green functions was first developed as a mathematical tool to solve inho-
mogeneous linear differential equations
Lu(x) = f(x) (A.1)
where L is a linear differential operator and x stands for space and/or time variables.
If the solution G(x, x′) for a point source at point x′ is known
LG(x, x′) = δ(x− x′) (A.2)
then, due to the linearity of the equation, the solution for the source f(x) reads
u(x) =
∫
dx′G(x, x′)f(x′) (A.3)
G(x, x′) is called the Green function associated with differential equation (A.1) or equiva-
lently the operator L.
A.2. One-Body Green Function
A.2.1. Time Independent
Let us apply the previous definition to the time-independent Schro¨dinger equation of a
single particle
(z −H)Ψ(r) = 0 (A.4)
where z is complex parameter.1 The associated Green function G(x, x′; z) = G(r, r′; z) is
then defined by
(z −H)G(r, r′, z) = δ(r− r′) (A.5)
The previous equation can equivalently be written in operator form
(z −H)G(z) = I (A.6)
which allows us to define the Green operator (also known as resolvent) corresponding to
H
G(z) ≡ (z −H)−1 (A.7)
Using this operator, we can get Green functions in any basis by taking appropriate matrix
elements in that basis. For example, the Green function defined in Eq. (A.5) is just the
Green operator in configuration space.
1When the equation is satisfied, z is real and corresponds to the eigenenergys of the hermitian operator
H.
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Analytic Structure Now we turn to the analytic properties of this operator. Since H
is hermitian, it has a complete set of orthonormal eigenstates |n〉 with real eigenenergies
En. In general, the spectrum of H has both discrete part (corresponding to bound states)
and continuous part (corresponding to scattering states).
H |n〉 = En |n〉 (A.8)
〈m|n〉 = δmn (A.9)∑
n
|n〉 〈n| ≡
∑
n′
∣∣n′〉 〈n′∣∣+ ∫ dm |m〉 〈m′∣∣ = 1 (A.10)
where we use the convention that the sum over |n′〉 states is over the discrete spectrum
only and the sum over |n〉 states is a sum over the discrete spectrum and an integral over
the continuous spectrum (when they exist).
Using Eq. (A.10), the resolvent can be multiplied by the identity operator to get
G(z) =
1
z −H
∑
n
|n〉 〈n| =
∑
n′
|n′〉 〈n′|
z − En′ +
∫
dm
|m〉 〈m|
z − Em (A.11)
From the above expression, we expect G(z) to be analytic2 in the complex plane except
on the part of the real axis where z matches one of the eigenenergies. The discrete part
of the spectrum gives rise to simple poles while the continuous part gives rise to a branch
cut. (see Fig. A.1)
G(z), then, has two different values depending on whether the branch cut is approached
from above or below. So we can define two functions of real parameter E
G±(E) = lim
→0+
G(E ± i) = p.v.
(∑
n
|n〉 〈n|
E − En
)
∓ ipi
∑
n
δ(E − En) |n〉 〈n| (A.12)
where the following identity was used
lim
→0+
1
x± i = p.v.
(
1
x
)
∓ ipiδ(x) (A.13)
Note that, due to the principal value, G±(E) are defined on the whole real axis as distri-
butions.
The difference of G±(E) gives the discontinuity across the real axis (at the spectral values),
which is purely imaginary:
G˜(E) ≡ G+(E)−G−(E) = −2pii
∑
n
δ(E − En) |n〉 〈n| (A.14)
Taking the diagonal matrix elements in configuration space, we can relate it to the density
of states per unit volume ρ(r, E)
G˜(r, r;E) = −2pii
∑
n
δ(E − En) |φn(r)|2 = −2piiρ(r, E) (A.15)
2G(z) is analytic if the matrix element 〈φ |G(z)|χ〉 is analytic for all |φ〉 and |χ〉
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Im Z
Re Z
Branch cut of G(z) 
corresponding to continuous 
spectrum of H
G+ approaches real axis from 
above
G- approaches real axis from 
below
Poles of G(z) corresponding to 
discrete spectrum of H
Fig. A.1.: Analytic structure of the Green operator in z complex plane
Finally, we relate G(z) to G˜(z) and ρ(E):
G(z) =
∑
n
|n〉 〈n|
z − En =
∫ +∞
−∞
dE
∑
n
δ(E − En) |n〉 〈n|
z − E
=
−1
2pii
∫ +∞
−∞
dE
G˜(E)
z − E =
∫ +∞
−∞
dE
ρ(E)
z − E
(A.16)
A.2.2. Time Dependent
Now we apply the definition to the time-dependent Schro¨dinger equation of a single particle[
i~
∂
∂t
−H
]
Ψ(x) = 0 (A.17)
The Green function associated with this equation G(x, x′) = G(r, r′, t, t′) satisfies:[
i~
∂
∂t
−H
]
G(r, r′, t, t′) = δ(r− r′)δ(t− t′) (A.18)
When H is time-independent, the system is invariant regarding time translations and G is
only a function of the difference t− t′ so we can, without loss of generality, set t′ = 0 and
perform one Fourier transform in time
G(r, r′, t) ≡ G(r, r′, t, 0) = 1
2pi
∫ +∞
−∞
dωe−iωtG(r, r′, ω) (A.19)
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Substituting Eq. (A.19) in Eq. (A.18), we get
(~ω −H)G(r, r′, ω) = δ(r− r′) (A.20)
By employing atomic units3 where ~ = 1 and comparing with Eq. (A.5), we see that z
parameter of time-independent Green function represents (up to a multiplication factor)
the frequency dependence of the time-dependent one.
As shown above, G(w) (or equivalently G(z)) is not analytic on the whole real axis, which
makes Eq. (A.19) not well-defined. To make it a well-defined integration, an integration
path in the complex plane, infinitesimally close to the real axis, should be chosen. Two
such paths are the ones corresponding to G± (see Fig. A.1) which leads to two different
Green functions of time
G±(t) =
∫ +∞
−∞
dω
2pi
e−iωtG±(ω) (A.21)
Note that when τ is positive, we need to close the integration path in the lower complex
plane which makes G−(τ) zero, while for τ negative, we need to close the integration path
in the upper complex plane which makes G+(τ) zero.
Now their difference (which is nothing but the Fourier transform of G˜(w)) relates to the
time evolution operator
G˜(t) = G+(t)−G−(t) =
∫ +∞
−∞
dω
2pi
e−iωt
[
G+(ω)−G−(ω)]
=
∫ +∞
−∞
dω
2pi
e−iωtG˜(ω) = −i
∑
n
e−iEnt |n〉 〈n|
= −ie−iHt = −iU(t)
(A.22)
In configuration space, we can write (restoring the other time index)
iG+(r, r′, t, t′) = iθ(t− t′)G˜(r, r′, t, t′) = θ(t− t′) 〈r| e−iH(t−t′) ∣∣r′〉 (A.23)
−iG−(r, r′, t, t′) = iθ(t′ − t)G˜(r, r′, t, t′) = θ(t′ − t) 〈r| e−iH(t−t′) ∣∣r′〉 (A.24)
Let us now verify that G+ is indeed a Green function, by substituting its formula in
Eq. (A.18) and remembering that θ′(τ) = δ(τ):[
i
∂
∂t
−H
]
G+(r, r′, t, t′) =
[
i
∂
∂t
−H
]
(−i)θ(t− t′) 〈r| e−iH(t−t′) ∣∣r′〉 =[
i
∂
∂t
−H
]
(−i)θ(t− t′)
∑
n
eiEnt
′
φ∗n(r
′)e−iEntφn(r) =
∑
n
eiEnt
′
φ∗n(r
′)
{
((((
((((
((((
((((
(
−iθ(t− t′)
[
i
∂
∂t
−H
]
e−iEntφn(r) + δ(t− t′)e−iEntφn(r)
}
= δ(t− t′)
∑
n
φ∗n(r
′)φn(r) = δ(t− t′)
∑
n
〈r|n〉 〈n|r′〉 = δ(t− t′)δ(r− r′)
(A.25)
3From now on, we will work in atomic units.
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where the crossed term is zero because e−iEntφn(r) is a solution of the time-dependent
Schro¨dinger equation.
Similarly, we can check that G− is Green function. Note, however, that G˜(τ) satisfies
Eq. (A.17) but not Eq. (A.18) and thus it is not a Green function according to the mathe-
matical definition (that is because it lacks the necessary jump at equal times leading to a
delta function in time).
A.3. Many-Body Green Function
A.3.1. Real Time
Now we generalize the concept of Green function to the many-body case. The retarded
and advanced Green functions of a many-body system are defined respectively:
GR(r, r′, t, t′) = −iθ(t− t′)
〈[
ψˆ(r, t), ψˆ†(r′, t′)
]
±
〉
(A.26)
GA(r, r′, t, t′) = iθ(t′ − t)
〈[
ψˆ(r, t), ψˆ†(r′, t′)
]
±
〉
(A.27)
where ψˆ and ψˆ† are the field operators in the Heisenberg picture, 〈...〉 is an expectation value
to be defined next, [...]+ is the anti-commutator (for fermions) and [...]− is the commutator
(for bosons)4
Zero and Finite Temperature There are two classes of Green functions, zero tem-
perature and finite temperature. The previous definitions are valid for both and which is
which depends on the interpretation of the expectation value.
At zero temperature, the system stays in its ground state |Φ0〉 and all the information we
need about an operator Oˆ at zero temperature is contained in the following expectation
value
〈
Oˆ
〉
=
〈Φ0| Oˆ |Φ0〉
〈Φ0|Φ0〉 (A.28)
On the other hand, at finite temperature the system fluctuates between different energy
levels and the probability of finding the system at a specific level depends on the exter-
nal constrains and it is determined by means of statistical mechanics. In this case, the
expectation value should take into account both quantum and statistical averages.
We are interested in the so called Grand Canonical Ensemble, where the system is allowed
to exchange not only energy, but also particles with the surrounding while kept at fixed
4We will address both the fermoinic and the bosonic case in most formulas simultaneously, where the
upper sign refers to ferminons and the lower sign to bosons.
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temperature T and chemical potential µ. With these constrains, the probability of finding
the system at energy level E with N particles is proportional to e−(E−µN)/(kT ).
In this ensemble the finite-temperature expectation value of the operator Oˆ is defined as
〈
Oˆ
〉
=
Tr
[
e−β(Hˆ−µNˆ)Oˆ
]
Tr
[
e−β(Hˆ−µNˆ)
] = ∑n 〈n| e−β(Hˆ−µNˆ)Oˆ |n〉∑
n 〈n| e−β(Hˆ−µNˆ) |n〉
(A.29)
where the sum is over all eigenstates of Hˆ in Fock space (i.e. the sum runs over states with
different particle numbers), Nˆ is the number of particles operator and β = 1/kT is called
the inverse temperature.
Note 1 In the grand canonical ensemble, it is convenient to modify the definition of
Heisenberg operators as following
Oˆ(t) ≡ ei(Hˆ−µNˆ)tOˆe−i(Hˆ−µNˆ)t (A.30)
This has the advantage of using the same operator Hˆ − µNˆ for both time evolution and
thermal averaging. It will produce the same results as if we had used Hˆ for time evolution
instead, as long as the Hamiltonian Hˆ preserves the number of particle (which is assumed
to be the case) and the operator Oˆ also does not change the number of particles (which is
the case for combinations of paired ψˆ and ψˆ†). The first property means that Hˆ commutes
with Nˆ , so the exponentials can be factorized into two terms e±iHˆt and e∓iµNˆt. The second
property means that e∓iµNˆt commute with Oˆ , so we can combine them getting the unity
operator and we are back to the original definition of Heisenberg operators.
With this modification and since now only Hˆ − µNˆ appears, we will shorten the notation
in the grand canonical ensemble and use Hˆ to actually denote Hˆ − µNˆ and En to denote
En − µN . This allows us to handle both the zero and finite temperature cases with the
same notation.
Note 2 When T → 0, then β → ∞ and only the state with lowest energy survive the
exponentially damping factor and we are actually back to the zero temperature defini-
tion. This assumes that the ground state is non-degenerate, otherwise we have a linear
combination of the degenerate ground states.
Other Bases and Frequency Domain The previous definition of the Green function
was stated in configuration space but it can be equally defined in any other single-particle
basis
GR/A(κ, κ′, t, t′) = −iθ(t− t′)
〈[
cˆκ(t), cˆκ′
†(t′)
]
±
〉
(A.31)
and the relation between the two is
GR/A(r, r′, t, t′) =
∑
κ
∑
κ′
φκ(r)φ
∗
κ′(r
′)GR(κ, κ′, t, t′) (A.32)
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where φκ(r) are the basis wavefunctions.
We can also switch from time to frequency using the Fourier transform
GR/A(κ, κ′, t) ≡ GR/A(κ, κ′, t, 0) =
∫
dω
2pi
e−iωtGR/A(κ, κ′, ω) (A.33)
GR/A(κ, κ′, ω) =
∫
dt eiωtGR/A(κ, κ′, t) (A.34)
where the Hamiltonian is assumed to be time-independent and so only time differences
matter.
Relation to One-Body Green Functions Do the many-body Green functions com-
ply, with the mathematical definition? i.e. are GR/A Green functions of some differential
equation?
In general, No! Only when the particles are non-interacting, GR/A are the Green func-
tions of an equation; Namely, the Schro¨dinger equation with the single particle Hamiltonian
hˆi, where the full system Hamiltonian is H =
N∑
i=1
hi.
Let us check this. In the non-interacting case, the Hamiltonian is diagonal in some single-
particle basis Hˆ =
∑
nEncˆ
†
ncˆn, then the time dependence of the creation/annihilation
operators is trivial:
cn(t) = e
−iEntcˆn, cˆ†n(t) = e
+iEntcˆ†n (A.35)
and we can write 〈[
ψˆ(r, t), ψˆ†(r′, t′)
]
±
〉
=∑
n
∑
n′
eiEn′ t
′
φ∗n′(r
′)e−iEntφn(r)
〈[
cˆn, cˆ
†
n′
]
±
〉
=∑
n
∑
n′
eiEn′ t
′
φ∗n′(r
′)e−iEntφn(r) 〈δnn′〉 =∑
n
eiEnt
′
φ∗n(r
′)e−iEntφn(r) =
〈
r
∣∣∣e−ihi(t−t′)∣∣∣ r′〉
(A.36)
Comparing this with Eq. (A.23) and Eq. (A.24), we see that for the non-interacting case:
GR = G+, GA = G− (A.37)
Causal Green Function A third Green function can also be defined5 and it is called
the causal Green function
GC(r, r′, t, t′) = −i
〈
T
{
ψˆ(r, t), ψˆ†(r′, t′)
}〉
(A.38)
5In the non-interacting case, it is also a Green function of single-particle Schro¨dinger equation.
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where T is the time-ordering operator which orders its argument in chronological order
from right to left
T
{
ψˆ(r, t), ψˆ†(r′, t′)
}
=
{
ψˆ(r, t)ψˆ†(r′, t′) if t′ < t
∓ψˆ†(r′, t′)ψˆ(r, t) if t′ > t (A.39)
A.3.2. Imaginary Time
In the imaginary-time formalism of finite temperature Green functions, one replaces the
time parameter using the substitution it → τ . There are two motivations for this change
of variables. From the analytic point of view, the simultanous appearance of Hˆ in the
exponential, once with the real prefactor β and another with the imaginary prefactor it,
suggests that making both prefactors real would make things more uniform and easier to
handle. From the numerical point of view, it turned out that calculating retarded Green
function at finite temperature directly is faced with technical problems which are avoided
when we go to imaginary time.
The imaginary-time Green function (also called Matsubara Green function) is defined as
G(κ, κ′, τ, τ ′) ≡ −
〈
T
{
cˆκ(τ), cˆ
†
κ′(τ
′)
}〉
(A.40)
where τ, τ ′ are real numbers in the range [−β,+β], T is the time ordering operator defined
in Eq. (A.39) and the operators are defined in the imaginary-time Heisenberg picture
where6
Oˆ(τ) ≡ eHˆτ Oˆe−Hˆτ
Periodicity and Frequency Domain First, as usual we assume the Hamiltonian is
time independent and so only time differences matter and we can set the second time
parameter to zero
G(κ, κ′, τ) ≡ G(κ, κ′, τ, 0) (A.41)
Now we state without proof that the imaginary-time Green function has the following
anti-periodic (for fermions) or periodic (for bosons) property
G(κ, κ′, τ + β) = ∓G(κ, κ′, τ) for − β ≤ τ < 0 (A.42)
or equivalently
G(κ, κ′, τ − β) = ∓G(κ, κ′, τ) for 0 < τ ≤ +β (A.43)
Note that these relations hold only inside the interval [−β,+β]. However, they can be
imposed outside the interval by definition7.
6Remember that our convention of Hˆ representing Hˆ − µNˆ still holds.
7Remember that G was originally defined only inside the interval [−β,+β] and we can extend it outside
the interval by repeating its values periodically.
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Using the (anti-)periodicity, imaginary-time Green function can be expanded as a Fourier
series
G(κ, κ′, τ) = 1
β
∑
ωn
e−iωnτG(κ, κ′, iωn) (A.44)
G(κ, κ′, iωn) =
∫ β
0
dτeiωnτG(κ, κ′, τ) (A.45)
where ωn are called Matsubara Frequencies. They are the only frequencies where G(iωn) is
defined and are given by
ωn ≡(2n+ 1)pi
β
(Fermions)
ωn ≡2npi
β
(Bosons)
(A.46)
where n is any integer number.
A.4. Analytic Properties and Analytic Continuation
From the definitions of Matsubara and causal Green functions, we can already establish a
connection between the two in the time domain
G(κ, κ′, τ) = −iGC(κ, κ′,−iτ) (A.47)
The relation between the retarded and advanced Green functions and Matsubara Green
function is a bit trickier and to see it we need to go to the so called Lehmann Representation
in frequency domain.
Lehmann Representation We insert a complete set of eigenstates (complete in Fock
space, so no restriction on particles number) in the diagonal elements of Green function
GR(κ, t) ≡ GR(κ, κ, t, 0)
= −iθ(t) 1
Z
{∑
n
∑
m
〈n| e−βHˆeiHˆtcˆκe−iHˆt |m〉 〈m| cˆκ† |n〉
±
∑
n
∑
m
〈n| e−βHˆ cˆκ† |m〉 〈m| eiHˆtcˆκe−iHˆt |n〉
}
= −iθ(t− t′) 1
Z
{∑
n
∑
m
e−βEnei(En−Em)t| 〈m| c†κ |n〉 |2
±
∑
n
∑
m
e−βEnei(Em−En)t| 〈n| c†κ |m〉 |2
}
= −iθ(t) 1
Z
∑
n
∑
m
{e−βEn ± e−βEm}ei(En−Em)t| 〈m| c†κ |n〉 |2
(A.48)
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where Z =
∑
n 〈n| e−βHˆ |n〉.
Similarly, for the other Green functions:
GA(κ, t) =iθ(−t) 1
Z
∑
n
∑
m
{e−βEn ± e−βEm}ei(En−Em)t| 〈m| c†κ |n〉 |2 (A.49)
G(κ, τ) =− 1
Z
∑
n
∑
m
{θ(t)e−βEn ± θ(−t)e−βEm}e(En−Em)τ | 〈m| c†κ |n〉 |2 (A.50)
These are Lehmann representations in time domain. Now we go to the frequency domain.
For real-time functions, we use Fourier transform Eq. (A.34)
GR(κ, ω) =
∫ +∞
−∞
eiωtGR(κ, t)dt
=
−i
Z
∑
n
∑
m
{e−βEn ± e−βEm}| 〈m| c†κ |n〉 |2
∫ +∞
−∞
θ(t)ei(ω+En−Em)tdt
(A.51)
But ∫ +∞
−∞
θ(t)ei(ω+En−Em)tdt =
[
ei(ω+En−Em)t
i(ω + En − Em)
]t→∞
t=0
(A.52)
where the upper limit is oscillating and has no specific value. But if we add an infinitesi-
mally small positive imaginary part ω → ω + i, then the exponent becomes negative and
the upper limit converges to zero. So we get
GR(κ, ω) =
1
Z
∑
n
∑
m
{e−βEn ± e−βEm} | 〈m| c
†
κ |n〉 |2
ω + En − Em + i (A.53)
Similarly for the advanced Green functions:
GA(κ, ω) =
1
Z
∑
n
∑
m
{e−βEn ± e−βEm} | 〈m| c
†
κ |n〉 |2
ω + En − Em − i (A.54)
For the imaginary-time Green function, we use the Fourier series Eq. (A.45)
G(κ, iωn) = − 1
Z
∑
n
∑
m
e−βEn | 〈m| c†κ |n〉 |2
∫ β
0
dτe(iωn+En−Em)τ
= − 1
Z
∑
n
∑
m
e−βEn | 〈m| c†κ |n〉 |2
e(iωn+En−Em)β − 1
iωn + En − Em
=
1
Z
∑
n
∑
m
{e−βEn ± e−βEm} | 〈m| c
†
κ |n〉 |2
iωn + En − Em
(A.55)
where eiωnβ = ∓1 using Eq. (A.46).
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By comparing Lehmann representations Eqs. (A.53), (A.54), and (A.55), we see that we
can switch between them using the substitutions
Matsubara ←→ Retarded
iωn ←→ ω + i
(A.56)
Matsubara ←→ Advanced
iωn ←→ ω − i
(A.57)
Spectral Function We now introduce the spectral function
A(κ, ω) ≡ 1
Z
∑
n
∑
m
{e−βEn ± e−βEm}| 〈m| c†κ |n〉 |2δ(ω + En − Em) (A.58)
this allows us to write the Lehmann representations in a concise form
GR(κ, ω) =
∫
dω′
A(κ, ω′)
(ω + i)− ω′ (A.59)
GA(κ, ω) =
∫
dω′
A(κ, ω′)
(ω − i)− ω′ (A.60)
G(κ, iωn) =
∫
dω′
A(κ, ω′)
iωn − ω′ (A.61)
It is clear that the three functions are different faces of the same coin; a single function
defined in the whole complex plane of frequency 8
G(κ, z) =
∫
dω′
A(κ, ω′)
z − ω′ (A.62)
where G(κ, iωn) are its values on the imaginary axis while GR(κ, ω) and GA(κ, ω) are its
values slightly above and slightly below the real axis, respectively (see Fig. A.2).
We can read from Eq. (A.62) the analytic properties of G. On the part of the real axis
where A is discrete i.e. a sum of delta functions at separate points, G has simple poles at
those points. On the other hand, when A is continuous, which is the usually the case, we
have a branch cut on the real axis. Compare this with the one-body case (see Fig. A.1).
The spectral function has two important properties :
1. Non-Negativity9: A(κ, ω) ≥ 0 (for fermions) , A(κ, ω)/ω ≥ 0 (for bosons).
2. The sum rule10:
∫
dωA(κ, ω) = 1.
8Note the similarity with the one-body case Eq. (A.16)
9This can be checked readily from the definition of the spectral function. For fermions, all terms are
positive. For bosons, when ω > 0 then Em > En so (e
−βEn − e−βEm) > 0 and vice versa.
10This can be checked by plugging the definition in the integral, noticing that the integral of a delta function
is one and employing the commutation/anti-commutation relations.
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Im Z
Re Z
Fig. A.2.: Analytic Structure of G(z). The Matsubara Green function G(iωn) is defined
on the imaginary axis at Matsubara frequencies and can be analytically con-
tinued in the upper half-plane to get the retarded Green function GR(ω) or in
the lower half-plane to get the advanced Green function GA(ω).
Analytic Continuation Finally we come to the analytic continuation problem. The
term analytic continuation refers, in general, to the process of obtaining the values of a
function on some axis in the complex plane knowing its values on another axis. In our case,
it is obtaining GR/A(ω) from G(iωn) (see Fig. A.2). However, the retarded and advanced
Green functions are themselves not very interesting but rather the spectral function because
many dynamical properties of the system are directly related to the spectral function. On
the other hand, Quantum Monte Carlo (QMC) simulations provide Green function values
at Matsubara frequencies G(iωn) or imaginary-time points G(τ).
We have already established the relation between G(iωn) and A(ω) in Eq. (A.61) and
to obtain the relation between G(τ) and A(ω), we apply the inverse Fourier transform
Eq. (A.44) to Eq. (A.61)
G(τ) = 1
β
∑
ωn
e−iωnτG(iωn) =
∫
dωA(ω)
1
β
∑
ωn
e−iωnτ
iωn − ω (A.63)
Summation over Matsubara frequencies is done by applying the following trick
1
β
∑
ωn
g(iωn) =
1
β
∑
z0∈ poles of h(z)
Res g(z0)h(z0) =
1
2piiβ
∮
C1
dz g(z)h(z) (A.64)
where h(z) is an auxiliary function that has poles at Matsubara frequencies and residues
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Im Z
Re Z
C1
Poles of g(z)
Poles of h(z) (Matsubara frequencies)
C2
Fig. A.3.: Evaluating Matsubara frequencies summation using contour integral.
of one. Two such auxiliary functions are
h1(z) =
β
1± e−βz , h2(z) =
−β
1± eβz (A.65)
If g(z) has simple poles away from the imaginary axis, we can deform the integration path
C1 into C2 (see Fig. A.3) ∮
C1
dz g(z)h(z) =
∮
C2
dz g(z)h(z) (A.66)
Assuming that g(z)h(z) decays sufficiently at large z, contributions from the infinite circles
of C2 vanish and the poles of g(z) can be isolated
1
β
∑
ωn
g(iωn) =
1
2piiβ
∮
C2
dz g(z)h(z) = − 1
β
∑
z0∈ poles of g(z)
Res g(z0)h(z0) (A.67)
Now back to Eq. (A.63), we have g(z) = e−izτ/(z − ω). For τ > 0, we should choose h1(z)
as an auxiliary function to balance the divergence in g(z) in the left half plane. This gives
us
G(τ) = −
∫
dω
e−τω
1± e−βωA(ω) (for τ > 0) (A.68)
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While for τ < 0, we should choose h2(z) as an auxiliary function to balance the divergence
in g(z) in the right half plane. This gives us
G(τ) =
∫
dω
e−τω
1± eβωA(ω) (for τ < 0) (A.69)
the first relation is the interesting one because QMC simulations are done for positive
times.
Summery Analytic continuation of Green function is the problem of finding spectral
function values using Green function values either at Matsubara frequencies or at positive
imaginary times using the inverse of following relations
G(iωn) =
∫
dω
1
iωn − ω A(ω) (A.70)
G(τ) =
∫
dω
−e−τω
1± e−βω A(ω) (A.71)
See Refs. [18, 19, 20, 21, 22] for further information on Green functions and their analytic
properties.

A P P E N D I X B
Sampling Truncated Univariate
Normal Distribution
A truncated univariate normal distribution T N (µ, σ2, a, b) is the probability distribution
of a normally distributed random variable N (µ, σ2) whose values are bounded to the in-
terval [a, b]. Regarding sampling this distribution, it is sufficient to focus on the standard
distribution only, i.e. µ = 0 and σ = 1 because a random variable r drawn form a
general distribution T N (µ, σ2, a, b) is related by the transformation r = µ + σ ∗ r′ to a
random variable r′ drawn form the standard one T N (0, 1, a′, b′) where a′ = (a− µ)/σ and
b′ = (b− µ)/σ.
We describe here an efficient sampling algorithm based on Ref. [23]. The algorithm uses
the accept-reject method heavily, so let us review it. If we have a probability distribution
f(x) that is hard to sample, but we can sample a closely related distribution g(x) where
Mg(x) is always above f(x) for some constant M , then we can sample f(x) by sampling
g(x) and accepting samples with probability f(x)/(Mg(x)). The efficiency of this method
is measured by its acceptance rate which is the average acceptance probability∫
dxg(x)(f(x)/Mg(x)) = 1/M . (B.1)
This implies that M should be as small as possible while still Mg(x) ≥ f(x). Therefore,
the best value of M is the maximum of f(x)/g(x).
Verifying that the accept-reject method gives the desired distribution is easy. The proba-
bility of obtaining a sample in the interval xdx in a single run is g(x)(f(x)/Mg(x))dx =
f(x)/Mdx. In a large set of samples drawn using this method, the number of samples in
that interval is proportional to f(x)/Mdx, while the total number of samples is propor-
tional to the acceptance rate, 1/M . This mean that samples are distributed according to
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f(x). Sec. II.3 of Ref. [24] provides rigorous mathematical treatment. Also see Sec. 7.3.6
of Ref. [25] for a geometrical explanation of the method.
Let us first discuss sampling left-truncated normal distribution, i.e. a ≥ 0 and b = ∞.
This will be used later as a sub-algorithm within the main one. A straightforward way of
sampling is to propose samples from the normal distribution and reject the ones that are
smaller than a. The acceptance rate of this method is simply Ia/I where
Ia := Pr(x ≥ a) =
∫ +∞
a
e−x
2/2dx =
1
2
erfc(
a√
2
) , (B.2)
I :=
∫ +∞
−∞
e−x
2/2dx =
√
2pi , (B.3)
and erfc is the complementary error function. For small a, the acceptance rate is around
0.5, but it approaches zero very quickly for large a, so we need a more efficient method.
We use the accept-reject method with f(x) = e−x2/2/Ia, the desired left-truncated normal
distribution, and g(x) = αe−α(x−a), the generalized exponential distribution in the interval
[a,∞]. The best value of M , as discussed earlier, should be chosen as the maximum of the
function
f(x)
g(x)
=
1
αIa
e−x
2/2−α(x−a) =
1
αIa
e−(x−α)
2/2e−αa+α
2/2 . (B.4)
This function is a Gaussian of mean α and maximum M = e−αa+α2/2/(αIa) which lies
within the interval [a,∞] if α ≥ a.
The parameter α is chosen such that it maximizes the acceptance rate 1/M = αIae
αa−α2/2.
Setting the derivative of the acceptance rate to zero gives the best value α? = (a+
√
a2 + 4)/2
which corresponds to an acceptance rate of α?Iae
(α?a−1)/2. As a function of a, the worst
case acceptance rate of this method is 0.5 for a = 0 and it increases rapidly as a gets larger.
Now we are back to sampling the general doubly-truncated normal distribution. We dis-
tinguish between three cases depending on the positioning of the truncation interval:
• Case 1: a < 0 < b (mean is within the interval)
If the interval is wide enough, a reasonable method is to repeatedly sample the normal
distribution and reject samples lying outside the interval [a, b]. The acceptance rate
of this method is (Ia − Ib)/I where Ia and I are defined in Eq. B.2 and Ib is defined
similarly.
When the interval is narrow, it is better to start from the numbers within the inter-
val. We use the accept-reject method with with f(x) = e−x2/2/(Ia − Ib), the desired
truncated normal distribution, and g(x) = 1/(b − a), the uniform distribution in
the interval [a, b]. In this case, M = (b − a)/(Ia − Ib) and the acceptance rate is
(Ia − Ib)/(b− a).
Comparing the acceptance rates of the two methods, we see that the second one is
more efficient when the interval is narrow, specifically when b− a < √2pi.
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• Case 2: 0 ≤ a < b (interval is on the left tail)
If the interval is wide enough, we use the previously described efficient algorithm
of sampling the left-truncated normal distribution to get samples greater than a.
Then we accept only samples smaller than b. The acceptance rate of this method is
(Ib − Ia)/Ia. Combining it with the acceptance rate of the sub-algorithm, we get a
total acceptance rate of (Ib − Ia)α?e(α?a−1)/2.
When the interval is narrow, we use accept-reject method with f(x) = e−x2/2/(Ia − Ib),
the desired truncated normal distribution, and g(x) = 1/(b−a), the uniform distribu-
tion in the interval [a, b]. In this case, M = (b−a)/(Ia−Ib)e−a2/2 and the acceptance
rate is ea
2/2(Ia − Ib)/(b− a).
Comparing the acceptance rates of the two methods, we see that the second one is
more efficient when the interval is narrow, specifically when b−a < 2
√
e
a+
√
a2+4
e
a2−a
√
a2+4
4 .
• Case 3: a < b ≤ 0 (interval is on the right tail)
Draw a positive sample from the interval [−b,−a] as descried in the case 2, then
negate the result.
Implementation
We provide here a python implementation of the previously described method. The main
function is tnorm; all other functions are auxiliary.
from math import *
from numpy import random
from scipy.stats import expon
from scipy.stats import norm
#Left-truncated standard normal
def ltnorm_std(a):
alpha=0.5*(a+sqrt(a**2+4))
i=0
while(True):
#This procedure takes the scale parameter of the exponential
#distribution as the second argument. This is simply the inverse
#of the rate parameter ’alpha’ used in text.
z=expon.rvs(a,1.0/alpha)
rho=exp(-0.5*(z-alpha)**2)
u=random.uniform(0,1)
if(u<=rho):
return z
#Case1: use it only when a*b<0. It works when either a or b is infinity.
def tuvnorm1(a,b):
if((b-a)>=sqrt(2*pi)):
while(True):
r=norm.rvs(0,1)
if((r>=a)and(r<=b)):
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return r
else:
while(True):
z = random.uniform(a,b)
rho = exp(-0.5*z**2)
u=random.uniform(0,1)
if(u<=rho):
return z
#Case2: use it only when 0<a<b. It works when b is infinity.
def tuvnorm2(a,b):
temp=sqrt(a**2+4)
if(b>a+( 2*exp(0.5+0.25*a*(a-temp))/(a+temp))):
while(True):
r=ltnorm(a)
if(r<=b):
return r
else:
while(True):
z = random.uniform(a,b)
rho = exp(0.5*(a**2-z**2))
u=random.uniform(0,1)
if(u<=rho):
return z
#Standard normal distrubution (mu=0, sigmal=1) truncated on interval [a,b]
def tnorm_std(a, b):
#print a,b
if(a>b):
raise Exception("tnorm: Truncation interval is empty!")
elif(a==b):
return a
elif(a*b<0): #Case 1
return tuvnorm1(a,b)
elif(a>=0): #Case 2
return tuvnorm2(a,b)
else: #Case 3
return -1*tuvnorm2(-b,-a)
#General normal distrubution truncated on interval [a,b]
def tnorm(mu,sigma, a, b):
a2 = (a-mu)/sigma
b2 = (b-mu)/sigma
r2 = tnorm_std(a2,b2)
r = mu+sigma*r2
#In exact arithmatic, the following conditions are always statisfied.
#However, for very large values, roundoff errors may leads to violations
.
if(r<a):
r=a
if(r>b):
r=b
return r
A P P E N D I X C
Blocking Method: Estimating
Mean’s Error
The SMS method approximates the mean of a distribution using a finite population1 and
thus the computed mean differs from the actual one by an amount that diminishes as the
population size increases. We can estimate this error using the standard deviation of the
population mean; an easy task when the samples are uncorrelated. However, since our
samples are drawn using Gibbs sampling (a Markov chain), they are correlated and using
the uncorrelated formula would give very small and misleading error estimates. To get
reliable error estimates, we use the blocking method described in Ref. [26].
Let us suppose, we have n samples drawn from a probability distribution with mean µ and
variance σ2, then we can approximate the mean µ using the average m
µ ≈ m ≡ 1
n
n∑
i=1
xi , (C.1)
and the variance of m reads
σ2(m) =
1
n2
n∑
i=1
n∑
j=1
Cov(xi, xj) . (C.2)
where Cov(xi, xj) is the covariance between sample i and sample j.
1Population means a set of samples drawn from some probability distribution. They can be correlated or
uncorrelated.
82 Blocking Method: Estimating Mean’s Error
0 5 10 15 20 250.0000
0.0001
0.0002
0.0003
0.0004
0.0005
Fig. C.1.: Estimate of σ(m) against the number of block transformations for samples
drawn from the standard normal distribution using typical random library
procedure. Notice that we are at the plateau from the very beginning because
the samples are uncorrelated.
Uncorrelated Case When the samples xi are uncorrelated, the covaraince matrix is
diagonal. Since the samples are drawn from the same probability distribution, the diagonal
elements are identical and equal the variance of the probability distribution. Therefore,
the previous expression reduces to:
σ2(m) =
1
n2
n∑
i=1
Cov(xi, xi) =
1
n
σ2 . (C.3)
To estimate σ2, we use the unbiased variance estimator
σ2 ≈ 1
n− 1
n∑
i=1
(xi −m)2 . (C.4)
Substituting Eq. (C.4) in Eq. (C.3), we get
σ2(m) ≈ 1
n(n− 1)
n∑
i=1
(xi −m)2 = 1
n(n− 1)
n∑
i=1
(x2i +m
2 − 2mxi) . (C.5)
But n ·∑ni=1 xi = m according to Eq. (C.1), so
σ2(m) ≈ 1
n(n− 1)
n∑
i=1
x2i −
1
n− 1m
2 , (C.6)
and the standard deviation of the mean of a population of uncorrelated samples reads
σ(m) ≈ 1
n− 1
[∑n
i=1 x
2
i
n
− (
∑n
i=1 xi)
2
n2
]
. (C.7)
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Fig. C.2.: Estimate of σ(m) against the number of block transformations for samples
drawn from the standard normal distribution using Metropolis algorithm with
step size ∆ = 1. Notice that we reach the plateau after about 10 block trans-
formations.
Correlated Case For the general case of correlated samples, a direct approach to get
σ(m) is to estimate the covariance matrix between different samples and utilize Eq. (C.2).
The blocking method avoids the calculation of the covariance and it goes as following. We
divide the samples into “blocks” of size 2 and compute the average of each block. This gives
a new set of samples x′i = x2i + x2i+1 where i = 1, .., N/2. We repeat this transformation
recursively and at each time we compute σ(m) using x′i as if they were independent using
Eq. (C.7). As the block size increases (it doubles each time), σ(m) increases but after
enough number of transformations (when the block size is larger than correlation time), it
reaches a fixed point and does not change by further blocking. This fixed point of σ(m)
is the “true” value we are looking for. Further blocking will eventually lead to fluctuating
values of σ(m) because the number of blocks gets smaller and the estimator becomes
inaccurate.
The proof that repeated blocking gives less correlated samples can be found in Ref. [26].
Assuming that this is true, we can give a simple argument why a plateau should exists. If
we apply the blocking to a population of uncorrelated samples, we will obtain a new set of
samples of half the size. Each new sample has half the original variance because
Var
(
xi + xj
2
)
=
1
4
Var(xi + xj) =
1
4
Var (xi) +
1
4
Var (xj) =
σ2
2
(C.8)
Besides, the new set of samples has the same average m. Now we compute the variance of
the mean of the new set using Eq. C.3
σ′2(m) =
1
n/2
σ2/2 = σ2(m) , (C.9)
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which gives the same value we obtain from the original set of samples. This means that
once the samples we obtain by repeated blocking are uncorrelated, the estimate of the
σ(m) (assuming we have enough number of samples) reaches a fixed point and stays the
same upon further blocking.
Applying the method is easy. Plot the standard deviation σp(m) against the number of
transformations p = log2(b), where b is the block size, and look for a plateau in the plot.
Ref. [26] provides the following error estimate for σ(m)
Error in σ(m) ≈ ± σ(m)√
2(n− 1) (C.10)
which is used to compute error bars in the previous plot. We will also use it later in
detecting the plateau automatically.
As an illustrating example, we generate three sets of samples drawn from a standard normal
distribution. Each set has 223 samples and the sets differ in the amount of correlation. In
the first set, the samples are generated using a common library procedure for generating
normal random variables. In the second and third sets, we generate the samples using
Metropolis algorithm where the suggested moves lie uniformly in the interval [−∆,+∆]
with ∆ = 1 and ∆ = 0.1, respectively. For the first case (see Fig. C.1), the samples are
completely uncorrelated and thus we are at the plateau from the very beginning. In the
second and third cases, the Metropolis algorithm is a Markov chain and that generates
correlated samples. The correlation is smaller for the second case than for the third,
because in the second one we allow moves up to one standard deviation, while the allowed
moves are smaller for the third case and thus the sampling is less efficient. This difference
in correlation time is reflected in (see Fig. C.2) and (see Fig. C.3) where we see that the
plateau is reached after about 9 transformations for the second set while it needs about 14
transformations for the third set.
Detecting the plateau In the examples, we had to plot σ(m) against the number of
block transformations and detect the plateau by looking at the plot checking whether it is
flat within errorbars. However, it is desirable to have an automatic procedure of detecting
the plateau.
We propose the following criterion. We are at the plateau when σ(m) as a function of the
number of block transformations is constant. A constant function is a function whose all
derivatives are zero. Practically, we found that it is sufficient to check only the first two
derivatives. So the detecting procedure is as following:
Scan points from left to right. For each point, evaluate the first and second derivatives
using central-difference formulas. If their value is less than the error estimate at that point,
Eq. (C.10), then we are at the plateau and the value of σ(m) at that point is our best
estimate. The last few points (say 3 or 4 points) should excluded be from the scan because
their values and the error estimate of their values are unreliable as they are calculated with
very few number of samples. If the criterion is not satisfied for any point, then the plateau
does not exist and more samples are needed.
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Fig. C.3.: Estimate of σ(m) against the number of block transformations for samples
drawn from the standard normal distribution using Metropolis algorithm with
step size ∆ = 0.1. Notice that we reach the plateau after about 15 block
transformations.
Implementation
Ref. [27] describes an efficient algorithm and data structure for implementing the blocking
method. A python code of this algorithm combined with our method of detecting the
plateau is provided below.
from __future__ import division
from matplotlib.pylab import *
from numpy import *
#Helping Class
class Statistic(object):
def __init__(self):
self.num = 0
self.sum = 0.0
self.sumSq = 0.0
self.waitingSample = None
def addSample(self, sample):
self.num += 1
self.sum += sample
self.sumSq += sample**2
if(self.waitingSample == None):
self.waitingSample = sample
return None
else:
avgSample = (self.waitingSample+sample)/2.0
self.waitingSample = None
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return avgSample
def getMean(self):
return self.sum/self.num
#mean’s standard deviation
def getS(self):
return sqrt((self.sumSq/self.num - (self.sum/self.num)**2)/(self.num
-1))
#error in mean’s standard deviation
def getSErr(self):
return self.getS()/sqrt(2*(self.num-1))
#Main Class.
#Simply add the samples as they arraive using addSample().
#At any time, call getMean() and getS() to get the samples mean and its
#standard deviation.
#Each sample is assumed to be a numpy array.
class Decorrelation(object):
def __init__(self):
self.samplesN = 0
self.stats = list()
self.lastSample = None
#how many several consecutive points should statisfy the zero
#derivatives condtion
self.plateauLenght = 1
#how many values to discard from the end
self.discard = 4
#we assume that the samples are numpy arrays
def addSample(self, sample):
self.lastSample = sample
self.samplesN += 1
for stat in self.stats:
sample = stat.addSample(sample)
if(sample==None):
break
if(sample!=None):
newStat = Statistic()
newStat.addSample(sample)
self.stats.append(newStat)
#return the mean of the samples
def getMean(self):
#all stats should theortically give the same mean
#(when the number of samples in a power of two). However, the last
one
#is however more numerically stable since summation is done pairwise
.
return self.stats[-1].getMean()
#return best estimate of mean’s standard deviation for all components
#when the plateau is not found, a nan value is returned.
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def getS(self):
sampleSize = len(self.lastSample)
isPlateau = zeros(shape=(sampleSize,len(self.stats)), dtype=bool)
for j in range(1,len(self.stats)-self.discard-1):
Sj = self.stats[j].getS()
Sp = self.stats[j+1].getS()
Sm = self.stats[j-1].getS()
derv1= abs(Sp-Sm)/2.0
derv2= abs(Sp-2*Sj+Sm)
eps = self.stats[j].getSErr()
isPlateau[:,j] = logical_and(less(derv1, eps), less(derv2, eps))
shift = 1
while(shift<self.plateauLenght & (j-shift)>=0):
isPlateau[:,j-shift] = logical_and(isPlateau[:,j-shift],
isPlateau[:,j])
shift+=1
s = ones(sampleSize)*nan
for j in range(1,len(self.stats)-self.discard-self.plateauLenght):
Sj = self.stats[j].getS()
for i in range(sampleSize):
if(isPlateau[i,j] and isnan(s[i])):
s[i] = Sj[i]
return s
#plot mean’s standard deviation with error bars for a specific
#samples’ compnent
def plotS(self, i):
mdevs = list()
mdevErrs = list()
#last stats contains only one sample so no variance
for j in range(len(self.stats)-1):
mdevs.append(self.stats[j].getS()[i])
mdevErrs.append(self.stats[j].getSErr()[i])
errorbar(range(len(self.stats)-1) , mdevs, yerr=mdevErrs)
show()
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