ABSTRACT In this paper, we consider the stability of the system with time-varying delay. By partitioning the delay interval and taking account of the triple integral term, a new augmented Lyapunov-Krasovskii function (LKF) is proposed. The Wirtinger-based inequality and improved convex combination method are applied to estimate the upper bound of the derivative produced by LKF. For the quadratic functions, we make full use of the convex approaches. The Moon inequality mixes the convex approach is applied to tackle with the integral term made by the Wirtinger-based inequality. Then according to the result, our method can obtain less conservative stability condition. Finally, examples are provided to demonstrate our method is efficiency.
I. INTRODUCTION
Time delay, nonlinearity and uncertainty generally exist in the control models with various forms [1] -[ [6] . As is known to all, those may be the root of the divergence, oscillation, deteriorated performance and even instability. Now, increasing attention has been attracted to the stability analysis of the control systems owing to its wide application in neural networks, synchronization control, sliding-mode control and complex network model [7] - [13] . Recently, the research on the stability analysis of the linear systems has got considerable achievements with time-varying delay [14] - [21] .
For the stability problem of the time delay system, our aim is to seek less conservative stability criterion, the upper bound of the delay is regarded as a vital index to appraise conservatism.The Lyapunov-Krasovskii function (LKF) approach is regarded as the most effective solution to derive the stability condition for delaydependent systems. Although the LKFs method can be conveniently represented by linear matrix inequalities, it has certain conservatism. In order to reduce conservatism, existing work have developed many bounding techniques, such as [22] and [23] apply delay partitioning method to the interval delay, [24] , [25] mix the free-weighting matrices to the LKFs, and integral inequality is applied in [26] and [27] .
Above all, Jensen's inequality is applied and deemed the most powerful method. Based on the Jensen inequality, [28] introduces a new integral inequality, Wirtinger inequality, which includes the Jensen's inequality as a special case. The Wirtinger inequality is more general than Jensen inequality, so it can obtain the less conservatism result. Moreover, the reciprocally convex approach is used to analyse the stability of the time-varying delay systems [29] . In view of the Wirtinger inequality, [30] proposes the Wirtinger-based inequality, which is a more accurate integral inequality. As we all know, the Jensen inequality combine with reciprocally convex method can reduce conservatism effectively [29] . The combination of reciprocally convex approach and Jensen inequality can compensate the lack of conservatism caused by Jensen inequality [29] . But the combination method is ineffective when Jensen inequality substituted by Wirtingerbased inequality. Meanwhile, the second-order reciprocally convex combination method based on the reciprocally convex approach is proposed in [31] . Applying the secondorder convex method, we can easily obtain the upper bound of the quadratic functions. Moreover, triple integral has been more and more introduced in the LKFs to obtain less conservatism [31] , [37] .
Motivated by above, we make further efforts to consider the stabilization of the systems with time-varying delay in this paper. Based on the convex method and Wirtinger-based inequality, a novel LKFs are constructed encompassing triple integral. Then we use the Moon inequality combine with the reciprocally convex method to estimate the upper bound of the quadratic functions. Besides, the second-order reciprocally convex method also is used to acquire upper bound directly. Therefore, we propose a less conservatism stabilization method for the time-varying delay systems.
The remaining of the paper are arranged as below: Section 2 states the system description and some of the possible preliminaries in the later proof. We provide the stability analysis for the system with time-delay in section 3. Numerical examples are provided in section 4 to prove the effectiveness of our stability condition. The section 5 draws a conclusion of this paper.
Notation: In this paper, He(A) = A + A T , diag{·} represents block diagonal matrix, I represents block unit matrix, the superscript T of the matrix denotes matrix transposition, and * stands for the symmetric term of the matrix.
II. PRELIMINARIES
Consider the following linear time varying delay systems:
where x(t) is state vector, A and A d are constant matrices, θ (t) is initial value of the system with time-delay. h t is timevarying delay satisfying
The scalar h 1 and h 2 represent the lower and upper bounds of the time-varying delay, respectively. In order to prove our theory, some integral inequalities and matrix inequalities are introduced in this section.
Definition 1 [31] : For the function i , i = 1, 2, 3 · · · N , suppose it has positive values in a unclosed set C ∈ R n . Then, the second-order reciprocally convex combination of i over C is a function of this form:
where the scalar λ i > 0 and i λ i = 1 Lemma 1 [29] : Suppose ν 1 , ν 2 . . . ν n are positive value functions over the open set C. Then, the reciprocally convex combination of ν i holds :
Lemma 2 [32] : Suppose x(t) is any integrable function in [a, b] → R n , for a positive definite matrix W the following inequality holds
where
Lemma 3 [33] : For any matrix P, N i , i = 1, 2 and any scalar α satisfying 0 < α < 1, the following equality (4) holds, where
III. MAIN RESULTS
In this section, we discuss the stability condition of the system (1). By constructing a new LKF, we propose a new stability condition with the second-order reciprocally convex combination method and Wirtinger-based inequality. Firstly, we define the symbol h 12 = h 2 − h 1 Theorem 1: If there are positive definite matrix P ∈ R 3n , Q 1 , Q 2 , R 1 , R 2 and S ∈ R n and the matrices N k , k=1,2,3,4 with appropriate dimensions for the given real number h 1 , h 2 , the system (1) is asymptotically stable for the time-delay h t satisfying (2) and Lipschitz continuity such that
Proof : Defining the LKF as follows:
The derivative of V i (t) in (7) along (1) as followṡ
According to the Lemma 2, we obtain
Similarly q 2 (t) = −h 12
In view of the Lemma 1, then we can get the following inequality:
On account of (3) and Lemma 1, the upper bounds for the second-order reciprocally convex combinations inV 4 for matrices N 3 and N 4 satisfying (6) then
All of the above, We can obtaiṅ
Notice that (h t ) is an affine function respect to h t , the inequality (h t ) < 0 for any h t ∈ [h 1 , h 2 ] is tenable when (h 1 ) < 0 and (h 2 ) < 0. It is mean that if the two inequalities (h i ) < 0, i = 1, 2, then we can inferV (t) < 0, which completes the proof of theorem 1. Theorem 1 gets the stability condition by the Wirtinger inequality together with reciprocally convex combination method. For the q 2 (t), Theorem 1 applies the Wirtinger-based inequality to bound the upper, but the convex approach also can be used in (10) . Applying the Lemma 3, we can obtain the following theorem.
Theorem 2: for the given real number h 1 , h 2 , the time-delay h t satisfying (2) and Lipschitz continuity, if there are positive definite matrix P ∈ R 3n , Q 1 , Q 2 , R 1 , R 2 and S ∈ R n and the matrices M k , k=1,2 , N k , k=3,4 with appropriate dimensions such that satisfying (6) and the following inequality hold:
then the system (1) is asymptotically stable for the time-delay h t . Where the nation (h(t)), 0 , 1 , Q, A,R 1 , andR 2 have been defined in the Theorem 1, and Proof : Considering the LKF V (t) defined in (8) For the q 2 (t), according to the Lemma 2, we obtain Similarly
> 0, in view of the Lemma 3 with
T , then we can get the following inequality:
Let M 1 = T 2M 1 and M 2 = T 3M 2 , then the following inequality holds
According to the Theorem 1 and (17), we can obtaiṅ
where˜ (h t ) = 0 + H ,
. Similar to the Theorem 1,V (t) < 0 when˜ (h 1 ) < 0 and (h 2 ) < 0. Applying Schur compliment to (18) , then it can bring (14) , which completes the proof of theorem 2.
IV. NUMERICAL EXAMPLE
In order to prove the effectiveness of the proposed stability criterion, numerical examples are considered.
Example 1: Consider the time-delay system (1) with
For the example, Table 1 shows the maximum h 2 for the given lower bound h 1 . Obviously, the Theorem 2 shows effective results than the mentioned works in this paper. Concretely, [34] only applies the improved Wirtinger inequality and reciprocally convex approach. Based on [34] , we add a triple-integral term in the LKF, and the Moon inequality is used in the Theorem 2. The work [35] and Theorem 2 use the same inequality, but Theorem 2 mix the second-order reciprocally convex method. Meanwhile, it indicates our method has less conservatism for the stability condition. Compared with the date in Table 1 , it is known that Theorem 1 is better than other paper in a certain interval, but Theorem 2 is better than Theorem 1 on the performance of conservatism. Example 2: Consider the time-delay system (1) with
For the given h 1 , the maximal upper bound h 2 of delay are presented in Table 2 . Reference [36] gets the stability criterion based on the Jensen inequality. On this foundation, [29] applies the convex combination approach. By the Wirtinger inequality, [37] further reduce the conservatism of the stability analysis. Seen form the Table 2 , we can discover Theorem 2 can get better result.
Example 3: Consider the time-delay system (1) with
For the system, the maximum allowable delay bound for the given lower bound h 1 lists in the Table 3. Seen from  Table 3 , we can conclude easily that the stability condition proposed in Theorem 2 has less conservative than the works [31] , [36] , [37] .
As can be seen from the examples, the Theorem 2 can obtain a larger upper bound of the time-varying delay. It also interprets that the stability condition with less conservatism is acquired using our approach proposed in Theorem 2.
V. CONCLUSION
This paper has proposed a method for stabilization of timevarying delay systems. On the basis of the reciprocally convex method, the second-order reciprocally convex approach is used to estimate the upper bound of the derivative. On the other hand, we adopt the Wirtinger-based inequality to substitute the Jensen inequality. Meanwhile, a triple-integral term is introduced in the LKFs to get effective result for less conservatism. At the end of the paper, numerical examples are developed to testify the effectiveness of the provided stability control method.
With the development of stability technology, the controller is widely used in the control systems. Such as [39] designs sampled-data controller for Lur'e Systems, [40] studies the passive neural networks, [41] provides antidisturbance controller based on the disturbance observer, [42] constructs the sliding mode controller for the uncertain systems. In the future work, we can employ the stability method to the chaos system or T-S fuzzy system, to get satisfactory results. ZHANSHAN 
