A new tree automata framework, called equational tree automata, is presented. In the newly introduced setting, congruence closures of recognizable tree languages are recognizable. Furthermore, we prove that in certain useful cases, recognizable tree languages are closed under union and intersection. To compare with early related work, e.g. [7] , we discuss the relationship between linear bounded automata and equational tree automata. As a consequence, we obtain some (un)decidability results. We further present a hierarchy of 4 classes of tree languages.
Introduction
Over the past decade tree automata theory have been extensively studied and many applications were developed in various areas, e.g. for verification of cryptographic protocols [10, 12] , subtyping in programming language [9] and reduction strategies in term rewriting [6] . The devised techniques are based on "regular" tree automata, which are the counterpart of classical finite automata. The tree automata framework is very useful in the sense that many decision problems are known to be decidable and recognizable tree languages are closed under boolean operations.
In contrast to the situations where regularity allows us to design terminating procedures easily, non-regular languages, such as term algebras modulo congruence, are considered to be troublesome in the framework. In fact, it is undecidable whether or not congruence closure of a regular tree language is regular [7] . Even, except for a few examples [11] , AC-congruence closure of a regular tree language is not regular in general [5] . For instance, consider the signature F = { f, a, b }, where f is a binary function symbol, and a and b are constants. Let L be the set of (ground) terms t such that the number of occurrences of a in t is the same as the number of occurrences of b in t. The tree language L is not regular, because of Pumping Lemma [2] , although L defined below is regular and L is the AC-closure of L :
The aim of this paper is to introduce a new tree automata framework, called equational tree automata (ETA for short), in which congruence closures of recognizable languages are recognizable. Furthermore, we investigate the expressive power of the new tree language theory by comparing with other well-known classes. In the sense, we are concerned in the paper with questions about equational tree automata like in the following:
In the above formulae, P and Q are predicates for tree languages (TL for short). In particular, we spend the most of spaces to explain the relationship between the standard (finite bottom-up regular) tree automata and our equational extension. For instance, we discuss sufficient conditions for equational systems E and tree languages L that satisfy
The question asks us: under which condition it holds or does not hold that a tree language is recognizable with a TA A if and only if the E-congruence closure is recognizable with an ETA B/E. Another instance to be considered is whether or not it holds that for any tree language L,
ETA. L(B/E) = E(L).
The paper is organized as follows. The basics of tree automata and related theory are introduced in the next section. We show several positive answers to (Q1) and (Q2) in Section 3. We also present some decidability results by studying the relationship between linear bounded automata and equational tree automata. In Section 4, we show closure properties of union and intersection. We conclude in Section 5 by showing a hierarchy of 4 classes of tree languages. Open questions related to equational tree automata are also mentioned.
Preliminaries
A signature is a finite set F of function symbols together with natural numbers n for every f ∈ F. Here n is called the arity of f , denoted by arity(f ) = n. Function symbols of arity 0 are called constants. We assume the existence of countably infinite sets of variables V. The set T (F, V) of terms is inductively defined as follows: V ⊆ T (F, V) and f (t 1 , . . . , t n ) ∈ T (F, V) if the arity of f is n and t i ∈ T (F, V) for all 1 i n. The set T (F, ∅) of ground terms is denoted by T (F). Let be a fresh constant, named hole. The set T (F ∪{ }, V) of terms is denoted by C(F, V). Elements of C(F, V) are called contexts. The empty context is a hole. If C is a context with n holes and t 1 , . . . , t n are terms, C[t 1 , . . . , t n ] denotes the term obtained from C by replacing the holes from left to right by t 1 , . . . , t n . A substitution is a mapping σ from V to T (F, V). We write tσ for the result of applying σ to a term t, where σ is extended as f (t 1 , . . . , t n )σ = f (t 1 σ, . . . , t n σ). The set pos(t) of positions in a term t is defined by
Here ε is the empty sequence and p · q denotes concatenation of sequences p and q of positive integers. The position ε in pos(t) is called the root of t and a symbol at ε is denoted by root(t). A subterm of t at a position p is denoted by t |p and that is inductively defined as follows:
. . , t n ) and p = i · q with 1 i n.
The set pos(t) is divided into two sets pos V (t) = {p ∈ pos(t) | t |p ∈ V} and pos F (t) = pos(t) \ pos V (t). Intuitively, pos V (t) is the set of variable positions in t and pos F (t) is the set of function symbols. The length of a term t, denoted by |t|, is the number of elements in pos(t). The number of occurrences of a function symbol f in a term t is denoted by t f . We write t for the number of elements in pos F (t). Note that t = f ∈F t f . The set of variables appearing in t is denoted by var(t) and the set of function symbols in t is denoted by fun(t). Those multisets are denoted by var mul (t) and fun mul (t), respectively. The height of a term t, denoted by height(t), is defined by height(t) = 0 if t ∈ V;
An equation over the signature F is a pair (s, t) of terms s, t ∈ T (F, V). The equation (s, t) is denoted by s ≈ t. An equation l ≈ r is called linear if neither l nor r contains multiple positions of the same variable. We say l ≈ r is variable-preserving if var mul (l) = var mul (r). A variable-preserving equation l ≈ r is called length-preserving if l = r . An equation l ≈ r is called ground if l, r ∈ T (F), i.e. var(l) = var(r) = ∅. An equational system (ES for short) E is a set of equations. Given a set F (⊆ F) of some binary function symbols. The set of associativity axioms f (f (x, y), z) ≈ f (x, f (y, z)) for all f ∈ F is denoted by A(F ), and the set of commutativity axioms f (x, y) ≈ f (y, x) for all f ∈ F is C(F ). We write AC(F ) for the union of A(F ) and C(F ). If unnecessary to be explicit, we simply write A, C and AC. An ES E is called linear (variable-preserving, length-preserving, ground) if it consists of linear (variablepreserving, length-preserving, ground) equations. The binary relation s → E t is defined by letting s = C [lσ] and t = C[rσ] for some equation l ≈ r ∈ E, context C ∈ C(F, V) and substitution σ over T (F, V). In the paper, it is not guaranteed that r ≈ l ∈ E even if l ≈ r ∈ E. The symmetric closure of → E is denoted by E and the equivalence relation of → E (i.e., the reflexive-transitive closure of E ) is denoted by ∼ E .
A tree automaton (TA for short) A = (F, Q, Q f , R) consists of a signature F, a finite set Q of states (special constants with F ∩ Q = ∅), a set Q f (⊆ Q) of final states and a finite set R of transition rules in one of the following forms:
for some f ∈ F and p 1 , . . . , p n , q 1 , . . . , q n , q ∈ Q. In the latter form the root symbols in the left-and right-hand sides must be the same. An equational tree automaton A/E is the combination of a TA A and an ES E. We often denote A/E by the 5-tuple (F, Q, Q f , R, E) for convenience. An ETA A/E is called regular if R consists of transition rules in the shape of f (p 1 , . . . , p n ) → q. We say A/E is quasi-regular if for all l → r ∈ R such that root(l) / ∈ fun(E), r ∈ Q. Here fun is extended to be fun(E) = l≈r∈E (fun(l) ∪ fun(r)). Every TA is transformed to a regular TA with the same expressive power. The details are described in the next section. We say A/E is a C-TA (commutative-tree automaton) if E = C. An ETA R/E with E = A is called an A-TA (associative-tree automaton). Likewise, if E = AC, it is called an AC-TA. We write s → A/E t if there exist s , t such that 
Finally we spend the remaining space for explaining some concepts on tree grammars [4] . A tree grammar G is the 4-tuple (F, Q, q 0 , R), whose components are the signature F, a finite set Q of state symbols with fixed arities, an initial state constant q 0 (∈ Q) and a finite set R of pairs (l, r) of terms l, r ∈ T (F ∪ Q, V) such that var(r) ⊆ var(l) and fun(l) ∩ Q = ∅. We write l → r for a pair (l, r) ∈ R and we write → G for the induced binary relation. A tree language L is generatable if L = {t ∈ T (F) | q 0 → * G t} for some tree grammar G. For instance, we consider the tree language
The tree language L 1 is generatable. Actually, it is represented by the tree grammar
Recognizability and Some Decidability Results
We start this section by showing the previous tree language L 1 is not recognizable with an ETA. First we state the following property.
Lemma 1. For every TA A there exists a regular TA B such that L(A) = L(B).
Proof.
q}. Then it is easy to prove that for all t ∈ T (F), t → * A q ∈ Q if and only if
We suppose to the contradiction that there is an
In this case E is non-empty; otherwise, L 1 is recognized by a regular TA (Lemma 1). We take a term t = f n (g n (h n (a))) such that n > |Q| + |l| and n > |Q| + |r| for every l ≈ r ∈ E. Since t is accepted by A/E, there exists a derivation t → * A/E q for some q ∈ Q f . Sup-
is accepted for any i 0, but it contradicts to the assumption. Therefore L 1 is not recognizable, and thus, every generatable tree language is not recognizable. One should notice that {f n (g n (a)) | n 0} is recognized by an ETA (but not by a TA) having an equation
On the other hand, every recognizable tree language L(A/E) is generatable whenever E is linear. Let A/E = (F, Q, Q f , R, E). For all f ∈ F, we take fresh state symbols q f (for tree grammar) such that arity(q f ) = arity(f ). Now we define the tree grammar G = (F, Q , q 0 , R ∪ R ) as follows: Let φ be the mapping defined by
T (F) if and only if t → *
A/E q for some q ∈ Q f . We now consider the initial questions (Q1) and (Q2). First we observe that
As a consequence, we obtain a partial solution to the initial questions.
Lemma 2. Every regular ETA A/E with E linear satisfies E(L(A)) = L(A/E).

Proof. Since E(L(A)) ⊆ L(A/E) is trivial, we show the reverse. It suffices to prove →
Since r is a state in Q, there are the two cases as follows: If l ≈ r is applied above r, then r occurs below or at a variable position of l . Suppose σ = {x 1 
In this case the emptiness problem (i.e., a question if
In case E is also lengthpreserving, membership and finiteness problems are decidable.
Along the same lines of the proof of Lemma 1, we obtain another statement.
Lemma 3. Every ETA A/C has a TA B that satisfies L(A/C) = L(B).
Proof. We use the similar construction of the proof of Lemma 1.
Moreover, every C-congruence closure of a regular tree language is recognizable with a regular TA (e.g. Exercise 12(3) in [2] ). Hence there exists a TA B such that C(L(A )) = L(B).
Accordingly, we have the positive partial solutions: if E is a linear ES,
As a special case, if E = C, the regularity condition for A and B is unnecessary (Lemma 3). Moreover, we showed C-TA's have the same expressive power as regular TA's have. Another particular known case is E ground. Dauchet and Tison [3] showed E(L(A)) is regular whenever E is ground, so there exists a
We can also prove L(B/E) is regular for any ETA B/E with E ground, because → B · E ⊆ E ·→ B in this case.
In contrast to the situation in Lemma 2, A and B in the above formula are not necessarily the same. This leads us to a new question; that is, whether or not the regularity of A and B is really essential in the formula. We are concerned with this question in the following part.
Ground term rewriting and regular tree automata are closely related each other. In fact, the "word problem" for ground theory is solvable, by reducing to TA's intersection-emptiness problem which is decidable. The same result holds for ground C-theory. In contrast, it is known that word problem for ground Atheory is undecidable, which was proved by Post [13] . In term rewriting, Deruyver and Gilleron [5] showed reachability of ground A-term rewriting is undecidable.
In equational tree automata framework a similar phenomenon can be found. The problem is regularizability of transition rules of A-symbols in A-TA. One should notice that every A-TA can be transformed to a quasi -regular A-TA. (A) and p 1 , . . . , p n , q ∈ Q such that  f (p 1 , . . . , p n ) → * A q}. We take B/A = (F, Q, Q f , S, A) by letting S be the union of R and {l → r ∈ R | root(l) ∈ fun(A)}. Suppose t ∈ T (Q ∪ F) such that t → * A/A q for some q ∈ Q. Using the induction on the size of terms we show t → * B/A q below. If t is a constant c ( / ∈ Q), there exists a rule c → q ∈ R, and thus c → q ∈ R . If t is a state then t = q. Otherwise, there exist a term t ∈ T (Q ∪ F) and a derivation t → *
Lemma 4. Every A/A has a quasi-regular B/A that satisfies L(A/A) = L(B/A).
Proof. Let
and t i ∈ T (Q∪(F\fun(A))) for all 1 i n. Here we assume t 1 , . . . , t n are maximal subterms. Let However, every quasi-regular A-TA is not always simplified to a regular A-TA with the same expressive power. In the remaining (but major) part of this section we explain the reason, by introducing linear bounded automata found in Hopcroft and Ullman [8] . A linear bounded automaton (LBA for short) M is the 7-tuple (Σ, Q, Q f , q 0 , #, $, S). Each of the components denotes:
-Σ: a finite set of tape symbols, -Q: a finite set of state symbols such that LBA is a Turing machine whose tape length is finitely bounded. As we showed in the example in Section 2, Turing machine (or tree grammar) is too general to discuss the expressive power of ETA. In the following part we show equivalence of LBA and (a special case of) ETA, and so we use such a resource bounded Turing machine.
A word w is a finite (possibly empty) sequence of alphabets over Σ. The empty word is denoted by and the set of all words over Σ is Σ 
It is known that emptiness problem is undecidable for LBA; that means, there is no algorithm deciding whether a language recognized by an arbitrary LBA is empty. This implies that for an arbitrary LBA M , if there exists an ETA A/A simulating M , we may not find a regular
Thus, all we have to do in the remaining part is to show that for an arbitrary LBA M , there exists an associated ETA
such that f is a fresh binary function symbol assumed to be associative. The set Q M of state symbols is the union of
The set R M consists of the following transition rules: The idea of the previous construction is described below. We take an ETA setting, a word w = a 1 a 2 a 3 . . . a n is represented by a term C[[a 1 , a 2 , a 3 , . . . , a n ]] and an initial instantaneous description for w, i.e. q 0 # a 1 a 2 . . . a n $, is represented as C[[q 0 , #, a 1 , a 2 , . . . , a n , $]] .
The first three rules 1-3 examine whether q 0 and # are located in the order of q 0 # at the initial stage. Using the transition rules 4, each tape symbol together with right-endmark of a term is replaced by a corresponding state symbol in Q M . This step is not necessarily performed at once.
In case M admits the move relation # p a 1 a 2 . . . a n $ → M # b 1 q a 2 . . . a n $, there exists the corresponding derivation
If there is a rule b 1 q a 2 → r b 1 b 2 ∈ S and it is applied at the next step, then
Lemma 5. If an LBA M admits a move relation
the associated ETA A M /A simulates the computation sequence by resulting in the derivation
Proof. Use induction on the length of M -move relation. β bi ) using the rules 8. Moreover, the whole term is simplified to f(• 2 , β $ ) by the rules 9-10. Finally is obtained by applying the rule 11.
This obviously implies soundness of the construction, with respect to acceptability. To be formalized, it is represented as follows. Let Γ = Σ ∪ Q ∪ {#, $} and define the mapping
Due to Lemma 5 together with the preceding observation, the soundness property is established.
Lemma 6. Every
Next we show the reverse also holds. Looking at the transition rules of M , we can observe that: if t → * AM /A , there exists a derivation represented as follows.
On the other hand, t has to contain the initial state symbol q 0 and the endmarks # and $ such that q 0 is located left-next to #. And, for any s,
Moreover, t # = t q 0 by the transition rule 3. Then,
for some context C and c 1 , . . . , c m ∈ Σ. Since t → * AM /A , we can assume without loss of generality that
, the former derivation is the case, which can be proved by induction on the length of a derivation s → * AM /A f(• 2 , β $ ). Moreover, we obtain j = 1 and k = n − 1 such that c i = a i for all 1 i n. Before we apply a transition rule 8, there is no applicable rules other than rules 5-7.
We let u be a term appearing in between (1) and (2), and we define the mapping str as follows.
Then we obtain the following property. 
Lemma 7. Let v be a term in (2). If u →
and it is applied to u. In this case there is also a (and only) transition rule f(β c , α
As a consequence, completeness (with respect to acceptability) is established.
Lemma 8. Every
A M /A associated with an LBA M = (Σ, Q, Q f , q 0 , #, $, S) satisfies: for all t ∈ T (F M ), if t → * AM /A then t ∼ A q 0 # w $ and w ∈ L(M ).
We know L(M ) is empty if and only if L(A M /A)
is empty. Moreover, the former property (L(M ) = ∅) is known to be undecidable, and so is the latter.
Corollary 1. For an arbitrary A-TA it is undecidable whether a tree language recognized by the A-TA is empty.
Hence A-TA is not always regularized, although it can be quasi-regularized.
Theorem 1. There exists an ETA
In fact, the language P = {w ∈ {a} * | |w| = 2 n and n 0} is recognizable with LBA, and thus, the tree language T = {t | t ∼ A q 0 # w $ and w ∈ W } is recognizable with an A-TA. However, T is not recognizable with a regular A-TA, and then { q 0 # w $ | w ∈ P } is not recognizable with a regular TA. In other words, even if there exists a tree language L such that A(L) = L(A/A), L is not recognizable with a TA in general.
Undecidability of finiteness is also obtained, because finiteness problem of LBA is undecidable. Note that
Corollary 2.
For an arbitrary A-TA it is undecidable whether a tree language recognized by the A-TA is finite.
Furthermore, a question if L(M ) = Σ
* is known to be undecidable for an arbitrary LBA M . This yields the following undecidability results. 
Corollary 3. Let A/A and B/A be ETA. It is undecidable to test the subset relation L(A/A) ⊆ L(B/A). Equivalence test L(A/A) = L(B/
A
Closure Properties
As we discussed in the previous section, equational tree automata are sometimes too powerful. Nevertheless, the recognizable tree languages are still useful in a certain situation, as they are closed under two operations: union and intersection. In this section we discuss the closure properties of E-tree languages. 
We assume without loss of generality that
Below we show the two properties: (1) A/E q. Hence the property (1) holds. Similarly, the property (2) can be proved.
Let P be a set of ill-formed tape statuses. For instance, P contains # w $ (missing a state symbol in a tape) and # p # w $ (extra right-endmark). The set { p | p ∈ P } is regular, and then L = {t | t ∼ A p and p ∈ P } is recognizable with a (regular) A-TA. We take the union of the tree languages L and L(A M /A), which is recognizable with an A-TA due to the above theorem. Since universality problem of LBA, i.e. a question if {q 0 
Corollary 4. For an arbitrary ETA A/A over the signature F it is undecidable whether L(A/A) = T (F).
Next we discuss the intersection. Regular tree languages are closed under intersection [2] . Tree languages recognizable with C-TA are also closed under intersection (Corollary 3). The remaining questions to be considered as useful cases are closedness of A-and AC-TA's. ((p 1 , q 1 ) This theorem holds also for E-TA whose ES E consists of equations in the shape of f(x, f(y, z)) ≈ f(y, f(x, z)). Kaji et al. [10] pointed out that in order to express some key-exchange protocols using term rewriting, those axioms are required.
Concluding Remarks
In the paper we introduced equational tree automata together with the undecidability results. We also showed the closure properties of union and intersection for equational tree automata. The newly introduced tree automata framework is almost optimal from the beneficial reason and it obtains our goal: to propose a class of tree languages in which congruence closures of recognized languages are recognizable. Furthermore, we presented the relationship between the standard TA and our equational extension. Fig. 1 illustrates the result on a hierarchy of 4 classes of tree languages (in case E is linear). In the above figure the smallest area TA denotes the class of tree languages recognizable with a regular TA. The second smallest area E(TA) is E-congruence closure of TA, and E-TA is the class of ETA. The largest area TM denotes the set of generatable tree languages. These inclusion relations are strict each other. It is unclear so far whether the strict inclusion holds between TM and E-TA also for E non-linear.
In order to discuss (minimal) equational extension of tree automata it would be important to consider whether the following question is positive:
-If E = A (or E = AC),
∀A, B : regular TA, ∃C : regular TA. E(L(A)) ∩ E(L(B)) = E(L(C))?
There are two more interesting questions about equational tree automata. 
∀A/E : ETA, ∃B/E : ETA. L(A/E) = L(B/E)?
We observe that equational tree automata are closely related to context-sensitive grammar (Section 9.3, [8] ), so it is conjectured that the second question is positively solved.
We extend π 1 , π 2 as the mappings defined for all g ∈ G. Now we show the
