Abstract
Introduction
Over the last few years, we have seen a rapid growth in processing power, with the implementation of multicore systems [1] [2] [3] [4] . The push towards these designs is due, to the capping of the clock speed at around 4 GHz. Therefore, to increase processing speed, the information industry is now pushing towards multicore systems. With the release of these processors on a single chip, it has been hailed as a solution to the problems that come with single-core design. Multicore can be defined as two or more core processors that are connected to a single CPU. These core processors incorporate into their design, microprocessors, which in turn share computer resources. For example, L2 cache and front-side bus that share a multicore system [5] [6] .
One of the many problems that we are seeing with the industry push into developing more multicore systems is software retardation. A majority of today's security software programmers still build and develop their programs on the basis of single core designs. Though, the results of running their applications on a multicore system have produce increases in performance time. The main reason for the speedup is due to the chip design, and not to the efficiency of the application modelling or design [13] . Security software programmers could see a number of security problems answered, by the introduction of multicore framework and methodology. For example, security applications could be run on isolated environments. Alternatively, parallel intrusion detection and attack packet filtering could be carried in real-time, in conjunction with other applications. Network activities could be monitored and visualized in real-time along with security software. Lastly, the efficiency of handling common application errors and troubleshooting would be greatly enhanced [16] .
Our contribution to the field of Information Security is a multicore defence framework called bodyguard. Using this framework, we developed a bodyguard called Farmer (named after the Kevin Costner character in the movie, bodyguard). The basic hypothesis of bodyguard framework, is to separate all security processes from other processes (email, browser, etc), and assign them to a set of cores. The remaining cores within the system are assigned to the applications that require security. Bodyguard framework is made up of a Forward Bodyguard (FB) and Side Bodyguard (SB). For example, in our Farmer bodyguard, the SB is responsible for providing a fast decision on whether to filter out any attack traffic. Upon detecting an attack, FB will than move in front of the application in order to protect it and initiate a filtering procedure. This type of system configuration acts like a real bodyguard, in order to protect other applications. But at the same time minimise the performance issues that would otherwise encompass the bodyguard system, if installed on a single core system. There are many advantages that come with the use of the bodyguard framework, these include, efficient use of resources, performance increases and real-time detection and filtering. The rest of this paper is organized as follows. Section Two covers the related work done in Multicore. The details of Bodyguard framework and the Farmer bodyguard are discussed in Section Three. Section Four presents the experiments and evaluation that were conducted by the system. Lastly, Section Five covers the conclusion and future work.
Related Work
This section surveys the current methods in the areas of multicore.
Multicore
Multicore systems have two or more processing cores integrated into a single chip [1] [2] [3] [8] [9] . Figure 1 and 2 shows the difference between a single core and multicore system. In such a design, processing cores have their own private cache (L1) and a shared common cache (L2). The shared cache and main memory share the bandwidth between all the processing cores. Industry and companies are now pushing towards multicore systems to handle large amounts of soft real-time transactions. For example a company called Azul, built a system that contained 48-core chips [7] . This system was used for developing a variety of large-scale multicore platforms, in order to handle large scale transactions.
Multicore methodology is used to initiate multiple tasks simultaneously (multitasking), while using the same common resource (eg. one core processor). For example, the operating system can switch between applications more quickly, while only using one core processor. Multicore and Multiprocessor systems have one main difference between them. A multicore system has a single physical processor that contains two or more cores. However, multiprocessor systems include two or more physical processors. Another difference between the two is, multicore and multiprocessors usually provide similar results except the multicore cost is less in overheads. Little research has been conducted by researchers, using security frameworks that use multicore methodology, in comparison with multiprocessing methodology [14] [15] . On the other hand, research has been conducted, in the development of convert sequential programs into multicore programs. For example, Bader et al. [6] , designed a open-source parallel programming framework called SWARM (SoftWare and Algorithms for Running on Multi-core). SWARM is a library that provides the functionality to a sequential program and converts it to a multithreading program. SWARM, also, encompasses synchronization, memory control and collective operations. The programming framework for SWARM is a descendant of the symmetric multiprocessor (SMP) library component of SIMPLE [10] . SWARM is built using POSIX threads, which allows the user to employ multithreading principals. Once the programmer has inserted the SWARM code into their sequential program, SWARM will allocate and de-allocate shared memory, control threads, construct parallelization and synchronize communication primitives. Another area of multicore programming is the impact of using large-scale platforms for real-time scheduling [5] . Their research has only just started in this area with a comparison of partitioning, global scheduling and system overheads [11] . Calandrino et al. [11] developed a hybrid approach for scheduling real-time tasks on a largescale multicore platform using hierarchical shared caches. This method allowed them to partition a multicore platform into clusters. These were statically assigned tasks, and scheduled using a pre-emptive global EDF scheduling algorithm. So though their results mimic a multicore system they are more in line with multiprocessing results than multicore.
Distributed Denial of Service
One of the most deadly enemies to an information infrastructure is a Distributed Denial of Service (DDoS) attack. Rogers [17] from The Computer Emergency Response Team (CERT) characterizes a DDoS attack as an explicit attempt from an attacker to prevent legitimate users accessing their resources. According to the Prolexic Zombie Report 2007, over 4000 DDoS attacks happen daily [18] . Some of the most recent DDoS incursions brought down the CGold Chat Forum website [19] and SE-NSE Forums [20] . Reasons vary for why attackers use DDoS. Some use the attacks for competitive advantage [21] , extortion of online business [22] or Employee Vilification [23] . Another goal of a DDoS attack is for the attackers to hide their identity. This is done by mimicking legitimate Web Service traffic in order to create one large group of agents to launch an attack [23] [24] . The approaches used to defend against DDoS attacks, include congestion control [25] 
Farmer System Design

Body Guard Framework
The bodyguard framework is distributed on each router in the network; in order to provide overall protection (Figure 3) . Each Bodyguard is a source end (provides security before traffic leaves the router) and destination end protector (provides security as the traffic enters the network). Another feature in Figure 3 is that each bodyguard is connected to each other. There are three main reasons for this; to allow bodyguards to send updated security information to each other (new attacks that each has encountered, for example), send security information down to the next hop for checking application data as it comes into the router (This is to provide better performance, by breaking up the security and application data), monitors the performance of each other (So if a successful attack brings down a bodyguard, the next hop router is prepared to handle the security).
For each individual router in the network, the Bodyguard framework incorporates multicore methodology. By multicore methodology, we mean the separation of security processes and placing them on one or more cores (Figure 4) . With the use of the bodyguard framework, we develop a bodyguard called Farmer.
Farmer includes the two parts of the bodyguard framework, the side bodyguard (SB) and front bodyguard (FB). The side bodyguard is the main component of the framework, which consists of the following objectives: 1. To protect the system, while allowing applications full performance potential. 2. If an attack is discovered, the front bodyguard subsystem will be initiated, which will affect the performance ratio of the application, but will not affect the other applications on the host. The affected application performance ratio will be kept to a minimum, while the security issue is resolved. 3. That all security process generated by side and front bodyguard sub-system are handled by the Security Cores. The front bodyguard's objective is to remain in a constant state of hibernation until the side bodyguard initiates its start-up.
Side Bodyguard
The focus of the paper is not on our non-linear dynamic neural network, so we only cover it briefly here. The SB's main component is a non-linear dynamic neural network. The reason for training a neural network to learn 'chaos', is that traffic has a deterministic characteristic. Therefore any abnormal traffic that perturbs the initial conditions can be used as a detection of DDoS attack. Once we have trained our neural network we implement it into the SB.
Front Bodyguard
The FB, in Figure Four, 
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Multi cor e hibernation, until the SB system has detected an attack. If an attack is detected the front body guard is initiated and filtering the attack begins. By placing the FB into a hibernation mode it provides other applications the ability to speedup there performance.
Performance Evaluation
In order to test and evaluate our system, we split our simulations into two areas. The first area that was evaluated was the single and multicore systems. The second area was on resource and speedup performance.
Multicore Performance Analysis
To assess the performance of our multicore system, we compared the two kernel benchmarks. The hardware on the first system (Single Core) was a Dell Dimesion DM501 Intel Pentium single-core CPU, 3.0 GHz, 2 GB of RAM and 2 300GB SATA hard-drives. The second system (Multicore) had Intel Core 2 Quad Q6600 2.4GHz Quad Core Processor, 2 GB of RAM and 2 300GB SATA hard-drives. The kernel under measurement was 2.6.22.14.72 fc6. To gather our data, we monitored the CPU usage, by using the top command and press 1. We set CPU 0 as the core to handle the security processes. Further, we conducted experiments just on our multicore system, in order to make comparisons of serial security applications and our multicore security application. For measurements, we used the LMbenchmark [12] to run various API'S ,such as memory bandwidth and system calls. We, also, developed our own measurements, by watching CPU core processes over both systems, and make a comparison of CPU core efficiency and CPU core speed. We apply these measurements to only our multicore system, in order to see the difference between serialization security programs and multicore security programs.
To measure the Linux kernel performance, we used LMbenchmark and our own multicore CPU evaluations. In order to do this, we wrote 3 simple Fibonacci functions to represent the applications that will need security. We assigned them to 3 cores within our multicore system by using affinity methods. The security function is simulated, by assigning Chaos Neural Network (CNN), to run in training mode on Core 0. To differentiate between O/S assigned cores and ours, we use two terms, Serial and Multicore. For example security and Fibonacci applications assigned by the O/S are serial. On the other hand multicore means, we were the ones to assign core(s), through the use of the affinity method.
Simulation Setup
LMbenchmark
LMbenchmark is a micro benchmark that contains a suite of latency and bandwidth measurements. The kernel components of LMbenchmark are the process management, memory map and scheduler. These low level kernel primitives, provide a good indicator of the underlying hardware capabilities and performance. To study effects of multicore system, we conducted five rounds of testing, each focusing on the latency measurements on the single core and multicore with serialization.
MCBM (Multicore benchmark)
The tests that we conducted on our multicore system were as follows: 1. Conducting performance tests on the multicore system, by running serialization programs through 5 times, as well as affinity programs and getting CPU usage data. The reason for 5 test runs was to give us a clear understanding of CPU usage, and to see differences between serialisation and multicore. 2. From the above tests, we conducted performance efficiency tests on the CPU usage. The greater the CPU usage the better the performance. 3. To simulate the sharing of resources, we allowed serial and multicore programs to access the resources that they needed. We recorded the delay time (Latency), in order to see how long the programs needed to get the resources they needed. 4. Another performance test was conducted, to see the CPU performance usage amongst the security and non-security programs. 5. The last lot of tests conducted, was to record the performance speed of serial and parallel programs, on our multicore system.
Evaluation
LMBenchmark
The results from LMbenchmark are displayed in Table 1 . As we can see, there was an overall -13 degradation. This means that single core is far more efficient than a multicore system, when we split the processors up into nearly two identical copies. These results were not unexpected, since single core machines do not have to share memory, as multicore machines do [13] . We predict the results will shift towards the multicore system in the future.
Multicore Bench
The results from our observation of CPU usage, Figure 5 , we can see an impressive result of the multicore system with serialization and without. The results were generated by cumulative usage across all the programs, in order to see how efficient our system could be. The conclusion we can draw from Figure 5 is that multicore and multicore serialisation have only a small difference. But in the long term, processing this System  T1  T2 T3  T4  T5  Total   S-Core  150  153 150 151 151 150  M-Core  130  133 129 133 132 130   Speedup  20  20  21  18  19  20  Table 2 . Speedup Comparison between Multicore Serial and Multicore cumulative performance will be of great benefit in the future. We tested resource sharing amongst serial and parallel programs. Serial programs did a little better than parallel according to the Figure 6 graph. This type of resource sharing is not recommended since it runs into the false sharing problem. It also leads into race conditions and bottleneck problems. As seen in test 4 which we believe was the result of a bottleneck problem. Assigning resources on a separate core was our next test. We found that multicore did much better than multicore (Serial). Figure 7 results compared to Figure 6 shows that latency delays were a little longer in the separate cores. One reason for this could be due, to the assignment of resource deployment not being sufficient. Another reason could be that memory delay was involved. Figure 8 displays the CPU performance of security and non-security programs, over the course of an hour, the results show the security application assigned to core 0 was averaging around the 90% efficiency. The non-security applications (Fibonacci programs) were around the 30%. The reason for the low CPU efficiency for the non-security application is due to the assigned programs. We would predict that if programs like an email or browser were used, the CPU usage would be a lot higher. Lastly, the results in table two show a comparison of multicore (serial) and multicore. By assigning programs to specific cores, we got an average speedup of about 20ms (10%). The generation of those results came from placing stop watches into our code, and watching how quickly the programs were executed. We believe that the result in speedup is fairly good and if the speedup is maintained over long periods the overheads costs would be greatly reduced.
Conclusion and Future Work
In this paper, we introduced a multicore defence framework, called bodyguard. From this framework, we designed and built a bodyguard system called Farmer.
Farmer, is built upon a side bodyguard (containing a Non-Linear Dynamic Neural Network) and forward bodyguard (Used to filter the attack traffic detected by our neural network). The goal of such a security system is to use the new multicore machines that are coming out. This is in order to deal with performance issues that security encompasses when developers use it. We show with our experimental results that a speedup of 10% with an average of 90% CPU efficiency for security programs. In the future, we are moving Farmer onto the enterprise grid system at Deakin University, in order to fine tune the bodyguard system.
