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Abstract
The goal of the present dissertation is to advance the fundamental understanding of the
atomic mixing behavior in a new class of alloys, known as high-entropy alloys (HEAs), and
provide new methods to develop HEAs for practical applications. The HEA design strategy is
based upon the influence of configurational entropy of mixing, which serves as a driving force
for the formation of disordered solid-solution structures in certain alloys. In particular, alloys
containing multiple elements have a tendency to form stable, disordered structures, sometimes
with exceptional engineering properties. Despite the tendency toward structural disorder, HEAs
usually have some degree of structural order. To date, rigorous descriptions and quantifications
of the structural order are lacking. In the literature, the HEA structures are usually categorized in
an all-or-nothing “ordered” versus “disordered” fashion. Furthermore, the HEA development
efforts are mainly aimed at achieving disordered solid-solution structures. The present Ph.D.
study develops new experimental and theoretical techniques for understanding and controlling
structural order in HEAs. These new techniques are actually extensions of well-established
approaches, such as the Bragg-Williams modeling of binary alloys, Monte Carlo simulations of
atomic mixing, complementary neutron and X-ray scattering studies, and microscopy studies.
The results reveal a persistent entropy effect, even when the HEAs undergo ordering transitions.
which are quite complex and counterintuitive compared to the more familiar ordering behaviors
in binary alloys. The conclusion is he HEA design strategy may be understood and applied in a
broader fashion, with the goal of producing new engineering alloys, suitable for applications
where high strength, toughness, and corrosion resistance at elevated temperatures are crucial.
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Chapter 1: Introduction
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1.1

Objective and Motivation
The objective of the present work is to understand and maximize the beneficial effects of

conf
the configurational entropy of mixing, ∆𝑆mix
, in a new class of alloys, known as high-entropy

alloys (HEAs) [1-3]. The present work will advance the larger goal of producing new materials

suitable for applications where high strength, toughness, and corrosion resistance at elevated
temperatures are crucial. Potential applications include next-generation power plants, operating
at temperatures exceeding 700 °C, radiation-resistant parts, aerospace components, and armors.

There has been a surge of HEA research in recent years, resulting in an impressive body
of findings and scientific advances, most related to the development of single-phase solid
solutions [1, 3-10]. The present work represents a departure from the focus on single-phase
HEAs, and is largely devoted to exploring alloys which undergo ordering and phase separation
during cooling. An integrated experimental and theoretical framework is developed for
quantifying the configurational entropy, and it is demonstrated that the so-called “ordered” HEA
phases are typically partially ordered, such that a persistent entropy effect may enhance the
material properties.

HEAs containing a mixture of 3d transition metals, and aluminum, have been studied in
the present work. These alloys have attracted much attention, because their structures and
strengths can be varied greatly, depending on the amount of Al [1, 11-13]. For low Al contents,
the structures approach the random solid solution, and moderate strengths are observed. As the
Al content increases, strength and the degree of ordering increases. The present work gives, for
the first time, quantitative analyses of the configurational entropies, and details of the atomic
distributions associated with “ordered” phases [6].

The Al1.3CoCrCuFeNi alloy, for example, strongly deviates from the high-entropy
configurations associated with solid solutions [6]. Despite the deviation, this alloy still greatly
influenced by the high-entropy-alloy design strategy, as demonstrated by the multi-element
composition of the major phases, and the significant configurational entropy values associated
with these multi-element phases. The present work explicitly links the experimental neutron and
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synchrotron X-ray results with quantitative ordering models, in order to determine the
configuration entropy of mixing.

1.2

High-Entropy Alloys
In contrast to conventional alloys, which are based upon one principal element, high-

entropy alloys (HEAs) have multiple principal elements, typically five or more elements in
equimolar ratios [1-3]. The use of multi-principal elements is a relatively new alloy design
strategy, which encourages the formation of substitutionally-disordered solid-solution phases,
often with simple crystal structures, such as the face-centered-cubic (FCC), body-centered-cubic
(BCC), hexagonal close-packed (HCP) structures [3, 14-17]. Many of these HEAs have excellent
engineering properties, such as high strength [11, 18, 19], ductility [19-21], corrosion resistance
[22-25], wear resistance [24, 26, 27], fracture [7], and fatigue resistance [28-30]. A key issue for
optimizing HEA designs and realizing advanced applications is to understand their atomicmixing behaviors, which sometimes deviate from the disordered (high-entropy) configuration [6,
31]. The present work addresses this challenge using simulated and experimental atomic-mixing
studies.

The driving force for the formation and stabilization of disordered solid solutions in
conf
HEAs is the configurational entropy of mixing, ∆𝑆mix
, which for a random solid solution of n

different elements is given by,

conf
∆𝑆mix
= 𝑅ln(𝑛),

(1.1)

where R is the gas constant. However, enthalpy cannot be ignored, as it plays a key role in
predicting the solid-solution formation ability of HEAs [8]. Thus, depending on the balance
between the entropy and enthalpy, a number of phases may evolve as the alloy cools from high
temperatures, including disordered solid solutions, partially-ordered solid solutions, or
stoichiometric compounds. Even HEA metallic glasses are possible [32].

1.3

Integrated Experimental and Theoretical Framework
conf
in HEAs have been developed in the present
Expressions for quantifying the ∆𝑆mix

work, in order to move beyond the present practice of qualitatively classifying HEAs phases as
either ordered or disordered. These expressions are extensions of the well-established
3

mathematical treatment used for order-disorder transitions in binary alloys [33, 34]. In the binary
systems, a single parameter, η, is sufficient for describing the structural order. In the multielement HEAs, with n different elements, a set of order parameters, ηi,,will be used to specify the
conf
ordering behavior of each element, where i = 1 to n. The ∆𝑆mix
will be expressed in terms of the

ηi.

conf
The ∆𝑆mix
of HEAs in the Al-Co-Cr-Cu-Mn-Fe-Ni system has been experimentally

determined using integrated neutron and X-ray scattering, and microscopy studies. It is shown
that the relative strengths of the fundamental and superstructure diffraction reflections may be
conf
models. Ultimately, the ordered-versus-disordered
explicitly linked to theoretical ∆𝑆mix

conf
description of HEA phases is replaced with quantitative ∆𝑆mix
values, and specific atomic

distributions.

conf
The strength of the entropy effect, and the amount of disorder, quantified by ∆𝑆mix
, may

change drastically with temperature. Therefore, the present studies have been conducted over
wide temperature ranges. Special equipment has been collaboratively developed for hightemperature, containerless, neutron scattering experiments. In particular, the present work
includes collaborative equipment development efforts with scientists at the Spallation Neutron

Source [35] (SNS), at the Oak Ridge National Laboratory (ORNL), and a small business,
Materials Development Inc., based in Evanston, Il.

The structural studies probe short-range and long-range order. Neutron and X-ray
diffraction studies have been conducted to determine the long-range crystal order. Pair
distribution function (PDF) analyses have been conducted to experimentally study the shortrange structural order, in the solid and liquid states. The experimental results have been
compared to Bragg-Williams models and Monte Carlo simulations, conducted by the present
doctoral candidate, and to ab initio molecular dynamics simulations (AIMD), conducted by
collaborators. Additional collaborators have conducted microscopy experiments, using
transmission electron microscopy (TEM), high-resolution scanning electron microscopy (SEM),
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and atom-probe tomography, in order to provide a complete picture of the structure, from the
atomic, to the micron scales.

1.4

Neutron scattering studies
Neutrons, having no electric charge, are a highly-penetrating probe for studying the

structural and dynamic properties of materials [36, 37]. Neutron scattering techniques include
diffraction, which gives information on the long-range order of crystalline materials, and pair
distribution function (PDF) analysis, which gives information on the local atomic order.
Dynamic properties, such as atomic motions, may be probed using inelastic neutron scattering
techniques, and large-scale (50 µm to several cm) structural features may be studied using
neutron imaging [38]. Overall, neutron scattering studies may reveal many structural and
dynamic properties of bulk materials.

Recently, neutrons have been used for studying the local and long-range crystal order of
HEAs, and for determining the degree of chemical order [6, 39, 40]. The neutron studies are
often complementary to X-ray scattering studies, particularly due to the different scattering
mechanisms. X-rays scatter from the electrons surrounding the atomic nuclei, such that the Xray-scattering cross sections of the elements increase with atomic number in a regular fashion.
Neutrons, however, scatter from the nuclei (as well as from the magnetic interactions with
electron orbitals) and follow a much different trend [37]. Thus, the relative sizes of neutron and
X-ray scattering cross sections are different, and the sensitivity for detecting certain structural
features may be quite different for neutrons and X-rays. Ultimately, the choice of using neutrons,
X-rays, or both, often depends upon these scattering trends.

Neutron scattering is well-suited for the present work, because the technique is sensitive
to the ordering of the multiple transition-metal elements within the HEAs, and the experiments
may be conducted using special environments for in situ heating and melting. In the present
work, neutron scattering studies were performed at the Oak Ridge National Laboratory,
Spallation Neutron Source, using the Nanoscale-ordered Materials Diffractometer (NOMAD)
[41]. The experiments were conducted over a wide temperature range, from room temperature to
1,600°C, using an aerodynamic levitator (Fig. 1.1) [42]. This levitator provides a containerless
5

environment, in which small samples (~ 2-mm-diameter spheres) are suspended above a conical
nozzle with flowing argon gas, and heated with a 250 Watt CO2 laser operating at a wavelength
of 10.6 µm.

1.5

Bragg-Williams Model
The Bragg-Williams model has a long history of providing insight into the ordering

behavior of metal alloys, especially binary systems [34, 43]. Analytical expressions of the Gibbs
free energy are constructed, usually based upon nearest-neighbor interactions, and expressed in
terms of an order parameter. Here, the model is adapted to describe the ordering observed in
many high-entropy alloys [6, 12, 44, 45]. The present approach relies on expressing the mixing
enthalpy and the configurational entropy of mixing in terms of a set of order parameters,
corresponding to multiple elements [6].

Many ordered alloys, such as the NiAl intermetallic compound, have the B2 or ordered
BCC structures (Fig. 1.2a). The transition from the ordered to disordered BCC structures may be
modeled by rearranging the atoms on two interpenetrating sublattices (Fig. 1.2b). The atomic
distribution may be specified by a set of long-range order parameters, ηi, which give the
populations on each sublattice [6]. The ηi may be used to develop expressions of the Gibbs free
energy of mixing, using a Bragg-Williams approximation. The ηi allow a range of mixing
behaviors to be investigated, from random to highly-ordered configurations.

Consider a B2 alloy composed of n different elements, where the overall molar fractions
are given by xi, for i = 1 to n. The mole fraction of the element, i, on the α and β sublattices, xiα
and xiβ, respectively, may be written as,
𝑥𝑖𝑖 = 𝑥𝑖 (1 + 𝜂𝑖 ) and 𝑥𝑖𝑖 = 𝑥𝑖 (1 − 𝜂𝑖 ),

(1.2)

where ηi is the order parameter of the element, i. Equation (1) may now be written as,
𝑅

𝑐𝑐𝑐𝑐
ΔS𝑚𝑚𝑚 = − 2 ∑𝑛𝑖=1{x𝑖 (1 + ηi ) ln[x𝑖 (1 + ηi )] + x𝑖 (1 − ηi ) ln[x𝑖 (1 − ηi )]}.

(1.3)

The right side of Equation (1.3) contains two similar expressions, one corresponding to the
entropy contribution of the α sublattice, and the other to the β sublattice. The terms (1 + ηi) and
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(1 – ηi) represent the non-equivalent filling of α and β sublattices, respectively, by the ith element
[6].

Although each sublattice may have non-equivalent populations of a given element, i, both
sublattices must have the same total population (ignoring vacancies). Thus, the ηi are not all
independent, and one of the major difficulties in evaluating Equation (1.3) is to find the
appropriate set of ηi. As a starting point, elements with similar properties may be grouped
together, and assigned the same order parameter values. In the AlxCoCrCuFeNi family of HEAs,
for example, all of the 3d transition-metal elements have similar sizes, and are smaller than
aluminum. Therefore, a reasonable assumption for the ηi is a set that reduces to one independent
parameter, ηAl, which corresponds to the degree of Al ordering. All of the transition-metal
elements share the same parameter, ηTM, which may be expressed in terms of ηAl [6]. An
alternate way of determining the ηi is by conducting complementary Monte Carlo simulations,
which is described in the next section.

Equation (1.3) contains part of the information needed to implement the Bragg-Williams
model. The other essential quantity is the enthalpy of mixing, ∆Hmix, which may be expressed,
using the same ηi as above, such that
∆𝐻𝑚𝑚𝑚 = 4 ∑𝑛𝑖=1,𝑖≠𝑗 𝑣𝑖𝑖 x𝑖 (1 + ηi ) x𝑗 (1 − ηj ),

(1.4)

where the vij are the binary interaction parameters, and the summation is over all possible types
of nearest-neighbor pairs. The vij allow an approximate calculation of ∆Hmix for multicomponent
alloys [14, 46].
Ultimately, the Gibbs free energy of mixing, ∆Gmix, may be calculated, within the present
approximation, using
𝑐𝑐𝑐𝑐

∆𝐺𝑚𝑚𝑚 (𝑇) = ∆𝐻𝑚𝑚𝑚 − 𝑇∆𝑆𝑚𝑚𝑚 ,

(1.5)

where T is the alloy temperature. One great benefit of the Bragg-Williams approach is that it
yields an analytical expression, which may be minimized to find the equilibrium atomic
configuration, characterized by the ηi, and the temperature dependence of the ηi.
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1.6

Monte Carlo Simulations
Monte Carlo simulations use random numbers to generate events, such as the jumping of

atoms between lattice sites, which are accepted or rejected according to probabilities based upon
physical models [47]. Here, the mixing behavior of an HEA is simulated by populating a
truncated lattice with multiple elements (2 to 6 different elements), initially in a random
configuration, or, alternately, in a sequence where each element fills a contiguous block of sites,
representing an “unmixed” state. The simulation proceeds by allowing randomly-selected atom
pairs to exchange positions, or jump. The jumps are accepted or rejected according to a
Boltzmann probability, P, given by
−Δ𝐻

𝑃 = 𝑒𝑒𝑒 𝑘

𝐵𝑇

,

(1.6)

where ∆H is the enthalpy change caused by the jump, kB is the Boltzmann constant, and T is the
temperature.
Each atom on the B2 lattice has eight nearest neighbors, and ∆H may be approximated,
using the same binary interaction parameters, vij, as in the Bragg-Williams model. In contrast to
the Bragg-Williams model, however, the Monte Carlo simulation evaluates vij for discrete atom
pairs, throughout the lattice. Furthermore, the long-range order parameters, ηi, which are the
required inputs for evaluating the Bragg-Williams expressions (Equations 2 – 5), may be
extracted from the Monte Carlo simulations, without any prior knowledge of the ordering trends.

Consider a jump where two atoms, located at positions L and M, trade places. Eight
nearest-neighbor pairs around each “jump site” are affected, and the ∆H used in the Boltzmann
probability of Equation (1.6) may be written as,
Δ𝐻𝑗𝑗𝑗𝑗 = ∑8𝑘=1[(𝑣𝑙,𝑚′(𝑘) + 𝑣𝑚,𝑙′(𝑘) ) − (𝑣𝑙,𝑙(𝑘) −𝑣𝑚,𝑚(𝑘) )] ,

(1.7)

where the indices, l(k) and m(k), identify the nearest neighbors around the atoms at positions, L
and M, respectively, before the jump. The l and m indices are primed when they refer to the postjump configuration, accounting for the possibility that the jumping atoms are nearest neighbors,
thus changing the neighbors around each jump site.
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The configurations before and after a jump are illustrated in Fig. 1.3. The jump is always
accepted, when ∆Hjump is negative, but accepted only by “chance” when ∆Hjump is positive,
according to the probability, P, given by Equation (1.6). As the Monte Carlo simulation is run
for thousands of jumps, the sum of the ∆Hjump for all accepted jumps asymptotically approaches
an equilibrium value, as the atoms approach an equilibrium configuration. In order to test the
present Monte Carlo simulation code (Appendix I), the NiAl intermetallic was run, giving the
expected ordering behavior. The simulation sample size was 256 site (128 α and 128 β sites), in
the form of a rectangular supercell. In other words, the sample was comprised of 128 unit cells,
arranged in a 4 X 4 X 8 block. The sites were initially filled such that half of the cells contain Al
atoms, and the other cells contain Ni atoms (Fig. 1.4a). Starting in this “unmixed” configuration,
the simulation proceeds by randomly selecting two atoms to jump, or exchange positions. The
jumps are accepted or rejected according to the probability given in Equation (1.6). The
configuration after 40,000 jumps (Fig. 1.4b) is both highly ordered, where the Ni and Al
redistributed themselves on opposite lattices, which is driven by the reduction in the enthalpy
(Fig. 1.4c). Here, the simulation temperature is 0 K, and perfect ordering is expected. The longrange order parameters, ηi, may be extracted from the simulation (Fig. 1.4d) simply by
comparing the elemental populations on each sublattice. In particular,
𝜂𝑖 (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) =

𝑁𝑖𝑖 − 𝑁𝑖𝑖𝑖
𝑁𝑖𝑖𝑖

,

(1.8)

where Niα is the number of type i atoms on the α sublattice, and NiAv is the average number of
type i atoms on each sublattice. Thus, potentially, the simulation can inform the choice of ηi,
used in the above described Bragg-Williams calculations.

1.7

Microscopy Studies
Microscopy studies were conducted to characterize the HEA microstructures, including

the crystal grain sizes and orientations, and the separation, arrangement, chemical composition,
and crystal structures of the different phases. High-resolution scanning-electron microscopy
(SEM) and transmission-electron microscopy (TEM) have been performed at the Oak Ridge
National Laboratory (ORNL) Center for Nanophase Materials Sciences (CNMS). I have relied
on the expertise of ORNL collaborators, especially Drs. Chad Parish and Ray Unocic, in order to

9

conduct the microscopy experiments. The subsequent analysis and integration of the microscopy
results into the larger study was a major part of the present work.

Some of the samples used in the present study were fabricated in the UTK laboratory of
Prof. Peter K. Liaw, using a vacuum ark melting instrument. The resulting sample ingots were
typically in the form of 2 cm diameter disks, which were cut into smaller sections as the first step
of the microscopy preparation. These sections, typically cubes with 5 mm sides, were potted into
an epoxy cylinder, and polished using sandpaper to a shiny finish (Fig. 1.5a). Carbon pads of
rectangular shape (5 by 15 mm) were deposited on the polished surface, followed by tungsten
deposited on top of the C (Fig 1.5b). The area surrounding the pad is “hogged out” using the FIB
(Fig. 1.5c), allowing a small sample to be lifted out and attached to a tungsten holder (Fig. 1.5d).
The samples are thinned, using the FIB, until they are suitable for TEM, and associated
techniques, such as X-ray energy-dispersive spectrometry (EDS), which is used to measure the
elemental distribution throughout the microstructure (Fig. 1.5d).

The microscopy studies encompass a number of related techniques, including SEM,
TEM, EDS, and electron-backscatter diffraction (EBSD). These combined techniques reveal
microstructural features on length scales ranging from hundreds of microns to fractions of a
micron. For example, the sizes and orientations of the Al1.3CoCrCuFeNi crystal grains are best
seen using the low-magnification EBSD images, obtained as part of an SEM study (Fig. 1.6a ).
Typical grain size is 200 µm, with small islands of a secondary phase dispersed throughout (Fig.
1.6b). If the microscopy study was stopped at this point, one might assume that the material
consisted of two phases, where the main phase consisted of 200 µm crystal grains. However,
new details of the microstructure emerge from TEM and related EDS measurements on the
micron scale.

Within a single grain of the main phase, a crosshatch pattern of different phases, with
small spherical precipitates, is reveal using TEM (Fig. 1.6c). The TEM images may be obtained
from the “bright field” configuration, using the electrons transmitted directly through the sample,
or from a “dark field” configuration, using electrons scattered through a given angular range.
Fig. 1c was obtained using a dark-field configuration, which gives a different contrast than the
10

bright-field configuration. The bright-field contrast is due to the different element types and
concentrations, while the dark-field contrast is sensitive to different crystal types, as well as the
compositions. In the present example (Fig. 1.6c), the dark-field TEM shows contrast among
coherent BCC/B2 crosshatch phases, rod-like FCC, and spherical FCC structures. Additional
information about the composition of these phases is obtained from the EDS images (Fig. 1.6d).
This technique is based upon that fact that each element emits X-rays of a particular energy when
electrons transition between orbitals, as occurs when the sample is bombarded by an electron
beam. The present EDS is based upon the Kα transition of the elements, which is very effective
in finding the elemental enrichments of the different phases in the AlxCoCrCuFeNi family of
HEAs.
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Appendix 1A: Chapter 1 Figures

(a)

(b)

Figure 1.1 Aerodynamic sample levitator. The instrument is specially designed
for high-temperature neutron-scattering studies. (a) The laser-heated sample glows
brightly in a photograph of an offline setup. (b) The schematic shows the neutron beam in
relation to the levitated sample, which has a (roughly) spherical shape, with a diameter in
the range of 2 to 3 mm.
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(a)

(b)

Figure 1.2 The B2 or ordered BCC structure (a) has two non-equivalent
positions in the unit cell, one at the origin and the other at the center of the cubic cell.
(b) The structure built upon two interpenetrating lattices, α and β. In the case of a
binary B2 alloy, one element resides on α, and the other on β. For larger numbers of
elements, i = 1 to n, each with a mole fraction, xi, a set of order parameters, ηi, may be
introduced, which specify the relative filling of the elements on each sublattice.
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Figure 1.3. Illustration of a pair of jumping atoms, and all of
their affected neighbors. The atoms are labeled using the same notation as in
Equation (1.7), which gives the enthalpy change for such a jump.
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(a)

(c)

(b)

(d)

Figure 1.4. Monte Carlo simulations of a NiAl lattice, with 64 unit cells
(128 atoms) arranged in a cube. (a) 2-dimensional projection of one layer of unit cells,
with the initial unmixed configuration. (b) The same projection after 10,000 jumps,
where the atoms have re-arranged themselves such that Ni resides on one sublattice,
and Al on the other. (c) The evolution of the mixing enthalpy with respect to the
number of jumps. (d) The evolution of the order parameters.
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(a)

(b)

(c)

(d)

Figure 1.5. Microscopy sample preparation. (a) A sample ingot, originally in
the form of a 2cm diameter disk, has been cut into sections, such as cubes ~ 5 mm per side,
which are embedded into an epoxy cylinder, and polished (b) Rectangular caps, 5 by 15 µm,
consisting of a layer of carbon and tungsten, are deposited on the polished sample surface.
(c) The area surrounding the cap is removed, or “hogged out”, using the FIB. (d) The
sample is lifted out and thinned using the FIB, and attached to tungsten (W) contacts. The
sample is now ready for TEM and associated imaging techniques, such as EDS.
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(a)

(b)

(c)

(d)

Figure 1.6. Microstructures revealed using SEM, TEM, and related
techniques (a) Low magnification EBSD shows a main phase consisting
of~200mm grains, with a second phase distributed throughout (black spots). The
image is colorized according to the orientation of the grain, determined from the
diffraction signal. (b) An alternate EBSD image of the same sample region is
illuminated by the diffraction signal of the secondary phase. (c) At a higher
magnification, a dark-field TEM shows microstructure within the grain of the main
phase. (d) A group of EDS images, one for each element in the HEA, shows the
elemental enrichment of the different phases Each image in the group corresponds to
the same spatial region.
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Chapter 2: Deviation from high-entropy configurations in the atomic
distributions of a multi-principal-element alloy
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Abstract
The alloy-design strategy of combining multiple elements in near-equimolar ratios has
shown great potential for producing exceptional engineering materials, often known as “highentropy alloys”. Understanding the elemental distribution, and, thus, the evolution of the
configurational entropy during solidification, is undertaken in the present study using the
Al1.3CoCrCuFeNi model alloy. Here we show that even when the material undergoes elemental
segregation, precipitation, chemical ordering, and spinodal decomposition, a significant amount
of disorder remains, due to the distributions of multiple elements in the major phases. The results
suggest that the high-entropy-alloy-design strategy may be applied to a wide range of complex
materials, and should not be limited to the goal of creating single-phase solid solutions.
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2.1

Introduction
Intermetallic compounds, ordered structures of two or more metallic elements, have long

been studied and developed for high-temperature applications [1-4]. More recently, the highentropy-alloy design strategy has emerged [5-8], in which five or more elements are mixed in
𝑐𝑐𝑐𝑐

near-equimolar ratios, such that the high configurational entropy of mixing (∆𝑆𝑚𝑚𝑚 ) could

promote solution formation. At high temperatures, disordered solid solutions are especially
favored in such alloys because of the high mixing entropy effect. As temperature decreases, the
high-entropy effect becomes less important in relation to the enthalpy effect, and phases with a
higher degree of order are favored, including ordered solid solutions [9]. However, there is still
an enhancement of the overall disorder due to the entropy effect, as reflected in the multielement composition in most phases.

Depending on the detailed entropy-enthalpy balance, a number of phases may evolve as
the alloy cools from high temperatures, including a random solid solution, partially-ordered solid
solution, ordered solid solution, or even a stoichiometric compound. The present work examines
the structural evolution of the Al1.3CoCrCuFeNi alloy, from the liquid to the room-temperature
phases, using integrated experimental and theoretical techniques. The observed phases, including
the disordered and partially-ordered solid-solution structures, are quantitatively described within
a unified structural model. This approach goes beyond the common practice of discretelycategorizing the phases as ordered versus disordered structures, and may lead to a better
understanding of the temperature-dependent structures in a wide variety of complex alloys.

The term “high-entropy” has been used for alloys with multiple-principal elements (i.e.,
five or more elements, with concentrations between 5 and 35 atomic percents) because of their
inherent high configurational entropy of mixing in the random solution state, and because of the
emphasis on enhancing the formation of solid-solution phases [5, 6]. However, in order to avoid
the possible confusion in the discussion of entropy and enthalpy effects on phase separation, or
the degree of ordering, the phrase, “multi-principal-element alloy”, will be substituted for highentropy alloy in the discussion below.
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Many multi-principal-element alloys have shown exceptional properties, including high
strengths at elevated temperatures [6, 8, 10-15], ductility [16, 17], toughness [18], resistance to
corrosion [19, 20], wear [21], and fatigue [22]. These favorable properties are sometimes
associated with the locally-strained solid-solution structures, especially those with simple, singlephase microstructures [5, 23, 24]. Given the importance of these structures, and the frequent
deviations from them, there is a need to rigorously characterize the atomic distributions, going
beyond a basic “ordered” versus “disordered” categorization, and understand the temperaturedependent ordering behavior. This understanding may be achieved by combining advanced
techniques, such as in-situ neutron scattering, high-energy synchrotron X-ray diffraction, atomprobe tomography (APT), high-resolution electron microscopy, and ab-initio moleculardynamics (AIMD) simulations.

A randomly-mixed solid solution will have a high configurational entropy of mixing
conf
(∆𝑆mix
), given for ideal solutions by [25]

conf
∆𝑆mix
= −𝑅 ∑𝑛𝑖=1 𝑥𝑖 ln(𝑥𝑖 ).

(2.1)
th

Here, R is the ideal gas constant, and xi is the molar-fraction concentration of the i element. For
conf
equimolar alloys, this equation reduces to ∆𝑆mix
= 𝑅ln(𝑛), where n is the number of elements.

This simple relationship between the configurational entropy of mixing and the number of
principal elements serves as the basis for defining high-entropy alloys as having five or more
multiple principal elements [6].
conf
Although the random mixing of n ≥ 5 elements would result in large values of ∆𝑆mix
, the

presence of all of these elements does not always ensure that such mixing is achievable or
thermodynamically stable [26, 27] . Phase stability depends upon both the entropy and enthalpy,
according to the Gibbs free energy, ∆G, which has the general form,
∆𝐺 = ∆𝐻 − 𝑇∆𝑆 ,

(2.2)

where the ∆H is the total enthalpy change, relative to a standard state, and the ∆S is the total
entropy change, including both configurational and dynamical contributions [28]. The stable
conf
conf
phase always has the lowest ∆G, but not necessarily the largest ∆S (or ∆𝑆mix
). However, ∆𝑆mix

is an essential consideration in the design of alloys with multiple principal elements, and it is the
main focus of the present work.
25

𝑐𝑐𝑐𝑐

The quantity, ∆𝑆𝑚𝑚𝑚 , may be expressed as a function of a site-ordering parameter,

η, which ranges from 0 to 1. This model includes the random (η = 0) and fully-ordered (η = 1)

configurations as limiting cases, following the same approach used to understand the ordering
behavior of intermetallic compounds [1, 29, 30]. Here, this approach is extended to the case of a
multi-principal-element phase, by applying a set of order parameters, ηi, for i = 1 to n elements
(see Methods). Equation 2.1 may then be re-written, as
𝑅

conf
ΔSmix
= − 2 ∑𝑛𝑖=1{x𝑖 (1 + 𝜂𝑖 ) ln[x𝑖 (1 + 𝜂𝑖 )] + x𝑖 (1 − 𝜂𝑖 ) ln[x𝑖 (1 − 𝜂𝑖 )]}.

(2.3)

conf
In the case of a multi-phase material, such as the present alloy, the total ∆𝑆mix
may be found by

the weighted sum of each phase, particularly if no significant volume change occurs due to the
phase separation [25].

In the present study, the Al1.3CoCrCuFeNi alloy is shown to deviate from the random
mixing behavior, even in the liquid state, according to both simulations and experiments. The
conf
solid alloy contains partially-ordered phases, where ∆𝑆mix
> 0, using Equation 2.3 with the

conf
values
experimental values of ηi, measured over a wide temperature range. Although the ∆𝑆mix

are diminished from that of a random solid solution, their finite values demonstrate that the highentropy-alloy design strategy has significantly influenced the formation of the ordered phases.
We conclude that the high-entropy-alloy design strategy should be considered for a broad range
of alloy-development problems, far beyond the recent emphasis on single-phase solid solutions.
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2.2

Results

Room-temperature microstructures
On the scale of hundreds of microns, the microstructure appears as large (~ 200 µm)
crystal grains, representing 95% of the volume fraction, with irregular-shaped islands dispersed
throughout the matrix, representing the remaining 5% of the volume (Fig. 2.1a). Although
dendritic growth is not obvious from the present microstructure, it is known to occur in the
AlxCoCrCuFeNi system, over a wide range of aluminum contents, x [31]. Here, it is inferred that
the dendrites have grown and merged, during cooling from the melt, to form the large-grain
microstructure. The irregular-shaped islands represent the remnants of the interdendritic regions.

Several grains were individually analyzed using a scanning-electron microscope,
electron-backscatter diffraction (SEM-EBSD) method. The cubic structures and the orientations
of individual grains were measured, as shown by the color coding of Figure 2.1b. The crystal
structure of these large grains is basically body-centered cubic (BCC), although further details
are found on closer examinations, as discussed below. The interdendritic regions have the facecentered-cubic (FCC) structure (Supplementary Fig. S2.1).

On the tens-of-microns scale, the X-Ray energy-dispersive spectrometry (EDS) reveals
that the crystal grains contain an inhomogeneous mixture of all the constituent elements, and that
interdendritic regions are Cu rich (Fig. 2.1c). The inhomogeneity of the crystal grains is partly
due to the presence of hundreds of Cu-rich precipitates, which are distinct from the interdendritic
regions (Fig. 2.1d). The combined area fraction of these Cu-rich features (interdendritic regions
and rod-shaped precipitates) in Fig. 2.1d is 15%. The corresponding volume fractions of the
interdendritic regions and rods, found by analyzing multiple images, are 5% and 10%,
respectively (Supplementary Fig. S2.2).

On the submicron level, the microstructure is determined, using the high-resolution SEM
(Fig. 2.2a), transmission electron microscopy (TEM), and selected area diffraction (SAD)
(Supplementary Fig. S2.3). The large crystal grains are actually composed of coherent BCC/B2
phase mixtures, where B2 is an ordered variant of the BCC structure, often associated with
intermetallics [30, 32]. The rod-shaped FCC precipitates are dispersed in BCC/B2 grains (Figs.
27

2.1d and 2.2a). The X-ray EDS shows that Al and Ni are found almost exclusively in the B2
regions, Cr in the BCC regions, and Cu in the FCC regions (interdendritic regions and rodshaped precipitates). Co and Fe, however, are found in both the B2 and BCC regions (Fig. 2.2b).
Thus, the room-temperature B2 phase contains four principal elements (i.e., having
concentrations greater than 5 atomic percents) [6] of Al, Ni, Co, and Fe. The BCC phase has
three principal elements (Cr, Co, and Fe), and the FCC phases mainly contain Cu.

The BCC/B2 phase mixture is formed by periodic composition modulations within the
coherent crystal grains, which is a characteristic feature of spinodal decomposition [25]. The
resulting plate-like microstructure has a ~ 0.2 µm periodicity (Fig. 2.2a), and a significantlyreduced configuration entropy of mixing, compared to a homogeneous BCC phase. Note that
similar modulated microstructures have previously been identified in the AlxCoCrCuFeNi alloys,
and are attributed to spinodal decomposition [31]. These features occur in the high aluminumcontent compositions (0.8 < x < 3.0), below the spinodal decomposition temperatures near 600
°C.

The Cu segregation occurs on different length scales. The largest Cu-rich structures are
the interdendritic regions (Fig. 2.1c), comparable to those previously-reported in the
AlxCoCrCuFeNi system, which contain between 60 and 80 atomic % Cu [33]. The interdendritic
regions form directly from the Cu-rich liquid, which co-exists with the primary BCC phase. The
present SEM-EBSD analyses indicate that the interdendritic regions are FCC structures
(Supplementary Fig. S2.1), and EDS shows that they are Cu rich (Fig. 2.1c and d). Two types of
sub-micron Cu-rich precipitates are identified, particularly, the rod-shaped (Fig. 2.2a) and
spherical nano-precipitates (Fig. 2.2b). The rods are dispersed throughout the dendrites (i.e., the
BCC/B2 matrix), but the spheres are found only in the spinodal B2 phase. Given that the total
volume of Cu in the material is 16%, it may be inferred that the volume fraction of the Cu
nanoprecipitates is on the order of 1% (from above, the Cu-rich rods and interdendritic regions
account for 15%). Taking all of the above Cu-rich FCC phases into account, the adjusted volume
phase fractions of the alloy are 50% B2, 34% BCC, and 16% FCC structures.
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Despite the distinct types of Cu-rich precipitates observed, the neutron-diffraction
patterns contain only a single family of FCC peaks (in addition to the B2/BCC peaks), with a
room-temperature lattice parameter, a = 3.624 ± 0.003 Å. This structure is similar to the pure
Cu[34], which is FCC, with a = 3.615 Å. Furthermore, the intensities of the FCC neutrondiffraction peaks are consistent with an FCC phase fraction formed by all (or most) of the Cu in
the alloy. Because of the above observations, the Cu-rich regions (large and small) are
conf
approximated as the pure Cu, having ∆𝑆mix
= 0.

Several types of Cu-rich precipitates have been reported in the AlxCoCrCuFeNi system,
including the FCC, BCC, L12, and B2 structures [31, 33]. Thus, the present approximation may
overlook many details of the Cu-segregation behavior, which is obviously quite complex.
Regardless of the details, however, it may be inferred that the Cu segregates in stages during
conf
.
cooling, and serves as an important indicator of the overall temperature dependence of ∆𝑆mix

APT provides further details of the elemental distributions, allowing individual atoms to
be resolved and color coded according to the elemental type (Fig. 2.3a). Features, such as the
elemental partitioning of the room-temperature B2 phase, and the appearance of Cu-rich
precipitates, much smaller than those described above, are shown in a proximity histogram
constructed across the B2-FCC interface (Fig. 2.3b). The Cr-rich precipitates are visible in the
atom map (Fig. 2.3a), consistent with other studies [33]. In general, the APT studies verify the
multi-component nature of the major phases, and detect both copper and chromium nanoprecipitates. These detailed results reveal a seemingly complex microstructure, particularly at
room temperature. However, the main trends (composition modulations and elemental
precipitations within a solid solution) are quite simple.

The above results establish the important details of the room-temperature microstructure
and the phase compositions (Table 2.1). The crucial information about the site ordering, and the
structural evolution with respect to temperature, is obtained through the additional experimental
and theoretical analyses, described below.
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Complementary neutron and X-ray scattering studies
We were unable to directly solve the atomic distributions by performing diffraction
experiments and applying Rietveld refinements [35]. There are too many fitting parameters,
without a strong refinement convergence. However, here we show that the problem may be
reduced to that of refining a single “contrast” parameter (see Methods), which is directly related
to the intensity ratio of the superstructure and fundamental reflections. These intensity ratios are
generally different for X-rays versus neutrons. Thus, the two experimental techniques provide
complementary information. Ultimately, the actual elemental distributions may be inferred from
the integrated analyses of the contrast parameters and the microscopy results, described above.

Several neutron and synchrotron X-ray diffraction scans were collected in the
temperature range of 20 °C to 800 °C, which is of great interest, because the spinodal
transformation possibly occurs [31] near 600 °C. The spinodal microstructure produces
overlapping BCC and B2 Bragg reflections, particularly, those marked by the solid squares in
Fig. 2.4a, which are common to both the BCC and B2 structures (i.e., the fundamental peaks).
Peaks marked by the open squares are exclusive to the B2 structure (i.e., the superstructure
peaks). The Cu-rich interdendritic regions and rods produce the FCC peaks, marked by the solid
triangles, which co-exist with the BCC/B2 peaks throughout the present temperature range (Fig.
2.4a - c).

As the alloy is heated to 800 °C, the main features of the diffraction patterns persist,
including the synchrotron X-ray (Fig. 2.4b) and neutron (Fig. 2.4c) superstructure reflections.
The ratios of the BCC/B2 (1 0 0) superstructure and the BCC/B2 (1 1 0) fundamental integrated
peak intensities (Iratio) were examined, using both synchrotron X-ray and neutron diffraction (Fig.
2.4d). The difference between the X-ray and the neutron Iratio values arises from their different
scattering behaviors (Fig. 2.4e)

Several atomic-distribution models were constructed and compared against the observed
Iratio values. The best match to the room-temperature data is a distribution in which the Al atoms
preferentially occupy the α sublattice (ηAl = 0.73), the Fe atoms weakly prefer the α sublattice
(ηFe = 0.24), and the Ni and Co atoms preferentially occupy the β sublattice (ηCo,Ni = - 0.60). No
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significant amounts of Cr or Cu are present in the spinodal B2 phase. The present order
parameters satisfy the constraint that both sublattices have an equal number of atoms (equation
2.13), and give a good empirical fit to the observed data.

The Iratio values (Fig. 2.4d) increase with temperature, except for the dip around 600 °C,
which is most pronounced in the neutron data. The Iratio trend indicates a gradual strengthening of
conf
, as the spinodal microstructure is heated. This entropy
the B2 order, and decrease in the ∆𝑆mix

decrease is thermodynamically favorable only if it produces an offsetting benefit, such as lattice-

strain minimization, as may be expected in multi-element spinodal alloys [36]. The overlapping
B2 and BCC peaks in the present diffraction data indicate that close lattice-parameter matching
is indeed maintained in the spinodal microstructure, even as the lattice parameters change with
temperature (Fig. 2.4f).

The BCC/B2 phases undergo a smaller thermal expansion than the Cu-rich FCC phases,
based on the diffraction-peak positions and associated d-spacings. The dashed line (Fig. 2.4f)
represents a linear fit to the BCC/B2 results, from room temperature to 600 °C. Although the
slope increases above 600 °C, no discontinuity in the d-spacing trend is observed. This finding is
consistent with the expected spinodal transformation, which occurs by a continuous redistribution of elements on the cubic lattice [37].

Significant changes in the atomic distributions are expected in the temperature range
where the Iratio dip is observed (Fig. 2.4d), in the neighborhood of 600 °C, corresponding to a
transition from the spinodal BCC/B2 microstructure to a high-temperature B2 matrix. The dip is
much more pronounced in the neutron data, indicating that the TM elements undergo a
significant redistribution.

Despite the increased mixing at temperatures above 600 °C, inhomogeneity may persist
in the high-temperature 〈B2〉 matrix, possibly in the form of BCC and B2 domains, as found in

the room-temperature AlCoCrCuFeNi alloys solidified by rapid quenching [33]. Thus, the

notation 〈B2〉 is used to emphasize that the space-averaged B2 structure is being reported here. In
particular, the 〈B2〉 order parameters are ηAl = 0.93 and ηTM = - 0.29. The negative value of ηTM
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indicates that the TM elements preferentially occupy the β sublattice. The resulting 〈B2〉
conf
configurational entropy of mixing, �∆𝑆mix
�〈B2〉= 1.50R, is considerably greater than that of the
conf
spinodal microstructure, where ∆𝑆mix
= 0.89R.

High-temperature neutron-scattering studies
Neutron scattering on Al1.3CoCrCuFeNi was conducted from ambient temperature to
1,400 °C (Fig. 2.5a), a liquid state, using aerodynamic levitation and laser heating
(Supplementary Fig. S2.4) [38, 39]. The B2-superstructure reflection persists all the way to 1,150
°C (Fig. 2.5b). At higher temperatures, the diffraction intensities (superstructure and fundamental
reflections) are too weak to analyze the long-range structure. The primary phase is, therefore,
identified as a disordered BCC solid solution. However, the solid solution may have local B2
ordering, similar to the AIMD-simulated results for the liquid phase, discussed below.

To understand the local ordering behavior, pair-distribution-function (PDF) analyses of
the neutron-diffraction data were carried out [40-42]. At room temperature (Fig. 2.6a), the
observed PDF approximately matches the periodic atomic arrangement associated with the
present cubic crystal structures (B2, BCC, and FCC). Here, the fitting model, implemented using
the PDFgui software package [43], represents the ideal structure, where the equilibrium position
of each atom falls exactly on its assigned lattice site. Comparing to the observed PDF, the
greatest mismatch occurs at short distances, less than 10 Å, suggesting the presence of local
lattice distortions due to different atomic sizes in the solid solution [24]. Over long distances, the
cumulative effect of the local static distortions is similar to that of thermal displacements, which
do not destroy the periodicity of the crystal structure. Thus, the observed PDF matches well to
the ideal model (which includes random, thermal displacements) at large distances (Fig. 2.6a).

At the highest temperature studied, 1,400 °C, the observed PDF peaks diminish at
distances beyond r ~ 15 Å, consistent with a liquid phase (Fig. 2.6b). The observed profile at
1,400 °C shows reasonably good agreement with a model having short and medium-range order,
as recently found in ternary liquid metals containing aluminum [44]. The local structure of the
liquid is similar to the solid, which is modeled, using a mixture of BCC and FCC unit-cell
clusters. It is significant to note that the BCC or FCC cell clusters, alone, do not provide a good
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fit. Only in combination do they provide a reasonable fit, consistent with recent studies of binary
liquid alloys containing mixed cluster types [45]. Interestingly, the mixed clusters in the liquid
may be viewed as precursors to the phase segregation in the solid.

The mixed-cluster model was implemented in PDFgui, using the spherical shape factor
option. The cluster diameter was used as a fitting parameter, producing the best fits in the range
of 5 to 20 Å. The BCC and FCC cells are randomly populated by all six elements in the alloy,
with lattice parameters of 3.00 Å and 3.801Å, respectively. The BCC volume phase fraction of
62%, and FCC fraction of 38%, yield a calculated density of 6.28 g/cm3.

The present PDF experiments show an interesting connection between the short and
medium range structures of the liquid and solid phases. Many questions remain, however, about
the details of the structural and chemical order. For example, the experimentally-observed peak
splitting in the liquid is not yet well matched by the models. This challenging problem will likely
be the subject of many future studies.

Ab-initio molecular-dynamics simulations
The AIMD simulations can predict the local atomic structure of the liquid, and give
insight into the solidification behavior of complex alloys [46, 47]. In the present study, AIMD
simulations were run, both with and without constraints from the experimental input. An AIMD
“snapshot” of the liquid structure at 1,400 °C is shown in Fig. 6c. The simulated PDF gives a
reasonable match with the observed one (Fig. 2.6d), when constrained to match the density (6.28
g/cm3) obtained from the experimental fit (Fig. 2.6b). The unconstrained AIMD predicts a higher
density, with peaks shifted to smaller pair separations, r. Both the constrained and unconstrained
AIMDs, however, predict the same chemical short-range-order (CSRO) trends, described below.

The AIMD-simulated PDF may be separated into the partial pair-correlation functions
(gαβ) for all possible atom pairs (Supplementary Fig. 5). The gαβ values, at 1,400 °C, predict that
certain nearest-neighbor pairs (e.g., Al-Ni, Cr-Fe, and Cu-Cu) occur much more frequently than
others (e.g., Al-Al and Cr-Ni), and have slightly different separations (Fig. 2.6e). Similar results
are seen at different temperatures [47]. These CSRO trends in the liquid can be viewed as
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precursors for nucleating the segregated Al-Ni-enriched, Cr-Fe-enriched, and Cu-rich phases
(Fig. 2.2a) [48]. The predictive nature of AIMD simulations suggests that they can be used to
qualitatively guide screening single-phase HEA compositions that should minimize short-range
chemical ordering or segregation in the liquid.

The diffusion constants (Supplementary Table S2.1) were obtained by plotting the meansquare displacement versus time (Fig. 2.7a) according to the equation:
𝐷𝑖 = lim𝑡→∞

〈|𝑅𝑖 (𝑡)−𝑅𝑖 (0)|2 〉
6𝑡

(2.4)

where Di is the self-diffusion constant of a species, i, and R 𝑖 (𝑡) and R 𝑖 (0) denote the atomic
positions of the species, i, at times t and t = 0, respectively. The brackets denote an average over
all the same species.

The simulated diffusion constant for Cu is the fastest (Fig. 2.7b); it is about 60% faster
than Co, which has the slowest diffusivity at T = 1,400 °C, despite the fact that Cu has the
highest atomic weight and similar metallic radius as Cr, Fe, Co, and Ni. Similar trends in the
diffusion constants was observed at T = 1,600 °C[47]. This high diffusion rate for Cu may
facilitate its precipitation from the matrix, as observed in the present microscopy studies (Figs.
2.1-2).

Combined results revealing the structural evolution during cooling
The present Al1.3CoCrCuFeNi alloy is a liquid above 1,315 °C (Supplementary Fig.
S2.6), with chemical short-range order, revealed through both experimental PDF studies and
AIMD simulations. These local structures observed in the liquid are preserved in the primary
phase of the high-entropy solid solution during the initial solidification and dendritic growth
[31]. It undergoes a series of microstructural changes during further cooling, progressing from a
simple high-temperature structure to more complex microstructures at lower temperatures (Table
2.2).

During the earliest stages of solidification (1,230 °C to 1,315 °C), the primary BCC phase
is in equilibrium with a Cu-enriched liquid [31], and its composition may be written as
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Al1.3CoCrCu1-zFeNi, where z represents the Cu depletion. The upper bound of the
conf
configurational entropy, where �∆𝑆mix
�BCC ≤ 1.79𝑅, corresponds to z = 0 and random mixing.
conf
The “BCC” subscript denotes that ∆𝑆mix
is per mole of the BCC phase.

Although the temperature dependence of z within the range of 1,230 °C to 1,315 °C was
not determined, the value approaches z = 0.31, based upon the volume fraction of Cu-rich
interdendrites observed in the room-temperature microstructure. The entropy reduction, due only
conf
to the Cu depletion, is slight, such that �∆𝑆mix
�BCC decreases from 1.79R to 1.78R. A greater

reduction occurs, however, due to the CSRO, which may originate from the preferred nearest-

neighbor pairing in the liquid. Equation 2.19 was used to calculate the CSRO entropy reduction,
corresponding to the case of strongly-enhanced Al-TM pairs (ηAl = 1, ηTM = - 0.28). Thus, the
combination of CSRO and Cu depletion gives the lower bound, and the case of random mixing
conf
without Cu depletion gives the upper bound of the range, 1.73R ≤ �∆𝑆mix
�BCC ≤ 1.79𝑅.

In the temperature range of 1,080 °C to 1,230 °C (Table 2.2, Row 3), long-range B2
ordering is detected by the presence of superstructure neutron-diffraction peaks (Fig. 2.5b), in
addition to the B2/BCC fundamental peaks. No other crystal phases are detected, indicating that
the Cu-rich interdendrites have not yet solidified into an FCC structure. Thus, a Cu-rich liquid
co-exists with a Cu-depleted solid phase, identified as the high-temperature 〈B2〉 phase. The

solid composition is estimated as Al1.3CoCrCu0.7FeNi, such that the amount of Cu absent from
the high-temperature solid is sufficient to produce the 5% interdendrite volume fraction observed
in the room-temperature microstructure (Fig. 2.1a). The notation 〈B2〉 is used to emphasize that

an average B2 structure has been determined, but the homogeneity of the phase is uncertain, and
is the subject of ongoing studies.

Based upon the neutron superstructure reflections (Fig. 2.5b), the strength of the B2 longrange ordering is increasing as the temperature decreases, at least down to 800 °C. The
conf
�〈𝐵2〉lower limit is calculated, using Equation 3, with ηAl = 0.93, ηTM = - 0.26 (from
�∆𝑆mix

Equation 2.15), and the phase composition, Al1.3CoCrCu0.7FeNi. Finally, the upper limit is taken
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conf
from above CSRO calculation, giving a range of 1.63R ≤ �∆𝑆mix
�〈B2〉 ≤ 1.72R per mole of

〈B2〉 phase in the present temperature range of 1,080 °C to 1,230 °C (Table 2.2, Row 3)

In the temperature range of 600 to 1,080 °C (Table 2.2, Row 4), the existence of the FCC
diffraction peaks (Fig. 2.5a) indicates that a large fraction of the Cu has solidified, with a
structure similar to that of pure Cu. Note that the melting point of pure Cu is 1,085 °C. Because
the combined volume fraction of the Cu-rich interdendrites and rod-shaped precipitates is about
15% at room temperature, the present FCC diffraction peaks are attributed to the solidification of
these two types of structures. In this simplified model (more detailed characterizations of the
room-temperature phases in the Al-Co-Cr-Cu-Fe-Ni system are found in the literature) [33, 49],
the present 〈B2〉 phase composition, in the temperature range of 600 to 1,080 °C, is given by
conf
�〈B2〉 = 1.50R, for the ordering based upon ηAl =
Al1.3CoCrCu0.1FeNi. From Equation 2.3, �∆𝑆mix

0.93 and ηTM = - 0.29.

A spinodal structure exists below 600 °C (Table 2.2, Row 5), more complex than the
high-temperature structures. Using the elemental analyses obtained from X-ray EDS and APT
(Table 2.1), the spinodal B2 phase composition is Al1.3Co0.79Fe0.51Ni, and the spinodal BCC
phase composition is Co0.21CrFe0.49. The phase fractions, FBCC and FB2, are 34% and 50%,
respectively. The remaining 16% of the alloy volume is the unmixed Cu, in the form of
interdendrites, rod-shaped precipitates, and nanoparticles. The overall configurational entropy of
mixing may be calculated as
conf
conf
conf
conf
= 𝐹BCC �∆𝑆mix
�BCC + 𝐹B2 �∆𝑆mix
�B2 + 𝐹FCC �∆𝑆mix
�FCC
∆𝑆mix

(5)

where FBCC, FB2, and FB2 represent the volume fractions of the individual phases, identified by
the subscripts. As determined by comparing structural models to the diffraction trend shown in
Fig. 2.4d, the ordering of the B2 phase (Al1.3Co0.79Fe0.51Ni) may be characterized by ηAl = 0.73,
conf
ηCo = ηNi = - 0.60, and ηFe = 0.24. These order parameters give �∆𝑆mix
�B2= 1.13R per mole of

conf
spinodal B2 phase, which is actually greater than the “disordered” phase, where �∆𝑆mix
�BCC =
conf
0.93R. Since the Cu-rich FCC phases give �∆𝑆mix
�FCC ~ 0, the overall configurational entropy of
conf
mixing, per mole of the alloy, is ∆𝑆mix
= 0.89𝑅.
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Table 2.2 summarizes all of the above microstructures, compositions, relative
abundances, and major features of the atomic distributions.

2.3

Discussion
Alloys containing several elements mixed in near equimolar ratios, also known as high-

entropy alloys, have shown exceptional engineering properties, such as high strengths at elevated
temperatures [6, 8, 10], ductility [16], toughness [18], and resistance to corrosion [20], wear [21],
and fatigue. [22] These findings have generated great interest, and intense efforts are underway
to further develop high-entropy alloys for practical applications. The goal is increasingly focused
on obtaining single-phase solid-solution microstructures [26, 27, 47, 50]. However, multiphase
microstructures should not be dismissed, not only because they provide valuable test cases for
understanding phase separation in high-entropy alloys, but many are technologically significant
in their own right. For example, high-strength spinodal alloys have recently been developed,
using four principal elements (Al, Fe, Mn, and Ni) [36, 51], which potentially enhances their
conf
∆𝑆mix
.The success of using multiple-principal elements in the development of these spinodal

alloys is relevant to the high-entropy-alloy research community, and encouraging, because it

demonstrates that the strategy of using multiple-principal elements is effective for developing a
broad range of disordered and partially-ordered alloys.

Here, the Al1.3CoCrCuFeNi material has served as a test case for studying phase
separation and structural evolution, using integrated experimental and theoretical techniques.
Experimental studies included high-resolution SEM, TEM, and APT, revealing microstructural
features across many length scales. The abundances and compositions of the individual phases
were determined, using techniques such as X-ray EDS, and these results were integrated into the
analyses of synchrotron X-ray and neutron scattering experiments. Ultimately, the main features
of the atomic distributions, and their evolution with temperature, were experimentally
determined. Theoretical AIMD studies shed further light on the atomic configurations and
dynamics, showing, for example, that preferred nearest-neighbor pairing in the liquid may seed
the formation of ordered B2 phases in the solid.
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The ordering behavior of Al1.3CoCrCuFeNi was expressed in a quantitative and
unambiguous fashion, instead of simply categorizing the phases according to the general
structure type, such as B2. This quantitative expression is especially important in multi-element
alloys, where there are several non-equivalent ways in which the elements may order to form a
given structure type. In contrast to binary alloys, which may be characterized using a single order
parameter, multiple order parameters may be required to characterize the atomic distributions.
Here, the complementary neutron and synchrotron X-ray scattering studies played a key role in
determining these structural order parameters, over a wide temperature range (room temperature
to 1,400 °C).

AIMD simulations are emerging as a predictive tool for the phase formation from the
liquid [47], and have served here to identify the local-ordering trends in the liquid, particularly
the chemical short-range order, which influence the formation of the solid phases in
Al1.3CoCrCuFeNi. Strong evidence of the local structural similarity between the liquid and solid
phases has been provided by the present combined AIMD, experimental PDF, and
complementary temperature-dependent neutron and synchrotron X-ray diffraction studies.
However, much work remains in the challenging new area of multi-element liquid alloys, and
their solidification behavior.

Intense research efforts are underway to develop high-entropy alloys with exceptional
engineering properties. The present work addresses the fundamental need to understand the
temperature-dependent elemental distributions in these multi-principal-element alloys. It was
demonstrated that a set of complementary experimental and theoretical techniques could be
applied to solve even the complex atomic mixing (and un-mixing) behaviors of the
Al1.3CoCrCuFeNi alloy. The observed phases, including the disordered and partially-ordered
solid-solution structures, were quantitatively described within a unified structural model, going
beyond the common practice of discretely categorizing the phases as ordered versus disordered
structures. The results suggest that the high-entropy-alloy-design strategy (i.e., using multiple
principal elements) should be considered, not only for the goal of producing single-phase solid
solutions, but also for producing more complex multi-phase materials with the benefit of the
entropy-enhanced stability.
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Methods
Sample preparation
Specimens were fabricated by Sophisticated Alloys, Inc. (Butler, PA), using a standard
arc-melting technique [8]. The composition of Al1.3CoCrCuFeNi (molar fraction) was selected
for the present study, due to its B2-ordering tendencies. Compositional analysis was performed
by Sherry Laboratories (Daleville, IN), using a direct-current plasma technique3, and verified
that the actual composition was very close to the nominal composition.

Microscopy and atom probe tomography
High-resolution

scanning-electron

microscopy

(SEM)

and

transmission-electron

microscopy (TEM) were performed at the Oak Ridge National Laboratory (ORNL) Shared
Research Equipment User Facility (ShaRE) [52]. The focused ion beam (FIB) lamella
preparation for TEM was performed, using the standard liftout technique [53]. The SEM and
TEM measurements were combined with the X-ray energy-dispersive spectrometry (EDS) to
measure the elemental distribution, and electron-backscatter diffraction (EBSD) to determine the
crystal type and orientation of individual phases.

Tomography studies were conducted at the ShaRE facility using a local electrode atom
probe (LEAP) with 37% detection efficiency. The LEAP evaporates individual atoms from a
needle-shaped specimen, and computational post-processing provides a reconstruction of the
atom identity (including the isotope) and location in the specimen. All samples used in the
current work were derived from the same bulk ingot. Although only 37% of the evaporated
atoms reach the detector and are counted, the detection sensitivity is the same for all elements,
and large numbers of atoms are counted [54]. The present material, for example, has ~ 80 atoms
within a 1 nm3 volume, and will yield about 30 counts per nm3. Therefore, the LEAP provides an
accurate characterization of the present atomic distributions.

Ab-initio molecular-dynamics (AIMD) simulations
The AIMD simulations were performed at the National Energy Technology Laboratory
[55], using the plane-wave pseudo-potential software, Vienna Ab-Initio Simulation Package
(VASP) [46, 56]. Projector augmented-wave (PAW) potentials [57] were used as supplied with
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VASP. The revised Perdew-Burke-Ernzerhof [58] gradient approximation to the exchangecorrelation functional was used. All the calculations were carried out in a canonical ensemble,
i.e., a constant mole, volume, and temperature, with the atomic-configuration relaxation and
temperature controlled by a Nose thermostat [59]. This arrangement requires the accurate
determination of the densities of the liquid and solid. A cubic supercell of 200 atoms that
corresponds to the Al1.25CoCrCuFeNi composition was built. The volume of the cell was
adjusted so that the pressure is zero to reach equilibrium. The simulations were performed at the
Γ point only (i.e., the origin of the first Brillion zone), with a time step of 1 fs. The total
simulation time is 30 ps. A "medium" precision setting, as described in VASP, was used. The
plane-wave cutoff energy was set at 273.2 eV. The electronic-energy-convergence criterion was
set to 1 x 10-4 meV/at. The AIMD simulations were performed at temperatures of 2,000, 1,800,
1,600 and 1,400 oC in the liquid state, respectively. Previously AIMD simulations have been
carried out to study the atomic structures of a variety of liquid melts [60-63].

Applying ordering parameters to a multi-component B2-ordered structure
The B2 crystal structure may be treated as two inter-penetrating sublattices, designated
by α and β [29, 32]. In the binary B2 alloys, where the chemical formula may be written as AB,
the fully-ordered condition is where the A atoms reside exclusively on the α-sublattice, and the B
atoms reside on the β sublattice. Varying degrees of ordering may be described using,
𝜂 = 2�𝑥𝐴𝐴 − 𝑥𝐴𝐴 � = 2�𝑥𝐵𝐵 − 𝑥𝐵𝐵 �,

(2.6)

where η is the order parameter, xAα is the molar fraction of the A atoms on the α sublattice, xAβ is
the molar fraction of A atoms on the β sublattice, xAβ is the molar fraction of B atoms on the α
sublattice, and xΒβ is the molar fraction of B atoms on the β sublattice. The sublattice molar
fractions (xAα, xAβ, xBα, and xAβ) are related to the overall molar fractions, xA and xB, by
𝑥𝐴𝐴 = 𝑥𝐴 (1 + 𝜂),

(2.7)

𝑥𝐵𝐵 = 𝑥𝐵 (1 − 𝜂),

(2.9)

𝑥𝐵𝐵 = 𝑥𝐵 (1 + 𝜂).

(2.10)

𝑥𝐴𝐴 = 𝑥𝐴 (1 − 𝜂),

(2.8)

and
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Because the molar fractions cannot be negative, η must be within the range of - 1 to 1.
However, the range, η = 0 to 1, is sufficient to describe all possible ordering scenarios.
Thermodynamic quantities, such as the enthalpy and configuational entropy, may be expressed in
terms of xA, xB, and η, and calculated using the nearest-neighbor approximations[29, 30]. Here, a
similar approach is used to describe multi-component alloys.

Consider a B2 alloy composed of n different elements, where the overall molar fractions
are given by xi, for i = 1 to n. Equations 2.7 – 2.10 may be replaced by

and

𝑥𝑖α = 𝑥𝑖 (1 + 𝜂𝑖 )

(2.11)

𝑥𝑖β = 𝑥𝑖 (1 − 𝜂𝑖 ),

(2.12)

where xiα and xiβ are the molar fractions of the element, i, on the α and β sublattices,
respectively, and ηi is the order parameter of the element, i. Because the molar fractions, xiα and
xiβ, cannot be negative, all ηi must be within the range of - 1 to 1. Furthermore, to ensure the
balanced occupation of both sublattices, the ηi must satisfy
∑𝑛𝑖=1 𝜂𝑖 𝑥𝑖 = 0.

(2.13)

𝜂2 ≡ ∑𝑛𝑖=1 𝑥𝑖 𝜂𝑖2 .

(2.14)

Finally, the total order parameter, η, may be defined by,

Several different ordering scenarios are possible in the multi-component B2 phases,
which may be expressed in terms of the relationships among the order parameters, ηi. In the
present Al1.3CoCrCuFeNi alloy, one scenario, which gives good agreement with the
experimental data at high temperatures, has the five transition metals (Co, Cr, Cu, Fe, and Ni)
sharing the same ordering parameter, ηTM, which is related to the Al-ordering parameter, ηAl, by
𝑥

𝜂TM = − �1−𝑥Al � 𝜂Al ,
Al

(2.15)

where xAl is the molar fraction of Al in the B2 phase. The resulting total order parameter, η,
reduces to
𝑥

𝜂 = �1−𝑥Al 𝜂Al .
Al

(2.16)
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If the B2 phase has the same composition as the overall alloy, then the maximum value of η is
0.5. In general, the maximum value of η is less than one, except for special compositions, such
as equimolar concentrations with an even number of elements.

Extending the treatment used for binary alloys [29], thermodynamic quantities for multicomponent B2 phases may be expressed, using the above defined parameters, ηi and xi. The
molar configurational entropy of mixing is given by Equation 2.3. Similarly, the mixing enthalpy
may be calculated by summing the nearest-neighbor pairs, such that
∆𝐻mix = 4 ∑𝑛𝑖=1,𝑖≠𝑗 Ω𝑖𝑖 𝑥𝑖 (1 + η𝑖 ) 𝑥𝑗 (1 − η𝑗 ),

(2.17)

where Ωij is the binary mixing parameter, and the factor of 4 arises from the number of bonds per
atom in the B2 structure [25].

The case of chemical short-range order (CSRO) in multicomponent solid solutions may
be treated using the pair approximation method, which may be applied to crystal structures with
two sublattices [64]. An essential feature of this method is to determine the molar fractions of
first-nearest-neighbor atom pairs, Xi/j, for all possible combinations of the elements, i and j, on
sublattices α and β, respectively. Because of the CSRO, the values of the Xi/j are expected to fall
between those of the randomly-mixed and the long-range-ordered cases. Here, the Xi/j are
calculated based upon a mixture of random and ordered domains, where half of the atoms lie in
random domains, and half in the ordered domains. Similar mixtures of random and ordered
domains have been observed in quenched multicomponent alloys [33]. Following the same
approach as in Equations 2.6 – 2.10, the Xi/j may be expressed using the order parameters, ηi,
such that
𝑋𝑖/𝑗 = 𝑥𝑖 𝑥𝑗 �1 −

𝜂𝑖 𝜂𝑗
2

�.

(2.18)

Finally, adapting the treatment of Chartrand and Pelton [64], Equation 1 may be rewritten, for
the case of CSRO in a B2 structure, as,
conf
∆𝑆CSRO
= −𝑅 ∑𝑛𝑖=1 𝑥i 𝑙𝑙(𝑥i ) − 4𝑅 �∑𝑛𝑖,𝑗 =1 𝑋𝑖/𝑗 𝑙𝑙𝑋𝑖/𝑗 − ∑𝑛𝑖,𝑗 =1 𝑋𝑖/𝑗 𝑙𝑙(𝑥𝑖 𝑥𝑗 )�.

(2.19)
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Neutron scattering
Neutron-diffraction experiments were performed at the ORNL Spallation Neutron Source
(SNS) [65], using instruments optimized for studies of local structures (NOMAD, Nanoscaleordered Materials Diffractometer) [40] and long-range crystal ordering (POWGEN) [66]. The
use of both NOMAD and POWGEN was motivated by the expectation that the present HEAs
have distinct local features (e.g., lattice distortions and local ordering), as well as long-range
crystal order. The temperature dependence of these structures was investigated, using neutron
diffraction. The experiments were conducted over a wide temperature range, from room
temperature to 800°C on POWGEN, and up to 1,400°C on NOMAD, using an aerodynamic
levitator (Fig. S2a-b) [38, 39, 67]. This levitator provides a containerless environment, in which
small samples (~ 2-mm-diameter spheres) are suspended above a conical nozzle with the flowing
argon gas, and heated with a 250 Watt CO2 laser operating at a wavelength of 10.6 µm. For the
POWGEN experiments, a conventional neutron furnace, with vanadium foil heating elements,
was used. A large sample (a 7 gram polycrystalline solid) was chosen, compatible with the
neutron-beam size (4 cm high and 1 cm wide).

The complications of solving the multi-element B2 structure were greatly simplified,
using a single parameter (δ) to represent the scattering contrast between the two sites in the B2
unit cell, and fitting the observed data to the simplified unit cell. Here, the two sites in the unit
cell are characterized in terms of the average neutron-scattering length,
𝑏av = ∑𝑛𝑖=1 𝑥𝑖 𝑏𝑖

(2.20)

where xi is the molar fraction, and bi is the neutron-scattering length of the ith element. In
particular, the neutron-scattering lengths of the two sites, α and β, are represented as,
bα = bav × (1 + δ), bβ = bav × (1 - δ)

(2.21)

respectively. Thus, δ serves as a unitless parameter, which may be incorporated into a Rietveld
refinement, and is directly related to the neutron-structure factors of the B2 phase,
fund
𝐹ℎ𝑘𝑘
= 𝑏𝛼 + 𝑏𝛽
super

𝐹ℎ𝑘𝑘

(2.23)

= 𝑏𝛼 − 𝑏𝛽

(2.24)

fund
where 𝐹ℎ𝑘𝑘
is the structure factor of the B2 fundamental reflections, i.e., those which satisfy the
super

condition that the sum of the Miller indices (h + k + l) is an even number, and 𝐹ℎ𝑘𝑘

is the
43

structure factor of the B2 superstructure reflections, which satisfy the condition that the sum (h +
k + l) is an odd number. Thus, the δ parameter is equal to the ratio of the superstructure and
fundamental structure factors,
𝛿=

super

𝐹ℎ𝑘𝑘

fund
𝐹ℎ𝑘𝑘

(2.25)

The contrast parameter may be explicitly related to the order parameters, according to,
𝛿=

1

𝑏av

∑ 𝑥𝑖 𝜂𝑖 𝑏𝑖

(2.26)

where the ηi are the order parameters defined in Equation 2.11. The observed parameter, δobs,
may be found by fitting the experimental diffraction data to a B2 crystal model, where the site
occupancy is expressed in terms of δ. Thus, in accordance with Equations 2.21 and 2.22, the
occupancy of the site at the origin of the unit cell is given by 1 + δ, and the occupancy of the site
at the center of the unit cell, (½, ½, ½), is given by 1 - δ. Both sites are occupied, nominally, by
the same element (here, Al is chosen). This unit cell, which is clearly fictitious, reproduces the
essential feature of the actual multiple-principal element unit cell: a scattering contrast between
the α and β lattice sites. The value of δobs is then taken as the value of δ that gives the best fit to
the experimental data.

Synchrotron X-ray powder diffraction
High-energy synchrotron X-ray diffraction experiments were conducted at the Argonne
National Laboratory, Advanced Photon Source (APS), using beamline 6-ID-D [68]. This
beamline provides monochromatic X-ray beams, using a Si (3 3 1) monochromator, in the energy
range of 70 to 130 keV. The present powder-diffraction study was conducted using 79.865 keV
(0.15524 Å) X-rays, with a beam size of 1-mm square cross section.

The Al1.3CoCrCuFeNi samples were ground into fine powders (< 20-µm particle size)
and placed into un-sealed quartz capillary tubes, compatible with the high-temperature furnace
provided by the beamline. The small particle size is necessary for obtaining a powder-average
diffraction pattern with the small beam. Note that neutron experiments, described above, were
performed with larger beam sizes, using solid, polycrystalline samples. The X-ray powder
samples were heated from room temperature to 800 °C, in regular increments, in order to obtain
the series of diffraction patterns shown in Fig. 2.4b.
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Appendix 2A: Chapter 2 Tables

Table 2.1. Phase compositions
Technique

Phase

Reference
element

Measured
concentration
ratios

Molar fractions
x (Co) and y (Fe)

x

y

APT

Spinodal B2

Ni

[Co/Ni] = 0.774
[Fe/Ni] = 0.481

x = 1 – [Co/Ni]
y = 1 – [Fe/Ni]

0.226

0.519

APT

Spinodal B2

Al

[Co/Al] = 0.644
[Fe/Al] = 0.400

x = 1 - 1.3[Co/Al]
y = 1 - 1.3[Fe/Al]

0.163

0.480

EDS

Spinodal B2

Ni

[Co/Ni] = 0.800
[Fe/Ni] = 0.600

x = 1 – [Co/Ni]
y = 1 – [Fe/Ni]

0.200

0.400

EDS

Spinodal BCC

Cr

[Co/Cr] = 0.260
[Fe/Cr] = 0.600

x = [Co/Cr]
y = [Fe/Cr]

0.260

0.600

Mean
Standard deviation

0.21
0.05

0.49
0.10

The chemical formulas reflect the segregation trends shown in Fig. 2.2b. The values and
uncertainties in the molar fractions, x and y, are determined from a combination of APT and Xray EDS measurements. In particular, x is determined from the average of the observed
concentration ratios of Co and Ni, Co and Al, and Co and Cr. Similarly, y is determined from the
average of the observed concentration ratios of Fe and Ni, Fe and Al, and Fe and Cr. Note that
essentially all of the Cu has segregated into FCC phases. Thus, Cu is absent from the B2 and
BCC phases.
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Table 2.2 Microstructure evolution with temperature
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Appendix 2B: Chapter 2 Figures

Figure 2.1. SEM Microstructures of the Al1.3CoCrCuFeNi alloy. (a) Large crystal
grains (hundreds of microns), with irregular-shaped islands dispersed throughout and
between the grains, are visible at low magnification. Scale bar, 200 µm. (b) A SEM–EBSD
map is color-coded according to the crystal-grain orientations. The matrix is composed of
large BCC/B2 grains, and the small islands are FCC structures. Scale bar, 200 µm. (c) X-ray
EDS shows that the large crystal grains contain significant amounts of all elements, except
Cu, which strongly segregates, forming the FCC islands. Scale bar, 20 mm. (d) Highermagnification SEM reveals even smaller islands of segregation. Scale bar, 10 µm.
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Figure 2.2. Microscopy and elemental analyses. (a) The high-resolution
SEM micrograph is color coded according to EDS, highlighting how the elements
segregate and enrich the room-temperature phases (B2, BCC, and FCC). Scale bar, 0.5
µm (b), The abundance of each individual element is shown in a series of TEM/EDS
images of the same sample region. The selected sample area includes a contiguous B2
region, with two rectangular (roughly) BCC phases, at the bottom and left side, and
smaller circular FCC nano-preciptitates. The EDS reveals that Al and Ni are nearly
exclusive to the B2 phase (i.e., the other regions appear black), Co and Fe are present
in both the B2 and BCC phases, and Cr is nearly exclusive to the BCC phase. Cu is
found nearly exclusively in the nano-preciptitates, which are FCC or ordered variants.
The larger FCC interdendritic regions and rod-shaped preciptitates, not shown here,
also contain mostly Cu. Scale bar, 0.1 µm
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Figure 2.3. Atom-probe tomography. (a) An atom map shows the atomic
distribution within the B2 phase, which contains Cu-rich and Cr-rich nanoprecipitates.
Scale bar, 0.01 µm. (b) Proximity histogram, presenting atomic concentrations across
the B2-FCC interface.
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Figure 2.4. Complementary synchrotron X-ray and neutron-diffraction
results from room temperature to 800 °C. (a) Synchrotron X-ray powder-diffraction pattern
at room temperature, showing the fundamental BCC reflections (solid squares), superstructure
BCC_B2 reflections (open squares), and FCC reflections (triangles). (b) A series of synchrotron
X-ray powder patterns from 100 to 800 °C. All of the peaks persist throughout the temperature
range, without any large changes in the integrated intensities or peak positions. The noticeable
increase in the peak heights, with increasing temperature, is accompanied by a decrease in the
width, and is attributed to the strain relaxation in the fine powder sample. (c) A series of neutronpowder patterns from 300 to 800 °C, for a solid, polycrystalline sample, with sharp peaks (no
strain broadening). As found in the X-ray study, all of the peaks persist without any large
changes in the integrated peak intensities or peak positions. (d) X-ray and neutron integrated
intensity ratios of the BCC/B2 (1 0 0) superstructure and (1 1 0) fundamental reflections, Iratio,
determined from the least-squares fitting of Gaussian curves to the observed peaks (error bars
from the standard errors of the Gaussian fits). The fitted values are compared to the model
calculations, indicated by the dashed black (neutron calculations) and red (X-ray calculations)
lines. (e) A schematic comparison of the X-ray and neutron scattering strengths of the elements
is shown to demonstrate why the neutron and X-ray peak ratios are so different. (f) The thermal
expansion trend, expressed in terms of the change in d-spacing (∆d) divided by the roomtemperature d-spacing (d0), of the BCC/B2 phases (black squares) is nearly linear (dashed line)
below 600 °C. Although the thermal expansion rates increase above 600 °C, no discrete jumps
are seen in the either the BCC/B2 or the FCC (green triangles) phases.
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Figure 2.5. Neutron diffraction from room-temperature to a molten
state. (a) Data were fit to the BCC/B2 and FCC structures, and the corresponding peaks are
denoted by squares and triangles, respectively. The open square is used for the
“superstructure” reflection, which is extinct in the disordered BCC phase, and the solid
squares for the fundamental reflections common to both the BCC and B2 structures. (b) The
weak B2 (1 0 0) superstructure peak is present at temperatures at least up to 1,150 °C. The
error bars are calculated based on the number of observed neutron counts.
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Figure 2.6. The local structure of Al 1.3 CoCrCuFeNi. (a) The room-temperature
neutron-pair-distribution-function (PDF) data (blue), and the calculated PDF results (red), based
upon the expected cubic-crystal structure, i.e., the atomic distances, defined by the unit cell and
long-range lattice periodicity, agree reasonably well at large distances, r. As shown by the
difference curve (green), and highlighted by the dashed rectangle, the agreement below 10
angstrom is less than that at larger distances. This trend is consistent with the expectation that
HEAs are locally strained, and yet, possess long-range crystal order. (b) At 1,400 °C, the
observed PDF (blue) shows short-range order, consistent with a liquid phase, and agrees roughly
with a model (red) based upon local structures (less than 20Å diameters) composed of B2 and
FCC cells. (c) A snapshot of the liquid structure, at 1,400 °C, was created using ab-initio
molecular-dynamics (AIMD) simulations. (d) The observed (blue) and AIMD-simulated (red)
PDFs show reasonable agreement at 1,400 °C. (e) Selected partial-pair-correlation functions,
gαβ(r), simulated using AIMD, indicate that some pairs (e.g., Al-Ni, Cr-Fe, and Cu-Cu) are much
more likely to be found as nearest neighbors than others (e.g., Al-Al and Cr-Ni). Such preferred
nearest-neighbor pairing in the liquid phase is consistent with the formation of a B2-ordered
solid-solution primary phase, which is supported by the presence of superstructure peaks in the
high-temperature diffraction data (Fig. 2.5a - b)
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Figure 2.7. Simulated mean-square displacements and diffusion
constants (a) Displacement plots from the present AIMD at T = 1,400 °C after 30
ps. Only the data of up to 10 ps is shown in the plot for clarity. (b) Diffusion
constants from the present AIMD simulations at T = 1,400 °C after 30 ps. These
results indicate that Cu diffuses faster than the other elements, which is consistent
with the observed precipitation of Cu-rich phases (Fig. 2.1a-d). The error bars are
based on the linear regression fitting to <R2> versus time, where five fitting analyses
are performed for each temperature by varying the time of analysis.
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Appendix 2C: Chapter 2 Supplementary Table and Figures

Table S2.1. Simulated diffusion constants
Diffusion
Element

coefficient
2

(cm /s)

Std deviation
(cm2/s)

Al

1.22E-05

1.93E-07

Co

1.11E-05

4.23E-07

Cr

1.30E-05

1.56E-07

Cu

1.78E-05

2.57E-07

Fe

1.29E-05

3.11E-07

Ni

1.28E-05

3.50E-07

The diffusion coefficients and standard deviations are determined from the present AIMD
simulations at T = 1,400 °C after 30 ps. Cu is expected to diffuse the fastest, which is consistent
with the observed precipitation.
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Al1.3CoCrCuFeNi

Figure S2.1. Scanning electron microscopy (SEM) and electron backscatter
diffraction (EBSD) analysis of the interdendrites. The EBSD signal arises from the
face-centered-cubic (FCC) diffraction signal of the interendritic regions. The matrix has a bodycentered-cubic (BCC) structure, and, therefore, appears black. The colors represent different
regions FCC orientations, which do not appear to be random, and are likely influenced by the
BCC matrix. Scale bar, 200 µm.
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a

c

b

d

e

Figure S2.2. SEM-image analyses. ImageJ software [Schneider et.al., Nat. Methods, 9
(2012) 671-675] is used to analyze the micrographs, and determine the area fractions of the
different phases. Because the microscopy samples are very thin (~ 150 nm), the area fractions are
equated to the volume fractions. a, The low-magnification micrograph shows good contrast
between the interdendritic regions (white, 5% area fraction) and the crystal grains (dark gray,
95% area fraction). Scale bar, 200 µm. b, On the tens-of-microns scale, the combined area of the
interdendrites and rods (i.e., the FCC phases) is 17%. Due to the small number of interdendrites
in the field of view, however, this area fraction is a rough estimate. Scale bar, 10 µm. c, At the
higher magnification, the SEM micrograph is color coded, based upon the X-ray EDS signal.
The area fractions of the separate phases are measured by applying the color threshold tools in
ImageJ. Note that the region shown does not include any of the large interdendrite regions. Thus,
the area fractions are determined for the dendrite region. The dendrites are 54% B2 (colored red,
based upon the Al-Ka signal), 36% BCC (colored blue, based upon the Cr-Ka signal), and 10 %
FCC rods (colored green, based upon the Cu-Ka signal). Scale bar, 0.5 µm.
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a

b
Selected area diffraction: Al1.3CoCrCuFeNi

c

BCC/B2 peak indexing

d
B2 (1 0 0) dark field

BCC/B2 (2 0 0) dark field

Figure S2.3. Verification of the BCC/B2 microstructure. a, The selected area
diffraction (SAD) pattern, for the <1 1 0> orientation of the BCC/B2 matrix, and, b, the
associated peak indexing. c, The dark-field image, produced by the (1 0 0) superstructure
scattering, reveals significant contrast between neighboring plates in the microstructure,
consistent with a BCC/B2 spinodal decomposition. The BCC plates appear black due to the lack
of (1 0 0) scattering. Scale bar, 100 nm. d, However, the dark-field image produced by the (2 0
0) scattering is much more uniform, because both phases (BCC and B2) contribute to the
fundamental reflections, such as (2 0 0). Scale bar, 100 nm.
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a

b

Sample
Nozzle
View port

Figure S2.4. Neutron-diffraction instrumentation. a, The container-free
experiment scheme, via aerodynamic levitation and laser heating, is shown schematically. b, An
actual levitating sample is pictured, in an offline setup
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a

b

c

d

e

f

Figure S2.5. AIMD-predicted partial-pair-correlation functions, gαβ(r). The
gαβ(r) associated with a, aluminum, b, cobalt, c, chromium, d, copper, e, iron, and, f, nickel, for
Al1.3CoCrCuFeNi at T = 1,400 °C after the simulation time of 30 ps, show the existence of
elemental preferential short-range ordering in the liquid, e.g., noticeably Al-Ni, Co-Cr, Cr-Fe,
and Cu-Cu nearest-neighbor pairs. It is also apparent that the atom pairs with low correlations
tend to have larger neighbor distances than the high-correlation pairs.
a
Al1.3CoCrCuFeNi
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b

heating

Figure S2.6: Differential thermal analysis of Al1.3CoCrCuFeNi. a, Three distinct
events are noted. i. The peak near 600 °C is in the same temperature range as the reported [Tong
et. al., Met.Tran., 36A (2005) 881-893] spinodal decomposition of the AlxCoCrCuFeNi family of
alloys, particularly for high Al contents (x > 1). ii, The small peak between 1,000 °C and 1,200
°C is consistent with the melting point of the Cu-rich FCC phase, which is detected by neutron
diffraction at temperatures up to 1,000 °C. iii, Melting occurs above 1,300 °C. b, The hightemperature region is enlarged to show the extent of the solidus to liquidus region, from 1,230 °C
to 1,315 °C. There is also some offset between the FCC melting temperature during heating and
cooling.
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Chapter 3: High-entropy alloys provide a new perspective on order-disorder
transitions
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Abstract
The surprising fact that there are many equiatomic systems composed of 4 elements or
more that can form a single phase has dramatically focused attention on these “high-entropy”
alloys, which have intriguing properties. The addition of Al to the equiatomic transition metal
compositions causes interesting phase transformations, which challenge the conventional
thermodynamic analyses. Here we present in situ scattering experiments, theoretical modeling,
and simulations that show two distinct types of transitions, affecting chemical order and
microstructural development. One is an “order-disorder” transition, where the disordered high
temperature BCC phase partially orders to form an intermediate B2 phase; the second is a
surprising spinodal decomposition from the intermediate B2 phase, into a more highly ordered
B2 phase coexisting with a solid solution BCC phase. Calculations demonstrate how these
transitions can be controlled by varying the composition, ultimately for the development of highentropy alloys with superior engineering properties.
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3.1

Introduction
The fundamental nature of structural order-disorder transitions in binary alloys was

explained in the early twentieth century, in large part due to the work of Bragg and Williams[1].
The recent surge in high-entropy alloy (HEA) research [2-13] brings about the need to reexamine these transitions, particularly those involving the mixing of multiple elements on simple
lattices. Although not fully appreciated, HEAs have a tendency to form both disordered (e.g.,
BCC solid solutions) and ordered (e.g., B2) phases, and may exhibit a wide range of
configurational order [2, 9, 14]. The present work explores how order-disorder transitions occur
in HEAs, such that one group of elements becoming highly ordered, while the other group
remains disordered. This type of partial ordering ultimately leads to the decomposition of a
single phase into separate ordered and disordered phases [9, 15-19]. Overall, the transformation
may proceed in two steps, which may be represented as,
1.

Disordered BCC → partially-ordered aluminide phase at high temperatures

2.

Partially-ordered aluminide phase → more highly ordered aluminide + disordered
BCC at lower temperatures

Surprisingly, the resulting multi-phase material may retain its simple character. For
example, the HEA may solidify as a disordered body-centered cubic (BCC) solid solution,
transform to a partially-ordered B2 (CsCl structure) phase during the early stages of cooling, and
finally decompose into a coherent mixture of BCC and B2′ phases [9, 15]. These transformations
proceed in such a way that the configurational entropy of the overall atomic population decreases
during cooling, although not necessarily to very low levels. Such transitions may be modeled and
understood entirely in terms of nearest-neighbor interactions on a rigid lattice, in the same
fashion as the early studies on binary systems.

3.2

Order-disorder transitions involving multiple elements
Many important order-disorder problems involve the arrangement of atoms on two

interpenetrating sublattices, nominally, the α and β sublattices (Fig. 3.1a). This description
applies to some well-known “AB” binary alloys, such as CuZn, where a single order parameter,
η, may be defined in terms of the population of element A on the α sublattice (Fig. 3.1b).
Ignoring vacancies, all populations in the binary system (i.e., A on α, A on β, B on α, and B on β)
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may be inferred from the single order parameter, η, which ranges from 0 to 1. In the present
context, however, it is useful to explicitly show the binary order-disorder transition in terms of
separate order parameters (Fig. 3.1c), as will be required for the HEAs.

The Al-Co-Cr-Cu-Fe-Ni family of alloys serves as a good case to illustrate how multiple
parameters may be applied to order-disorder transitions (Fig. 3.1d). A set of order parameters, ηi,
is defined for i = 1 to n elements, allowing the possibility that some elements follow quite
different ordering trends than others. Here, the elements, Al, Co, and Ni, become strongly
ordered (|ηi| → 1), while the others follow a different trend, distinct from the conventional orderdisorder transition. The parameter range, -1 < ηi < 1, is necessary for distinguishing between the
elements that preferentially occupy the α sublattice (positive ηi values) and the β sublattice
(negative ηi values). Unlike the binary case, many different combinations of α and β-ordered
species are possible in HEAs.

The configurational entropy may be approximated in terms of the order parameters as,
𝑅

S(η) = − 2 ∑𝑛𝑖=1{x𝑖 (1 + ηi ) ln[x𝑖 (1 + ηi )] + x𝑖 (1 − ηi ) ln[x𝑖 (1 − ηi )]}

(3.1)

where the summation is over n different elements, the xi are mole fractions, the ηi are order
parameters, and R = 8.314 J/mol·K is the gas constant [9]. Equation (3.1) allows a continuous
range of ordering, from random mixing (all ηi = 0) to maximum configurational order (∑ 𝑥𝑖 𝜂𝑖2 =
1). The S(η) is always greater than zero when n > 2, even for an “ordered” multi-element phase.

This result is valid only for the simple type of ordering described above. However, this special
case applies to many HEAs, especially at temperatures not too far below the order-disorder
transition, Tc.
Because phase separation sometimes occurs as the HEA cools well below Tc, the
characterization is extended to include pair correlations, Pij, which give the probabilities of
finding an element, j, as the nearest neighbor of element, i. The Pij are especially useful for
characterizing phase-separated alloys in which all of the atoms reside on a common lattice. The
ηi are more restrictive, as they imply a single phase with long-range order. Therefore, it is useful
to write a probabilistic configurational entropy [20], in terms of the Pij, as,
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𝑆(P) = −𝑅 ∑𝑛𝑖=1 𝑥𝑖 ∑𝑛𝑗=1 𝑃𝑖𝑖 ln 𝑃𝑖𝑖
3.3

(3.2)

Experimental observations
As reported in the early literature, some HEAs have room-temperature microstructures of

ordered and disordered phase mixtures [2, 21]. The AlxCoCrFeNi alloy forms coherent mixtures
of B2 and BCC phases at room temperature, particularly when the Al contents are large (x >
0.875) [22]. The six-component AlCoCrCuFeNi alloy has a three-phase FCC/BCC/B2
microstructure under most processing conditions [21]. Rapid quenching, however, produces a
single-phase BCC microstructure, with local B2/BCC fluctuations [16]. The above
microstructures likely result from temperature-dependent ordering and phase-decomposition
processes.

To learn more about the phase ordering and decomposition, we conducted in situ neutron
scattering studies from room temperature all the way to the molten phase. The results of the both
the Al2CoCrFeNi (Fig. 3.2a) and AlCoCrFeNi (Fig. 3.2b) demonstrate that the B2/BCC
structural evolution proceeds entirely by the rearrangement of atoms on a common lattice,
producing a single family of diffraction peaks (i.e., all peaks index to a common lattice
parameter) throughout the temperature-dependent phase evolution. These neutron diffraction
results highlight the remarkable tendency of HEAs to form simple structures, even when they
undergo ordering and phase separation, and support the view that ordered phases are not contrary
to this new alloy design concept [14].

Within the family of diffraction peaks, we distinguish between fundamental (common to
both the disordered BCC and ordered B2 structures) and superstructure (exclusive to the B2
structure) reflections. Both types coexist in ratios that vary with temperature. In the
Al2CoCrFeNi alloy, the superstructure peaks persist all the way to the melt (Fig. 3.2a), while in
the equimolar AlCoCrFeNi alloy, they are observable only at 1,000 °C and below (Fig. 3.2b).
These experimental results are consistent with the formation of a B2 solid solution, directly from
the melt in the high-Al-content Al2CoCrFeNi alloy, and through an order-disorder transition in
the AlCoCrFeNi alloy. These experimental observations are complemented by theoretical studies
described below.
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3.4

Simulated order-disorder transitions in HEAs
The generalized order-disorder curve (Fig. 3.1b), common to many binary order-disorder

alloys, may be derived from nearest-neighbor interactions on a simple, rigid lattice [1]. Here, we
use the same type of nearest-neighbor-interaction model to understand the transitions observed in
many HEAs (i.e., n > 4 elements), especially those containing aluminum. Their behavior during
the onset of ordering, as the alloy is cooled below the ordering temperature, Tc, involves the
strong ordering of at least two, but not necessarily all of the n > 4 elements. In the
AlCoCrCu0.5FeNi alloy (Fig. 3.1d), for example, the elements, Al, Co, and Ni, undergo an
ordering transition that appears similar to the classic trend [1], shown in Figs. 3.1b and c.
However, the remaining elements behave quite differently, and bring about additional
transformations, which are unique to n > 4 systems.

The onset behavior of the multi-element ordering most closely resembles the binary
order-disorder transition. Here, Monte Carlo simulations based upon fixed nearest-neighbor
interaction energies (Table 3.1) are used to examine the onset, as well as the broader features of
the multi-elements transitions. The plots of ηi versus temperature (Fig. 3.3) are useful for
comparing the ordering-onset behavior of different compositions. They also give indications of
additional transitions during cooling, even though the ηi lose their validity after phase separation.
Fortunately, the same Monte Carlo simulations that provide the ηi also give nearest-neighbor
pair correlations, Pij, which are valid for describing multiple phases coexisting on the same
lattice, as often observed in many HEAs [18, 19, 21, 22].

The effect of Al content is demonstrated by comparing the Al2CoCrFeNi and
AlCoCrFeNi HEA systems. In the higher-Al-content Al2CoCrFeNi alloy, the ordering onset (Tc)
is above the melting point, such that the alloy never becomes disordered in the solid phase (Fig.
3.3a). Instead, the alloy is partially ordered, as quantified in the configurational entropy plot (Fig.
3.3b). In the lower-Al composition, AlCoCrFeNi, Tc occurs in the solid phase, near 1,200 °C
(Fig 3.3c). Below Tc, partial ordering occurs, and the configurational entropy of the AlCoCrFeNi
alloy (Fig 3.3d) falls below the maximum value (random mixing), but not to the same extent as
the higher Al-content alloy, as may be expected, because Al promotes ordering.
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When the five-element AlCoCrFeNi alloy is compared to the six-element alloy,
Al1.3CoCrCuFeNi, where both have 20 at.% Al, we a similar ordering onset near 1,200 °C (Fig.
3.3c and e). However, the normalized entropy loss during cooling is greater in the six-element
alloy (Fig. 3f), as best shown by the S(P) curve. This finding is surprising, at first glance,
because the configurational entropy may be expected to increase with the number of elements.
However, the six-element alloy undergoes elemental segregation and phase decomposition,
which may be characterized using the nearest-neighbor pair correlations, Pij.

3.5

Decomposition of the partially-ordered phase
In the Al1.3CoCrCuFeNi alloy, a BCC phase solidifies from the melt, and then undergoes

B2 ordering, Cu-precipitation, and spinodal decomposition during cooling [9]. These processes
are highlighted in the Pij versus temperature plots (Fig. 3.4), obtained from Monte Carlo
simulations, and shed new light on the previous findings. More importantly, the plots illustrate a
few distinct trends relevant to HEA development in general.

The self-pair correlations, Pii, generally reveal three groups of elements, falling into the
regions labeled “EP”, “Dis”, and “Ord” on Fig. 3.4a. Elemental precipitation (EP) is expected
when the Pii values approach unity during cooling, meaning that all pairs are of the same
element. Conversely, elements where the Pii values approach zero are undergoing B2 ordering.
This trend is understood by considering the sublattice model (Fig. 3.1a), where the ordered
elements reside exclusively on one sublattice, preventing the occurrence of self-pair nearest
neighbors. The third group of elements are identified as (Dis) disordered, and have no strong
preference in nearest-neighbor type. Their self-pair values are close to their mole fractions, given
by xi in a single-phase disordered alloy. However, as the alloy undergoes ordering and phase
separation, these values may fall within the range 0 < Pij < 1. The overall trend is that these three
groups of elements co-exist in a single phase at high temperatures, and separate into different
phases as the alloy cools [9].

Further details of the atomic mixing behavior are found by examining the pair
correlations of each element. In Figs 3.4b – d, one element of each group is highlighted. Cu is
known to segregate in many HEAs [15, 16], and the present simulation shows that Cu self74

pairing sharply increases below 200 °C (Fig. 3.4b). Although the simulated trend is consistent
with the observed room-temperature microstructures, the self-pairing increase is actually
expected to occur near 1,000 °C [9, 21]. Such a discrepancy is not surprising considering that the
Cu transforms into face-centered-cubic (FCC) structures, outside of the constraint of the present
simulation. Even so, the present simulation produces the correct trend, and refinements are
underway to more accurately model the HEAs.

The Cr pair correlations (Fig. 3.4c), particularly Cr-Cr and Cr-Fe, steadily increase as the
alloy is cooled to room temperature, consistent with the observed decomposition [9, 16],
producing a disordered Cr-Fe-enriched phase, coexisting with the Al-Ni-Co-enriched ordered
phase. The Al pair correlations (Fig. 3.4d) further support this decomposition, showing that Al
preferentially pairs with Ni and Co, weakly at the highest temperatures (local ordering), and
strongly toward room temperature.

Another example of the decomposition of a partially-ordered phase is found in the
Al2CoCrFeNi composition, which is not complicated by the presence of Cu, or any segregating
element. The pair correlations may be examined in the same fashion as above. However, here we
simply show a visualization of the decomposition, obtained from Monte Carlo simulations (Fig.
3.5). As the atomic distribution evolves over a wide range of temperatures, the one major feature
that emerges is the decomposition of the high-temperature phase into two distinct phases, below
800 °C. In particular, a partially-ordered B2 phase transforms into a mixture of BCC and B2′
phases.

3.6

Factors affecting HEA microstructure
The transformation of the single-phase HEA into a spinodal microstructure will have

significant impacts on mechanical properties, and controlling this transformation may bring huge
practical benefits. It may be desirable, for example, to discourage the decomposition of the
partially-ordered B2 phases, which may be regarded as intermetallic phases. Their multi-element
nature may allow them to be tuned to exhibit both high strength and ductility, which is rare, but
achievable in intermetallic phases [23, 24]. On the other hand, encouraging the spinodal
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microstructures may be desirable, as demonstrated by the development of high-strength spinodal
alloys [25].

The nature of the HEA spinodal decomposition, and even its classification as a spinodal
decomposition, is not well established. Here, we use an analytical Bragg-Williams
approximation to show why spinodal decomposition may occur in HEAs, and how it may be
controlled.

One key aspect of analyzing spinodal decomposition in HEAs is to separate the elements
into two groups, ordered and disordered. This grouping allows a range of compositions to be
represented by a single parameter, X, and the free energy to be expressed as a function of X. The
calculations for Al2CoCrFeNi are plotted for a series of temperatures, from 20 to 1,200 °C (Fig.
3.6). The curvature, d2G/dX2, changes from positive to negative during cooling, which is the
classic feature associated with spinodal decomposition (Fig. 3.6a). The curvature may be
examined graphically, using a tie line to show how phase separation may proceed, without an
activation barrier, and lead to a reduction in the free energy, ∆Gsd (Fig. 3.6b). When the
curvature versus temperature is plotted, we find a transition from negative to positive curvature
at 650 °C (Fig. 3.6c).

The above Bragg-Williams analysis does not prove that the phase decompositions
observed in HEAs are spinodal (i.e., occurring continuously, without energy barrier), because the
model is constrained to explore only the configurational degree of freedom, and nearest-neighbor
interactions. However, the model demonstrates that spinodal decomposition is a likely possibility
in HEAs, and may give insight into controlling the decomposition.

3.7

Conclusion
Ordering and phase separation are common behaviors in HEAs, and it is essential to

understand and control them, in order to fully develop this exciting class of materials. In the
present work, important trends have been explained by considering only the configurational
degree of freedom of the atomic populations, and their nearest-neighbor interactions. This
approach was motivated by the fact that many HEAs are structurally simple, even those which
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undergo ordering and phase separation. The experimentally-observed mixing behaviors of model
HEAs, such as Al2CoCrFeNi and Al1.3CoCrCuFeNi, have been replicated, using complementary
Monte Carlo simulations and analytical formulations, performed within the configurationaldegree-of-freedom approach. Interesting types of ordering transitions are observed and
simulated, particularly, those of type: High-temperature disordered BCC → partially-ordered
aluminide → strongly-ordered aluminide + low-temperature disordered BCC
The simulation strategy of focusing on the configurational degree of freedom provides an
effective means to explore HEA ordering trends as a function of composition and temperature.
When combined with experimental studies, such as microscopy and diffraction, the present
approach may guide the development of HEAs for practical applications.

3.8

Methods

Neutron scattering
Neutrons, having no electric charge, are a highly-penetrating probe for studying the
structural and dynamic properties of materials [26, 27]. Neutron scattering techniques include
diffraction, which gives information on the long-range order of crystalline materials, and pair
distribution function (PDF) analysis, which gives information on the local atomic order.

Neutron scattering is well-suited for the present work, because the technique is sensitive
to the ordering of the multiple transition-metal elements within the HEAs, and the experiments
may be conducted using special environments for in situ heating and melting. In the present
work, neutron scattering studies were performed at the Oak Ridge National Laboratory,
Spallation Neutron Source, using the Nanoscale-ordered Materials Diffractometer (NOMAD)
[28]. The experiments were conducted over a wide temperature range, from room temperature to
1,600°C, using an aerodynamic levitator [29]. This levitator provides a containerless
environment, in which small samples (~ 2-mm-diameter spheres) are suspended above a conical
nozzle with flowing argon gas, and heated with a 250 Watt CO2 laser operating at a wavelength
of 10.6 µm.
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Bragg-Williams Model
The Bragg-Williams model has a long history of providing insight into the ordering
behavior of metal alloys, especially binary systems, and continues to be used to solve important
problems [1, 30, 31]. Analytical expressions of the Gibbs free energy are constructed, usually
based upon nearest-neighbor interactions, and expressed in terms of an order parameter. Here,
the model is adapted to describe the ordering observed in many high-entropy alloys [9, 17, 21,
32]. The present approach relies on expressing the mixing enthalpy and the configurational
entropy of mixing in terms of a set of order parameters, corresponding to multiple elements [9].

B2 ordering in n-component alloys was described above, in terms of the set of order
parameters, ηi, and Equation (3.1) expressed the configurational entropy as a function of the ηi.
Equation (3.1) contains part of the information needed to implement the Bragg-Williams model.
The other essential quantity is the enthalpy of mixing, ∆Hmix, which may be expressed, using the
same ηi as above, such that
∆𝐻𝑚𝑚𝑚 = 4 ∑𝑛𝑖=1,𝑖≠𝑗 𝑣𝑖𝑖 x𝑖 (1 + ηi ) x𝑗 (1 − ηj ),

(3.3)

where the vij are the binary interaction parameters, and the summation is over all possible types
of nearest-neighbor pairs [9]. The vij represent the interaction energy of nearest-neighbor atom
pairs, relative to the self-neighbor pairs found in the pure elements (i.e., vi=j = 0). Here, vij are
obtained from the binary formation enthalpies of the most stable phases, which have recently
been used to study phase formation trends in [6]. The vij represent a semi-empirical approach,
similar to other approximate calculations of ∆Hmix for multicomponent alloys [33, 34].
Ultimately, the Gibbs free energy of mixing, ∆Gmix, may be calculated, within the present
approximation, using
∆𝐺𝑚𝑚𝑚 (𝑇) = ∆𝐻𝑚𝑚𝑚 − 𝑇∆𝑆(𝜂),

(3.4)

where T is the alloy temperature. One great benefit of the Bragg-Williams approach is that it
yields an analytical expression, which may be minimized to find the equilibrium atomic
configuration, characterized by the ηi, and the temperature dependence of the ηi.
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Monte Carlo Simulations
Monte Carlo simulations use random numbers to generate events, such as the jumping of
atoms between lattice sites, which are accepted or rejected according to probabilities based upon
physical models [35]. Here, the mixing behavior of an HEA is simulated by populating a
truncated lattice with multiple elements (2 to 6 different elements), initially in a random
configuration, or, alternately, in a sequence where each element fills a contiguous block of sites,
representing an “unmixed” state. The simulation proceeds by allowing randomly-selected atom
pairs to exchange positions, or jump. The jumps are accepted or rejected according to a
Boltzmann probability, P, given by
−Δ𝐻

𝑃 = 𝑒𝑒𝑒 𝑘

𝐵𝑇

,

(3.5)

where ∆H is the enthalpy change caused by the jump, kB is the Boltzmann constant, and T is the
temperature. The simulation is written in MatLab (Appendix 3C).
Each atom on the B2 lattice has eight nearest neighbors, and ∆H may be approximated,
using the same binary interaction parameters, vij, as in the Bragg-Williams model. In contrast to
the Bragg-Williams model, however, the Monte Carlo simulation evaluates vij for discrete atom
pairs, throughout the lattice. Furthermore, the long-range order parameters, ηi, which are the
required inputs for evaluating the Bragg-Williams expressions, may be extracted from the Monte
Carlo simulations, without any prior knowledge of the ordering trends.

Consider two lattice sites, L and M, which are occupied by elements of type l and m,
respectively, and are surrounded by nearest-neighbor atoms of type l(k) and m(k), respectively,
where k = 1 to 8 for the BCC structure. If the atoms on sites L and M jump and trade places, then
the ∆H used in the Boltzmann probability of Equation (3.5) may be written as,
Δ𝐻𝑗𝑗𝑗𝑗 = ∑8𝑘=1[(𝑣𝑙,𝑚(𝑘) + 𝑣𝑚,𝑙(𝑘) ) − (𝑣𝑙,𝑙(𝑘) + 𝑣𝑚,𝑚(𝑘) )] .

(3.6)

The jump is always accepted, when ∆Hij is negative, but accepted only by “chance” when
∆Hij is positive, according to the probability, P, given by Equation (3.5). As the Monte Carlo
simulation is run for thousands of jumps, the sum of the ∆Hij for all accepted jumps
asymptotically approaches an equilibrium value, as the atoms approach an equilibrium
configuration, as shown in the plots, such as Fig. 3.1b. The long-range order parameters, ηi, were
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extracted from the simulation (e.g., Fig. 3.4d) simply by comparing the elemental populations on
each sublattice. In particular,
𝜂𝑖 (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) =

𝑁𝑖𝑖 − 𝑁𝑖𝑖𝑖
𝑁𝑖𝑖𝑖

,

(3.7)

where Niα is the number of type i atoms on the α sublattice, and NiAv is the average number of
type i atoms on each sublattice. Thus, the Monte Carlo simulation may inform the choice of ηi,
used in the above described Bragg-Williams calculations.
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Appendix 3A: Chapter 3 Table
Table 3.1. Nearest-neighbor interaction energies, vij (kJ/mole)*
Elements
Al
Co
Cr
Cu
Fe
Mn
Ni
0 -15.15
-3.32
-5.40
-8.89
-6.70 -16.31
Al
-15.15
0
0.12
1.30
-1.45
-0.46
-0.51
Co
-3.32
0.12
0
2.60
-0.19
-2.65
-0.72
Cr
-5.40
1.30
2.60
0
1.57
0.70
-0.14
Cu
-8.89
-1.45
-0.19
1.57
0
0.22
-2.34
Fe
-6.70
-0.46
-2.65
0.70
0.22
0
-2.77
Mn
-16.31
-0.51
-0.72
-0.14
-2.34
-2.77
0
Ni
*Relative to the self-neighbor interactions, based upon formation ∆H from Ref [6]
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Appendix 3B: Chapter 3 Figures

(b)

(a)

(c)

Expanded Plot for Binary

ηA

(d)

Binary

Al-Co-Cr-Cu-Fe-Ni

ηAl

!
ηB

Order-Disorder

ηCr ηCu

ηCo
ηNi

ηFe

Figure 3.1. Monte Carlo simulations of order-disorder transitions. (a)
An illustration shows how multiple elements, each with a mole fraction, xi, fill the
interpenetrating lattices, α and β, according to a set of order parameters, ηi. (b) In the
case of a binary alloy, there is only one independent order parameter, η, which may be
defined over a range of 0 to 1, and plotted as a function of the reduced temperature, T/Tc.
(c) An alternate way of representing the same transition includes two order parameters,
ηA and ηB, plotted on a scale of -1 to 1, to explicitly show that the two elements, A and B,
order onto the opposite sublattices. (d) For multiple elements, such as the Al-Co-Cr-CuFe-Ni system, the element-specific order parameters must be explicitly shown, because
ordering may occur in several different ways. The conventional shape of the ordering
onset is noted, as well as the more complex trends, particularly within the shaded
exclamation box, which cannot be properly represented on the present ηi plot. Plots b – d,
being generated from Monte Carlo simulations, contain some statistical noise.
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(a)

Al2CoCrFeNi
Fundamental
Superstructure

Room temperature
1,000 °C
1,200 °C
1,300 °C
1,400 °C

(b)

AlCoCrFeNi
Fundamental
Superstructure

Room temperature
1,000 °C
1,200 °C
1,300 °C
1,400 °C

Figure 3.2. Neutron diffraction patterns from in situ heating studies . (a)
The Al2CoCrFeNi alloy produces one family of peaks, corresponding to BCC/B2 structure. The
superstructure peaks persists until the alloy melts near 1,400 °C, indicating the alloy never reaches
the disordered state in the solid phase. Although the superstructure peaks at high Q values may be
too weak to observe, the first peak at Q = 2.1 Å-1 is well resolved. (b) The AlCoCrFeNi alloy has a
similar BCC/B2 structure. However, the superstructure signal becomes weak during heating, and is
not observable at 1,200 °C and above. This experimental result indicates that the alloy may undergo
an order-disorder transition.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 3.3. Temperature-dependent order parameters (η) and configurational
entropy, S(η) and S(P), calculated by alternate methods, and normalized to the random
configurations, Smax. The shaded “!” boxes indicate phase separations, which invalidate the
lower temperature regions of the η and S(η) curves. The entire S(P) curves, however, are
valid. (a) The Al33(Co,Cr,Fe,Ni)67 alloy is always partly ordered below its melting point of ~
1400 °C, and (b) has a larger entropy loss, compared to (c) Al20(Co,Cr,Fe,Ni)80, which is
disordered in the solid above Tc ~ 1,200 °C, and has a (d) small entropy drop. (e) The
Al20(Co,Cr,Cu,Fe,Ni)80 alloy has an ordering onset behavior similar to the Cu-free
Al20(Co,Cr,Fe,Ni)80. However, (f) the entropy S(P) drops more steeply because the Cu
separates from the matrix.
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(a)

(b)
EP

Dis
Ord

(c)

(d)

Figure 3.4. Pair-correlation trends in Al1.3CoCrCuFeNi are summarized using
(a) the self-pair plot, which reveals three groups of elements, according to their tendencies
toward (El) elemental segregation, (Dis) disorder, and (Ord) order, as indicated by the
values of Pii approaching unity, 0 < Pii < 1, and Pii approaching zero, respectively. All
three groups of elements may co-exist in a single phase at high temperatures, and separate
into different phases at low temperatures. (b) Cu self-pairing sharply increases below 200
°C (this increase is actually expected to occur above 1,000 °C). (c) The Cr-Cr and Cr-Fe
pair correlations steadily increase as the alloy is cooled to room temperature, consistent
with the observed segregation of a disordered Cr-Fe-enriched phase. (d) Al preferentially
pairs with Ni and Co, weakly at the highest temperatures (local ordering), and strongly
toward room temperature.
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Al2CoCrFeNi

Figure 3.5. Monte Carlo simulation results on the Al2CoCrFeNi HEA. A
visualization shows the atomic distribution at a series of different temperatures. The hightemperature, five-element B2 phase undergoes spinodal decomposition during cooling,
transforming into Al-Co-Ni-enriched B2� and Cr-Fe-enriched BCC phases below 800 °C. The
colors of the different elements are indicated by the multi-color chemical formula written at
the top. Note that the faces of the rectangular supercell are cut so that front face contains α
sites, and the top and right faces contain β sites. Thus, the B2 ordering is evident by the
different colors on these faces.
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(a)

(b)

(c)

Figure 3.6. Bragg-Williams calculations on Al2CoCrFeNi (a) The free energy
(∆Gmix) is plotted versus chemical composition, for a series of different temperatures. The endpoint
compositions are based upon the Monte Carlo simulation results, where the strong Al-Co and Al-Ni
pair correlations motivated the choice of the Al2CoNi composition at X = 0. The opposing
composition at X = 1 must, thus, contain the remaining two elements, Cr and Fe. Furthermore, the
chemical formula is expressed as Cr2Fe2, in order to have the same number of atoms in the formula
unit as the opposing endpoint, Al2CoNi. The present HEA composition resides at x = 1/3, as marked
by the dashed red line. The ∆Gmix curvatures appear to change from positive to negative, as the
temperature is lowered from 1,200 °C to 20 °C, indicating a tendency of the HEA to undergo spinodal
decomposition. (b) The room-temperature curvature is examined graphically, using a tie line to show
that a phase separation, due to spinodal decomposition, leads to a reduction in free energy, ∆Gsd. (c)
The curvature versus temperature is plotted, showing a transition from negative to positive curvature
at 650 °C.
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Appendix 3C: MatLab Code

% January 2016
% Oak Ridge National Laboratory (ORNL) and The University of Tennessee (UT)
%
Louis J. Santodonato
%
Monte Carlo simulation for B2 ordering in a high-entropy alloy
%
Motivated by discussions with my PhD thesis committee, particularly
%
Dr. James R. Morris (ORNL, UT)
%
%
%
Ph.D. Advisor: Prof. Peter K. Liaw
%
Thesis Committee: Drs. Jaimie Fernandez-Baca, David Keffer,
%
and Jamie Morris
% Setup varialbes
%
Each element's population on alpha sublattice, beta, and its order paramter
%
order paramters calulated from (alphaPop - averagePop)/averagePop
%
clc;
clear all;
%
Declare variables ** Declare variables ** Declare variables **
XLfile='MC_vij';
threshold=0.0;
%
for jump acceptance test
accept=0;
%
acceptance flag
testH=0;
%
the enthalpy value after jump
element=0;
%
element type ID
deltaJump=0;
%
enthalpy change caused by atomic jump
jS=[0,0,0,0;0,0,0,0];
%
jumpsite
jumper=[0 0];
%
the occupants of the two jump sites
jumpLimit=10000;
TC=1500;
%
temperature in Celcius
Tmelt=1673;
melt=[933.5,1768,2180,1358,1811,1519,1728]; %
melting points of the elements
% SimSummary = zeros(34); %
simulation summary
sum1 = 0;
diceRoll=0.0;
fileNum=0;
dummy='yes';
display('Mixing and Unmixing in BCC/B2 Solid Solutions');
display('Explored using a Nearest-Neighbor Monte-Carlo Simulation');
display('********************************************************');
blend=input('Enter pair interaction type, 0 solution, 1 formation, 2 blend >>');
numEls = 7;
Omega=goMega2(TC,Tmelt,blend); % blend = slects interaction as Omega (0), PRX (1), or blended
(2)
clc;
headerA='B2 population, MonteCarloHEA_TWeighted_13.m, T-weighted v(i,j), User note:';
plotH=zeros(3600,2);
plotEta=zeros(3600,numEls);
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%
For analyzing local order, make plottable partial-pair lists
plotAlPairs=zeros(3600,numEls+1);
plotSelfPairs=zeros(3600,numEls+1);
plotCrPairs=zeros(3600,numEls+1); %
If there are Cr pairs!
plotNiPairs=zeros(3600,numEls+1);
plotCoPairs=zeros(3600,numEls+1);
plotCuPairs=zeros(3600,numEls+1);
plotFePairs=zeros(3600,numEls+1);
plotMnPairs=zeros(3600,numEls+1);

%

*** Build the Sample *** Build the Sample *** Build the Sample ***
display('******************************************************');
display('******************************************************');
display('Build a High-entropy alloy, from Al-Co-Cr-Cu-Fe-Mn-Ni');
elmntColors=[0,0,0;1,0,0;1,1,0;0,0,1;0,1,0;0.4,1.0,1;0.5,0.5,0.5;1,0.6,0.6];
numEls=7;
molFract = [0 0 0 0 0 0 0];
display('******************************************************');
display(' Enter the relative amount of each element, according to mole fraction');
display(' The program will normalize the amounts');
display('******************************************************');
Al = input(' Al >>');
Co = input(' Co >>');
Cr = input(' Cr >>');
Cu = input(' Cu >>');
Fe = input(' Fe >>');
Mn = input(' Mn >>');
Ni = input(' Ni >>');
alloyFormula = [Al Co Cr Cu Fe Mn Ni];
popTally = zeros(numEls,3);
%
population statistics
CrNum=3;
CuNum=4;
FeNum=5;
MnNum=6;
NiNum=7;

%
make mole-fraction matrix molFract(i)
for i=1:numEls
testValue=alloyFormula(i);
if testValue<=0
testValue=0.0001;
end
sum1 = sum1 +testValue;
end
Tmelt=0;
for i=1:numEls
molFract(i)=alloyFormula(i)/sum1;
Tmelt=Tmelt+(melt(i)*molFract(i));
end
str1=num2str(Tmelt);
display(strcat('Tmelt = ',str1));
dummy=input('Enter anything continue');
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%
%
Define lattice size in terms of number of sites along x,y, and z
Rmax=[0,0,0,0];
Rmax(1)=input('number of sites along x-axis >> ');
Rmax(2)=input('number of sites along y-axis >> ');
Rmax(3)=input('number of sites along z-axis >> ');
Rmax(4)=2; % we have two sublattice here
numSites=Rmax(1)*Rmax(2)*Rmax(3)*Rmax(4);
headerB = input('Enter a file header (e.g. HEA formula) >> ', 's');
header = strcat(headerA,headerB);
%
%
*****************************************************************
%
Fill a B2 lattice with your choice of . . .
%
unmixed regions of the elements, or randomly occupied
%
specified in the molFract array
%
This function returns the occupant(x,y,z,subLatt) array
fillMode=input('Fill lattice randomly (1) or in unmixed blocks (2) >>');
if fillMode<2
occupant=populateB2rand(Rmax,molFract);
else
occupant=populateB2unmixed(Rmax,molFract);
end
%
write pop file
fName='population_init.txt';
dummy=popFile(occupant,fName,header);
visitor=occupant;
%
Analyze nearest-neighbor pairs
pdf=SRO(occupant,numEls);
display(pdf);
display('Initializing Spreadsheet . . .');
xlswrite(XLfile,pdf,2,'B14:H20');
xlswrite(XLfile,numSites,2,'P4:P4');
xlswrite(XLfile,molFract,2,'P5:P11');
%
Analyze the population
for x=1:Rmax(1)
for y=1:Rmax(2)
for z=1:Rmax(3)
for subLatt=1:2
lmnt=occupant(x,y,z,subLatt);
popTally(lmnt,subLatt) = popTally(lmnt,subLatt)+1;
end
end
end
end
for i=1:numEls
av=(popTally(i,1)+popTally(i,2))/2;
if av >2
popTally(i,3)=(popTally(i,1)-av)/av;
end
end
display(popTally);
display(molFract);
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twoLayers=zeros(2*Rmax(1),2*Rmax(2));
for xpx=1:Rmax(1)
for ypx=1:Rmax(2)
twoLayers((2*xpx),(2*ypx))=occupant(xpx,ypx,1,1)+1;
twoLayers((2*xpx)-1,(2*ypx)-1)=occupant(xpx,ypx,1,2)+1;
end
end
%Calculate the total enthalpy using nearest-neighbor interactions
bestH=calcH2(occupant,Omega);
display(bestH);
dummy=input('inital delta-H shown above. Hit any key: ');
%
Fill the first point of the plot-friendly data arrays
plotH(1,1)=0;
plotH(1,2)=bestH;
for lmnt=1:numEls
plotEta(1,lmnt)=popTally(lmnt,3);
end
pdf=SRO(occupant,numEls);
plotAlPairs(1,1)=0;
plotCoPairs(1,1)=0;
plotCrPairs(1,1)=0;
plotCuPairs(1,1)=0;
plotFePairs(1,1)=0;
plotMnPairs(1,1)=0;
plotNiPairs(1,1)=0;
plotSelfPairs(1,1)=0;
for local=1:numEls
plotAlPairs(1,local+1)=pdf(1,local);
plotCoPairs(1,local+1)=pdf(2,local);
plotCrPairs(1,local+1)=pdf(CrNum:CrNum,local);
plotCuPairs(1,local+1)=pdf(CuNum:CuNum,local);
plotFePairs(1,local+1)=pdf(FeNum:FeNum,local);
plotMnPairs(1,local+1)=pdf(MnNum:MnNum,local);
plotNiPairs(1,local+1)=pdf(NiNum:NiNum,local);
plotSelfPairs(1,local+1)=pdf(local,local);
end
%
Show the checkerboard-style atomic configuration
if Rmax(2)==2*Rmax(1)
%
I like this horizontal-stretched view sometimes
fig0=figure('units','normalized','position',[0.05,0.5,0.6,0.4]);
else
fig0=figure('units','normalized','position',[0.05,0.5,0.3,0.4]);
end
colormap(elmntColors);
image(twoLayers);
title('Initial Configuration');
str=num2str(numEls);
filename= strcat('Initial_',str,'_element_lattice');
print('-dtiff',filename,'-r300');
figKey=figure('units','normalized','position',[0.05,0.3,0.2,0.1]);
colormap(elmntColors);
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image([2,3,4,5,6,7,8]);
title('Color Key: Al-Co-Cr-Cu-Fe-Mn-Ni');
%
%
%
%
%
%
%

JUMP JUMP JUMP JUMP JUMP JUMP
The iterative part begins here
Choose jump sites, jumpers, etc.

%
Indices that count the number of jumps, jump sets, etc.
numCycles=1; %
Monte Carlo cycles, typically 100 jumps each
numJumpsTotal=0;
SimSummary=zeros(10);
runNum=0;
%
Format figures before entering loop
fig1=figure('units','normalized','position',[0.4,0.7,0.2,0.2]);
tempPic=imread('calc.jpg');
image(tempPic);
fig2=figure('units','normalized','position',[0.4,0.4,0.2,0.2]);
image(tempPic);
figSRO=figure('units','normalized','position',[0.65,0.6,0.3,0.3]);
image(tempPic);
figSelf=figure('units','normalized','position',[0.65,0.2,0.3,0.3]);
image(tempPic);
contPlot=0;
%
continue plot, string together multiple runs
%
Default MC run
numRuns=16;
numCycles=100;
jumpsPerCycle=10000;
for upDown=1:2
indexT=1;
initialT=(2-upDown)*1600;
plusMinus=(-1)^upDown;
upString=num2str(upDown);
for runNum=1:numRuns
SimSumNum=((upDown-1)*numRuns)+runNum;
SimSummary(SimSumNum,1) = runNum;
%
Version number
SimSummary(SimSumNum,2:7) = clock;
%
Time/Date stamp
SimSummary(SimSumNum,8) = TC;
%
Temperature
SimSummary(SimSumNum,9) = numCycles;
SimSummary(SimSumNum,10) = jumpsPerCycle;
for jump=1:numCycles
TC=initialT+(indexT*plusMinus);
Omega=goMega2(TC,Tmelt,blend); % blend = slects interaction as Omega (0), PRX (1), or
blended (2)
indexT=indexT+1;
RT=(TC+273)*8.314;
TCstring=num2str(TC);
%
Used in population file header
for inLoop=1:jumpsPerCycle
%
inner loop is hard coded

95

%
%

%
randomly pick two sites
for j=1:4
jS(1,j)=randi(Rmax(j)); % random integer, range 1 to Rmax
jS(2,j)=randi(Rmax(j));
end
display(jS);
display(jump);
jumper(1,1)=occupant(jS(1,1),jS(1,2),jS(1,3),jS(1,4));
jumper(1,2)=occupant(jS(2,1),jS(2,2),jS(2,3),jS(2,4));
%
Determine jump type
if jS(1,4)<jS(2,4)
jumpType=1;
elseif jS(1,4)>jS(2,4)
jumpType=-1;
else
jumpType=0;
end

%

%
Update the visitor population
visitor(jS(1,1),jS(1,2),jS(1,3),jS(1,4))=occupant(jS(2,1),jS(2,2),jS(2,3),jS(2,4));
visitor(jS(2,1),jS(2,2),jS(2,3),jS(2,4))=occupant(jS(1,1),jS(1,2),jS(1,3),jS(1,4));
deltaJump=jumpH2(occupant,Omega,jS);
%
Accept or Reject the Jump
accept=0;
if deltaJump<=0
accept=1;
elseif RT>0
threshold=exp(-(deltaJump*1000)/(2*RT));
display(threshold);
diceRoll=rand();
if diceRoll < threshold
accept=1;
end
end
if accept == 1
%
Always accept this thype of jump
bestH=bestH+(deltaJump/(numSites));
%
Modify the resident population

occupant(jS(1,1),jS(1,2),jS(1,3),jS(1,4))=visitor(jS(1,1),jS(1,2),jS(1,3),jS(1,4));
occupant(jS(2,1),jS(2,2),jS(2,3),jS(2,4))=visitor(jS(2,1),jS(2,2),jS(2,3),jS(2,4));
%
Update population tally
popTally(jumper(1,1),1)=popTally(jumper(1,1),1)-jumpType;
popTally(jumper(1,1),2)=popTally(jumper(1,1),2)+jumpType;
popTally(jumper(1,2),1)=popTally(jumper(1,2),1)+jumpType;
popTally(jumper(1,2),2)=popTally(jumper(1,2),2)-jumpType;
for j=1:2
av=(popTally(jumper(1,j),1)+popTally(jumper(1,j),2))/2;
if av > 2
popTally(jumper(1,j),3)=(popTally(jumper(1,j),1)-av)/av;
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else
popTally(jumper(1,j),3)=0;
end
end
else
%
Restore the visitor population
visitor(jS(1,1),jS(1,2),jS(1,3),jS(1,4))=occupant(jS(1,1),jS(1,2),jS(1,3),jS(1,4));
visitor(jS(2,1),jS(2,2),jS(2,3),jS(2,4))=occupant(jS(2,1),jS(2,2),jS(2,3),jS(2,4));
end
end
%
inner loop
%
numJumpsTotal=numJumpsTotal+jumpsPerCycle;
%
Fill the enthalpy versus jump matrix for plotting below
plotH(contPlot+jump +1,1)=TC;
plotH(contPlot+jump +1,2)=bestH;
plotEta(contPlot+jump +1,:)=popTally(:,3);
%
Create plot-friendly arrays for studying short-range order
pdf=SRO(occupant,numEls);
plotAlPairs(contPlot+jump +1,1)=TC;
plotCoPairs(contPlot+jump +1,1)=TC;
plotCrPairs(contPlot+jump +1,1)=TC;
plotCuPairs(contPlot+jump +1,1)=TC;
plotFePairs(contPlot+jump +1,1)=TC;
plotMnPairs(contPlot+jump +1,1)=TC;
plotNiPairs(contPlot+jump +1,1)=TC;
plotSelfPairs(contPlot+jump +1,1)=TC;
for local=1:numEls
plotAlPairs(contPlot+jump +1,local+1)=pdf(1,local);
plotCoPairs(contPlot+jump +1,local+1)=pdf(2,local);
plotCrPairs(contPlot+jump +1,local+1)=pdf(CrNum:CrNum,local);
plotCuPairs(contPlot+jump +1,local+1)=pdf(CuNum:CuNum,local);
plotFePairs(contPlot+jump +1,local+1)=pdf(FeNum:FeNum,local);
plotMnPairs(contPlot+jump +1,local+1)=pdf(MnNum:MnNum,local);
plotNiPairs(contPlot+jump +1,local+1)=pdf(NiNum:NiNum,local);
plotSelfPairs(contPlot+jump +1,local+1)=pdf(local,local);
end
%
*******************************************
%
Prepare and Show Checkerboard
%
*******************************************
twoLayers=zeros(2*Rmax(1),2*Rmax(2));
for xpx=1:Rmax(1)
for ypx=1:Rmax(2)
twoLayers((2*xpx),(2*ypx))=occupant(xpx,ypx,1,1)+1;
twoLayers((2*xpx)-1,(2*ypx)-1)=occupant(xpx,ypx,1,2)+1;
end
end
%
Update checkerboard image
figure(fig0);
image(twoLayers);
str=num2str(numJumpsTotal);
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str2=num2str(TC);
title(strcat(str,' Jumps: T(C) = ',str2));
%

Plot short range order params

end
%
Jumps
if numCycles>0
%
%
*******************************************
%
Prepare and Show Graphs
%
*******************************************
display('Please wait: preparing, displaying, and saving data');
%
Enthalpy
Omega=goMega2(TC,Tmelt,blend); % blend = slects interaction as Omega (0), PRX (1), or
blended (2)
bestH=calcH2(occupant, Omega); %recalculate bestH using entire occupant matrix
figure(fig1);
plot(plotH(1:contPlot+numCycles,2),'LineWidth',2);
title('Enthalpy evolution');
%
Order parameters
figure(fig2);
plot(plotEta(1:contPlot+numCycles,:),'LineWidth',2);
title('Order parameters');
if numEls>2
legend('Al','Co','Cr','Cu','Fe','Mn','Ni');
end
figure(fig0);
colormap(elmntColors);
image(twoLayers);
str=num2str(numJumpsTotal);
str2=num2str(TC);
title(strcat(str,' Jumps: T(C) = ',str2));
fileNum=fileNum+1;
filename= strcat('Lattice_after_',str,'_jumps');
print('-dtiff',filename,'-r300');
figure(figKey);
image([2,3,4,5,6,7,8]);
title('Color Key: Al-Co-Cr-Cu-Fe-Mn-Ni');
%
Analyze the population
pdf=SRO(occupant,numEls);
figure(figSRO);
plot(plotAlPairs(1:contPlot+numCycles,2:numEls+1),'LineWidth',2);
title('1st neighbor pairs of Aluminum and ... ');
if numEls>2
legend('Al','Co','Cr','Cu','Fe','Mn','Ni');
end
figure(figSelf);
plot(plotSelfPairs(1:contPlot+numCycles,2:numEls+1),'LineWidth',2);
title('Self-Neighbor Pairs');
if numEls>2
legend('Al','Co','Cr','Cu','Fe','Mn','Ni');
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end
figure(figSRO);
plot(plotAlPairs(1:contPlot+numCycles,2:numEls+1),'LineWidth',2);
title('1st neighbor pairs of Aluminum and ... ');
if numEls>2
legend('Al','Co','Cr','Cu','Fe','Mn','Ni');
end
%
%
Write pop file
fName=strcat('population_',upString,'_',TCstring,'C.txt');
dummy=popFile(occupant,fName,header);
%
EXCEL EXCEL
** EXCEL EXCEL
**
xlswrite(XLfile,clock,1,'J2:O2');
xlswrite(XLfile,SimSummary,1,'A4:J37');
xlswrite(XLfile,pdf,2,'B2:H8');
xlswrite(XLfile,plotH,3);
xlswrite(XLfile,plotEta,4);
xlswrite(XLfile,plotSelfPairs(1:contPlot+numCycles+1,:),5,'A2:H10001');
xlswrite(XLfile,plotAlPairs(1:contPlot+numCycles+1,:),6,'A2:H10001');
xlswrite(XLfile,plotCrPairs(1:contPlot+numCycles+1,:),7,'A2:H10001');
xlswrite(XLfile,plotNiPairs(1:contPlot+numCycles+1,:),8,'A2:H10001');
xlswrite(XLfile,plotCoPairs(1:contPlot+numCycles+1,:),9,'A2:H10001');
xlswrite(XLfile,plotCuPairs(1:contPlot+numCycles+1,:),10,'A2:H10001');
xlswrite(XLfile,plotFePairs(1:contPlot+numCycles+1,:),11,'A2:H10001');
xlswrite(XLfile,plotMnPairs(1:contPlot+numCycles+1,:),12,'A2:H10001');
%
%
The "continue plot" variable allows us to string together
%
multiple runs
contPlot=contPlot+numCycles;
end
end
% Run
end
close all;
Mixing
and
Unmixing
in
BCC/B2
Explored
using
a
Nearest-Neighbor
********************************************************

Solid
Monte-Carlo

Solutions
Simulation

Published with MATLAB® R2014a
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Chapter 4: Conclusion
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The understanding of HEAs is still quite limited, such that semi-empirical rules often
guide their development, and their structures are qualitatively described as either disorderd or
ordered, without a quantitative characterization of the configurational entropy. Because the HEA
design strategy is based upon the thermodynamic principle of entropy, the present work has
focused on the fundamental questions surrounding the atomic distributions and associated
configurational entropies of HEAs.

For the first time, the atomic distributions associated with complex HEA phases have
been rigorously characterized, such that their configurational entropies are quantified, allowing
comparisons with theoretical models. Powerful theoretical and experimental tools have been
used in this study, including Monte Carlo and ab initio molecular dynamics simulations, in situ
neutron scattering and synchrotron X-ray diffraction, high-resolution electron microscopy, and
atom-probe tomography. The complementarity of the experimental techniques has been
demonstrated, such that the details of the multi-element HEA atomic distributions emerged by
analyzing the integrated results of multiple techniques. The results will help advance the field of
HEA research, moving it beyond the all-or-nothing approach of classifying structures as either
ordered or disordered.

One important conclusion is that the HEA design strategy may be understood and applied
in a broader fashion than the present focus on single-phase disordered solid solutions. This
broader strategy may be applied to the goal of producing new engineering alloys, suitable for
applications where high strength, toughness, and corrosion resistance at elevated temperatures
are crucial.

The present project was conducted with broad impacts in mind. It has involved
collaborations among universities, national laboratories, and small businesses. Working together,
these very different types of organizations bring a range of expertise to tackle challenging
scientific and technical problems. One particular new capability that the present work helped
deliver was the in situ neutron diffraction using aerodynamic sample levitation and laser heating,
made available to the scientific community using the NOMAD beamline the Spallation Neutron
Source, ORNL.
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The integrated experimental and theoretical techniques, which are here demonstrated on a
particular HEA system, in the future will be employed on a variety of HEAs and other advanced
alloys. The similarities and overlap between HEAs and other alloys, such as Ni-based
superalloys, and multi-element spinodal alloys, are emphasized here, and will foster
collaborations and knowledge sharing among a broad community of researchers. Ultimately, the
beneficial effects of the HEA design strategy will be utilized to develop new materials for
advanced applications, such as next-generation power plants operating at temperatures exceeding
700 °C, or supersonic aircraft, where components are subjected to high temperatures and
millions of fatigue cycles.
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