Over the last decade, importance sampling has been a popular technique for the efficient estimation of rare event probabilities. This paper presents an approach for applying balanced likelihood ratio importance sampling to the problem of quantifying the probability that the content of the second buffer in a two node tandem Jackson network reaches some high level before it becomes empty. Heuristic importance sampling distributions are derived that can he used to estimate this ovedow probability in cases where the iirst buffer capacity is finite or infinite. The proposed importance sampling distributions differ from previous balanced likelihood ratio methods in that they are specified as functions of the contents of the buffers. Empirical results indicate that the relative errors of these importance sampling estimators is bounded independent of the buffer size when the second server is the bottleneck and is bounded linearly in the buffer size othemise.
INTRODUCTION
The estimation of rare event probabilities has received considerable attention over the last decade. Tandem Jackson networks serve as a simplified model for analyzing rare events in many systems such as switched telecommunication networks, manufacturing systems and computer networks. System performance measures such as the probability that the system size or a specific queue length exceeds a given level are needed to accurately assess system reliability, particularly the time until one of these events occurs.
Importance sampling is gaining popularity as an efficient method for analyzing rare events in queueing and reliability systems (see Asmussen and Rubinstein 1995, Heidelberger 1995) . The application of importance sampling involves simulating the model using an auxiliary distrihution designed to make the system experience rare events of 503 interest more often. Large deviations theory has been used to derive a heuristic change of measure for estimating the probability that the total system size exceeds a given level before returning to zero in tandem Jackson networks (see Parekh and Walrand 1989) . This exponential lwisfing or tilting change of measure interchanges the arrival rate and the smallest service rate in the network. This heuristic was later analyzed by Glasserman and Kou (1995) who established n e c e s s q and sufficient conditions for the asymptotic efficiency of this importance sampling estimator. More recently, de Boer, Kroese, and Rubinstein (2002) proposed an adaptive importance sampling method that utilizes a minimum cross-entropy optimization approach to estimate the overilow probability in three stages by approximating an optimal tilting parameter.
The balanced likelihood ratio approach to importance sampling (see Shultes 1998,2001 ) was developed for analyzing system performance in fault-tolerant repairable systems. This approach has been used to derive importance sampling estimators for limiting system unavailability and mean time to system failure that yield bounded relative error. Shultes (2002) applied this approach to estimate the system overilow probability in tandem Jackson networks. This method yields a zero variance importance sampling distribution for a single node system. For systems with more than one node, this method yields asymptotically efficient results with some restrictions on the model parameters.
Therare event studied in this paperis the bufferoverflow probability at the second node in a two node tandem Jackson network. An exponential tilting technique was developed by Kroese and Nicola to estimate this overflow probability (see Kroese and Nicola 2002) . These authors exponentially tilt a Markov additive process representation of the system to derive an importance sampling estimator. Their distribution is state dependent in that it depends on the contents of the first buffer. This paper applies the balanced likelihood ratio approach to derive an importance sampling distribution for estimating the overtlow probability at the second node in a two node tandem Jackson network. Like all balanced likelihood ratio methods, the distribution has guaranteed variance reduction over standard Monte Carlo methods. Unlike the distributions from Shultes (2002) . the proposed distributions depend on the contents of the buffers and can be applied to any set of anival and service rates. A complete proof of optimality is not available at this time, but numerical results suggest asymptotic efficiency.
Section 2 presents the model studied and provides an overview of importance sampling and the balanced likelihood ratio approach. Section 3.1 and 3.2 provide details of the proposed method for the infinite and finite first buffer cases respectively. Section 4 contains experimental results.
Conclusions and future research directions are presented in Section 5 .
BACKGROUND
Consider a tandem Jackson network with two nodes. Customers arrive at the first queue accordingto a Poisson process with rate 1.The service.time of a customer at the first node is exponential with rate @ I . independent of the input process and service times at the second node. The output process of the first queue forms the input process of the second queue. The service time at the second node is exponential with rate ~1 , which is also independent of the input process and service times at the first node. Without loss of generality, assume that h + &I + p2 = I. The queueing system is assumed to be stable, i.e., 1 < min(p1, yz).
Let X ( r ) and Y ( f ) denote the number of customers at the first and second node at time f , respectively (including customers in service). Let b denote the size of the first buffer, which may be finite or infinite. The quantity of interest is the probability ( y ) that the number of customers in the second queue reaches some bigb level B E N before bitting 0. We wish to estimate this probability given that the system starts
These probabilities are denoted as yo and y~ respectively. The system can be modeled as a Markov process with system state Z ( f ) = ( X ( t ) , Y(r)).. Let denote the total rate of event transitions out of Z(f). The probability that a buffer overflow is observed depends upon the embedded discrete-time Markov chain whose one-step transition probabilities at time f are: h/r(f) the probability the next event is an arrival, 1 ( X ( t ) > O ) @ i / r ( r ) the probability that the next event is a service completion at node one, and 1 ( Y ( r ) > O ) y z / r ( t ) the probability that the next event is a service completion at node two.
Importance Sampling
Let 52 denote the set of all cycles and for each" E 52, let B ( o ) denote the largest number of customers at the second node within the cycle. The probability P ( o ) of observing the cycle o is the product of one-step transition probabilities.
A new distribution P' is defined using importance sampling,
where the likelihood ratio L ( o ) is the Radon-Nikodym derivative of P with respect to P'. The likelihood ratio L ( o ) canbedecomposedinto aproductofone-step transition event likelihood ratios associated with each individual event within the cycle.
Asymptotic Properties
The asymptotic efficiency of an estimator can be measured using the relative error of the estimated quantity. Relative error is defined as the ratio of the standard deviation of the estimator over its expected value. The estimator yields bounded relative ermr if the relative error remains bounded as the quantity to be estimated approaches zero. This means that, the sample size required to achieve a desired level of accuracy remains bounded in the limit. An estimator is said to be asymptotically ejjkient if the relative error grows at a subexponential rate as the quantity to be estimated approaches zero. For importance sampling estimators, bounded relative error implies asymptotic efficiency.
Variance Reduction Ratio
To compare the performance of two importance sampling estimators, we need to take into account variance reduction and the computational effort required to achieve that reduction. The variance reduction ratio (VRR) measures the trade-off between variance reduction and the associated computational cost. VRRs are computed by multiplying a ratio of the variances of two estimators by a ratio of the corresponding computational effort, i.e., simulation time or number of events sampled to generate that variance. Typically, VRRs are estimated empirically by simulation. If the VRR is less than one, then the approach in the numerator is more efficient and a VRR greater than one implies that the approach in the denominator is more efficient.
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Balanced Likelihood Ratio Approaches
The proposed importance sampling method is based on the balanced likelihood ratio approach. This approach was originally proposed to estimate the reliability of fault-tolerant repairable systems (see Alexopoulos and Shultes 2001) and was later adapted to estimate system overflow probabilities in tandem-Jackson networks (see Shultes 2002) . A key feature of this approach is that likelihood ratios associated with regenerative cycles can be bounded from above by controlling event likelihood ratios associated with individual events within cycles. The application of the balanced likelihood ratio approach to estimate yo and yj proceeds as follows. Classify all system events into 2 classes: events that move the system towards buffer overflow and events that move the system away from buffer overflow. Arrival events and service completion events at the first node belong to the first category and service completion events at the second node fall into the second category. The balanced likelihood ratio method balances the event likelihood ratios associated with events from these two classes.
Every service completion event at the second node must be preceded by an arrival event and a service completion event at the first node. The product of these three event likelihood ratios can be forced to be one for all customers. This assignment causes likelihood ratios associated with cycles to be hounded below one. The proposed method has the following basic balanced likelihood ratio properties established by Shultes (2002) .
Every event that moves the system closer to the rare event (arrival and service completion at the first node) has one corresponding event (service completion at the second node) that effectively cancels out the events that moved the system closer to overflow. Events that would complete a cycle before the system experiences a rare event have zero probability in the importance sampling distribution. If the events that move the system closer to buffer overflow are forced to be more likely, then the corresponding future event which would move the system away from overflow is forced to he less likely.
* *
TANDEM QUEUES
Balanced likelihood ratio methods for estimating the probabilities yo and yl when the first buffer capacity is infinite and finite are described in Sections 3.1 and 3.2 respectively. The importance sampling distribution is the same for estimating both yo and y1. However, the method for estimating yo includes cases which do not occur while estimating y1, i.e., when the starting state is (1,l). Hence, without loss of generality, the importance sampling distributions are described for the starting state (0,O).
Customer arrival events and service completion events at the first node generate event likelihood ratios denoted by la and 1s respectively. These event likelihood ratios are used as multipliers for biasing the probability of service completion at the second node. The importance sampling distribution is formed such that the content of the second buffer reaches the bound B in all cycles. The idea is to avoid paths which fail to experience the rare event within the cycle.
The proposed importance sampling distribution depends on the sample path for the process Z . For simplicity, time and the sample path history are omitted from the following presentation. Let A' denote the importance sampling probability of an arrival event. Let . U; and fi; denote the importance sampling probabilities of service completion events at the first and second nodes respectively.
Infinite First Buffer
The importance sampling approach described in Section 2.2 is directly applied to the infinite first buffer case. Assume the system starts from state (0,O). There are four cases to consider: (1) The system is empty, (2) All customers are at the first node, (3) All customers are at the second node, and (4) Customers are at both nodes in the system. Case 1: The system is empty. The next event is a customer arrival with probability one. The event likelihood ratio for this event is replaced by la' = A J ( A + p z ) in the implementation to ensure that the service completion probability at node two associated with this arrival is reduced. It is easy to show that this deviation from the basic balanced likelihood ratio approach maintains established likelihood ratio properties.
Case 2: All customers in the system are at the first node, i.e., the system state is ( X ( f ) = x. Y ( f ) = 0, f z 0)
for some x E N. In this case, the next event could be either an customer arrival or a service completion at the first node. Deviating from the original balanced likelihood ratio description, the importance sampling probability for a service completion event at the first node is reduced to increase the arrival probability. The importance sampling probabilities in this case are:
fi; = l a ( i ) , and h+WI Case 3: All customers in the system are at the second node, i.e., the system state is ( X ( f ) = 0, Y ( t ) = y . f 2 0) for some y E N. In this case, the next event could he either a customer arrival or a service completion at the secondnode. The importance sampling probabilities when y > 1 are:
The service completion event is not allowed when y = 1 if the rare event has not yet occurred within the cycle. In this latter case, the customer arrival probability is one. Case 4: Customers in the system are at node one and node two, i.e., the system state is (X(t) = x, Y ( r ) = y. t 2 0) for some x E IN, y E IN. The importance sampling prohabiIities in this case when y > 1 derive from:
The remaining probability (1 -pk) is split between the customer arrival event and service completion event at the first node based on the number of customers in the system. The importance sampling distribution gives more importance to arrivals when the system size is less than the buffer size E . When the system size is greater than the bound E , the importance sampling probabilities allocated to the arrival event and the servicecompletionatnodeone are proportional to the respective rates A and p 1.
Let pr and po denote the fraction of (1 -pk) assigned to the service completion at the first node and the arrival event respectively. The imponance sampling probabilities for the arrival event and the service completion at node one are:
and Po = 1 -P s .
Implementation
Define two stacks: La for storing arrival event likelihood ratios and Ls for storing likelihood ratios for service completion events at the first node. Initially each stack contains one multiplier, la' = A/(A+pq) is on stack La and is' = 0 is on stack Ls where the 0 guarantees that the cycle does not end without observing a buffer overRow event. After each arrival event, the event likelihood ratio ()./A') is pushed onto stack La. After each service completion event at the second node, one likelihood ratio from each stack is removed. For each service completion event at the first node, the event likelihood ratio ( j~l / w i ) is pushed onto stack Ls if the system is in state (x, y) for some x E IN, y E IN and a likelihood ratio is removed from stack La when the system state is (x. 0) for some x E IN.
Finite First Buffer
The balanced likelihood ratio method for estimating the probability of buffer overflow in the second node when the first buffer has finite capacity is described below. The approach is similar to the infinite first buffer case.
Assume the system starts from state (0,O). The same four cases as in the infinite first buffer case are considered.
For cases 1, 2 and 3, i.e., when the system is empty and when the system state is (x, 0) and (0, y) for some x E IN, y E IN, the importance sampling distribution is the same as in the infinite first buffer case. When the system is in state (x, y) for some x E IN, y E IN, the importance sampling probabilities derive from the same starting point as before:
As before, the remaining probability (1 -p;) is split between the customer arrival event and the service completion event at the first node based on the number of customers in the system. Since the first node bas a finite capacity b, the fraction ps of (1 -pi) assigned to the service completion at node one is increased, relative to the infinite fist buffer case, by a factor c which depends on the number of customers at the first node. However, if p~ > /LZ then this modification is not necessary, so c = 0 in this special case.
The importance sampling probabilities for customer arrival events and service completion at node one are:
where ps is defined as before and
The method can be implemented in the same way as that of the infinite first buffer case using two stacks: La for storing arrival event likelihood ratios and Ls for storing likelihood ratios of service completion events at first node.
Experimental results for four, two node tandem Jackson network examples are presented. In the first example, the second server is the bottleneck ( P I > ~2 ) . in the second and thiid examples the first server is the bottleneck
and in the fourth example the service rates at the two nodes are equal. Results from experiments that estimate the probability that the contents of the second buffer reach the bound B before reaching zero stating from state ( I , 1) and (0,O) are presented for both finite and infinite first buffer cases. These cases come directly from Kroese and Nicola (2002) . The rates in the tables can be normalized so that the normalized rates sum to one.
The result from each simulation experiment is based on 1,000,000 cycles. Cycles end when the second node experiences buffer overflow or when the second node empties. Each simulation run provides an estimate for the overtlow probability (Mean), a 95% confidence interval halfwidth (Halfwidth) and the relative error, i.e., standard deviation divided by mean (RE). Computation times (CPU) are displayed in terms of average number of events per cycle. The tables include estimates of the overflow probabilities obtained by applying the exponential change of measure technique presented by Kroese and Nicola (2002) . The numerical values for these probabilities presented by Kroese and Nicola (2002) are also provided. The numerical values can be obtained by using the algorithm outlined in Garvels and Kroese (1999) . The results from the two methods (BLR and exponential change of measure) are compared using Variance Reduction Ratios (VRRs). If the VRR is less than one, then the exponential change of measure method by Kroese and Nicola (K-N method) is more efficient and the BLR method is more efficient if VRR is greater than one. All simulations were implemented in C and run on an HP C3600 workstation.
Tables 1-4 display the results for the estimates of the probability y1 for the infinite first buffer cases. Tables 5-8 display the results for the estimates of the probability y~ for cases where the first buffer is limited to nine customers. Tables 9 and 10 present the estimates of the probability M for all the four examples for the infinite and finite first buffer cases respectively.
The relative error of the BLR method is bounded independent of the buffer size when the second server is the bottleneck in both finite and infinite buffer cases. In the other two cases, i.e., when the first server is the bottleneck and when the service rates at both nodes are equal, the relative error is linearly bounded. Based on the numerical results, the BLR method is more efficient than the K-N method when the buffer at the first node is infinite. In contrast, the K-N method is more efficient than the BLR method for B larger than 25 in the finite first buffer cases. This is not surprising given that the BLR relative errors are only linearly bounded in this case while the relative errors for the K-N method are bounded.
The BLR method yields similar results when used to estimate the overtlow probabilities M and y1. The K-N method also yields similar results except when the first server is the bottleneck and its capacity is infinite in which case the relative error increases sharply with B . Kroese and Nicola (2002) have suggested that a different change of measure is needed in this case when the starting state is (om.
CONCLUSIONS
This paper presents a balanced likelihood ratio importance sampling approach for estimating the overflow probability of the second buffer in a two node tandem Jackson network.
Numerical results indicate that the relative error is bounded independent of the buffer size except when the first server is the bottleneck in which case the relative error is linearly bounded. Empirical evidence indicates that the BLR method outperforms existing importance sampling distributions when the first node buffer is infinite. More work is needed to determine why the BLR method struggles when the first node buffer is finite. The theoretical properties of the proposed importance sampling distributions including asymptotic characteristics need to be studied in detail. The proposed methods can be readily extended to estimate individual buffer overflow probabilities in tandem Jackson networks with more than two nodes. 
