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ABSTRACT 
We consider the problem of  how to measure the specificity of knowledge represented 
as a collection of IF-THEN (production) rules. The following two most general types of 
rules are considered: (1) IF A ~ a THEN B ~ b, and (2) tF A ~ a THEN {(B 
bl, vt), . . . .  (B c b~, v~) }, to be interpreted as: (1) ira primary variable A takes on its 
value in a set a, then a secondary variable B may take on its value in a set b, and (2) if 
A takes on its value in a set a, then B may take on its values in diverse sets, b l . . . . .  b k, 
each with its associated egree of  belief v t . . . . .  v~ ~ (0, 1], respectively. Simpler cases 
of these two rules are also considered in which the sets a and / or b (b i) collapse to 
single elements. First, these IF-THEN rules are represented by the so-called compatibility 
relations as proposed by Kacprzyk [1-4,1. Then Yager's idea of specificity, introduced 
initially in the context of fuzzy sets and possibility distributions, is applied to define some 
new measures of  specificity of  IF-THEN ruleS (their corresponding compatibility rela- 
tions). In the derivation of these measures of  specificity we also use Yager's concept of a 
real number subsuming a fuzzy number. 
KEYWORDS:  knowledge representation, IF-THEN (production) rule, compati- 
bility relation, specificity 
1. INTRODUCTION 
The specif icity of  a set is basical ly meant  as a measure  of  ambigui ty  
re lated to the size of  a set in which some var iable may take on its value.  
Var ious  measures  of  specif icity (or nonspecif ic i ty)  are strongly advocated  
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in the literature (see Dubois and Prade [8], Higashi and Klir [9], Yager 
[5, 6], or- - for  an excellent review--Klir and Folger's book [7]) for measur- 
ing the above-mentioned ambiguity. 
We view specificity as the extent o which a description of a concept (or 
a property), represented by a possibility distribution (or a fuzzy set), points 
to a single value as its possible value. Then we use Yager's definition of a 
specificity measure [5, 6]. For instance, if we can say that A = 5, then our 
knowledge concerning the value of the variable A is the most specific, 
since we know exactly that its value is equal to 5. On the other hand, if we 
can only say that A ~ {3, 4, 5}, then our knowledge is less specific. Finally, 
if we can only say that A ~ X, where X is the set of all the possible (or 
relevant) values of variable A, i.e. its universe of discourse, then our 
knowledge is the least specific. Yager's framework provides much intuitive 
appeal, and a conceptual and computational simplicity; hence it is found to 
be useful for our purposes, even though it does not satisfy some plausible 
requirements for a (non)specificity measure (cf. Klir and Folger [7]). 
However, one should bear in mind that Yager's approach is just one 
plausible choice--not he only possible one. For instance, other measures 
of (non)specificity such as, e.g., those based on U-uncertainty or entropy 
(cf. Dubois and Prade [8], Higashi and Klir [9], and Klir and Folger [7]) 
would be good candidates too; their use for the problem considered will be 
discussed elsewhere. 
So far measures of specificity have been defined for fuzzy sets and 
possibility distributions (i.e. for fact-type knowledge). In this paper we 
propose a way to devise measures of specificity for relations (associations) 
between the variables which may be represented by the IF-XHEN (produc- 
tion) rules, i.e. for rule-type knowledge. The line of reasoning we employ is 
similar. For instance, if we know that IF A = 5 THEN B = 7, then this is the 
most specific possible knowledge of the association between the variables 
A and B. If, on the other hand, we know that, say, IF A ~ {2, 3} THEN 
B E {6,7, 8}, then our knowledge is evidently less specific. The least 
specific case here is naturally if we can only say that IF A ~ X THEN 
B ~ Y, where X and Y are the sets of all the possible (or relevant) values 
(i.e. the universes of discourse) of A and B, respectively. 
The purpose of this paper is to propose some measures of specificity of 
knowledge ncoded as an IF-THEN rule expressing, for simplicity, associa- 
tions between the one primary and one secondary variable; a similar 
approach may be used for more than one primary or secondary variable. 
The measures proposed seem to have much intuitive appeal, satisfy some 
plausible conditions as to what is the most, least, intermediately, etc. 
specific IF-THEN rule, and are computationally efficient. 
The availability of such measures of specificity may often be relevant. 
For example, we can always assume that, say, IF A ~ X THEN B E Y, 
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where X and Y are A's and B's universes of discourse, respectively. 
However, such a piece of knowledge, though its elicitation is "free of 
charge," is of no value either for theoretical analyses or for practical 
applications. By some elicitation process as, e.g., machine learning, we 
should try to make our knowledge more specific, i.e. to replace X and Y 
by some a c X and b c Y, respectively. Normally, it is more "costly" (in a 
general sense) to derive a's and b's of a small size (i.e. to obtain highly 
specific knowledge). A compromise between the specificity and that "cost" 
is usually to be sought, and the availability of a measure of specificity may 
be helpful. The problem of how to obtain such a best compromise falls into 
the area of broadly perceived multicriteria decision making, and is beyond 
the scope of this paper. For solving practical problems, one would presum- 
ably try to use a decision support system for finding such a compromise. As 
to other possible areas of applications, uch a measure may be helpful in 
all kinds of rule selection, firing, etc., in which a more specific rule may be 
preferable. 
Basically, we consider the IF-THEN rules of the following types [1-4]: 
(a) IF A = a i THEN B = bi; 
(b) IF A = a i THEN B = bil , Uil , 
B "- bik , vik; 
(e)  IF A = a i THEN B c bi, 
(d) IF A = a i THEN B ~ bil, Vil, 
B "~ bik , Vik; 
(e)  IF A ~ a i THEN B ~ hi; 
(f) IF A ~ a i THEN B c b i l  , vii , 
B "~ bik  , Uik. 
Roughly speaking, in rule (a) we know that if a primary variable, A, 
takes on a specific value, then a secondary variable, B, takes on a specific 
value. In rule (b), if A takes on a specific value, then B may take on 
various specific values each with its associated egree of belief (between 0
and 1, from 0 for full disbelief of 1 for full belief through all possible 
intermediate values). In rule (c), if A takes on a specific value, then B may 
take on values in a set (of possible values). In rule (d), if A takes on a 
specific value, then B may take on values in different sets, each with its 
associated egree of belief. In rule (e), if A takes on a value in a set, then 
B may take on a value in a set. Finally, in rule (f), if A takes on a value in 
a set, then B may take on a value in different sets, each with its associated 
degree of belief. For details and justification for such types of IF-THEN 
rules, see Kacprzyk's source papers [1-4] or Kacprzyk and Fedrizzi's 
followup [11]. 
32 Janusz Kacprzyk 
First, the IF-THEN rules are represented by the so-called compatibility 
relations as proposed by Kacprzyk [1] (see also [2-4, 11]). Then, taking as a 
point of departure this representation of IF-THEN rules by compatibility 
relations, some measures (degrees) of specificity of the particular types of 
IV-THEN rules (or, in fact, their corresponding compatibility relations) are 
proposed. Their values are between 0 and 1: from 1 for the most specific to 
0 for the least specific. 
To make the paper self-contained, we will first briefly survey the concept 
of specificity of a possibility distribution (membership function of a fuzzy 
set) and the representation of a fuzzy set by its subsuming real number. 
2. SOME PRELIMINARIES 
Our notation related to fuzzy sets is standard. A fuzzy set A in 
X = {x} = {x 1 . . . . .  x n} is characterized by its membership function 
/zA:X ~ [0, 1]; /~A(x)c [0, 1] is the degree (grade) of membership of 
x c X in A, from 1 for full membership (belongingness) to 0 for full 
nonmembership (nonbelongingness). For a finite X (assumed here), as, 
e.g., X = {x 1 . . . . .  Xn}, A is written as 
A = gA(x l ) /x l  + "'" +gA(X , ) /X . ,  (1) 
which should be understood as that A is a set of pairs (grade of member- 
ship, element), written tXa(Xi)/x ~. Thus, "+"  is used above in the set-theo- 
retic sense. In this notation ordinary (nonfuzzy) sets are written as follows: 
B = {b I . . . . .  bin} is meant to be equivalent o B = 1/b 1 + ... + 1/b,,. By 
convention, the expressions (grade of membership)/element with the 
grade of membership equal to 0 are omitted. 
2.1. Specificity of a Fuzzy Set (Possibility Distribution) 
Suppose that X = {x} is a finite set (a universe of discourse), A is a 
fuzzy set defined in X, and A s --- {x ~ X : ~A(X) > a} is the a-cut (a-level 
set) of A. Yager [5, 6] defines the specificity of A (with respect to A's 
universe of discourse) as 
S(Z ,  X )  = fo °tmax 1 
card A-~ da,  (2) 
where card A,, is the number of elements in A~, and ama x is the largest 
membership grade in A. 
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EXAMPLE 1 Let X = {a, b, c, d} and A = 1/a + 0.7/b + 0.3/c + O.1/d. 
Then: 
(a) for 0 < a _< 0.1: A ,  = {a, b, c, d} and card A ,  = 4; 
(b) for 0.1 < a < 0.3: A~ = {a, b,c} and card A s = 3; 
(c) for 0.3 < a _< 0.7: A~ = {a,b} and card A~ = 2; 
(d) for 0.7 < a < 1: A ,  = {a} and card A,  = 1, 
so that 
1 S(A X)  ( °tmax 
, = - - d o t  
Jo card A~ 
1 1 1 =0.1  ×7+0.2× g+0.4× ~+0.3  × 1 =0.591. 
Let us point out some important properties of the specificity measure 
defined above: 
(1) 0 _< S(A, X) <_ 1. 
(2) S(A, X) = 1 if and only if there exists one and only one element 
x ~ X such that I~A(X) = 1 while for all other elements I~A(X) = O. 
Thus, a fuzzy subset is most specific [i.e. S(.,. ) = 1] when it is 
equivalent to a single element (e.g. a real number if X is the real 
axis), 
(3) If A and B are two normal fuzzy sets (i.e. whose maximal grades of 
membership are equal to 1) such that A c B (in the usual sense 
that tZa(X) < tzB(x) for each x e X), then 
S(A ,X)  > S(B, X).  
(4) If ~A(X) = 1 for each x ~ X, and card X = n, then 
S(A,  X)  = 1/n. 
(s) s(®, x )  = o. 
Notice that these properties do not exhaust a wider set of plausible 
conditions for a (non)specificity measure given, e.g., in Klir and Folger [7], 
which provides an excellent exposition of diverse issues related to 
(non)specificity. However, for our purposes, the satisfaction of (1)-(5) is 
sufficient. 
2.2. Representation of a Fuzzy Set (Number) by Its Subsuming 
Real Number 
For many purposes, as, e.g., the ordering (comparison) of fuzzy sets, the 
representation of a fuzzy set by its subsuming real number may be 
important. Yager's approach [10] seems to be promising for this purpose. It 
consists in associating with a fuzzy set defined in [0, 1] a real number from 
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[0, 1]; for fuzzy sets defined in other intervals (even in the set of real 
numbers), a rescaling should first be performed. 
Let A be a fuzzy set in [0,1], and A ,  = {x ~X: /ZA(X)  > a} be its 
a-cut; A ,  g [0, 1]. Suppose that V = {v} ___ [0, 1], and denote by M(V) the 
mean value of elements of V; for instance, if V = {Vl,...,Vk}, then 
M(V) = (1/k)E/k= 1Ui . 
Now, for A we define the following function: 
fO O/max F(A)  = M(A , )da ,  (3) 
where ama x is the maximum value of tXA(X), whose real values will be 
meant to subsume the fuzzy set A. 
The following properties of F(A) are relevant for our next discussion: 
(1) If A is a real number from [0, 1], i.e. A = {a} = 1/a, then ama x = 1, 
A,  = {a} for each a ~ [0, 1] and 
F(A)= foamaXada = fo lada=a.  
(2) Since M(A,~) < 1 for each a ~ [0, 1], then 
f0' fo 1 F(A)  = M(A,~) da < 1 da = 1. 
(4) 
(5) 
(3) The maximal value of F(A) is for A = 1/1:  F (1 /1 )  = 1. 
(4) If A is an ordinary set, i.e. Ag[0 ,1 ] ,  then A ,=A for each 
a ~ [0, 1], and 
F(A)  = f01M(A) da = M(A) .  (6) 
(5) If A = b/a, then area x = b, A~ = {a} for each a < b, and M(A, )  
= a for each a < b, and 
F(A)  = [bada = ab. (7) 
Jo  
EXAMPLE 
Then 
2 Let A = 0.1/0.1 + 0.4/0.3 + 0.6/0.5 + 0.8/0.7 + 1/1.  
Ao. 1 = {0.1, 0.3, 0.5, 0.7, 1}, 
Ao. 4 = {0.3, 0.5, 0.7, 1}, 
Ao. 6 = {0.5, 0.7, 1}, 
Ao. 8 = {0.7, 1}, 
A 1 = {1}, 
M(AoA) = 0.520, 
M(A0. 4) = 0.625, 
M(A0. 6) = 0.733, 
M(Ao. 8) = 0.850, 
M(A 1) = 1. 
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Therefore 
F(  A )  = f°1o.52o da + f°o.140.625 da  
+fo°460.733da+fo°680.850da+fo18da 
= 0.520 × 0.1 + 0.625 × 0.3 + 0.733 × 0.2 + 0.850 × 0.2 + 1 × 0.2 
= 0.7561, 
which is consistent with our intuitive feeling as to the "meaning" of the 
fuzzy set A. 
3. MEASURES (DEGREES) OF SPECIFICITY OF IF-THEN RULES 
REPRESENTED BY COMPATIBILITY RELATIONS 
The first problem is how to represent he IF-THEN rules to make their 
use in further processing effective and efficient. We use Kacprzyk's ap- 
proach [1-4], in which these rules are represented by compatibility rela- 
tions. 
We consider here the following types of IF-THEN rules: 
3.1. The Type-0 IF-THEN Rule 
IF A = a 1 THEN B = b 1 
ELSE... ELSE (8) 
IF A = a k THEN b = b k , 
where a x . . . . .  a k ~ X;  b 1 . . . . .  b k ~ V c Y. This rule says that with a given 
(single) value of A, say a i, a given (single) value of B, say b i, is associated. 
A type-0 rule is represented by a type-0 compatibility relation, CR 0, 
defined as 
CR 0 : X × V -o {0, 1}, V _ Y, (9) 
such that 
CR0(x ,y )  =t ,  x~X,  y~ V, t~  {0,1}, (10) 
Vx ~ X, card{y ~ V :CRo(x ,y )  = 1} < 1, (11) 
i.e., with each x ~ X there is associated at most one y ~ V. 
A type-0 compatibility relation is said to be completely defined if 
Vx~X,  3y~ V: CR0(x ,y )  = 1, (12) 
i.e., for each x ~ X we know its associated y ~ V. 
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EXAMPLE 3 Let us assume below and in all the subsequent examples that 
X = {a, b, c, d} and Y = {u, w, z}. A CR 0 may be exemplified by 
CR 0 = 
y=u w z 
x=a 1 
b 0 
c 0 
d 0 
x a b c 
y u w z 
0 0 x=a 
1 0 = b 
0 1 c 
0 1 d 
d 
z 
y=u w z 
1 
1 
1 
i.e. if x = a, then y = u; if x = b, then y = u, etc. 
From now on entries of the compatibility relations which are equal to 0 
will be omitted as above. 
This CR 0 is evidently completely defined, as is the case with all the 
compatibility relations used in all the following examples, though it is in 
principle not important, for the derivation of a specificity measure to be 
proposed, whether a compatibility relation is completely defined or not. 
3.2. A Type-0-val (0-Valued) IF-THEN Rule 
I FA  = a 1 THENB = b l l ,V11,  
B" big ,Ulg 
ELSE. . .  ELSE 
IF A = a k THEN B = bkl, Ukl, 
(13) 
B "= bk~, V~w, 
where a 1 . . . . .  ~ ~ X;  b l l  . . . . .  big . . . . . .  bkl . . . . .  bkw ~ V G Y; and 
cll . . . . .  Vlg,.. , Vkl . . . . .  vk, ~ ~ (0, 1]. This rule says that with a given (single) 
value of A, say ai, various (single) values of B, say bil . . . . .  bin , may be 
associated, each with its degree of belief vii . . . . .  vin E (0, 1]. By conven- 
tion, the terms (bi], uij) with vi~ = 0 are omitted, here and later on. 
A type-0-val rule is represented by a type-0-val compatibility relation, 
CR0.va l, defined as 
CR0.va I : X X V --* [0, 1], V __ Y, (14) 
such that 
CR0.val(X,y) =v ,  x~X,  y~ V, v~[0 ,1 ] ,  (15) 
Vx~X,  3y~V:  
CR0.val(X,y) > 0 ~ card{y ~ V:CRo_vaj(X,y)  = 1} > 1, (16) 
i.e., with any x ~ X there may be associated, to degrees between 0 and 1, a 
number of y's with values in V, provided that if at least one is to a positive 
degree, then at least one is to degree 1. 
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A type-0-val compatibility relation is said to be completely defined if 
Vx ~ X, :ly E V: CRo.val(X,y) > 0. 
EXAMPLE 4 A CRo_va I may be exemplified by 
x 
a 
CR0-vat  = b 
c 
d 
x=a 
= b 
c 
d 
(y ,v)  
(u,0.1), (w, 0.5), 
(w, 1.0), (z, 0.4) 
(u, 1.0), (w, 0.6) 
(u 1.0), (z,0.5) 
y=u w 
0.1 O.5 
1.0 
1.0 0.6 
1.0 
1.0 
0.4 
( z, 1.0) 
0.5 
(17) 
(18) 
(y ,v )  
(u, 1) x = a 
(w,1) = b 
(u,1) c 
(z,1) d 
Evidently, the least specific case is when with each value of x ~ X there 
are associated all the possible values of y ~ V with degree 1. For instance, 
CRo-va l  
x 
a 
=b 
c 
d 
x=a 
= b 
c 
b 
(y ,v)  
(u, 1), (w, 1), 
(u, 1), (w, 1), 
(u, 1), (w, 1), 
(u 1), (w,1), 
y=u w 
1 1 
1 1 
1 1 
1 1 
(z,1) 
(z,1) 
(z,1) 
(z,1) 
z 
1 
1 
1 
1 
(20) 
y=u w z 
1 
1 
(19) CR 0-val 
CR0). For example, 
x 
a 
=b 
c 
d 
i.e., if x = a, then we are convinced to degree 0.1 that y = u, to degree 0.5 
that y = w, and to degree 1.0 that y = z, etc. 
Let us now consider the derivation of a measure of specificity of CR0_va 1. 
The most specific case is when with each value of x ~ X there is 
associated one and only one value of y ~ V with degree 1, and the 
remaining values of y ~ V with degree 0 (i.e., CR0_va I is equivalent o 
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An intermediate case, i.e. between the most and least specific, is exem- 
plified by CR0.va I given by (18) or by 
CRo_va I - -  
x=a 
b 
c 
d 
y=u w z 
0.1 0.5 1.0 
1.0 0.7 0.3 
0.2 0.6 1.0 
0.6 1.0 0.2 
(21) 
To devise a measure of specificity, we start with 
CR0.val(Xi) = ~ CR0.~aj(i,j) (22) 
j= l  
for all x i ~ X ,  where n = card X, m = card V; thus, (22) is the sum of 
entries in row i in CR0.va 1. Then, a specificity measure of CR0.va ~ may be 
n(m - 1) - Y'.~=l[ECR0.~l(X i) - 1] 
~7-~-E-C-R~ _-- ~ ) . (23) 
most specific CR0.val, i.e. (19), we have 
defined as 
Sp(CR0_va l) = exp ( 
N 
Notice that for the 
Y'.~'= I[ECRo.vaI(X i) - 1] = 0; for the least specific CR0.val, i.e. (20), we have 
Y'-i% l[ECRo.val(xi) - 1] = n(m - 1); and for intermediate cases of the type 
(21), we have 0 < Y'.~= l[ECR0.val(X i) - 1] < n(m - 1): for instance, for 
(21) we obtain E~'= l[ECR0.val(x i) - 1] = 3.3. 
Thus, for the most specific CR0_val, Sp(CR0_val) = 1; for the least specific 
CR0.~al, if we denote  r----- Enf f i l [ECRo.va l (X i  ) - 1], then 
limr__.n(m_l) Sp(CR0.va l) = 0; and for intermediate cases, SP(CRo.~a ~) = c 
(0, 1): for instance, for (21), Sp(CR0.va j) = 0.24. 
The derivation of CR0_~js specificity as shown above is basically consis- 
tent with Yager's approach [5, 6], though one must notice that in our case 
the specificity of the least specific CR0.va I is 0. For the following types of 
IF-THEN rules and their related compatibility relations we will adopt 
another approach which seems to be more appropriate for our purposes. 
3.3. The Type-1 IF-THEN Rule 
I FA  = a 1 THEN B E h 1 
ELSE . . .  ELSE (24) 
IF a = a k THEN B ~ b k 
where a I . . . . .  a k ~ X ;  b 1 . . . .  ,bk ~ Q _ 2 Y - 0 .  This rules says that with a 
given (single) value of A, say ai,  a given set of possible values of B, say hi, 
is associated. 
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A type-1 rule is represented by a type-1 compatibility relation, CR1, 
defined by 
CR 1 : X × Q --, {0,1}, Q ___ 2 Y - O, (25) 
such that 
CR I (x ,R)  =t ,  xEX,  R~Q,  t~ {0,1}, (26) 
Vx ~ X, card{R ~ Q : CRI(x, R) = 1} _< 1, (27) 
i.e., with each x ~ X there is associated at most one (nonempty) subset 
of Y. 
A type-1 compatibility relation is said to be completely defined if 
Vx~X,  3R~Q:  CR I (x ,R)  = 1, (28) 
that is, for each x ~ X we know its associated R ~ Q. 
EXAMPLE 5 A CR 1 may be exemplified by 
x=a 
CR1 = b 
c 
R = {u} 
d 
X a 
R {u,w} 
{w} {z} {u,w} {u,z} {w,z} {u,w,z} 
1 
1 
b c d 
{w} {u,z} {w,z}' (29) 
i.e. if x = a, then y ~ {u, w}, etc. 
Let us now consider the derivation of a measure of specificity of CR 1. 
First, let us notice that we have the most specific CR 1 when with each 
value of x ~ X there is associated a one-element set (this is equivalent to 
CR0). For instance, 
CR 1 = 
R= {u} {w} {z} {u,w} {u,z} {w,z} 
x=a 
b 
C 
d 
1 
1 
1 
1 
{/2, W, Z} 
(30) 
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The least specific case is when with each value of x ~ X there is 
associated the set of all the possible (relevant) values of y, i.e. V ___ Y. For 
instance, 
CR 1 = 
x=a 
b 
¢ 
d 
R= {u} {w} {z} {u,w} {u,z} {w,z} {u,w,z} 
(31) 
Such a choice of the least specific compatibility relation is certainly the 
most plausible one, as it associates with each possible value of x the whole 
set of possible values of R, so that no (specific) knowledge is assumed; it is 
consistent with (20) too. Evidently, one could also imagine here that the 
least specific case is when all the entries are filled with ones, which reflects 
the same fact as above, i.e. lack of any specific knowledge (maybe even a 
"greater" lack of knowledge). We will take, here and in the sequel, the 
former view. 
An intermediate between the most and least specific cases may be 
exemplified by (29) or by 
CR 1 = 
x~a 
b 
c 
d 
R={u} {w} {z} {u,w} {u,z} {w,z} {u,w,z} 
1 (32) 
First, we define the specificity of an association 
Rj 
{Yil . . . . .  Yiy} 
I 
x~- - I  
as  
card(Rj) - m 
= (33)  Spa(x/, Rj) 1 - m ' 
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where m = maxnj ~ Q card Rj. For instance, the specificity of 
{w, z} 
I 
c--1 
from (32) is Spa(c, {w, z}) = (2 - 3)/(1 - 3) = 0.5. 
Evidently, the specificity of all associations of the "one-element-to-one- 
element" type [cf. (30)] is equal to 1; e.g., Spa(a,{u}) = 1. On the other 
hand, the specificity of each least specific association [cf. (31)] is equal to 0; 
e.g., Spa(a, {u, w, z}) = 0. 
Thus, if we denote X' = {x i E X : 3Rj ~ Q: CRl(x i, Rj) = 1}, then the 
specificity of the whole type-1 compatibility relation may be defined in 
various ways, e.g., 
1 
SPi - card X' ~ Spa(x/, Rj), (34) 
xi~S'  
SP 1 = I-I Spa(x/, Rj), (35) 
xi~X p 
Sp 1 = min Spa(xi, Rj). (36) 
xi~X' 
For instance, for the most, least, and medium specific type-1 compatibil- 
ity relations given in (30), (31), and (32), respectively, the specificities are 
as follows: 
• using the mean-value-type measure (34), 
(30) 1.0 
(31) 0.0 
(32) 0.625 
• using the product-type measure (35) ,  
(30) 1.0 
(31) 0.0 
(32) 0.125 
• using the min-type measure (36) ,  
(30) 1.0 
(31) 0.0 
(32) 0.5 
Notice that the use of the product-type measure (35) seems to be 
counterintuitive in the above example as well as in those in the sequel. 
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3.4. The  Type- l -va l  IF-THEN Ru le  
IF A = a 1 THEN B ~ b l l  , v i i  , 
B "~ b ig  , Ulg 
ELSE. . .  ELSE 
IF A = a k THEN B ~ b~l  , Ukl , 
(37) 
B'~bkw,  Vkw, 
where  a 1 . . . .  a k ~ X ; ,  b l l , . ,  v • • . ,big . . . . .  bkl . . . . .  bkw ~ Q __ 2 - 0 ,  and 
vii . . . .  , Vlg, ., Vkl, . . .  V~w ~ (0, 1]. This rule says that with a given (single) 
value of A, say a i, some sets of possible values of B, say bil . . . . .  bi,, are 
associated, each with its degree of belief vi~ . . . . .  vi, ~ (0, 1]. 
A type-l-val rule is represented by a type-l-val compatibility relation, 
CRx.val, defined as 
such that 
CRl.val : X )< Q --. [0, 1], Q ___ 2 v - Q, (38) 
CRl_val(X, R) = u, 
Vx~X,  3R~Q:  
CRl_val(X , R) > 0 
x~X,  R~Q,  v~(0 ,1 ] ,  (39) 
card{R E Q:CRI.vaI(X , R) = 1} > 1, (40) 
i.e., with any x ~ X there may be associated, to degrees between 0 and 1, 
some (nonempty) subsets of Y, provided that if at least one is to a positive 
degree, then at least one is to degree 1. 
A type-l-val compatibility relation is said to be completely defined if 
Vx ~ X, 3R ~ Q: CRl.val(X, R) > 0. (41) 
EXAMPLE 6 A CRl.va I may be exemplified by 
CR 1 -val 
x~a 
b 
C 
d 
R= {u} {w} {z} {u,w} {u,z} {w,z} {u,w,z} 
0.6 1 0.3 
1 (42) 
1 0.6 
0.4 1 
i.e., if x = a, then R = {u, w} to degree 0.6, R = {u, z} to degree 1 and 
R = {w, z} to degree 0.3, etc. The above CRl.va I is evidently completely 
defined. 
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Let us now develop a measure of specificity of a CRl.va I. Notice first that 
the most specific CRl.va I is once again the one when with each value of 
x e X there is associated to degree 1 a one-element set, i.e. a single value 
(thus the most specific CRl.va I is equivalent o CR0). This case may be 
exemplified by 
CR 1 -val 
x=a 
b 
¢ 
d 
R={u} {w} {z} {u,w} {u,z} {w,z} {u,w,z} 
1 
1 
1 
1 
(43) 
The least specific case is now once again the one when with each value 
of x e X there is associated the whole set of possible (relevant) values of 
B, i.e. V ___ Y. That is, the least specific CR~.va I is 
CR 1 -val 
x=a 
b 
¢ 
d 
R={u} {w} {z} {u,w} {u,z} {w,z} {u,w,z} 
(44) 
Again as in case of (31), we assume that the association of the whole set 
of values to each possible value expresses lack of any specific knowledge; 
evidently, as an alternative view, not assumed here, (44) with all entries 
equal to 1 would also be a plausible choice for the least specific CRl.va j. 
An intermediate case between the most and least specific CRl.va j may be 
exemplified by (42) or by 
CR 1 -val 
x~a 
b 
C 
d 
R= {u} {w} {z} {u,w} {u,z} {w,z} {u,w,z} 
0.1 0.3 0.7 0.4 0.6 0.8 1 
0.5 0.2 0.4 0.8 0.7 0.9 1 
0.2 0.8 0.6 0.8 0.3 0.9 1 
0.1 0.3 0.5 0.3 0.7 0.7 1 
(45) 
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First, as in the case of the type-1 compatibility relation, we derive the 
specificities of the particular associations, i.e. 
card Rj -- m 
- -  (46)  Spa(x/, Rj) 1 - m ' 
where m = maxRj ~ Q card Ry. Then, for each x i ~ X we form the follow- 
ing fuzzy set: 
FSp(xi) = CRl.val(Xi, R1) /Spa(x i ,  R 1) + ... 
+ CRl.val(xi, Rcard o) /Spa(x i ,  Rcard Q). (47) 
For instance, for x = a in (43), the most specific type-1 compatibility 
relation, (47) becomes FSp(a) = 1/Spa(a, {u}) = 1/1, which may be inter- 
preted as the real number 1 (cf. Section 2), while for x = c in the least 
specific type-1 compatibility relation, (47) becomes FSp(c) = 
1/Spa(c, {u, w, z}) = 1/0, which may be interpreted as the real number 0, 
and for x = c in the intermediately specific type-1 compatibility relation 
(45), Equation (47) becomes 
FSp(c) = 0.2/Spa(c, {u}) + 0.8/Spa(c, {w}) + 0.6/Spa(c, {z}) 
+ 0.8/Spa(c, {u, w}) + 0.3/Spa(c, {u, z}) 
+ 0.9/Spa(c, {w, z}) + 1/Spa(c,  {u,w,  z}) 
= 0.2/1 + 0.8/1 + 0.6/1 + 0.8/0.5 
+ 0.3/0.5 + O.9/0.5 + 1/0 
= 0.8/1 + 0.9/0.5 + 1/0. (48) 
Notice that we have here many (grade of membership)/element pairs 
with the same element value, as, e.g., 0.2/1, 0.8/1, and 0.6/1, and--as is 
usually assumed in fuzzy set theory--they are replaced by one pair with 
the largest grade of membership, i.e. 0.8/1 in this example. Though this 
procedure is well justified, it may lead sometimes to counterintuitive 
results in our context. However, this problem needs further attention and 
is beyond the scope of this paper. 
Now, using the concept of a subsuming real number corresponding to a 
fuzzy set in [0, 1] [cf. (3)], we denote the subsuming real number of FSp(xi) 
by EQFSp(xi), x i ~ S .  This may be viewed as the specificity of association 
between x i and its corresponding (related) Rj's,  R j  ~ Q. For instance, for 
FSp(c) from (48) we obtain EQFSp(c) = 0.85. 
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Then, analogously to the case of CR1, we obtain the following possible 
specificities of CRl_va I [as before, we denote X' = {x i • X : 3Rj  • Q: 
CRl.val(Xi, Rj) = 1}]: 
1 
Spl"val card X' ~ EQSp(xi), (49) 
xiEX' 
SP l"val= H EQSp(x i ) ,  (50) 
xiEX' 
Sp lval = min EQSp(x/). (51) 
xiEX' 
For instance, for the most, least, and medium specific type-1 compatibil- 
ity relations given in (43), (44), and (45), respectively, the specificities are 
as follows: 
• using the mean-value-type measure (49), 
(43) 1.0 
(44) 0.0 
(45) 0.54 
• using the product-type measure (50), 
(43) 1.0 
(44) 0.0 
(45) 0.08 
• using the rain-type measure (51); 
(43) 1.0 
(44) 0.0 
(45) 0.425 
3.5. The Type-2 IF-THEN Rule 
IF A • a I THEN B • b 1 
ELSE... ELSE (52) 
IF A • a k THEN B • hk, 
where a 1 . . . . .  a k•Z_2  x -O and bl . . . .  ,bk•Q__%2 r -O .  This rule 
says that with a given set of possible values of A, say a i, a given set of 
possible values of B, say b i, is associated. 
A type-2 rule is represented by a type-2 compatibility relation, CR 2, 
defined by 
CR 2 :ZXQ~ {0,1), Zc_2  x -O ,  Q__2 v -O ,  (53) 
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such that 
CR2(P ,R)  =t ,  P~Z,  R~Q,  t~ {0,1}, (54) 
VP ~ Z: card{R ~ Q:CR2(P ,R)  = 1} _< 1, (55) 
i.e., with each P (a nonempty subset of X) there is associated at most one 
R (a nonempty subset of Y). 
A type-2 compatibility relation is said to be completely defined if 
U P = X, (56) 
P~Z, VR~Q: CRE(P ,R)= 1 
i.e., in the subsets of X with which the subsets of Y are associated via CR 2 
there exist all the elements of X. 
EXAMPLE 7 A CR 2 may be exemplified by Table 1. 
Let us proceed to the derivation of a measure of specificity of CR 2. 
Notice first that the most specific type-2 compatibility relation is the one 
in Table 2 (equivalent to CR0), while the least specific type-2 compatibility 
relation is given in Table 3, and an intermediately specific type-2 compati- 
bility relation may be exemplified by Table 1. 
First, we derive the specificity of an association 
Rj  
{ Y/1, " i " , Yj j} 
Pi {Xn . . . . .  xii}--I 
as  
cardP i -n  cardR j -m 
* (57) Spa(Pi, R j )  = 1 - n 1 - m 
where * is some appropriate operation as, e.g., the mean value, algebraic 
product, minimum, etc.; n = card X; and rn = maxnj E Q card Rj .  We will 
assume here for simplicity that * is the mean value. 
For instance, the specificity of 
{u, w, z} 
I 
{a, b}--I  
1 is Spa({a, b}, {u, w, z}) = ½{[(2 - 4)/(1 - 4)] + [(3 - 3)/(1 - 3)]} = 7. 
Evidently, the specificity of the most specific association, i.e. of one-ele- 
ment-to-one-element type is equal to 1 [e.g., S({a}, {u})= 1], while the 
specificity of the least specific one, i.e. of the whole-X-to-whole-Y type, is 
equal to 0 [e.g., Spa({a, b, c, d}, {u, w, z}) = 0]. 
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Table 1 
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P = {a} 
{b} 
{c} 
{d} 
{a, b} 
{a, c} 
{a, d} 
{b, c} 
{c, d} 
{a, b, c} 
{a, b, d} 
{a, c, d} 
{b, c, d} 
{a, b, c, d} 
R = {u} {w} {z} {u, w} {u, z} {w, z} {u, w, z} 
P R 
{a} 
{b} 
{c} 
{d} 
{a, b} 
{a, c} {u, w} 
{a, d} {w, z} 
{b, c} 
{b, d} {z} 
{c, d} 
{a, b, c} 
{a, b, d} 
{a, c, d} 
{b, c, d} 
{a, b, c, d} 
Then, denoting 
ficity of CR 2 may be defined in various ways, as, e.g., 
1 
Sp 2 ~ Spa(P/, Rj), 
card Z' p, ~ z' 
SP 2 = I I  Spa(P~, Rj) ,  
P,~Z' 
Sp 2 = min Spa(P/, Rj). 
PI~Z' 
Z' = {Pi ~ Z : 3Rj ~ Q: CR2(Pi, Ry) = 1}, the speci- 
(58) 
(59) 
(60) 
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Table 2 
P = {a} 
{b} 
{c} 
{d} 
{a, b} 
{a, c} 
{a, d} 
{b, c} 
{b, d} 
{c, d} 
{a, b, c} 
{a, b, d} 
{a, c, d} 
{b, c, d} 
{a, b, ¢, d} 
R = {u} {w} {z} {u,w} {u, z} {w, z} {u, w, z} 
1 
1 
1 
1 
Table 3 
R = {u} {w} {z} {u, w} {u, z} {w, z} {u, w, z} 
P = {a} 
{b} 
{c} 
{d} 
{a, b} 
{a, c} 
{a, d} 
{b, c} 
{b, d} 
{c, d} 
{a, b, c} 
{a, b, d} 
{a, c, d} 
{b, c, d} 
{a, b, ¢, d} 
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For instance, for the most, least, and medium specific type-1 compatibility 
relations given in Tables 2, 3, and 1, respectively, their specificities are: 
• using the mean-value-type measure (58): 
Table 2 1.0 
Table 3 0.0 
Table 1 0.66 
• using the product-type measure (59): 
Table 2 1.0 
Table 3 0.0 
Table 1 0.28 
• using the min-type measure (60): 
Table 2 1.0 
Table 3 0.0 
Table 1 0.58 
3.6. The  Type-2 -va l  IF-THEN Ru le  
IF A ~ a 1 THEN B ~ b l l  , Ull , 
B "~ b ig  , vlg 
ELSE. . .  ELSE 
IF A ~ a k THEN B ~ bkl  , Ukl , 
B "~ bkw, Vkw, 
(61) 
where a 1 . . . .  ,a k c Z _c 2 x - 0 ;  bll . . . . .  big . . . . .  bkl . . . . .  bkw ~ Q ___ 2 r 
- •; v i i , . . . ,  Vlg . . . .  , V~l,..., vk,, ~ (0, 1]. This rule says that with a given 
set of possible values of A, say ai, some given sets of possible values of B, 
say bil  . . . . .  bin , are associated, each with its degree of belief, Uil . . . . .  Uin E 
(0, 11. 
A type-2-val rule is represented by a type-2-val compatibility relation, 
CR2.val ,  defined as 
CR2.val : Z )< Q ~ [0,1], z ___ 2 x - Q, Q _ 2 r - Q, (62) 
such that 
CR2_vaI(P,R) =v ,  P~Z,  R ~Q,  v ~(0,1] ,  (63) 
VP~Z,  ::IR ~Q:  
CR2_vaI(P,R) > 0 ~ card{R ~ Q:CRz_vaI(P,R) = 1} > 1, (64) 
50 Janusz Kacprzyk 
Table 4 
P = {a} 
{b} 
{c} 
{d} 
{a, b} 
{a, c} 
{a, d} 
{b, c} 
{b, d} 
{c, d} 
{a, b, c} 
{a, b, d} 
{a, c, d} 
{b, c, d} 
{a, b, c, d} 
R = {u} {w} {z} {u, w} {u, z} {w, z} {u, w, z} 
0.3 1 
0.5 
0.3 1 0.7 
0.4 1 
0.1 0.5 1 0.3 
i.e., with any P (a nonempty subset of X)  there are associated, to degrees 
between 0 and 1, a number of (nonempty) subsets of Y, provided that if at 
least one is to a positive degree, then at least one is to degree 1. 
A type-2-val compatibility relation is said to be completely defined if 
U P = X. (65) 
P~Z; VR~Q, 3P~Z: CR2_val(P, R)> 0 
EXAMPLE 8 CR2.va I may be exemplified by Table 4. 
Let us now proceed to the definition of a degree of specificity of a 
type-2-val compatibility relation. First, notice that the most specific type-2 
compatibility relation is evidently again the one shown in Table 2 (corre- 
sponding to CR0), while the least specific one may again be exemplified by 
Table 3. An intermediate case, i.e. between the most and least specific 
CR2.val, may be exemplified by Table 4. 
First, as in the case of the type-2 compatibility relation, we derive the 
specificities of the particular associations, i.e. 
cardP i -n  cardR j -m 
* (66) Spa(Pi, Ri  ) = 1 - n 1 - m ' 
where * is an appropriate operation, as, e.g., the mean value, algebraic 
product, minimum, etc.; n = maxe,  ~ z card Pi; and m = maxn~ ~ Q card Rj. 
Then, for each Pi we form the following fuzzy set: 
FSp(Pi) = CR2.va I (P  i, R1) /Spa(P  i, R 1) + ... 
+ CRz_vaI(Pi, Rcard Q) /Spa(P i ,  Rcard O). (67) 
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For instance, for Pi = {a} in Table 2, the most specific type-2-val 
compatibility relation, (67) becomes FSp({a})= 1/Spa({a}, {u})= 1/1, 
which may be interpreted as the real number 1 (cf. Section 2), while for 
Pi = {a, b, c, d} in the least specific type-2-val compatibility relation in 
Table 3, (67) becomes FSp({c}) = 1/Spa({c}, {u, w, z}) = 1/0, which may 
be interpreted as the real number 0 (cf. Section 2), and for 1°/= {c, d} in 
the intermediately specific type-2-val compatibility relation in Table 4, (67) 
becomes 
FSp({c, d}) = 0.5/Spa({c}, {u}) + 0.3/Spa({c}, {w}) 
+ 0.4/Spa({c}, {z}) + 0.6/Spa({c}, {u, w}) 
+ 0.7/Spa({c}, {u, z}) + 0.6/Spa({c}, {w, z}) 
+ 1/Spa({c}, {u, w, z}) 
= 0.5/1 + 0.3/1 + 0.4/1 + 0.6/0.5 + 0.7/0.5 
+ 0.6/0.5 + 1/0 
= 0.5/1 + 0.7/0.5 + 1/0. (68) 
Now, using the concept of a subsuming real number corresponding to a 
fuzzy set in [0, 1] [of. (3)], we define the subsuming real number EQFSp(Pi) 
of FSp(Pi), Pj ~ Z'. This may be viewed as the specificity of association 
between 19i ~ V __c_ 2 x and its corresponding (related) R/s, Rj ~ Q. For 
instance, for FSp({c, d}) from (74) we obtain EQFSp({c, d}) = 0.425. 
Then, as in the case of CR 2, we obtain 
l 
Sp 2-va~ - Y] EQFSp(Pi), (69) 
card Z' ei~z' 
SP z-v"~ = I-I EQFSp(Pi), (70) 
pi~z' 
Sp z-val = min EQFSp(Pi). (71) 
Pi~Z' 
For instance, for the most, least, and medium specific type-2-val compat- 
ibility relations given in Tables 2, 3, and 4, respectively, their specificities 
are: 
• using the mean-value-type m asure (69): 
Table 2 1.0 
Table 3 0.0 
Table 4 0.51 
• using the mean-value-type m asure (76): 
Table 2 1.0 
Table 3 0.0 
Table 4 0.033 
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• using the min-type measure (77): 
Table 2 1.0 
Table 3 0.0 
Table 4 0.406 
Notice that the last two rules, of type 2 and 2-val, are the most general 
and hence subsume the former rules, and--in principle--the discussion 
could have proceeded for these two rules only, reducing the size of the 
paper. However, this would certainly have diminished the readability of the 
presentation. 
4. CONCLUDING REMARKS 
We have proposed some new measures (degrees) of specificity of knowl- 
edge represented by IF-THEY rules which, for facilitating the derivation of 
the measures of specificity, are first represented by their corresponding 
compatibility relations. The specificity is here meant, roughly speaking, as 
the extent o which the values of the primary and secondary variable whose 
association is represented by the IF-THEN rule are single elements. If they 
are known to be certain sets, then the smaller the size of these sets, the 
higher the specificity. The new measure of specificity is proposed employ- 
ing Yager's framework. The measure proposed may be useful in many 
areas related to broadly perceived knowledge based systems--e.g., for the 
analysis and control of knowledge acquisition processes, selection and 
firing of rules, definition and updating of some degrees of belief in 
inference processes, etc. 
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