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Locally one-dimensional hopscotch methods 
A. R, Gour lay (*) and J. L1. Morris (**) 
ABSTRACT 
Hopscotch methods for solving t ime dependent partial differential  equations are derived using a 
locally-one-dimensional splitting instead of  the standard alternating direction splitting. This is a 
natural extension o f  such methods and their possible flexibil ity in certain situations is discussed. 
1. INTRODUCTION 
In a series of papers Gourlay [2], Gourlay and McGuire 
[3], Gourlay and Morris [6], Gane and Gourlay [1], 
Gourlay and McKee [4], the hopscotch approach to 
solving partial differential equations of the form 
u _ F(u) (1) 
3t 
where F(u) is a linear or nonlinear partial differential 
operator in a number n of space variables, has been 
discussed. The algorithms developed can all be con- 
sidered as methods of Peaceman-Rachford alternating 
direction type, by assuming a generalized definition 
of direction. In this note we develop hopscotch 
methods based on a locally-one-dimensional approach 
(see, for example, Gottrlay and Mitchell [5])and in- 
dicate their potential value in solving practical prob- 
lems • 
The format of this paper is as follows. In section 2 we 
discuss those methods which are the locally-one-dimen- 
sional analogues of hopscotch methods which do not 
rely on the decomposition O f the right hand side of 
the differential equation (1). In section 3 those algo- 
rithms which make use of a decomposition f F(u), 
are Oven. All these methods are counterparts ofhop- 
scotch methods introduced in Gourlay and McGuire 
[3], and Gane and Gourlay [1]. General stability and 
convergence theorems are given in section 4 for the 
methods outlined in section 2 and 3. Some examples 
of the usefulness of these schemes will be indicated 
in the final section, together with some extensions. 
2. L.O.D. HOPSCOTCH 
The standard hopscotch algorithm for equation (1) 
which does not make any use of decomposition f 
the right hand side F(u) of (1) may be written in the 
form 
m+l  ^m+l  F (vmi + l )=v i  + m m Vi - r~ i  h m rO i Fh(V i ) 
(2) 
where r, h are the mesh sizes in the time and space 
directions respectively, Fh(U ) is a finite difference ap- 
proximation to F(u), i is a multi-index (il, i 2 ..... in) 
with n the number of space dimensions and 
V m = V (ih, mr) is the finite difference :approxima- 
tion to u(x, t) where 
x = (x 1, x 2 ..... Xn) = h 01, i 2 ..... in) and t = mr.  
m 
The hopscotch mesh functon 0 i is a zero-one variable 
whose value depends on m and i, but which satisfies : 
the conditions 
m _m+l  
0 i + 0 i = 1 
m .m+l  = 0 (3) 
0 i x 0 i 
For example, the two most important definitions of 
m 
0 i are 
(a) odd-even hopscotch, where 
0i m = (m + lil) 
with 
l i l= i l+ i2+ . . .+ i  n , 
(b) line hopscotch, where 
0ira = (m + Ills) 
with 
lil s = lil - i s 




In Gane and Gourlay [1] it was shown that the method 
(2) is stable and convergent for solving linear parabolic 
problems of the form (1), provided anatural assump- 
tion on the behaviour of a mesh ratio was made. It 
should be noted that provided 
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IIFh(U ) -F(u)II ~ 0 as h-* 0 
in a suitable norm, then (2) is a consistent difference 
scheme for (1) at each point (i, m). Equation (2) may 
be regarded as the hopscotch scheme based on a 
Peaceman-Rachford alternating direction model. 
As an alternative to (2) let us consider the equation 
m+l  0mF wm+l  m W i - r  i h( i ) =W~i +r0 i  Fh (Win) (4) 
which can be regarded as the locally one dimensional 
counterpart to (2). We note that at no point (i, m) is 
(4) a consistent replacement of (1). However we shall 
see that this creates no difficulty. Also we note that 
m 
when 0 i =- 0 , (4) reduces to the trivial equation 
m+l  m 
w i = w i (5) 
This is the counterpart of the "fast" equation in 
standard hopscotch. In order to analyse the algorithms 
(2) and (4) we now assume that F(u) = L. u where L 
is a linear operator, whose coefficients are time-in- 
dependent. Then, over two consecutive steps (2) 
gives, in view of the equation (3), 
-m+l  . m+l  m m 
[I - ro i Lhl V~ = [ I  + re i Lh] V i 
[I r0mLh ] m+2 " m+l . -vmi  +1 
- V~ =[ I+rO i Lhl • 
which reduces to 
m [ I - rom+lLh l t I _ rO  i LhlV m+2 
= 0 m m [I + r0m+lLh] [ I  + r i Lh]Vi (6) 
Over two consecutive steps, method (4) gives 
m = 0 m [ I - tO  i Lh]W~i +1 [ I+r  i rh]w~ni 
[ I - r0  m+lLh]W~ni +2=[ I+ ¢0 m+lLh]W~i +1 (7) 
Using the first member of (7) to deFme Wp + 1, and 
substituting in the second member gives 
-m+l  _ m+2 
[ I  - ro i • Lhl ~- -  (8 )  
[I+ r0m+lLh] t I+r0mLh l t I -  0 m --1 m = r i Lhl Wi 
If, in the spi/'it of Gourlay and Mitchell [5], we now 
m def'me qi by means of the equation 
[I - r0mLh ] a m = w m 
then (8) becomes, in view of (3) 
[I m+l  m m+2 
- r0i Lh][I - ¢0i Lh] qi 
= [I + rO m+ 1Lh][I + rO~Lh] qm 
Comparison of this equation with (6) shows that 
m m 
qi = Vi 
so that the solutions generated by (2) and (4) are con- 
nected by the equation 
[ I -  ¢OmLh ] V~i = W~ (9) 
In particular at those points where O. m = 0 we note that 
1 m m m 
W? = V i . At points where 0 i = 1, W~i = V i + 0 (r). 
We shall see, in section 4, that this connection between 
the methods (2) and (4) allows us to triviaUy extend 
the results of Gourlay and McGuire [3] and Gane and 
Gourlay [1] to method (4). 
Boundary procedure 
One of the major drawbacks which has always occurred 
when using LOD methods i  the great difficulty of pick- 
ing up boundary data, (see fnr example Morris and 
Gourlay [9]. However, it turns out that nearly all 
LOD hopscotch algorithms do not appear to suffer 
from any suchdifficulty, as we will now demonstrate. 
FundamentM to the discussion is the observation that 
m (5) and (9) imply for 0 i = 0, that 
m m 
= w m+l  (1o) V i = W i 
To simplify discussion we now consider aone dimen- 
sional problem as shown in fig. 1, and for the moment 







0 l 0 1 0 1 
--t~ t 
Fig. 1. 
Also it suffices to consider only one boundary, say 
x = 0, other boundaries being treated similarly. Initial 
data for w on the line t = 0 is readily computed from 
the initial data for the problem by using the explicit 
relation (9). (The possible difficulties at the extremities 
of the initial line do not arise as careful consideration 
of the algorithm will demonstrate.)' Wemark on the 
grid in fig. 1 the values of the 0 m function. Those 
points marked I on the grid are obtained explicitly by 
the relation (5) at internal points. On the boundary 
x = 0 the relation (5) is used in connection with (10) 
to enable us to define the boundary values at the points 
marked I from the boundary values at the points 
marked 0, which are the true boundary values to the 
problem. All required boundary values can thus be 
calculated very easily. 
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One of the advantages of the hopscotch process was 
its efficient use of storage, and its economy in opera- 
tions. A little thought will demonstrate hat the LOD 
hopscotch algorithm, in particular with the odd-even 
choice of 0 function, is as efficient in terms of storage, 
and number of operations as its ADI equivalent. 
I . • . m . The above &scussmn for the chome of 0 i given by 
Ca) may be extended immediately to the choice (b) 
without any further complication, and also to the 
more general block hopscotch procedures discussed 
in Gane and Gourlay [i]. 
3. LOD HOPSCOTCH WITH DECOMPOSITION 
where 
tions 
In McGuire [7] and Gourlay and McGuire [3] a more 
general class of hopscotch methods was developed for 
linear partial differential equations of the form 
3u _ (L(1) + L(2))u (11) 
at 
where L (1), L(2) involve derivatives only with respect 
to x 1, x 2 respectively. For simplicity we have excluded 
inhomogeneous terms from (11) ; their presence only 
leads to complication i notation. The class of formu- 
lae considered by Gourlay and McGuire was 
.0m+l  L(1 ) Lm+ 1L(2 ) . ._ m+l  
[ I - r t  i + f i  h k ]v i  
" ramr(1)  ~mL(h2)}] Vm (12) =[ I+ ' lv i  ~h + 
the two hopscotch functions atisfy the reta- 
~+1 m 0m+l m 
+ 0 i = 1 x 0 i = 0 
~.m+l m ~.m+l m 
+ ~i = 1 x ~i = 0 
From this formulation one may extract, he following 
methods : 
(a) odd-even hopscotch 
0 m 1 =f  = (m + i1+i2) 
(b) line hopscotch 
m m 
Oi = ~'i = (m + il) 
(mod 2) 
(mod 2) 
0m m or i = ~i = (m + i2) (rood 2) 
(or more general block hopscotch methods) 
(c) Crank Nicolson method with a time step of 2r 
0 m m 0 m i = ~i = = m (mod 2) 
(d) Peaceman Rachford method with a time step of 
2r 
0 m -m+l= 0m = i = ~i m (mod 2) 
(e) ADI hopscotch method 
m m+l  
0i = ~i = (m + il) (mod 2) 
or  
0 m m+l  
i = ~i = (m + i2) (mod 2) 
The locally one dimensional equivalent to (12) is given 
by 
j.mr(2 ) m+ 1 [I-r {0mL(hl) + si ~h )]Wi 
=[I +r  {0mL(hl) + ~mL(h2) } W m i (13) 
and an algorithm exists corresponding to each of the 
above choices (a) to (e). The counterpart of equation 
(9) for this decomposed LOD hopscotch is given by 
[ I -T  { 0mL(hl} + ~'mL(h2) } ]V m= W~i (14) 
m of (12) with the solution connecting the solution V i 
W m of (13). 
Boundary procedure 
Relation (14 / allows us to apply the results of Gourlay 
and McGuire [3] and Gane and Gourlay [1] to this 
new class of hopscotch methods. Only the choice (e) 
is of importance to us here, and therefore we consider 
the implementation f this scheme particularly with 
reference to the incorporation of intermediate bound- 
ary data. Whilst this is achieved by a careful use of the 
formulae (13) and (14) it is not as straightforward as 
that given in the previous ection. 
Fundamental to achieving a satisfactory boundary 
procedure is the use of a "differential." version Of (!4) 
at comer points in the manner discussed for LOD 
methods in Morris and Gourlay [9]. The reader is 
referred to that paper for details. Then careful use of 
(13) and (14) allows all other boundary values to be 
determined. As an example consider the simple square 
grid 
f~  s ~Y  k 
(m + 1) (m + 2) 
Fig. 2. 
¢ I  
The 0 variable is such that we are solving tridiagonal 
systems along the lines indicated by arrows at the 
respective l vels. We require to obtain values atall the 
boundary points at each level. For points on (m+ 1) 
we first use our differential version of (14) to obtain 
values at corner points, and these are marked X. (In 
fact we could use a differential version of (14) at all 
points ff necessary.) By considering the value of the 
0 variable which has given us tridiagonal systems along 
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the lines marked by arrows we observe from (14) that 
we may explicitly use (14) to determine the values at 
the points marked u. Then equation (13) may be used 
likewise to give us the values marked 0 explicitly. A 
simple study of these equations should satisfy the 
reader that these relations are all consistent with the 
current 0 value at the appropriate point. At the fol- 
lowing (m + 2) level the situation may be resolved 
similarly as shown. 
4. STABILITY THEOREM 
As there is a direct equivalence between the hopscotch 
methods outlined in sections 2 and 3 and those in the 
paper by Gourlay and McGuire [3] and Gane and 
Gourlay [1], it is not surprising that we may state 
similar stability results. In fact from the above equa- 
tion (14) it automatically follows that a LOD hopscotch 
process is stable ff its ADI counterpart is also stable. 
Thus corresponding toTheorem 1 of Gourlay and 
McGuire [3] we have 
Theorem 
The algorithm (!3) is stable for the solution of (11) if 
A 1 andA 2 satisfy 
(u, Qu) + (Qu, u) ~ 0 (Q = A1, A2) 
for all real U ¢ 0. 
In the statement of this theorem the quantities A1, 
A 2 are defined by 
0 = 102H1+ I~H 2 A1=I IH l+ I~H 2 A 2 
where 
(HlY)i = - h2 L~ 1)yi 
(82Y) i = - h 2 L(h2)y i 
0= I~ = diag (Op) 12 I - I~  
l{=diag(~ai )  . I~2= I - I~  
Other stability theorems may also be given following 
the spirit of Gane and Gourlay [1] for block hopscotch 
methods. The equivalence r sult may be stated as fol- 
lows :. 
~heore~/t 
A LODhopscotch process is stable if its ADI  hopscotch 
counterpart is stable. 
The convergence r sult for the LOD hopscotch methods 
for second order parabolic problems i  given in : 
Theorem 
If a LOD hopscotch process is stable and if the local 
truncation error of its ADI hopscotch analogue isno 
worse than 0(r 2 + rh °) o > 0, then the LOD 
hopscotch process has a convergence rate 0(¢:+ h °) as 
k, h -+ 0 provided the appropriate mesh ratio k/h2 is 
constant. 
5. FURTHER COMMENTS 
In certain problem areas the advantages which can be 
gained by using a LOD approach are worth mentioning. 
In particular in solving problems with strong anisotropy 
there is a great deal to be said for aligning the calcula- 
tion parallel to the boundaries of the different auiso- 
tropic regions. This has been shown dramatically with 
regard to hopscotch schemes by Morris and Nicoll [10]. 
For such problems, complex programs have to be con- 
structed to produce numerical results for the com- 
plicated physical problems. One means of verifying 
the correctness" of the numerical results is to simul- 
taneously program an alternative algorithm which 
produces identically equivalent results. This has been 
used to advantage by one of the authors (Morris [8])to 
solve thermal print head problems using conventional 
splitting methods. This is now feasible in the hopscotch 
family when the LOD hopscotch method is implemented. 
Through the transformations (9)and (14), the LOD 
hopscotch method will produce the identical results 
to the ADI members of the hopscotch family. 
Through the transformations (9)and (14) the trunca- 
tion error analysis of Morris arid Nicoll [10] can be 
applied to the LOD hopscotch method so that the LOD 
algorithms also have the ability to accurately solve the 
anisotropic problems alluded to. We refer the reader 
to that paper for fuller details. 
Some further general comments appropriate o all ADI 
and LOD schemes may be made. As the procedures 
stand they lay emphasis on one direction in preference 
to another. This may be partially overcome by using a 
symrnetrized procedure corresponding to the following 
rules on the mesh functions 
2m 2m+1 .2m+2 ~2m+3 
0 i + 0 i + o i + 0 i = 2 
02m02m+2 =0 
2m+1 02m+3 
i .. =0 
and similarly for ti m . Procedures using these rules and 
based on the equation (12) or on the equation (13) 
will lead to symmetrized ADI hopscotch and symme- 
trized LOD hopscotch methods. These of course also 
include symmetrized versions of AD! and LOD schemes. 
However no longer can we relate the two processes by 
an equation like (14). Indeed although we can show 
the stability of the LOD process easily, the analysis 
of the ADI scheme would appear more difficult. 
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