This paper presents an approach to apply optimization to the selection of a system architecture. Early-stage design decisions that define the subsystem and component technologies that comprise a system architecture are often made with information generated from a limited number of trade studies and a historical background. These decisions can lock in a design too early, resulting in a sub-optimal or even infeasible design. Decisions for systems that have little or no historical background, such as lunar in-situ resource utilization (ISRU) systems, have only analyses and tests to be based on. To enable a wider search of the design space, a modeling framework is discussed that decomposes a system in a hierarchical fashion to describe primary subsystem functions and their technology implementation alternatives. This framework allows a system model to be built that captures all of the subsystem technology alternatives in one reconfigurable model for which the categorical, discrete technology decisions can be treated as design variables in an optimization routine. The NASA ISRU System Model follows this framework and is used as an application of system architecture optimization. A genetic algorithm is used to explore both the discrete and continuous design space of the model. Because the current ISRU System Model has a small set of discrete variables, the performance and computational cost of the genetic algorithm search are compared to a previously developed ISRU optimization scheme that involves full enumeration of the discrete variables followed by gradient-based optimization with the continuous variables. The initial tests of the genetic algorithm approach provide comparable results to the previously used approach, requiring 5100 function evaluations compared to a range of 4800-10,000 function evaluations with the enumeration methods.
x LB = design variable lower bounds x UB = design variable upper bounds GA = Genetic Algorithm ISRU = In-Situ Resource Utilization PEM = Proton Exchange Membrane (electrolysis system) SA = Simulated Annealing SQP = Sequential Quadratic Programming
I. Introduction
he design of large-scale engineering systems is a complex process that involves discrete choices between subsystem options. For example, in the design of a satellite, choices in the type of propulsion system (e.g. electric, bipropellant), power supply system (solar, nuclear), and thermal control system (active, passive) all must be made early in the design process. In addition, each subsystem choice carries with it different technology options (e.g. hypergolic or cryogenic propellants), compounding the number of potential system architectures. Such problems are combinatorial in nature, having categorical, discrete variables rather than only continuous decision variables as in classical design problems where an architecture has already been chosen. In current approaches to these design problems, decisions are based on a set of requirements, engineering judgment, historical background, and a few initial trade studies. Subsystems are designed concurrently and separately, and any optimization usually occurs at the subsystem level or below. More-refined exploration of the vast number of alternatives is costly and time consuming to perform, so while the design may meet the objectives, it is not necessarily the optimal solution. Optimality may involve a number of objective functions such as performance, throughput, or lifecycle cost among other criteria. When the technologies involved have little or no historical background, the information upon which to base decisions becomes even more limited.
As NASA prepares for a return to the Moon, a new set of technologies is being developed that may help create a more sustainable approach to space exploration. Termed in-situ resource utilization (ISRU), this concept involves using any resources available in the lunar or space environment that would help reduce the quantity of supplies that must be launched from Earth 1 . Oxygen is a consumable resource used to supply crew air and oxidizer in rocket propellant that can be extracted from the lunar regolith. Systems to perform lunar oxygen extraction are being studied and built by NASA, including the development of a system modeling tool that captures the many architecture alternatives in the system selection and design 2, 3 . Several chemical processes can be used to produce oxygen from the metal oxides and glasses present in lunar soil, but because there is no historical data to draw from in the design of these systems, a detailed set of engineering models has been constructed to help assess the systemlevel trades of some of these processes.
In this paper, we present an approach for system modeling and optimization focused on selecting subsystems and subsystem technologies that result in an optimal system. We apply this to the NASA ISRU System Model. This consists of a system modeling framework that is structured hierarchically, capturing the breakdown of a system into major subsystems, minor subsystems, and leading down to the component model level. The framework is flexible to allow for simple incorporation of new or updated subsystem alternatives, and is automatically reconfigured between system options. The set of choices that comprise a system configuration are treated as discrete design variables, and the trade space is explored using a genetic algorithm. Lunar oxygen production is a good application for this architecture selection approach, because the oxygen production system can be functionally broken down into subsystems and components, a plant design involves a combination of existing and new technologies in a new environment (no historical background), and a set of models for the various subsystems already exist to populate the system model framework 2, 4, 5 . Previous work in applying optimization to system architecture selection and design includes a state-vector approach to model the effect of different component technologies in diesel exhaust after-treatment systems 6 . However, in this approach, only three architectures were considered. Each architecture was individually optimized for performance according to system sizing characteristics, and reconfiguration and comparison between different architectures was done manually. Most studies that have assessed technology choices in a system-level optimization use trade studies to enumerate the choices. Wilcox and Wakayama demonstrated simultaneous optimization of a family of aircraft wherein any of four structural components of the aircraft could be specified to be common among all aircraft in the family 7 . In this case, discrete levels of commonality (which parallel architecture technology selections), were explored via trade study. In another problem, technology alternatives were considered as part of the optimization problem formulation 8 . This study developed a satellite sizing tool that included choices for types of T 3 communications hardware, solar cells, batteries, and launch vehicles as design variables in a genetic algorithm search. The analysis models were primarily based on first-order approximations and correlation with historical data. We build upon this approach in three ways:
1. consideration of incompatible technology combinations, 2. incorporating the hierarchical nature of technology choices: selection of an electrical propulsion system for a satellite would then involve technologies specific only to that selection, and 3. including in the problem formulation the continuous variables that contribute to the sizing and performance of the system. The problem we seek to address is providing a method to explore the architecture trade space of systems that do not have a historical background upon which to base early-stage design decisions.
A genetic algorithm was chosen for this large-scale discrete optimization problem because it provides a global search method that does not require gradients for convergence and can handle discrete variables. Genetic algorithms are evolutionary search techniques that mimic Darwin's Theory of Natural Selection 9 . The design variables are coded as a string of binary numbers, creating a chromosome that is used to obtain one function evaluation. A population of chromosomes is generated and designs are competed against one another using their function evaluations as criteria. Concepts like inheritance, selection, crossover, and mutation are incorporated into the execution of the genetic algorithm, with mutation providing a probabilistic trigger that keeps the search from settling on local minima and helps the search cover the entire design space.
Genetic algorithms are computationally costly, so they are usually only used when faster, gradient-based methods cannot be used., either because of a highly nonlinear or discontinuous design space or the presence of discrete and categorical variables. The ISRU System Model is an evolving tool that is updated to include new technology alternatives as they are developed. As it grows, the number of system alternatives will become too large to fully enumerate and a method such as a genetic algorithm will become less costly than full enumeration. As present, the available ISRU system alternatives are few enough to enumerate, providing a good way to test and compare the performance of the genetic algorithm search tool to the currently-employed ISRU optimization methods. The future large design space in combination with having a mix of continuous and categorical, discrete design variables makes a genetic algorithm well suited for this problem.
In the following sections, we will discuss the modeling framework employed in the ISRU System Model design, the problem formulation for the genetic algorithm, and comparison of preliminary results from the GA to the current optimization scheme of the ISRU System Model.
II. System Model Framework
A. ISRU System Model
System Model Structure
The key to the system modeling framework is to follow a functional decomposition of the system. Breaking a system down in this manner can be somewhat intuitive, but it allows the modeler to define the stable interfaces and basic functions that must always be present to comprise the particular type of system being analyzed, which is in this case a lunar oxygen production plant. A lunar oxygen production plant can be broken down into three major processes: oxygen production, power supply, and liquefaction with storage 2 . These, in turn, can be accomplished in several different ways: oxygen production has four main technologies that are under development, two of which have been modeled in detail thus far with the ISRU System Model. Decomposing the system into its constituent elements reveals a pattern in the levels of the hierarchy (Fig. 1) . Each alternating level consists of either subsystems whose functions must be combined together to create their parent function ("AND" levels), or a set of choices from which only one is needed to achieve its parent function ("OR" levels-which act as the Boolean exclusive, xOR).
Each block in figure 1 can represent a separate model or stand-alone analysis. The system model is structured with constant interfaces defined for each block such that if two different designs of a hydrogen reduction reactor exist, they can both be included at the "OR" level for hydrogen reduction reactors. The internal analysis of the reactor designs may be very different as long as they each provide the same basic required inputs and outputs that define the reactor function to the system model. The ISRU System Model models all of the subsystems and technology alternatives in this fashion.
In-situ oxygen production is a batch process, and each of the architectures requires a reactor into which regolith is transferred, reacted, and then dumped. Some architectures have reactors that create water as the reaction product.
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These then include a water electrolysis subsystem to produce oxygen. Some architectures require a gas recycling system that re-circulates the reactants of the oxygen extraction processes.
To construct an architecture scenario, one option is selected at each "OR" level, and the inputs and outputs of the models are linked together to form an end-to-end system model. A constant set of system-level, global variables is specified that apply to all system architecture alternatives. These global variables define the lunar location of the plant, the number of reactors that can operate concurrently, and the continuous system sizing parameters that describe reactor size and throughput. With these definitions and a set of discrete variables that capture each "OR" level decision that can be made in the ISRU model, a complete system architecture is characterized. These choices include oxygen production methods, reactor types, electrolysis types, and condenser types.
The system model is integrated using Phoenix Integration's modeling software called "ModelCenter," with each technology choice represented by Excel-based models provided by the NASA ISRU team. A linking tool enables automatic reconfiguration of the system model between architecture scenarios based on the input set of discrete design variables.
Current Optimization Strategies
The current ISRU System Model employs a split-level approach to system optimization. On an "inner level" for a particular architecture selection a sequential quadratic programming (SQP) algorithm that uses finite difference approximations for gradient calculations is applied using the continuous variables that determine the sizing and performance of a system as design variables 3 . The objective function is to minimize the ratio of system mass to produced oxygen, a measure of mass efficiency. The function evaluation entails linking together and executing numerous engineering models resulting in a highly non-linear design space. Due to this, the SQP must be run from multiple starting points for each architecture scenario to avoid local minima, and even then a feasible point sometimes is not found. To address this, the current tool switches to a simulated annealing (SA) algorithm after three unsuccessful attempts with the SQP program. Simulated annealing is another heuristic search technique modeled after the process of annealing metal 10 . Because SA algorithms are also computationally expensive, a termination criteria is set to end the search after more than 100 function evaluations have not found a new, best design point. Generally, this tool takes between 200 and 700 evaluations to terminate on ISRU System Model scenarios.
For the "outer level" technology selection exploration the discrete space of technology options is narrowed down to only the choices that have large effects on the system performance. This results in nine primary architectures. Each of these nine architectures was executed at varying oxygen production capacities with optimization performed only on the continuous variables. A detailed description of these optimization tools can be found in Ref. 3 .
B. Genetic Algorithm Applied to ISRU System Model

Problem formulation
While the current ISRU System Model architecture has only nine primary architectures, as the models are developed further more technology options will be added to the tree shown in figure 1 . The projected design space of the ISRU System Model with even modest upgrades to include lower level discrete variables, such as material types and operational modes, expands to over 10,000 possible combinations. Many of these types of choices are already represented in the component models of the system, but do not exhibit trade-offs in the objective of system mass (e.g. when the selection between two material types always yields the same choice to minimize mass). As the models are developed further and multiple objectives are assessed, these choices may come into play, compounding the discrete design space.
With this future in mind, a method was developed that will help search a large discrete design space at the point when full enumeration becomes infeasible. Preliminary tests have been performed on the ISRU System Model and compared to results from the optimization approaches mentioned in Section A. In this approach, a genetic algorithm is employed to handle both the discrete and continuous variables in the system model, combining the "inner" and "outer" levels discussed previously into one optimization search. The optimization problem is formulated as follows:
Minimize fitness:
[ ] The continuous design variables are normalized by their upper bounds to place them on the interval (0,1]. The objective and constraints are also scaled to be close to [-1,1] . In the ISRU System Model, x 7 , representing batches of regolith processed per day, is treated as a continuous variable. Constraints g 1 and g 2 limit the produced oxygen quantity to be within a range of the desired production level, and g 3 can consist of up to three equations representing operational time constraints on the batch process: if the system uses one reactor, the time to transfer regolith, preheat, and react must be less than the time allotted per batch, as specified by x 7 . If two reactors are selected, one can react while the other transfers regolith in and out and preheats the regolith to reaction temperatures. Three reactors each perform one of the operations at all times. With the discrete and continuous design space combined (the continuous variables being represented with discrete increments between their bounds), the overall number of possible combinations of variables becomes 4.02e 8 . For the initial tests of the GA optimization of the ISRU System Model, only one oxygen production process was explored due to development issues in the model. This reduces the design space to about 2.52e 8 possibilities. The discrete variables comprise only 48 of these possibilities.
Genetic algorithm parameters and variable coding
The MATLAB-based genetic algorithm used for this problem entails a tournament selection, uniform crossover, a mutation probability of .01, and binary grey coding of the design variables. The constraints are handled via a quadratic exterior penalty method, as shown in Eqn. 1. Due to the hierarchical nature of the problem, decoding of the design variables is not a direct process. For example, if in Fig. 1 a hydrogen reduction system is selected for the oxygen production function as the value assigned to x 3 , the resulting assignments of x 4 and, x 5 must be of the options for a hydrogen reduction reactor and electrolyzer. We refer to this as conditional decoding. In addition, because the condenser is a component used only by a PEM electrolysis choice, the value assigned to x 6 is only relevant when PEM Electrolysis is chosen. This approach to variable decoding mimics the concept of sex-limited inheritance in genetics where a particular gene is only expressed if another gene (indicating sex) is present 11 . Male-pattern baldness is an example of a gene that women can carry, but is only expressed in men. This decoding method is useful because it allows a small set of variables to describe all of the choices in the system without representing every branch in the tree with its own variables. It is also employed here to help handle compatibility constraints between technology choices.
One of the issues encountered in formulating a large-scale technology selection problem is that when including all possible technologies that can be used to construct a system, some choices may be entirely incompatible with others. This occurs in the ISRU System Model for a combination of a particular hydrogen reduction reactor type with a PEM electrolyzer-the two do not make physical sense to use together. To ensure that this combination is never encountered in the variable decoding process, the domain of the reactor variable is limited only to feasible choices, based on the decoded value of the electrolyzer choice. Thus the selection of one gene, the electrolyzer, effects what the possible values of the next genes, condenser type and reactor type, can be.
The discrete variables are represented with a binary resolution of 1, and the continuous variables are represented with between 5 and 8 bits, making the total chromosome length 45 bits. To generate preliminary results with minimal computation time, a population size of 100 was selected based on empirical guidelines presented in Ref. 12. 7 Stopping criteria was set to a maximum of 50 generations or when five consecutive generations have the same best function evaluation, but all runs hit the maximum generation number before reaching this "optimality" criterion. Runs were performed with the ISRU System Model for four different oxygen production levels. The purpose of the runs was to determine how well the GA performed at providing approximate, good design points when searching the combined continuous and discrete design space. Section III presents the results of these runs compared to the results of the optimization methods discussed in Section A. Figure 2 shows the convergence history of the genetic algorithm at three different oxygen production levels. The minimum fitness evaluation for each generation was plotted. The 2000 kg/yr case was run for 70 generations, but in each case the objective had leveled off significantly by the 50 th generation. While many more tests need to be run for each O 2 production case, the initial results are promising. In 50 generations, each test case produced fitness results comparable to the SQP/SA methods currently used in the ISRU System Model. Figure 6 shows the GA results plotted with a re-produced set of non-dominated (Pareto) points from Ref. 3 . In the GA test cases, one point (shown as a pink square) violated one of the time constraints. The 5000 kg/yr case had two active time constraints. The history of the discrete variable choices corresponding to the minimum fitness value of each generation proved to be interesting: the 5000 kg/yr and the 8000 kg/yr cases both settled on the same set of discrete variable choices by about the 25 th generation. The 500 kg/yr and the 2000 kg/yr also both settled on a common set of discrete variables that was different from the 5000 kg/yr and 8000 kg/yr set. This would indicate that one particular architecture trades better for lower oxygen production levels, while a different architecture trades better for higher production levels. This result actually differs from preliminary results shown in Ref 3 in which two architectures each dominated the Pareto front across all production levels. Many more tests at different production levels with the GA and further model validation are required to fully affirm this result. Computation time is one of the biggest concerns with using a genetic algorithm for this problem. However, comparing to the SQP/SA method, the GA in this application exhibits a comparable computation time. Because the SQP/SA method requires full enumeration of the discrete variables, for a single production level the SQP/SA optimizer must be executed 48 times. Each SQP/SA run can take between 100-700 function evaluations to converge, depending on the initial starting point and whether or not the simulated annealing algorithm is necessary. This amounts to between 4800 and 10,000 function evaluations per oxygen production case. Using a population size of 100 with 50 generations, the genetic algorithm requires 5100 function evaluations. Even increasing the population size to 120 and allowing 70 generations to run leads to only 8400 evaluations, which is still comparable to the SQP/SA approach. On the ISRU System Model, 5100 function evaluations takes about 36 hours to complete. Table 1 summarizes this comparison.
III. Results
IV. Conclusions
A system modeling framework was presented that allows the subsystem technology alternatives inherent in system design to be included in an optimization scheme, enabling designers to search for an optimal system architecture. A genetic algorithm was successfully applied to a previously developed ISRU System Model to handle a hierarchical set of categorical, discrete design variables with compatibility constraints. It simultaneously optimized the continuous sizing parameters of the system as well as the choices that comprised the system architecture. In both performance and computation time, the initial tests of the genetic algorithm approach were comparable to previously tested optimization methods that involved full enumeration of the discrete space outside of a gradient-based or heuristic search of the continuous space.
Further work needs to be done to fully characterize the application of the genetic algorithm to the ISRU System Model, including testing population size, mutation rate, and checking for signs of dominance of one particular design too early. A very limited set of case studies is presented in this paper, and more runs need to be performed to build any conclusions on the model results. Future work will also include testing this method with a larger discrete design space as the ISRU System Model continues its development. At that point it may be necessary to test whether a combination of the discrete and continuous variables in one optimization routine is advantageous to a layered approach, with an optimization of the continuous variables performed for each iteration of the discrete trade space search. A more flexible integration of compatibility constraints also needs to be explored, along with different approaches to this type of constraint. One proposed direction of investigation in this area involves using a constraint satisfaction problem (CSP) solver to filter infeasible designs from the GA's population pool, and either repairing infeasible designs or randomly generating new ones to replenish the population. 
