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Abstract: A subset S ⊆ V in a graph G = (V,E) is a total [1, 2]-set if, for every
vertex v ∈ V , 1 ≤ |N(v) ∩ S| ≤ 2. The minimum cardinality of a total [1, 2]-set of
G is called the total [1, 2]-domination number, denoted by γt[1,2](G).
We establish two sharp upper bounds on the total [1,2]-domination number
of a graph G in terms of its order and minimum degree, and characterize the
corresponding extremal graphs achieving these bounds. Moreover, we give some
sufficient conditions for a graph without total [1, 2]-set and for a graph with the
same total [1, 2]-domination number, [1, 2]-domination number and domination
number.
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1 Introduction
We consider undirected finite simple graphs only, and refer to [13] for
undefined notations and terminologies. Let G = (V (G), E(G)) be a graph
of order n = |V (G)| and size m = |E(G)|. For a vertex v ∈ V (G), the
neighborhood NG(v) of v is the set of vertices adjacent to v in G, and the
closed neighborhood NG[v] of v is NG(v) ∪ {v}; the degree dG(v) of v is the
number of edges incident with v in G. Since G is simple, dG(v) = |NG(v)|. If
there is no confusion, we simply write N(v), N [v] and d(v) instead of NG(v),
NG[v] and dG(v). The minimum degree and maximum degree of a vertex in
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a graph G are denoted by δ(G) and ∆(G), respectively. A vertex of degree
1 is called a leaf and the vertex adjacent to a leaf is called a support vertex.
Let S ⊆ V (G) and v ∈ S. The open and closed neighborhood of S
are N(S) = ∪v∈SN(v) and N [S] = ∪v∈SN [v], respectively. The S-private
neighborhood of v, denoted by priG(v, S) or simply pri(v, S), consists of all
vertices in NG[v] but not in NG[S \ {v}]; that is, pri(v, S) = NG[v] \NG[S \
{v}]. Thus, if u ∈ pri(v, S), then N [u] ∩ S = {v}. For S ′ ⊆ S, denote
pri(S ′, S) =
⋃
u∈S′ pri(u, S). The subgraph obtained by deleting all vertices
in S is denoted by G − S. The symbol G[S] denotes the subgraph of G
induced by S. So, G− S is the subgraph of G induced by V (G) \ S.
Let X and Y be two sets of vertices of a graph G. We denote by E[X, Y ]
the set of edges of G with one end in X and the other end in Y .
A set S ⊆ V (G) is called a dominating set of a graph G if N [S] = V (G),
that is, N(v)∩S 6= ∅ for every vertex v ∈ V (G)\S. The minimum cardinality
of a dominating set in a graph G is called the domination number of G, and
is denoted by γ(G). A dominating set S of G is called a total dominating set
if for every vertex v ∈ V (G), N(v)∩ S 6= ∅. The total domination number of
G, denoted by γt(G), is the minimum cardinality of a total dominating set
of G. An independent set of G is a set of mutually independent vertices.
The notion of [1, 2]-domination was investigated by Dejter [6] and more
recently, by Chellali et al. [4]. A dominating set S of G is called a [1, 2]-set
if 1 ≤ |N(v) ∩ S| ≤ 2 holds for every vertex v ∈ V (G) \ S, that is, S is a
dominating set and every vertex in V \ S is adjacent to no more than two
vertices of S. The [1, 2]-domination number of G, denoted by γ[1,2](G), is the
minimum cardinality of a [1, 2]-set of G. Since the vertex set V (G) itself is
a [1, 2]-set of a graph G, any graph has a [1, 2]-set. There exists an infinite
family of graphs G whose [1, 2]-domination number are equal to their orders
[4, 14]. So, one of the fundamental problem on [1, 2]-domination of graphs is
that for which graphs G of order n is γ[1,2](G) = n ? The problem, whether
there is a simple, polynomial test for deciding if γ[1,2](G) < n, is still open.
A number of open problems in [4] regarding [1,2]-domination were solved by
Yang and Wu [14].
An analogue notion of [1,2]-domination for the total domination of a graph
was also introduced in [4]. A total dominating set S of G is called a total
[1, 2]-set if for every vertex v ∈ V (G), 1 ≤ |N(v) ∩ S| ≤ 2. The total [1, 2]-
domination number of G, denoted by γt[1,2](G), is the minimum cardinality
of a total [1, 2]-set of G. However, we will see that there exist an infinite
number of graphs with no total [1, 2]-set, even among trees. For convenience,
if there is no total [1, 2]-set in a graph G, we denote γt[1,2](G) = +∞. By
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this convention, it is trivial to see that for any graph G,
γ(G) ≤ γt(G) ≤ γt[1,2](G) and γ(G) ≤ γ[1,2](G) ≤ γt[1,2](G).
We call S ⊆ V (G) a γ(G)-set, if S is a dominating set with |S| = γ(G).
Similarly, γ[1,2](G)-set, γt(G)-set, γt[1,2](G)-set can be defined. One of the
remaining problems in [4] was stated as follows.
Question ([4]). What can you say about total [1, 2]-set, and the corre-
sponding total [1, 2]-domination number γt[1,2](G) ?
In this paper, we give two sharp upper bounds on the total [1, 2]-domination
number of a graph in terms of its order and an additional condition that the
minimum degree at least 1 or at least 2. Moreover, we give some suffi-
cient conditions for a graph without total [1, 2]-set and for a graph with the
same total [1, 2]-domination number, [1, 2]-domination number and domina-
tion number.
2 Upper bounds for γt[1,2](G)
As usual, the path, cycle, and complete graph of order n are denoted by
Pn, Cn and Kn, respectively. The k-corona G◦Pk is the graph obtained from
G by attaching a pendant path of length k − 1 to each vertex v ∈ V (G);
the double k-corona G ◦ 2Pk is the graph obtained from G by attaching
two pendant paths of length k to each vertex v ∈ V (G), see Fig. 1 for an
illustration.
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Fig. 1: 2-corona and double 2-corona
We start with the following lemma.
Lemma 2.1. Let n ≥ 3 and ni ≥ 1 be integers for 1 ≤ i ≤ 2. Then
(1)
γt[1,2](Kn) = γt[1,2](Kn1,n2) = 2;
3
(2)
γt[1,2](Pn) = γt[1,2](Cn) =


n+1
2
, n ≡ 1 (mod 2)
n
2
+ 1, n ≡ 2 (mod 4)
n
2
, n ≡ 0 (mod 4).
(3) if G = H ◦ 2P2 for a connected graph H of order at least two, then
γt[1,2](G) =
4n
5
, where n is the order of G.
Proof. We leave (1) and (2) to the readers for an exercise. To show (3), let
H be a connected graph of order k ≥ 2, with V (H) = {u1, . . . , uk}. Let
V (G) = V (H)∪X ∪Y ∪X ′ ∪Y ′, where X = {x1, . . . , xk}, Y = {y1, . . . , yk},
X ′ = {x′1, . . . , x
′
k}, Y
′ = {y′1, . . . , y
′
k}, and E(G) = E(H) ∪ {uixi| 1 ≤ i ≤
k} ∪ {uiyi| 1 ≤ i ≤ k} ∪ {xix
′
i| 1 ≤ i ≤ k} ∪ {yiy
′
i| 1 ≤ i ≤ k}. Obviously,
X ∪Y ∪X ′∪Y ′ is a total [1, 2]-set of G, so γt[1,2](G) ≤
4n
5
. Take a γt[1,2]-set S
of G. Since S is a total dominating set of G, X ∪Y ⊆ S. On the other hand,
V (H)∩S = ∅. If it is not true, without loss of generality, we may assume that
u1 ∈ S and u2 is a neighbor of u1 in H . But then, {x2, y2, u1} ⊆ NG(u2)∩S,
contradicting that S is a total [1, 2]-set of G. Combining the above two
facts with the other two facts that X ∪ Y is an independent set of G and
δ(G[S]) ≥ 1, it follows that S = X ∪ Y ∪X ′ ∪ Y ′, and thus γt[1,2](G) =
4n
5
.
By Lemma 2.1, γt[1,2](G) ≥ 2 for any connected graph G of order n ≥ 2,
and there are infinite family of graphs G with γt[1,2](G) = 2. Indeed, for a
graph G, γt[1,2](G) = 2 if and only if G has a dominating set, which consists
of a pair of adjacent vertices in G. Cockayne et al. [5] proved that γt(G) ≤
2n
3
for a connected graph of order n ≥ 3. Later, Brigham et al. [3] characterized
those graphs achieving this bound.
Theorem 2.2. ([3, 5]) Let G be a connected graph of order n ≥ 3. Then
γt(G) ≤
2n
3
and the equality holds if and only if G is C3, C6 or H ◦ P2 for
some connected graph H.
Note that γ[1,2](G) ≤ n is a trivial upper bound for a graph G of or-
der n, and the equality holds for an infinite many values of n, see [4, 14].
In the following theorem, we establish a sharp upper bound for the total
[1, 2]-domination number of a connected graph in terms of its order and
characterize all graphs achieving the bound.
Theorem 2.3. Let G be a connected graph of order n ≥ 5. If γt[1,2](G) <
+∞, then
γt[1,2](G) ≤
4n
5
,
with equality if and only if G = H ◦2P2 for some connected graph H of order
at least two.
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Proof. Let S be a γt[1,2](G)-set of G. Since 1 ≤ δ(G[S]) ≤ ∆(G[S]) ≤ 2, each
component of G[S] is a path or a cycle. Divide S into four subsets:
S1 = {u ∈ S| u lies in a component of G[S] isomorphic to a cycle},
S2 = {u ∈ S| u lies in a component of G[S] isomorphic to K2},
S3 = {u ∈ S| u lies in a component of G[S] isomorphic to P3},
S4 = {u ∈ S| u lies in a component ofG[S] isomorphic to a path of order at least 4}.
Clearly, |S| =
∑4
i=1 |Si|. Recall that for a vertex u ∈ S, pri(u, S) = {v ∈
V (G) \ S | N(v) ∩ S = {u}} and pri(Si, S) = ∪u∈Sipri(u, S).
Claim 1. (1) |pri(S1, S)| ≥ |S1|, (2) |pri(S3, S)| ≥
2|S3|
3
, (3) |pri(S4, S)| ≥
|S4| − 2ω4, where ω4 denotes the number of components in G[S], which is
isomorphic to a path of order at least 4.
Proof of Claim 1. Let u ∈ S be a vertex. If u ∈ S1 and pri(u) = ∅, then
S \{u} will be a total [1, 2]-set of G, contradicting the choice of S. Therefore
|pri(S1, S)| = |
⋃
u∈S1
pri(u, S)| =
∑
u∈S1
|pri(u, S)| ≥ |S1|.
This proves (1).
Now assume that u ∈ S3 and dG[S3](u) = 1. If pri(u) = ∅, S \ {u} is still
a total [1, 2]-set of G, contradicting the choice of S. Therefore
|pri(S3, S)| = |
⋃
u∈S3
pri(u, S)| ≥
∑
u∈S3,dG[S3](u)=1
|pri(u, S)| ≥
2|S3|
3
.
This proves (2).
To show (3), let P = u1u2 · · ·uk be a component of G[S], which is iso-
morphic to a path of order k, where k ≥ 4. By an argument similar to the
above, we have pri(ui, S) 6= ∅ for any i ∈ {1, 2, . . . , k} \ {2, k − 1}, and thus
|pri(S4, S)| ≥ |S4| − 2ω4.
Claim 2. |U | ≥ |S2|
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where U = V (G)\[S∪pri(S1, S)∪pri(S3, S)∪pri(S4, S)].
Proof of Claim 2. Since G is connected, every component of G[S], which is
isomorphic to K2, has at least one neighbor in U . Let W = ∪u∈S2N(u) ∩ U .
Since every vertex of W is adjacent to at most two vertices of S in G,
2|W | ≥ |E[S,W ]| ≥ |E[S2,W ]| ≥
|S2|
2
,
5
and thus |U | ≥ |W | ≥ |S2|
4
.
Since ω4 ≤
|S4|
4
, we have
n = |S|+ |pri(S1, S)|+ |pri(S3, S)|+ |pri(S4, S)|+ |U |
≥ |S|+ |S1|+
2|S3|
3
+ |S4| − 2ω4 +
|S2|
4
≥
5|S|
4
+
3|S1|
4
+
5|S3|
12
+
3|S4|
4
−
|S4|
2
≥
5|S|
4
+
3|S1|
4
+
5|S3|
12
+
|S4|
4
≥
5|S|
4
.
So, γt[1,2](G) ≤
4n
5
.
If the equality holds, we have |S1| = |S3| = |S4| = 0, |V (G) \ S| =
|S|
4
,
every component isomorphic to K2 has exactly one neighbor in V (G) \ S,
and each vertex of V (G) \ S has exactly two neighbors in S. And if |S|
4
= 1,
then G = P5, while γt[1,2](P5) = 3. So, G = H ◦ 2P2 for a connected graph H
of order at least 2. By (3) of Lemma 2.1, the converse is also true.
Theorem 2.3 tells us that there does not exist a graph G of order n ≥ 5
with γt[1,2](G) = k for any ⌊
4n
5
⌋ < k ≤ n. However, the situation become
different when k ≤ ⌊4n
5
⌋. To see this let us construct a class of the fol-
lowing graphs. We start from a complete graph Kn−k with V (Kn−k) =
{v1, v2, · · · , vn−k} and denote r = ⌊
k
4
⌋. For 10 ≤ k ≤ ⌊4n
5
⌋ and k ≡
0 (mod 2), we construct a graph Fn,k of order n with γt[1,2](Fn,k) = k as
follows: Fn,k has
V (Fn,k) = V (H) ∪ {w1, . . . , w k
2
} ∪ {w′1, . . . , w
′
k
2
}
and E(Fn,k) = E(H) ∪ {wiw
′
i| 1 ≤ i ≤
k
2
} ∪ E ′, where
E ′ = {viw2i−1, viw2i| 1 ≤ i ≤ r−1}∪{vrw2r−1}∪{vjw2r, vjw
′
2r| r+1 ≤ j ≤ n−k}
if k ≡ 0 (mod 4); and
E ′ = {viw2i−1, viw2i| 1 ≤ i ≤ r} ∪ {vjw2r+1vjw
′
2r+1| r + 1 ≤ j ≤ n− k}
if k ≡ 2 (mod 4). For 10 ≤ k < ⌊4n
5
⌋ and k ≡ 1 (mod 2), we construct
a graph Fn,k of order n with γt[1,2](Fn,k) = k as follows. Note that now
n− k − r ≥ 2. Fn,k has
V (Fn,k) = V (H) ∪ {w1, . . . , w k−3
2
} ∪ {w′1, . . . , w
′
k−3
2
} ∪ {w,w′, w′′}
6
and E(Fn,k) = E(H) ∪ {wiw
′
i| 1 ≤ i ≤
k−3
2
} ∪ {ww′, w′w′′} ∪ E ′, where
E ′ = {viw2i−1, viw2i| 1 ≤ i ≤ r − 1} ∪ {vrw2r−1, vr+1w, vr+2w
′′}
∪{vjw
′| r + 3 ≤ j ≤ n− k}
if k ≡ 1 (mod 4); and
E ′ = {viw2i−1, viw2i| 1 ≤ i ≤ r} ∪ {vr+1w, vr+2w
′′}
∪{vjw
′| r + 3 ≤ j ≤ n− k}
if k ≡ 3 (mod 4).
In Fig. 2 we display F14,10, F15,11, F16,12 and F18,13.
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Fig. 2. The graphs F14,10, F15,11, F16,12 and F18,13.
Proposition 2.4. For any two positive integers n and k with 10 ≤ k ≤ 4n
5
,
there exists a graph G of order n with γt[1,2](G) = k.
Proof. Note that the order of the graph Fn,k as constructed above is n and
W =
{
{w1, . . . , w k
2
} ∪ {w′1, . . . , w
′
k
2
}, k ≡ 0 (mod 2)
{w1, . . . , w k−3
2
} ∪ {w′1, . . . , w
′
k−3
2
} ∪ {w,w′, w′′}, k ≡ 1 (mod 2),
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is a total [1, 2]-set of G. So, γt[1,2](Fn,k) ≤ k. Take a γt[1,2]-set S of Fn,k.
Case 1. k ≡ 0 (mod 2).
Since S is a total dominating set, {w1, w2, . . . , w k−2
2
} ⊆ S. On the other
hand, V (Kn−k) ∩ S = ∅. Otherwise, if vi ∈ S for some 1 ≤ i ≤ n − k, then
{vi, w1, w2} ⊆ N(v1) ∩ S if i 6= 1 or {vi, w3, w4} ⊆ N(v2) ∩ S if i = 1, both
contradicting that S is a total [1, 2]-set of G. Then Combining the above
two facts with the other fact that {w1, w2, . . . , w k
2
} is an independent set
of Fn,k, it follows that S = {w1, w2, . . . , w k
2
} ∪ {w′1, w
′
2, . . . , w
′
k
2
}, and thus
γt[1,2](Fn,k) = k.
Case 2. k ≡ 1 (mod 2).
Since S is a total dominating set, {w1, w2, . . . , w k−3
2
} ⊆ S. On the other
hand, V (Kn−k) ∩ S = ∅. Otherwise, if vi ∈ S for some 1 ≤ i ≤ n − k, then
{vi, w1, w2} ⊆ N(v1) ∩ S if i 6= 1 or {vi, w3, w4} ⊆ N(v2) ∩ S if i = 1, both
contradicting that S is a total [1, 2]-set. Then Combining the above two facts
with the other fact that {w1, w2, . . . , w k−3
2
, w, w′′} is an independent set of
Fn,k, it follows that S = {w1, w2, . . . , w k−3
2
}∪{w′1, w
′
2, . . . , w
′
k−3
2
}∪{w,w′, w′′},
and thus γt[1,2](Fn,k) = k.
The upper bound on γt[1,2](G) in Theorem 2.3 is sharp. However, every
extremal graph G with γt[1,2](G) =
4n
5
satisfies that δ(G) = 1. It is natural
to consider the upper bound on γt[1,2](G) when δ(G) ≥ 2.
Theorem 2.5. Let G be a connected graph of order n ≥ 3 and δ(G) ≥ 2. If
γt[1,2](G) < +∞, then
γt[1,2](G) ≤
2n
3
.
Proof. Let S be a γt[1,2](G)-set of G. Same as the proof of Theorem 2.3, we
divide S into four subsets S1, S2, S3 and S4.
Claim 1. (1) |pri(S1, S)| ≥ |S1|, (2) |pri(S3, S)| ≥
2|S3|
3
, (3) |pri(S4, S)| ≥
|S4| − 2ω4, where ω4 denotes the number of components in G[S], which is
isomorphic to a path of order at least four.
Claim 2. |U | ≥ |S2|
2
where U = V (G)\(S∪pri(S1, S)∪pri(S3, S)∪pri(S4, S)).
Proof of Claim 2. Since δ(G) ≥ 2, every vertex in S2 has at least one
neighbor in U . Let W = ∪u∈S2N(u)∩U . Since every vertex in W is adjacent
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to at most 2 vertices in S and δ(G) ≥ 2, we have
2|W | ≥ |E[S,W ]| ≥ |E[S2,W ]| ≥
∑
v∈S2
(d(v)− 1) ≥
∑
v∈S2
1 ≥ |S2|,
and thus |U | ≥ |W | ≥ |S2|
2
.
Since ω4 ≤
|S4|
4
, we have
n = |S|+ |pri(S1, S)|+ |pri(S3, S)|+ |pri(S4, S)|+ |U |
≥ |S|+ |S1|+
2|S3|
3
+ |S4| − 2ω4 +
|S2|
2
≥
3|S|
2
+
|S1|
2
+
|S3|
6
≥
3|S|
2
.
So γt[1,2](G) ≤
2n
3
and the equality holds only if S1 = S3 = ∅, S4 = 4ω4,
|pri(S4)| =
|S4|
2
and |U | = |W | = |S2|
2
.
This upper bound is also sharp. For an integer k ≥ 4, we can construct a
graph Fk of order n = 3k with γt[1,2](Fk) = 2k as follows. We start from the
complete graph Kk with V (Kk) = {v1, v2, · · · , vk}. Let V (Fk) = V (Kk) ∪
W ∪ W ′, where W = {w1, w2, · · · , wk} and W
′ = {w′1, w
′
2, · · · , w
′
k}, and
E(Fk) = ∪
k
i=1{viwi, wiw
′
i, w
′
ivi+1} ∪ E(Kk), where i + 1 is taken modulo k.
Therefore, Fk is a graph of order 3k and for any 1 ≤ i ≤ k, d(vi) = k+1 and
d(wi) = d(w
′
i) = 2. The graph F4 is shown in Fig. 3.
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Fig. 3. The graph F4
Proposition 2.6. For an integer k ≥ 4, γt[1,2](Fk) =
2n
3
, where n = 3k.
Proof. Let S = W ∪W ′. One can see that S is a total [1, 2]-set of Fk and
thus γt[1,2](Fk) ≤
2n
3
. Now suppose that γt[1,2](Fk) <
2n
3
and S ′ is a γt[1,2]-set
of Fk. Then S
′ ∩ V (Kk) 6= ∅ and |S
′ ∩ V (Kk)| ≤ 2.
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Assume first that |V (Kk) ∩ S
′| = 2 and let vi, vj ∈ S
′ for some two
distinct i, j ∈ {1, 2, · · · , k}. In this case, ({v1, v2, · · · , vk} \ {vi, vj}) ∩ S
′ = ∅
and thus wl, w
′
l ∈ S
′ for any l ∈ {1, 2, · · · , k} \ {i, j}. But, |NG(vl)∩ S
′| ≥ 3,
a contradiction. Now assume that |V (Kk) ∩ S
′| = 1 and V (Kk) ∩ S
′ = {v1}.
Since vi 6∈ S
′ for any i ∈ {2, 3, 4}, we have w2, w
′
2 ∈ S
′ and w3, w
′
3 ∈ S
′, and
thus |NG(v3) ∩ S
′| ≥ 3, a contradiction.
Now, for 8 ≤ k ≤ 2n
3
−1, we construct a graphHn,k of order n, γt[1,2](Hn,k) =
k and δ(Hn,k) ≥ 2 as follows. We start from the complete graph Kn−k
with V (Kn−k) = {v1, v2, · · · , vn−k} and r = ⌊
k−2
2
⌋. The graph Hn,k has
V (Hn,k) = V (Knk) ∪ {w1, . . . , wr} ∪ {w
′
1, . . . , w
′
r} ∪ V
′, where
V ′ =
{
{w,w′}, if k = 2r + 2
{w,w′, w′′}, if k = 2r + 3 ,
and
E(Hn,k) = E(Kn−k)∪{viwi, wiw
′
i, w
′
ivi+1| 1 ≤ i ≤ r−1}∪{vrwr, wrw
′
r, w
′
rv1}∪E
′,
where
E ′ = {ww′} ∪ {vjw, vjw
′| r + 1 ≤ j ≤ n− k},
if k = 2r + 2; and
E ′ = {vr+1w, vr+2w
′′, ww′, w′w′′} ∪ {vjw, vjw
′′| r + 3 ≤ j ≤ n− k},
if k = 2r + 3. See Fig. 4 for an illustration for H14,8 and H15,9.
r r
rr
r r
r
r
r
r
r
r
r
r
K6
H14,8
v1
v2
v3 v4
v5
v6
w
w′
r r
rr
r r
r
r
r
r
r
r
r
r
r
K6
H15,9
v1
v2
v3 v4
v5
v6
w
w′′
w′
Fig. 4. The graphs H14,8 and H15,9
Proposition 2.7. For any n and k with 8 ≤ k ≤ 2n
3
−1, there exists a graph
G of order n with δ(G) ≥ 2 and γt[1,2](G) = k.
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Proof. Note that the order of the graph Hn,k as constructed above is n and
S ′ =
{
{w1, . . . , wr} ∪ {w
′
1, . . . , w
′
r} ∪ {w,w
′}, if k = 2r + 2
{w1, . . . , wr} ∪ {w
′
1, . . . , w
′
r} ∪ {w,w
′, w′′}, if k = 2r + 3,
is a total [1, 2]-set of Hn,k. So, γt[1,2](Hn,k) ≤ k. In addition, any proper
subset of S ′ is not a total [1, 2]-set of Hn,k. Let S be a γt[1,2]-set of Hn,k. Note
first that |S ∩V (Kn−k)| ≤ 2 since S is a [1, 2]-set of Hn,k. Our proof is based
on the fact that: if vi /∈ S and vi+1 /∈ S for 1 ≤ i ≤ r − 1, then {wi, w
′
i} ⊆ S
since N(wi) = {vi, w
′
i}, N(w
′
i) = {wi, vi+1} and S is a total [1, 2]-set; and
similarly if S ∩ {vr+1, vr+2, . . . , vn−k} = ∅, then {w,w
′} ⊆ S if k = 2r + 2 or
{w,w′, w′′} ⊆ S if k = 2r + 3.
Claim 1. |S ∩ V (Kn−k)| ≤ 1.
By contradiction, suppose that |S ∩ V (Kn−k)| = 2 and vl, vj ∈ S. If
|S ∩ {v1, . . . , vr}| ≤ 1, there exists 1 ≤ i ≤ r such that vi, vi+1 6∈ S since
r ≥ 3, then {wi, w
′
i} ⊆ S. But now, {wi, vl, vj} ⊆ N(vi)∩S. This contradicts
to the fact that S is a [1, 2]-set. So we may assume |S ∩ {v1, . . . , vr}| = 2.
Then w ∈ S since {vi | r+1 ≤ i ≤ n−k}∩S = ∅, which means {w, vl, vj} ⊆
N(vr+1) ∩ S, a contradiction.
Claim 2. S ∩ V (Kn−k) = ∅.
By contradiction, suppose that |S ∩V (Kn−k)| = 1 and vl ∈ S ∩V (Kn−k).
If 1 ≤ l ≤ r, then {w,w′} ⊆ S, and then {w,w′, vl} ⊆ N(vr+1) ∩ S if
k = 2r + 2 or {w,w′′, vl} ⊆ N(vr+3) ∩ S if k = 2r + 3, both contradicting to
the fact that S is a [1, 2]-set. If r+1 ≤ l ≤ n− k, then {w1, w
′
1, w2, w
′
2} ⊆ S,
so {w′1, w2, vl} ⊆ N(v2) ∩ S, a contradiction.
It follows immediately that S = S ′ and thus γt[1,2](Hn,k) = k.
3 Graphs with no total [1, 2]-set
As we have seen in the previous section, there exist many graphs with no
total [1, 2]-set, we summarize it as follows.
Theorem 3.1. Let G be a connected graph of order n.
(1) If n ≥ 3 and γ[1,2](G) >
4n
5
, then γt[1,2](G) = +∞;
(2) If n ≥ 5, δ(G) ≥ 2 and γ[1,2](G) >
2n
3
, then γt[1,2](G) = +∞;
(3) Let G be a tree of order n with k leaves. If γ[1,2](G) = n − k, then
γt[1,2](G) = +∞ unless G is a caterpillar.
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Proof. (1) and (2) are immediate from Theorem 2.3 and 2.6.
(3) Assume that γt[1,2](T ) exists and S is a γt[1,2](T )-set of T . Let L be
the set of all leaves of T . If v ∈ L ∩ S, the support vertex of v also lies in
S. It follows that S ′ = S \ L is also a [1, 2]-set of T and hence |S ′| ≤ n− k.
Since γ[1,2](T ) = n − k, we have |S
′| = n − k and V (T ) \ S ′ = L. If there
exists a vertex v ∈ S ′ such that N(v) ⊆ S ′, then S ′ \ {v} is a [1, 2]-set of T
with cardinality less than n− k, a contradiction. So each vertex in S ′ must
have at least one neighbor outside S ′, which means all the vertices of S ′ are
support vertices of T . It is easy to see ∆(T [S ′]) ≤ ∆(T [S]) ≤ 2. So T [S ′]
must be a path and then T is a caterpillar.
Let p and k be two integers with p ≥ k + 2 ≥ 5, Gp,k is a graph obtained
from a complete graph Kp as follows: for every k-element subsets S of the
vertices set V (Kp), we add a new vertex xs and the edges xsu for all u ∈ S.
In [14], Yang and Wu proved that γ[1,2](Gp,k) = |V (Gp,k)|. So, it is immediate
from Theorem 3.1 that
Corollary 3.2. If p ≥ k + 2 and k ≥ 3, then γt[1,2](Gp,k) = +∞.
4 Graphs with γt[1,2](G) = γ[1,2](G)
It was shown in [4] that if G is the corona H ◦ K1 of a graph H , then
γ[1,2](G) = γ(G). For total [1, 2]-domination number, we proved the following
result.
Theorem 4.1. Let G be the corona H ◦K1 of a connected graph H of order
n ≥ 2. Then γt[1,2](G) = γ[1,2](G) if and only if H is a path or a cycle.
Proof. To show the sufficiency, let S be a γt[1,2](G)-set of G. Since S is a
dominating set, for a leaf of G, either itself is contained in S or its support
vertex contained in S. Moreover, By the definition of corona, for two leaves,
their support vertices are different. So, |S| ≥ n. On the other hand, since
H is a path or cycle, V (H) is a total [1, 2]-set of G, |S| ≤ |V (H)| = n. This
proves the sufficiency.
To show the necessity, we assume that γt[1,2](H ◦K1) = γ[1,2](H ◦K1), and
let S be a γt[1,2](G)-set of G. Obviously, all the support vertices must lie in
S, which means V (H) ⊆ S. On the other hand, ∆(G[S]) ≤ 2, implying that
∆(H) ≤ 2. Moreover, since H is connected, H ∼= Pn or H ∼= Cn.
Theorem 4.2. ([2]) If G is a graph without isolated vertices, then G has a
minimum dominating set D such that, for all v ∈ D, pri(v,D)∩(V (G)\D) 6=
∅.
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Using the above result, Chellali et al. [4] gave the following sufficient
condition for a graph G satisfying γ(G) = γ[1,2](G).
Theorem 4.3. ([4]) If G is a P4-free graph, then γ(G) = γ[1,2](G).
By slightly simplying the proof of the above theorem, we get the following
stronger result.
Theorem 4.4. Let G be a P4-free graph without isolated vertices. If D is a
minimum dominating set of G such that pri(v,D) ∩ (V (G) \D) 6= ∅ for all
v ∈ D, then D is also a [1, 2]-set of G.
Proof. By contradiction, suppose that D is not a [1, 2]-set of G. Then there
exists a vertex u ∈ V \D with at least three neighbors x, y, z say, in D. For
convenience, we use Av to denote the set of private neighbors of v in V \D
for a vertex v ∈ D. Hence, Av 6= ∅ for every v ∈ {x, y, z}. We consider two
cases.
Case 1. Ax ∪ Ay ∪ Az 6⊆ N(u).
Without loss of generality, let z′ ∈ Az \ N(u). If xz /∈ E(G), then
{z′, z, u, x} induces a P4 in G. So, xz ∈ E(G). Similarly, we have yz ∈ E(G).
Furthermore, xy ∈ E(G), since otherwise, {x′, x, z, y} induces a P4 in G,
where x′ ∈ Ax. To avoid a P4 induced by {z
′, z, x, x′} induces a P4 in G, we
have x′z′ ∈ E(G). But, {y, x, x′, z′} will induces a P4 in G, a contradiction.
Case 2. Ax ∪ Ay ∪ Az ⊆ N(z).
Note that (N(y) ∩ N(z)) \ (N(u) ∪ N(x)) 6= ∅. If this is not, then
(D \ {y, z}) ∪ {u} is a dominating set of G with cardinality less than |D|,
a contradiction. By a similar argument to the above, we have (N(x) ∩
N(y)) \ (N(u) ∪ N(z)) 6= ∅. Take p ∈ (N(y) ∩ N(z)) \ (N(u) ∪ N(x))
and q ∈ (N(x) ∩N(y)) \ (N(u) ∪N(z)) respectively.
If pq ∈ E(G), then each of {u, z, p, q} induces P4 in G. So, pq /∈ E(G).
If xy /∈ E(G), then pyqx induces a P4; if yz /∈ E(G), then qypz induces
a P4 in G. So, it follows that xy ∈ E(G) and yz ∈ E(G). By a similar
argument to the above, one has xz ∈ E(G). But, then {q, x, z, p} induces
P4, a contradiction.
Consequently, D is a [1, 2]-set and the theorem is proved.
Theorem 4.5. If G is a connected P4-free graph of order n ≥ 4, then
γt[1,2](G) =
{
2, if ∆(G) = n− 1
γ[1,2](G) = γ(G), if ∆(G) < n− 1.
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Proof. If ∆(G) = n− 1, then the result trivially holds. So, next we assume
that ∆(G) < n− 1. By Theorem 4.4, let D be a γ[1,2](G)-set of G such that
pri(u,D) ∩ (V (G) \D) 6= ∅ for all u ∈ D. Among all such dominating sets,
we choose one such that ω(G[D]) is as small as possible. We show that D
is also a γt[1,2](G)-set of G. By contradiction, suppose that D is not a total
[1, 2]-set. Then, either δ(G[D]) = 0 or ∆(G[D]) ≥ 3.
Case 1. ∆([D]) ≥ 3.
Suppose v ∈ D is a vertex having three neighbors v1, v2, v3 say, in D,
and let w ∈ pri(v,D). wi ∈ pri(vi, D) for i = 1, 2, 3. To avoid having a
P4 induced by {w1, v1, v, v2}, we have v1v2 ∈ E(G). Similarly, ww2 ∈ E(G),
since otherwise {w, v, v2, w2} induces a P4. But then {w,w2, v2, v1} induces
a P4, a contradiction.
Case 2. ∆(G[D]) ≤ 2 and δ(G[D]) = 0.
Since ∆([D]) ≤ 2, all components of G[D] are paths or cycles. Combing
this with the fact that G is P4-free, each component of G[D] is isomorphic to
K1, K2, P3, K3 or C4. Without loss of generality, let Hi be an isolated vertex
for any integer i ≤ k and Hj is a path of order at least two or a cycle for
any k + 1 ≤ j ≤ t. Since G is P4-free, diam(G) ≤ 2, which implies that
N(x) ∩ N(y) 6= ∅ if x and y lie two different components of G[D]. Without
loss of generality, let V (H1) = {v1}. Let v1wvj be a path connecting v1
and a vertex vj ∈ V (Hj) for some j ≥ 2. To avoid having a P4 induced by
{v1, w, vj, v
′
j} for any v
′
j ∈ N(vj) ∩ V (Hj), and thus V (Hj) ⊆ N(v1). But
then D′ = (D \ V (Hj)) ∪ {w} is a dominating set of G with cardinality less
than |D| if |V (Hj)| ≥ 2. So, |V (Hj)| = 1 for any j, i.e. each component of
G[D] is an isolated vertex.
Since ∆(G) < n − 1, γt[1,2](G) = k ≥ 2. Let D = {v1, v2, · · · , vk}. Since
G is connected, N(v1) ∩N(vj) 6= ∅ for some integer j ∈ {2, . . . , k}. Without
loss of generality, let j = 2. Take w ∈ N(v1) ∩N(v2) and wi ∈ pri(vi, D) for
i ∈ {1, 2}. To avoid a P4, pri(v1, D) ∪ pri(v2, D) ⊆ N(v), since otherwise,
if w1w 6∈ E(G), {w1, v1, w, v2} induces a P4. If (N(v1) ∩ N(v2)) \ {w} ⊆
N(w), then (D \ {v1, v2})∪ {w} is a dominating set of G, a contradiction. If
(N(v1)∩N(v2))\{w} 6⊆ N(w), then D
′ = (D\{v2})∪{w} is a dominating set
of G. Since (N(v1) ∩N(v2)) \ {w} 6⊆ N(w), pri(v1, D
′) 6= ∅; v2 ∈ pri(w,D
′),
pri(vi, D
′) = pri(vi, D) for 3 ≤ i ≤ k and ω(G[D
′]) < ω(G[D]), contradicting
the choice of D that ω(G[D]) is as small as possible.
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5 Further research
It is interesting that the total [1, 2]-domination problem is concerned with
graph partition and factors. Recall that a spanning subgraph H of G is called
a [a, b]-factor if a ≤ dH(v) ≤ b. In particular, H is called a k-factor of G if
H is a k-regular spanning subgraph of G.
Conjecture 1. For any cubic graph G of order n, γt[1,2](G) < n.
The statement of Conjecture 1 is equivalent to that every cubic graph G
has a vertex partition (S, V (G) \ S) such that 1 ≤ δ(G[S]) ≤ ∆(G[S]) ≤ 2
and 1 ≤ δ(G− S) ≤ ∆(G− S) ≤ 2.
It is well-known that every regular graph has a [1, 2]-factor (see [11]),
and so does a cubic graph. Hence Conjecture 1 asserts the existence of [1, 2]
-factor with an additional property in a cubic graph. A theorem of Petersen
[10] says that every even regular graph G has a 2-factor. So, we also pose
the following conjecture.
Conjecture 2. For any 4-regular graph G of order n, γt[1,2](G) < n.
The middle levels problem, attributed to Ha`vel [8], concerns the following
family of graphs. Let n, a, b be integers with 0 ≤ a < b ≤ n. Let G(n; a, b)
denote the bipartite graph whose vertices are all the a-element and b-element
subsets of an n-set, say [n] = {1, 2, . . . , n}. An a-element subset A and a b-
element subset B are adjacent in G(n; a, b) if and only if A ⊆ B. So, the
order of G(n; a, b) is
(
n
a
)
+
(
n
b
)
. The middle levels problem asks that for a
positive integer k, is the graph G(2k+1; k, k+1) Hamiltonian? It is so-named
because it deals with the central levels of the Boolean algebra 2[2k+1]. Yang
and Wu [14] proved the following theorem.
Theorem 5.1. ([14]) Let n and k be two integers with n ≥ k ≥ 3. If n
is sufficiently large with respect to any fixed k, then γ[1,2](G(n; k, n − k)) =
|V (G(n; k, n− k))|.
So, by Theorems 3.1 and 5.1, if n is sufficiently large with respect to
any fixed k, then γt[1,2](G(n; k, n− k)) = +∞. Note that G(n; k, n− k) is a(
n−k
k
)
-regular bipartite graph of order 2
(
n
k
)
. So, we ask the following problem.
Question. What is the smallest integer k such that there exists a k-regular
graph G with γt[1,2](G) = +∞ ?
Chellali et al. [4] asked that if γ[1,2](G) < n for any graph 5-regular graph
G ? If this is true, it is equivalent to the following conjecture.
Conjecture 3. Every 5-regular graph G has an induced subgraph H with
3 ≤ dH(v) ≤ 4.
15
Note that a stronger assertion, that every 5-regular graph G has an 3-
regular or 4-regular induced subgraphH , generally does not hold. The formu-
lation of Conjecture 3 reminds us the well-known Berge-Saure conjecture [1],
confirmed by Taˆskinov [12] and Zhang [15], which says that every 4-regular
graph contains a 3-regular subgraph.
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