The nonlinear self-focusing of optical beams is a well known and abundantly documented phenomenon M, Sh]. The mechanism is simple. If the speed of propagation of electromagnetic waves decreases as a function of the intensity, then ray tracing suggests that a planar wavefront with intensity which is large at the center and decreases away from the center will propagate so that the center lags behind the edges. This initial curvature translates into focussing after a nite period of time.
instantaneous cubic nonlinear response yields the NLS with cubic nonlinearity. This model predicts the instability of plane waves to transverse oscillations, and thereby the onset of self-focusing. It also lead to the prediction that it is possible for the self-focusing e ect from the nonlinearity to exactly balance the di usive e ects from the Schr odinger equation leading to self-trapping CGT]. It was soon observed both experimentally and theoretically that this trapping is not stable to perturbations in the two transverse dimensions. These early successes of the NLS established it and near relatives as the standard models for laser beam propagation.
In spite of this acceptance, this approximation remained little analysed for many years. The slowly varying envelope approximation has recently been justi ed by DR], taking advantage of many analytical advances in the work of Joly, Metivier, Rauch, and Gues on nonlinear geometric optics. The approximation is the leading term in an asymptotic expansion valid as the wavelength tends to zero. In regions where the solution of the Schr odinger equation is regular, it gives a good approximation.
In the case of three dimensional space, solutions of the NLS equation often develope singularities in nite time Tal] , K], G]. The standard interpretation is that this is symptomatic of catastrophic self-focusing. Our main result asserts that in the case of one fundamental model, the Maxwell-Bloch system, solutions remain regular for all t 0. They do not develope singularities in nite time. The singularity formation in the Schr odinger equation is symptomatic of the failure of the approximation. Though the approximate solution tends to in nity, the exact solution remains perfectly nite. The error in the approximation tends to in nity. This is entirely analogous to the singularities in the amplitudes in linear geometric optics as one approaches caustics. Solutions of the linear Maxwell Equations do not develope singularities, but, the asymptotic approximations do. To complete the picture for the nonlinear optics, one would need a more accurate asymptotic description near singularities of the Schr odinger equation. This appears to us to be a very di cult problem.
Near such singular points the behavior of the solution of the nonlinear Maxwell equations is not well understood. In fact di erent fundamental eld equations with the same NLS approximation, may behave di erently near the singular points. Thus an understand-ing of these behaviors can help in selecting correct models.
One expects that for extremely high elds, that additional physical e ects must be included, and that these should remove the singularity. Many attempts to modify the NLS model, none with much justi cation or success, have been suggested with this goal in mind. This includes addings to the NLS equation an ad hoc saturation of the nonlinear index DM], multiphoton absorption DLP], spatial and temporal nonparaxial terms FF], Rot2], or group velocity dispersion Rot1], MP], LMN]. Only for the saturated nonlinearity is there a rigorous proof that the singularity is eliminated.
In this paper, we study the more fundamental Maxwell equations. The medium is modelled as a gas of quantum mechanical systems with a nite number of energy levels. Such models, called Maxwell-Bloch (MB) systems, are often used to study the phenomena of resonance. We use it to model wave propagation. The electromagnetic eld is modelled classically, while the medium is quantum mechanical. We prove rigorously that the solutions of this model remain regular provided that the initial condition is smooth.
The MB system produces a focusing or defocusing NLS equation as an asymptotic expansion, depending on the details of the nite state quantum system D], BC]. For example, a three level transition yields a focusing NLS equation under classical conditions D] . Another example is provided by the low lying energy levels for helium which show also that this medium is focusing in the low frequency limit BL] .
For simplicity, we develop in this paper the simplest MB equation, that with two levels. The results remains valid for a nite number of levels independent of the focusing or defocusing behavior of approximating NLS.
The unknowns in the Maxwell-Bloch system include three 3-vector elds; the electric and magnetic elds E(t; x) and B(t; x), and the polarization P(t; x) of the medium. A scalar eld N(t; x) describes the di erence betweeen the number of electrons in the excited state and the ground state per unit volume. The number N 0 is the equilibrium value of N. In dimensionless notation the system is (see for example PP] (1:4)
The nonegative scalars c 1 , and c 2 determine the strength of the coupling between the equations. The scalars T 1 and T 2 are called the inversion population lifetime and the homogeneous dephasing time. is a resonant frequency which often corresponds to the principal optical spectral line of the medium. Taking the divergence of (1.1) and (1.2) implies that
(1:5)
The physically relevant solutions are those which satisfy div(E + P) = div(B) = 0:
(1:6):
Thanks to (1.5) this holds as soon as it holds at t=0, so (1.6) is only a linear constraint on the initial data. Let U(t; x) := (E(t; x) ; B(t; x) ; P(t; x) ; @ t P(t; x) ; N(t; x) ? N 0 ):
(1:7) Equation 1.3 is written as a system for the pair (P; Q) with Q := @ t P, @ t P = Q; @ t Q = ?Q=T 2 ? 2 P + c 1 NE:
The Maxwell Bloch system then takes the form of a semilinear symmetric hyperbolic system for U,
where @ j := @=@x j , the A j are symmetric matrices, and F : R 
). There is a c > 0 so that T > c(s)=(1 + kU(0k H s (R 3 ) ). The values of U at (t; x) depend only on the values of the initial data on the ball of radius t with center x.
Elements of the proof. For any s 2 R the operator The proof proceeds by a sequence of a priori estimates nally constructing the function C(T; M). The estimates derived in x2 through x5 do not use the divergence equation 1.6, and depend only on T and
(1:10)
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Integrating the dissipation law over the truncated cone jxj R ? t; 0 < t < T < R
shows that the Maxwell Bloch system has speed of propagation at most one. Letting R tend to in nity shows that solutions U which are suitably small at in nity satisfy the energy dissipation identity, x3. An L 1 estimate for P, @ t P, and N.
The key to proving global solvability and global regularity is to show that solutions are bounded on 0; T] R 3 . In this section we prove such boundedness for P; Q := @ t P, and N.
Take the scalar product of (1. Taking the time derivative of (1.2) and then using (1.1) to eliminate B yields E tt ? curl curl E = ?P tt :
(5:4)
Applying (D) ). Taking = 1 shows that multiplication is continuous from
Since X L 1 it follows that multiplication is continuous from X H To bound the sup norm of the irrotational part (I ? (D) )E of E, we use the divergence equation 1.6 and second derivatives of U. The second derivatives have not yet been estimated. A Gronwall argument in the next section completes the demonstration. Equation 1.6 implies that (I ? (D) ) E = ?
? I ? (D) P :
The right hand side is an operator of order zero applied to the bounded function P. Unfortunately such operators do not map bounded functions to bounded functions. An observation, dating at least to Yudovich Y] , is that a logarithmic correction is a partial remedy. Applying the version given in Proposition B.1.A of T] yields
(6:2)
Combined with the estimate of the previous section one has for any solution on 0; t] and t t, To estimate the integral on the right in 7.4, note that from the derivatives of the products there are two types of terms, those for which there is a factor which is not di erentiated and those for which two factors are di erentiated one time each. T Terms of the rst type are dominated by ck(E; N; @ t P)(t)k L 1 (R 3 ) kU(t)k 2 H 2 (R 3 ) : (7:5) Terms of the second type are dominated by ck@(E; N; @ t P)(t)k 2 L 4 (R 3 ) kU(t)k H 2 (R 3 ) :
The interpolation inequality k@(E; N; @ t P)(t)k 2 L 4 (R 3 ) ck(E; N; @ t P)(t)k L 1 (R 3 ) k(E; N; @ t P)(t)k H 2 (R 3 ) :
shows that 7.6 is also dominated by 7.5. Next, the estimates 3.2 and 6.3 imply that k(E; N; @ t P)(t)k L 1 (R 3 ) c(m; T) log ? 2 + kU(t)k H 2 (R 3 ) :
(7:7)
Using these estimates in 7.4 yields a di erential inequality for 0 t t T, This completes the proof of the estimate 1.9 and therefore the proof of the Main Theorem.
}
The bound for the second derivative grows very rapidly with time, in fact, faster than a multiple exponential. We do not know whether the solutions actually grow anywhere near this fast. . A similar argument shows that B is bounded. The only part of U for which sup norm bounds are not known is the irrotational part, (I ? (D) )E, of E. The strong convergence shows that we can pass to the limit in the nonlinear terms of the Maxwell Bloch system since they are quadratic. Similarly one can pass to the limit in the energy dissipation law. Thus U satis es the system and the law. 
