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1 Introduction 
Why do we sleep? This seemingly simple question is actually among the most in-
triguing ones in contemporary neuroscience. Given the fact that sleep comes with the 
total loss of consciousness, it makes us completely vulnerable to any dangers of the 
environment for a third of our life time. As the state of sleep has developed in pre-
sumably all species (Cirelli & Tononi, 2008; but see Siegel, 2008) it must yield a 
strong evolutionary advantage by serving an essential function for the organism that 
compensates for its tremendous costs (for an alternative perspective see Siegel, 
2009).   
 But what exactly is this critical function? Although the entire body may benefit 
from sleep in terms of metabolic restoration and recovery of muscles from preceding 
activities, this could be achieved just as well by periods of quiet wakefulness without 
sleep’s most hazardous drawback of loosing consciousness. However, since falling 
asleep is inevitably accompanied by the fading of consciousness, it is obviously the 
brain for which it is indispensable to periodically shift its state to one incompatible 
with conscious information processing. This notion is corroborated by the fact that 
sleep deprivation is associated with massive cognitive impairments and cannot be 
prolonged indefinitely, as after some time sleeplike brain activity unavoidably intrudes 
into wakefulness and as sleep-specific neuronal patterns are even more pronounced 
during subsequent recovery sleep (Cirelli & Tononi, 2008).  
 So what happens in the sleeping brain that cannot be achieved during wake-
fulness? To begin with, during sleep compared to wakefulness the brain state is 
markedly altered regarding gene transcription (Cirelli, Gutierrez, & Tononi, 2004), 
immunological factors (Marshall & Born, 2002), endocrine and neurochemical levels 
(Kalia, 2006; Siegel, 2004) and electrophysiological processes (Steriade, Timofeev, 
& Grenier, 2001), providing a beneficial environment for a variety of brain functions. 
However, not all these functions were necessarily critical to the ontogenetic emer-
gence of sleep but may have been allocated to that state after or during its evolution-
ary development. For example, there might be some adventitious metabolic func-
tions, such as restoring depleted neuronal resources (Benington & Heller, 1995) or 
removing neurotoxic substances that have accumulated during wakefulness 
(Reimund, 1994). However, the most intriguing option for a core function of sleep be-
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ing mostly favored in the last decades is that sleep serves brain plasticity (Born, 
Rasch, & Gais, 2006; Diekelmann & Born, 2010; Hobson & Pace-Schott, 2002; Ma-
quet, 2001; Sejnowski & Destexhe, 2000; Steriade & Timofeev, 2003; Stickgold, 
2005; Tononi & Cirelli, 2006).  
Brain plasticity refers to the capability of the brain to change its own structure 
based on past experience in order to adapt its function to future challenges. It is thus 
one of the brain’s most essential features and of vital importance to the organism, 
justifying the high costs of sleep. While brain plasticity on a cellular level refers to the 
strengthening or weakening of synaptic connections between individual neurons, it 
results on the system level in the modification of neuronal networks composed of 
numerous interconnected neurons from various brain regions. The exact configura-
tion of these networks is generally considered to make up the neuronal representa-
tions constituting our memories.  
The two major aspects of sleep-dependent brain plasticity currently proposed 
are (i) on a synaptic level, the homeostatic regulation of synaptic weights to maintain 
a functional level of plasticity throughout life (Tononi & Cirelli, 2006) and (ii) on a sys-
temic level, the consolidation of initially labile newly acquired memory traces and 
their integration into existing memory representations (Born et al., 2006; Diekelmann 
& Born, 2010). While the existence of these beneficial effects of sleep on brain plas-
ticity is nowadays scarcely raised to question (but see Siegel, 2001; Vertes, 2004), its 
underlying neuronal mechanisms are still poorly understood. However, promising 
models have emerged in the last few years, pointing out the critical role of sleep-
specific neuronal oscillations in brain plasticity (Born et al., 2006; Diekelmann & Born, 
2010; Marshall & Born, 2007; Rasch & Born, 2007; Tononi & Cirelli, 2006). Neuronal 
oscillations refer to rhythmically reverberating neuronal activity. A hierarchy of these 
brain rhythms with different origin, propagation, and frequency, mostly emerging from 
the interaction of distributed neuronal populations, is organizing the timing of informa-
tion processing of the brain (for an excellent review of this topic see Buzsaki, 2006). 
These models are gaining more and more empirical evidence but are still in 
need of bridging some substantial explanatory gaps. Nevertheless, they have already 
set the ground for pioneering attempts to use emerging neuromodulatory techniques 
(like oscillatory transcranial direct current stimulation; tDCS) to interact with the ongo-
ing oscillatory activity during sleep and facilitate memory consolidation (Marshall, 
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Helgadottir, Mölle, & Born, 2006). This promising approach has to be refined and set 
on a more elaborated neurophysiological basis to become a possible therapeutic tool 
in the future. The work presented in this thesis is therefore part of the scientific en-
deavor to uncover the neuronal processes mediating sleep-dependent brain plasticity 
on both the synaptic and the systemic level, thus also providing the basis for neuro-
modulatory developments.  
In the further course of the introduction, I will first outline the neuronal mecha-
nisms of synaptic plasticity (Section 1.1.1) and shortly describe the most established 
concepts of human memory systems as well as the standard theory of memory con-
solidation (Section 1.1.2). I will then briefly review the current knowledge about sleep-
specific neuronal oscillations and their specific features and interactions (Section 
1.2). Finally, both topics will be linked by introducing the synaptic homeostasis hy-
pothesis (Tononi & Cirelli, 2003, 2006) (Section 1.3.1) and the idea of a sleep-
dependent active system consolidation through reactivation and redistribution of 
memories (Born et al., 2006; Diekelmann & Born, 2010; Marshall & Born, 2007; 
Rasch & Born, 2007) (Section 1.3.2). Both theories will be substantiated by empirical 
evidence and will be set into correspondence with each other (Section 1.3.3). Hereaf-
ter, I will make some general methodological considerations regarding the applied 
multimodal neuroscientific approach (Section 2). I will then outline the results of my 
own empirical studies (Section 3) which can be found in greater detail in the original 
papers included in the appendix. I will end up with a general discussion of my empiri-
cal findings in the context of the existing literature and their implications for future 
research (Section 4), and close with the main conclusions (Section 5). 
 
1.1 The Neuronal Basis of Memory Consolidation 
Memory generally refers to the ability of an organism’s neuronal system to encode, 
maintain, and retrieve information. Though maintenance is often taken for granted, it 
actually requires a process of active consolidation. The term “consolidation” was first 
introduced by Müller & Pilzecker more than a century ago (G. E. Müller & Pilzecker, 
1900) and refers to the idea that learning does not instantaneously induce permanent 
memories but that newly acquired memory traces are initially labile and take time to 
get stabilized (or consolidated). Therefore, memories remain vulnerable to disruption 
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by psychological (e.g. retroactive interference) or biological factors (e.g. protein syn-
thesis inhibitors) for a certain time window after learning. During the last century of 
psychological and neuroscientific research this idea has become sort of a fact (for 
recent comments see Lechner, Squire, & Byrne, 1999; McGaugh, 2000). However, 
the term consolidation commonly refers to two different types of processes: (i) synap-
tic consolidation, taking place within minutes to hours on the level of single neurons 
and (ii) system consolidation, taking much longer (from hours do years) and depend-
ing on the reorganization and redistribution of memory engrams across distant brain 
regions (Figure 1-1) (Dudai, 2004). 
Although nature and complexity of memory systems vary strongly across as within 
species, they all rely more or less on the same molecular and cellular mechanisms. 
An understanding of these basic principles of learning and memory at single neurons 
is of crucial importance also for gaining insight into the functioning of more complex 
large-scale memory systems. I shall therefore provide a brief summary of some major 
features of synaptic plasticity and its consolidation before turning to the idea of sys-
tem consolidation in higher-order memory systems with a focus on hippocampus-
dependent declarative memory. 
 
Figure 1-1: Types of consolidation. (A) The time course of synaptic consolidation had been deter-
mined by probing the sensitivity of memory to the inhibition of protein synthesis in the goldfish. (B) The 
time course of system consolidation was derived from measuring the sensitivity of long-term fear 
memory in contextual conditioning in the rat. (Taken from Dudai, 2004). 
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1.1.1 Synaptic Level 
What is memory on a synaptic level? It can mainly be seen as the initial functional 
strengthening and weakening of synaptic connections between individual neurons 
which is potentially followed by structural changes including the formation or elimina-
tion of synapses, changing the impact of one neuron’s firing on that of another. The 
very conditions under which synapses are shortly (learning) or long-lastingly (synap-
tic consolidation) altered in their function and structure make up the rules of synaptic 
plasticity. Although additional forms of plasticity have been discovered, the most im-
portant ones are still considered to be the N-methyl D-aspartate (NMDA)-receptor-
dependent long-term synaptic potentiation and depression of fast glutamatergic exci-
tatory postsynaptic potentials (EPSPs) (Kim & Linden, 2007). I will thus refrain from 
taking into account other e.g. metabotropic glutamate receptors (mGluR)-mediated 
forms, as an exhaustive review of the topic is far beyond the scope of this thesis. 
 
1.1.1.1 Long-term Potentiation (LTP) 
Since the initial discovery of long-term potentiation (LTP) by high-frequency tetanic 
stimulation of hippocampal neurons in the anaesthetized rabbit in 1973 by Bliss and 
Lømo (Bliss & Lømo, 1973), the phenomenon has been intensively studied in a vari-
ety of species and neuronal structures. It has been found to be a ubiquitous but not a 
unitary phenomenon, being mediated by numerous different mechanisms (Malenka & 
Bear, 2004). However, focusing on the most widely studied form found in the adult 
CA1 region of the mammalian hippocampus, LTP is roughly based on the following 
processes (Citri & Malenka, 2008; Kandel, 2001; Lynch, 2004; Malenka & Bear, 
2004; Sweatt, 1999) which can be divided into an early (E-LTP) and a late phase (L-
LTP). Roughly, E-LTP and L-LTP could be considered as synaptic learning and syn-
aptic consolidation, respectively. 
The induction of E-LTP occurs when the amount of calcium (Ca2+) in the post-
synaptic cell exceeds a certain threshold. The influx of extracellular calcium, how-
ever, requires the activation of NMDA-receptor controlled Ca2+-conducting ion chan-
nels, opening only when two conditions are fulfilled. First, a sufficient amount of post-
synaptic depolarization has to be achieved by sodium influx due to the activation of 
glutamate-dependent α-amino-3-hydroxyl-5-methyl-4-isoxazole-propionate (AMPA) 
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receptors, which relieves a magnesium blockade from the NMDA receptor. Second, 
the NMDA-receptor itself has to be activated by presynaptic glutamate release. This 
is why the NMDA receptor is called a “coincidence detector”, as it initiates LTP only 
at those synapses which received a presynaptic input temporarily tightly coupled to 
an EPSP strong enough for actually resulting in postsynaptic firing of the neuron. 
Now, the increased Ca2+ concentration activates a series off enzymes including cal-
cium/calmodulin-dependent protein kinase II (CaMKII), protein kinase C (PKC), pro-
tein kinase A (PKA), and mitogen-activated protein kinase (MAPK). CaMKII and PKC 
in turn phosphorylate existing AMPA receptors to increase their activity and mediate 
the integration of stored AMPA receptors into the postsynaptic membrane, a process 
termed AMPA receptor trafficking (Figure 1-2). In addition to these postsynaptic 
processes, retrograde messengers are synthesized, traveling across the synaptic 
cleft and triggering a cascade of presynaptic processes such as increasing the num-
ber and facilitating the release of neurotransmitter vesicles. Together these post- and 
presynaptic processes of E-LTP, which are completely independent of protein syn-
thesis, cause a functional increase in the synaptic efficacy.  
 
Figure 1-2: Functional changes during the early phases of long-term potentiation (E-LTP) and 
depression (E-LTD). AMPA receptors (AMPAR) are incorporated (LTP) or removed (LTD) from the 
postsynaptic membrane, thereby increasing (LTP) or decreasing (LTD) synaptic efficacy.  (Taken from 
Citri & Malenka, 2008) 
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Figure 1-3: Structural changes during the late phase of long-term potentiation (L-LTP). Initial 
functional strengthening within seconds is followed by a long-lasting structural modification of the syn-
apse and growth of new dendritic spines.  (Taken from Lamprecht & LeDoux, 2004). 
During the subsequent phase of L-LTP, the persistent activation of certain 
kinases, e.g. MAPK, causes the phosphorylation of numerous transcription factors 
like the cAMP response element binding protein (CREB). These in turn cause gene 
transcription and the synthesis of various proteins, eventually leading to structural 
modifications including enlargement of the postsynaptic membrane and even the 
growth of new dendritic spines (Figure 1-3). Additionally, also presynaptic modifica-
tions in the axon bouts are triggered, presumably via signaling of retrograde mes-
sengers. Thus, during L-LTP existing synapses grow in size and new synapses can 
be formed (Lamprecht & LeDoux, 2004). 
 
1.1.1.2 Long-term Depression (LTD) 
Long-term depression (LTD) can be considered as the complement of LTP. Although 
much less is known about its exact mechanisms, it mainly follows the same but re-
versed principles as LTP (Citri & Malenka, 2008; Malenka & Bear, 2004), with analog 
early (E-LTD) and late phases (L-LTD). It has however to be distinguished from a 
phenomenon termed depotentiation (Barrionuevo, Schottler, & Lynch, 1980), in which 
merely previous potentiation of synapses is disrupted or reversed. Again neglecting 
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e.g. mGluR- or endocanabinoid-mediated forms, LTD is the NMDA receptor-
dependent novel induction of a long-lasting decrease in EPSPs. It has first been 
shown by Dudek and Bear in 1992 for low-frequency stimulation of the Schaffer col-
laterals in the CA1 region of hippocampal slices (Dudek & Bear, 1992).   
 Like with LTP, the initiation of LTD is dependent on NMDA receptor mediated 
Ca2+ influx into the postsynaptic dendrites, although the influx is prolonged and con-
siderably lower than for LTP. Regardless of the yet unknown precise mechanisms it 
seems to be the case that Ca2+ activated protein phosphatases dephosphorylate ex-
isting AMPA receptors (Figure 1-2), causing their inactivation as well as their inter-
nalization into the postsynaptic cytoplasm. Presumably, the maintenance of LTD also 
requires protein synthesis which leads to structural changes, i.e. the reduction in size 
and number of existing synapses (Citri & Malenka, 2008; Malenka & Bear, 2004).    
  
1.1.1.3 Spike Timing-Dependent Plasticity (STDP) 
The above described neuronal mechanisms of LTP and LTD provide the biological 
basis for a principle already proposed in 1949 by Donald Hebb and summarized in 
the simplified statement “what fires together, wires together”. Unbeknown to the bio-
chemical findings of today’s neuroscience he stated what later has become famous 
as “Hebb’s rule”: 
 “When an axon of cell A is near enough to excite a cell B and repeatedly or persis-
tently takes part in firing it, some growth process or metabolic change takes place in 
one or both cells such that A's efficiency, as one of the cells firing B, is increased.” 
(Hebb, 1949, p. 50). 
By thoroughly investigating the exact timing of action potentials in connected 
neurons later research (Levy & Steward, 1983) could refine his ideas by adding im-
portant temporal information, thereby defining the rules of spike timing-dependent 
plasticity (STDP, for a recent review see Caporale & Dan, 2008). While Hebb’s origi-
nal rule focused on the mere coincidence of two neurons firing, STDP adds causality 
to the equation. That is, LTP is induced when the postsynaptic neuron fires in close 
temporal vicinity (i.e. in the order of milliseconds) after the presynaptic neuron (pre-
post spiking). Conversely, LTD is induced when the postsynaptic neuron fires already 
before it has obtained input from the presynaptic one  (post-pre spiking)  (Figure 1-4). 
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Figure 1-4: The spike timing-dependent plasticity (STDP) modification function. The diagram 
displays percent change in synaptic strength (F%) as a function of the time delay between pre- and 
postsynaptic spiking (∆t, pre minus post). (Taken from Song, Miller, & Abbott, 2000). 
Thereby, STDP reflects the fact that in the first case activation of the presynaptic 
neuron could have causally contributed to the excitation of the postsynaptic neuron, 
while it could not have in the latter. STDP also appears to rely on NMDS receptors 
and Ca2+ influx characteristics, but the understanding of its exact mechanisms is less 
clear. However, the interaction of NMDA receptor kinetics with the backpropagation 
of action potentials from the axon hillock to the postsynaptic dendrites by means of 
voltage-gated Ca2+-channels might be of particular importance (Caporale & Dan, 
2008).  
 
1.1.1.4 Homeostatic Metaplasticity 
Together, these activity-dependent mechanisms of synaptic plasticity are a powerful 
means for modulating the response properties and association of individual neurons 
and thereby presumably provide the very basis of learning and memory. However, 
there comes a danger with it. For neuronal networks to remain stable and efficient 
over time, plasticity has to be coordinated appropriately to avoid the dysfunctional 
and excessive growth or shrinkage of synapses and of accompanied reverberating 
activity (Abbott & Nelson, 2000; Abraham, 2008). And indeed, there seem to be cer-
tain cellular mechanisms that, depending on the activation history of a neuron, pre-
vent the saturation of LTP and LTD by inhibiting repeated plasticity of the same direc-
tion. This form of plasticity regularization has been termed “metaplasticity” (Abraham 
20   Introduction 
& Bear, 1996; Abraham & Tate, 1997) or “homeostatic metaplasticity” (Abraham, 
2008; Ziemann & Siebner, 2008). While “meta” refers to the higher-order nature of 
the plasticity, i.e. plasticity of synaptic plasticity, the term “homeostatic” indicates that 
plasticity, i.e. the bidirectional inducibility of both LTP and LTD, is kept in a certain 
functional range.  
One of the most influential models of homeostatic metaplasticity is the Bienen-
stock-Cooper-Munro (BCM) model of bidirectional plasticity (Bienenstock, Cooper, & 
Munro, 1982). This model has two principal features. First, resembling a modified 
form of Hebb’s rule, it describes the extend of LTP or LTD as a function of postsy-
naptic firing relative to the presynaptic input (Figure 1-5). If presynaptic input is deliv-
ered while the postsynaptic neuron fires, LTP is induced, while presynaptic input dur-
ing low postsynaptic activity induces LTD. Second, the crossover point between LTP 
and LTD, termed modification threshold, is sliding and can be modified by previous 
postsynaptic activity. That is, previously high postsynaptic firing rates shift the modifi-
cation threshold to the right, thereby increasing the threshold for LTP induction, while 
LTD is facilitated. Conversely, prolonged inactivation of the postsynaptic neuron 
shifts the threshold to the left, thus making LTP more likely to occur, while decreasing 
the probability of further LTD induction.  
 
Figure 1-5: The Bienenstock-Cooper-Munro (BCM) model of bidirectional plasticity. The extend 
of induced LTP or LTD (Ф) is modeled as function of the postsynaptic response, with the modification 
threshold (θM) marking the transition from potentiation to depression. The diagram shows the shifting 
of θM (from dark to light grey line) in direction of LTP facilitation due to prolonged low postsynaptic 
activity (visual deprivation). See text for a more detailed description. (Taken from Abraham, 2008). 
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Later, the intracellular postsynaptic Ca2+ level has been proposed as the cru-
cial parameter constituting the threshold between LTP and LTD (Gold & Bear, 1994) 
as CA2+ is a key trigger for both LTP and LTD induction. Although the exact mecha-
nisms underlying the shifting of the modification threshold are still under investiga-
tion, empirical evidence supporting the BCM model predictions has accumulated 
(Abraham, 2008). 
 
1.1.2 Systems Level  
Processes of synaptic plasticity as described above (or similar to those) are most 
likely the very basis of and a necessary prerequisite for all types of memory. How-
ever, the complexity of human memory can certainly not be understood without tak-
ing into account the systemic features of involved large-scale neuronal networks. In 
the last decades, a general taxonomy (Figure 1-6) of different, though interacting, 
memory systems has been constructed (Squire & Zola, 1996).  
 
 
Figure 1-6: Traditional taxonomy of human memory systems. The various forms of human mem-
ory have been organized in a hierarchical system with declarative and non-declarative memory as 
major divisions. Though maybe oversimplified from today’s perspective, a rough assignment of re-
sponsible brain structures has already been provided more than a decade ago. (Taken from Squire & 
Zola, 1996). 
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 In the following, I will mainly focus on the declarative memory system, how-
ever, with respect to its importance in research on sleep-dependent memory consoli-
dation, I will also briefly introduce the procedural memory system, responsible for the 
acquisition of motor skills. 
 
1.1.2.1 Declarative Memory 
Declarative memories are those of verbalizable content and can be separated into 
knowledge of facts (semantic memory) and memories for events of mostly autobio-
graphic nature (episodic memory) (Tulving, 1972). As cases of amnestic patients 
have repeatedly shown (Kopelman & Kapur, 2001), encoding of declarative memo-
ries in general and at least retrieval of episodic memories essentially relies on the 
functional integrity of the medial temporal lobe, especially the hippocampal system 
(Squire, Stark, & Clark, 2004; Tulving, 2002).  
 The hippocampal system, located in the medial temporal lobe (Figure 1-7), is 
specialized on associating neuronal representations distributed throughout the entire 
brain (Greenberg & Rubin, 2003). Receiving its main inputs from unimodal and poly-
modal association areas, the tightly interconnected perirhinal and parahippocampal 
cortices preprocess the information and pass it on to the entorhinal cortex which is 
the major informational backbone of the hippocampal system. It provides in- and out-
put for the hippocampal region (dentate gyrus, CA1 and CA3 fields of the hippocam-
pus proper, and subiculum) and connects it to prefrontal areas involved in the organi-
zation of memory encoding and retrieval (Eichenbaum, 2000; Squire et al., 2004; 
Squire & Zola-Morgan, 1991). Due to its functional architecture, the hippocampal sys-
tem is therefore capable of both the encoding of episodic memories by indexing neu-
ronal representations of perceptual, motor, and cognitive information involved in the 
original experience of a given situation and subsequent reconstitution by simultane-
ous reactivation of the associated engrams (Teyler & DiScenna, 1986). The hippo-
campal system is therefore not believed to be the actual storage site of the remem-
bered episodes but rather links the appropriate representations stored at their re-
spective processing sites, such as higher-order sensory areas as well as prefrontal, 
temporal and parietal association cortices (Greenberg & Rubin, 2003). 
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Figure 1-7: The medial temporal lobe memory system. (Left) A rough connection scheme of me-
dial temporal lobe structures important for declarative memory. S = subiculum; DG = dentate gyrus; 
CA = cornu ammonis. (Right) Location of the perirhinal cortex (gray), entorhinal cortex (diagonal 
stripes), and parahippocampal cortex (mottled shading) in (A) rat, (B) monkey , and (C) human. 
(Taken from Squire et al., 2004). 
Moreover, various subregions of the prefrontal cortex subserve the initiation, 
monitoring, and assessment of declarative memory retrieval (Fletcher & Henson, 
2001; Simons & Spiers, 2003), while the posterior cingulate gyrus (Burgess, 2008; 
Maddock, 1999), the adjacent precuneus (Cavanna & Trimble, 2006), and the lateral 
parietal lobes (Wagner, Shannon, Kahn, & Buckner, 2005) are probably involved in 
the visuospatial reconstruction during memory recollection.   
 Memories do not remain static but their neuronal representations seem to be 
reorganized with time when they mature from recent to remote memories. This was 
noted because the older a memory, the more resistant it becomes against brain in-
jury (Ribot, 1882), specifically against damage of the medial temporal lobes (Rempel-
Clower, Zola, Squire, & Amaral, 1996), a fact also termed Ribot’s law. Initial findings 
in human patients were replicated in large number of animal experiments were hip-
pocampal lesions could be experimentally induced (for a review on these studies see 
Frankland & Bontempi, 2005). The still most influential idea about consolidation in the 
declarative memory system, nowadays termed the standard consolidation model, 
argues for the existence of complementary learning systems in hippocampus and 
neocortex (McClelland, McNaughton, & O'Reilly, 1995). While the hippocampus is a 
fast learner, able to rapidly adapt its synaptic weights for representation of newly ac-
quired information, the neocortex is much slower and needs multiple repetitions to 
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encode new information. Thus, the hippocampus makes one-trial learning possible, 
whereas the neocortex has to incorporate new information carefully without interfer-
ing with existing representations. The core idea is that new information is transferred 
from the hippocampus to the neocortex by repeated reactivation of those neocortical 
representations that were initially bound by the hippocampus (Buzsaki, 1989; Frank-
land & Bontempi, 2005; McClelland et al., 1995; Squire & Alvarez, 1995). With time, 
new cortico-cortical connections are formed while hippocampo-neocortical connec-
tions are weakened, and eventually the memory becomes independent of the hippo-
campus (Figure 1-8). During the course of hippocampo-neocortical memory transfer 
the prefrontal cortex might partly take over the integrating role of the hippocampus, 
indexing the neocortical representations of remote memories. As mentioned previ-
ously, it is therefore in an ideal position to trigger, monitor, assess, and regulate the 
retrieval of remote memories (Frankland & Bontempi, 2005). By now, the standard 
consolidation model as well as its extension regarding the role of the prefrontal cortex 
have gained accumulating evidence also from functional imaging studies (Frankland 
& Bontempi, 2006; Takashima et al., 2009; Takashima et al., 2006) and animal re-
search (Peyrache, Khamassi, Benchenane, Wiener, & Battaglia, 2009; Ribeiro et al., 
2004). 
 
Figure 1-8: Reorganization of hippocampo-neocortical memory representations. (A) The stan-
dard consolidation model. Initially, the hippocampus binds the neocortical representations forming a 
certain memory. With time repeated joint reactivations of neocortical representations build up new 
cortico-cortical connections, hippocampo-neocortical connections are weakened, and the memory 
eventually becomes independent of the hippocampus. (B) Potential role of the prefrontal cortex. When 
memories mature the prefrontal cortex might partially take over the integrative role of the hippocam-
pus. The prefrontal cortex not only triggers the retrieval of remote information but also regulates the 
uptake of new memories, e.g. preventing the encoding of redundant information. (Modified after Frank-
land & Bontempi, 2005). 
Introduction   25 
 The standard model of consolidation has however not remained unchallenged. 
Most prominent is the so called multiple trace theory of consolidation (Nadel & 
Moscovitch, 1997), assuming that the standard model holds true for semantic memo-
ries, as the process of hippocampo-neocortical transfer might also be one of abstrac-
tion and episodic-to-semantic conversion, whereas the vivid and self-referenced na-
ture of episodic memories remains dependent of the hippocampus throughout life. It 
is argued that each reactivation takes place in another experiential context, thus 
making up a new hippocampo-neocortical memory trace. With time, mediated by the 
increased number of reactivations, a certain episodic memory has become repre-
sented by multiple traces. The theory therefore predicts that a (very rare) complete 
hippocampal lesion would also result in a complete loss of episodic memory, while 
(mostly studied) partial lesions would only affect some of the traces with a higher 
probability for remote memories to survive. As there is also neuroimaging data in 
support of this hypothesis (Bosshardt, Degonda et al., 2005; Bosshardt, Schmidt et 
al., 2005), it is an ongoing debate on how Ribot’s law is best explained. 
 
1.1.2.2 Procedural Memory 
Procedural memory represents a non-declarative type of memory which also relies 
on large-scale circuits, consisting of neocortical (primary and secondary motor and 
sensory cortices, premotor cortex, supplementary motor area), cerebellar, and sub-
cortical structures (thalamus and basal ganglia). Despite the natural variety of motor 
skills (be it in sports, playing a musical instrument, or typewriting), laboratory experi-
ments can essentially be divided into two major paradigms, that is (1) the acquisition 
of new motor sequences and (ii) the adaptation of well established movements to 
changed environmental conditions (Doyon & Benali, 2005).  
Learning of motor skills initially requires effort and attention, but after repeated 
practice becomes effortless and unconsciously available. Moreover, beside overt 
training, performance of motor skills seems to strongly benefit from the mere pas-
sage of time (Krakauer & Shadmehr, 2006). Thus, following the initial phase of com-
parably fast skill acquisition, also procedural memory undergoes a slow process of 
reorganization in which parts of the circuit become dispensable and new circuits are 
incorporated that were not involved during initial encoding (Dudai, 2004). According 
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to Doyon and Ungerleider, initial acquisition of new motor skills relies on the interac-
tion of cortico-striatal and cortico-cerebellar systems (Doyon & Ungerleider, 2002). 
During the subsequent phase of slow consolidation, the basal ganglia are proposed 
to be crucial for motor sequence learning, while the cerebellum is more important for 
adaptive motor skills. Recent neuroimaging evidence had led to a refinement of the 
model, now taking also into account the involvement of the hippocampus in motor 
sequence learning (Albouy et al., 2008; Doyon & Benali, 2005). However, while the 
existence of system consolidation in procedural memory is generally accepted, much 
less is known about its exact mechanisms than it is the case for declarative memory. 
 Although early models of system consolidation were not explicit about an ac-
tive function of sleep, it has always been considered a brain state beneficial for the 
reactivation of memory traces, as was quite wakefulness (McClelland et al., 1995). 
However, beside the mere lack of sensory interference, sleep might also offer fea-
tures actively subserving processes of system consolidation in both declarative and 
procedural memory. The following chapter will therefore outline the neurochemical 
environment and the prominent sleep-specific neuronal oscillations, rendering it a 
unique environment for brain plasticity and the reactivation of memories.  
 
1.2 Oscillations of the Sleeping Brain 
What is so special about sleep? First and foremost, it is not a state of neuronal inac-
tivity, as initially thought, giving rise to the phrase “death’s little brother”. The opposite 
is the case: the sleeping brain is highly active. Although cerebral energy metabolism 
slightly decreases (5-10%) with the deepening of sleep (Hobson & Pace-Schott, 
2002; Kalia, 2006), mean neuronal firing rates are sometimes comparable to wake-
fulness (Destexhe, Hughes, Rudolph, & Crunelli, 2007; Steriade et al., 2001). Never-
theless, sleep is the most fundamental yet physiological shift in the brain’s neuronal 
processing mode. I will briefly outline the regulatory mechanisms of sleep and its ar-
chitecture before elaborating the specific neuronal oscillations, representing the elec-
trophysiological hallmarks of sleep.  
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1.2.1 Regulation and Architecture of Sleep 
The nature of sleep appears as an hierarchical nesting of oscillatory patterns on dif-
ferent time scales. To begin on the most macroscopic level, phases of sleep and 
wakefulness are usually alternating on a circadian basis, driven by internal clock 
genes and entrained by external signals of night and day (Cirelli, 2009; Franken & 
Dijk, 2009). In Borbély’s famous two-process model of sleep regulation (Figure 1-9) 
(Borbely, 2009; Borbély, 1980; Borbely & Achermann, 1999) this circadian rhythm is 
termed the Process C. It is complemented by the homeostatic Process S, rising dur-
ing wakefulness and declining during sleep, which is expressed through increasing 
sleep propensity with prolonged wakefulness and intensified subsequent recovery 
sleep. Notably, Process S is quantified based on an electrophysiological measure 
termed slow wave activity (SWA, i.e. the EEG power between 0.5 and 4.5 Hz). 
However, also periods of sleep are not homogeneous, but composed of alter-
nating sleep stages, each with a characteristic pattern of neuronal activity and pe-
ripheral physiological parameters (Figure 1-10). Using polysomnography (PSG), 
comprising electroencephalography (EEG) at central electrodes C3 and C4, electro-
myography (EMG) at the chin, and electrooculography (EOG), sleep stages can be 
visually distinguished in 30 s epochs, based on standard sleep scoring criteria 
(Rechtschaffen & Kales, 1968). The most fundamental division is that into rapid-eye 
movement (REM) and Non-rapid eye movement (NREM) sleep, with the latter being 
subdivided into four stages (NREM stage 1 to 4). A full sleep cycle (~ 1.5 h duration), 
of which we have four to six per night, is constituted as follows.  
 
Figure 1-9: Borbély’s two-process model of sleep regulation. (Left) The circadian Process C is 
driven by internal clocks and entrained by external signals. (Right) The independent homeostatic 
Process S accumulates sleep need during wakefulness which is reduced during subsequent sleep. 
(Taken from Cirelli, 2009).   
28   Introduction 
During quiet wakefulness with closed eyes, alpha activity (8-12 Hz) dominates 
the EEG, muscle tone is relatively high and spontaneous fast eye movements are 
frequent. Then during the transition to light sleep (NREM stage 1), the EEG is slow-
ing, EMG becomes less, and the eyes show a characteristic rolling. After a few min-
utes sleep consolidates, eye movements diminish, and spindles (burst of 12-14 Hz 
with a duration > 0.5 s) and K-complexes (high-amplitude sharp negative waves fol-
lowed by slow positive deflections) begin to occur, resembling the hallmarks of 
NREM stage 2. When sleep deepens further, delta activity (0.5-4 Hz) becomes 
stronger and more prominent slow waves (high-amplitude waves > 75 µV, duration > 
0.5 s) emerge, defining the so called slow wave sleep (SWS). SWS can be subdi-
vided in NREM stages 3 and 4, depending on whether more than 20% or 50% of a 
30 s epoch are constituted of slow waves. After a while, sleep becomes lighter again, 
passing through NREM stages 3 and 2 and eventually converting to REM sleep. The 
EEG pattern during this sleep stage is similar to that of wakefulness, hence also 
called paradoxical sleep, and is marked by predominant theta (4-7 Hz) and some in-
termittent alpha activity as well as the lack of slow waves, spindles, and K-
complexes. More important, however, is the periodic occurrence of the name-giving 
rapid saccadic eye movements and the pronounced muscle atonia. During the 
course of the night, periods of SWS become less and shorter while REM period be-
come longer and more frequent.    
 
Figure 1-10: The alternation of sleep stages and their electroencephalographic (EEG) pattern. 
(Lower part) Hypnogram depicting the cycling of sleep stages across a typical night. REM sleep is 
indicated by red bars. (Upper part) Characteristic EEG patterns are shown for the different sleep 
stages included in a full sleep cycle (~1.5 h) indicated as blue bar in the hypnogram. See text for de-
tails. (Modified after Pace-Schott & Hobson, 2002).  
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The mechanisms controlling the transition from wakefulness to sleep and the 
alternation of REM and NREM episodes are not yet completely understood but mat-
ter of ongoing research. They presumably involve neuromodulatory neurons of the 
hypothalamus, the basal forebrain, and several brainstem nuclei (Kalia, 2006). More-
over, so called REM-on and REM-off neurons located in pontine brainstem nuclei 
have been found to play a major role in switching between REM and NREM sleep 
(Fuller, Saper, & Lu, 2007). Also, the release of neuromodulators regulating the activ-
ity of the cortico-thalamic system differs markedly between REM and NREM sleep. 
During NREM sleep, levels of acetylcholine, serotonin, and noradrenaline are gener-
ally lowerd compared to wakefulness. During REM sleep, however, serotonin and 
noradrenalin reach their minimum while acetylcholine now almost achieves a wake-
like level (Pace-Schott & Hobson, 2002). These neuromodulatory changes also have 
impact on the direction of information flow within hippocampo-neocortical circuits, 
favoring neocortico-hippocampal inputs during high cholinergic levels in wakefulness 
and REM sleep, while allowing reversed hippocampo-neocortical feedback during 
low cholinergic tone in SWS (Gais & Born, 2004). 
 In the following sections, I will exclusively discuss the neuronal oscillations 
mediated by the thalamo-cortical system during NREM sleep (neglecting REM sleep) 
as this phase of sleep is in the major focus of current theories of sleep-dependent 
memory consolidation and subject of my own research (for a recent attempt to re-
integrate REM sleep by reviving the 'sequential hypothesis of sleep-dependent mem-
ory consolidation' see Diekelmann & Born, 2010). 
 
1.2.2 Sleep Oscillations in the Thalamo-Cortical System  
The thalamo-cortical system resembles the central processing unit of the mammalian 
central nervous system. The thalamus, deeply located in the very center of the brain, 
is its major hub and the gate for almost the entire neocortex. All afferent sensory sig-
nals (be it visual, auditory, somatosensory or visceral, with an exception of the olfac-
tory system) have to pass the thalamus to be projected to the corresponding primary 
sensory cortices. Even signals originating from the neocortex that have been sent 
through subcortical parallel processing loops, such as the basal ganglia or the cere-
bellum, have to take their way back to the cortex via the thalamus. Therefore, despite 
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the cortex maintains a high number of short-, mediate-, and long-range cortico-
cortico connections “to talk to itself”, the thalamus provides its link to the outside 
world. During sleep, this connection is interrupted by suppression of incoming sen-
sory information in the thalamus through prolonged phases of hyperpolarization in 
thalamo-cortical neurons. Disconnected from the environment, the thalamo-cortical 
system mainly (re-)processes internal information by means of oscillatory activity that 
is based on the very nature of its functional anatomy. 
 As shortly addressed above, oscillatory brain activity during NREM sleep is 
dominated by three major rhythms (Figure 1-11): (i) sleep spindles, (ii) delta waves, 
and (iii) slow oscillations (Steriade, 2003), that shall be described in the next para-
graphs. K-complexes as another defining element of NREM sleep will be discussed 
together with the slow oscillation, as I share the opinion of many researchers that 
both are expressions of the same underlying neuronal mechanism.  
 
 
Figure 1-11: The three major rhythms of NREM sleep. (Upper row) typical surface EEG signal of 
human NREM sleep. (Lower rows) Decomposition of the raw EEG signal into three components: (S) 
slow oscillation < 1 Hz, (∆) delta with 1-4 Hz, and (σ) sigma or spindle frequency with 12-15 Hz. 
Please note, that exact frequency ranges differ markedly in the literature. (Taken from Amzica & 
Steriade, 1997). 
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1.2.2.1 Sleep Spindles 
In the surface EEG, sleep spindles appear as an oscillatory pattern of waxing and 
waning amplitudes with a duration of about 0.5-3 s. Formally confined to frequencies 
of 12-16 Hz (Rechtschaffen & Kales, 1968), recent research has put forth the con-
cept of two types of spindles with either ~10-13 Hz (slow spindles) or ~13-16 Hz (fast 
spindles) peaking at frontal and centro-parietal cortical sites, respectively. However, 
the boundaries of the spindle frequency (sometimes also referred to as sigma  band) 
as well as of the two spindle subtypes are not consistently confined (for a compre-
hensive review see De Gennaro & Ferrara, 2003).  
 
Figure 1-12: The thalamo-cortical system generating the oscillations of NREM sleep. Spindles 
are projected from thalamo-cortical neurons (TC, yellow) to the neocortex, from where cortico-thalamic 
neurons (CT, dark blue) project back to the thalamus.  Inhibitory thalamic neurons from the reticular 
nucleus (RE, light blue) are driven by both TC and CT neurons and by recurrently suppressing the 
activity of TC neurons cause the oscillatory pattern of sleep spindles. Brainstem nuclei (red) can alter 
the network effects of the thalamo-cortical system by differentially driving RE and TC neurons during 
sleep. Single neuron firing patterns are depicted for the different contributing neuron populations. 
(Taken from Hobson & Pace-Schott, 2002). 
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Sleep spindles are conjointly generated by different parts of the thalamo-
cortical system (Steriade, 2000, 2003). They are composed of repetitive short bursts 
of neuronal firing originating in thalamo-cortical neurons (TC) and projected to the 
neocortex by a bunch of partly specific, partly diffuse radiant fibers. The spindle-like 
character is created by means of a negative feedback loop of glutamatergic excita-
tory TC neurons and gamma-aminobutyric acid (GABA)-ergic inhibitory neurons from 
the reticular thalamic nucleus (RE). Sleep spindles are, however, synchronized and 
can even be initiated via projections from cortico-thalamic (CT) neurons. See Figure 
1-12 for a graphical summary. In humans, thalamic involvement in sleep spindle 
generation has also been demonstrated by means of functional neuroimaging (Paper 
IV, Bergmann, Mölle, Diedrichs, Born, & Siebner, in preparation; Schabus et al., 
2007). 
As will be discussed later, by means of their augmenting pattern of massive fir-
ing, sleep spindles might play a major role in the induction of cortical plasticity during 
sleep (Steriade & Timofeev, 2003). However, it is still unclear whether slow frontal 
and fast centro-parietal spindles are merely an expression of neuroanatomical diver-
sity in thalamic source and/or cortical target areas (Schabus et al., 2007) or whether 
they actually serve separate functions, e.g. in brain plasticity (Paper II, Bergmann et 
al., 2008; Paper III, Mölle, Bergmann, Marshall, & Born, in prep.). 
 
1.2.2.2 Delta Waves 
Steriade distinguishes two subtypes of delta waves (Steriade, 2003): (i) clock-like 
waves generated in TC neurons and (ii) cortical waves surviving thalamectomy. This 
differentiation might actually elucidate some of the inconsistencies found in current 
terminology. Since all EEG frequencies below 4 or 4.5 Hz have originally been sum-
marized as delta band, the discovery of the slow oscillation (Steriade, Contreras, 
Curro Dossi, & Nunez, 1993; Steriade, Nunez, & Amzica, 1993a, 1993b) has led to 
some confusion in the nomenclature. Some authors refer to slow oscillations and 
delta waves as frequencies of ~0.5-1 Hz and ~2-4 Hz, respectively (Achermann & 
Borbely, 1997; Steriade, 2006), while others now use the term slow waves for all cor-
tical frequencies between 0.5-4.5 Hz (Tononi & Cirelli, 2006). Presumably, the former 
is reasonable when referring to thalamo-cortical delta waves and the latter when 
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speaking of those with cortical origin. I will, however, use either of these classifica-
tions, depending on the authors I am currently referring to. 
 
1.2.2.3 Slow Oscillations 
The slow oscillation is the hallmark rhythm of NREM sleep and its most important 
organizing feature. The neocortical fluctuation with a frequency below 1 Hz was first 
observed in the cat (Steriade, Contreras et al., 1993; Steriade, Nunez et al., 1993a, 
1993b) but could later also be demonstrated in humans, there peaking at a frequency 
of 0.7-0.8 Hz (Achermann & Borbely, 1997). The rhythm could be recorded in all ma-
jor types of neocortical neurons (excitatory as inhibitory), consisting of alternating 
phases of hyperpolarization (down state) where most cortical neurons are silent and 
subsequent phases of depolarization (up state) with rebounds of massive synchro-
nous firing (Figure 1-13). The slow oscillation has certain features rendering it of par-
ticular importance for the organization of oscillatory activity in the thalamo-cortical 
system during NREM sleep, which shall be covered below.   
 
Figure 1-13: The slow oscillation during natural slow wave sleep in the chronically implanted 
cat. (A) The top panel depicts recordings of intracortical EEG from deep cortical layers. Note that po-
larities are reversed compared to surface EEG recordings: here, positive deflections indicate hyperpo-
larization (down state) and negative deflections indicate depolarization (up state). The bottom panel 
shows intracellular recordings from a single cortical neuron, revealing the underlying oscillation of the 
neuronal membrane potential which is accompanied by the complete lack of firing during hyperpolari-
zation phases and rapid neuronal spiking during subsequent phases of depolarization. (B) Histograms 
of membrane potentials for different vigilance states. Please note, that the average membrane poten-
tial becomes more and more hyperpolarized during the transition from wakefulness over drowsiness to 
sleep. 
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 The first important feature of the slow oscillation is its spontaneous cortical 
origin. It has been observed not only during natural sleep but also in vivo during an-
esthesia (Steriade, Nunez et al., 1993b), after cortical deafferentation (i.e. dissection 
of cortico-cortical and thalamo-cortical projections of isolated cortical slabs, Ti-
mofeev, Grenier, Bazhenov, Sejnowski, & Steriade, 2000) or thalamectomy (i.e. de-
struction or removal of the thalamus, Steriade, Nunez et al., 1993a), and even in vitro 
in cortical slices (Sanchez-Vives & McCormick, 2000). The up state of the slow oscil-
lation mainly consists of non-NMDA-mediated EPSPs, fast prepotentials, voltage-
dependent persistent inward directed NA+ currents, and also fast inhibitory postsy-
naptic potentials (IPSPs) of GABAergic inhibitory interneurons. The down state is 
thus probably not produced by GABAergic inhibitory interneurons but is due to dis-
facilitation, that is the removal of excitatory synaptic inputs possibly through extracel-
lular Ca2+ depletion, and NA+-induced outward directed K+ currents (Steriade, 2006; 
Steriade & Timofeev, 2003). Although the neocortex is apparently able to produce 
slow oscillations spontaneously, under physiological circumstances many slow oscil-
lations may in fact be triggered by clock-like thalamo-cortical firing or sometimes 
even by afferent sensory signals that survived thalamic suppression (cf. evoked K-
complexes). In fact, it has recently been argued that the full manifestation of the slow 
oscillation during natural NREM sleep requires the interaction of a synaptically based 
cortical and two intrinsic thalamic oscillators (Crunelli & Hughes, 2009). However, it is 
probably also true that every depolarization being strong enough to shift the bistable 
activity mode of cortical neurons during NREM sleep, evokes a slow oscillation 
(Massimini, Tononi, & Huber, 2009), which could in fact be demonstrated by intracor-
tical electrical stimulation in rats (Vyazovskiy, Faraguna, Cirelli, & Tononi, 2009) and 
by transcranial magnetic stimulation in humans (Massimini et al., 2007).  
 The second important feature of the slow oscillation is its travelling nature. As 
could be shown by high-density EEG recordings (Massimini, Huber, Ferrarelli, Hill, & 
Tononi, 2004), each individual slow oscillation cycle originates from a definite cortical 
site and travels with an estimated speed of 1.2-7.0 m/s across the entire cortex. Al-
though slow oscillations can originate at any cortical site and travel in any possible 
direction, they most frequently emerge in prefrontal regions and spread in an anterior 
to posterior direction ( Figure 1-14A&B). Source localization analyses (Murphy et al., 
2009) recently revealed that most slow oscillations in fact emerge at left insular and 
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 Figure 1-14: The slow oscillation as a travelling wave. (A) Origin and main direction of cortical 
spread for individual cycles of the slow oscillation in high-density (256 channel) EEG recordings esti-
mated from delays between negative peaks of slow oscillation down states at the various recording 
sites. (B) Streamline map from the first hour of sleep in a single subject. Dot size is proportional to the 
number if slow oscillations originating at the respective site, color codes different sites of origin. (A & B 
taken from Massimini et al., 2004). (C) Slow oscillation streamline maps derived from source localiza-
tion analyses, indicating that (D) most slow oscillations actually origin in left insular and anterior cingu-
late cortex. (C & D taken from Murphy et al., 2009). 
anterior cingulate cortex and travel along the cingulate gyrus, characterizing it the 
major connectional backbone of the cortex. ( Figure 1-14C&D). The traveling nature 
of slow oscillations also held true for those externally evoked by intracortical electrical 
(Vyazovskiy, Faraguna et al., 2009) or transcranial magnetic stimulation (Massimini 
et al., 2007). However, externally evoked slow oscillations were highly stereotypic 
regarding their origin, propagation and involvement of cortical regions, depending on 
the respective site of stimulation (Murphy et al., 2009). 
The third and may be most important feature of the slow oscillation is its 
grouping function for faster oscillations such as (thalamo-cortical) delta waves, sleep 
spindles, gamma activity, and hippocampal sharp wave-ripples ( Figure 1-15). The 
wide-spread cortical hyperpolarization followed by massive simultaneous firing 
seems to me an ideal mechanism for resetting and entraining the oscillatory activity 
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 Figure 1-15: Grouping of faster brain rhythms by the slow oscillation. The slow oscillation 
groups oscillatory activity generated in the thalamo-cortical system (sleep spindles, delta waves, 
gamma activity) and the hippocampus (sharp wave-ripples). (A) The schematic wiring of the thalamo-
cortical circuit (left) shows exemplarily how the slow oscillation up state from cortical (Cx) neurons by 
means of cortico-thalamic projections (a) triggers the generation of sleep spindles in reticular thalamic 
(RE) and thalamo-cortical (TC) neurons. Spindle activity is then transferred back to the neocortex (b-c) 
where it shapes the tail of the slow oscillatory cycle (right). (Taken from Steriade, 2006). (B) Grouping 
of sleep spindles (lower row) time-locked to the down state of the slow oscillation (upper row) in the 
human EEG. (Modified after Mölle, Marshall, Gais, & Born, 2002). (C) Synchronization of EEG spindle 
activity (middle row) and hippocampal sharp wave-ripple activity in CA1 local field potentials (lower 
row) by the slow oscillation down state (prefrontal EEG, upper row) in the rat. (Taken from Mölle, Ye-
shenko, Marshall, Sara, & Born, 2006). 
generated in thalamic or limbic structures. As shown in  Figure 1-15A, the slow oscil-
lation up state triggers the thalamic generation of sleep spindles by means of cortico-
thalamic projections, while the slow oscillation down state effectively suppresses 
spindle expression. This grouping was initially shown in the cat (Steriade, 2006; 
Steriade, Nunez et al., 1993b) but could also be demonstrated in rat (Mölle et al., 
2006) and human ( Figure 1-15B) (Mölle et al., 2002). It is by the slow oscillatory syn-
chronization that sleep spindles mainly appear simultaneously at distant cortical sites 
while being desynchronized when thalamo-cortical connections are disrupted 
(Destexhe, Contreras, & Steriade, 1999; Sejnowski & Destexhe, 2000). As also 
wake-like gamma activity (> 30 Hz) is found to be grouped in the slow oscillation up 
states, these periods have been referred to as fragments of wakefulness (Destexhe 
et al., 2007). In parallel, the slow oscillation also synchronizes the so called sharp 
wave-ripple activity of hippocampal CA1 neurons ( Figure 1-15C) (Clemens et al., 
2007; Mölle et al., 2006), presumably marking the read out of information from the 
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medial temporal lobe memory system. The idea that slow oscillations initiate hippo-
campal activity has also been corroborated by recent human neuroimaging findings, 
demonstrating that the slow oscillation is in fact driving hippocampal activity  (Dang-
Vu et al., 2008). As the next chapter will show, slow oscillations play a crucial role in 
system memory consolidation as well as in homeostatic metaplasticity during sleep. 
 
1.2.2.4 The K-complex 
Although the K-complex is a prominent and defining feature of light NREM sleep, its 
distinction from slow waves during deep sleep is likely to be an artificial one as both 
oscillations seem to be based on the same mechanisms (Amzica & Steriade, 1997; 
Colrain, 2005). Like the slow oscillation, whose precursor it may be during the deep-
ening of sleep, the K-complex is characterized by a sharp high-amplitude hyperpo-
larization phase followed by moderate depolarization which is often accompanied by 
pronounced spindle activity. Moreover, recent intracortical recordings in humans with 
chronically implanted micro-electrodes for epilepsy diagnostics could demonstrate 
that the K-complex is indeed a kind of isolated slow oscillation downstate (Cash et 
al., 2009). 
 
1.3 Sleep-Dependent Neuronal Plasticity 
As already mentioned, sleep may provide the ideal state for a variety of plastic brain 
processes to occur. Due to the above described sleep-specific oscillations of the tha-
lamo-cortical system, the neocortex is mainly decoupled from the environment and 
thereby protected from sensory interference. Additionally, also endogenous sources 
of interference, like memory recollection, problem solving, or future planning are pre-
vented by a complete loss of consciousness. In this environment internal representa-
tions can be reactivated and reprocessed without interrupting with ongoing cognitive 
processing and vice versa. In the following sections, I will describe the two currently 
most influential models linking specific oscillations to distinct process of neuronal 
plasticity during sleep and review empirical evidence corroborating them. First, I will 
outline the synaptic homeostasis hypothesis (Tononi & Cirelli, 2003, 2006) which fo-
cuses on the role of slow waves in metaplastic downscaling mechanisms on the cel-
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lular level. Second, I will describe the mechanistic model of a sleep-dependent active 
system consolidation proposed by Born and coworkers (Born et al., 2006; Diekel-
mann & Born, 2010; Marshall & Born, 2007; Rasch & Born, 2007) which is mainly 
built on the interaction of cortical slow oscillatory, thalamic spindle, and hippocampal 
sharp wave-ripple activity, subserving the hippocampo-neocortical transfer of de-
clarative memory traces. Both models are not mutually exclusive but rather describe 
complementary processes. 
 
1.3.1 Synaptic Homeostasis 
Based on Borbély’s two-process model of sleep regulation (described in Section 
1.2.1), Tononi and Cirelli formulated their synaptic homeostasis hypothesis (Tononi & 
Cirelli, 2003, 2006). The main idea is that the neuronal mechanism of the homeo-
static Process S, which is responsible for the buildup of sleep pressure with pro-
longed wakefulness, relies on the accumulating induction of synaptic potentiation. 
Unlimited synaptic potentiation, however, comes with increasing costs in energy (me-
tabolism due to synaptic activity), space (sprouting of new synaptic connections), and 
with the risk of saturation in the plastic capacity of neuronal networks (see Section 
1.1.1.4). Therefore, the net increase in synaptic strength has to be downregulated 
again while the information coded in the relative synaptic weights on a given neuron 
has to remain intact. According to the synaptic homeostasis hypothesis, this regula-
tion is implemented by means of so called synaptic downscaling. Although the de-
tailed neuronal mechanisms underlying this process have not yet been fully deter-
mined, it is thought to reduce all synaptic weights of a given neuron with respect to 
their relative contribution to the neuron’s net synaptic input. Thereby its information 
processing characteristics are preserved. Sleep slow waves itself, their power serv-
ing as a reliable biomarker for sleep pressure, are also believed to mediate synaptic 
downscaling. See Figure 1-16 for a detailed description of a full cycle of day and 
night comprising synaptic potentiation and synaptic downscaling. 
 The synaptic downscaling hypothesis has already gained empirical evidence 
from a variety of experiments. In a series of studies using high-density EEG re-
cordings in humans, Huber and colleagues could show local slow wave activity 
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 Figure 1-16: The synaptic homeostasis hypothesis. The diagram visualizes the proposed cycle of 
synaptic potentiation during wakefulness (left side) and synaptic downscaling during subsequent sleep 
(right side). In the cartoon-like simplified example a model neuron starts the day with two synaptic 
connections on its dendrite, each with an arbitrary weight (w) of 100. In the course of the day 
strengthening of synaptic weights (LTP) occurs due to learning and facilitated by neuromodulators like 
noradrenaline (NA). This net increase in synaptic strength comes with extra costs in energy and 
space, and with the risk of saturation. At the evening one of the synaptic weights is increased to 150 
and even a new weak synaptic connection has evolved. Due to its strengthened synaptic connections 
to other neurons the model neuron is now more easily recruited to join the collective firing pattern of 
spontaneous slow oscillations. Thereby it not only contributes to increased local slow wave activity 
(SWA) but its synaptic weights are coincidently downscaled by means of the slow oscillatory firing 
pattern itself. The downscaling is proportional, thus while decreasing the total synaptic input of a given 
neuron, proportions between synaptic weights remain roughly the same (here 80 and 120). Particu-
larly weak synapses are even removed completely, reducing the consumption of energy and space. 
The net decrease in synaptic weights is in turn accompanied by decreasing SWA across the course of 
sleep. The next morning the model neuron starts again with a total synaptic weight of 200 but with a 
changed synaptic configuration, representing what was learned the day before, however, with an in-
creased signal-to-noise ratio. (Taken from Tononi & Cirelli, 2006). 
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(SWA) to be increased in those brain areas where synaptic potentiation (LTP) has 
previously evolved during wakefulness. This was demonstrated after learning of a 
visuomotor task (Huber, Ghilardi, Massimini, & Tononi, 2004) as well as after applica-
tion of high-frequency repetitive transcranial magnetic stimulation (rTMS) to the left 
primary motor cortex (Huber et al., 2007). Conversely, local SWA decreased in the 
contralateral sensorimotor cortex after 12 hours of arm immobilization which is 
thought to induce synaptic depression (LTD) due to reduced neuronal activity (Huber 
et al., 2006). Moreover, the amount of SWA increase also correlated with an increase 
in task performance after sleep, which was attributed to an enhanced signal-to-noise 
ratio (Huber et al., 2004).  
In the rat, Vyazovskiy and colleagues could demonstrate that electrical cortex 
stimulation evoked stronger responses after wakefulness than after sleep, suggesting 
a reduction of synaptic weights during sleep (Vyazovskiy, Cirelli, Pfister-Genskow, 
Faraguna, & Tononi, 2008). As they found AMPA receptor levels in the rat hippo-
campus and cortex to be decreased during sleep relative to wakefulness, they ar-
gued that synapses had been potentiated during wakefulness and downscaled during 
subsequent sleep. Recently, it was also shown hat extracellular glutamate concentra-
tion (Dash, Douglas, Vyazovskiy, Cirelli, & Tononi, 2009) and spontaneous neuronal 
firing rates (Vyazovskiy, Olcese et al., 2009) follow the same pattern. Possibly, corti-
cal expression of the brain-derived neurotrophic factor (BDNF) is driving the homeo-
static downregulation (Faraguna, Vyazovskiy, Nelson, Tononi, & Cirelli, 2008). 
While it is still unclear how slow waves could actively downscale synaptic 
weights, computational modeling of the thalamo-cortical system (for a detailed de-
scription see Hill & Tononi, 2005) has convincingly demonstrated how the local ex-
pression of slow waves might depend on the strength of synaptic weights and why it 
would progressively decrease across a night of sleep (Esser, Hill, & Tononi, 2007). 
According to this large-scale computer model, recruiting of a given neuron into an 
ongoing slow wave occurs the faster the stronger it is connected to other neurons, 
which should result in higher amplitudes and steeper slopes of slow waves after syn-
aptic potentiation. Moreover, with increased network synchronization, single slow 
waves should less often express multiple peaks, indicating a stronger synchroniza-
tion of local neuron populations. As synaptic weights are successively downscaled 
during the course of sleep, not only slow wave activity in general should decrease but 
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also their slopes should become less steep and multiple peaks more frequent (Esser 
et al., 2007). These model predictions could be supported by intracortical recordings 
in the rat (Vyazovskiy, Riedner, Cirelli, & Tononi, 2007) as well as human high-
density EEG recordings (Riedner et al., 2007). 
It has been argued that synaptic downscaling might be a direct function of the 
slow oscillations’ alternation between highly synchronous firing and complete synap-
tic silence (Tononi & Cirelli, 2006). This is corroborated by the fact that the slow oscil-
lation frequency is below 1 Hz which has also been found ideal for inducing depres-
sion both by electrical in vivo and in vitro stimulation paradigms in animals (Citri & 
Malenka, 2008; Dudek & Bear, 1992) and by transcranial magnetic stimulation para-
digms in humans (Fitzgerald, Fountain, & Daskalakis, 2006). However, the exact cel-
lular mechanisms mediating these effects, presumably due to changes in Ca2+ dy-
namics, are not yet fully understood, and direct evidence is still missing that the slow 
oscillation itself is responsible for synaptic downscaling. A drawback of the theory is 
that it assumes only LTP to occur during learning and to be downscaled during sleep. 
As LTD is known to be as importance in learning as LTP (Griffiths et al., 2008; Kemp 
& Manahan-Vaughan, 2007), there should also be synaptic upscaling during sleep. 
Homeostasis might not be a one-way street.  
 
1.3.2 System Memory Consolidation  
Beside basic homeostatic maintenance of brain plasticity (i.e. synaptic downscaling), 
sleep is also thought to actively support processes of system memory consolidation 
(Diekelmann & Born, 2010). In fact, behavioral evidence for the beneficial effects of 
sleep on declarative, emotional, perceptual as well as procedural memory consolida-
tion which has largely accumulated within the last decade. Using a variety of tasks 
and controlling for circadian effects by wake control groups, nap and sleep depriva-
tion studies, it could be shown that sleep counteracts forgetting of declarative mate-
rial (word pairs, texts, picture-location associations, spatial maps etc.) and emotional 
items (pictures or texts), and that it mediates even offline improvements in procedural 
(finger tapping sequences, mirror drawing, etc.) or perceptual (e.g. visual discrimina-
tion) skills (for comprehensive reviews on these studies see Born et al., 2006; Diek-
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elmann, Wilhelm, & Born, 2009; Ellenbogen, Payne, & Stickgold, 2006; Stickgold & 
Walker, 2005; Walker & Stickgold, 2006). 
 However, although sleep obviously supports memory consolidation, the exact 
mediating neuronal mechanisms are yet to be discovered. Building on the standard 
consolidation theory (Section 1.1.2.1), Born and coworkers have proposed a model 
for sleep-dependent consolidation in the declarative memory system which integrates 
the unique sleep-specific oscillatory brain activity during NREM sleep (Born et al., 
2006; Diekelmann & Born, 2010; Gais & Born, 2004; Marshall & Born, 2007; Rasch & 
Born, 2007). According to this model the hippocampo-neocortical transfer of memory 
traces is organized by the cortical slow oscillation, synchronizing hippocampal sharp 
wave-ripple activity with thalamo-cortical spindles (Figure 1-17). Sharp wave-ripple 
activity in the CA1 region of the hippocampus is proposed to reflect the joint reactiva-
tion of previously acquired hippocampo-neocortical memory traces, while sleep spin-
dles might be the mechanism by which plastic processes are triggered at cortical 
neurons to make up or at least strengthen cortico-cortical connections. Although the 
function of REM sleep has recently been re-integrated into a common model of active 
system consolidation (Diekelmann & Born, 2010), I will keep the focus of my thesis 
on the more elaborated neuronal mechanisms taking place during NREM sleep. In 
the next subsections I will review empirical evidences corroborating the proposed 
relevance of all three types of oscillations, i.e. ripples, spindles, and slow oscillations.  
 
1.3.2.1 Hippocampal Sharp Wave-Ripples 
The proposed role of hippocampal sharp wave-ripple complexes is the reactivation of 
hippocampo-neocortical traces, previously bound together during learning. Animal 
research in rats could in fact repeatedly demonstrate that those hippocampal neu-
rons which code for the location of the animal in space (so called place cells, O'Keefe 
& Dostrovsky, 1971) during spatial learning are reactivated in the same - though ac-
celerated (Lee & Wilson, 2002; Nadasdy, Hirase, Czurko, Csicsvari, & Buzsaki, 
1999) - temporal sequence during ripple events in subsequent SWS (Ji & Wilson, 
2007; Kudrimoti, Barnes, & McNaughton, 1999; Lee & Wilson, 2002; Sutherland & 
McNaughton, 2000; Wilson & McNaughton, 1994). Moreover, recordings in medial 
prefrontal neurons after a rule-learning task also indicate a replay of cortical patterns 
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time-locked to hippocampal ripples (Peyrache et al., 2009). Recent studies could add 
causality to this correlational link, demonstrating that suppression of hippocampal 
ripple events by means of time-locked electrical stimulation of the hippocampus in 
fact impairs spatial memory consolidation (Ego-Stengel & Wilson, 2009; Girardeau, 
Benchenane, Wiener, Buzsaki, & Zugaro, 2009). Although similar patterns of reacti-
vation have also been observed during subsequent REM sleep (Louie & Wilson, 
2001), thus questioning the state specificity of this reactivation phenomenon, the 
overall data supports the role of hippocampal sharp wave-ripple complexes in sleep 
dependent memory consolidation. 
 
Figure 1-17: A model of hippocampo-neocortical memory transfer during sleep. The model as-
sumes a well-orchestrated interaction between cortical slow oscillations, thalamo-cortical spindles, and 
hippocampal sharp wave-ripples driving the hippocampo-neocortical dialogue during SWS. The slow 
oscillation groups sharp wave-ripples and spindles in its depolarized up state by triggering their emer-
gence in hippocampal CA1 and thalamo-cortical neurons, respectively. Hippocampal ripples reactivate 
those cortical representations (red arrow) which have been bound together during prior learning (black 
arrow), while the time-locked spindle input enables plastic processes at cortical synapses due to the 
associated massive Ca2+ influx. Furthermore, switching between information readout and uptake,  in 
the hippocampus is modulated by decreased acetylcholine levels during SWS. (Taken from Born et 
al., 2006). 
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1.3.2.2 Thalamo-Cortical Sleep Spindles 
Thalamo-cortical sleep spindles, occurring time-locked to hippocampal ripple events 
are thought to mediate plastic processes in the neocortex. The augmenting firing pat-
terns of thalamo-cortical neurons cause massive bursts of Ca2+ influx into the apical 
dendrites of neocortical pyramidal neurons, thereby potentially inducing synaptic 
plasticity at these synapses (Destexhe et al., 2007). In fact, as in vivo recordings in 
the rat could show, spindle activity occurs preferentially at those synapses where 
LTP had previously been induced (Werk, Harbour, & Chapman, 2005). In turn, sleep 
spindle related spike-trains have been successfully used to trigger LTP at synapses 
in rat somatosensory cortex slices (Rosanova & Ulrich, 2005). However, also LTD 
can be induced in vivo in the rat somatosensory cortex (Werk, Klein, Nesbitt, & 
Chapman, 2006), presumably depending on whether or not spindle-like stimulation is 
accompanied by postsynaptic action potentials in a Hebbian way (Rosanova & Ulrich, 
2005). As the postsynaptic excitability of cortical neurons during SWS largely de-
pends on the prevailing phase (up vs. down) of the slow oscillation, the exact tempo-
ral location of a given spindle within the slow oscillation cycle might determine the 
actual direction of induced plasticity. In parallel, hippocampal ripple bursts have been 
found to be nested in individual spindle troughs (Siapas & Wilson, 1998), probably 
organizing hippocampo-neocortical information processing on a more fine-scaled 
level (Mölle & Born, 2009; Sirota, Csicsvari, Buhl, & Buzsaki, 2003).  
Further evidence for the relevance of sleep spindles for declarative memory 
consolidation comes from human experiments, showing the dependency of sleep 
spindle density on prior learning experience. After learning of a word association task 
spindle density increased compared to a non-learning control task and was corre-
lated to recall performance before and after sleep (Gais, Mölle, Helms, & Born, 
2002). Subsequent studies even demonstrated some topographical specificity of this 
effect depending on the task material, that is stronger increases in left frontal regions 
for verbal (Clemens, Fabo, & Halasz, 2005), in posterior parietal regions for visu-
ospatial memory (Clemens, Fabo, & Halasz, 2006), and in the contralateral motor 
cortex after finger motor-skill learning (Nishida & Walker, 2007). Moreover, it could be 
shown that the amount of sleep spindle activity is related to individual learning and 
general cognitive abilities in a trait-like manner (Schabus et al., 2006) which is inde-
pendent of the acute learning related increase in spindle activity that is associated 
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with overnight task improvements (Schabus et al., 2008). The learning related in-
crease in spindle activity further appears to have some temporal specificity, that is 
being grouped in slow oscillation up states (Mölle, Eschenko, Gais, Sara, & Born, 
2009) and being strongest within the first 90 min of post-learning NREM sleep (Gais 
et al., 2002). 
 
1.3.2.3 Cortical Slow Oscillations 
In the context of sleep-dependent system consolidation, the role of the slow oscilla-
tion is mainly seen in the initiation and synchronization of the hippocampo-neocortical 
cross-talk. Its enormous relevance becomes clear in experiments either disrupting or 
boosting slow oscillatory activity during sleep after learning. Studies using sound 
stimuli to selectively suppress slow waves during NREM sleep without affecting total 
sleep time found a devastating effect on the otherwise clear overnight improvement 
in texture discrimination (Aeschbach, Cutler, & Ronda, 2008) or visuospatial tasks 
(Landsness et al., 2009).  
Even stronger support comes from studies employing transcranial direct cur-
rent stimulation (tDCS) during sleep after learning (Marshall, Helgadottir et al., 2006; 
Marshall, Mölle, & Born, 2006; Marshall, Mölle, Hallschmid, & Born, 2004). The initial 
rationale behind theses experiments was that SWS is usually accompanied by a pro-
nounced endogenous negative DC potential shift in frontal regions (Marshall, Mölle, 
& Born, 2003) and anodal tDCS of the frontal cortex should thus amplify slow oscilla-
tory activity and thereby also facilitate declarative memory consolidation. Indeed, ex-
ogenous application of constant  (Marshall et al., 2004) as well as 0.75 Hz slow oscil-
lation-like oscillatory anodal DC stimulation (Marshall, Helgadottir et al., 2006) in-
creased endogenous slow oscillations outlasting the stimulation itself and improved 
consolidation of a declarative, hippocampus-dependent word pair learning task but 
not of a procedural, hippocampus-independent mirror drawing task. Notably, stimula-
tion during wakefulness or REM sleep as well as oscillatory tDCS with theta-like 5 Hz 
during SWS had no positive effects. When using oscillatory 0.75 Hz tDCS, endoge-
nous slow oscillations even appeared to remain in phase with the stimulation cycles 
for several seconds after its termination, suggesting actual entrainment of brain activ-
ity by the external current (Marshall, Helgadottir et al., 2006). Together these results 
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indicate an important function of the slow oscillation in driving processes of hippo-
campus-dependent memory consolidation during sleep. 
 
1.3.2.4 Evidence from Functional Neuroimaging in Humans 
As invasive electrophysiological recordings of hippocampal or cortical patterns can-
not be done as easily in humans as in rats (but see Axmacher, Haupt, Fernandez, 
Elger, & Fell, 2008; Clemens et al., 2007), non-invasive functional neuroimaging 
techniques such as positron emission tomography (PET) or functional magnetic 
resonance imaging (fMRI) play an important role in the investigation of reactivation 
and system consolidation processes in humans. Principally, two different approaches 
have been applied. (i) The indirect consequences of sleep-dependent system con-
solidation have been accessed by measuring changes in task-specific brain activa-
tions across sleep and wake, respectively (referred to as offline approach). (ii) Reac-
tivation processes have been tried to be directly accessed during sleep following 
learning and control conditions, respectively (referred to as online approach). 
 The offline approach asks whether sleep actually reorganizes memory traces,  
that is redistribute them across distant networks of the brain. fMRI studies using this 
approach have revealed interesting results for both procedural and declarative mem-
ory consolidation. One of the earlier studies demonstrated for example that sleep 
compared to sleep deprivation not only improves behavioral performance but also 
changes activity within and connectivity between task-related brain regions in a pur-
suit rotor task (Maquet, Schwartz, Passingham, & Frith, 2003). Similar studies on the 
serial reaction time task (SRTT) reported conflicting results, that is finding either a 
decrease (Fischer, Nitschke, Melchert, Erdmann, & Born, 2005) or increase (Walker, 
Stickgold, Alsop, Gaab, & Schlaug, 2005) in task-related motor regions to be associ-
ated with a night of sleep. However, lacking a comprehensive model for sleep-
dependent system memory consolidation in the procedural domain these results are 
difficult to interpret and need further clarification. 
 Regarding the hippocampus-dependent declarative memory system, the pre-
dictions are much more clear. Over time (and sleep), the hippocampus should loose 
its implication in memory retrieval while the involvement of cortical regions should 
become even more pronounced. Yet, the results are far from consistent. For exam-
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ple, brain activity associated with spatial navigation in a virtual town paradigm shifted 
towards striatal involvement across sleep, while the decrease in hippocampal in-
volvement was influenced by time but not by sleep (Orban et al., 2006). In another 
study, however, a short nap was sufficient to reduce hippocampal activity associated 
with the recognition of previously encoded landscape photographs (Takashima et al., 
2006). Additionally SWS duration correlated positively with memory performance and 
negatively with later hippocampal involvement. Conversely, a full night of sleep 
(compared to sleep deprivation) led to increased hippocampal activity in a word pair 
association task, accompanied with increased connectivity to medial prefrontal re-
gions (Gais et al., 2007). Medial prefrontal cortex activity was still enhanced after six 
month in the sleep condition. However, increased hippocampal activity after sleep 
rather contradicts what is predicted by the model of sleep-dependent hippocampo-
neocortical memory transfer. Other studies reporting a decrease of hippocampal ac-
tivity over time did not control for the impact of sleep (Takashima et al., 2009). One 
possible reason for this inconsistency might be the unknown time scale on which the 
proposed system consolidation processes actually occur, as during its course there 
might be phases of both stronger and weaker hippocampal involvement. 
 The online approach comes with other, mostly methodological, problems. As 
fMRI measurements come with loud noise and marked movement restrictions, they 
provide a challenging environment for falling asleep. Thus, for the sake of feasibility,  
mainly PET imaging studies have been applied in the beginning, accepting the draw-
back of lower temporal and spatial resolution. The first studies still focused on REM 
sleep as the proposed state for memory replay, showing that brain areas involved in 
the acquisition of basic visuomotor skills (SRTT) are more active (in terms of regional 
cerebral blood flow, rCBF) during REM sleep after learning than after a control task 
(Maquet et al., 2000) and that this reactivation is related to the extraction of implicit 
rules hidden in the task (Peigneux et al., 2003). Later the same group demonstrated 
that the amount of hippocampal activity during SWS after a spatial navigation para-
digm predicted subsequent behavioral performance (Peigneux et al., 2004).  
Finally, elegant evidence for the causal role of hippocampal reactivation in 
sleep-dependent memory consolidation comes from a much noticed study which trig-
gered hippocampal memory traces by odor cues during SWS (Rasch, Buchel, Gais, 
& Born, 2007). Subjects learned picture-location associations (i.e. the game “Con-
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centration”; in Germany called “Memory”) before going to sleep. During learning they 
either were or were not exposed to a specific odor which then either was or was not 
administered again during SWS (or REM sleep as a control). During subsequent re-
trieval the next day, subjects performed much better when they had been re-exposed 
to the learning-associated odor during SWS but not during REM sleep. An additional 
functional magnetic resonance (fMRI) experiment corroborated the interpretation that 
odor cues during sleep could directly trigger hippocampal memory traces (as the ol-
factory system bypasses the sensory gate of the thalamus) thereby facilitating the 
reactivation of odor-related picture-location associations.  
 
1.3.3 Synaptic Homeostasis vs. Systemic Memory Consolidation 
Are the concepts of synaptic homeostasis (Tononi & Cirelli, 2006) and sleep-
dependent system memory consolidation (Born et al., 2006) mutually exclusive, in-
dependent, or just two sides of the same coin (Diekelmann & Born, 2010)? The data 
employed to corroborate either hypothesis are largely overlapping and frequently the 
same studies are cited as support for both of them. As both theories make pretty 
much the same predictions regarding a lot of different experimental designs and 
measures, no study has ever directly tested them against each other. Here are some 
examples for why the direct comparison of both models is highly problematic:  
(i) While slow oscillations/slow waves should drive synaptic downscaling on 
the one hand, they are thought to orchestrate the hippocampo-neocortical dialogue 
on the other. However, both scenarios predict them to be enhanced after learning or 
LTP-induction. The same prediction holds also true for spindles as they are inevitably 
associated with slow oscillations, although no particular function of sleep spindles 
has been proposed for downscaling.  
(ii) Synaptic downscaling is proposed to improve the signal-to-noise ratio of 
neuronal representations by global depotentiation and removal of unnecessary weak 
synapses, whereas memory consolidation by reactivation is believed to stabilize 
memory representations by increasing or at least maintaining synaptic strengths. 
Again, both models predict improved memory performance after sleep compared to 
wakefulness and would expect e.g. slow wave activity to be correlated with this im-
provement. It is however problematic that usually cortical excitability changes or sim-
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ple procedural tasks are used to test the synaptic downscaling assumption while the 
core model of sleep dependent memory consolidation is mainly focused on declara-
tive hippocampus-dependent memory.  
(iii) Neuronal reactivations of learning related patterns during sleep, as meas-
ureable by electrophysiological recordings or functional neuroimaging, are often cited 
as evidence for ongoing memory consolidation but could just as well be the mere re-
verberation of a system in which some connections had been modified by learning 
and which is now activated unspecifically by the powerful, wide spread oscillations of 
the sleeping brain.  
Thus up till now, all results are at least compatible with both theories, although 
some results may be more easily explained by either one of them. I therefore argue 
that both, synaptic downscaling to maintain homeostasis of synaptic weights and sys-
tem memory consolidation by reactivation and redistribution of memory traces may 
take place during sleep, simultaneously and independently (Diekelmann & Born, 
2010). However, they might share some basic neuronal mechanisms regarding how 
neuronal oscillations induce plastic processes. Uncovering these basic mechanisms 
of sleep-dependent plasticity is one of the most important enterprises in the field. 
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2 Methodological Considerations 
2.1 A Multimodal Neuroscientific Approach  
Neuroscientific research in humans compared to animal studies is always limited re-
garding the neuronal level of recordings (no measures of membrane potentials, firing 
rates, multi-unit activity, etc.) as well as the kind of possible experimental interven-
tions (no well defined lesions, toxic agents, genetic knock out/in, etc.), as most inva-
sive techniques are ineligible due to ethical concerns. Since all available non-
invasive techniques for human systems neuroscience have their specific assets and 
drawbacks, it is of particular importance to combine different approaches in order to 
compensate for the respective limitations. However, the consecutive or simultaneous 
application of different imaging modalities or even the combination with transcranial 
stimulation techniques comes with a bunch of technically demanding challenges. In 
principal, all multimodal combinations can be applied consecutively or simultaneously 
with the latter usually being more informative but also much more problematic. 
As this multimodal approach is an outstanding methodological feature of most 
studies included in this thesis, I will raise and briefly discuss some of the most impor-
tant aspects in the following subsections. The recording methods I applied comprise 
electromyography (EMG), polysomnography (PSG), electroencephalography (EEG), 
and functional magnetic resonance imaging (fMRI). Additionally, I made use of the 
non-invasive brain stimulation techniques of transcranial magnetic stimulation (TMS) 
and transcranial direct current stimulation (tDCS). A basic introduction into these 
techniques or even a comprehensive discussion of the applied multimodal combina-
tions (i.e. EEG-fMRI, TMS-tDCS, and TMS-EEG), however, is not in the scope of this 
thesis and beyond a few introductory sentences the reader will be kindly referred to 
the respective methodological review papers in each subsection. Specific methodo-
logical details relevant for my own work can further be found in the methods sections 
of the respective original research papers. 
 
2.2 Combining fMRI and EEG 
The most widely available non-invasive recording techniques are electroencephalo-
graphy (EEG), measuring the summed potentials of postsynaptic activity in neuronal 
populations, and functional magnetic resonance imaging (fMRI), indirectly assessing 
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neuronal activity by means of associated local increases in blood oxygenation. While 
EEG has a fantastic temporal resolution (in the submillisecond range) and is there-
fore able to realistically depict neurons’ ongoing electrical activity, its spatial resolu-
tion is relatively bad (in the order of centimeters) as even high-density recordings 
with up to 256 electrodes suffer from spatial smearing due to volume conduction of 
skull an skin. Moreover, surface EEG recordings are dominated by radially oriented 
neocortical neurons and are mostly blind towards subcortical structures, and source 
modeling approaches could not overcome the inverse problem (numerous different 
electrical source combinations can result in the same surface EEG pattern) so far. 
Conversely, fMRI has a comparably low temporal resolution (in the order of seconds) 
but can spatially resolve the whole brain on a millimeter scale, thus allowing access 
to deep brain structures such as hippocampus, thalamus and amygdala or ventro-
medially oriented cortical regions like the inferior temporal lobes. The simultaneous 
application of both imaging modalities can partly compensate for the respective limi-
tations. Moreover, in the context of sleep research the EEG is not only of critical im-
portance to distinguish sleep and its various substages from wakefulness but also 
provides important details about specific neuronal events such as slow oscillations 
and sleep spindles to inform the fMRI analyses. However, simultaneous EEG-fMRI 
recordings are highly challenging. Not only because the EEG equipment has to be 
fully MRI compatible in technical and safety terms but also as (i) the strong high-
frequency magnetic gradients of the MRI scanner cause massive distortions in the 
EEG, and (ii) small electrode movements in the static magnetic field due to cardiac 
pulsation result in highly variable EEG artifacts. The same holds true for other elec-
trophysiological recordings such as EMG or electrooculogram (EOG), used for PSG 
during sleep. Within the last years it has become possible to acquire high-quality 
EEG recordings during continuous fMRI sampling, providing new insights into oscilla-
tory processes in the human brain. For recent and comprehensive reviews on the 
technique of EEG-fMRI please refer to (Debener, Ullsperger, Siegel, & Engel, 2006; 
Herrmann & Debener, 2008; Ritter & Villringer, 2006). 
 
2.3 Combining TMS and tDCS 
Currently, there are three different types of non-invasive, since transcranial, brain 
stimulation techniques available for human application: transcranial electric stimula-
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tion (TES), transcranial direct current stimulation (tDCS), and transcranial magnetic 
stimulation (TMS).  
In TES, a focal bipolar electrode arrangement is placed on the head and a short 
but rather strong constant electric pulse (< 100 µs, 200-400 V) is applied which is 
able to fully depolarize neurons in the underlying brain tissue and thus to evoke ac-
tion potentials. However, as TES is very unpleasant (or even painful), this technique 
is only rarely used nowadays and will not be discussed here any further. Please see 
the following papers for details (Brandt, Brocke, & Irlbacher, 2007; Di Lazzaro et al., 
2004). For tDCS, less focal large sponge electrodes are attached to distant parts of 
the head and a weak direct current (current density between 0.03 and 0.5 mA/cm2) is 
applied for several minutes. This direct current is insufficient to evoke action poten-
tials by itself but rather shifts the resting membrane potential of neurons to a more 
depolarized or more hyperpolarized level, thus facilitating or reducing spontaneous 
firing rates of these neurons, respectively, depending on current polarity. However, 
tDCS can not only induce acute but also long-lasting shifts in cortical excitability, 
which are presumably mediated by LTP-/LTD-like mechanisms. See (M. Nitsche et 
al., 2008; M. Nitsche & Paulus, 2007; M. A. Nitsche & Paulus, 2000) for details. Last 
but not least, TMS is the most widely used tool for non-invasively and painlessly 
stimulating the human brain. It has been invented about 25 years ago (Barker, Jali-
nous, & Freeston, 1985), was repeatedly refined, and has by now been used in more 
than thousand studies. Basically, an encased copper coil is connected to a stimula-
tion device with large capacitors and held against the subjects head. When the ca-
pacitors discharge, a strong (up to 3 Tesla) but very brief (< 1 ms) electromagnetic 
field with a steep gradient is produced around the coil by electromagnetic induction 
which in turn, by means of magnetoelectric induction, elicits a current flow in the 
brain tissue, capable of evoking action potentials in cortical neurons. Thus, TMS 
eventually is an electrical stimulation, though unlike TES the magnetic pulse pene-
trates the skull painlessly rendering TMS a much more comfortable technique. TMS 
can be used for multiple purposes and principally on all neocortical regions close to 
enough to the surface (within a few centimeters) to be accessible by the magnetic 
field. Single-pulse TMS can evoke muscle twitches or phosphenes when stimulating 
the primary motor or visual cortex, respectively, allowing the quantitative assessment 
of cortical excitability by measuring motor evoked potentials (MEP) in the innervated 
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muscles or psychophysiologically determining perception thresholds. Moreover, re-
petitive TMS (rTMS) in low (<1 Hz) or high (> 5 Hz) frequencies can be used to in-
duce LTP- and LTD-like excitability changes, respectively (Fitzgerald et al., 2006), 
lasting for minutes to hours, but also more complex paradigms have been invented in 
the last years (Huang, Edwards, Rounis, Bhatia, & Rothwell, 2005; Stefan, Kunesch, 
Cohen, Benecke, & Classen, 2000). Additionally, TMS can be applied in a so called 
virtual lesion approach to disrupt neuronal activity in a given cortical region prior to 
(offline) or during (online) the performance of a specific cognitive task. As distur-
bance of task-relevant neuron populations will result in altered behavior (errors or 
increased reaction time) the causal contribution of a cortical region can be accessed 
(H. R. Siebner, Hartwigsen, Kassuba, & Rothwell, 2009; Walsh & Cowey, 2000). For 
an introduction into the broad field of TMS (but also TES and tDCS) as well as further 
detailed readings regarding all topics addressed above I suggest the following books 
(H.R. Siebner & Ziemann, 2007; Wassermann et al., 2008). 
 TMS and tDCS can be combined consecutively to investigate the interaction of 
different plasticity inducing stimulation protocols in order to gain new insight into 
processes of homeostatic metaplasticity or gating (Ziemann & Siebner, 2008). How-
ever, they can also be combined simultaneously with single-pulse TMS as a means 
for measuring cortical excitability changes induced by ongoing tDCS. This is princi-
pally unproblematic, when taking care of some minor caveats such as proper posi-
tioning of electrode leads to avoid the induction of currents by magnetic stimulation 
and adjustment of TMS intensity to the increased coil-brain distance due to the large 
sponge electrodes. This online-measurements of cortical excitability during tDCS 
have become important since the recent development of tDCS protocols with oscillat-
ing current strength or even changing polarity (transcranial alternating current stimu-
lation, tACS), as it is totally unclear how these time-varying exogenous currents 
acutely change cortical excitability.  
 
2.4 Combining TMS and EEG 
As mentioned above, the impact of TMS on the human cortex can be assessed by 
MEPs in the motor cortex and by phosphenes in visual areas but for all other brain 
regions behavioral measures have been for a long time the only accessible variable. 
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Due to recent technical and methodological developments, however, it is now possi-
ble to measure the direct cortical response to TMS with simultaneously acquired 
high-density (64-256 channel) EEG (Esser et al., 2006; Ilmoniemi & Kicic, 2009; 
Massimini et al., 2007; Massimini et al., 2005; Virtanen, Ruohonen, Naatanen, & Il-
moniemi, 1999).   
Although this approach is also of essential relevance in the context of sleep and 
plasticity research, I will not go into methodological details here but kindly refer the 
reader to an up-to-date consensus paper I recently coauthored (H. R. Siebner, Berg-
mann et al., 2009):  
PAPER I 
Siebner, H. R., Bergmann, T. O., Bestmann, S., Massimini, M., Johansen-Berg, 
H., Mochizuki, H., Bohning, D. E., Boorman, E. D., Groppa, S., Miniussi, C., Pas-
cual-Leone, A., Huber, R., Taylor, P. C., Ilmoniemi, R. J., De Gennaro, L., 
Strafella, A. P., Kähkönen, S., Klöppel, S., Frisoni, G. B., George, M. S., Hallett, 
M., Brandt, S. A., Rushworth, M. F., Ziemann, U., Rothwell, J. C., Ward, N., 
Cohen, L. G., Baudewig, J., Paus, T., Ugawa, Y., Rossini, P. M. (2009).  
Consensus paper: Combining transcranial stimulation with neuroimaging. 
Brain Stimulation, 2(2), 58-80. 
This consensus paper comprehensively reviews the current state of the art as 
well as conceptual and methodological considerations regarding TMS-EEG and other 
combinations of TMS and neuroimaging methods such as structural and functional 
MRI, PET, magnetoencephalography (MEG), and near infrared spectroscopy (NIRS).  
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3 Empirical Studies 
3.1 Research Agenda 
Neuroscientific research of the last decades has considerably extended our knowl-
edge of how sleep and brain plasticity might be connected. However, the specific 
neuronal mechanisms mediating this relationship are still uncovered and some key 
assumptions of the major theories on synaptic homeostasis during sleep (Tononi & 
Cirelli, 2006) and on sleep-dependent active system memory consolidation by reacti-
vation (Born et al., 2006; Diekelmann & Born, 2010; Marshall & Born, 2007; Rasch & 
Born, 2007) have not been proven yet. Moreover, a promising new technique for 
modulating neuronal processing modes of memory acquisition during wakefulness 
(Kirov, Weiss, Siebner, Born, & Marshall, 2009) and consolidation during sleep 
(Marshall, Helgadottir et al., 2006; Marshall, Mölle et al., 2006) by transcranial appli-
cation of oscillating currents has recently emerged. However, the mechanisms of ac-
tion underlying this stimulation technique are still unknown and it is of vital impor-
tance to determine these before the technique might become a therapeutical tool in 
the future. The empirical research branch of this thesis can therefore be divided into 
three major parts:  
The first part is concerned with the synaptic homeostasis hypothesis, testing 
its major assumptions (i) that extent and topography of SWA depend on the amount 
and direction of previously induced synaptic plasticity and (ii) that synaptic strength is 
actually downscaled during SWS (Æ PAPER II).  
The second part focuses on the neuronal mechanisms of sleep-dependent 
system consolidation of declarative memories. I will first report research on how slow 
and fast sleep spindles are differentially grouped in the slow oscillation cycle, pre-
sumably undertaking different functions in cortical plasticity (Æ PAPER III). I will then 
provide first-time evidence from simultaneous EEG-fMRI recordings during sleep, 
demonstrating that spindles actually drive learning-specific hippocampo-neocortical 
reactivation in humans (Æ PAPER IV). 
The third part aims at elucidating the neurophysiological basis on which the 
exogenous application of oscillatory tDCS may interact with ongoing endogenous 
oscillations of the brain. I will report two studies on how slow oscillation-like tDCS can 
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affect both acute (Æ PAPER V) and lasting (Æ PAPER VI) changes in cortical excitabil-
ity during wakefulness.  
Each of the next subsections will start with outlining the specific research 
questions of the study followed by a concise summary of its experimental design and 
results and will be closed by a brief conclusion. For any methodological details, a full 
presentation of the results, and a more comprehensive discussion the reader is 
kindly referred to the respective original research paper provided in the appendix. 
 
3.2 Part I: Synaptic homeostasis during Sleep 
The synaptic homeostasis hypothesis (Tononi & Cirelli, 2003, 2006) proposes a 
process of synaptic downscaling during NREM sleep, downregulating previous syn-
aptic potentiation to maintain a proper range of plasticity and the functionality of neu-
ronal networks (see Section 1.3.1). This process is believed to be mediated by the 
cortical slow oscillation, which should therefore depend in its extend and localization 
on the amount and topography of previous potentiation. 
 
3.2.1 How Plasticity Affects Subsequent Sleep 
PAPER II  
Bergmann, T. O., Mölle, M., Marshall, L., Kaya-Yildiz, L., Born, J., & Siebner, H. 
R. (2008). A local signature of LTP- and LTD-like plasticity in human NREM 
sleep. European Journal of Neuroscience, 27(9), 2241-2249. 
The prediction that the local expression of slow wave activity (SWA) directly depends 
on bidirectional synaptic plasticity has gained empirical evidence from various 
sources, including human data (Huber et al., 2007; Huber et al., 2006; Huber et al., 
2004). It has, however, remained unclear whether the observed bidirectional changes 
in local SWA actually depend on previous synaptic potentiation and depression or 
rather on the mere amount of neuronal activation in the respective neuron popula-
tions. Moreover, despite repeatedly reported changes in spindle activity associated 
with altered SWA and the widely proposed function of sleep spindles in cortical plas-
ticity, the direct dependency of spindle expression on basic cortical plasticity para-
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digms has never been tested. In addition, data on actual sleep-dependent changes in 
cortical excitability are rare, although the synaptic homeostasis hypothesis would 
predict a general reduction caused by downscaling during SWS. 
Research Question 1: Is it bidirectional synaptic plasticity or mere usage of 
cortical neurons that modulates subsequent local SWA? 
Research Question 2: Does the local cortical expression of sleep spindles di-
rectly depend on previously induced cortical plasticity? 
Research Question 3: Is (motor-)cortical excitability globally reduced during 
sleep while enhancing differential effects (signal-to-noise ratio)? 
To address these questions we employed a relatively new transcranial brain 
stimulation paradigm termed paired associative stimulation (PAS) to induce either 
LTP- or LTD-like plasticity in the hand area of the primary motor cortex (M1HAND). 
PAS can induce bidirectional plasticity in the motor or somatosensory cortex just by 
varying the interstimulus interval (ISI) according to the rules of STDP (Section 
1.1.1.3), nevertheless applying the same absolute amount of neuronal input (Stefan, 
Kunesch, Benecke, Cohen, & Classen, 2002; Stefan et al., 2000; Wolters et al., 
2003). During motor PAS, single-pulse TMS over the left M1HAND is repeatedly paired 
with electrical stimulation of the contralateral median nerve at the wrist. If the periph-
eral volley (presumably via sensorimotor projections) arrives at the motor cortex 
shortly before the TMS pulse, excitability of corticospinal motor neurons will be facili-
tated (LTP-like). Conversely, if the TMS pulse shortly precedes the peripheral input 
into M1HAND, lasting inhibition of motor cortical excitability is caused (LTD-like). These 
excitability changes are topographically specific to the proximal hand muscles inner-
vated by the median nerve (i.e. the abductor pollicis brevis muscle, APB) and can be 
assessed by measuring changes in peak-to-peak amplitudes of motor evoked poten-
tials (MEP) due to single-pulse TMS. The paradigm can be further individualized by 
adjusting the ISI to the subject-specific N20 latency of the somatosensory evoked 
potential (SEP) (Muller-Dahlhaus, Orekhov, Liu, & Ziemann, 2008; J. F. Müller, 
Orekhov, Liu, & Ziemann, 2007; Ziemann, Ilic, Pauli, Meintzschel, & Ruge, 2004). 
We applied PASLTP (ISI = N20+2ms), PASLTD (ISI = N20-5ms), or PAScontrol 
(eight randomized and per se ineffective ISIs; to adjust for any unspecific stimulation 
or time effects) to the M1HAND of twelve subjects directly before they went to bed in 
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the evening. MEPs were acquired before and after PAS as well as the next morning 
after a full night of sleep, during which PSG and 27-channel EEG was continuously 
recorded. Changes in MEP amplitudes were used to determine successful induction 
of bidirectional plasticity and its modulation across sleep. EEG activity was analyzed 
to reveal plasticity-related changes in local SWA as well as power and density of 
slow (10-13 Hz) and fast (13-16 Hz) sleep spindles. 
MEPs showed high inter-individual variations in the conditioning effects of 
PASLTP and PASLTD on cortical excitability and a marked general excitability decrease  
across the night. Nevertheless, PAScontrol-adjusted data revealed a differential effect 
of both protocols which did not decay but, if anything, increased across a full night of 
sleep - though usually vanishing within about an hour (Figure 1, Bergmann et al., 
2008). This was true for the targeted APB muscle only, but not for the control first 
dorsal interosseus (FDI) and abductor digiti minimi (ADM) muscles. EEG analyses 
revealed widespread and topographically rather unspecific effects of PAS on SWA as 
well as slow spindle power and density during the first hour of non-rapid eye move-
ment (NREM) sleep (Figure 2, Bergmann et al., 2008). However, the individual effi-
cacy of PASLTP and PASLTD to potentiate or suppress cortical excitability strongly (r > 
0.8) correlated with the differential effect of both protocols on slow spindle power and 
density focally in the stimulated M1HAND and adjacent premotor cortex (Figure 3, 
Bergmann et al., 2008). However, no relation was found between overnight MEP 
changes and any of the EEG measures. 
Conclusion 1: While SWA was indeed differentially affected by LTP- and 
LTD-like PAS (producing the same amount of neuronal activity), the effects were 
relatively widespread and even showed a reversed directionality, expressing stronger 
SWA after PASLTD. Notably, two other groups have published quite similar studies 
shortly afterwards, also using PAS to probe plasticity-related changes in subsequent 
sleep. While Huber and colleagues reported the proposed bidirectional and topog-
raphically specific changes in SWA (Huber et al., 2008), De Gennaro et al. also found 
inconsistent results lacking the proposed specificity (De Gennaro et al., 2008). Thus, 
changes in SWA actually depend on previously induced synaptic plasticity and not 
merely neuronal activity, however, the direction of these changes does not appear to 
be as straight forward as expected.  
Empirical Studies   61 
 
Conclusion 2: The comparably strong correlation (r > 0.8) between PAS ef-
fects and focal changes in spindle power and density indicates that the bidirectional 
induction of cortical plasticity shapes the local expression of slow sleep spindles dur-
ing subsequent NREM sleep. As this effect was exclusive for slow spindles and was 
mainly driven by the PASLTD protocol, potentially different functions of slow and fast 
sleep spindles are extensively discussed in the original research paper. 
Conclusion 3: While (motor-)cortical excitability fundamentally decreased 
over night, the differential effect between both plasticity protocols rather became 
stronger. These results could either be explained in terms of synaptic downscaling 
and increased signal-to-noise ratio (synaptic homeostasis hypothesis) or as sleep-
dependent consolidation and strengthening of initially weak and labile memory 
traces. However, lacking a waking control group, other effects such as circadian 
rhythm, immobilization effects etc. cannot be ruled out and hamper a clear interpreta-
tion of the results. Future studies have to explicitly address these points. 
 
3.3 Part II: System Memory Consolidation during Sleep 
The temporally fine-tuned interplay of cortical slow oscillations, hippocampal sharp 
wave-ripples, and thalamo-cortical spindles during NREM sleep has been proposed 
to mediate the process of sleep-dependent active system memory consolidation by 
reactivation (Born et al., 2006; Diekelmann & Born, 2010; Marshall & Born, 2007; 
Rasch & Born, 2007) (Section 1.3.2). However, the exact rules according to which 
theses oscillations interact are still unknown and so is the potential functional differ-
ence between slow and fast sleep spindles. Moreover, although learning-related hip-
pocampal activation has been shown by neuroimaging in humans during SWS 
(Peigneux et al., 2004) the reactivation has never been temporally related to specific 
EEG events. Yet, if the proposed model is correct, cortical representations which had 
been connected by the hippocampus during declarative learning should be reacti-
vated by sleep spindles time-locked to the hippocampal sharp wave-ripples during 
subsequent NREM sleep.  
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3.3.1 Differential Grouping of Slow and Fast Sleep Spindles in the 
Slow Oscillation 
PAPER III 
Mölle, M., Bergmann, T. O., Marshall, L., & Born, J. (in prep). Slow and fast spin-
dles grouped in opposite phase during slow sleep oscillations. 
Sleep spindles group hippocampal ripples events (Siapas & Wilson, 1998) as they 
are themselves grouped by the cortical slow oscillation (Mölle et al., 2002). The tha-
lamo-cortical sleep spindle is the proposed key mechanism for a sleep-dependent 
modulation of cortical plasticity by causing massive Ca2+-influx into the apical den-
drites of neocortical neurons (Destexhe et al., 2007; Marshall & Born, 2007), thereby 
potentially acting as an amplifier for the incoming hippocampal information. However, 
since probably relying on the principles of STDP, the exact timing of ripples, spindles, 
and slow oscillations is believed to be critical (Diekelmann & Born, 2010). Therefore 
variations in the temporal arrangement of these nested oscillations might provide the 
basis for bidirectional plasticity, i.e. LTP and LTD, a functional difference that has 
already been suggested to distinguish fast and slow sleep spindles (Paper II, Berg-
mann et al., 2008).    
Research Question: Are slow and fast sleep spindles differently grouped in 
slow oscillations and may they thus have different functions in sleep dependent plas-
ticity? 
Polysomnography and 27-channel EEG were recorded during a full night of 
sleep in eleven healthy male subjects. EEG data were analyzed with respect to the 
exact grouping of slow and fast sleep spindles in the slow oscillation. Individual slow 
oscillations and sleep spindles were detected according to standard algorithms (Gais 
et al., 2002; Mölle et al., 2002) in those channels expressing the largest power in the 
respective frequency band, that is fronto-central for slow oscillations (0.5-1.1 Hz) and 
slow spindles (9-12 Hz), and centro-parietal for fast spindles (12-15 Hz) (see Figure 1 
for power distribution and Figure 2 for averaged event plots, Mölle et al., in prep.).  
Event correlation histograms of spindle activity were calculated to determine 
the temporal relationship between the three oscillators. These analyses revealed that 
fast centro-parietal spindles preceded slow frontal spindles by roughly 500 ms 
(Figure 3, Mölle et al., in prep.). Notably, while fast spindles were most pronounced 
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during the slow oscillation up state (cf. Mölle et al., 2002), slow spindles were pre-
dominantly located in the up-to-down state transition of the slow oscillation, peaking 
briefly before its negative peak (Figure 4, Mölle et al., in prep.). Analyses of slow os-
cillation sequences further revealed that fast spindles were largest when occurring in 
the first of a series of continuous slow oscillations, while the slow oscillation itself be-
came largest when already preceded by another one, and the slow spindle size var-
ied in parallel with the slow oscillation (Figure 7, Mölle et al., in prep.).  
Conclusion: Slow and fast sleep spindles are in fact grouped in opposite 
phases of the cortical slow oscillation, therefore providing an ideal mechanism for 
bidirectional plasticity. Slow spindles arrive in the neocortex during phases of wide-
spread hyperpolarization (down state), finding neocortical neurons in a relatively un-
responsive state. Conversely, neocortical fast spindle input coincides with massive 
depolarization (up state) and is therefore likely followed by suprathreshold excitation 
of cortical neurons. According to the rules of STDP (Section 1.1.1.3), this temporal 
relationship might favor LTP and LTD, respectively. Moreover, the cortical depolari-
zation by fast spindles seems to drive the development of further slow oscillations, 
while slow spindles do not appear to be much involved into slow oscillation initiation. 
 
3.3.2 Sleep Spindles Drive Learning-specific Hippocampo-
Neocortical Reactivation  
PAPER IV 
Bergmann, T. O., Mölle, M., Diedrichs, J., Born, J., & Siebner, H. R. (in prep). 
Sleep spindles drive learning-specific hippocampo-neocortical reactivation. 
Reactivation of temporally specific neuronal patterns has been shown to take place 
time-locked to sharp-wave ripple activity during post learning NREM sleep in rodents’ 
hippocampus (Ji & Wilson, 2007; Lee & Wilson, 2002; Sutherland & McNaughton, 
2000; Wilson & McNaughton, 1994) and prefrontal cortex (Peyrache et al., 2009), 
whereas in humans there is only coarse evidence for stronger hippocampal activity 
during SWS after spatial learning coming from PET imaging work with low temporal 
and spatial resolution (Peigneux et al., 2004). However, we actually have quite pre-
cise predictions about when and where reactivation should occur. Hippocampo-
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neocortical crosstalk should take place when the cortical slow oscillation synchro-
nizes hippocampal sharp wave-ripples and thalamo-cortical spindles (Born et al., 
2006).  Moreover, the hippocampus should jointly reactivate those cortical represen-
tations, that have been bound together during previous learning (Frankland & Bon-
tempi, 2005). We therefore chose learning material for which the cortical sites of 
processing are well known, i.e. faces (fusiform face area, FFA; occipital face area, 
OFA) and scenes (parahippocampal place area, PPA). Stimuli had to be linked dur-
ing a paired associates learning task, thus requiring the hippocampus. During subse-
quent NREM sleep simultaneous EEG-fMRI was acquired, allowing to detect individ-
ual sleep spindles and to inform the fMRI model accordingly.   
Research Question: Are previously acquired hippocampo-neocortical mem-
ory traces, linking hippocampus with FFA, OFA and PPA, specifically reactivated dur-
ing sleep spindles in subsequent NREM sleep? 
Subjects were preselected in an adaptation night depending on whether they 
managed to reach deep SWS during continuous EEG-fMRI scanning. From 24 sub-
jects participating in the adaptation night only eleven could be included and only nine 
data sets could be analyzed due to data quality reasons. Prior to the adaptation night 
we also acquired the structural MR images (see experimental time line in Figure 1, 
Bergmann et al., in preparation). Then, in two separate experimental nights, subjects 
performed either a paired associates learning task, associating pictures of faces and 
scenes (LEARNING) or a basic visuomotor task, matched for basic visual stimulation 
and motor output but not requiring any learning or processing of faces and scenes 
(CONTROL) (for a detailed task description see Figure 1, Bergmann et al., in prepara-
tion). Then, subjects were equipped with MRI-compatible 32-channel EEG-caps and 
were allowed to sleep max. 2.5 h (i.e. the first sleep cycle) in the MRI scanner.  
Sleep EEG was scored and sleep spindles and slow oscillations were auto-
matically detected in all NREM epochs (Mölle et al., 2002). Sleep spindles where en-
tered in the fMRI model as events with a parametric modulator accounting for indi-
vidual spindle amplitudes. Additionally, slow oscillations and their amplitudes were 
also entered to reduce error variance in the model (Dang-Vu et al., 2008; Schabus et 
al., 2007). Moreover, cardiovascular and head movement related artifacts were mod-
eled using ECG- parameters and realignment parameters, respectively. 
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Subjects performed well on the paired associates LEARNING Task (Figure 2, 
Bergmann et al., in preparation). When contrasted against the CONTROL TASK, face 
cues selectively activated bilateral fusiform face area (FFA), occipital face areas 
(OFA), and the Amygdala. Conversely, scene cues bilaterally activated the parahip-
pocampal place area (PPA) as well as wide clusters in the parieto-occipital sulcus, 
the transverse occipital sulcus, and the intraparietal sulcus (Figure 4, Bergmann et 
al., in preparation).  
During subsequent sleep, individual sleep spindles were associated with in-
creased blood oxygenation level dependent (BOLD)-signal, mainly in the thalamus, 
bilateral hippocampi and adjacent parahippocampal gyri, clearly reflecting thalamic 
spindle generation and either direct spindle input into the hippocampus or time-
locked hippocampal sharp wave-ripple activity (Figure 5, Bergmann et al., in prepara-
tion). In several regions including the bilateral hippocampus, insula, anterior cingulate 
cortex and supplementary motor area, spindle-related BOLD-responses even cova-
ried with the respective size of individual spindle amplitudes, suggesting a direct rela-
tionship between surface EEG amplitude and BOLD-response. Contrasting sleep 
spindle amplitude regressors from LEARNING and CONTROL conditions revealed that 
spindles were more strongly associated with brain activity in the right hippocampus, 
left PPA, right FFA and bilateral OFA after LEARNING than after CONTROL (Figure 6, 
Bergmann et al., in preparation). Notably, this learning-dependent spindle-related 
neuronal activity was topographically highly specific and largely overlapped with face- 
and scene-specific neocortical regions involved in the LEARNING TASK during prior 
wakefulness (Figure 7, Bergmann et al., in preparation). 
Conclusion: We could demonstrate for the first time that neocortical areas 
representing the learned material (i.e. FFA, OFA and PPA) are indeed jointly reacti-
vated together with the hippocampus time-locked to sleep spindles in subsequent 
NREM sleep. This findings tie nicely in with the idea of a sleep-dependent active sys-
tem consolidation of declarative memories by concerted reactivation of the involved 
neuronal assemblies (Born et al., 2006; Diekelmann & Born, 2010; Marshall & Born, 
2007; Rasch & Born, 2007). 
 
66   Empirical Studies 
 
3.4 Part III: Neuromodulation by Slow Oscillatory Stimulation 
Slow oscillatory transcranial direct current stimulation (so-tDCS) has been used to 
boost endogenous slow oscillations and associated spindles during NREM sleep, 
thereby also enhancing sleep-dependent consolidation of declarative memories 
(Marshall, Helgadottir et al., 2006) (see Section 1.3.2.3). However, a similar ap-
proach using constant tDCS (c-tDCS) had previously been successful in enhancing 
both endogenous slow oscillations and declarative memory consolidation (Marshall et 
al., 2004). As the idea of frequency-specific transcranial oscillatory stimulation has 
recently been adopted to modulate memory encoding (Kirov et al., 2009) or even vis-
ual perception and voluntary movements (Kanai, Chaieb, Antal, Walsh, & Paulus, 
2008; Pogosyan, Gaynor, Eusebio, & Brown, 2009, these studies used alternating 
currents) during wakefulness, the questions arise (i) how so-tDCS actually affects 
acute ongoing activity in the stimulated cortex and (ii) whether or not so-tDCS also 
induces lasting after-effects in cortical excitability as it is known from c-tDCS. We 
therefore transferred the so-tDCS paradigm to fit into the well documented framework 
of primary motor cortex tDCS during wakefulness (M. Nitsche et al., 2008; M. A. 
Nitsche & Paulus, 2000).  
 
3.4.1 Acute effects of Slow Oscillatory Stimulation  
PAPER V 
Bergmann, T. O., Groppa, S., Seeger, M., Mölle, M., Marshall, L., & Siebner, H. R. 
(2009). Acute changes in motor cortical excitability during slow oscillatory and 
constant anodal transcranial direct current stimulation.  
Journal of Neurophysiology, 102(4): 2303-2311. 
Though boosting of endogenous slow oscillatory activity during NREM sleep is obvi-
ously possible with both so-tDCS and c-tDCS, entrainment of endogenous oscilla-
tions might only be possible using oscillatory tDCS in the currently preferred fre-
quency range of the brain, that is ~ 0.75 Hz during NREM sleep. Alternatively, as 
tDCS is known to alter motor cortical excitability within a few seconds (M. A. Nitsche 
et al., 2007; M. A. Nitsche et al., 2003; M. A. Nitsche & Paulus, 2000), it might also 
be possible to actively impose an exogenous oscillation on the cortex irrespective of 
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the prevailing endogenous oscillations just by shifting the membrane potential of cor-
tical neurons forth and back repeatedly. As it makes a huge difference to the devel-
opment of oscillatory stimulation techniques whether mere entrainment of ongoing 
endogenous rhythms or even imposition of arbitrary frequencies is possible, this is an 
important question to address.  
Research Question: Can so-tDCS interact with ongoing activity in the (motor) 
cortex in a way that cortical excitability actually couples to and thus covaries with the 
exogenous slow oscillation?   
In ten healthy individuals we used online single-pulse TMS to detect system-
atic shifts in the excitability of corticospinal motor neurons of M1HAND during oscilla-
tory anodal tDCS. In separate sessions, we repeatedly applied 30s trials (2 x 20 min 
blocks) of either sleep slow oscillation-like 0.8Hz sinusoidal (so-tDCS) or traditional 
constant anodal tDCS (c-tDCS) to the M1HAND during quiet wakefulness. Simultane-
ously and time-locked to different phase angles of the exogenous slow oscillation, 
MEPs were obtained as an index of corticospinal excitability in the contralateral hand 
muscles 10, 20, and 30 s after the onset of tDCS. MEPs were also measured offline 
before, between and after both stimulation blocks to detect any lasting excitability 
shifts (Figure 1, Bergmann et al., 2009).  
Both tDCS modes increased MEP amplitudes during 30-s periods of stimula-
tion with an attenuation of the facilitatory effect towards the end of a 30s tDCS trial 
(Figure 3,Bergmann et al., 2009). However, no phase-locking of corticospinal excit-
ability to the exogenous oscillation was observed during so-tDCS. Offline TMS re-
vealed that both types of tDCS resulted in a lasting increase in corticospinal excitabil-
ity (Figure 4,Bergmann et al., 2009) with the individual magnitude of MEP facilitation 
during the first trials of tDCS predicting the lasting facilitation of MEP amplitudes 
found after tDCS (Figure 5, Bergmann et al., 2009).  
Conclusion: At least during wakefulness, excitability of the motor cortex does 
not couple to the exogenously applied rhythm of so-tDCS, while so-tDCS is as effec-
tive as c-tDCS in producing general excitability shifts, even outlasting the stimulation 
itself. Therefore it seems unlikely that oscillatory tDCS can actively impose rhythms 
to the cortex which are not preferred by the current brain state. However, to clarify 
this point the experimental paradigm could be either transferred to NREM sleep, or 
68   Empirical Studies 
 
oscillatory tDCS in more wake-like frequencies could be applied to awake  subjects. 
However, both alternatives come with major technical challenges. 
 
3.4.2 After-effects of Slow Oscillatory Stimulation 
PAPER VI 
Groppa, S., Bergmann, T. O., Siems, C., Mölle, M., Marshall, L., & Siebner, H. R. 
(2010). Slow-oscillatory transcranial DC stimulation can induce bidirectional 
shifts in motor cortical excitability in awake humans. 
 Neuroscience, 166(4): 1219-1225. 
Paradigms of transcranial oscillatory stimulation are used more and more often as a 
means to interact with ongoing cognition, perception, and movements through modu-
lation of ongoing oscillatory brain activity (Kanai et al., 2008; Kirov et al., 2009; Mars-
hall, Helgadottir et al., 2006; Marshall, Mölle et al., 2006; Pogosyan et al., 2009). 
However, as in most of theses studies the stimulation targets on non-motor brain ar-
eas and the dependent measures focus on changes in behavior and EEG oscillatory 
activity, lasting cortical excitability changes have mostly been neglected (but see 
Antal et al., 2008; Bergmann et al., 2009). However, the capability of inducing long 
lasting (> 1 h) excitability shifts is the most well and consistently described feature of 
traditional constant tDCS applications (M. Nitsche et al., 2008). Changes in cortical 
excitability could therefore be an alternative explanation for some behavioral and 
EEG effects which so far have rather been ascribed to the exogenously applied oscil-
lation itself. It is thus highly important to clarify if and by which means oscillatory 
tDCS may induce bidirectional LTP- and LTD-like plasticity, that is lasting cortical ex-
citability changes as a “side effect”. 
Research Question: Is so-tDCS capable of inducing bidirectional, polarity-
dependent plasticity in the M1HAND and is it as effective as c-tDCS when matching for 
the total amount of injected current?   
Experiment 1. In separate sessions, we applied 10 min of either anodal or ca-
thodal c-tDCS or so-tDCS to the left M1HAND of ten healthy subjects (with a peak in-
tensity of 0.75 mA, i.e. a maximal current density of 0.0625 mA/cm2 in both proto-
cols). MEPs were measured before as well as 0, 5, 10, and 20 min after the stimula-
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tion to monitor changes in motor cortical excitability (Figure 1, Groppa et al., 2010). 
While anodal and cathodal c-tDCS induced significant excitability increases and de-
creases, respectively, lasting for at least 20 min, so-tDCS had no effects at this in-
tensity  (Figure 2, Groppa et al., 2010). 
Experiment 2. In a separate group of ten subjects, peak current intensity of so-
tDCS was doubled to 1.5 mA (maximal current density 0.125 mA/cm2), matching the 
total amount of injected current to that of c-tDCS at 0.75 mA (Experiment 1), while 
leaving all other stimulation parameters constant. Now, anodal and cathodal so-tDCS 
also produced bidirectional changes in corticospinal excitability comparable to those 
of c-tDCS at 0.75 mA (Figure 2, Groppa et al., 2010). 
Conclusion: Ten minutes of anodal and cathodal so-tDCS can induce lasting 
bidirectional changes in (motor-)cortical excitability. The effects are moreover compa-
rable to those caused by c-tDCS when matched for total current charge, whereas the 
effectiveness of both tDCS modes might slightly differ regarding the duration of after-
effects and the minimal effective current density. Moreover, the impact of other po-
tentially contributing factors such as the frequency of stimulation, peak current den-
sity, stimulation duration, electrode size, etc. and the interaction between these fac-
tors have yet to be determined. However, it is at least obvious that tDCS with oscillat-
ing current strength can lastingly affect cortical excitability, rendering c-tDCS an im-
portant control condition for experimental designs. The effects on cortical excitability 
are less clear when using alternating currents (Antal et al., 2008) although the devel-
opment of new protocols such as transcranial random noise stimulation (Terney, 
Chaieb, Moliadze, Antal, & Paulus, 2008) suggests that polarity does not have to be 
constant to induce lasting excitability changes. 
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4 Discussion 
Sleep benefits plastic brain processes in general and processes of synaptic homeo-
stasis and systemic memory consolidation in particular. With respect to the empirical 
evidence that has accumulated over the last decade this can nowadays be stated as 
a fact. However, the very neuronal mechanisms underlying these sleep-dependent 
processes are still largely unknown. The objective of my own theoretical considera-
tions and empirical studies that are constituting this thesis is to further unravel these 
relationships. Focusing on the role of sleep-specific brain oscillations, that is particu-
larly on sleep spindles and slow oscillations, I used a multimodal neuroscientific ap-
proach to investigate how the interaction of these oscillations might mediate brain 
plasticity during sleep. 
 While detailed interpretations of the empirical results can be found in the re-
spective original research papers (see Appendix), in the following I will more gener-
ally embed my own findings in the context of the existing literature and discuss their 
implications for further research. Beyond that, I will outline some of the most impor-
tant open questions in the field which need to be answered in the future. The studies 
will be discussed in the same order as introduced in Section 3. 
  
4.1 Synaptic Homeostasis during Sleep 
The synaptic homeostasis hypothesis (Tononi & Cirelli, 2003, 2006) has gained sub-
stantial support over the last years from both animal and human studies. In the latter, 
evidence has mainly come from high-density EEG recordings during NREM sleep 
after either LTP- or LTD-like plasticity had experimentally been induced (Huber et al., 
2007; Huber et al., 2006; Huber et al., 2004). Changes in slow wave activity (neglect-
ing the spindle frequency range) were interpreted as a direct consequence of 
changed synaptic weights. Above that, changes in SWA are in turn believed to reflect 
the amount of synaptic downscaling taking place in order to return to a homeostatic 
level of synaptic plasticity. As could be demonstrated by our own work (Paper II, 
Bergmann et al., 2008) as well as by other groups (De Gennaro et al., 2008; Huber et 
al., 2008), changes in sleep oscillatory activity are actually caused by plastic changes 
instead of merely depending on the amount of prior use. However, these changes 
are obviously not confined to slow waves but also extend to theta and alpha power 
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(De Gennaro et al., 2008) as well as sleep spindles (Bergmann et al., 2008). Other 
oscillations like sleep spindles might therefore interact with the slow oscillation to 
mediate plastic processes including synaptic downscaling. However, how exactly the 
slow oscillation, whether per se or by interactions with other oscillations, might cause 
synaptic changes is still unclear and for sure one of the major issues to address in 
the next years. 
Beside that, the final proof is still missing that synaptic downscaling is actually 
taking place during sleep at all. Alternatively, changed oscillatory activity could just 
reflect prior synaptic changes during wakefulness without having an effect on its own. 
And if there is downscaling, as suggested by the observed decrease in cortical excit-
ability across a night of sleep (Bergmann et al., 2008), it might not be mediated by 
the slow oscillation itself but due to mere depotentiation through motor immobilization 
and sensory deprivation. This would of course be most prominent during the state of 
sleep but not unique to it. In fact, preliminary evidence from our own lab (Nowak, 
2009; von Borstel, 2009) suggests that the excitability of the motor cortex is equally 
reduced during a sensory restricted and immobilized period of quiet wakefulness. 
However, this possibility has to be carefully investigated in greater detail.  
Another core prediction of the synaptic homeostasis hypothesis is that down-
scaling during sleep maintains synaptic plasticity in a functional range. Therefore LTP 
should be more easily induced after sleep. Unfortunately, a recent attempt to test this 
prediction explicitly by repeated premotor rTMS before and after sleep and wakeful-
ness, respectively, failed due to lacking effectivity of the employed rTMS protocol 
(Nowak, 2009; von Borstel, 2009), and therefore the question still remains to be an-
swered. Here, electrophysiological recordings in animals combined with invasive 
LTP-inducing electrical stimulation in vivio would be even more instructive. 
In the future, enormous informational gain will hopefully come from other animal 
studies applying the emerging technique of two-photon imaging (Holtmaat & 
Svoboda, 2009). With this method synaptic growth and shrinkage can be repeatedly 
observed in vivo in the intact mouse cortex which may bring final evidence for the 
synaptic homeostasis hypothesis. 
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4.2 System Memory Consolidation during Sleep 
The mechanistic model of active system consolidation (Born et al., 2006; Diekelmann 
& Born, 2010; Marshall & Born, 2007) is highly promising but still in the early stages 
of development. Its core assumption is the orchestrated interaction of nested sleep-
specific oscillations, that is cortical slow oscillations, thalamo-cortical sleep spindles, 
and hippocampal sharp wave-ripples, providing the processing mode for memory 
reorganization and redistribution by reactivation (Rasch & Born, 2007). While the 
principal involvement of these neuronal oscillations in learning and memory is cor-
roborated by a huge body of evidence (see Section1.3.2), its fine temporospatial 
characteristic have yet to be determined in order to allow for a more detailed under-
standing of how information processing and storage is maintained by these brain 
rhythms.  
 Uncovering the different timing of slow and fast sleep spindles on the back-
ground of undulating cortical excitability in the slow oscillation cycle (Paper III, Mölle 
et al., in prep.) puts forward the idea of oscillation-mediated gating and STDP as key 
mechanisms for information processing and synaptic plasticity during sleep. The en-
trainment of faster rhythms by slower oscillations seems to be a fundamental mecha-
nism for the organization of information flow in the brain (Jensen & Colgin, 2007). 
Nested oscillations cannot only be found during sleep (cortical slow oscillations 
grouping thalamo-cortical spindles in turn grouping hippocampal ripples) but also dur-
ing wakefulness (hippocampal theta (Sirota et al., 2008) and thalamo-cortical alpha 
(Osipova, Hermes, & Jensen, 2008) grouping the cortical gamma rhythm). Therefore, 
future research should focus on further disentangling the fine-tuned relationships be-
tween brain rhythms in wakefulness and sleep. For example, it has to be investigated 
whether in analogy to theta during wakefulness, sleep spindles might also entrain 
cortical gamma oscillations representing the temporal units of cortical computation 
(Fries, 2009). It might be the synchronization of hippocampal ripples and cortical 
gamma which eventually provides the critical temporal resolution for information 
transfer by STDP in the hippocampo-neocortical dialogue. 
 While hippocampal and neocortical reactivations of learning-specific areas 
during post-learning sleep in humans have earlier been demonstrated on a rough 
temporospatial scale using PET imaging (Maquet et al., 2000; Peigneux et al., 2004; 
Peigneux et al., 2003), we could by simultaneous application of EEG and fMRI now 
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provide first-time evidence that the hippocampus and learning material-specific neo-
cortical representations are conjointly reactivated time-locked to the thalamo-cortical 
sleep spindle (Paper IV, Bergmann, Mölle, Diedrichs, Born, & Siebner, in prep.). De-
tection power for the involved cortical representations was relatively low during sleep 
compared to their initial activation during wakefulness, presumably due to a higher 
noise level during memory replay (Diekelmann & Born, 2010). Nevertheless, the acti-
vation of material-specific cortical representations was closely coupled to the magni-
tude of individual sleep spindles and was topographically highly specific (involving 
almost none but the expected brain regions). These findings are in perfect accor-
dance with the active system consolidation hypothesis (Born et al., 2006; Diekelmann 
& Born, 2010; Marshall & Born, 2007). However, it is still possible that this kind of 
reactivation is just a natural consequence of a local learning-dependent strengthen-
ing of neuronal connections which in turn causes a stronger passive activation by 
otherwise functionally meaningless spindle activity (Tononi, personal communication, 
October 23, 2009). This argument is of general relevance to all correlative ap-
proaches like functional neuroimaging and can only be overcome by adding causality 
through experimental manipulation of neuronal activity. In humans this has been 
done by application of learning-related odor (Rasch et al., 2007) or acoustic cues 
(Rudoy, Voss, Westerberg, & Paller, 2009) or by transcranial stimulation techniques 
(Marshall, Helgadottir et al., 2006; Marshall et al., 2004) during sleep. However, a 
temporally much more specific manipulation of sleep spindles, paralleling the electri-
cal disturbance of hippocampal sharp-wave ripples in mice (Ego-Stengel & Wilson, 
2009; Girardeau et al., 2009), has yet to come. 
 Future research also has to determine the very conditions under which synap-
tic weights can actually be modified during sleep. It is currently unclear whether LTP 
can be induced during SWS at all (Bramham & Srebro, 1989), since both the expres-
sion of LTP-related genes and the level of neuromodulators like acetylcholine and 
noradrenaline are low (Cirelli, 2009; Diekelmann & Born, 2010). It has therefore been 
suggested that the above described spindle-related mechanisms only tags cortical 
networks to be than potentiated during subsequent REM sleep when the prerequi-
sites for LTP are more beneficial (Bramham & Srebro, 1989; Diekelmann & Born, 
2010). Alternatively, it might be possible that LTP can be induced only during short 
windows of slow oscillation up states where neuronal activity is orchestrated in the 
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right way (see above) and paired with noradrenergic burst activity in the locus coe-
ruleus (Eschenko & Sara, 2008). Electrophysiological data from human and animal 
experiments has to clarify how and when synaptic plasticity can be induced during 
sleep, as this affects the core of any theory on sleep-dependent memory processing. 
 Finally, the current theoretical knowledge has to be extended to the consolida-
tion of non-declarative forms of memory. It is likely that for procedural memory the 
same or at least highly similar mechanisms are working on a slightly different neu-
ronal substrate, that is involving other brain regions like the cerebellum, basal ganglia 
and cortical motor areas. I therefore suggest a stronger focus on the similarities at 
the neuronal than on the differences on the phenomenological level.   
 
4.3 Neuromodulation by Slow Oscillatory Stimulation 
Our current understanding of how concerted oscillatory brain activity gives rise to dif-
ferent state-dependent information processing modes is still in its infancy. Neverthe-
less, first pioneering attempts to manipulate ongoing neuronal computation by means 
of exogenously applied oscillatory currents have already been successful regarding 
memory processing (Kirov et al., 2009; Marshall, Helgadottir et al., 2006; Marshall, 
Mölle et al., 2006), perception (Kanai et al., 2008; but see Schwiedrzik, 2009), and 
motor performance (Pogosyan et al., 2009). However, to exploit the full potential of 
this emerging technique, we need to know much more about its very mechanisms 
and the precise conditions rendering a specific intervention effective. Various stimula-
tion parameters such as current flow (DC vs. AC), current polarity (anodal vs. catho-
dal), current modulation (constant vs. oscillatory), current intensity (maximum or av-
eraged strength, total charge, etc.), frequency, duration, and electrode positioning 
may interact in numerous ways with the present state of the brain, depending on its 
vigilance state (wake, drowsiness, sleep, anesthesia, etc.) and ongoing processing 
modes.  
Currently, it is not even fully determined whether entrainment of endogenous 
oscillations by exogenous time-variant currents is possible at all. The key findings of 
slow oscillatory anodal DC stimulation during NREM sleep (Marshall, Helgadottir et 
al., 2006), i.e. increased slow oscillatory and associated spindle activity during sub-
sequent stimulation-free periods and improved declarative memory consolidation, 
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have previously been shown by application of non-oscillatory constant anodal tDCS 
during NREM sleep (Marshall et al., 2004). Therefore, it might have been the mere 
average membrane potential shift induced by anodal charge over the prefrontal cor-
tex that increased endogenous slow oscillations and thereby memory consolidation. 
Although endogenous oscillations after termination of slow oscillatory stimulation 
seemed to keep in phase for a few cycles, strong statistical evidence for actual 
phase-locking is still missing. Notably, 0.75 Hz stimulation during REM sleep as well 
as 5 Hz stimulation during NREM sleep remained ineffective. While the first fact 
could be fully attributed to a different role of REM sleep in memory consolidation, the 
latter strongly suggests an impact of the stimulation frequency. As constant tDCS 
(virtually the lower bound of the frequency range) is still effective, it might be possible 
that not frequency but total current charge are important and the neuronal membrane 
potential is just not affected any more when periods of high current strength become 
too short with increasing frequency.  
This idea is corroborated by the two slow oscillatory tDCS studies included in 
this thesis (Paper V, Bergmann et al., 2009; Paper VI, Groppa et al., 2010). By trans-
ferring the idea of slow oscillatory DC stimulation to wakefulness, applying it to the 
well studied primary motor cortex, and using a standard electrode montage, we es-
tablished comparability with the existent large body of empirical tDCS data, embed-
ding our results in the present theoretical framework. Notably, we found slow oscilla-
tory tDCS to be as effective as classical constant tDCS in facilitating acute motor cor-
tical excitability, totally independent of the actual phase of the exogenous slow oscil-
lation (Paper V, Bergmann et al., 2009). Not even time points of maximal and zero 
current strength within the continuous oscillatory stimulation differed regarding their 
impact on cortical excitability, while stimulation pauses of several seconds were suffi-
cient for acute facilitation to decay again. Moreover, the well known polarity-
dependent after-effects on cortical excitability were comparable for slow oscillatory 
and constant tDCS for both anodal (Paper V, Bergmann et al., 2009; Paper VI, 
Groppa et al., 2010) and cathodal (Paper VI, Groppa et al., 2010) polarity, when pro-
tocols were matched for total current charge, although minimal necessary current 
strength or stimulation duration might be lower for constant tDCS (which has to be 
explored in future studies).  
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Taken together, these results suggest that the effective mechanism of tran-
scranial DC stimulation might be its unspecific depolarizing (anodal) or hyperpolar-
izing (cathodal) effect on the membrane potential of cortical neurons, with the stimu-
lation frequency only determining the boundaries of effectivity due to the neurons’ 
frequency-dependent responsiveness (Hutcheon & Yarom, 2000). However, our re-
sults might not be generalized to other vigilance states (i.e. sleep) as filter character-
istics of stimulated neurons may shift depending on the neurochemical background of 
the prevailing brain state, thus becoming more or less responsive to specific stimula-
tion frequencies. Unfortunately, recent slow oscillatory DC stimulation studies during 
wakefulness (e.g. Kirov et al., 2009) lack the control by constant stimulation and are 
therefore uninformative regarding the impact of the stimulation’s oscillatory nature (as 
compared to a mere DC shift). The situation might be different for protocols using AC 
stimulation, as there is average DC capacity and only stimulation frequency (and may 
be current gradients) can be effective. However, recent results suggesting a strong 
brain state-dependency for the effective AC frequency (Kanai et al., 2008) have been 
questioned (Schwiedrzik, 2009). 
To actually uncover how exogenous transcranial current stimulation interacts 
with ongoing endogenous oscillations, it will be essential to develop new techniques 
in order to cope with the comparably massive tDCS artifacts in simultaneous EEG 
recordings (EEG in µV vs. tDCS in mV). This feasibility is crucial for investigating the 
details of acute stimulation-induced changes in cortical activity. 
On condition of a more thorough understanding of its mechanisms, transcra-
nial oscillatory stimulation could be used as a therapeutical tool in the future to facili-
tate functional and inhibit pathological oscillatory activity in patients with neurological 
diseases or maybe even in the elderly when normal brain function deteriorates with 
time. 
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5 Conclusions 
Sleep plays a fundamental role in brain plasticity both on the synaptic and on the sys-
tem level. While processes of global synaptic downscaling take effect independently 
on individual neurons to maintain synaptic homeostasis, system consolidation in-
volves not only the stabilization of newly acquired memory traces but also their reor-
ganization and spatial redistribution within large-scale neuronal networks.  
The loss of consciousness, passively protecting against interference with on-
going information processing, may provide the indispensable framework for these 
profound changes to occur. However, beyond that, an active function of sleep in 
terms of covert information (re-)processing, is more than likely. As during wakeful-
ness, cross-talk within and between distant neuronal networks has to be organized in 
time to enable an effective information flow. This is achieved by a set of hierarchically 
coupled oscillators of different frequencies, establishing the exact timing that is nec-
essary for the integration of distributed information and the modification of individual 
synapses, resembling the subunits of memory. In NREM sleep, the crucial set of os-
cillations mainly (though not exclusively) consists of the cortical slow oscillation (< 1 
Hz), thalamo-cortical sleep spindles (~10-16 Hz), presumably cortical gamma (~40-
100 Hz), and hippocampal sharp wave-ripples (~100-600 Hz).  
The theoretical considerations and empirical research projects my thesis is 
based on aimed at a more thorough investigation of how these neuronal oscillations 
interact to serve brain plasticity and memory processing during sleep. Further, I in-
tended to set the neurophysiological ground for a more well founded application of 
transcranial oscillatory techniques to actively modify these oscillatory processing 
modes. I therefore employed a multimodal neuroscientific approach at the systems 
level by combining the techniques of TMS, tDCS, fMRI, and EEG (Paper I, H. R. 
Siebner, Bergmann et al., 2009). 
While verifying the idea that the activity of slow waves does in fact depend on 
the previous induction of bidirectional synaptic plasticity and not on mere usage, we 
found this effect to be not as specific as predicted regarding its direction and topog-
raphy. Instead, the expression sleep spindles revealed a topographically highly spe-
cific marker for previously induced cortical plasticity (Paper II, Bergmann et al., 
2008). Furthermore, our findings suggested a possible dissociation of the functions of 
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frontal slow spindles (~10-13 Hz) and centro-parietal fast spindles (~13-16 Hz) in 
brain plasticity, which might be mediated by a different timing with respect to the slow 
oscillation.  
This idea is supported by the finding that fast and slow spindles are grouped in 
opposite phases of the slow oscillation, i.e. in its up and down states, respectively 
(Paper III, Mölle et al., in prep.). By this means, the two spindle types might feed in-
formation into the neocortex which either becomes facilitated (up state) or sup-
pressed (down state), thus making up a potential mechanism for the bidirectional 
modification of synaptic strength. However, this is highly speculative and has to be 
systematically investigated in the future. 
Eventually, we could demonstrate for the first time in humans that learning ma-
terial-specific neocortical representations are in fact conjointly reactivated together 
with the hippocampus driven by sleep spindles during post-learning NREM sleep 
(Paper IV, Bergmann et al., in prep.). It, however, remains unclear whether this reac-
tivation is a mere echo of previously strengthened synaptic connections or actually 
represents a functionally meaningful reactivation in terms of memory redistribution. 
This is an important question for future research.  
Finally, basic physiological investigations on the effects of slow oscillatory 
tDCS on the excitability of the awake primary motor cortex shed new light on the po-
tential mechanisms of oscillatory tDCS. While principally as effective as conventional 
constant tDCS regarding the induction of excitability changes during (Paper V, Berg-
mann et al., 2009) and outlasting (Paper VI, Groppa et al., 2010) the stimulation, cor-
tical excitability was not entrained by the exogenous slow oscillation. Whether this 
lack of entrainment must be attributed to the current brain state and would have been 
possible during NREM sleep or whether the effective component of oscillatory tDCS 
is actually restricted to its average current charge has yet to be determined. While 
first steps are done, a sensible application of this technique has to rely on further, 
more thorough investigations. 
Taken together, our understanding of sleep-dependent plasticity has signifi-
cantly increased, but we are still at the very beginning of our endeavor to fully char-
acterize the mechanisms of its underlying oscillatory processing modes. 
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7 Summary in German / Deutsche Zusammenfassung 
Warum schlafen wir? Diese scheinbar simple Frage beschreibt tatsächlich eines der 
interessantesten Rätsel aktueller neurowissenschaftlicher Forschung. Die Tatsache, 
dass Schlaf sich evolutionär durchgesetzt hat, obwohl wir dabei das Bewusstsein 
verlieren und somit ein hohes Risiko eingehen, spricht für seine fundamentale Not-
wendigkeit (Cirelli & Tononi, 2008; aber vergleiche Siegel, 2008). Neben einer Viel-
zahl restorativer Funktionen auf metabolischer Ebene (die auch im entspannten 
Wachzustand möglich wären) wird die Kernfunktion des Schlafs heute in der Regula-
tion und Reorganisation neuronaler Plastizität gesehen (Born et al., 2006; Diekel-
mann & Born, 2010; Hobson & Pace-Schott, 2002; Maquet, 2001; Sejnowski & 
Destexhe, 2000; Steriade & Timofeev, 2003; Stickgold, 2005; Tononi & Cirelli, 2006). 
Neuronale Plastizität bezeichnet die Fähigkeit des Gehirns sich beständig an 
eine veränderte Umwelt anzupassen indem es gleichsam die Funktion und Struktur 
seiner synaptischen Verknüpfungen verändert. Diese Modifikationsmöglichkeit der 
Übertragungsstärke einzelner Synapsen stellt den Grundbaustein jeglichen Lernens 
dar. Sie ermöglicht die flexible Zusammenstellung ganzer neuronaler Netzwerke, 
welche schließlich auch die Komplexität menschliche Erinnerungen repräsentieren 
können. 
Zwei der wichtigsten derzeit propagierten Funktionen schlafbedingter neurona-
ler Plastizität sind (i) auf synaptischer Ebene die homöostatische Regulation synapti-
scher Gewichte (Tononi & Cirelli, 2006) und (ii) auf systemischer Ebene die Konsoli-
dierung frisch angelegter Gedächtnisspuren sowie deren Reorganisation und Integra-
tion in bestehende Erinnerungen (Born et al., 2006; Diekelmann & Born, 2010). Wäh-
rend die förderlichen Effekte des Schlafs auf die neuronale Plastizität und Gedächt-
niskonsolidierung auf breiter empirischer Grundlage stehen, sind die vermittelnden 
neuronalen Mechanismen noch weitgehend ungeklärt. Inzwischen existieren aller-
dings vielversprechende Modelle, welche insbesondere die Bedeutung schlafspezifi-
scher neuronaler Oszillationen in den Vordergrund stellen (Born et al., 2006; Diekel-
mann & Born, 2010; Marshall & Born, 2007; Rasch & Born, 2007; Tononi & Cirelli, 
2006). Neuronale Oszillationen bezeichnen die rhythmisch wiederkehrende neurona-
le Aktivität einer bestimmten Frequenz, die oft durch das Zusammenspiel großer 
Neuronenpopulationen zustande kommen. Eine ganze Hierarchie dieser Oszillatio-
nen, die sich hinsichtlich ihrer Entstehung, Ausbreitung und Frequenz unterscheiden, 
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organisiert die zeitliche Taktung der Informationsverarbeitung im Gehirn (für eine ex-
zellente Ausarbeitung dieses Themas siehe Buzsaki, 2006). 
Obwohl die exakten neuronalen Mechanismen, die diesen Modellen zugrunde 
liegen, noch weiter ausgearbeitet werden müssen, lieferten sie bereits die Grundlage 
für erste Ansätze um mittels oszillierender transkranieller Gleichstromstimulation auf 
die oszillatorische neuronale Informationsverarbeitung während des Schlafs einzu-
wirken  (Marshall, Helgadottir et al., 2006). Um diese Methoden zukünftig effektiv 
einsetzen zu können, müssen jedoch ihre neurophysiologischen Wirkmechanismen 
genauer erforscht werden. 
 Ziel dieser Arbeit ist es daher, die Interaktion schlafspezifischer neuronaler 
Oszillationen, ihre Bedeutung für die homöostatische Regulation neuronaler Plastizi-
tät und die systemische Gedächtniskonsolidierung, sowie schließlich die Modifikati-
onsmöglichkeiten mittels non-invasiver Stimulationstechniken genauer zu erforschen. 
 
Der Prozess der Stabilisierung einer frischen, zunächst labilen Gedächtnisspur 
wird seit Müller und Pilzecker als Konsolidierung bezeichnet (G. E. Müller & Pilz-
ecker, 1900). Diese findet sowohl auf synaptischer Ebene (synaptische Veränderun-
gen an einzelnen Neuronen innerhalb von Minuten bis Stunden) wie auch systemi-
scher Ebene (Reorganisation komplexer neuronalen Netzwerke innerhalb von Stun-
den bis Jahren) statt (Kapitel 1.1).  
Auf synaptische Ebene basiert die Verstärkung/Abschwächung der synapti-
schen Gewichte zunächst auf einer vorübergehend funktionell erhöhten/erniedrigten 
Neurotransmitterausschüttung und -aufnahme (Kapitel 1.1.1). Der Prozess der Kon-
solidierung bezieht sich hier auf den Übergang in eine längerfristige strukturelle Ver-
größerung/Verkleinerung und sogar den Aufbau/Abbau synaptischer Verbindungen. 
Diese Zu- bzw. Abnahme synaptischer Effektivität wird als Langzeitpotenzierung 
(LTP; Kapitel 1.1.1.1) und Langzeitdepression (LTD; Kapitel 1.1.1.2) bezeichnet und 
stellt die Grundlage allen Lernens und Erinnerns dar. Ob eine Synapse verstärkt oder 
abgeschwächt wird hängt von unter anderem vom exakten zeitlichen Zusammenspiel 
prä- und postsynaptischer Aktivität ab, eine Abhängigkeit die als spike timing-
dependent plasticity (STDP) bezeichnet wird (Kapitel 1.1.1.3.). Zudem existiert eine 
übergeordnete Form der Plastizität, die dafür sorgt, dass Synapsen weder übermä-
ßig verstärkt noch abgeschwächt werden um so ein ausgeglichenes Funktionsniveau 
zu bewahren: die Homöostatische Metaplastizität (Kapitel 1.1.1.4.). 
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Auf systemischer Ebene bezieht sich der Begriff der Konsolidierung auf die 
Reorganisation und räumliche Umverteilung von komplexeren neuronalen Repräsen-
tationen innerhalb von Gedächtnissystemen (1.1.2). Man unterscheidet hier unter 
anderem das deklarative (Erinnerung an Erlebnisse und Fakten; Kapitel 1.1.2.1) und 
das prozedurale (Erlernen von Fertigkeiten; Kapitel 1.1.2.2) Gedächtnissystem. Für 
das deklarative Gedächtnis bestehen besserer theoretische Modelle einer systemi-
schen Konsolidierung, weshalb es auch im Fokus dieser Arbeit steht. So wird ange-
nommen, dass der Hippokampus, eine Struktur in der Tiefe der Schläfenlappen die 
über Zwischenstationen Eingänge von allen Bereichen des Gehirns erhält, seine Sy-
napsengewichte sehr leicht ändern und somit schnell lernen kann, während der Neo-
kortex seine Verschaltungen nur langsam adaptiert und deshalb ein langsamer Ler-
ner ist (McClelland et al., 1995). Aufgabe des Hippokampus ist es nun den Neokortex 
gleichsam zu trainieren indem er die hippokampo-neokortikalen Verknüpfungen (die 
Gedächtnisspuren) wiederholt gemeinsam reaktiviert und so direkte kortiko-kortikale 
Repräsentationen als Langzeitgedächtnis generiert (Frankland & Bontempi, 2005). 
Auf lange Sicht werden die Erinnerungen dadurch unabhängig von der Integrität des 
Hippokampus. Eben diese hippokampo-neokortikale Reaktivierung findet vermutlich 
aktiv im Schlaf statt.  
  
Schlafphasen (ihrerseits einem zirkadianen Rhythmus folgend) grenzen sich 
durch eine einzigartige oszillatorische Hirnaktivität deutlich vom Wachzustand ab 
(Kapitel 1.2). Schlaf ist jedoch kein einheitliches Phänomen, sondern setzt sich aus 
einer Reihe alternierender Schlafstadien zusammen, die ihrerseits durch bestimmte 
Oszillationsfrequenzen und Ereignisse im Elektroenzephalogramm (EEG) sowie im 
Elektromyogramm (EMG) und Elektrookkulogramm (EOG) gekennzeichnet sind (Ka-
pitel 1.2.1). Die Wesentliche Unterteilung besteht in der Abgrenzung von rapid eye 
movement (REM)-Schlaf und non-REM (NREM)-Schlaf, wobei letzterer noch je nach 
Schlaftiefe in bis zu vier Unterstadien untergliedert ist (Rechtschaffen & Kales, 1968). 
Entsprechend der wichtigsten Modelle schlafabhängiger Plastizität soll hier der 
Fokus allein auf dem NREM Schlaf liegen. Während die kortikale Aktivität im Wach-
zustand wesentlich durch den sensorischen Input mitbestimmt wird, ist das Gehirn im 
Schlaf durch eine Blockade im Thalamus von der Außenwelt abgeschnitten und 
spricht im Wesentlichen mit sich selbst. Hieraus ergeben sich eine Reihe hierar-
chisch organisierter und ineinander gruppierter Oszillationen (Kapitel 1.2.2.). Dabei 
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sind insbesondere die thalamo-kortikalen Schlafspindeln (Kapitel 1.2.2.1) und die 
kortikalen langsamen Oszillationen (Kapitel 1.2.2.3) zu nennen. Schlafspindeln sind 
kurzzeitig (0,5 – 3 s) zu- und wieder abnehmende Oszillationen im Bereich von 10-13 
(langsame frontale Spindeln) bzw. 13-16 Hz (schnelle zentro-parietale Spindeln), die 
unter kortikalem Einfluss im Thalamus generiert und zurück in den Kortex projiziert 
werden (De Gennaro & Ferrara, 2003; Steriade, 2003). Langsame Oszillationen (< 1 
Hz) werden im Wesentlichen lokal kortikal generiert und breiten sich vom Entste-
hungsort über den gesamten Kortex sowie in subkortikal gelegene Strukturen aus. 
Sie bestehen aus alternierenden Phasen der Hyperpolarisation (down state) und der 
Depolarisation (up state) in denen fast alle kortikalen Neurone gemeinsam schwei-
gen bzw. feuern (Steriade, Nunez et al., 1993b). Die langsame Oszillation stellt die 
wichtigste ordnende Komponente im NREM Schlaf dar indem sie alle anderen 
schnelleren Oszillationen während der down states unterdrückt und während der up 
states synchronisiert verstärkt (Mölle et al., 2002; Steriade, 2006). 
 
 Diese eben beschriebenen schlaf-spezifischen Oszillationen bilden auch das 
Kerngerüst zwei der gegenwärtig einflussreichsten Theorien schafbedingter neurona-
ler Plastizität (Kapitel 1.3): (i) der synaptic homeostasis hypothesis und (ii) der active 
system consolidation hypothesis. 
 Die „Hypothese der synaptischen Homöostase“ (Tononi & Cirelli, 2003, 2006) 
nimmt an, dass die zunehmende Potenzierung synaptischer Gewichte während des 
Lernens im anschließenden Schlaf wieder kompensiert werden muss, um sie auf ei-
nem effektiven Ausgangsniveau zu halten und übermäßigen Energie- und Platzbe-
darf zu reduzieren (Kapitel 1.3.1). Dies soll durch sogenanntes synaptic downscaling 
geschehen, ein globales - jedoch für alle Synapsen eines Neurons proportionales - 
Herunterskalieren der Synapsengewichte, welches als zudem ein verbessertes Sig-
nal-Rausch-Verhältnis der repräsentierten Informationen zur Folge hat. Dieses Her-
unterskalieren soll durch die langsamen Oszillationen vermittelt werden, deren Aus-
prägung ihrerseits auch ein wichtiger Marker zuvor induzierter Plastizität darstellt. 
Die Hypothese „aktiver systemischer Konsolidierung“ (Born et al., 2006; Die-
kelmann & Born, 2010; Marshall & Born, 2007; Rasch & Born, 2007) basierend auf 
der Idee des hippokampo-neokortikalen Gedächtnistransfers (Kapitel 1.3.2). Sie 
nimmt an, dass die Reaktivierung und Umverteilung deklarativer Gedächtnisinhalte 
während bestimmter Zeitfenster des NREM Schlafs stattfindet. Namentlich sind dies 
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die up states langsamer Oszillationen, in welchen neben den thalamo-kortikalen 
Schlafspindeln auch die hippokampalen sharp wave-ripples, ultraschnelle (~100-600 
Hz) Salven hippokampaler Neurone, gruppiert sind. Im Rahmen dieser konzertierten 
oszillatorischen Aktivität sollen Information aus dem Hippokampus in den Neokortex 
geschrieben werden. Zahlreiche Hinweise auf die Gültigkeit dieser Hypothese kom-
men aus der Kombination von Verhaltensstudien und elektrophysiologischen Unter-
suchungen von sharp wave-ripples (Kapitel 1.3.2.1), Spindeln (Kapitel 1.3.2.2) und 
langsamen Oszillationen (Kapitel 1.3.2.3), sowie dem Einsatz funktioneller Bildge-
bung (Kapitel 1.3.2.4). Dennoch sind die exakten neuronalen Mechanismen dieser 
schlafbedingten systemischen Konsolidierung noch weitestgehend ungeklärt. 
Synaptische Homöostase und systemische Gedächtniskonsolidierung sind al-
ler Wahrscheinlichkeit nach keine konkurrierenden Theorien sondern erklären viel-
mehr gleichzeitig stattfindende Phänomene auf unterschiedlichen Ebenen (Kapitel 
1.3.3). 
 
 Um die oszillatorischen Prozesse zu untersuchen, welche synaptischer Ho-
möostase und systemischer Gedächtniskonsolidierung zugrunde liegen, sowie die 
Möglichkeiten und Mechanismen der transkranieller Modulation dieser Oszillationen 
auszuloten, habe ich mich unterschiedlicher neurowissenschaftlicher Verfahren be-
dient (Kapitel 2). Durch die Nutzung von bildgebenden Verfahren wie der Elektroen-
zephalographie (EEG) und der funktionellen Magnetresonanztomographie (fMRT) 
wie auch non-invasiven Stimulationsverfahren wie der transkraniellen Magnetstimula-
tion (TMS) und der transkraniellen Gleichstromstimulation (tDCS), sowie insbesonde-
re durch deren kombinierten Einsatz (Kapitel 2.1) - EEG-fMRT (Kapitel 2.2), TMS-
tDCS (Kapitel 2.3), TMS-EEG (Kapitel 2.4) - konnten Nachteile einzelner Methoden 
(z.B. hinsichtlich räumlicher und zeitlicher Auflösung) kompensiert werden. Die Kom-
bination von TMS mit bildgebenden Verfahren ist ausführlich im angehängten  Kon-
sens-Manuskript beschrieben, zu welchem ich als Zweitautor beigetragen habe 
(Paper I, H. R. Siebner, Bergmann et al., 2009). 
  
 Die empirischen Arbeiten (Kapitel 3) auf denen diese Dissertationsschrift be-
ruht lassen sich in drei inhaltliche Teilbereiche untergliedern (Kapitel 3.1). Sie unter-
suchen die oszillatorischen Mechanismen (i) der synaptischen Homöostase (Paper II, 
Bergmann et al., 2008), (ii) der schlafbedingten systemischen Gedächtniskonsolidie-
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rung (Paper IV, Bergmann et al., in prep.; Paper III, Mölle et al., in prep.) und (iii) der 
langsam oszillierenden tDCS als Interventionsverfahren (Paper V, Bergmann et al., 
2009; Paper VI, Groppa et al., 2010). Die Inhalte der einzelnen Arbeiten werden im 
Folgenden kurz abgerissen, eine ausführliche Darstellung findet sich in den entspre-
chenden Kapiteln sowie den Manuskripten im Anhang. 
 Paper II (Bergmann et al., 2008): Diese Arbeit konnte mittels TMS am motori-
schen Kortex zeigen, dass die Ausprägung langsamer oszillatorischer EEG Aktivität 
von der Richtung zuvor induzierter neuronaler Plastizität abhängt und nicht lediglich 
vom Ausmaß der neuronalen Aktivität während des Wachzustandes. Wir, wie auch 
andere (De Gennaro et al., 2008), fanden jedoch nicht die vorhergesagte topographi-
sche Spezifität und Richtung (Tononi & Cirelli, 2006). Hingegen zeigte sich eine 
höchst fokale Abhängigkeit der langsamen Schlafspindeln im stimulierten motori-
schen Kortex, sowie eine Konsolidierung der induzierten bidirektionalen kortikalen 
Erregbarkeitsveränderungen über den Schlaf hinweg (Kapitel 3.2.1).  
 Paper III (Mölle et al., in prep.): Ausführliche EEG-Analysen konnten zeigen, 
dass schnelle und langsame Schlafspindeln in gegensätzlichen Phasen der langsa-
men Oszillationen gruppiert werden, was auch eine unterschiedliche Funktion der 
beiden nahelegt. So ist denkbar, dass der thalamo-kortikale Input schneller Spindeln 
in den up states langsamer Oszillationen verstärkt, der Input langsamer Spindeln in 
den down states hingegen unterdrückt wird. Dies könnte entsprechend der Regeln 
der STDP eine Potenzierung bzw. Depression kortikaler Synapsen zur Folge haben, 
was einen bidirektionalen Mechanismus oszillationsbedingter Plastizität im Schlaf 
darstellen würde (Kapitel 3.3.1).  
 Paper IV (Bergmann et al., in prep.): Mittels simultaner EEG und fMRT Auf-
nahmen während des Schlafs konnte erstmalig am Menschen gezeigt werden, dass 
Schlafspindeln tatsächlich mit der Reaktivierung hippokampo-neokortikaler Gedächt-
nisspuren assoziiert sind. Nach dem Lernen von Gesichter-Landschafts-
Assoziationen war die neuronale Aktivität sowohl im Hippokampus als auch in Ge-
sichts- und Landschafts-spezifischen neokortikalen Regionen stärker von den Ampli-
tuden thalamo-kortikaler Spindeln abhängig als nach dem Ausführen einer vergleich-
baren visuo-motorischen Kontrollaufgabe. Dies stimmt mit der propagierten Bedeu-
tung von Schlafspindeln in der aktiven systemischen Gedächtniskonsolidierung 
überein (Born et al., 2006; Diekelmann & Born, 2010; Marshall & Born, 2007; Rasch 
& Born, 2007). Es besteht allerdings die Möglichkeit, dass Reaktivierungen dieser Art 
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lediglich einen bedeutungslosen Nachhall vergangener Aktivität bzw. verstärkter neu-
ronaler Verknüpfungen darstellen und keine direkte Funktonalität besitzen. Dies 
muss in weiteren Untersuchungen ausgeschlossen werden (Kapitel 3.3.2). 
 Paper V (Bergmann et al., 2009): Erregbarkeitsmessungen am wachen moto-
rischen Kortex mittels TMS während der gleichzeitigen Applikation langsam (0.8 Hz) 
oszillierender vs. konstanter anodaler tDCS zeigten, dass zwar beide Verfahren eine 
ähnliche akute Fazilitierung der kortikalen Erregbarkeit verursachen können, diese 
jedoch nicht gemeinsam mit der transkraniell angelegten Stromstärke variieren. Dies 
deutet darauf hin, dass - zumindest während des Wachzustandes - keine Ankopp-
lung der neuronalen Membranpotenziale an die transkranielle Potenzialverschiebun-
gen im Bereich schlafähnlicher langsamer Oszillationen möglich ist. Dieser Befund 
macht die Möglichkeit einer direkten Beeinflussung endogener Oszillationen durch 
oszillierende tDCS weniger wahrscheinlich. Allerdings könnte der negative Befund 
auch allein auf die während des Wachzustandes nicht präferierte langsame Fre-
quenz zurückzuführen sein (vergleiche Marshall, Helgadottir et al., 2006) (Kapitel 
3.4.1). 
 Paper VI (Groppa et al., 2010): Messungen der anhaltenden Fazilitierung bzw. 
Inhibition motorkortikaler Erregbarkeit mittels TMS infolge anodaler bzw. kathodaler 
tDCS konnten zeigen, dass langsam oszillatorische und konstante tDCS gleich wirk-
sam sein können, wenn die Gesamtladung (und nicht die maximale Stromstärke) 
übereinstimmen. Es ist also zu bedenken, dass der Einsatz oszillierender tDCS je 
nach Polarität immer auch eine anhaltende LTP-artige Potenzierung bzw. LTD-artige 
Depression im stimulierten Gewebe bewirkt, was wiederum frequenzunabhängige 
Veränderungen der endogenen oszillatorischen Aktivität zur Folge haben kann. Mög-
licherweise ist also der Einsatz von tACS (mit wechselnder Polarität) vielverspre-
chender wenn es darum geht nur indirekt über die Modifikation endogener Oszillatio-
nen auf plastische Prozesse einzuwirken (Kapitel 3.4.2).  
 
 Zusammenfassend weisen die theoretischen Überlegungen und empirischen 
Befunde in dieser Dissertationsschrift auf die maßgebliche Rolle hin, die interagie-
rende neuronale Oszillationen – insbesondere langsame Oszillationen und Schlaf-
spindeln – bei der Regulation synaptischer Plastizität sowie der systemischen Ge-
dächtniskonsolidierung spielen. Wir haben jedoch gerade erst begonnen, die 
zugrundeliegenden Mechanismen dieser Prozesse zu verstehen. 
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modifies the activity and connectivity in the stimulated neuronal circuits. TMS and neuroimaging can
also be separated in time (offline approach). A conditioning session of repetitive TMS (rTMS) may be
used to induce rapid reorganization in functional brain networks. The temporospatial patterns of TMS-
induced reorganization can be subsequently mapped by using neuroimaging methods. Alternatively,
neuroimaging may be performed first to localize brain areas that are involved in a given task. The
temporospatial information obtained by neuroimaging can be used to define the optimal site and time
point of stimulation in a subsequent experiment in which TMS is used to probe the functional
contribution of the stimulated area to a specific task. In this review, we first address some general
methodologic issues that need to be taken into account when using TMS in the context of
neuroimaging. We then discuss the use of specific brain mapping techniques in conjunction with
TMS. We emphasize that the various neuroimaging techniques offer complementary information and
have different methodologic strengths and weaknesses.
 2009 Elsevier Inc. All rights reserved.
Keywords transcranial magnetic stimulation; TMS; neuroimaging; multimodal brain mapping; EEG;
fMRI; MRI; PET; NIRS; MEGTranscranial magnetic stimulation (TMS) is an impor-
tant method for noninvasive stimulation of the human
cortex through the intact skull without producing signifi-
cant discomfort.1 TMS uses a rapidly changing magnetic
field to induce brief electric current pulses in the brain
that can trigger action potentials in cortical neurons, espe-
cially in superficial parts of the cerebral cortex. In a clinical
setting, TMS is mainly used to examine the functional
integrity of the corticospinal motor projections.
Since its introduction in 1985,1 the scientific applications
of TMS have rapidly expanded. TMS has become a valuable
tool to probe the excitability of intracortical circuits in the
motor and visual cortex.2 TMS produces a synchronizedactivation of cortical neurons, followed by a long-lasting
inhibition. This explains why single pulses or short bursts
of TMS can effectively perturb ongoing neuronal processing
in the stimulated cortex. This transient disruptive effect of
TMS, often referred to as ‘‘virtual lesion,’’3 has been exten-
sively used by cognitive neuroscientists to examine the func-
tional relevance of the stimulated area for behavior.3-5 It
should be noted, however, that the disruptive effect of TMS
may not always adversely affect task performance. Under
certain circumstances, the neurodisruptive effect of TMS
may even result in a paradoxical improvement of behavior
because of complex interactions at a systems level (eg, inter-
hemispheric or intrahemispheric interactions).6,7
60 H.R. Siebner et alDual-site TMS can induce coordinated stimulation of
two interconnected cortical areas. Using a conditioning-test
approach, dual-site TMS has been applied to assess cortico-
cortical connectivity of pathways projecting onto the primary
motor hand area.8When long continuous trains or short inter-
mittent bursts are repeatedly applied to a cortical area, repet-
itive TMS (rTMS) can induce changes in neuronal
excitability that persist beyond the time of stimulation.9,10
These neuromodulatory effects of TMS have been exploited
in many in vivo studies on cortical plasticity11,12 and may be
of some use in patients with neurologic and psychiatric
diseases to maintain or restore brain function.13Brain mapping benefits from transcranial
stimulation
In the last 2 decades, advances in functional mapping
techniques have revolutionized human brain research,
providing a sensitive means of identifying brain regions
where neuronal activity correlates with behavior. Although
brain mapping can readily identify the spatial extent and
the temporal profile of brain activation during an experi-
mental task, the ‘‘correlative nature’’ of these techniques
precludes conclusions about the causal importance of an
activated brain area to task performance. In contrast to
neuroimaging techniques, TMS is an interventional method
that can be used to transiently and reversibly interfere with
ongoing neuronal activity in the stimulated neuronal
circuitries of the brain.14 The ‘‘interventional nature’’ of
TMS has added a new dimension to human brain mapping,
opening up unique possibilities to probe causality at the
systems level of sensory, cognitive, and motor brain
networks.8 For instance, when TMS is applied during an
experimental task, its perturbative effects can be used to
make causal inferences regarding the functional contribu-
tion of the stimulated cortex to a specific brain function.4
In addition, the high temporal resolution of single-pulse
TMS can be exploited to identify critical periods during
which the stimulated area and its connections to other brain
regions make a critical contribution to the experimental
task (often referred to as chronometry).3 Hence, the
combined TMS-neuroimaging approach is capable of
tracing the temporospatial dynamics of causal interactions
within functional brain networks.
TMS can also be used to activate and studymechanisms of
acute cortical reorganization in the healthy human brain. This
is achieved by applying periods of rTMS over a target area to
produce effects on cortical circuits that outlast the duration of
the rTMS session. The functional after effects that can be
elicited with rTMS depend on the variables of stimulation
such as intensity, frequency, and total number of stimuli and
the functional state of the cortex targeted by rTMS. These
neuromodulatory effects have great potential for studies on
adaptive neuroplasticity in the human brain.12 Critically, the
conditioning effects of rTMS are not limited to the stimulatedcortex, but focal rTMS gives rise to functional changes in in-
terconnected cortical areas as well.12 Functional brain
mapping techniques offer a wide range of methods to map
the temporospatial patterns of local and distal reorganiza-
tional changes in brain function. As such, neuroimaging
offers a valuable means of exploring how rTMS impacts on
the human brain, providing new insights into the change-
ability of functional brain networks.15-17Transcranial stimulation benefits from brain
mapping
It is worth bearing in mind that TMS represents a non-
physiologic means of producing neuronal activity in the
human brain. A key question is how this nonphysiologic
mode of brain stimulation interacts with the intrinsic
neuronal activity in the human brain. Motor evoked
potentials (MEPs) or TMS-induced percepts (eg, phos-
phenes) have been used to explore how TMS excites the
human cortex. Most of the knowledge about the physio-
logic mechanisms of actions has been gathered with TMS
of the primary motor hand area (M1-HAND) in studies that
recorded MEPs elicited by single or paired transcranial
stimuli in a contralateral hand muscle. Other studies
examined the behavioral consequences of TMS in well-
defined experimental tasks. Although these studies can
highlight the functional involvement of cortical areas in
perception, cognition, and motor control, they provide no
clues regarding the physiologic mechanisms that cause or
prevent a TMS-evoked change in behavior. The limited
insights into the mechanisms of action revealed by MEP
recordings or behavioral testing motivated the use of
neuroimaging techniques to map the acute and conditioning
effects of TMS on brain function.General considerations
The timing of TMS relative to neuroimaging
The timing of TMS in relation to neuroimaging defines which
questions can be tackled using a combined TMS-neuro-
imaging approach (Figure 1). In principle, TMScan be applied
while neuroimaging is being performed (referred to as ‘‘on-
line’’ TMS-neuroimaging approach). Online neuroimaging
experiments are technically demanding because TMS may
adversely affect data acquisition during neuroimaging. This
requires methodologic refinements to effectively avoid or
control for TMS induced artifacts, especially when combining
TMS with electroencephalography (EEG) or functional
magnetic resonance imaging (fMRI).
Alternatively, TMS may be applied ‘‘offline’’ before or
after neuroimaging. This ‘‘offline’’ TMS-neuroimaging
approach is technically easier to establish because rTMS
and neuroimaging are separated in time. TMS and
Figure 1 The ‘‘online’’ TMS-neuroimaging approach applies TMS while brain mapping is being performed (A). The ‘‘offline’’ TMS-neu-
roimaging approach separates TMS from neuroimaging in (space and) time: neuroimaging may be performed before TMS is applied (B) or
neuroimaging is performed after the brain has been conditioned with TMS (C). TMS 5 transcranial magnetic stimulation.
Combining TMS with neuroimaging 61neuroimaging can also be separated in space. For instance,
TMS can be applied outside the MRI suite when conduct-
ing an offline rTMS-fMRI study. In practice, no specific
methodologic precautions are necessary when offline TMS
is combined with any of the available neuroimaging
techniques. (Refer to Table 1 for terminology and definition
of the various TMS-neuroimaging approaches to which we
refer in this consensus paper.)
Online approach: Neuroimaging during TMS
TMS may be performed during neuroimaging (ie, online
TMS). In this case, neuroimaging provides a temporospatial
assay of the immediate effects of TMS on neuronal activity
(‘‘perturb-and-measure’’ approach; Table 1). If the experi-
ment systematically varies the functional state of the brain
at the time of stimulation, concurrent TMS-neuroimaging
can probe how the ‘‘neuronal context’’ at the time ofstimulation determines the induced activity changes locally
as well as in connected brain areas (also shown by transcra-
nial electric stimulation18,19).
The interpretation of online neuroimaging studies is
complicated by the fact that TMS results in multimodal
sensory stimulation. In addition to the ‘‘direct’’ cortical
effects induced by the time-varying magnetic field, TMS
has multiple ‘‘indirect’’ effects on brain activity.20 TMS
elicits auditory and somatosensory sensations (eg,
activation of the cochlea, trigeminal activation). The
TMS-associated sensory stimulation may produce a startle
response or be perceived as unpleasant. All of these effects
largely depend on the site and intensity of the stimulation
being delivered. These indirect effects related to the multi-
sensory nature of TMS need to be considered and
controlled for. Furthermore, experiments and subsequent
analysis must be carefully designed and executed, taking
into account these potential confounds.20 This includes
Table 1 Terminology and definition of TMS-neuroimaging approaches
Online TMS-neuroimaging Concurrent application of TMS and neuroimaging
‘‘perturb-and-measure’’ Neuroimaging during application of single-pulse or burst-
rTMS to measure the immediate and transient neuronal
responses caused by TMS perturbation.*
Offline TMS-neuroimaging Consecutive application of TMS and neuroimaging
‘‘map-and-perturb’’ Neuroimaging before TMS to map the brain regions/
networks involved in a given task to identify target sites for
subsequent
(1) conditioning with rTMS to alter* neuronal processing in
a subsequent behavioural task or
(2) single-pulse or burst-rTMS applied during a behavioural
task to transiently perturb* neuronal processing (so-
called ‘‘virtual lesion’’) within specific time windows
‘‘condition-and-map’’ Neuroimaging after conditioning with rTMS to map brain
areas/networks that show persistently altered* activity
during subsequent
(1) resting-state (eg, due to metabolic changes) or
(2) task performance (eg, due to rapid reorganisation)
TMS 5 transcranial magnetic stimulation; rTMS 5 repetitive TMS.
*Principally, despite the acute perturbation of neuronal processing, rTMS as well as single-pulse or burst-rTMS can both inhibit and facilitate task perfor-
mance on a behavioral level, critically depending on target area, timing of stimulation and the nature of the task.
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direct effects of TMS on brain activity and indirect
(cross-modal) effects on brain activity associated with the
multisensory nature of TMS.
Offline approach: Neuroimaging before TMS
Neuroimaging may be performed before a TMS experiment
to reveal the temporal (eg, with EEG) or spatial (eg, with
fMRI) brain activation pattern during the performance of an
experimental task. The temporospatial information of
regional task-related activity can then be used to define
the optimal time window during which TMS should be
applied during a task and to guide the placement of the coil
over the cortical target side. This a priori knowledge is of
particular value when designing experiments in which TMS
is used to interfere with task performance.
This ‘‘map-and-perturb’’ approach (Table 1) can be used
to make causal interferences about the contribution of
a cortical area or its interconnected network to a distinct brain
function. Although functional brain mapping techniques can
reliably identify networks that are activated during an exper-
imental task, the correlational nature of neuroimaging
precludes any inference about the causal importance of
a regional brain activation for behavior. This question can
be addressed using TMS. TMS can be applied over the area
of interest to disrupt regular neuronal processing while
participants perform the same experimental task. If TMS
modulates task performance, it can be concluded that the
stimulated cortical area or its closely interconnected areas
make a relevant contribution to the task.An early demonstration of this approach was given by
Cohen et al21 in a TMS study on blind subjects. Previous
neuroimaging studies had shown that Braille reading
consistently activated visual cortical areas in blind subjects
but not in those with sight. To investigate the significance of
task-related activation in the occipital cortex, short trains of
10-Hz rTMS were applied over several brain regions time-
locked to Braille reading. Occipital rTMS induced errors
and distorted the tactile perceptions of congenitally blind
subjects but had no effects on tactile performance in the
normal sighted. This finding proved that the occipital visual
cortex makes a relevant contribution to the processing of
tactile input in blind subjects.
In addition, neuroimaging is of great value to localize
functionally the optimal site for TMS in individual subjects.
One possibility is to let subjects perform the experimental
task during fMRI and use the regional peak activation to
define the target for subsequent TMS.22 Individual peak
activations can then be superimposed on the structural
image of the subject’s brain and inform frameless stereo-
taxy where to position the coil over the cortical region
that is to be targeted with TMS. An alternative strategy is
to base the coil placement on the group result revealed by
a functional neuroimaging study that had used the same
or a similar experimental task. The stereotactic coordinates
of task-related peak activation in the area of interest defines
the site of stimulation. This voxel is marked in the normal-
ized structural MRI of each subject who participates in the
TMS experiment. The individual site of stimulation can
then be derived from the normalized MRIs by reversing
the normalization procedure.
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Neuroimaging techniques have a great potential to map
temporospatial patterns of functional reorganization that
are induced in the human brain by rTMS.12 This scenario
requires that neuroimaging needs to be performed after
a conditioning session of rTMS. This ‘‘condition-and-map’’
approach (Table 1) probes the changeability of functional
brain networks. Among other possibilities, neuroimaging
after rTMS conditioning can map the lasting functional
impact of rTMS on task-related neuronal activity at
a systems level.16,17 Neuroimaging should start as quickly
as possible after rTMS to ensure that short-lasting after-
effects of rTMS are captured. The task specificity of func-
tional reorganization can be shown by having participants
perform an additional control task during the same fMRI
session.
Oneway of detecting the conditioning effects of rTMS on
regional neuronal activity is to compare task-related activa-
tion before and after rTMS. However, any change in
activation may simply be a time effect caused by the fact
that the experimental task has been repeatedly performed in
the MRI scanner. To dissociate temporal order effects from
‘‘real’’ effects that are causally related to rTMS, the
experimental design should include a control session in
which subjects perform the same experimental task but
without effective rTMS. The order of the ‘‘real rTMS’’
session and control session should be counterbalanced across
subjects, or within the same subjects on different days. In the
control session, sham rTMS might be applied to the cortical
target area. Ideally, sham rTMS should be matched to real
rTMS in terms of auditory and somatosensory stimulation
butwithout effective transcranial stimulation of the cortex. A
specific change in the pattern of task-related activation after
real but not after sham rTMS would indicate a true reorgan-
isation in response to rTMS conditioning.Figure 2 Different temporal and spatial scales: Neurostimulation and
and spatial resolution.Temporal and spatial resolution
The temporal and spatial resolution of neuroimaging
techniques represents important selection criteria when
planning a combined TMS-neuroimaging study (Figure 2).
If temporal aspects of neuronal processing are the main
focus, the use of a neuroimaging method with a high
temporal resolution such as EEG will be preferable.
Conversely, a neuroimaging method with good spatial reso-
lution and whole brain coverage such as fMRI will be
appropriate if the goal of the experiment is to test the
spatial pattern of TMS-induced changes in brain activity.
It is also worthwhile to consider the temporal and spatial
resolution of TMS in the context of neuroimaging. The
spatial resolution and penetration depth of TMS are limited.
When using a figure-8 shaped coil, the maximum electric
field induced in the brain lies in the junction region with the
area of effective stimulation being several square centime-
ters. The volume of tissue stimulated by any TMS coil
depends on many factors, including the geometry of the
coil, stimulus configuration, stimulus intensity, and the
electrical properties of the stimulated cortex. Another
important feature of TMS is that the induced electric field
decreases very rapidly with distance from the TMS coil.
Hence, TMS induces stronger electric currents in superfi-
cial regions than in deeper structures. This explains why
superficial cortical areas are relatively easy to stimulate,
whereas those cortical areas that are located far from the
scalp surface are much harder to stimulate. The attenuation
of the induced electric field with the distance from the coil
also explains why deep brain structures such as the
thalamus and basal ganglia cannot be directly stimulated
with conventional TMS coils. However, it is important to
emphasize that TMS can effectively activate neuronal
outputs that project from the stimulated site to other distant
areas of the brain. This means that TMS can modifyneuroimaging techniques are arranged according to their temporal
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and not just those at the site of stimulation.
The temporal resolution of TMS depends on how TMS is
applied (Figure 2). A single TMS stimulus will induce an
electric current in the brain lasting less than 1 millisecond.
The electric current in the brain tissue causes a synchronized
high frequency burst of discharge in a relatively large popu-
lation of neurones that is terminated by a long-lastingGABA-
ergic inhibition. This TMS-induced change in neuronal
activity can last for several hundred milliseconds depending
on the intensity of TMS. If short bursts of high-frequency (R
5 Hz) TMS are applied, the influence of TMS on neuronal
activity can be prolonged, lowering the temporal resolution
of TMS. Finally, TMS protocols that apply prolonged trains
of TMS can induce changes in neuronal excitability that may
last for more than 1 hour after the end of TMS.9,12 These per-
sisting offline effects on brain activity that can be observed
after rTMS conditioning are likely to differ substantially
from the acute neuronal excitation that is directly induced
by the time-varying magnetic field. The bottom line is that
the spatial and temporal resolution of both the neuroimaging
method and the TMS protocol, have a substantial impact on
the scientific questions that can be tackled with the combined
TMS-neuroimaging approach.Electroencephalography and magnetoence-
phalography
Basic methodology
EEG is the most commonly used noninvasive recording
technique of electric brain activity in humans. By using
surface electrodes, the EEG measures voltage changes on
the scalp that reflect ion flow caused by excitatory and
inhibitory postsynaptic potentials. The scalp EEG is most
sensitive to postsynaptic currents of neuronal populations
whose dendrites are oriented radially to the scalp (located
in the gyri), whereas currents tangential to the scalp
(located in the sulci) do produce weaker EEG signals.
Nonradial (tangential or tilted) electric currents,
however, are the main source for the magnetic fields that
are picked up by magnetoencephalography (MEG),
rendering MEG and EEG complementary techniques with
otherwise similar temporal characteristics. By using
multiple small detector coils, the MEG principally
measures the magnetic fields produced by the synchronous
postsynaptic currents of neuronal populations. The excel-
lent temporal resolution of both methods lies on the
millisecond scale. Spatial resolution, however, essentially
depends on the number of recording sites. Although high-
density EEG (hd-EEG) or MEG can achieve spatial
accuracy close to a few millimeters, the spatial resolution
of standard EEG recordings is in the range of several
centimeters depending on the number of electrodes. As the
small signals (microvolt and femtotesla for EEG and MEG,respectively) rapidly decay over distance, activity in deep
brain structures may be difficult to locate with either
method. In the case of EEG, there is additional spatial
smoothing caused by the tissue compartments between the
electrodes and the cortex (skin, muscles, skull, meninges).
EEG can be recorded using a variety of different
electrode configurations, ranging from a few electrodes
(readiness potentials, somatosensory-evoked potentials) to
hd-EEG using 64 or up to 256 channels, depending on the
purpose of the study. EEG recordings can reveal temporal
and spatial information about externally triggered event-
related (event-related potentials, ERPs) or spontaneous
brain activity. The measurement of ERPs requires aver-
aging of many short EEG sweeps that are time locked to an
experimentally defined event to subtract ‘‘neural noise’’
from the evoked cortical response. Event-related cortical
activity can be quantified by measuring latencies and
amplitudes of distinct ERP components. Spontaneous
EEG is usually recorded over long periods to assess states
of vigilance or consciousness like wakefulness and sleep. It
can demonstrate transient spontaneous activity like
epileptic seizures or sleep spindles. EEG analysis of
oscillatory activity is often restricted to distinct frequency
bands that are linked to specific neuronal processes.
Technical and safety aspects
When the application of TMS and EEG/MEG acquisition
are separated in time (offline approach), the combination of
TMS and EEG/MEG is methodologically relatively
unproblematic. In offline TMS-MEG studies, TMS should
be given outside the MEG room. For combined TMS-EEG
studies, the only point to consider is whether TMS should
be applied with electrodes being attached to the scalp. The
decision might depend on the experimental design as well
as number and montage of electrodes. Standard electrodes
increase the distance between the TMS coil and the cortex.
Therefore, TMS with electrodes in place will require
a higher intensity of stimulation to induce a stimulation
effect that matches the effect induced by TMS without
electrodes. However, extremely flat electrodes have become
available to minimize this problem.
The simultaneous use of TMS and EEG/MEG is more
problematic relative to the offline approach. Simultaneous
use of TMS and MEG is impossible with present techniques
because of the huge (15 orders of magnitude) difference
between the magnetic field strengths relevant in MEG and
TMS. MEG measures the weak time-varying magnetic
fields generated by nonradial electric currents in the brain,
whereas TMS induces a very strong time-varying electric
field to produce a suprathreshold electric current in the
cortex. In contrast, online TMS-EEG was first performed in
1997.23 The main problem that one has to face when
applying TMS during EEG is the powerful electric field
that is induced by the discharge of the TMS coils in the
electrode leads. Considering a typical pulse intensity of 1
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in the electrodes underlying the stimulator can reach an
amplitude of 10 volts. This voltage, being several orders
of magnitude larger than the signal produced by the brain,
can cause large artifacts in the recordings and may put an
ordinary EEG amplifier out of the operating range for
a few seconds. In fact, high-quality EEG recording during
TMS can only be obtained with specifically designed
amplifiers. Up to now, a few different technical solutions
have been implemented. Virtanen et al24 developed
a 60-channel TMS-compatible EEG system that includes
gain-control and sample-and-hold circuits to block the
artifact induced by TMS in the leads. This system pins
the acquired signal to a constant level for a couple of
milliseconds around the pulse and records TMS-evoked
EEG potentials (TEPs) that are completely free from arti-
facts. An alternative way to deal with the TMS artifact
has been implemented by Thut et al.25 They use a slew-
limited amplifier that prevents the electronics from satu-
rating during the TMS pulse resulting in a short-lasting
artifact that decays within 30 milliseconds. Finally, Bonato
et al26 have recently used an MRI-compatible DC ampli-
fier with a wide dynamic range to successfully record
TEPs preceded by a short artifact (10-20 milliseconds).
With this method, recordings have to be obtained without
any filtering, as these might interact with the TMS
artifact, producing ripples for up to a second. However,
filtering can be applied after removing artifacts from the
data.27
Beside the artifact induced by discharging the trans-
ducing coil, additional high-amplitude artifacts lasting
several tens of milliseconds are caused by recharging the
capacitors of the stimulating device immediately after the
stimulation. A possible workaround is to introduce a delay
between discharge and the onset of recharging.
Even with an optimal amplifier, TEPs of sufficient
quality can only be recorded at the stimulated site if
additional measures are taken. During the application of the
TMS pulse, some current can pass through the electrode-
electrolyte interface, thereby causing a polarization and,
possibly, an EEG baseline shift that can last for hundreds of
milliseconds.24 In addition, especially when large tradi-
tional electrodes are used, the induced currents can interact
with the magnetic field, causing a force and thus movement
of the electrodes. Finally, overheating of the EEG elec-
trodes may occur, particularly when long trains of pulses
are delivered.28 All these problems can be effectively ad-
dressed using special electrodes, such as ring electrodes
with a slit,2 small Ag/AgCl pellet electrodes, or plastic
sensors covered by silver epoxy.29 In addition, these prob-
lems of drift, motion, and heating are only evident at elec-
trode sites immediately underneath the stimulating coil.24
In all cases, it is strongly recommended to work carefully
on the electrode-to-scalp contact to minimize impedances
as much as possible. Gently scraping the skin with an abra-
sive paste before applying the conductive gel normallyresults in a suitable impedance level (, 5 kOhm). Recently,
minipuncturing of the epithelium under the electrode
contacts has been suggested to reduce skin resistance and
thereby TMS artifact size even further.30 Electrode leads
should be kept relatively fixed and free of loops. Avoidance
of physical contact between TMS coil and electrodes (eg,
by foam) can reduce some mechanical artifacts induced
by coil vibrations.27 However, this will increase the coil-
to-cortex distance and thus, adversely affect the efficacy
of TMS.27
If the TMS coil is positioned over scalp and facial nerves
or muscles, these may be activated, resulting in a large
biologic muscle artifact lasting for tens of milliseconds.
Unless new strategies, such as optimal pulse shapes or
shielding devices, are developed to minimize scalp muscle
activation, this kind of artifact can not be eliminated. For
now, the problem can be avoided only by moving the coil to
a more favorable location (more central scalp regions), or
orientation, and/or by reducing the strength of stimulation.
The coil’s discharge is associated with a loud click (up to
130 dB), which might trigger a blink reflex and thereby eye
movement artifacts in the EEG. More importantly, this
noise obviously evokes an undesired auditory response that
overlaps with TEPs.31 This major confound can be effec-
tively eliminated by using earplugs and additionally mask-
ing the coil’s click with white noise, or with a sound that
has an optimal spectral content.32 By stimulating sensory
nerve fibers of the cranial nerves, TMS may also trigger
somatosensory evoked potentials. However, their contribu-
tion to the overall activation appears to be negligible.26,33
As for behavioral TMS studies, the stimulation of control
sites or the use of a proper sham stimulation can be helpful
to disentangle the contribution of the different sources.27
Although coil placement by means of MRI-guided
frameless stereotactical neuronavigation has already
become state of the art, it is of superior importance in
combined TMS-EEG studies. Small shifts in coil orienta-
tion can cause marked changes in TEPs. Here neuronaviga-
tion is able to provide a high degree of reproducibility, even
across separate sessions.34 Some commercially available
navigation systems even provide an estimation of location
and strength of the maximum electric field induced in the
cortex based on realistic head models.35 Future navigation
system might also incorporate information about the
orientation of axons in the stimulated area.36
Neuroscientific and clinical applications
As pointed out above, the simultaneous use (online) is only
possible when TMS is combined with EEG (but not with
MEG), whereas TMS-MEG as well as TMS-EEG both can
be combined consecutively (offline). Furthermore, the
majority of published articles in the field have combined
TMS with EEG rather than with MEG. Therefore, we will
mainly focus on the combination of TMS and EEG in this
review.
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directions. When using EEG (or MEG) before TMS, the
spatial distribution of cortical activity (eg, ERPs) in
multichannel EEG can inform the experimenter where to
place the TMS coil. More importantly, the excellent
temporal resolution of EEG (and MEG) offers the possi-
bility to optimize the timing of TMS based on the temporal
signature of task-related EEG activity of each subject. This
may help to determine the optimal time window for the
induction of disruptive TMS effects in a subsequent
behavioral TMS experiment.
Likewise, recordings of ERPs or spontaneous EEG can be
used to study the lasting impact of rTMS on cortical
processing. For instance, multichannel EEG recordings
during sleep demonstrated changes in sleep associated
oscillatory activity patterns (ie, slow oscillations and sleep
spindles) in response to 5Hz rTMS of the dorsal premotor
cortex37 or paired associative stimulation of the M1-
HAND.38-40 Moreover, using a correlative approach, altered
EEG theta power after 40 hours of prolonged wakefulness
could be related to changed motor cortical excitability as
determined by paired-pulse TMS measurements.41
The online TMS-EEG approach offers several additional
possibilities. First, the EEG activity just before a TMS
stimulus is applied contains information about the func-
tional state of the stimulated cortex at the time of TMS.
This information may be used to study the state dependency
of the brain’s responsiveness to TMS. The regional
expression of spontaneous oscillatory activity directly
preceding a TMS pulse may be predictive of the brain
response to TMS. This has been shown for the expression
of occipital alpha activity and the capability to evoke
phosphenes with occipital TMS.42 Second, online EEG
recordings have revealed TMS induced changes in the
frequency domain. For instance, a single TMS pulse can
transiently synchronize activity in the beta range.43 Further-
more, trains of 1-Hz and 5-Hz rTMS are associated with
concurrent changes in cortical alpha and beta activity.44,45
Third, functional connectivity between cortical areas in
a given task can be investigated by probing the effect of
TMS over one cortical site on the ERPs evoked in another
area. This approach has been used to study the role of the
frontal eye fields in controlling visual processing in poste-
rior visual brain areas during the orienting of spatial atten-
tion46 and the influence of the dorsal medial frontal cortex
on lateralized action potentials in primary motor cortices
during conflict resolution in an action selection task.47
Application of TMS to the posterior parietal cortex during
a visual search task also modulated the occipital N2pc
component that is evoked by target detection.48
Finally, recording the TEPs provide a means of directly
studying the excitability and response characteristics of
practically any cortical area that is accessible to TMS.
Beforehand, this was possible only by using indirect
measures such as MEPs in the primary motor cortex or
phosphenes in visual areas. A single TMS-pulse evokesa cortical potential waveform in the EEG, which strongly
differs in polarity and amplitude of its peak components
depending on several factors such as position and orienta-
tion of the TMS coil, stimulation intensity, electrode
position, and reference. However, suprathreshold stimula-
tion (biphasic pulse configuration) of the motor hand area
with a coil orientation eliciting a posterolateral-to-anterio-
medial current in the brain reliably evokes a response at the
vertex (referenced to linked mastoids) with the following
components: N10, P14, N15/18, P30*, N40/45*, P55/60,
N100*, P180/190, and N280 (* indicates the most reliable
ones).26,43,49 As an alternative to peak analysis, especially
for hd-EEG recordings, the calculation of global mean field
power (GMFP)50 has been introduced as a reference-free
measure of local EEG variability. As the number of neurons
recruited by a single TMS-pulse is directly related to their
excitability, GMFP amplitude change has been proposed as
a measure of cortical excitability, which is sensitive to
TMS-induced changes in cortical plasticity.37,38,51 More-
over, in combination with source localization, the temporo-
spatial propagation of TMS-evoked cortical activity can be
traced32,52,53 to gain insight into the temporospatial
dynamics of the corticocortical connectivity patterns that
are activated by TMS. The online TMS-EEG approach
can directly probe regional cortical excitability and cortico-
cortical connectivity in humans. During a typical TMS-
EEG session it is possible to (1) measure the strength of
its immediate response in the cortical target area of
interest,54 (2) detect the temporospatial dynamics of the
ensuing spread of activation,23,32 (3) calculate corticocorti-
cal conduction times,33 and (4) quantify complex dynamics
such as phase locking or power modulation of EEG
rhythms.43-45,55
Excitability and connectivity are essential properties of
the nervous system and are abnormal in many neurologic
and psychiatric disorders. They also can be altered by
agents affecting brain function such as alcohol.56,57 As
TMS-EEG stimulates and records from the cerebral cortex,
by-passing sensory pathways, subcortical structures, and
motor pathways, the measurement does not depend on the
integrity and status of sensory and motor systems and can
be applied to any subject (deafferentiated, paralyzed,
unconscious). Future clinical applications of TMS-EEG
may therefore include: (1) measuring the excitability and
the connectivity of frontal circuits in schizophrenia58 and
depressed patients, (2) measuring corticocortical conduc-
tion times in multiple sclerosis and neurodegenerative
disorders, (3) monitoring the excitability of the lesioned
and the contralateral homologous cortex after stroke, and
(4) assessing the state of thalamocortical circuits in patients
with impaired consciousness that are unable to communi-
cate. More generally, TMS-EEG can be used to prospec-
tively track and monitor the excitability and connectivity
changes occurring in any cortical region during rehabilita-
tion, pharmacologic therapy, TMS treatment, or sponta-
neous recovery.
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The main advantage of EEG, compared with other TMS-
imaging approaches, is its millisecond-scale temporal
resolution, which allows one to measure the immediate
cortical response to TMS. TMS triggers a combination of
fast excitatory and inhibitory events in the stimulated area59
that may cancel each other if averaged over time. Indeed,
although TEPs invariably detect a strong activation in the
stimulated area, positron emission tomography (PET) and
fMRI often fail to do so.60,61 In addition, TMS-EEG
conveys precise information about the temporal order of
activations of distant cortical areas. Likewise, the technique
can also reveal, in real-time, TMS-induced oscillations with
obvious safety implications and possible practical applica-
tions.52 Its high-temporal resolution renders the EEG
method a perfect complement to the transient perturbations
caused by TMS in the brain’s oscillatory processing modes.
Other advantages of TEPs are their high signal-to-noise
ratio and the fact that they can be easily collected at the
patient bedside at a relatively low cost. The main disad-
vantage of TEPs is their low spatial resolution, which can
partly be compensated for by increasing electrode density
and by performing advanced source modeling, yet the
combined TMS-EEG approach is of limited use to map
TMS induced activations in deep brain structures. Another
limit is its susceptibility to artifacts, such as muscle
interference and eye blinks, currently preventing the
collection of clean TEPs when temporal and orbitofrontal
cortices are stimulated.
The combined TMS-EEG technique is still in its early
age and much methodologic work is needed to fully unfold
its potential. For example, the contribution of different
artificial and noncortical biologic sources to the TEP has
yet to be disentangled to allow a fully comprehensive
interpretation. Especially the very immediate cortical
response to TMS within the first 10 or 20 milliseconds
after TMS is still not fully accessible. Further research has
to characterize the reproducibility of TEPs and gain
normative data as well as knowledge about their changes
in health and disease.Functional MRI
Basic methodology
Among the neuroimaging techniques, the elegance of fMRI
lies in its ability to measure the metabolic consequences of
neural activity through changes in endogenous oxy- and
deoxyhemoglobin concentration. Deoxyhemoglobin is
paramagnetic and causes local magnetic field inhomoge-
neities that reduce the measured MR signal. Consequently,
increased deoxyhemoglobin leads to a decreased MRI
signal intensity and therefore acts as an endogenouscontrast agent. Because this so-called blood-oxygenation-
level-dependent (BOLD) contrast is tightly coupled to
cerebral blood flow, neuronal activity, and energy use,
regional changes in brain activity can be inferred
throughout the human brain, including subcortical struc-
tures (for a comprehensive overview, ref. 62). Functional
MRI can measure such activity changes with a spatial reso-
lution of a few millimeters. Its temporal resolution is on the
order of seconds because changes in blood flow are delayed
and more prolonged with respect to the underlying neural
responses.Yet the hemodynamic lag is highly constant. There-
fore, by using the appropriate design, one can ‘‘decorrelate’’
events and differentiate neural population activity-changes
to events only a few hundredmilliseconds apart. 63,64 Standard
fMRI experiments acquire a large series of brain volumes
(images) while the subject performs a task. The ensuing MR
signal time series in eachvolumeelement (voxel) is thencorre-
lated with the experimental manipulation. Consequently, over
the past 2 decades, fMRI has been uniquely successful in
investigating the functional neuroanatomy in health and
disease.Technical and safety aspects
The high magnetic field strength of modern MRI scanners
(between 1.5-7 T) imposes several limitations and chal-
lenges for its simultaneous combination with TMS, which
was first performed by Bohning et al.60,65 One can distin-
guish two principle problems for combined TMS-fMRI:
static and dynamic artifacts. The former arise through the
mere presence of the TMS setup itself, whereas the latter
are due to operating the TMS setup, such as applying
TMS pulses during fMRI.
Static artifacts
For safety reasons, all ferromagnetic material must be
removed from any equipment (eg, TMS coils) entering the
MRI scanner.60,66 At the same time, MRI-compatible TMS
coils need to withstand the increased mechanical stress
during MRI. However, the presence of the MRI-compatible
TMS coil may still lead to geometric image distortions.67,68
These can be reduced by a shorter read-out time of echo-
planar imaging (EPI) sequences, using stronger imaging
gradients and/or parallel imaging. Oversampling of EPI
images in phase-encoding direction can shift so-called
‘‘ghosting’’ artifacts outside the central field of view
without compromising image resolution and compromising
temporal resolution only minimally. Other parts of the stim-
ulator unit must be safely placed outside the scanner room
or in a radiofrequency-shielded cabinet inside the scanner
room, at sufficient distance from the magnetic fringe field
of the MRI scanner. This requires an increase in TMS
coil cable length that may bring about unwanted increases
in serial inductance, diminished effective TMS coil output,
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can be minimized with MR-compatible TMS coil holders
that allow safe and accurate placement of the coil inside
the scanner. MR-compatible automatic and computer-oper-
ated TMS-coil holder and positioning systems provide
additional accuracy and reproducible positioning,69 but
are technically more challenging to implement.
Dynamic artifacts
Radiofrequency (RF) noise can additionally affect the
signal-to-noise ratio of MRIs, but this may vary widely
between different TMS and scanner setups. TMS stimula-
tors may directly generate RF noise (eg, around 64 MHz at
1.5 T), and the antenna-like properties of the TMS coil
cable can additionally guide RF noise into the scanner.
Customized RF filtering can suppress this noise. Additional
image distortions and artifactual signal changes may occur
through leakage currents that originate through the high-
voltage capacitors of the TMS stimulator. These leakage
currents can change with different charge levels (output
level) of the TMS machine, and can potentially lead to
signal changes that are in the same order as physiologic
BOLD signal changes. Remote-controlled high-voltage
relay-diode systems can reduce leakage currents flowing
between the stimulator and the TMS coil by several orders
of magnitude, thus permitting BOLD-sensitive imaging in
the direct vicinity of the coil.70,71 The strong magnetic
pulses induced by TMS can furthermore distort MRIs.
The size of such distortions depends on several factors,
such as TMS coil orientation, TMS pulse intensity, and
MRI magnetic field strength.66,68 The problem can be alle-
viated by applying sufficient temporal gaps between TMS
pulses and subsequent MRI acquisition.72 Increasing
distance between the imaged brain slice and the TMS
coil67,68 further alleviates the problem. Direct TMS
pulse–EPI excitation pulse interference should be avoided,
and images being perturbed by TMS pulses must be re-
placed. This can be achieved through interpolation between
preceding and subsequent (unperturbed) MRIs.70,72,73
While interleaving TMS with fMRI is technically
challenging, offline studies in which TMS is given before
or after an fMRI session are easy to perform because TMS
can be given outside the room where fMRI is performed.
Neuroscientific and clinical applications
Concurrent TMS-fMRI holds great promise to supplement
our understanding about the immediate and rapid changes
TMS can evoke in cortical networks.74 One way is to use
TMS-fMRI in a ‘‘perturb-and-measure’’ approach75 that
can inform about the activity changes evoked by TMS at
a systems level, by characterizing TMS-evoked BOLD-
signal changes throughout the brain at rest.60,76-80 Here,
TMS serves as a causal input into the operation of a cortical
region, whereas fMRI measures distributed activity changesevoked by this input. This is of interest as one can in principle
now reveal the spatial topography of TMS effects at high-
spatial resolution, including retinotopic early visual cortex81
and subcortical structures.78,80 In the motor60,76-80 and visual
systems,73,81 this has revealed that even short TMS pulse
series (500 milliseconds-10 seconds) can activate putatively
interconnected cortical and subcortical brain regions ipsilat-
erally and contralaterally to the stimulation site.
Furthermore, TMS-fMRI can disclose how such remote
TMS-induced activity changes interact with psychologic
factors such as task-state.70 Increasing evidence suggests
that the effects of TMS are dependent on the state of acti-
vation at the time of stimulation. Recently, Bestmann et
al70 could show that the effects of short trains of TMS
(11 Hz, 5 pulses) applied to left dorsal premotor cortex
(PMd) reversed during performance of a weak left-hand
power grip, compared to rest (Figure 3). During rest,
TMS applied at a suprathreshold intensity decreased
contralateral primary motor cortex and PMd activity,
compared with a low-subthreshold intensity. By contrast,
stimulation at the suprathreshold intensity increased
task-related activity in these regions during power grip,
compared with low-intensity stimulation. This finding
illustrates how concurrent TMS-fMRI can map out causal
interactions among brain regions and their dependence on
activation state.
Online fMRI has also been successfully established in
conjunction with TES, in which a strong rapidly varying
electric current rather than a time varying magnetic field is
applied to stimulate cortical neurons.18,19 Single supra-
threshold electrical stimuli induced a positive BOLD
response both in the ipsilateral as well as in the homotopic
contralateral M1-HAND, with the latter presumably result-
ing from transcallosal connections. Accordingly, when
a contralateral conditioning stimulus preceded the test stim-
ulus by 10 milliseconds (interhemispheric inhibition), the
subsequent ipsilateral BOLD signal was significantly
reduced.19 Thus, cortical inhibitory processes are accompa-
nied by attenuation of the local neurovascular signal. TES
during fMRI has the advantage that there are no spatial
constraints when placing the stimulating electrodes. In
contrast, placing a bulky TMS coil between the head and
the MRI head coil is often problematic because of space
limitations. A major drawback of combining TES with
fMRI is that TES is more painful relative to TMS.
Concurrent TMS-fMRI has also been successfully
applied to measure the distribution of activity changes
during behavioral studies,82 causal top-down influences
between brain regions in the visual system,73,81 sensory
processing,83 as well as the cortical signatures of an
TMS-evoked sense of movement after upper limb amputa-
tion.84 These findings suggest that attributing the behavioral
consequences of TMS to the stimulation site often neglects
remote activity changes induced by TMS and their contri-
bution to possible behavioral consequences. Concurrent
TMS-fMRI can reveal how these behavioral consequences
Figure 3 State-dependent interregional interactions evoked by transcranial magnetic stimulation (TMS) (A)Main effect of left hand grip,
irrespective of TMS stimulation intensity. This illustrates how one can obtain blood-oxygenation-level-dependent (BOLD) activation maps
during concurrent application of TMS pulses (5 pulses, 11 Hz) inside an magnetic resonance image (MRI) scanner. (B) Task-state depen-
dent effects of TMS on causal interactions in the human motor system. At rest, TMS applied to the left dorsal premotor cortex (PMd)
increased activity in contralateral PMd and primary motor cortex (M1) at high stimulation intensity (110% of resting motor threshold),
compared with stimulation at a lower control intensity (70% active motor threshold). By contrast, this effect was reversed during a simple
motor task that activated right PMd and M1. Now high-intensity stimulation increased task-related activity, compared with lower intensity
stimulation. The results show how TMS can causally affect activity in contralateral regions, and that these influences are dependent on the
activation state of these regions (adapted from Bestmann et al70,72).
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nected brain regions; alternatively, concurrent TMS-fMRI
can show rapid compensatory activity changes that may
prevent behavioral perturbation. Therefore, another
exciting prospect of concurrent TMS-fMRI is to study the
capacity of the brain to rapidly react to perturbations
(caused by TMS), owing to the degeneracy in cognitive
anatomy.85
In general, these approaches provide unique insight into
the physiologic underpinnings of TMS, and the interre-
gional layout of causal interactions. For clinical applica-
tions of TMS, this may be of critical importance because
their effectiveness is commonly inferred indirectly through
an improvement of clinical symptoms. It is often unknown,
however, whether TMS actually targets and affects the
brain regions implied in a specific clinical symptom. Li
et al86 have used concurrent TMS-fMRI in chronically
depressed patients to investigate the brain regions affected
by stimulation of left dorsolateral prefrontal cortex
(DLPFC), a region often linked to major depression. Not
only was 1-Hz TMS associated with increased activity at
the site of stimulation, but also affected putatively intercon-
nected regions including the bilateral middle PFC, right
orbital frontal cortex, and insula. This study demonstrates
that TMS to DLPFC can indeed affect entire brainnetworks associated with depression. Concurrent TMS-
fMRI therefore holds promise to identify the brain regions
targeted by clinical TMS applications, and thereby to
increase their safety and effectiveness as well as point
out novel strategies for TMS therapy. Li et al86 have also
shown how the interleaved TMS technique can be used
to assess the modulatory effects of medications. Healthy
subjects were scanned with interleaved TMS-fMRI over
motor cortex while they were on or off lamotrigine, an anti-
convulsant. Predictably, there was less TMS-induced motor
cortex activation when subjects were on medication. Para-
doxically, the exact opposite pattern occurred when these
same subjects were stimulated over the PFC. There, the la-
motrigine caused an increase in TMS-induced prefrontal
activation.87
There is also a substantial potential for offline TMS-
fMRI studies. First, fMRI can be used to guide the coil
placement in a subsequent behavioral TMS experiment
(fMRI-guided TMS).22 Second, fMRI can map the func-
tional consequences of a conditioning rTMS session on
neuronal activity across the whole brain.88,89 For instance,
offline fMRI has been successfully applied to examine
short-term reorganization in the right PMd after 1-Hz
rTMS to the left PMd.17 Although rTMS had no effect on
behavior, fMRI revealed increased activity in the right
70 H.R. Siebner et alPMd and connected medial premotor areas during action
selection but not simple action execution. Because subse-
quent online TMS of the reorganized right PMd impaired
action selection, it was concluded that the functional reor-
ganization as revealed by fMRI played a causal role in
maintaining behavior after an rTMS induced interference
with neuronal processing in the left PMd.
Conclusion/Summary
The future of TMS critically relies on identifying its
mechanisms of action across the brain in more detail. One
promising approach is the combination of TMS and BOLD
fMRI. Inmeasuring causal interactions throughout the brain in
healthy humans, TMS-fMRI can therefore address questions
that otherwise would be difficult to approach. In addition to
BOLD sensitive MRI, several groups have started to combine
TMSwith otherMR techniques such asMR spectroscopy90,91
or arterial spin labeling,92 which will reveal further valuable
insights into the impact of TMS on brain function.Structural MRI
Basic methodology
There are various MRI sequences that provide different
insights into brain structure. Conventional structural imaging
protocols include T1-weighted, T2-weighted, diffusion-
weighted, and proton-density scans. These different proto-
cols result in different tissue contrast, allowing particular
anatomic or pathologic features to be visualized more easily.
In the clinical setting, for example, T2-weighted images are
particularly sensitive to inflammation, such as acute multiple
sclerosis lesions; diffusion-weighted scans aremost sensitive
to very early pathologic changes following stroke; whereas
T1-weighted images provide optimal contrast between grey
andwhitematter and are therefore commonly used to provide
fine anatomic detail. In a research setting, novel protocols
have been developed to provide even richer anatomic
information. For example, quantitative mapping of the
relaxation contrasts, T1 and T2, can now be achieved over
the whole brain at reasonable resolution in a feasible time.
Such parameters are sensitive to pathologic factors and to
anatomic microstructure. Extensions to conventional diffu-
sion-weighted imaging (DWI) include acquisition of greater
numbers of diffusion directions, which allows measurement
of the directional dependence, or fractional anisotropy (FA),
of the diffusion signal. This is a useful property to measure as
FA reflects whitematter integrity, and is therefore sensitive to
changes in development, ageing, and disease. In addition, in
white matter fiber bundles, the principal diffusion direction
corresponds to the principal fiber direction and therefore, by
following these directional estimates through white matter, it
is possible to reconstruct the path of fiber bundles, to perform
‘‘diffusion tractography.’’Technical and safety aspects
Given that structural imaging techniques, on the whole,
provide static information, there is no particular reason for
acquiring simultaneous TMS and structural MRI data (in
contrast to the situation with fMRI, for example). Yet, as an
MRI scanner can actually image the magnetic field created
by a TMS coil, Bohning et al93 demonstrated that one could
acquire a phase map of the magnetic field distortions
caused by running a constant current through a TMS coil.
This TMS phase map, with appropriate scaling, can then
directly image the magnetic field of the TMS coil over
the subject’s anatomy. However, in general, researchers
have tended to relate TMS effects to structural data
acquired separately. Therefore, there are no major technical
challenges raised by combining these techniques.
Generic methodologic issues arise over acquisition,
analysis, and interpretation of structural MRI data. Typical
approaches to processing T1-weighted structural data
include voxel-based and tensor-based morphometry
(VBM94 and TBM,95 respectively) analyses. The VBM/
TBM data processing includes segmentation of images
into different tissue types (grey matter, white matter, cere-
brospinal fluid), smoothing of resulting partial volume esti-
mates, coregistration of images into standard space, and
statistical comparison of voxel density values (VBM) or
voxel displacement vectors (TBM) across subjects. Each
step of this process raises issues. For example, the size of
the smoothing kernel will greatly influence sensitivity to
effects of different sizes. A number of groups are now
also running VBM-style analyses of diffusion parameters,
most commonly FA, which can be correlated with, for
example, behavioral measures or the size of TMS
effects.96-99 Interpretation of FA correlates should vary de-
pending on whether effects are seen in white matter or grey
matter, and whether this localization is consistent across
subjects after normalization. It is therefore important that
regions of FA correlation are carefully localized in indi-
vidual subjects, or that alternatives to VBM, such as
tract-based spatial statistics,100 or tractography-based defi-
nition of regions of interest, are used.
DWI can also be combined with TMS by using the
anisotropic conductivity information to inform models of
the current spread induced by a TMS pulse.36
Neuroscientific and clinical applications
The relationship between neuroanatomy and neurophysi-
ology is a fundamental issue in neuroscience and is of clinical
relevance. Caused in part by recent technologic advances in
MRI, the neurosciences have seen an explosion of studies
relating brain structure to function, where function is often
assessed via behavior. Behavioral measures of function,
however, reflect the aggregate operation of multiple brain
regions. By contrast, TMS enables researchers to probe the
physiology of a specific brain region, or functional
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particular cognitive states. Such physiologic indices may
providemore sensitive and informativemeasures with which
to compare structural measures.
TMS-EMG measures of primary motor cortical excit-
ability have been shown to correlate with gross conventional
MRI volumetric measures, such as white matter hyper-
intensity volume and ventricular volume.101 The majority
of studies relating TMS to structural measures, however,
have used measures derived from DWI. Recent work indi-
cates that individual differences in cortical excitability and
functional connectivity are associated with normal variation
in white matter integrity in healthy adults. Primary motor
cortical excitability, for example, was shown to correlate
positively with FA in white matter underlying primary motor
and premotor cortex, as well as parts of the corona radiata,
internal capsule, cerebral peduncles, and corpus callosum
(Figure 4A),99 suggesting a substantial corticocortical contri-
bution to motor threshold variation in healthy adults. Paired-
pulse TMS, giving a measure of physiologic connectivity
between stimulated cortical regions, has been recently used
to interrogate the microstructural correlates of functional
connectivity in healthy adults.96-97 In one study, resting-state
physiologic connectivity between hand regions of the left and
right primary motor cortex was correlated positively with FA
in hand callosal motor fibers identified with combined fMRI
and diffusion tractography, but not adjacent foot fibers
(Figure 4B), demonstrating an impressive degree of selec-
tivity even within subregions of the same fiber bundle.97 In
the only study to date testing the importance of cognitive
context to these relationships, functional connectivity from
PMd to contralateral primary motor cortex, specifically
during an action selection task, was positively correlated
with FA inwhitematter underlying the premotor and primary
motor cortex, the corpus callosum, and the superior longitu-
dinal fascicles (Figure 4C).96 Moreover, diffusion tractogra-
phy from these regions of correlation reproduced the specific
parietal-dorsal premotor-contralateral premotor-motor
networks predicted to mediate the physiologic effects by
previous fMRI findings.
The potential power of this approach is also evident in
a clinical setting,where longer centralmotor conduction time
to both the hands and legs has been associated with reduced
FA inmotor, premotor, and corticospinal tract whitematter in
patients with amyotrophic lateral sclerosis (ALS) with and
without clinical symptoms of upper motor neuron disease.102
Moreover, the presence of MEPs and the degree of cortico-
spinal tract FA asymmetry predict the extent of functional
recovery in chronic stroke.98 These findings highlight the
potential complementary value of combining TMS with
DWI in both clinical diagnosis and prognosis.
Conclusion/Summary
Combination of TMS and structural MRI provides powerful
approaches for testing the relationship between structureand function in the human brain. This approach enables us
to address questions relating to development, ageing, and
individual differences, as well as providing measures that
could have important clinical application.PET
Basic methodology
PET maps the regional binding and metabolism of
compounds that have been tagged with short-lived posi-
tron-emitting isotopes such as carbon-11, oxygen-15, or
fluorine-18. The emitted positrons, when they annihilate
with electrons, produce pairs of gamma rays that are
detected by the PET scanner. The resulting PET images
provide three-dimensional (3D) maps of the tracer distri-
bution in tissue. PET offers a range of possibilities to study
human brain function.103 Using different radioactive tracers
(radioligands), PET can quantify changes in regional cere-
bral blood flow (rCBF) or regional cerebral metabolic rate
of glucose (rCMRglc).104 Because rCBF and rCMRglc are
tightly coupled with synaptic activity, PET imaging of
regional blood flow or glucose metabolism provides an
index of regional synaptic activity at rest and during
specific tasks. Other radioligands can be used to examine
specific neurotransmitter and receptor systems, or to map
amino-acid uptake or microglial activation.104,105 The
radioisotope-based imaging technique with the highest
resolution and greatest sensitivity to differentiate between
normal and abnormal functional states is 3D PET. The
most available technique, however, is single-photon emis-
sion computed tomography (SPECT). SPECT uses radio-
isotopes with a long half-life and does not require an on-
site cyclotron. SPECT and PET are discussed together
because the general issues regarding the combined use of
SPECT and TMS are identical to those encountered when
combining TMS with PET.
Technical and safety aspects
The most important drawback of PET and SPECT is the
exposure to radiation. This limits the number of measure-
ments that can be performed in human subjects. It also
adversely affects the general acceptance of the method.
Because radiation exposure is far less problematic in
animals, serial PET measurements in animals are very
useful to assess long-term effects of TMS on brain
activity. In anesthetized monkeys, Hayashi et al106 per-
formed four 18FDG-PET measurements before, during,
as well as 8 and 16 days after 2000 stimuli of 5-Hz
rTMS were applied over the right precentral gyrus.
They found that the rTMS decreased rCMRglc in motor/
premotor cortices, whereas rCMRglc in the anterior/
posterior cingulate and orbitofrontal cortices was
enhanced. Critically, these changes in regional
Figure 4 (A) Correlations between fractional anisotropy (FA) and primary motor cortical excitability (as measured by resting motor
threshold) for left (left) and right (right) M1 (after Kloeppel et al99). (B) fMRI-defined M1 representations (lip: light red; hand: light green;
foot: yellow) and tracked CMFs (lip: dark red; hand: dark green; foot: orange) visualized as three-dimensional objects in one subject (top).
Hand but not foot FA measured from the midbody of CMFs correlated significantly with the degree of interhemispheric inhibition between
the hand areas of M1 (bottom) (after Wahl et al97). (C) Local regions of correlation between functional connectivity from left dorsal pre-
motor cortex (LPMd) to right M1 during action selection and FA in white matter underlying LPMd, RPMd, and the superior longitudinal
fascilculus (SLF) (left column). Probabilistic diffusion tractography from the clusters of correlation demonstrating the white matter tracts in
which local correlations were found and their gray matter targets (right column) (after Boorman et al96).
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dinal study would be impossible to perform in humans
because of the excessive exposure to radiation.
No specific methodologic precautions are required if
TMS is given outside the scanner before or after PETmeasurements (ie, offline TMS). TMS during PET (ie,
online TMS) is also easy to establish. After initial
concerns,107 there is now consensus that the phasic
magnetic field produced by each TMS pulse does not affect
the function of the PET detectors.108 The TMS coil on the
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picked up by the PET detectors. Therefore, it is necessary
to acquire a transmission scan with the TMS coil in situ
to correct for coil-induced signal attenuation during prepro-
cessing. If two cortical areas are sequentially targeted
during the same PET experiment, one needs to have sepa-
rate transmission scans for each of the coil positions.
An advantage of the combined PET-TMS approach is
that all currently available rTMS protocols can be given in
the PET scanner since PET does not impose any temporal
constraints on TMS. The PET environment imposes less
spatial constraints to position the coil than MRI, rendering
it possible to use frameless stereotaxy to place and monitor
the coil position during online imaging.109,110 Alternatively,
correct coil position can be identified with frameless stereo-
taxy outside the scanner and marked on the subject’s head.
The coil can then be centered on the marked area after the
subject has been positioned in the scanner. Correct place-
ment of the coil can be verified on the transmission scan
where the coil is clearly visible. The anatomic location of
the coil can be determined by coregistering the transmis-
sion scan on the individual structural MRI scan.110 In addi-
tion, a vitamin E capsule can be taped on the scalp under
the center of the coil, and the correct placement of the
coil can be confirmed with standard T1-weighted structural
MRI after the end of PET measurements.
For target areas close to the central sulcus, the TMS-
induced motor response can alternatively be used to
localize the primary motor cortex, which can be used as
a reference area to locate somatosensory or premotor
areas.15 Some groups have also used the international 10-
20 system for placement of EEG electrodes to localize
the site of TMS. A drawback of this approach is that the
10-20 system does not take into account interindividual
differences in cortical anatomy. In addition to correct coil
placement, it is essential to ensure a constant coil position
during consecutive PET measurements. A mechanical or
robotic fixation unit should be integrated in the bore of
the PET scanner for positioning and fixating the coil over
the cortical target area. In addition, coil position should
be checked between consecutive PET measurements.
Neuroscientific and clinical applications
Most studies combined TMS with PET techniques that
measure regional synaptic activity over several tens of
seconds (H2
15O-PET of rCBF) or minutes (18FDG-PET of
rCMRglc). Because of its low temporal resolution, contin-
uous train or intermittent bursts of rTMS need to be given
to induce a detectable change in regional neuronal activity.
A single PET scan always represents the cumulative effects
of individual stimuli on regional synaptic activity during
the period of measurement. This feature defines the
strength and weakness of the combined TMS-PET
approach: On the one hand, the combined TMS-PET
approach is not suited to examine the effects of a singlepulse or a short train of TMS on regional neuronal activity.
On the other hand, combined TMS-PET measurements can
readily probe cumulative changes in regional neuronal
activity in the stimulated cortex and connected brain
regions during rTMS because the neuronal effects of each
stimulus can sum up during a single PET scan.
TMS can be applied during concurrent PET measure-
ment of regional neural activity to visualize immediate
effects of TMS on regional synaptic activity in the
stimulated cortical area and connected brain regions. PET
of rCBF or rCMRglc during the administration of TMS can
map immediate TMS-induced changes in regional activity
and connectivity independent of behavior. This ‘‘online’’
approach has been successfully used to assess how TMS-
induced changes in neuronal activity depend on the
intensity, frequency, or site of TMS.109-114 Most studies
examined the acute effects of TMS on rCBF or rCMRglc
while participants were at rest, but online TMS-PET
imaging can also be used to examine how focal TMS inter-
acts with the regional activation pattern during a specific
task.115,116
Although early TMS-PET studies focused on acute
effects on rCBF or rCMRglc produced during TMS, more
recent studies examined how rTMS shapes regional
neuronal activity in the human brain beyond the time of
TMS. Serial PET measurements of rCBF can track the
time-course of functional after effects induced by rTMS
both at rest and during a task.16,117 A H2
15O-PET study
showed that 1-Hz rTMS given at an intensity of 90%
resting motor threshold to left primary motor cortex (M1)
caused bilateral increases in regional neuronal activity in
primary motor and premotor cortices and cerebellum rela-
tive to sham rTMS.16 The same 1-Hz rTMS protocol
applied to left PMd yielded bilateral decreases in activity
(compared with sham rTMS) in primary motor, premotor,
prefrontal, and subcortical areas.15 Changes in rCBF per-
sisted for at least 1 hour after the end of rTMS, showing
that rTMS can produce lasting effects on regional neuronal
activity in the stimulated cortex and connected brain
regions.
From measurements of the MEP, it is known that 1-Hz
rTMS to M1 or PMd can reduce the amplitude of MEPs
elicited in the conditioned M1. Despite of similar suppres-
sive effects on corticospinal excitability, the PET measure-
ments revealed marked differences in the effects of 1-Hz
rTMS over M1 or PMd on regional neuronal activity. Two
PET studies examined changes both in cortical excitability
(by measuring MEPs) and in regional neuronal activity (by
measuring rCBF) in response to focal rTMS.118,119 Choui-
nard et al118 correlated changes in MEP amplitude after
1-Hz rTMS to M1 or PMd with changes in rCBF before
and after rTMS. They identified a number of brain regions
in which decreases in MEP amplitude were associated with
increased rCBF after rTMS. The regional patterns of corre-
lations differed according to whether rTMS had been given
to PMd or M1. Taken together, these results provide
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depend on the site of rTMS. They also highlight that it is
problematic to draw simple parallels between changes in
overall regional neuronal activity (as indexed by rCBF)
and electrophysiologic tests of neural excitability (as
indexed by the amplitude of the MEP).
Another line of research used rTMS to induce acute
reorganization in functional brain networks. Several PET
studies have shown that rTMS has lasting effects on task-
related regional activity and interregional coupling during
a given task.16,120 Lee et al16 reported marked changes in
functional brain activity after 1-Hz rTMS of left M1 in
the absence of any overt behavioral change. Movement-
related activity increased in the right PMd and the infero-
medial portion of the left M1 along with increased coupling
between the inferomedial M1 and premotor areas during
movement. These changes indicate rapid compensatory
reorganization within the motor system that may help to
maintain functional integrity. It was proposed that these
acute reorganization patterns may be analogous to plastic
changes associated with natural recovery of function after
brain injury.16 Lasting changes in interregional connectivity
can also be tested by applying focal rTMS to a cortical area
and subsequently probing the responsiveness of the stimu-
lated network with online PET during focal TMS. A condi-
tioning session of 10-Hz rTMS applied to the mid-DLPFC
modulated the acute response of the frontocingulate circuit
to TMS.121
Only a relatively small number of studies have used the
combined TMS-PET approach in patients, mainly to
examine the therapeutic effects of repeated sessions of
prefrontal rTMS on rCBF and rCMRglc as a treatment for
depression,122-125 as introduced by George et al.126 These
studies show that serial metabolic PET or SPECT studies
provide important insights into the mechanism of action
of rTMS in patients and may help to predict antidepressant
efficacy of different stimulation paradigms. The combined
TMS-PET approach can also shed new light on the patho-
physiology of neurologic and psychiatric disorders. For
instance, patients with focal hand dystonia showed a greater
suppression of regional synaptic activity in lateral and
medial premotor areas, putamen, and thalamus after 1-Hz
rTMS of left PMd, indicating enhanced plasticity of the
corticobasal gangliathalamic loop in focal hand dystonia.15
Finally, PET provides the unique opportunity to inves-
tigate the effects of TMS on specific neurotransmitter
systems (eg, the dopaminergic system) or cell populations
(eg, the microglia). In healthy volunteers, 11C-raclopride
PET was used to measure changes in extracellular dopa-
mine concentration after high-frequency rTMS of the left
DLPFC127 or the M1.128 Focal rTMS to the DLPFC and
M1-HAND led to spatially restricted decreases of
11C-raclopride binding in ipsilateral corticostriatal projec-
tion zones of the stimulated cortical area. This regionally
specific decrease in 11C-raclopride binding potential indi-
cates that focal rTMS can induce a lasting increase inendogenous dopamine release in the corresponding striatal
projection zone, presumably through repetitive stimulation
of corticostriatal connections during rTMS.
The rTMS/11C-raclopride PET methodology offers the
opportunity to investigate corticostriatal functional interac-
tions in neurologic and psychiatric diseases. In fact, abnor-
malities in corticostriatal interactions are believed to play
an important role in the pathophysiology of Parkinson’s
disease (PD).129 The evidence of a spatially enlarged area
of dopamine release in the symptomatic hemisphere after
M1-TMS/11C-raclopride PET may represent a possible in
vivo expression of a loss of functional segregation of
cortical information to the striatum and an indirect evidence
of abnormal corticostriatal transmission in early PD.129
Investigations of corticostriatal transmission have also
been described in psychiatric conditions such as primary
depression using SPECT130,131 as well as in different
animal models.132-135 Ever since the adoption of rTMS as
a research tool, there has been great interest regarding its
potential clinical role. To date, studies addressing the
contribution of placebo during TMS are limited. The
placebo effect has been shown to be associated either
with release of dopamine in the striatum.136 Recently, Stra-
fella et al137 showed in patients with PD that expectation of
therapeutic benefit from sham rTMS (placebo-rTMS)
induced a diffuse, bilateral reduction in [11C] raclopride
BP (ie, release of dopamine) in dorsal and ventral stria-
tum.137 These observations confirm earlier evidence that
expectation of clinical benefit (either from drugs or medical
devices) induces significant dopaminergic placebo effects
suggesting the importance of placebo-controlled studies
for clinical trials involving brain stimulation techniques.
Conclusion/Summary
The combined use of TMS and PET has considerably
expanded the applications of TMS in basic neuroscience
and clinical research. The existing data convincingly show
that online PET during TMS provides a behavior-indepen-
dent assay of cortical excitability and connectivity. Offline
PET after a conditioning session of rTMS provides a valu-
able means to investigate how rTMS shapes regional
neuronal activity in the intact human brain. In recent years,
several new protocols of rTMS have been introduced which
consist of repeated bursts or paired stimuli.9 Here, offline
PET will be of great value to compare the topographic
and temporal profiles of changes in regional activity
produced by various rTMS protocols. As such, offline
PET imaging can make an important contribution to the
understanding of the mechanisms of action of rTMS. A
unique strength of the combined TMS-PET is to map the
effects of rTMS on regional neurotransmission. Although
PET has only been used to map TMS-induced changes in
dopaminergic neurotransmission, it would be very helpful
to extend this approach to other neurotransmitter systems,
including the serotoninergic and cholinergic system. Other
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the use of PET ligands that label activated microglia or
amyloid deposits.Near infrared spectroscopy
Basic methodology
Near infrared spectroscopy (NIRS) is a spectroscopic
method measuring the wavelength and intensity of the
absorption of near-infrared light by the tissue. NIRS can be
used to probe brain function through the intact skull by
detecting changes in blood hemoglobin concentrations
associated with neural activity. Devices designed to esti-
mate blood gas levels in the brain commonly use the light
within the lower near infrared spectrum rather than visible
light because of its greater penetration through the scalp.
NIRS measures tissue absorbance and scattering of light at
two or more wavelengths in the spectral region from 700-
1000 nm, thus enabling the determination of concentration
changes of oxygenated hemoglobin (oxy-Hb), deoxygen-
ated hemoglobin (deoxy-Hb), and blood volume (total-Hb;
oxy-Hb 1 deoxy-Hb) using mathematical models based on
the modified Lambert-Beer law.138
Technical and safety aspects
Instrumentation for NIRS consists of a source (transmitter)
that emits infrared light into the tissue, a detector (receiver)
and a dispersive element (eg, a prism or a diffraction
grating) to allow the intensity at different wavelengths to be
recorded. A distance of each pair is adjusted to about 3 cm,
which is suitable for detecting the Hb concentration at the
cerebral cortex and reducing the influence of skin Hb
changes.139 Conventional NIRS has been limited to
measurements from a few specific sites. Recent technologic
advances enable to perform NIRS simultaneously from
multiple sites and to display the results of multisite NIRS
as cortical maps.
NIRS can be used to visualize the effects of TMS on
cortical activity.140 The NIRS method has several advan-
tages over other neuroimaging techniques. It has a high
signal-to-noise ratio. NIRS can be performed while TMS
is being applied because the time-varying electromagnetic
field induced by the TMS pulse does not interfere with
NIRS. NIRS can be used in newborns and infants because
of the lack of any side effects. NIRS devices are portable,
enabling investigations in freely moving subjects.141
Furthermore, NIRS has a temporal resolution that is compa-
rable to fMRI.
There are also several limitations: The technique has
a relatively poor spatial resolution when compared with
fMRI. Because of the limited depth penetration of the
infrared light, NIRS can only probe activity in superficial
cortical regions. Because NIRS is highly sensitive tofluctuations in the light intensity of the environment,
recordings need to be performed in a slightly darkened
room and repeated at least 10 times. Trials need to be
averaged to obtain stable results.
Although TMS has been successfully combined with
NIRS, several issues remain to be solved. The placement of
the probe interferes with the placement of the coil,
increasing the distance between the TMS coil and the
cortical target region. There is still some debate which
wavelengths should be preferentially used and how strong
lights should be used in combined TMS-NIRS studies.
Another problem is that NIRS is difficult to perform in
individuals with black hair. It is possible to record good
responses in these subjects by increasing the intensity of the
light that is emitted in the tissue. However, the safety
guidelines for light exposure may limit the possibility to
increase the intensity of the emitted infrared light, espe-
cially when studying children or infants. Finally, head
movements induced by the vibration of the stimulating coil
may sometimes disturb a good recording because of the
movements of the NIRS probes in simultaneous NIRS-
TMS studies.
Neuroscience and clinical applications
During physiologic brain activation (eg, in response to
a sensory stimulus), NIRS typically shows a large oxy-Hb
increase along with a small deoxy-Hb decrease.138 If
a region is deactivated, this is reflected by NIRS as an
decrease in oxy-Hb and an increase in deoxy-Hb.142 Only
a few studies combined NIRS recordings with TMS. Inter-
estingly, Hb concentration changes evoked during or after
TMS appear to be different from the normal physiologic
response profile. The first study that combined TMS and
optical imaging reported a right-hemisphere response
when the left motor cortex was stimulated.143 The first
study with two wavelengths reported local changes in Hb
concentration just beneath the coil.144 A significant
increase in oxy-Hb was observed after single-pulse TMS
(90% or 110% active motor threshold) when the subjects
voluntarily contracted a target hand muscle. This spectro-
scopic response was similar to the physiologic activation
pattern. On the other hand, single-pulse TMS (120% or
140% active motor threshold) induced large deoxy-Hb
decreases and no significant oxy-Hb changes when the
contralateral target muscle was relaxed.145 This atypical
response pattern may be explained by TMS-induced
changes in the intrinsic firing rate of cortical and corticospi-
nal neurons because of the lasting inhibition provoked by
high-intensity TMS.
NIRS has also been used to measure regional changes in
Hb concentration in the right PFC, PMd, M1-HAND, and
primary sensory hand area (S1-HAND) during and after
intermittent theta burst rTMS over the left PMd, M1 and
S1, or sham stimulation. Intermittent theta burst rTMS over
premotor or sensorimotor cortices induced large oxy-Hb
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pattern) in the premotor or sensorimotor cortices contral-
aterally to the site of rTMS.146 In another study,147 NIRS
recording was performed over the left M1-HAND during
right-hand finger tapping before and after 1-Hz rTMS of
the right M1-HAND. The 1-Hz rTMS of the right M1-
HAND increased the level of oxy-Hb in the nonstimulated
cortex for 40 minutes after the end of rTMS. Deoxy-Hb was
found to be slightly decreased during the first 15 minutes
after rTMS. These results confirm that 1-Hz rTMS of one
hemisphere can produce persisting changes in cortical func-
tion in homologous regions of the nonstimulated
hemisphere.
Conclusion/Summary
NIRS is a highly interesting method to assess the acute
effects of TMS on cortical function because the spectro-
scopic measurements are not perturbed by concurrent TMS.
Yet, there are still several problems to be solved before it
will be possible to fully exploit the potential of NIRS for
online TMS studies.General conclusion and perspectives
The combined use of TMS with other brain mapping
techniques has greatly expanded the scientific potential of
TMS in basic neuroscience and clinical research. The
offline and online TMS-neuroimaging approaches offer
complementary applications. Online neuroimaging during
the administration of TMS provides a behavior-independent
assay of the functional brain response of the stimulated
cortex as well as connected cortical and subcortical brain
regions. Major progress has been made in solving technical
problems caused by the interfering effects of TMS on data
acquisition in concurrent TMS-fMRI and TMS-EEG
studies. It remains a challenge, however, to optimize
experimental approaches in a way that it is possible to
disentangle the direct effects in the brain caused by TMS
from nonspecific neuronal effects in response to associated
auditory and somatosensory stimulation. A very promising
avenue of research that can be pursued in online TMS-
neuroimaging experiments is to systematically modulate
the functional state of the stimulated cortex and connected
brain regions at the time of stimulation (eg, by changing the
behavioural context) and assess how distinct changes in
functional state of the brain at the time of TMS impacts on
the brain response to TMS. This offers new possibilities to
probe effective connectivity in vivo. The online TMS-
neuroimaging approach also allows us to explore how focal
TMS interferes with task-related activity when given to
different cortical regions or at different time points during
a behavioral task. We anticipate that this approach will
yield important insight into the mechanisms that mediate
the disruptive effect of TMS on neuronal processing.While online TMS-neuroimaging is technically
demanding and requires specific safety precautions, the
offline TMS-neuroimaging approach can be easily per-
formed because TMS and neuroimaging are separated in
time and possibly in space. Neuroimaging studies can be
exploited to guide the timing and placement of TMS in
studies that use TMS during experimental tasks to modify
behavior. In addition, offline TMS-neuroimaging offers
a powerful tool for investigating the neuromodulatory
effects of rTMS. It provides unique opportunities to explore
dynamic aspects of functional brain networks on sponta-
neous and task-related activity in space and time and how
these functional interactions are affected by disease. As
such the offline TMS-neuroimaging approach bears great
potential for studying the brain’s capability to undergo
short-term reorganization in health and disease.
There is no general answer to the question which
functional neuroimaging modality is best to use in conjunc-
tion with TMS. The previous sections show that each
neuroimaging technique offers complementary information
and is associated with different methodologic strengths and
weaknesses. The selection of the neuroimaging technique
should be tailored to the scientific question, taking into
account which aspects of neuronal function are captured by
a given neuroimaging technique along with its spatial and
temporal resolution.
Combining TMS with structural neuroimaging is yet
another promising avenue of research. One way to exploit
structural neuroimaging is to correlate electrophysiologic
measures of cortical excitability or corticocortical connec-
tivity (as obtained with TMS) with measures of regional
brain structure. Correlational analysis may alternatively test
for relations between TMS-induced behavioural effects and
neuroimaging measures of regional brain structure. Another
application includes the morphometric assessment of
changes in brain structure following the repeated applica-
tion of rTMS over multiple sessions.148
Future extensions include the use of new imaging
modalities such as resting-state fMRI, MR spectroscopy,
or molecular PET imaging that use markers of activated
microglia or amyloid deposits. Neuroimaging will also be
key to better characterize and compare the impact of newly
developed conditioning protocols on brain function and
structure, including theta burst stimulation,149 corticocorti-
cal paired associative stimulation,150 or transcranial direct
current stimulation.151 Finally, combined TMS-neuroimag-
ing studies in patients will be instrumental in clarifying the
therapeutic effects of rTMS and will provide substantial
new insights in the pathophysiology of neurologic or
psychiatric diseases.References
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Abstract
Paired associative stimulation (PAS) repeatedly pairs electrical nerve stimulation with transcranial magnetic stimulation of the
contralateral motor hand area (M1HAND). Depending on the interstimulus interval, PAS can induce a long-term potentiation (LTP)-like
facilitation or long-term depression (LTD)-like suppression of cortical excitability. In three experimental sessions, 12 awake men
received PAS of the right median nerve and left M1HAND in the evening before sleep. To optimize the timing of paired stimulation in
M1HAND, the interstimulus interval of PAS was adjusted to the individual N20-latency of the somatosensory evoked potential to induce
LTP-like effects (PASN20+2ms), LTD-like effects (PASN20)5ms), or no timing-dependent after-effects (PAScontrol). Motor-evoked
potentials (MEPs) showed high interindividual variations in the conditioning effects of PASN20+2ms and PASN20)5ms on cortical
excitability. However, PAScontrol allowed us to adjust for any unspecific stimulation effects and the MEP increase after PASN20+2ms
differed significantly from the MEP decrease after PASN20)5ms. PASN20+2ms and PASN20)5ms also had a differential effect on regional
expression of slow waves and slow spindle activity during the first hour of subsequent non-rapid eye movement (NREM) sleep. At the
electrode sites overlying the conditioned M1HAND and the adjacent premotor cortex, local expression of slow spindle activity was
significantly correlated with interindividual differences in the efficacy of PASN20+2ms and PASN20)5ms to potentiate or suppress cortical
excitability. This correlation indicates that PAS shapes the local regulation of slow sleep spindles during subsequent NREM sleep.
Introduction
Sleep consolidates newly acquired memory traces (Stickgold, 2005;
Born et al., 2006; Marshall & Born, 2007). Recent research suggests
that oscillatory neuronal activity during non-rapid eye movement
(NREM) sleep is involved in sleep-dependent memory consolidation
(Marshall et al., 2006). Learning before sleep modulates the regional
expression of slow wave activity (SWA) (Huber et al., 2004, 2006,
2007) and spindle density (Gais et al., 2002) during subsequent
NREM sleep, particularly in those cortical areas that were initially
involved in learning. Interestingly, the regional expression of SWA
(Huber et al., 2004) and spindle density (Schabus et al., 2004; Fogel &
Smith, 2006; Nishida & Walker, 2007; Schabus et al., 2008) also
correlates with overnight improvements in memory performance.
Two recent studies ‘artiﬁcially’ induced regional cortical plasticity
during wakefulness in humans. In one study, 5-Hz repetitive
transcranial magnetic stimulation (rTMS) was given over the left
M1 to induce long-term potentiation (LTP)-like plasticity (Huber
et al., 2007). In the other study, the left arm was immobilized for 12 h
to induce a long-term depression (LTD)-like effect in the contralateral
sensorimotor cortex (Huber et al., 2006). The interventions had
opposite effects on local SWA (0.5–4.5 Hz). Whereas rTMS led to an
increase in SWA and fast sleep spindle power (13–16 Hz) in the left
premotor cortex, arm immobilization attenuated SWA and fast spindle
power in the contralateral sensorimotor cortex. These results are
compatible with the hypothesis that the induction of either LTP- or
LTD-like plasticity has opposite effects on local SWA (Tononi &
Cirelli, 2006). However, the induction of cortical plasticity by 5-Hz
rTMS and immobilization was confounded by the mere amount of
evoked neuronal activity during both interventions (relative to the
control conditions), which might have accounted for the effects on
local NREM sleep as well.
To avoid this ambiguity, LTP- and LTD-inducing protocols should
be matched in terms of their acute effects on cortical activity during
wakefulness. Paired associative stimulation (PAS) meets these
requirements. PAS repeatedly pairs electrical stimulation of a periph-
eral nerve with TMS of the contralateral sensory or motor cortex at a
constant interstimulus interval (ISI) (Stefan et al., 2000; Wolters et al.,
2003; Wolters et al., 2005). Paralleling spike-time-dependent plasticity
(STDP) in slice preparations, the direction of PAS-induced cortical
plasticity critically depends upon the ISI. If sensory input from median
nerve stimulation reaches the M1HAND shortly prior to TMS, PAS
potentiates regional cortical excitability. Conversely, if TMS precedes
the arrival of sensory input to the cortex, PAS causes a suppression of
cortical excitability. These excitability changes are timing-dependent,
long-lasting, effector-speciﬁc (Stefan et al., 2000), and can be blocked
by N-methyl-d-aspartate (NMDA) receptor antagonists (Stefan et al.,
2002), and are thus thought to reﬂect LTP-like and LTD-like plasticity.
In three sessions, we applied PAS of the right median nerve and left
M1HAND before sleep to induce either LTP-like (PASN20+2ms), LTD-
like (PASN20)5ms), or no after-effects (PAScontrol) on excitability in the
conditioned M1HAND. We expected PASN20+2ms and PASN20)5ms to
produce opposite effects on local oscillatory activity in sensorimotor
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areas during subsequent NREM sleep. Speciﬁcally, we hypothesized
that interindividual differences in the efﬁcacy of PASN20+2ms and
PASN20)5ms to alter regional cortical excitability should be reﬂected in
the local expression of SWA and sleep spindles in the conditioned
M1HAND. Preliminary results have been presented at the Society for
Neuroscience Meeting 2007 (Bergmann et al., 2007).
Materials and methods
Participants
Twelve healthy right-handed male volunteers (mean age 25.9 years,
range 19–33 years) participated in the experiments after they had
given written informed consent. All participants were non-smokers,
free of medication, and had no history of neurological or psychiatric
disease. They slept 7–9 h per night and reported no major disruptions
of the sleep–wake cycle during the 4 weeks before experimentation.
Participants were not allowed to ingest alcohol or engage in excessive
manual activities involving physical exertion (e.g. sport) or skilled
movements (e.g. piano playing) during the day before experimental
nights. They reported to have slept about 7 h 39 min (± 1 h 21 min
SD) during the preceding night and a repeated-measures anova
revealed no differences between PAS protocols. An adaptation night,
approximately 1 week prior to the ﬁrst experimental night, accus-
tomed participants to sleeping under laboratory conditions. Partici-
pants were not preselected due to their responsiveness to PAS and had
never been exposed to transcranial stimulation prior to the study.
While cortical excitability changes could be analysed for the entire
group (n ¼ 12), EEG data of two participants had to be excluded from
analyses (n ¼ 10) because they showed early REM sleep onset and no
slow wave sleep during the ﬁrst sleep cycle. Experimental procedures
conformed to the Declaration of Helsinki and were approved by the
Ethics Committee of the University of Kiel.
Experimental procedure
Each participant took part in three experimental sessions performed at
least 1 week apart (Fig. 1A). In each session, participants received
PASN20+2ms, PASN20)5ms or PAScontrol of the right median nerve and
the left M1HAND before they went to sleep. The order of PAS
interventions was counterbalanced across participants, who were blind
regarding the purpose of the study and the type of PAS that was
applied in a given session. Participants arrived at the laboratory around
20:00 h and PAS sessions started around 22:00 h after placement of
recording electrodes. During PAS, participants were seated in a bed in
a comfortable semi-upright position. The head and right arm were
stabilized with cushions. The conditioning effects of PAS on
excitability of the left M1HAND were probed at rest using single-pulse
TMS. We recorded 60 motor-evoked potentials (MEPs) from three
relaxed hand muscles before and 10 min after the end of PAS
conditioning. The room was then darkened and subjects were allowed
to sleep from 23:00 to 07:00 h. Polysomnography and 27-channel
EEG were continuously recorded during sleep. Finally, we recorded
60 additional MEPs in the next morning, approximately 20 min after
participants had woken up.
Paired associative stimulation
PAS consisted of 200 pairs of stimuli which were given every 6 s
(varied from 5.1 to 6.9 s), resulting in a total stimulation time of
20 min. Each stimulus pair consisted of a peripheral stimulus given to
the right median nerve at the wrist followed by a transcranial magnetic
stimulus applied to the left M1HAND after a certain ISI. According to
the approach of Ziemann and colleagues (Ziemann et al., 2004;
McDonnell et al., 2007; Mu¨ller et al., 2007) we individually adjusted
the ISI to the shortest neuronal travel time of afferent input from wrist
to cortex, which is reﬂected in the latency of the N20 component of
the somatosensory evoked potential, to optimize the pairing of
stimulation in M1HAND. Somatosensory evoked potentials (200 trials;
C3¢-Fz electrode montage; stimulation parameters equivalent to PAS,
see below) were obtained from each participant at the evening of the
adaptation night (mean N20 latency ¼ 20.07 ms, SD ¼ 0.83 ms,
min. ¼ 19.0 ms, max. ¼ 21.4 ms). For each participant, we chose an
ISI that was 2 ms longer than the N20 latency (ensuring that the
Fig. 1. (A) Schematic illustration of the time-line of a single experimental
night. MEPs were measured directly before (baseline MEPs) application of PAS
protocols (PASN20+2ms, PASN20)5ms or PAScontrol), 10 min afterwards (pre-sleep
MEPs) and the next morning 20 min after awakening (post-sleep MEPs). Sleep
was recorded polysomnographically during the night. Means and standard
errors of the means (SEM) of 60 MEPs in the APB muscle are displayed for
each time of measurement and PAS condition (PASN20+2ms ¼ solid line, ﬁlled
circles; PASN20)5ms ¼ dashed line, empty circles; PAScontrol ¼ dotted line,
ﬁlled squares). Asterisks indicate signiﬁcant paired t-tests at P < 0.05.
(B) MEP amplitude depicted as percentage change from individual baseline.
(C) MEP amplitude depicted as percentage change from individual baseline
followed by subtraction of the corresponding PAScontrol values.
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sensory input reaches M1HAND shortly before TMS) to potentiate the
excitability of corticospinal output neurons in the left M1HAND
(PASN20+2ms). Conversely, we selected an ISI that was 5 ms shorter
than the N20 latency (ensuring that the sensory input reaches M1HAND
shortly after TMS) to cause a lasting suppression of excitability
(PASN20)5ms). As a control (PAScontrol), we applied PAS with variable
ISIs (290, 250, 210, 170, )60, )100, )140 and )180 ms randomized
across trials) (cf. Mu¨ller et al., 2007). As PAScontrol lacked a consistent
temporal pairing between the peripheral and transcranial stimulus, it is
thought to be ineffective in producing a lasting change in motor
cortical excitability due to STDP-dependent plasticity. Additionally,
we extended the approach of Mu¨ller and colleagues by only using ISIs
lying outside the time window in which PAS was shown to induce
STDP-like plasticity effectively (Wolters et al., 2003). The individual
N20 latencies were determined during the evening before the
adaptation night.
The right median nerve, innervating the abductor pollicis brevis
(APB) muscle, was stimulated at the wrist using standard bar
electrodes, with the cathode positioned proximally. A Digitimer
DS7A constant-current stimulator (Digitimer, Welwyn Garden City,
Herts., UK) generated square-wave stimuli with a duration of 1 ms.
Stimulus intensity was 4.5 mA, corresponding to approximately 450%
of the averaged perceptual threshold (individual range 281–750%) and
evoking slight thumb twitches. TMS over the left M1HAND was
performed using a ﬁgure-of-eight shaped magnetic coil with an outer
diameter of 70 mm connected to a High Power Magstim 200
stimulator (Magstim, Whitland, Dyfed, UK). The magnetic stimulus
had a nearly monophasic pulse conﬁguration with a rise time of about
100 ls, decaying back to zero over about 800 ls. The coil was held
tangentially to the skull with the handle pointing backwards and
laterally at an angle of 45 to the sagittal plane. At this position, the
monophasic electromagnetic pulse induced an electrical current in the
brain tissue with a posterior-lateral to anterior-medial direction
approximately perpendicular to the central sulcus. This current
orientation is known to be optimal for evoking a motor response in
the contralateral hand (Mills et al., 1992). The site at which stimuli at
slightly suprathreshold intensity consistently yielded maximal MEPs
in the contralateral APB muscle was marked with a pen on the EEG
cap as the ‘motor hot spot’ and used for TMS of the M1HAND. For PAS
and MEP measurements, TMS intensity was adjusted at the beginning
of each experimental session (PASN20+2ms, PASN20)5ms, PAScontrol) to
elicit a mean peak-to-peak MEP amplitude of approximately 1 mV in
the relaxed contralateral APB muscle (mean ± SD: 66.5 ± 13%
maximal stimulator output). During the TMS measurements, the
experimenter who held the coil received no on-line feedback of the
evoked MEP amplitudes to avoid any bias towards the expected
effects.
Measurements of motor cortex excitability
Single-pulse TMS was used to assess corticospinal excitability before
(baseline MEP measurement), 10 min after the end of PAS (pre-sleep
MEP measurement) and the next morning 20 min after participants
had woken up (post-sleep MEP measurement). The coil position and
orientation as well as stimulus conﬁguration were the same as during
PAS and stimulation intensity remained constant during baseline, pre-
and post-sleep measurements of each experimental session. This
ensured that we probed excitability in the same set of neurons that
were conditioned by PAS. Cortical excitability was assessed in two
consecutive blocks of 30 trials with an ISI of 7 s, varying from 4.9 to
9.1 s. Surface electromyographic (EMG) activity was recorded from
the right APB muscle (targeted by PAS) as well as ﬁrst dorsal
interosseus (FDI) muscle and abductor digiti minimi (ADM) muscle
(both not targeted by PAS) with Ag-AgCl surface electrodes using a
bipolar belly tendon montage. During sleep, the right hand was
bandaged to ensure a constant position of the EMG electrodes.
The raw EMG signals were ampliﬁed ·1000 (EEG-4421G, Nihon-
Koden, Tokyo, Japan), ﬁltered between 2 and 2000 Hz (plus 50-Hz
notch) and digitized at 5000 Hz per channel (CED 1401 Plus, 12-bit-
ADC; Cambridge Electronics, Cambridge, UK). The administration
of TMS pulses as well as EMG data recording, storage and analyses
was performed with Signal software (Cambridge Electronics). Peak-
to-peak amplitudes of each MEP (mV) were measured off-line and
mean MEP amplitudes were calculated for each time of measurement
(i.e. baseline, pre-sleep and post-sleep). Sensitive for unspeciﬁc
effects of stimulation and time, mean MEP amplitudes were initially
expressed as percentage change from the individual baseline
measurement. To control additionally for any unspeciﬁc effects
depending on time, sleep or circadian rhythm, MEP amplitudes were
thereafter adjusted by subtracting the corresponding PAScontrol
values.
Polysomnographic and EEG recordings
EEG recordings were obtained from 27 channels (F3, F1, Fz, F2, F4,
FC5, FC3, FC1, FC2, FC4, FC6, C5, C3, C1, Cz, C2, C4, C6, CP5,
CP3, CP1, CP2, CP4, CP6, P3, Pz, P4; cap with Ag-AgCl ring
electrodes; impedance < 5 kW) and both mastoids (A1, A2) referenced
to Cz (later re-referenced to averaged A1 and A2). Additionally, we
recorded surface EMG of the chin muscles and vertical and horizontal
electro-oculograms with Ag-AgCl cup electrodes. The raw EEG
signals were ampliﬁed ·10 000, ﬁltered between 0.05 and 100 Hz
(plus 50-Hz notch), and digitized at 500 Hz per channel (SynAmps,
16-bit-ADC; Neuroscan, El Paso, TX, USA). Data were recorded and
stored with Acquire software version 4.2 (Neuroscan) and analysed
using BrainVision Analyser software version 1.05.0004 (Brainprod-
ucts, Gilching, Germany).
Sleep stages were visually scored per 30-s epoch according to
standard criteria (Rechtschaffen & Kales, 1968). Scoring was based on
recordings from Fz (rather than C3 or C4) because PAS was given
approximately over C3, and we wished to score sleep stages over a
non-motor area that was not conditioned by PAS. Therefore, the
overall proportion of SWS might have been slightly overestimated,
although equally, for all experimental conditions. Only 30-s epochs of
NREM sleep stages 2, 3 and 4 free of movement artefacts were
included.
Previous studies reported distinct effects of plasticity-inducing
protocols on local EEG activity during the ﬁrst hour of NREM sleep
(Huber et al., 2004, 2006, 2007). We thus performed EEG power
analyses (FFT, 0.031 Hz per bin, 50% Hanning window) separately
for all electrodes and PAS conditions, dividing the ﬁrst NREM episode
into three consecutive 20-min segments. Individual mean power
values were calculated for the frequency bands of SWA (0.5–4 Hz),
slow spindle activity (10–13 Hz) and fast spindle activity (13–16 Hz)
for the entire time spend in NREM sleep. Values were normalized as
percentage change from the PAScontrol condition to adjust for
interindividual variance in EEG power and unspeciﬁc stimulation
effects. Densities of slow and fast sleep spindles (as amount of discrete
spindles per 30-s epoch) were separately calculated for all channels,
20-min epochs of NREM sleep and PAS conditions using an automatic
spindle detection algorithm (Mo¨lle et al., 2002; Clemens et al., 2005;
Schmidt et al., 2006).
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Data were band-pass ﬁltered at 10–13 Hz (slow spindles) or
13–16 Hz (fast spindles) using a Butterworth zero phase distortion
ﬁlter (48 dB per octave). To allow a clear dissociation between slow
and fast spindles, additional band-rejection ﬁlters (4th order) were
used to suppress the remaining power of adjacent frequency bands at
7–10 Hz and 13–16 Hz (slow spindles) or at 10–13 Hz and 16–20 Hz
(fast spindles). A root mean square of the ﬁltered signal was calculated
using a moving average of 0.25 s width. Spindles were detected by the
algorithm when the root mean square signal exceeded the threshold of
three standard deviations (calculated over all channels, segments and
PAS protocols for each subject individually to adjust for interindivid-
ual variance) for at least 0.5 s but less than 3 s (ignoring very short
signal drops under threshold for less than 100 ms). Comparisons
between PASN20+2ms and PASN20)5ms were conducted after adjusting
for unspeciﬁc stimulation effects by subtracting corresponding values
of the PAScontrol condition.
Statistical analyses
Statistical analyses of MEP amplitudes relied on repeated-measures
anova as well as post hoc paired t-tests. To test for any unspeciﬁc
effects depending on time, sleep or circadian rhythm, anova
was based on the factors PAS protocol (PASN20+2ms, PASN20)5ms,
PAScontrol) and time of measurement (pre-sleep, post-sleep) with the
baseline-adjusted MEP amplitudes as dependent variable. To reveal
PAS-speciﬁc differences, anova was based on the factors PAS
protocol (PASN20+2ms, PASN20)5ms) and time of measurement (pre-
sleep, post-sleep) using the additionally PAScontrol-adjusted MEP
amplitudes as dependent measure. For statistical analyses of EEG
power and spindle density we applied non-parametric permutation
testing (Nichols & Holmes, 2002; Huber et al., 2004, 2006, 2007)
corrected for multiple comparisons (27 electrodes; Pcorr < 0.05) to test
for topographically speciﬁc differences in SWA as well as slow and
fast spindle power and density between PAS conditions (see
Supplementary material, Appendix S1 for details). We also used
non-parametric permutation testing (see supplementary Appendix S1
for details) to test for correlations between the ‘individual PAS
efﬁcacy’ (separately calculated for pre- and post-sleep measurements)
and the differential effect of PAS protocols on EEG power and spindle
density. ‘Individual PAS efﬁcacy’ was deﬁned as the combined
efﬁcacy of PASN20+2ms to potentiate and PASN20)5ms to suppress
motor cortical excitability relative to the individual baseline (percent-
age change in mean MEP amplitude after PASN20+2ms minus
percentage change in mean MEP amplitude after PASN20)5ms) (see
supplementary Fig. S1).
Results
Motor evoked potentials
MEP amplitudes in the APB muscle showed a substantial decrease
relative to individual baseline across a night of sleep (F1,11 ¼ 31.18,
P < 0.001), which was evident in all experimental sessions
(PASN20+2ms: T11 ¼ 3.00, P ¼ 0.012; PASN20)5ms: T11 ¼ 4.63,
P < 0.001; PAScontrol: T11 ¼ 2.95, P ¼ 0.013; Fig. 1B; see raw
MEP data in supplementary Table S1). This decrease in MEP size
might reﬂect a general synaptic downscaling mechanism in the
framework of a hypothesized homeostatic function of sleep (Tononi &
Cirelli, 2006). Focusing on the differences between PAS protocols, we
found a differential effect of PAS on post-interventional MEPs. The
increase of PAScontrol-adjusted MEP amplitudes after PASN20+2ms
differed signiﬁcantly from the decrease after PASN20)5ms
(F1,11 ¼ 6.82, P ¼ 0.024). This difference had previously been
masked by the global overnight attenuation of MEP amplitudes
(Fig. 1C). Consequently, after adjustment there was no effect of time
of measurement (P ¼ 0.417). Of note, we found no interaction
between the type of PAS protocol and the time of measurement
(P ¼ 0.169), showing that the differential effect of PASN20+2ms and
PASN20)5ms on MEP amplitudes did not decay during a night of sleep.
Previous experiments examined the after-effects of PAS on MEP
amplitude only during wakefulness, showing that PAS-induced MEP
changes had tapered off 90 min after the end of PAS (Stefan et al.,
2000; Wolters et al., 2003). Therefore, we were interested to know
whether PASN20+2ms and PASN20)5ms still resulted in a signiﬁcant
difference in MEP amplitude after a night of sleep. To this end, we
used paired t-tests as a more descriptive approach to explore the
difference between PASN20+2ms and PASN20)5ms separately for pre-
sleep and post-sleep measurements although post-hoc testing was not
motivated by a signiﬁcant interaction in the anova. Notably, we
found a consistent difference in the after-effect on MEP amplitude
between the two PAS protocols after a full night of sleep (T11 ¼ 2.59,
P ¼ 0.025), while this difference was less pronounced in the evening
shortly after PAS (T11 ¼ 1.66, P ¼ 0.124). Thus, if anything, PAS
after-effects became strengthened over night.
In addition, FDI and ADM muscles, which were not targeted by
PAS, also showed an unspeciﬁc overnight decrease in MEP ampli-
tudes but no differential after-effects of PAS conditioning for the
PAScontrol-adjusted values (see supplementary Tables S2 and S3 for
details).
Sleep EEG power and spindle density
No differences in global sleep architecture were present among PAS
protocols for any of the 20-min segments or for the 60 min in total, as
revealed by separate one-way repeated-measures anova for every
sleep parameter listed in Table 1. As a consequence, the following
comparisons of regional EEG power and spindle density were not
biased by global differences in sleep architecture after PASN20+2ms,
PASN20)5ms and PAScontrol.
SWA showed the well-known topographic distribution (Huber
et al., 2004, 2006, 2007; Massimini et al., 2004) with a medial frontal
maximum and a gradual attenuation towards posterior-lateral elec-
trodes (supplementary Fig. S2). Regional SWA differed between
PASN20+2ms and PASN20)5ms in the right parietal cortex (CP2, CP4,
CP6) (Fig. 2A and B). At these electrodes, the regional expression of
SWAwas reduced after PASN20+2ms relative to PASN20)5ms during the
ﬁrst 20 min of NREM sleep.
Power and density of slow spindles peaked at frontal electrodes
while fast spindles were most strongly expressed over centro-parietal
Table 1. Sleep architecture for the analysed 60-min sleep period
PASN20+2ms PASN20)5ms PAScontrol
Sleep latency (min) 13.85 ± 4.12 7.50 ± 1.43 7.20 ± 1.88
Waking (%) 1.66 ± 1.14 0.08 ± 0.50 0.50 ± 0.41
Stage 1 (%) 0.83 ± 0.50 0.08 ± 0.08 0.08 ± 0.08
Stage 2 (%) 36.75 ± 4.32 39.50 ± 7.36 35.25 ± 5.82
Slow wave sleep (%) 59.25 ± 5.47 58.25 ± 7.86 60.58 ± 7.93
NREM sleep (%) 96.83 ± 1.38 97.83 ± 1.08 95.92 ± 2.65
REM sleep (%) 1.50 ± 0.89 2.08 ± 1.10 3.42 ± 2.62
Mean values ± SEM are shown for the analysed 60 min of sleep beginning
with ﬁrst epoch of sleep stage 2 (n ¼ 10). One-way repeated-measures anovas
revealed no signiﬁcant differences between PAS conditions.
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regions (supplementary Figs S2 and S3), which is in good agreement
with previous work (De Gennaro & Ferrara, 2003; Schabus et al.,
2006, 2008; Schmidt et al., 2006). PASN20)5ms and PASN20+2ms
resulted in regional differences in power and density of slow but not
fast sleep spindles, reaching signiﬁcance in the third 20-min segment
of NREM sleep. We found slow spindle power after PASN20)5ms to be
enhanced compared with PASN20+2ms at electrodes overlying left
fronto-central cortex (FC5) and the lateral part of the right and left
centro-parietal cortex (C5, C3, C4, C6, CP3, CP1, CP4, CP6, P3, Pz,
P4; Fig. 2C and D). Likewise, slow spindle density after PASN20)5ms
exceeded that after PASN20+2ms measured bilaterally over centro-
parietal areas (C5, C4, CP3, CP2, CP4, P3, Pz; Fig. 2E and F).
Correlational analyses of PAS efficacy and sleep EEG
To take into account the substantial interindividual variation in the
efﬁcacy of PASN20+2ms to potentiate and of PASN20)5ms to suppress
pre-sleep MEP amplitudes (see supplementary Fig. S1), we addition-
ally performed correlational analyses.
Individual pre-sleep PAS efﬁcacy on MEP amplitude correlated
with differences in the expression of slow sleep spindles at those
electrode sites approximately overlying the conditioned M1HAND and
the adjacent premotor cortex. In parallel with comparisons of mean
EEG values, this correlation was only found during the third 20 min of
NREM sleep. At C3, pre-sleep PAS efﬁcacy was strongly correlated
with the differential effect of PASN20)5ms and PASN20+2ms on slow
spindle density (i.e. mean spindle density after PASN20)5ms minus
mean spindle density after PASN20+2ms) (r ¼ 0.82, Pcorr ¼ 0.033;
Fig. 3A and D). The more PASN20)5ms suppressed mean MEP
amplitude relative to the increase by PASN20+2ms, the stronger the
regional density of slow spindles at C3 after PASN20)5ms relative to
PASN20+2ms. Practically the same correlation was present for slow
spindle power at the neighbouring recording site FC3 (r ¼ 0.81,
Pcorr ¼ 0.035; Fig. 3B and E).
In turn, the differential effect on slow spindle density in the third 20-
min NREM segment at the adjacent recording site FC5was signiﬁcantly
correlated with individual post-sleep PAS efﬁcacy (r ¼ 0.82,
Pcorr ¼ 0.049; Fig. 3C and F). That is, the more the density of slow
sleep spindles increased after PASN20)5ms and decreased after
PASN20+2ms, the stronger the individual PAS-efﬁcacy the next morning.
In contrast, neither SWA nor fast spindle power or density
correlated with PAS-efﬁcacy (pre- or post-sleep) at any recording site
during the analysed 60-min period of NREM sleep. Also, none of the
analysed frequency bands or spindle densities signiﬁcantly predicted
the overnight change in cortical excitability.
Discussion
Using PAS as a non-invasive means to induce regional plasticity in the
human cortex (Stefan et al., 2000, 2002, 2004; Wolters et al., 2003;
Classen et al., 2004), we show that the induction of regional LTP- and
LTD-like plasticity in the human M1HAND during wakefulness is
followed by changes in the regional expression of slow spindles and
SWAwithin the ﬁrst hour of NREM sleep. Interestingly, the efﬁcacy of
PASN20+2ms and PASN20)5ms to produce LTP- or LTD-like after-effects
on motor cortical excitability prior to sleep predicted the individual
changes in slow spindle power and density in the conditioned
M1HAND. Given that slow spindles, in contrast to fast spindles, seemed
to be affected by the induction of LTD-like plasticity through
PASN20)5ms, we further discuss their potential functional signiﬁcance.
Fig. 2. Topographic distribution of t-values representing differences in
SWA (A, B), slow spindle power (C, D) and slow spindle density (E, F).
Note that the t-values of each map are scaled differently to highlight the
regional differences. The left panels (A,C,E) give the t-maps of regional
differences in SWA (A), slow spindle power (C) and slow spindle density
(E) between PASN20+2ms and PASN20)5ms. These maps are based on
percentage changes in power values and absolute change of spindle density.
Filled circles indicate electrode sites where PASN20)5ms signiﬁcantly exceeds
PASN20+2ms as revealed by non-parametric permutation testing (Pcorr£ 0.05,
corrected for multiple comparisons). The right panels (B,D,F) provide t-maps
of deviations in SWA (B), slow spindle power (D) and slow spindle density
(F) after PASN20+2ms and PASN20)5ms relative to PAScontrol. The t-maps are
based on percentage changes in power values and absolute change of spindle
density. Changes in SWA refer to the ﬁrst 20-min NREM segment, while
changes in slow spindle power and density refer to the third 20-min NREM
segment.
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PAS was chosen for two reasons. First, its efﬁcacy depends
critically on the consistent temporal pairing of the peripheral and
cortical stimulus (Mu¨ller et al., 2007). Thus, it was possible to include
a control condition (i.e. PAScontrol) which produced the same amount
of neuronal stimulation as PASN20+2ms and PASN20)5ms without
inducing plastic changes in the stimulated cortex. Second, the
appropriate ISI between the peripheral and cortical stimulus deﬁnes
the direction of PAS-induced plasticity (Wolters et al., 2003). This
enabled us to induce LTP- and LTD-like plasticity by means of
stimulation protocols which differed only in the ISI (i.e. PASN20+2ms
and PASN20)5ms) but were identical with respect to number of stimuli
applied, stimulus intensity and overall duration of intervention. This
excludes the possibility that differences in the effects of PASN20+2ms
and PASN20)5ms were caused by general differences in brain
stimulation.
PAS effects on motor cortical excitability
Although we found a consistent differential effect of PASN20+2ms and
PASN20)5ms on cortical excitability at the group level, individual PAS
efﬁcacy showed considerable interindividual variability (see supple-
mentary Fig. S1). This ﬁnding ties in with previous studies showing a
considerable inter- as well as intra-individual variability in both
strength and direction of PAS-induced plasticity (Fratello et al., 2006;
Meunier et al., 2007; Sale et al., 2007). Using a facilitatory PAS25ms
protocol, Meunier et al. (2007) demonstrated that about one-third of
the participants did respond with a decrease in MEP amplitude size.
As we did not preselect participants for the present study, both
responsive as well as non-responsive participants were included.
Furthermore, Sale et al. (2007) showed that a daytime difference in the
application of PAS25ms of only 4 h (10:00 vs. 14:00 h) markedly
altered the robustness of PAS effects. It is thus conceivable that the
late application of PAS in the present study (22:00 h) along with the
diverging individual responsiveness to PAS accounted for the large
inter-individual variations in PAS efﬁcacy.
Apparently, PAS-induced excitability changes are determined by
several factors such as individual characteristics of motoneuron
excitability (Meunier et al., 2007), previous learning experience
(Ziemann et al., 2004; Mu¨ller et al., 2007), neuronal background
activity (Nitsche et al., 2007), attentional state (Stefan et al., 2004) and
circadian rhythm (Sale et al., 2007). Therefore, a combination of these
factors might have contributed to the variable responses to PAS
conditioning in the present study.
Despite the high inter-individual variability in PAS efﬁcacy, the mean
differential effect of PASN20+2ms and PASN20)5ms on the excitability of
Fig. 3. Topographic distribution of correlation coefﬁcients (r-values) between individual PAS efﬁcacy (PASN20+2ms minus PASN20)5ms) and the differential effect of
the two PAS protocols on EEG values (PASN20)5ms minus PASN20+2ms): (A) pre-sleep PAS efﬁcacy and slow spindle density, (B) pre-sleep PAS efﬁcacy and slow
spindle power, (C) post-sleep PAS efﬁcacy and slow spindle density. All data refer to the third 20-min NREM segment. Filled circles indicate electrodes with
signiﬁcant correlations (Pcorr < 0.05, corrected for multiple comparisons). Thus, the more PASN20+2ms potentiated and PASN20)5ms suppressed motor cortical
excitability, the stronger were the decrease and increase, respectively, of slow spindle density and power at the site of TMS (over left M1HAND) and adjacent premotor
cortex. Scatter plots with regression lines depicting individual data for (D) pre-sleep PAS efﬁcacy and slow spindle density at C3 (r ¼ 0.82, Pcorr ¼ 0.033),
(E) pre-sleep PAS efﬁcacy and slow spindle power at FC3 (r ¼ 0.81, Pcorr ¼ 0.035) and (F) post-sleep PAS efﬁcacy and slow spindle density at FC5 (r ¼ 0.82,
Pcorr ¼ 0.049).
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M1HAND did persist after a full night of sleep. Concurrently, overnight
sleep was associated with a general MEP attenuation evident across all
PAS protocols and muscles. While FDI and ADM muscles (innervated
by the ulnar nerve)were also affected by the global overnight attenuation
of MEP amplitudes, only the APB muscle (innervated by the median
nerve and thus targeted by PAS) showed a relative LTP- and LTD-like
after-effect. The somatotopic speciﬁcity of the PAS effect is in
accordance with previous studies (Stefan et al., 2000; Quartarone
et al., 2003; Wolters et al., 2005; Weise et al., 2006), and corroborates
the interpretation that the bidirectional changes in cortical excitability
were indeed caused by PASN20+2ms and PASN20)5ms.
The maintenance of PAS-induced changes in cortical excitability
across a night of sleep is consistent with the notion that sleep supports
the consolidation of newly acquired memories (Stickgold, 2005; Born
et al., 2006). Within this framework, the initially labile and weak
PAS-induced memory trace in the M1HAND is strengthened during
subsequent sleep via repeated reactivation of the involved neuronal
circuits (Born et al., 2006; Marshall & Born, 2007). The PAS-induced
changes in cortical excitability are also in accord with the concept of
synaptic downscaling, i.e. a process linked to SWA that prevents
neuronal networks from becoming overactive due to cumulated
induction of LTP during wakefulness (Tononi & Cirelli, 2006).
Synaptic downscaling globally reduces excitability of neurons while
maintaining the proportion of its synaptic weights and thereby
improves the signal-to-noise ratio of neuronal representations. In line
with this concept, motor cortical excitability was consistently reduced
in all PAS conditions and muscles after a night of sleep, while the
bidirectional effector-speciﬁc effect of PASN20+2ms and PASN20)5ms
persisted at least until the next morning.
Because we did not study the after-effects of PAS on cortical
excitability in the absence of sleep, we cannot prove that the apparent
overnight maintenance of PAS-induced LTP- and LTD-like plasticity
was actually caused by sleep, as merely time or circadian rhythm could
be alternative explanations. However, this seems unlikely because after-
effects of PAS during wakefulness usually attenuate over time and last
for only 30–90 min (Stefan et al., 2000;Wolters et al., 2003), whereas in
the present study PAS-induced changes in cortical excitability did not
taper off during a night of sleep. Additional work needs to be done to
clarify how sleep shapes the excitability changes that are induced by
transcranial stimulation techniques during wakefulness.
PAS effects on oscillatory cortical activity during NREM sleep
PAS of the right median nerve and left M1HAND during wakefulness
modiﬁed the regional expression of SWA and slow spindles within the
ﬁrst hour of subsequent NREM sleep while leaving global sleep
architecture unaffected. In agreement with previous studies (Huber
et al., 2004, 2006, 2007), effects on cortical oscillatory activity were
restricted to limited time windows within the ﬁrst hour of NREM
sleep. More precisely, changes in SWA were observed during the ﬁrst
20 min only, whereas slow spindle power and density were affected
exclusively during the third 20 min, suggesting that differences might
become evident only when the power of the respective frequency band
is at its relative minimum within all three analysed 20-min NREM
segments (as can be seen in supplementary Figs S2 and S3).
Regional SWA was reduced in right parietal somatosensory areas
after PASN20+2ms compared with PASN20)5ms (Fig. 2A and B). No
change in regional SWA occurred in the stimulated M1HAND. At ﬁrst
sight, these ﬁndings seem to be at variance with a recent TMS-EEG
study (Huber et al., 2007), which might have predicted an increase in
regional SWA of the stimulated M1HAND after PASN20+2ms. It is
possible that the presumed facilitatory effect of PASN20+2ms on local
SWA was simply not strong enough to be detected by the limited
number of EEG channels (i.e. 27) as Huber found signiﬁcant changes
in only three to six out of 60–256 channels (Huber et al., 2004, 2006,
2007). Alternatively, in those previous studies the mere amount of
evoked neuronal activity during the intervention might actually have
had substantial impact on the local expression of SWA. In the present
study, however, for the ﬁrst time the amount of evoked neuronal
activity was held constant across experimental manipulations. This
methodological difference may also contribute to the lack of a
signiﬁcant change in SWA in M1HAND.
However, in accordance with our ﬁndings, Huber et al. (2007) also
failed to ﬁnd SWA changes in the stimulated M1HAND after inducing
LTP-like plasticity with 5-Hz rTMS, but found changes in SWA in
remote cortical areas. In that study, pre-sleep 5-Hz rTMS led to an
marked regional increase in SWA and fast spindle power in the left
premotor cortex. Additionally, there was a non-signiﬁcant decrease of
SWA covering most of the contralateral right parietal cortex (cf. Huber
et al., 2007; Fig. 2A). The ability of PAS to modify neuronal activity
in distant brain areas was also demonstrated in a recent TMS-EEG
study (Murakami et al., 2008), which found a consistent change in
somatosensory evoked potentials and high-frequency oscillations in
the somatosensory cortex after ipsilateral PAS of the M1HAND.
Likewise, we found regional changes in the expression of slow sleep
spindles not to be restricted to the conditioned M1HAND as PAS had
relatively widespread effects on slow spindle activity in remote
sensorimotor regions and parietal association areas (Fig. 2C–F). The
fact that differences in slow spindles were predominantly observed at
centro-parietal sites is not in contrast to their well-known frontal
maximum, given the assumption that changes in cortical oscillatory
activity during sleep are topographically related to the location of
previously induced changes in cortical plasticity and not to the general
distribution of the frequency band.
How can these widespread effects of PAS be explained? It is known
that TMS-evoked neuronal activity spreads via long-range trans-
synaptic connections to associated brain regions (Massimini et al.,
2005, 2007; Huber et al., 2007), where it can induce effects on cortical
plasticity via inhibitory pathways (Gilio et al., 2003). In the case of
PAS, peripheral nerve stimulation excites multiple sensorimotor
cortical areas, and the transcranial stimulus produces a trans-synaptic
spread of neuronal excitation from the stimulated M1HAND to other
cortical regions via cortico-cortical connections. Thus, PAS might
induce excitability changes paralleling STDP not only in the M1HAND
but also in other sensorimotor areas that receive sensory input and are
connected with the M1HAND. The actual temporal order of inputs may
therefore determine the particular direction of PAS-induced after-
effects on cortical excitability in these remote cortical areas, which
may differ from those induced in the M1HAND.
However, correlational analyses, accounting for the substantial
variability of the PAS effect, disclosed a strikingly focal signature of
PAS efﬁcacy in the expression of slow sleep spindles (Fig. 3). The more
PASN20+2ms had potentiated and PASN20)5ms had suppressed excit-
ability of M1HAND in the evening, the stronger was the augmentation of
slow sleep spindles during NREM sleep after PASN20)5ms relative to
PASN20+2ms. This correlation was closely restricted to the conditioned
M1HAND and the adjacent premotor cortex (as a more precise
anatomical localization is not possible by means of 27-channel EEG
recordings). Moreover, this differential expression of slow spindles still
correlated with the individual PAS efﬁcacy the next morning (about
8–9 h later), though we did not ﬁnd a direct relationship between the
expression of sleep spindles and the overnight change in motor cortical
excitability. The remarkable size of correlations (r > 0.8), however,
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indicates that regional expression of slow sleep spindles strongly
depends on whether predominant LTD- or LTP-like plasticity has been
induced in respective circuitry.
These PASN20)5ms effects on slow spindle power and density may
appear counterintuitive at ﬁrst sight. One might expect that the more
learning in the evening, the more LTP will be induced, and the
stronger the local up-regulation of sleep spindles. However, this idea
might be oversimpliﬁed for two reasons. First, learning does not
equal LTP, but is rather a tuning of synaptic weights in neuronal
networks that is based on both LTP and LTD. Second, sleep spindles
are not a uniform phenomenon, as there is increasing evidence that
slow and fast spindles do not only differ in their topography
(Anderer et al., 2001) but are also functionally segregated. It is
known that both spindle types are functionally dissociated regarding
age and maturation, homeostatic and circadian factors, menstrual
cycle phase, pregnancy, and pharmacological agents (for a review
see De Gennaro & Ferrara, 2003) as well as their haemodynamic
correlates (Schabus et al., 2007). It has also been suggested that slow
spindles, which have a greater topographical variability including
also parietal areas, predominantly reﬂect cortico-cortical coupling,
while fast spindles are more closely associated with thalamo-cortical
coupling (Doran, 2003).
This study provides further evidence that both slow (£ 13 Hz) and
fast (‡ 13 Hz) sleep spindles are differently inﬂuenced by recent
changes in neuronal plasticity and might play a different role for
plasticity during sleep. Unfortunately, most behavioural learning
studies neither differentiated between slow and fast spindles nor used a
consistent frequency range when relating the expression of sleep
spindles to the sleep-dependent consolidation of declarative (Gais
et al., 2002: 12–15 Hz; Schabus et al., 2004: 11.5–16 Hz; Clemens
et al., 2005, 2006: 11–16 Hz; Schmidt et al., 2006: 11.25–13.75 Hz)
or procedural memories (Fogel & Smith, 2006: 12–16 Hz; Fogel
et al., 2007: 12–14 Hz; Nishida & Walker, 2007: 12–16Hz). While
some studies involving declarative memory consolidation reported
enhanced slow spindle activity, in part associated with enhanced SWA
(Mo¨lle et al., 2004; Marshall et al., 2006), Huber and colleagues
(Huber et al., 2004, 2006, 2007) found changes in fast but not slow
spindle power mirroring those in SWA at selected electrode sites after
different interventional protocols. However, power values in the
spindle range were not consistently reported in these studies for
electrode sites lacking changes in SWA. While topographical spec-
iﬁcity of fast spindle power has been demonstrated in one study
(Huber et al., 2006), it remains open whether changes also occurred in
slow spindle power at the remaining electrode sites. On a mere
descriptive level, effects on slow spindle power even appeared to be
inverted relative to those on fast spindle power (cf. Huber et al., 2004:
ﬁg. 3a; Huber et al., 2006: ﬁg. 6a).
As spindles are thought to be associated with considerable dendritic
Ca2+ inﬂux, they have been commonly related to the induction of LTP
rather than LTD (Werk et al., 2005). However, recent studies have
revealed that in vitro as well as in vivo stimulation in the slow spindle
frequency range of 10 Hz can induce both LTP as well as LTD in the
somatosensory cortex of the rat (Rosanova & Ulrich, 2005; Werk
et al., 2006) depending on whether or not the stimulation is
accompanied by postsynaptic action potentials in a Hebbian way
(Rosanova & Ulrich, 2005). The synchronization with cortical slow
oscillations (Mo¨lle et al., 2002) as a gating mechanism might therefore
be deﬁning for the direction of plastic changes associated with the
different spindle types. Potentially, slow and fast spindles are
differentially grouped by slow oscillations, which might cause their
suggested differential relation to LTP and LTD. However, future
studies need speciﬁcally to test the hypothesis that fast spindles are
more closely related to LTP-like plasticity and slow spindles are
preferably associated with LTD-like plasticity.
Using PAS, we show that local expression of slow sleep spindles
depends on the amount of previously induced cortical plasticity, as
PAS-induced changes in spindle activity cannot be attributed to
differences in the mere amount of induced neuronal activity during
stimulation. Future research is necessary to elucidate further the
neuronal mechanisms controlling the effects of cortical plasticity on
oscillatory activity during sleep.
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Supplemental methods: nonparametric permutation testing 
Comparing means  
Briefly, t-values for all possible permutations of how PAS protocols could theoretically 
be allocated to the empirical differences between experimental conditions were 
calculated for each electrode, thereby generating the empirical t-distribution under 
the assumption of no effect (null-hypothesis). Correction for multiple comparisons 
was realized for each analysis by thresholding with the 95th percentile of the 
maximum t-statistic over all electrodes. T-values exceeding this threshold were taken 
as significant (pcorr < 0.05) (Nichols and Holmes, 2002; Huber et al., 2004; Huber et 
al., 2006; Huber et al., 2007).  
 
Correlational analyses 
Significance testing for correlational analyses between MEP and EEG data was done 
analogously by calculating r-values for 100,000 samples randomly drawn out of all 
possible permutations of data pairs (10! = 3628800 possibilities for n = 10). Maximum 
values for all electrodes in each permutation thereby constitute the maximum r-
statistic with the 95th percentile forming the threshold corrected for multiple 
comparisons (pcorr < 0.05). 
Supplemental Table 1: Raw values for MEP amplitude size at the APM muscle . 
 PASN20+2ms PASN20-5ms PAScontrol 
(n = 12) Mean SEM 
 
Mean SEM 
 
Mean SEM 
baseline MEP (mV) 1.23 0.07  1.28 0.09  1.19 0.11 
pre-sleep MEP (mV) 1.34 0.16  1.22 0.15  1.13 0.16 
post-sleep MEP (mV) 1.06 0.18  0.70 0.10  0.84 0.13 
 
Table gives mean values and standard errors of the mean (SEM) for raw (i.e. not 
adjusted) MEP amplitude size in mV measured at the APM muscle.  
Supplemental Table 2: Statistical results as derived from ANOVA and post-hoc 
paired t-tests for baseline-corrected MEPs of the APM, FDI, and ADM muscle. 
 APB  FDI  ADM 
ANOVA F(2,22) p  F(2,22) P  F(2,22) p 
ME PAS protocol 2.03 0.156  1.00 0.385  0.50 0.613 
ME time of measurement 31.18 <0.001*  7.19 0.021*  4.04 0.070 
IA PAS protocol x time 1.52 0.242  1.20 0.321  0.29 0.750 
         
Paired t-tests T(11) p  T(11) P  T(11) p 
post-sleep – pre-sleep 
(PASN20+2) 3.00 0.012* 
 
-3.00 0.012*  -1.88 0.086 
post-sleep – pre-sleep 
(PAS
 N20-5) 4.63 <0.001* 
 
-2.78 0.018*  -1.15 0.275 
post-sleep – pre-sleep 
(PAScontrol) 2.95 <0.013* 
 
-1.24 0.243  -1.41 0.187 
 
The upper part of the table gives the F- and p-values for two-way repeated measures 
ANOVA (ME = main effect, IA = interaction) for baseline-corrected MEPs with the 
within-subject factors PAS protocol (PASN20+2ms, PASN20-5ms, PAScontrol) and time of 
measurement (pre-sleep, post-sleep). The lower part of the table gives the T- and p-
values for post-hoc paired t-tests. Significant results (p < 0.05) are written in bold 
letters and indicated by asterisks.  
 
Supplemental Table 3: Statistical results as derived from ANOVA for baseline-
corrected MEPs adjusted to PAScontrol values of the APM, FDI, and ADM muscle. 
 APB  FDI  ADM 
ANOVA F(1,11) p  F(1,11) p  F(1,11) p 
ME PAS protocol 6.82 0.024*  1.72 0.217  0.17 0.687 
ME time of measurement 0.71 0.417  1.80 0.206  0.60 0.454 
IA PAS protocol x time 2.17 0.169  0.01 0.928  0.12 0.732 
 
Paired t-tests T(11) p  T(11) P  T(11) p 
PASN20+2 - PASN20-5  
(pre-sleep) 1.66 0.124 
 
0.96 0.356  -0.08 0.94 
PASN20+2 - PASN20-5  
(post-sleep) 2.59 0.025* 
 
1.76 0.10  -0.90 0.38 
 
The upper part of the table gives the F- and p-values for two-way repeated measures 
ANOVA (ME = main effect, IA = interaction) with the within-subject factors PAS 
protocol (PASN20+2ms, PASN20-5ms, PAScontrol) and time of measurement  (pre-sleep, 
post-sleep). The baseline-corrected MEPs adjusted to individual PAScontrol values 
were used as dependent variable. The lower part of the table gives the T- and p-
values for post-hoc paired t-tests. Significant results (p < 0.05) are written in bold 
letters and indicated by asterisks. 
 Supplemental Figure 1: (A) Diagram depicts individual MEP data of 10 subjects (as 
percent change from baseline, PAScontrol-adjusted) for PASN20+2ms (green) and 
PASN20-5ms (red). (B) Diagram depicts values for “individual PAS efficacy” (blue), 
calculated as the difference between PASN20+2ms and PASN20-5ms. 
  
Supplemental Figure 2: Maps showing the topographic distribution of slow wave 
activity (0.5-4 Hz), slow spindle (10-13 Hz) and fast spindle power (13-16 Hz) ) during 
the first 60 minutes of NREM sleep. The diagram plots the time course of z-
standardized power values across the three analyzed 20-min NREM segments (error 
bars equal SEM). Data were averaged across all PAS protocols and z-standardized 
relative to the grand mean of the respective frequency band to allow depiction on a 
common scale.  
 Supplemental Figure 3: Maps illustrate the topographic distribution of slow (10-13 
Hz) and fast spindle (13-16 Hz) density (number of spindles per 30 s epoch) during 
the first 60 minutes of NREM sleep averaged across all PAS protocols. The diagram 
gives the mean course of spindle densities (error bars equal SEM) for these 
frequency bands over the analyzed 20 min segments. 
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Summary 
Neocortical slow (<1 Hz) oscillations (SOs) and spindles represent EEG hallmarks of slow-
wave sleep. The thalamic generation of spindles is widely thought to be driven by the 
depolarizing SO up-state, a mechanism also supporting memory consolidation. Here, we 
examined in humans interactions between SOs and spindles, taking into account hints for the 
presence of two kinds of spindles, i.e., slow (10-12 Hz) frontocortical spindles and fast (12-15 
Hz) centro-parietal spindles. We show: (i) Fast centro-parietal spindles precede by ~500 ms 
slow frontal spindles. (ii) Only centro-parietal spindles are synchronized to the SO up-state, 
whereas frontal spindles occur during the hyperpolarizing down-state. (iii) In SO sequences, 
centro-parietal spindles are largest for 'initial' SOs, not preceded by another SO, whereas SO 
amplitude is largest for 'middle' SOs. Thus, centro-parietal spindles are not only driven by the 
SO up-state but themselves feed back to enhance the succeeding SO, and the likelihood of 
frontal spindles. Our findings point to disparate generating mechanisms and plastic functions 
for the two spindle types. 
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Introduction 
Electrical oscillations of brain activity coordinate information transfer and spike time 
dependent plasticity between different brain circuits and regions (Buzsáki and Draguhn, 
2004). Slow wave sleep (SWS) is characterized by the occurrence of two distinct oscillatory 
phenomena, i.e., the EEG slow oscillation (SO) and spindle activity, which both have been 
implicated in memory consolidation and the induction of synaptic plastic processes during 
sleep (Gais et al., 2002; Rosanova and Ulrich, 2005; Eschenko et al., 2006; Marshall et al., 
2006; Tononi and Cirelli, 2006; Czarnecki et al., 2007; Marshall and Born, 2007). The SO 
occurs in humans at a peak frequency of ~0.75 Hz and is generated within neocortical 
networks (Mölle et al., 2002; Massimini et al., 2004; Steriade, 2006). It synchronizes neuronal 
activity into generalized down-states (hyperpolarization) of global neuronal silence and 
subsequent up-states (depolarization) of increased wake-like neuronal firing, not only in 
neocortex but also via efferent pathways in other brain regions, including the thalamus as the 
source of spindle activity. There is compelling evidence that the depolarizing up-state of the 
SO via cortico-thalamic volleys drives the generation of spindle activity spreading back to the 
neocortex (Contreras and Steriade, 1995; Steriade et al., 1996; Destexhe et al., 1999; Steriade, 
2006). Accordingly, spindle activity becomes temporally grouped by the SO occurring 
preferentially during the depolarizing up-phase of the SO, and also learning-dependent 
increases in spindle activity are restricted to the depolarizing up-state (Mölle et al., 2002, 
2006, 2009). Spindles occurring during SO up-states are considered a key mechanism 
underlying the long-term storage of memories in neocortical networks because via massive 
Ca2+ influx into pyramidal cells they are able to promote lasting plastic synaptic changes 
(Sejnowski and Destexhe, 2000; Rosanova and Ulrich, 2005; Werk et al., 2005; Marshall and 
Born, 2007). 
There is growing evidence for the existence of two types of spindles during SWS 
which differ in frequency and topography, i.e., the “slow” spindles (<12 Hz) that dominate 
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over the frontal cortical sites and the “fast” spindles (>12 Hz) that show a more widespread 
distribution over parietal and central sites (Terrier and Gottesmann, 1978; Anderer et al., 
2001; De Gennaro and Ferrara, 2003). In accord, low-resolution brain electromagnetic 
tomography has revealed two separate cortical spindle sources, one for slow spindles in a 
mesial frontal region and another for fast spindles in the precuneus (Anderer et al., 2001). 
Functional magnetic resonance imaging indicated distinct patterns of brain activation 
associated with the two types of spindles (Schabus et al., 2007). Beyond common activity in 
the thalamus and superior temporal gyri slow spindles were associated with increased activity 
in the superior frontal gyrus whereas fast spindles recruited a set of cortical regions involved 
in sensory motor processing, as well as the mesial frontal cortex and hippocampus. A 
functional differentiation has been suggested whereby slow frontal spindle activity reflects 
predominant coupling among cortical networks, whereas the faster parietal spindle activity is 
more closely associated with thalamo-cortical coupling (Doran, 2003). 
Considering the temporal grouping of spindles by the SO a key mechanism underlying 
sleep-dependent memory consolidation, here we asked whether this effect pertains in the 
same way both to the slow frontal and fast centro-parietal spindles. Specifically, we aimed at 
characterizing the temporal relationships between SO down and up-states and fast and slow 
sleep spindles during human SWS. Here, we find that only the fast centro-parietal spindles 
show the expected synchronization to the depolarizing up-state of the SO. In contrast, slow 
frontal spindles are associated with the transition into the hyperpolarizing SO down-state. 
With further analysis of trains of SOs we show that fast centro-parietal spindles appear to be 
not only driven by the depolarizing SO up-state but themselves feed back to enhance the 
succeeding SO, as well as the likelihood of frontal spindles during the corresponding 
hyperpolarizing phase. 
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Results 
Polysomnographic sleep parameters confirmed that our subjects’ sleep was within the normal 
range (Table 1). The proportion of SWS was 16.6 ± 1.3 % and of stage 2 sleep 55.7 ± 2.1 %. 
Figure 1 provides a comparison of EEG power between SWS and NonREM sleep stage 2. As 
expected power within the slow oscillation frequency band (~0.5 - 1.3 Hz) is distinctly higher 
during SWS than stage 2 sleep, and also the number of detected SOs is distinctly greater in 
SWS (p<0.001, Table 2). Power spectra of both stage 2 sleep and SWS show a clear peak for 
fast spindle activity, with a maximum over centro-parietal cortex regions. By contrast for 
slow spindle activity a clear peak was only visible in the grand mean power spectrum of 
SWS, with a maximum over the frontal cortex. This pattern was likewise apparent in the 
individual spectra from the 11 subjects (data not shown). The mean peak frequency (across 
subjects) was comparable between SWS (13.40 ± 0.11 Hz) and stage 2 sleep (13.46 ± 0.11 
Hz) for fast spindles, but differed for slow spindles (10.23 ± 0.15 in SWS vs. 11.44 ± 0.12 Hz 
in stage 2 sleep, p<0.01; Figure 1 and Table 3). Density (per 30-sec interval) was generally 
lower for slow than fast spindles (p<0.001; Table 2). Because of the distinctly greater number 
of SO in SWS than stage 2 sleep and also because of the minor distinctiveness (in terms of 
power) during stage 2 sleep, we focussed the following analyses of temporal relationships 
between SOs and spindles on SWS. 
Figure 2C shows the grand mean average of the SOs which were detected during SWS 
and exhibited the typical time course with a down-state of about 300-400 ms followed by an 
up-state of about 400-500 ms. In order to examine whether the occurrence of fast and slow 
spindles is specifically timed to the occurrence of these SO up- and down-states, in a first 
step, we averaged the original EEG signal time-locked to the detected fast and slow spindles, 
respectively (with the deepest, i.e., most negative trough in the filtered signal used as 
reference; Figure 2A). Comparing the average potential level during the 300-msec intervals 
preceding and following the spindle peak indicated strong and systematic slow potential shifts 
 5
underlying the two different types of spindles: Whereas this background potential level during 
fast spindles increased from -4.19 ± 1.87 µV (before spindle peak) to +3.63 ± 1.52 µV (after 
spindle peak, p<0.001), it strongly decreased from +1.77 ± 1.93 to -11.78 ± 2.08 µV 
(p<0.001) for slow spindles. In fact, whereas fast spindles appear to ride on the positive going 
upward potential shift of the SO, slow frontal spindles tend to coincide with the downward 
going negative SO shift. To examine the topography of this relationship, we averaged the 
slow potential shifts underlying spindles in groups of channels according to their anterior - 
posterior positions, i.e., for fast spindles separately across the central (C3, C1, Cz, C2, C4), 
centro-parietal (CP3, CP1, CP2, CP4) and parietal (P3, Pz, P4) leads, and for slow spindles 
separately for the frontal (F3, F1, Fz, F2, F4), fronto-central (FC3, FC1, FC2, FC4), and 
central (C1, Cz, C2) leads. Interestingly, this analysis revealed that the positive potential 
shifts underlying the fast spindles are larger the more posterior the fast spindles occur. 
Conversely, the negative potential shifts in the slow spindles become larger the more anterior 
the slow spindles occur (Figure 2B). 
 Event correlation histograms indicated a clear temporal relationship between the two 
types of spindles (Figure 3). Fast spindles were followed by an increase in slow spindle 
activity with a delay of ~500 ms (p<0.001, for comparing the 0.25…0.75-sec epoch with the 
-3.0…-2.5-sec epoch used as baseline reference). Slow spindles, conversely, were preceded 
(by ~500 ms) by a distinct increase in fast spindle activity (p<0.001, for -0.75…-0.25-sec 
epoch vs. baseline). In combination, these temporal relationships are consistent with a causal 
impact of fast centro-parietal spindles on slow frontal spindles, but do not support the 
opposite relation. 
 Event correlation histograms, in addition to the clear temporal relationship between 
the two kinds of spindles, indicated a consistent timing of these spindles during the SO cycle 
(Figure 4). As expected (Mölle et al., 2002) with reference to the negative half-wave peak of 
the SO, fast spindle activity was strongly suppressed around the SO down-state (p<0.001, for 
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-0.3…0.2 sec compared to baseline) and showed a pronounced increase during the transition 
to the up-state (p<0.001, for 0.4…0.9 sec compared to baseline). Interestingly, this strong 
increase in fast spindle activity during the up-state appears to be followed by a more 
prolonged (2-3 sec) period of slightly suppressed fast spindle activity (p<0.01). Fast spindle 
activity is also enhanced between ~1000-500 ms before the negative SO half-wave (p<0.001) 
although to a lesser degree than during the up-state following the SO down-state, which likely 
reflects up-state related activity of the preceding SO. Like fast spindle activity, slow spindle 
activity also shows two distinct maxima with reference to the negative half-wave peak of the 
SO which occurred, however, at times different from those of fast spindle activity (Figure 4 
bottom). The first (and larger) maximum is reached immediately (~150 ms) before the 
negative SO peak (p<0.01, for -0.4…0.1 sec compared to baseline), which means that slow 
spindle activity is highest exactly during the transition into the SO down-state. The second 
maximum of slow spindle activity peaks ~1000 ms following the negative half-wave peak, i.e. 
~500 ms following the pronounced increase in fast spindle activity associated with the SO up-
state (p<0.01, for 0.75…1.25 sec compared to baseline).  
 These temporal relationships between spindles and SOs were further specified in time-
frequency plots of spindle wavelet-power (± 1.2 sec around the negative SO peak; Figure 5), 
indicating for fast spindle activity (>12 Hz) the expected suppression during the SO down-
state (around 0 sec) and distinct enhancements during both the preceding and following up-
state. For slow spindle activity (<12 Hz) the plot confirms a strong transient enhancement 
during the transition into the down-state (between -0.2 and 0 sec) and a clear suppression 
during the transition into the following up-state (Figure 5B). Although seen at all 27 recording 
sites, the modulation of fast spindle activity is strongest in the middle centro-parietal channels 
and for slow spindle activity in the frontal channels, i.e., the respective sites of maximum 
spindle power  (Figure 6). 
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 We further explored the unexpected association of slow spindles with the transition 
into negative down-states of the SO applying correlation analyses (on mean spindle and SO 
measures in the 5 frontal EEG channels of interest). The density of slow spindles, i.e., the rate 
per 30 sec SWS, was only moderately correlated with the density of SOs in the prefrontal 
channels (r = 0.27, p<0.05) suggesting that slow spindles and SOs can occur independently of 
each other. To examine whether slow spindles if coinciding with a SO, could basically add to 
the negative amplitude of this oscillation we calculated correlations between the peak 
negativity of the prefrontal SO and the (root mean square) amplitude of concurrent slow 
frontal spindle activity. This correlation revealed to be significant (p<0.05) in all but one 
subject, but on average was rather low (r = 0.14 ± 0.04).  
 Who influences whom in the slow oscillation cycle? Event correlation histograms 
indicated that fast spindles support the occurrence of slow spindles 500 ms later. To further 
examine to what extent the two spindle types also contribute to the emergence of the SO, we 
analyzed the relationship between spindle activity and SOs separately for four types of SOs: 
(i) SOs that were followed but not preceded by another SO, (ii) SOs that were preceded and 
followed by another SO, (iii) SOs that were preceded but not followed by another SO, and 
(iv) singular SOs that were neither preceded nor followed by another SO. The mean auto-
event correlation histogram of all SOs (detected in an average channel representing the 8 
fronto-central recordings, see Methods) indicated a clearly increased probability for an SO to 
be preceded and/or followed by another SO at about ±1.25 sec (Figure 7A). Also peak-to-
peak amplitude of SOs preceded and followed by other SOs was significantly greater than for 
all other types of SOs (see Figure 7C for statistical comparisons). Interestingly, contrasting 
with the distribution of SO peak-to-peak amplitude the increase in fast spindle wavelet-power 
during the SO up-state was most pronounced not for the highest SO (followed and preceded 
by another SO), but for those SOs not preceded by any other SOs, i.e., the first SO in a 
sequence of SOs. The strong increase in fast spindle power during these 'initial' SOs, not 
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preceded by another SO, suggests a particular importance of this type of spindles for initiating 
further SO-slow spindle events. On the other hand, the increase in slow spindle wavelet-
power during SO transitions into the down-state varied in parallel with the SO peak-to-peak 
amplitude, with these variations overall only approaching statistical significance (Figure 7C). 
This pattern does not speak for a substantial involvement of slow frontal spindles in the 
generation of SOs. 
 
Discussion 
We provide evidence for the existence of two different types of spindles during human 
NonREM sleep which do not only differ in frequency and topography but exhibit a unique 
temporal relationship to each other and to the slow oscillation (SO). The three main findings 
of our study are: (i) The fast spindles with a spectral peak at 13.4 Hz and a centro-parietal 
distribution precede by about 500 ms the slow spindles with a spectral peak at 10.2 Hz and a 
distribution clearly restricted to frontal cortical sites. (ii) Only the centro-parietal fast spindles 
show the expected synchronization to the depolarizing up-state of the SO with, a strong 
suppression of these spindles during the SO down-state. In contrast, slow frontal spindles are 
obviously associated with the transition into the down-state of the SO and, in the event 
correlation histograms revealed the highest probability shortly, i.e., 125 ms before the peak of 
the negative half-wave of the SO. (iii) Analysis of sequences of SOs indicated that power of 
fast spindles is largest for 'initial' SOs that are followed but not preceded by another SO, 
whereas amplitude of the SO itself was largest for 'middle' SOs that were preceded and 
followed by another SO. Altogether these findings show that the widely held concept of the 
depolarizing up-phase of the SO driving thalamic spindle generation accounts only for the fast 
centro-parietal spindles, but not for the slow frontal spindles occurring during cortical 
hyperpolarization (Contreras and Steriade, 1995; Destexhe et al., 1999; Timofeev and 
Bazhenov, 2005; Steriade, 2006). The fast centro-parietal spindles themselves appear to play 
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a regulatory role in the slow oscillation cycle in that they increase the likelihood of 
subsequent slow frontal spindles and simultaneously boost the hyperpolarizing down-phase of 
the subsequent SO. 
 Previous studies have suggested functional differences in fast centro-parietal and slow 
frontal spindles as revealed by their differential sensitivity to factors such as the duration of 
prior waking, pharmacological agents, age and intelligence (De Gennaro and Ferrara, 2003). 
The present data corroborate the concept of a distinct class of slow frontal spindles by 
revealing their differential involvement in the temporal evolution of the SO, thus pointing 
towards separate generating mechanisms for the two spindle phenomena. Studies of the 
generating mechanisms of spindles were performed mainly in cats and rats without 
distinguishing prefrontal spindles (Steriade, 2006). Those studies revealed a consistent 
association of spindles with the up-phase of the SO, reflecting the driving influence of 
depolarization and increased firing of cortico-thalamic projections on the generation of 
spindle oscillations in thalamo-neocortical feedback loops (Contreras and Steriade, 1995; 
Destexhe et al., 1999; Steriade, 2006). In contrast, surface-negative components of SOs 
corresponding with intracellular hyperpolarization were associated with silence in these 
corticofugal projections and suppressed spindle activity. The occurrence of slow frontal 
spindles during the hyperpolarizing down-phase precludes the same generating mechanism 
for these spindles. Although thalamic activity as a common source for slow and fast spindles 
cannot be excluded (Schabus et al., 2007), slow spindles could alternatively be considered 
primarily of cortical origin, developing in the aftermath of fading SO depolarization. This 
view would fit well with the idea that slow frontal spindles are functionally associated with 
cortico-cortical interactions whereas centro-parietal spindles are linked to activity in thalamo-
cortical loops (Doran, 2003). 
 Characteristic for the slow frontal spindles is indeed their temporal proximity to and 
occurrence immediately before the down-state of the SO, i.e., at the up-to-down state 
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transition. Accordingly, averaging of slow spindles revealed that they were placed on a 
pronounced negative background potential shift towards hyperpolarization which contrasts 
with fast spindles residing on a slow positive, i.e., depolarizing potential shift. Interestingly, 
there was a small but very consistent correlation between slow spindle power and the peak 
negativity of the prefrontal SO. Likewise, analysis of sequences of SOs revealed that slow 
spindle power was maximal when the SO amplitude was also maximal, which was the case 
for 'middle' SOs that were preceded and followed by another SO. This pattern suggests that 
slow spindles once occurring during a SO, can significantly add to the hyperpolarizing SO 
down-state, which has been considered decisive for the further temporal evolution of the SO 
(Volgushev et al., 2006; Mölle and Born, 2009).. However, the observed pattern is equally 
consistent with the reverse relationship, such that the hyperpolarizing SO potential provides 
network conditions favoring the emergence of a slow spindle in prefrontal cortex.  
 A causal impact of the SO hyperpolarization on the generation of slow frontal spindles 
is in fact indicated by previous findings showing that slow frontal spindles are enhanced after 
transcranial application of slow potential fields oscillating at the SO frequency (0.75 Hz) 
(Marshall et al., 2006). The hyperpolarizing phase of the SO has been linked to several 
intrinsic currents in cortical neurons, i.e., mainly the activation of Ca2+-dependent potassium 
currents, the inactivation of the persistent Na+ current and the activation of Na+-dependent K+ 
current that together with activity-dependent synaptic depression induce a general 
disfacilitation of neuronal excitability (Contreras et al., 1996; Bazhenov et al., 2002; 
Timofeev and Bazhenov, 2005; Hill and Tononi, 2005; Destexhe et al., 2007). Slight 
displacements in the dynamics of these currents may predispose the network to the generation 
of slow spindles.  
The analysis of trains of SOs revealed a remarkable pattern for the fast central-parietal 
spindles. Whereas amplitudes of the SO and slow spindles were maximal for 'middle' SOs that 
were preceded and followed by another SO, the centro-parietal spindles were indeed maximal 
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for 'initial' SOs starting a series of further SOs and minimal during SOs completing a series of 
SOs. This pattern suggests that fast spindles apart from being driven by the depolarizing SO 
up-state, themselves feed back to promote the generation of succeeding SOs. Overall our data 
reveal a loop-like scenario where fast centro-parietal spindles enhance both amplitude of 
subsequent SOs and the likelihood of a slow frontal spindle developing during transition into 
hyperpolarization of the subsequent SO. Emergent depolarization in this SO cycle, 
conversely, drives the generation of the next fast centro-parietal spindle.  
Although our results reveal a clear temporal structure in the interplay between SOs 
and spindles, its function remains to be explored. Spindles coinciding with hippocampal sharp 
wave ripples have been proposed as a mechanism that facilitates the transfer of memory-
related information from the hippocampus to the neocortex (Siapas and Wilson, 1998; 
Marshall and Born, 2007; Wierzynski et al., 2009). Spindles by promoting synaptic long term 
potentiation can support the long-term storage of memory-related information in neocortical 
networks (Rosanova and Ulrich, 2005). This view has been linked to the fast centro-parietal 
spindles occurring during the depolarizing phase of the SO. However, it is questionable 
whether slow frontal spindles that occur in the presence of background SO hyperpolarization 
can support synaptic plastic processes in a similar way. Several lines of evidence underline 
the particular importance of information transfer between hippocampus and prefrontal cortex 
for the sleep dependent system consolidation of memories, altogether suggesting that 
hippocampal aspects of a memory representation become preferentially transferred to the 
medial prefrontal cortex (Frankland and Bontempi, 2005; Takashima et al., 2006; Gais et al., 
2007; Mölle and Born, 2009). It is tempting to speculate that slow spindles arising from just 
these prefrontal areas subserve a role specific to this transfer. Whatever the function, our data 
indicate that any future examination of spindles needs to account for the presence of two 
basically different types of spindles, i.e., slow frontal and fast centro-parietal spindles. 
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Material and Methods 
Subjects and EEG recordings 
Eleven healthy right-handed male volunteers (mean age: 25.8 years, range: 19-33 years) 
participated in the experiments. All participants were non-smokers, free of medication, and 
had no history of neurological or psychiatric disease. They slept seven to nine hours per night 
and reported no major disruptions of the sleep-wake cycle during the four weeks before 
experimentation. Participants were not allowed to ingest alcohol or caffeine during the day 
before the experimental night. To accustom subjects to sleeping under laboratory conditions, 
all subjects spent an adaptation night in the sleep laboratory, including the placement of 
electrodes, before the experiments proper. The experiments were approved by the ethics 
committee of the University of Lübeck. Written informed consent was obtained from all 
subjects prior to participating.  
 Experimental sessions started at 9.00 pm with preparing the subject for standard 
polysomnography and continuous EEG recordings during the subsequent night. Lights were 
turned off at 11 pm and sleep was permitted until 7 am, when subjects were awakened. 
Polysomnographical recordings as well as subjective reports obtained the next morning 
confirmed normal sleep in all subjects. 
 EEG recordings were obtained from 27 channels according to an extended 10-20-
System (F3, F1, Fz, F2, F4, FC5, FC3, FC1, FC2, FC4, FC6, C5, C3, C1, Cz, C2, C4, C6, 
CP5, CP3, CP1, CP2, CP4, CP6, P3, Pz, P4; cap with Ag-AgCl ring electrodes; impedance <5 
kOhm) and both mastoids (A1, A2) referenced to Cz. EEG signals were offline re-referenced 
to averaged A1 and A2. Additionally, horizontal and vertical eye movements and the 
electromyogram from the chin muscles were recorded with Ag-AgCl cup electrodes. The raw 
EEG signals were amplified by 10000, filtered between 0.05 and 100 Hz (plus 50 Hz notch), 
and digitized at 500 Hz per channel (SynAmps, 16-bit-ADC; Neuroscan, El Paso, TX, USA). 
Data were recorded and stored with Acquire software version 4.2 (Neuroscan, El Paso, TX, 
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USA) and analyzed using Spike2 software version 5 (Cambridge Electronic Design Limited, 
Cambridge, England) and Matlab (MathWorks Inc., Natick, USA). 
 
Data analysis 
Sleep stages (1, 2, 3, 4, and REM sleep), awake time, and movement artifacts were scored 
offline for 30-sec epochs according to standard criteria (Rechtschaffen and Kales, 1968). 
Stage 2 sleep corresponds to light non-REM sleep and stages 3 and 4 correspond to slow 
wave sleep (SWS). Whole night EEG data were additionally subjected to a first power 
analysis by fast Fourier transformations (FFT), performed on subsequent blocks of 4,096 data 
points (~8 sec of EEG data, 4 blocks per 30-sec epoch). Averages of power spectra across the 
whole night were calculated in all 27 EEG channels separately for NonREM stage 2 sleep and 
SWS (Figure 1).  
 Slow oscillations. Detection of SOs in NonREM sleep stage 2 and SWS was based 
essentially on a standard algorithm described elsewhere in detail (Mölle et al., 2002), and was 
limited to the 8 fronto-central channels that (during SWS) expressed the largest power in the 
SO frequency range, i.e., F3, F1, Fz, F2, F4, FC1, FC2, and Cz (Figure 1). In a first step, the 
EEG was low-pass filtered with 30 Hz and down sampled to 100 Hz. For identifying large 
SOs a low-pass filter of 3.5 Hz was applied to the EEG and time points of positive to negative 
zero crossings were computed in the resulting signal. Then the lowest and highest value 
between every two of these time points were detected (i.e., one negative and one positive peak 
between two succeeding positive to negative zero crossings). Intervals of positive to negative 
zero crossings with a length of 0.9 to 2 sec were marked as SO epochs if the corresponding 
negative peak amplitude was lower than -80 µV and the corresponding amplitude difference 
(positive peak minus negative peak) was at least 140 µV. Averages of original EEG potentials 
in a 2.6 sec window ±1.3 sec around the peak of the negative half-wave of all detected SOs 
were calculated. 
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Spindles. Spindles were identified during NonREM sleep stage 2 and SWS in the 12 
fronto-central leads (slow spindles) and the 12 centro-parietal leads (fast spindles) that 
expressed the largest power in the respective slow (9-12 Hz) and fast spindle (12-15 Hz) 
frequency ranges. These were for slow spindles: F3, F1, Fz, F2, F4, FC3, FC1, FC2, FC4, C1, 
Cz, C2 and for fast spindles: C3, C1, Cz, C2, C4, CP3, CP1, CP2, CP4, P3, Pz, P4 (Figure 1). 
For each subject, in the spectra the peak frequency of slow and fast spindle activity was 
identified in the channels of interest. Subsequently, the EEG was first filtered with a band-
pass of ± 1.5 Hz around this peak frequency of slow and fast spindle activity, respectively. 
For fast spindle activity in all subjects a clear peak in the power spectra was detectable. In 
subjects, where no discrete slow spindle peak was detectable (2 for SWS and 4 for stage 2 
sleep), a band-pass of ± 1.5 Hz around the mean slow spindle peak frequency across the other 
nine subjects was used. After filtering a thresholding algorithm was applied that had proven 
effective in previous studies (Gais et al., 2002; Mölle et al., 2002) and was the same for 
detecting slow and fast spindles, respectively. First the root mean square (RMS) of the filtered 
signal was calculated at every sample point using a moving window of 0.2 sec. The resulting 
RMS signal was smoothed with a moving average of 0.2 sec. The threshold for spindle 
detection in the RMS signal was set to 1.5 standard deviations of the filtered signal (mean 
across the 12 fronto-central and 12 centro-parietal channels, respectively). A spindle was 
detected when the RMS signal remained above the threshold for 0.5 – 3 sec and the beginning 
and end of the spindle were marked at the threshold crossing points. For every detected 
spindle the peaks and troughs were detected as the maxima and minima of the filtered signal 
(between beginning and end of the spindle) and the deepest trough was designated as the 
"spindle peak" that represented the respective spindle in time, i.e., the time point taken for 
referencing event correlation histograms (see below).  
To investigate the temporal relationships between slow spindles, fast spindles and 
SOs, four types of event correlation histograms of spindle activity were calculated using 10-
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sec windows with 5-sec offsets and a bin size of 50 msec. The histograms were referenced to 
the spindle peaks or negative half-wave peaks of the SO, respectively. For “spindle activity” 
all detected spindle peaks and troughs of all detected spindles were taken. The first event 
correlation histogram calculated fast spindle activity referenced to the peak of slow spindles 
and the second histogram calculated, conversely, slow spindle activity around the peak of fast 
spindles. The third and fourth event correlation histogram calculated fast and slow spindle 
activity with reference to the negative half-wave peak of SOs. 
 In order to visualize how slow and fast spindle activity are organized by the SOs, we 
calculated time-frequency plots of power in all EEG channels in a time window ±2 sec around 
the negative peak of SOs. For this analysis SOs were detected using the same detection 
algorithm as specified above but using an "average" channel that was calculated by averaging 
(for every sample point) the potentials of the 8 fronto-central channels used in the original SO 
analysis. The calculation of time-frequency plots using Morlet wavelets was carried out in the 
Matlab toolbox for EEG/MEG-analysis “FieldTrip” (Donders Institute for Brain, Cognition 
and Behaviour, Nijmegen, Netherlands). Averages of the time-frequency plots across all 
detected SOs were calculated within and across all subjects. To evaluate the SO-related power 
changes, power values were normalized with respect to a baseline interval from -1.3 to -1.2 
sec, expressing power for each frequency as relative increase or decrease with respect to 
power during the baseline. 
 A last analysis aimed at characterizing the role fast and slow spindles play in the 
initiation and within sequences of successive SOs. We first calculated auto-event correlation 
histograms for all detected SOs in the "average" channel as defined above. Then all detected 
SOs were classified according to whether or not another SO occurred before (between -2 to 
-0.5 sec) and/or after (between +0.5 to +2 sec) that SO (reference - negative half-wave peak), 
resulting in the following four groups: (i) SOs with only a succeeding SO, (ii) SOs with both 
preceding and succeeding SOs, (iii) SOs with only a preceding SO, and (iv) SOs without a 
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preceding or succeeding SO. For all four groups, the peak-to-peak amplitudes of the SOs and 
of the slow and fast spindle wavelet-power (between -0.3 and +0.8 sec around the SO 
negative half-wave peak) were determined. 
 Statistical comparisons relied on paired t-tests, unless specified otherwise. A p-value 
< 0.05 was considered significant. 
 
 17
Figure legends 
Figure 1 
EEG power during NonREM sleep 
(A) Comparison of EEG power during stage 2 sleep and SWS. Average spectra were 
calculated across the whole night for all 27 EEG channels. Insets show enhanced views of 
spindle activity. Note, whereas there are clear peaks for both, slow and fast spindle activity 
during SWS, only fast spindle activity shows a clear peak during stage 2 sleep. Note also 
distinctly higher power in the SO frequency band (0.5 - 1.3 Hz) during SWS than stage 2 
sleep.  
(B) Maps indicating topography of power for the SO and the slow and fast spindle frequency 
ranges during SWS. Bold black dots indicate electrode positions of channels chosen for SO 
and slow and fast spindle detection. 
 
Figure 2  
Averaged fast and slow spindles and slow oscillations 
(A) Grand mean averages (± SEM) of original EEG in (top) 12 centro-parietal channels across 
all detected fast spindles and (bottom) 12 fronto-central channels across all detected slow 
spindles. Spindles are averaged with reference to the deepest, i.e., most negative, trough in the 
filtered signal. Asterisks (and arrows) indicate a significant (p<0.001) positive and negative 
slow potential shift underlying fast and slow spindles, respectively, in the interval between 
300 ms before to 300 ms after the spindle peak.  
(B) Mean (± SEM) potential shifts underlying (top) fast spindles at central, centro-parietal and 
parietal electrodes and (bottom) slow spindles at frontal, fronto-central and central electrodes. 
Asterisks indicate a significant positive and negative slow potential shift, respectively (** 
p<0.01, * p<0.05).  
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(C) Grand mean averages of original EEG in 8 fronto-central channels across all detected 
SOs. Averaging was performed with reference to the negative half-wave peak of the SOs.  
 
Figure 3 
Temporal association between fast and slow spindles 
Event correlation histogram (top) of fast spindle activity (i.e., all marked peaks and troughs in 
detected spindles) with reference to the peak (most negative trough) of slow spindles and 
(bottom) of slow spindle activity with reference to the peak of fast spindles. Insets show the 
respective reference spindle. Note, fast spindles are followed (with a 500 ms delay) by an 
increase in slow spindle activity and, conversely, slow spindles are preceded by an increase in 
fast spindle activity (500 ms before). Asterisks indicate a significant (p<0.001) increase in 
spindle activity in the indicated 0.5 sec interval (thin line) as compared to the 0.5 sec baseline 
interval (thick line). 
 
Figure 4 
Temporal association between slow oscillations and fast and slow spindle activity  
Event correlation histogram (top) of slow spindle activity (i.e., all marked peaks and troughs 
in detected spindles) and (bottom) of fast spindle activity with reference to the negative peak 
of the SOs (shown in the insets). Note, strong increases in fast spindle activity before and 
after the negative SO downstate (coinciding with up-states) and strong increases in slow 
spindle activity coincide with the downward going negative phase of the SO. Asterisks 
indicate significant increases and decreases, respectively in spindle activity in the indicated 
intervals (thin lines) as compared to the baseline interval (thick line; *** p<0.001, ** p<0.01). 
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Figure 5 
Time-frequency plots of wavelet-power during slow oscillations 
(A) Time-frequency plots of wavelet-power in a time window of ± 1.2 sec and for frequencies 
of 5-20 Hz around the negative peak of the SO (0 sec) together with the SO as averaged from 
the original EEG (bottom) for all 27 recording channels.  
(B) Enhanced views of the time-frequency plots in the frontal, central and parietal electrode. 
Note, strong enhancement in <12 Hz slow spindle wavelet-power during the transition into 
SO down-state (between -0.2 and 0 sec) most pronounced in frontal electrodes.  
 
Figure 6 
Scalp distributions of maximal spindle wavelet-power 
(A) Scalp distributions of maximal slow (7-10 Hz, left) spindle wavelet-power (mean during 
the -0.2 to 0 sec-interval with reference to the negative SO peak) and of maximal fast (13-17 
Hz, right) spindle wavelet-power (mean during 0.4 to 0.6 sec-interval).  
(B) Mean wavelet-power of slow (left) and fast (right) spindle activity in frontal (F3, Fz, F4), 
central (C3, Cz, C4) and parietal (P3, Pz, P4) electrodes. Asterisks indicate significant 
(p<0.001) differences between mean wavelet-power in frontal and central electrodes and 
between central and parietal electrodes, respectively.  
 
Figure 7 
Analysis of sequences of slow oscillations  
(A) Auto-event correlation histogram of all detected SOs in an average channel (calculated by 
averaging the potentials of the 8 fronto-central channels of interest). Shaded rectangles 
indicate time windows of increased probability of another SO preceding and/or following the 
actual SO.  
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(B) Averages of the original EEG (upper panels) and the wavelet-power for slow (7-10 Hz) 
and fast (13-17 Hz) spindle activity during SOs that were or were not followed and/or 
preceded by another SO. Averaging of SO was performed on the original unfiltered signal in 
the 8 fronto-central channels of interest. Fast spindle wavelet power is averaged for the 12 
centro-parietal recording channels of interest, slow spindle wavelet power for the 12 fronto-
central channels of interest. (Averages were calculated across all detected SOs and 11 
subjects.) '-/after', 'before/after', 'before/-', '-/-' indicate presence or absence (-) of another SO 
before or after the target SO.  
(C) Upper panel: Mean (+ SEM) peak-to-peak SO amplitudes (in the -0.2 to 0.7 sec interval) 
for the four types of SOs (across 8 fronto-central channels). Lower panels: Mean (+ SEM) 
amplitude (peak-to-peak wavelet-power in the -0.3 to 0.8 sec interval) of increase in fast 
spindle wavelet power (during SO up-state) and slow spindle wavelet power (during transition 
into SO down-state) for four types of SOs (averaged, respectively, across 12 centro-parietal 
and 12 fronto-central recording sites of interest; n=11). '-/a', 'b/a', 'b/-', '-/-' indicate presence or 
absence (-) of another SO before (b) or after (a) the target SO. Asterisks indicate significant 
differences in peak-to-peak SO amplitude and spindle wavelet-power, respectively between 
the different types of SOs (*** p<0.001, ** p<0.01, * p<0.05). 
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Table 1 
Polysomnographic sleep parameter 
 
Parameter Mean ± SEM 
TST 432.3 ± 9.7 min 
Wake 2.8 ± 1.2 min 
S1 1.5 ± 0.2 % 
S2 55.7 ± 2.1 % 
SWS 16.6 ± 1.3 % 
REM 26.2 ± 1.9 % 
SOL 3.9 ± 0.9 min 
 
TST, total sleep time; S1 and S2, NonREM sleep stages 1 and 2; SWS, slow wave sleep; 
REM, rapid eye movement sleep; SOL, sleep onset latency. Percentages are given with 
reference to TST. 
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Table 3 
Spindle peak frequencies in [Hz]. 
 
 
Subject 
SWS 
slow spindles 
SWS 
fast spindles 
Stage 2 
slow spindles 
Stage 2 
fast spindles 
1 10.96 13.94 11.54 13.85 
2 * 13.10 * 13.00 
3 10.02 13.17 11.64 13.37 
4 9.79 13.71 11.66 13.65 
5 10.60 13.67 11.11 13.97 
6 * 13.42 * 13.24 
7 10.17 13.95 11.05 14.03 
8 9.44 13.13 * 13.28 
9 10.44 13.38 11.19 13.49 
10 10.56 12.86 * 12.99 
11 10.07 13.12 11.90 13.20 
Mean ± SEM 10.23 ± 0.15 13.40 ± 0.11 11.44 ± 0.12 13.46 ± 0.11 
* No peak detectable in the power spectra 
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 SUMMARY 
Newly acquired declarative memories are reactivated during NonREM sleep 
presumably to stimulate the hippocampo-to-neocortical transfer of memories for long-
term storage. Thalamo-cortical spindles are thought to represent a key mechanism in 
this transfer by feeding reactivated hippocampal memory information into neocortical 
networks. To elaborate this hypothesis in humans, we recorded simultaneous EEG-
fMRI during NonREM sleep after subjects had learned face-scene associations 
compared to a visuomotor control task. EEG-informed fMRI revealed conjoint 
hippocampal and neocortical activations that were time-locked to sleep spindles and 
were more strongly tuned by spindle amplitudes after learning than control. In the 
neocortex, increased spindle-related activity was restricted to face- and scene-
selective visual cortex (fusiform and occipital face and parahippocampal place areas) 
engaged in prior learning. Learning performance before sleep further predicted the 
increase in spindle-related hippocampal activity. Together, our data provide first-time 
evidence for a learning-induced coactivation of hippocampal-neocortical memory 
representations time-locked to spindles during human sleep. 
 
Highlights:  
• EEG-fMRI during post-learning sleep reveals activation of declarative memory 
traces 
• Activations are restricted to hippocampus and stimulus-specific neocortical sites  
• Activations are time-locked to sleep spindles and increase with their amplitude  
• Spindle-related hippocampal activation is predicted by prior learning 
performance  
 2
 INTRODUCTION 
It is a widely accepted idea that the hippocampus rapidly binds neocortical 
representations to integrated memory traces during the acquisition of declarative 
memories (Eichenbaum, 2000). During subsequent offline periods, the initially labile 
traces are conjointly reactivated in hippocampus and neocortex thereby promoting 
the formation of hippocampus-independent direct cortico-cortical connections 
(Buzsaki, 1989; Frankland and Bontempi, 2005; McClelland et al., 1995; Rasch and 
Born, 2007). This system consolidation process does not only lead to a 
reorganization of hippocampal-neocortical memory representations but is also 
thought to stabilize these memories making them resistant to decay and interference. 
As non-rapid eye movement (NonREM) sleep is accompanied by an almost complete 
suppression of incoming sensory information, this brain state provides an optimal 
environment for reactivating and reorganizing memory traces in the absence of 
interfering inputs. In fact, accumulated behavioral and neurophysiological evidence 
now strongly supports the beneficial role of sleep for memory consolidation (Born et 
al., 2006; Diekelmann et al., 2009; Maquet, 2001; Stickgold, 2005).  
Thalamo-cortical sleep spindles during NonREM sleep (i.e. transient 
oscillatory patterns of 12-16 Hz with waxing and waning amplitude) are the candidate 
mechanism for mediating neuronal plasticity in the hippocampal-neocortical circuitry 
thus subserving processes of memory consolidation (Sejnowski and Destexhe, 2000; 
Steriade and Timofeev, 2003). Synchronized by the neocortical < 1 Hz slow 
oscillation (Steriade et al., 1993), spindles often occur time-locked to the sharp wave-
ripples (> 100 Hz) which accompany memory trace reactivation in hippocampal 
networks (Clemens et al., 2007; Mölle et al., 2002; Mölle et al., 2006; Sirota et al., 
2003; Steriade, 2006; Sutherland and McNaughton, 2000; Wierzynski et al., 2009). 
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 Spindles may thus provide a fine-tuned temporal frame in which hippocampal ripples 
together with reactivated memory information become sandwiched into single spindle 
cycles which effectively feed the hippocampal memory information into selected 
neocortical circuits (Diekelmann and Born, 2010; Mölle and Born, 2009; Siapas and 
Wilson, 1998; Sirota et al., 2003; Wierzynski et al., 2009). The massive Ca2+ influx in 
neocortical pyramidal cells caused by thalamo-cortical spindles could set the stage 
for persistent synaptic changes mediating the long-term storage of hippocampal 
memory in the neocortex (Sejnowski and Destexhe, 2000). In fact, often an 
immediate increase in spindle number and amplitude has been observed after 
learning in humans (Clemens et al., 2005, 2006; Fogel and Smith, 2006; Gais et al., 
2002; Schabus et al., 2004; Schabus et al., 2008). 
Sleep spindles, unlike hippocampal ripples, can be easily investigated in the 
human scalp EEG (De Gennaro and Ferrara, 2003) and their neuronal correlates 
have even been described using event-related functional magnetic resonance 
imaging (fMRI) (Schabus et al., 2007). However, despite substantial evidence that 
spindles are temporarily linked to hippocampal memory replay and ripple activity, it 
has not been examined so far whether spindle associated neuronal activations 
indeed reflect neocortical reactivation of memories that were newly encoded prior to 
sleep. Positron emission tomography (PET) studies revealed reactivation of task-
related brain activity in humans that occurred during rapid eye movement (REM) 
sleep after procedural learning and during slow wave sleep (SWS) after declarative 
learning (Maquet et al., 2000; Peigneux et al., 2004; Peigneux et al., 2003). However, 
these studies examined sleep stages in general and did not focus on specific 
electrophysiological phenomena like spindles that are particularly involved in the 
consolidation process.  
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 Current models on sleep-dependent system memory consolidation make quite 
precise predictions about the very topography and timing of hippocampal-neocortical 
reactivation. It should (i) be spatially defined to those neocortical regions actually 
representing the encoded information (Frankland and Bontempi, 2005) and (ii) occur 
time-locked to thalamo-cortical spindle activity (Diekelmann and Born, 2010; Marshall 
and Born, 2007). This study explicitly aimed to test both predictions. (i) To dissociate 
the neocortical target sites of hippocampal reactivation, we designed a hippocampus-
dependent associative learning task based on stimuli whose neocortical 
representations are well-localized, i.e., pictures of faces that activate the fusiform 
face area (FFA, Kanwisher et al., 1997) and occipital face area (OFA, Gauthier et al., 
2000) and scenes that activate the parahippocampal place area (PPA, Epstein and 
Kanwisher, 1998). In the evening, subjects either performed the LEARNING task or a 
visuomotor CONTROL task that was matched for basal visual input and motor output 
but did not involve faces or scenes and did not require any form of associative 
learning (see Figure 1 for experimental design and task description). (ii) During 
subsequent NonREM sleep, we simultaneously recorded fMRI and EEG with 
sufficiently high temporospatial resolution to test for changes in regional activity in the 
hippocampus and ventral visual neocortical areas during NonREM sleep that are 
time-locked to the expression of sleep spindles. We found that face-scene learning 
triggered conjoint activations in the hippocampus and stimulus specific neocortical 
areas (i.e., FFA, OFA, and PPA) during subsequent NonREM sleep. In line with the 
hypotheses, this hippocampal-neocortical co-activation was time-locked to the 
expression of sleep spindles and in its magnitude tightly linked to amplitude 
variations of discrete spindles. 
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 RESULTS 
Behavioral Data 
At the end of the LEARNING task subjects successfully recalled on average 42 of the 
48 cued associates. Response accuracy on immediate cued recall improved almost 
linearly across the four runs (run 1 to 4: 21.8 ± 6.3;  29.4 ± 7.3; 36.4 ± 6.9; 41.6 ± 6.8; 
Figure 2) as indicated by paired-sample t-tests (run 2-1: T8 = 4.65, P = 0.002; run 3-
2:T8 = 4.22, P = 0.003; run 4-3:T8 = 5.96, P < 0.001). Direct assignment of all picture 
pairs during the additional recognition task revealed that stimuli had not merely been 
associated with correct finger presses but in fact stimulus-stimulus associations had 
been learned (38.2 ± 6.1 correct pairs; Figure 2). Subjective sleepiness reported 
before task fMRI performance was comparable for LEARNING and CONTROL conditions 
(4.8 ± 1.2 vs. 5.2 ± 1.3; P > 0.3). 
 
EEG 
Sleep architecture in both EEG-fMRI sleep sessions was comparable (Table 1; no 
significant differences) as was the number of epochs in sleep stage 2 (LEARNING vs. 
CONTROL: 52 ± 21 vs. 57 ± 28; P > 0.5) and SWS (74 ± 25 vs. 66 ± 24; P > 0.3) that 
were included in the fMRI analysis. Sleep spindles during LEARNING and CONTROL 
sleep (Figure 3) did not differ in total number (LEARNING vs. CONTROL: 1043 ± 194 vs. 
1020 ± 129), density (8.26 ± 0.90 vs. 8.35 ± 0.93 per 30 s), or amplitude (5.9 ± 1.6 
µV vs. 6.0 ± 1.6 µV; P > 0.4 for all comparisons). LEARNING and CONTROL sleep EEG-
fMRI sessions also did not differ regarding time spend in the MRI scanner (LEARNING 
vs. CONTROL: 111 ± 20 vs. 110 ± 19 min) or in number (3.3 ± 1.4 vs. 3.2 ± 2.2) or total 
duration (63 ± 10 vs. 61 ± 10 min) of analyzed NonREM segments (P > 0.4 for all 
comparisons). The same hold true for slow oscillations (Table S1). Taken together, 
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 these analyses revealed no differences in any of the involved electrophysiological 
parameters that could have biased comparisons between LEARNING and CONTROL 
sessions within subsequent fMRI models.  
 
fMRI 
Learning-related Brain Activity during Wakefulness 
Analyses of task-related activity during memory encoding and immediate recall 
before sleep localized neocortical representations specific for face and scene stimuli 
and determined the general LEARNING task-related brain activation pattern relative to 
that during the visuomotor CONTROL task (Figure 4). Face-specific activity was 
predominant bilaterally in the FFA and the amygdala (encoding and recall) as well as 
the OFA (recall), whereas scene-specific responses were located bilaterally in the 
PPA, the parieto-occipital sulcus/retrosplenial cortex region, as well as the transverse 
occipital and intraparietal sulcus (recall). General, stimulus-independent activity 
during memory encoding comprised bilateral hippocampus, precuneus, and inferior 
parietal cortex as well as left inferior, medial and superior frontal gyrus, and medial 
and superior temporal gyrus, whereas cued recall was generally associated with 
bilateral activation of the caudate nucleus, precuneus, and anterior cingulate cortex, 
as well as left medial frontal gyrus and inferior parietal cortex. 
 
Spindle-related Brain Activity during NonREM sleep 
A wide set of brain regions showed a modulation of regional activity levels during 
NonREM sleep depending on the temporal expression of sleep spindles (Figure 5). 
Spindle-related activations in bilateral thalamus, hippocampus and adjacent 
parahippocampal gyrus, ventral striatum, brainstem, inferior temporal cortex and 
several cortical regions near the vertex were principally associated with the 
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 occurrence of spindles per se, independent of their respective amplitude (Figure 5;  
areas coded in red). In other brain regions, spindle-related activity covaried with the  
amplitude of discrete sleep spindles, including bilateral hippocampus, insula, anterior 
cingulate cortex, and supplementary motor area (Figure 5; areas coded in blue).  
 
Increases of Spindle-related Brain Activity during NonREM sleep after Learning 
Several brain regions showed enhanced spindle-related activation during NonREM 
sleep following LEARNING of face-scene associations compared to the visuomotor 
CONTROL task. Irrespective of spindle amplitude, the spindle-related activity level was 
higher in the left amygdala, the locus coeruleus, and the head of the caudate nucleus 
after LEARNING than CONTROL task performance (Figure 6; areas coded in red). 
However, the most important differences were observed when taking into account the 
spindle amplitude (Figure 6; areas coded in blue). Distinct areas in the right 
hippocampus, left PPA, right FFA, and bilateral OFA showed a stronger increase in 
regional activity with individual spindle amplitude after LEARNING of face-scene 
associations (see Table 2 for peak voxels and statistical values). The neocortical 
increase of spindle amplitude-related activations was restricted to material-specific 
areas of the ventral visual processing stream which showed a strong overlap with 
learning-related neocortical activations as identified during prior learning (i.e., PPA, 
FFA, and OFA). This spatial overlap was clearly evident at the initial significance 
threshold of Puncorr < 0.001. The specificity of overlapping activity was still present 
when lowering the threshold to Puncorr < 0.01. At this threshold, the overlapping 
activity in the respective ventral visual cortical areas increased in extent, but no 
additional  clusters emerged in other brain regions  (Figure 7). In PPA and FFA, the 
voxels showing a learning-specific increase in activation with spindle amplitude were 
located almost completely within the clusters of learning-related activation during 
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 both memory encoding and recall. There was only a partial overlap of activation 
clusters in OFA, and this overlap was only present when considering recall but not 
encoding related activation. In contrast to the neocortical areas, no spatial overlap 
was found in the hippocampus. The hippocampal cluster showing a stronger 
activation with spindle amplitude during post-learning NonREM sleep was located 
posterior to the hippocampal cluster activated during memory encoding before sleep.  
Correlational analyses investigated the link between individual learning 
performance and subsequent sleep spindle-related hippocampal activity. The better a 
subject performed on the LEARNING task before sleep (as indicated by the area under 
the learning curve, AULC; Figure 2), the more pronounced was the learning-specific 
increase in spindle amplitude-related hippocampal activity (r = 0.81, p < 0.01) and 
average sleep spindle amplitude (r = 0.72, p < 0.05; Figure 8). 
 
DISCUSSION  
Here we show for the first time that learning of face-scene associations triggers 
conjoint hippocampal-neocortical activation in subsequent NonREM sleep. Neuronal 
activity in right hippocampus as well as in neocortical regions specialized for 
processing of face and scene stimuli became more strongly coupled to the amplitude 
of single sleep spindles after LEARNING than after performance on a CONTROL task. 
Learning performance during wakefulness predicted the increase in hippocampal 
responsiveness to spindle amplitudes during subsequent sleep. These findings lend 
further support to the notion that sleep spindles represent a key mechanism for 
hippocampal-neocortical processing of recently acquired memory traces during sleep 
(Born et al., 2006; Diekelmann and Born, 2010; Marshall and Born, 2007; Sejnowski 
and Destexhe, 2000; Steriade and Timofeev, 2003).  
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Task-related brain activity during wakefulness 
We deliberately used a paired associates LEARNING task that relied on the processing 
of face and scene stimuli in highly specialized neocortical sites of the ventral visual 
stream as well as on the hippocampus for storing the learned associations.  
Accordingly, the LEARNING task more strongly engaged memory related brain regions, 
such as hippocampus (Eichenbaum, 2000), precuneus, and lateral parietal areas 
(Wagner et al., 2005) relative to the visuomotor CONTROL task. As intended, the 
LEARNING task further particularly engaged the material-specific neocortical regions of 
interest in the ventral visual stream, i.e. FFA (Kanwisher et al., 1997), OFA (Gauthier 
et al., 2000), and PPA (Epstein and Kanwisher, 1998). This provided us with a priori 
information regarding the neocortical candidate regions expected to show a conjoint 
learning-specific activation with the hippocampus during subsequent sleep. 
In line with previous work, face cues also evoked stronger activity in the 
amygdala (Adolphs and Spezio, 2006), whereas scene cues caused activation 
peaking in the parieto-occipital sulcus/retrosplenial cortex region (MacEvoy and 
Epstein, 2007; Maguire, 2001), the transverse occipital sulcus (Grill-Spector, 2003; 
Hasson et al., 2003; MacEvoy and Epstein, 2007), and the intraparietal sulcus (Grill-
Spector, 2003).  
 
Spindle-related brain activity independent of learning  
In accordance to previous findings (Schabus et al., 2007), we observed spindle-
related BOLD-activity independently of task condition in a set of brain regions 
including bilateral thalamus, brainstem, anterior cingulate cortex, supplementary 
motor area, insulae, and the hippocampus. A relevant new finding was that the 
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 activity level in bilateral hippocampus and adjacent parahippocampal gyrus was 
consistently modulated by the particular amplitude of a sleep spindle. This finding 
tightly couples hippocampal network activity to the wide spread expression of 
thalamo-cortical spindles in the surface EEG. It also ties in well with results from 
intracranial recordings, suggesting a close temporal interaction of neocortical 
spindles and hippocampal ripples (Clemens et al., 2007; Mölle et al., 2009; Siapas 
and Wilson, 1998; Sirota et al., 2003; Wierzynski et al., 2009). Within an interactive 
framework of neocortical-hippocampal loops, emergent spindle activity might drive 
hippocampal ripples which in turn feed back into ongoing cycles of the thalamo-
cortical spindle to effectively modulate the input to neocortical neurons (Mölle et al., 
2009; Sirota et al., 2003).  
The neurophysiological determinants of trial-by-trial variations in spindle 
amplitude as assessed by the human surface EEG remain yet to be fully clarified. In 
this context, it is interesting that thalamic activity levels were markedly enhanced 
during spindles per se, but hardly modulated by spindle amplitude. Although the 
thalamus is the core generator of sleep spindles (Steriade, 2003), thalamo-cortical 
spindle input can be amplified or suppressed by intracortical circuits (Contreras et al., 
1997b; Kandel and Buzsaki, 1997). These local cortical mechanisms are a likely 
neural substrate contributing to the amplitude modulation of subsequent spindle 
events that are observed in surface EEG recordings.  
 
Spindle-related activation in learning-related brain regions 
Learning associations between faces and scenes altered spindle-related cortical 
activity. Our central hypothesis was that previous acquisition of hippocampus-
dependent (declarative) memories should enforce the hippocampal-neocortical 
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 dialogue, thus enhancing the interaction between hippocampal ripples and thalamo-
cortical spindle input (Mölle et al., 2009; Sirota et al., 2003). If so, neuronal activity 
should become more tightly coupled to sleep spindles after learning specifically in 
those neocortical regions that represent the newly encoded information due to both 
the increased contribution of reentrant activity from the hippocampal system (Sirota 
et al., 2003) and increased responsiveness of cortical circuits to spindle input after 
synaptic potentiation (Werk et al., 2005).  
Compared to the visuomotor control task, paired associative learning of face 
and scene cues specifically altered sleep spindle-related activity in those ventral 
visual areas that are specialized in the processing of faces and scenes. In 
accordance with our prediction, these neocortical regions became more strongly 
coupled to spindle amplitude variations after learning. Neocortical clusters showing 
increased activity with spindle amplitude in post-learning NonREM sleep closely 
corresponded to those engaged in prior learning.  
Regardless of the learning context, the variation in spindle amplitude 
consistently modulated neuronal activity levels in the hippocampus during NonREM 
sleep. This general sensitivity of the hippocampus to fluctuations in spindle amplitude 
increased in the right hippocampus after paired associative learning. Furthermore, 
the strength of spindle-related hippocampal activation during NonREM sleep 
depended on individual encoding performance during prior wakefulness. Together 
with the learning-induced increase in material-specific visual areas, the spindle 
effects on hippocampal activity corroborate the view that sleep spindles generate a 
neural context which facilitates hippocampal-neocortical processing. 
Only in a subset of task-related brain regions, regional activity became 
sensitized to spindle amplitudes after paired associative learning. In fact, the 
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 increased responsiveness to spindle amplitudes was mainly restricted to those 
regions actually processing the newly encoded memory traces (i.e., the hippocampus 
linking stimulus-representations in FFA, PPA, and OFA). Other learning-related 
frontoparietal areas did not express such change in spindle-related activity, 
presumably because they subserve encoding and retrieval of memories rather than 
their actual storage. They therefore remain unchanged by learning and do not require 
any reactivation. 
 Additional clusters in  left locus coeruleus, head of caudate nucleus, and the 
amygdala showed increased activation during sleep spindles after learning, 
independent of spindle amplitude. Although none of these clusters overlapped with 
those of task-related activity, adjacent parts of the caudate nuclei and the amygdalae 
were activated by prior learning. The caudate nucleus subserves stimulus-response 
learning (Packard and Knowlton, 2002) and strongly interacts with the hippocampal 
system (Poldrack and Rodriguez, 2004), which has also been demonstrated in the 
context of sleep-dependent memory reorganization (Orban et al., 2006). Likewise, 
the amygdala processes social stimuli, such as faces (Adolphs and Spezio, 2006) 
and is critically involved in the consolidation of emotional memories during sleep 
(Sterpenich et al., 2009).  
Notably, the locus coeruleus constituting the major source of noradrenaline in 
the brain, has been rendered essential for learning-related plasticity (Sara, 2009) as 
well as its consolidation during sleep (Diekelmann and Born, 2010). Recordings in 
the rat showed not only that locus coeruleus bursts are entrained to the slow 
oscillation (Lestienne et al., 1997), but also that locus coeruleus firing is increased 
during SWS after olfactory learning (Eschenko and Sara, 2008). Thus, the increased 
activity of the locus coeruleus during spindles after learning well fits the idea of short 
 13
 spindle-associated windows of cortical plasticity during SWS (Sejnowski and 
Destexhe, 2000; Steriade and Timofeev, 2003).  
 
Conclusion 
Our findings are compatible with the notion of a sleep-dependent hippocampal-
neocortical dialogue that reactivates memory traces for the sake of redistribution from 
hippocampal to neocortical networks for long-term storage (Buzsaki, 1989; 
Diekelmann and Born, 2010; Frankland and Bontempi, 2005; McClelland et al., 
1995). However, alternative explanations cannot be ruled out based on the 
correlational nature of our data. It is therefore possible, though unlikely in our 
understanding, that the observed spindle-related reactivations merely reflect a 
functionally meaningless epiphenomenon of previously potentiated synaptic 
connections which become more strongly recruited by unspecifically reverberating 
spindle activity. Foregoing pioneering PET studies have demonstrated increased 
regional cerebral blood flow in task-related brain regions during REM sleep after 
procedural learning of a serial reaction time task (Maquet et al., 2000; Peigneux et 
al., 2003) and during SWS after performance on a spatial navigation task (Peigneux 
et al., 2004). We now used combined EEG-fMRI recordings which have a superior 
temporospatial resolution compared with PET. Because of this and the employment 
of a paired associates learning task relying on the hippocampal binding of well-
located neocortical representations, our results clearly extend existing data in two 
important aspects: (i) We provide first-time evidence that hippocampal activation 
during post-learning sleep is indeed accompanied by the reactivation of previously 
associated representations in the neocortex, supporting the idea of a hippocampal-
neocortical memory reactivation. (ii) We demonstrate that declarative memory 
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 reactivation is directly linked to the expression of individual sleep spindles rather than 
equally distributed throughout SWS.  
 
EXPERIMENTAL PROCEDURES 
Participants 
Twenty-four healthy volunteers were recruited from the student population of the 
University of Kiel and participated in the experiments after they had given written 
informed consent. However, due to the adverse conditions of the MRI environment, 
only eleven out of fifteen subjects who initially passed the adaptation night also 
reached SWS in both experimental conditions, and two further data sets had to be 
excluded because of insufficient data quality (e.g., strong sweating artifacts). Data 
could therefore be successfully acquired from nine subjects (4 females, mean age: 
25, range: 21-27 years). Experimental procedures conformed to the Declaration of 
Helsinki and were approved by the Ethics Committee of the University of Kiel. 
Participants were right-handed (Oldfield, 1971), free of medication, and had no 
history of neurological or psychiatric disease. They were instructed to restrict their 
sleep to 4 hours during the previous night and were not allowed to drink alcohol or 
caffeine during the day prior to each experimental night.  
 
Experimental Design 
Subjects were preselected according to whether or not they reached SWS during an 
ADAPTATION night with full EEG-fMRI recording inside the scanner. Anatomical 
images were acquired before the EEG cap was applied and subjects went to sleep. 
Successful participants were included in the actual experiment, taking part in two 
experimental conditions (LEARNING vs. CONTROL) which were separated by at least a 
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 week and balanced in order across subjects. Procedures were identical in both 
experimental conditions except for the behavioral task itself (Figure 1A). 
Subjects arrived in the lab around 7 pm, were instructed, and received a 
thorough training of the upcoming LEARNING or CONTROL task (Figure 1B,C). Around 
8pm, the respective task-fMRI session started, lasting about 70 min, and in LEARNING 
nights followed by an additional recognition task outside the scanner (Figure S1). 
Then, EEG cap and bipolar electrodes were administered and coregistered to the 
individual anatomical image via frameless stereotactic neuronavigation. Around 
11pm, subjects were again bedded in the MRI scanner to sleep for max. 2.5 h of 
continuous EEG-fMRI recording. Thereafter, subjects spent the rest of the night in 
the nearby sleep lab until they left the next morning.  
To monitor potential differences in subjective sleepiness between 
experimental conditions, subjects filled out a German version of the Stanford 
Sleepiness Scale (Hoddes et al., 1973) before LEARNING and CONTROL tasks. 
 
Behavioral Tasks 
In the LEARNING task, subjects had to learn associations between pictures of faces 
and scenes while in the CONTROL task only basic visuomotor performance but no 
associative learning was required (both tasks performed during fMRI, Figure 1). An 
additional recognition task in the LEARNING condition (performed outside the scanner; 
Figure S1) emphasized the generation of specific stimulus-stimulus instead of mere 
stimulus-response category associations. See Supplemental Experimental 
Procedures for details.  
The LEARNING task consisted of eight alternating runs of memory encoding and 
immediate recall (four each). During encoding runs, subjects had to learn pairs of 
consecutively presented pictures (pairs were combined of male faces, female faces, 
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 urban scenes, rural scenes, and scrambled images, the latter considered as 
“nothing”). During recall runs, increasing memory strength was tested. All face and 
scene pictures were presented separately and subjects had to indicate the category 
of the paired associate by button press. No feedback of response accuracy was 
provided (Figure 1B).  
The CONTROL task was constructed in parallel, with two alternating types of 
simple monitoring tasks, matched to the LEARNING task regarding basic visual input 
(same but scrambled stimuli) and motor output (same buttons to press at the same 
time). Both tasks required a certain level of attention and information processing but 
no associative learning and no processing of faces and scenes (Figure 1C). 
In the recognition task, subjects had to choose the specific paired associate for 
each stimulus out of the complete set of possible stimuli. Again, no feedback of 
response accuracy was provided (Figure S1).. 
Unless specified otherwise, data are reported as mean (M) ± standard 
deviation (SD). Statistical comparisons rely on two-sided paired t-tests with P-values 
< 0.05 considered significant. 
 
Experimental Setting 
During task-fMRI, subjects were laying on the MRI table, equipped with headphones 
for communication and noise protection, a mirror-display-combination for visual 
stimulus presentation, and a five-button box at the right hand for response collection 
(see Supplemental Experimental Procedures for technical details). 
During subsequent sleep-EEG-fMRI, subjects wore light sleeping clothes and 
thoroughly inserted foam earplugs providing ~35 dB sound attenuation (Ohropax 
Color, Ohropax, Wehrheim, Germany). They were bedded comfortably on a mattress 
of viscoelastic foam (Tempur Deutschland, Steinhagen, Germany) superimposed on 
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 the MRI table and were covered with a light blanket. A 3 cm layer of viscoelastic 
foam was further wrapped around the back part of the head inside of the head coil, 
stabilizing the head, providing additional noise protection, and preventing EEG 
electrodes from causing unpleasant pressure. EEG and bipolar amplifier, weighted 
with sandbags, were placed behind the head coil and in front of the feet, respectively, 
connected to a battery (behind the head coil) with power cables bypassing the center 
of the magnet. Recorded data was transmitted via fiber optic cables to a laptop 
(Inspiron 510m, Dell, Round Rock, TX, USA) outside the scanner room for saving. 
Subjects were equipped with an alarm bell to inform the experimenter at any time 
they wished to leave the scanner. Lights inside the scanner room were darkened with 
the stimulus display remaining active (picture of sky with cloudlets), which subjects 
reported to reduce the feeling of narrowness and helped to reduce anxiety in the 
case of sudden awakening from deep sleep.  
 
EEG Data Acquisition 
All electrophysiological recordings were performed with MRI compatible hardware. 
32-channel EEG (10-20-system; Fp1, Fpz, Fp2, F7, F3, Fz, F4, F8, FC5, FC1, FC2, 
FC6, C3, Cz, C4, CP5, CP1, CP2, CP6, P7, P3, Pz, P4, P8, POz, O1, Oz, O2, T7, 
T8, TP9, TP10; referenced to FCz; ground ~1 cm below Oz) was obtained via a 
modified BrainCap MR electrode cap with Ag-AgCl ring electrodes and built-in 5 
kOhm resistors (EasyCap, Munich, Germany) connected to a BrainAmp MR plus DC 
amplifier (BrainProducts, Munich, Germany). Abralyt HiCl electrode paste (Falk 
Minow Services, Herrsching, Germany) was used to ensure stable EEG recordings 
throughout the whole night. Additional recordings for polysomnography (PSG) such 
as vertical and horizontal electrooculogram (VEOG, HEOG), electromyogram (EMG) 
and electrocardiogram (ECG) were acquired via Ag-AgCl cup electrodes with built-in 
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 15kOhm resistors and extra insulation of the leads (to prevent any heating of the 
skin) connected to a BrainAmp ExG MR bipolar amplifier (BrainProducts, Munich, 
Germany). Both amplifiers were powered by a rechargeable battery (PowerPack, 
BrainProducts, Munich, Germany). Skin resistance at EEG electrodes was kept 
below 5 kOhm by careful preparation of the skin with abrasive paste. 
Data were recorded via BrainVision Recorder V.1.10 software (BrainProducts, 
Munich, Germany) with a resolution of 0.5 µV/bit, analog-filtered (0.016-250 Hz), and 
digitized at a sampling rate of 5 kHz (synchronized with the MRI scanner clock to 
reduce variance of undersampled MRI gradient artifacts). A trigger signal from the 
MRI scanner marked the onset of each fMRI volume in the EEG recordings. Online 
MRI gradient and cardioballistic artifact correction via BrainVision RecView V.1.2 
software (BrainProducts, Munich, Germany) allowed monitoring of subjects’ sleep 
stages. 
  Positions of EEG electrodes were coregistered to individual high-resolution 
T1-weighted anatomical images by means of frameless stereotaxy (TMS-Navigator, 
Localite, Sankt Augustin, Germany) to maintain exact positioning across conditions.  
 
fMRI Data Acquisition 
All measurements were performed on a 3 Tesla magnetic resonance tomograph 
(Philips Achieva, Philips Medical Systems, Best, The Netherlands) using an 8-
channel SENSE head coil. High-resolution T1-weighted anatomical images were 
obtained using a standard MPRAGE sequence (TR = 7.7 ms, TE = 3.6 ms, flip angle 
= 8°, 170 sagittal slices, 1x1x1 mm voxel size, field of view = 224 x 224 mm). 
Functional MRI was conducted using echo planar imaging (EPI) sequences (TR = 
2500 ms, TE = 37 ms, flip angle = 90°, FOV = 216 x 216 mm, 38 transversal slices, 
slice thickness = 3 mm, gap = 10%, in plane voxel size = 3.38 x 3.38 mm, continuous 
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 slice acquisition order in bottom-up direction). While these parameters were identical 
for LEARNING and CONTROL task sessions, parameters for sleep sessions were 
slightly modified (TR = 2240 ms, TE = 30 ms) to ensure that residual gradient 
artifacts in the EEG, which are in the slice repetition frequency (here ~ 17 Hz), were 
beyond the frequency of sleep spindles (i.e., 10-16 Hz). 
 
EEG Data Analysis 
Preprocessing and fMRI artifact correction of the EEG data was done with 
BrainVision Analyzer V. 2.0 software (BrainProducts, Munich, Germany). Slow 
oscillation and spindle detection was performed using Spike2 V. 6.0 software (CED, 
Cambridge, UK).   
MRI gradient artifacts were removed by using an adaptive average subtraction 
(Allen et al., 2000) with a moving average comprising both the previous and 
subsequent 50 volumes for each template subtraction. Afterwards, the EEG was 
downsampled to 250 Hz to reduce the computational effort of subsequent data 
processing and high-pass filtered (48 db/oct) at 0.1 Hz for EEG and 0.5 Hz for ECG. 
Then, ballistocardiographic artifacts were removed, also by means of template 
subtraction (based on an earlier algorithm by Allen et al., 1998). R-peaks in the ECG 
were identified semiautomatically based on their amplitude and correlation with a 
prototype ECG complex from the middle of the recoding. Global mean field power 
(GMFP) of all EEG channels was calculated time-locked to the R-peaks with GMFP 
peak latency determining the delay between the R-peak and the maximal 
ballistocardiographic EEG artifact. Then, taking into account this delay, moving 
averages comprising the 25 pulses before and after each artifact were subtracted 
individually for all channels. Comparing the frequency spectra as well as time-locked 
averages before and after artifact correction confirmed successful removal of both 
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 gradient artifacts (except small residual artifacts at ~17 Hz) and ballistocardiographic 
artifacts. For sleep scoring and detection of sleep spindles and slow oscillations, 
EEG data was re-referenced to the average of electrodes TP9 and TP10 as 
surrogate for linked mastoids, not available in the MRI-compatible EEG cap. 
For sleep scoring, EEG signals from C3 and C4, VEOG, HEOG, and EMG 
were filtered between 0.3 Hz and 35 Hz. Sleep stages were visually scored per 30-s 
epoch based on electrodes C3 and C4 according to standard criteria (Rechtschaffen 
and Kales, 1968) using SchlafAus V. 1.4 software (by Steffen Gais; 
http://www.kfg.uni-luebeck.de). 
Spindles were detected in all artifact-free 30-sec epochs of NonREM sleep in 
the 10 centro-parietal channels that expressed the largest power in the spindle 
frequency range (C3, Cz, C4, CP5, CP1, CP2, CP6, P3, Pz, P4). Peak frequency of 
fast spindle activity was identified in EEG power spectra of NonREM sleep, 
separately for each subject (13.6 ± 0.38 Hz; Mean ± SD). Subsequently, the EEG 
data were filtered using a band-pass of ± 1.5 Hz around this peak frequency. After 
filtering, a thresholding algorithm was applied that had proven to be effective in 
previous studies (Gais et al., 2002; Mölle et al., 2002). First, the root mean square 
(RMS) of the filtered signal was calculated at every sample point using a moving 
window of 0.2 sec. The resulting RMS signal was smoothed with a moving average 
of 0.2 sec. The threshold for spindle detection in the RMS signal was set to 0.8 
standard deviations of the filtered signal (mean over the 10 centro-parietal channels). 
A spindle was detected if the RMS signal remained above the threshold for 0.5-3 sec 
and the beginning and end of the spindle were marked at the threshold crossing 
points. For every detected spindle the deepest trough was detected in the filtered 
signal. In order to include only the largest and most widespread spindles in the 
analysis an average RMS channel (across the RMS signals of the 10 centro-parietal 
 21
 channels) was also calculated. The same thresholding algorithm for spindle detection 
was applied on this channel. If criteria for spindle detection were met in this average 
RMS channel, the number of EEG channels in which a spindle was simultaneously 
detected (i.e., between the beginning and end of the threshold crossings in the 
average RMS channel) was counted. Given that spindles appeared in at least 5 
channels the peak time of the largest of these spindles was designated as the 
"spindle maximum" representing the respective spindle in time for further analysis. 
Peak times and corresponding RMS amplitudes (averaged across the 10 centro-
parietal channels) of all detected spindles were extracted for subsequent singe-trial 
EEG-fMRI analysis (Figure 3A). Sleep spindles show a high degree of large-scale 
coherence across neocortical sites as a result of cortico-thalamic synchronization 
(Contreras et al., 1996, 1997a). As the applied spindle detection algorithm yielded 
only full blown and spatially wide spread spindles, the variability in spindle amplitude 
on the hemispherical surface provided reliable information about the temporal 
modulation of spindle amplitudes in the more inferiorly located areas of interest (i.e. 
FFA, OFA, and PPA) which are less strongly represented in the EEG signal. 
Detection of slow oscillations in all artifact-free 30-sec epochs of NonREM 
sleep was based essentially on a standard algorithm described elsewhere in detail 
(Mölle et al., 2002). Slow oscillations were detected in an "average" channel that was 
calculated by averaging (at every sample point) the potentials of 12 (mainly fronto-
central) channels which expressed the largest power in the slow oscillation frequency 
range during SWS (i.e., Fp1, Fpz, Fp2, F3, Fz, F4, FC1, FC2, Cz, CP1, CP2, and 
Pz). First, the EEG signal in the average channel was filtered between 0.16 Hz and 
2.5 Hz. Then, time points of positive-to-negative zero crossings were computed in the 
resulting signal. In all intervals of positive-to-negative zero crossings with a length of 
0.8 to 2 sec, the lowest and highest values were detected (i.e., one negative and one 
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 positive peak between two succeeding positive-to-negative zero crossings). 
Subsequently, the average negative peak and the average negative-to-positive peak 
potentials were calculated and only those slow oscillations were finally included in the 
analysis whose (absolute) negative peak and negative-to-positive peak potentials 
were larger than 0.75 times the average. Negative peak times and corresponding 
negative-to-positive peak amplitudes (from the average channel) of all detected slow 
oscillations were extracted for subsequent singe-trial EEG-fMRI analysis (Figure 3B). 
We applied relatively liberal amplitude criteria for both sleep spindle and slow 
oscillation detection in order to gain sufficient variance for subsequent explicit 
modeling of single-trial amplitudes in the fMRI analysis. 
Unless specified otherwise, data are reported as mean (M) ± standard 
deviation (SD). Statistical comparisons rely on two-sided paired t-tests with P-values 
< 0.05 considered significant. 
 
fMRI Data Analysis 
fMRI data were converted from DICOM (tasks) and Philips PAR/REC (sleep) format 
to NiFTI using MRIConvert V. 2.0, rev. 131 (by Jolinda Smith; 
http://lcni.uoregon.edu/~jolinda/MRIConvert) and r2aGUI V. 2.4 (by Bas Neggers & 
Erno Hermans; http://r2agui.sourceforge.net/), respectively. NiFTI data was then 
preprocessed and analyzed using SPM5, rev. 1782 (Wellcome Department of 
Cognitive Neurology, London, UK; http://www.fil.ion.ucl.ac.uk/spm) running on Matlab 
7.7.0.471, R2008b (The MathWorks, Natick, MA, USA). 
EPI images were preprocessed separately for task-fMRI, and sleep EEG-fMRI 
recordings but conjointly for LEARNING and CONTROL conditions. Images were slice 
timing corrected using slice 19 of 38 as a reference and all images were realigned to 
the mean EPI image using 4th order b-spline interpolation. T1-weighted images were 
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 then coregistered to the mean EPI images and segmented using the tissue 
probability maps provided by SPM5 as a means to obtain normalization parameters 
transforming the images to the standard Montreal Neurological Institute (MNI) space. 
Thereby, normalized T1-weighted and EPI images could both be written (with 1 mm 
and 2 mm resolution, respectively) using the same spatial transformation while taking 
advantage of the high anatomical resolution of T1-weighted images. Normalized EPI 
images were spatially smoothed using a 8 mm full-width at half-maximum isotropic 
Gaussian kernel. For topographical interpretation and illustration purposes, a mean 
normalized T1-weighted image was calculated over all subjects. 
Task-fMRI analyses were performed to determine the general LEARNING task-
related brain activation pattern relative to that during the visuomotor CONTROL task 
and in particular to locate the material-specific neocortical representations of the 
learned face and scene stimuli. Separate first level models (single subject fixed-
effects analyses) were calculated for memory encoding and immediate cued recall 
runs before sleep. In both models, the four runs each from LEARNING and CONTROL 
condition were set up as eight different runs. In the encoding model, nine event 
regressors (1st stimulus: face/scene/nothing x 2nd stimulus: face/scene/nothing; or the 
respective scrambled control trials) were modeled as stick functions convolved with 
the canonical hemodynamic response function (HRF). In the recall model, six event 
regressors (cue: face/scene x target: face/scene/nothing; or the respective scrambled 
control trials) were modeled as three second epochs convolved with the canonical 
HRF. Then separate LEARNING and CONTROL contrasts were specified, collapsing 
over runs and, in the encoding model, also pooling trials with merely reversed 
stimulus order. Thereby, either five (encoding: face-face, scene-scene, face-
scene/scene-face, face-nothing/noting-face, scene-noting/noting-scene) or six (recall: 
face-face, face-scene, face-noting, scene-face, scene-scene, scene-noting) contrast 
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 images (plus the same number for the matched control trials) were defined as input 
for the group analyses. On the second level (group random-effects analysis), two 
separate flexible factorial designs were specified for encoding and recall,  comprising 
a SUBJECT factor (nine subjects, independent levels, equal variance), a TASK factor 
(LEARNING vs. CONTROL, dependent levels, equal variance), and a TRIAL TYPE factor 
(either five or six trial types, dependent levels, equal variance). Finally, differential 
contrasts were calculated, comparing LEARNING and CONTROL tasks separately for 
face- and scene-presenting trials to highlight stimulus-representing brain regions.  
Single-trial sleep EEG-fMRI analyses (cf. Debener et al., 2006; Debener et al., 
2005) aimed at (i) detecting brain regions in which the BOLD-signal actually depends 
on single-trial spindle amplitudes, thus comprising neurons particularly responsive to 
the thalamo-cortical sleep spindle and (ii) identifying those regions exhibiting stronger 
responsiveness after LEARNING than after CONTROL. On the first level (single subject 
fixed-effects analyses), continuous uninterrupted series of EPI volumes as revealed 
by the EEG analyses (see above) were concatenated within nights and entered as 
separate LEARNING and CONTROL runs into the model. To account for potential mean 
signal differences across concatenated EPI series, separate block regressors were 
included for each of them. Moreover, to avoid filter artifacts at discontinuities between 
concatenated EPI series, standard high-pass filtering was substituted by explicitly 
modeled regressor sets of cosine functions separately for each continuous EPI series 
(128 s high-pass filter sets generated by the SPM5 spm_filter.m function). For both 
conditions (LEARNING, CONTROL), BOLD-responses to individual sleep spindles were 
assessed by modeling an event regressor based on the spindle onsets from EEG 
analysis plus a parametrical modulator containing the individual spindle amplitudes. 
The same was done for individual slow oscillations and their amplitudes to account 
for any slow oscillation-related BOLD signal variation (Dang-Vu et al., 2008; Schabus 
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 et al., 2007). All event and parametrical modulation regressors were further 
convolved with the canonical HRF as well as with its time and dispersion derivatives 
to model the unknown BOLD response to these electroencephalographic events as 
close as possible. Further nuisance regressors (not convolved with the HRF) 
modeled BOLD-signal changes induced by movement of the subject and its cardiac 
cycle. Movement regressors consisted of the six parameters estimated during 
realignment (translations in the x, y, and z directions and rotations around the x, y, 
and z axes) and their squares both of the current and, to account for spin history 
effects, the previous volume (24 regressors in total). Effects of changes in blood flow 
due to the cardiac cycle were modeled by convolution of the R-R interval from the 
ECG with a 5th order set of sine and cosine functions (RETROICOR, Glover et al., 
2000), resulting in 10 additional regressors. On the second level (group random-
effects analysis), we first performed one-sample t-tests to reveal the main BOLD-
correlates of sleep spindles independent of the experimental condition. Second, we 
calculated paired t-tests comparing the BOLD-response related to sleep spindles per 
se and their respective amplitudes during sleep after LEARNING and CONTROL tasks. 
Individual parameter estimates of the spindle amplitude-related learning effect for 
correlational analyses were extracted from the peak voxel of the hippocampal cluster 
(Figure 6, Table 2) using rfxplot (Gläscher, 2009). 
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 TABLES 
Table 1: Sleep parameters for fMRI-EEG sleep sessions (M ± SD) in minutes and as 
percent of total sleep time (from first sleep onset to final awakening) 
 
 Learning Control 
 min % 
 
min % 
Sleep latency 1.7 ± 1.9   4.2 ± 5.6  
SWS latency 18.6 ± 10.6   21.3 ± 15.7  
Waking 7.4 ± 11.7 7.5 ± 11.7  3.7 ± 4.9 3.6 ± 5.1 
Stage 1 2.3 ± 2.4 2.4 ± 2.5  2.3 ± 1.4 2.2 ± 1.4 
Stage 2 50.1 ± 22.5 49.6 ± 16.5  51.0 ± 19.9 47.8 ± 11.8 
SWS 35.8 ± 12.8 40.2 ± 21.7  45.4 ± 13.2 46.1 ± 15.9 
Movement  0.2 ± 0.3 0.2 ± 0.3  0.3 ± 0.3 0.4 ± 0.5 
Arousal events 6.7 ± 5.7   6.1 ± 4.4  
Total sleep 95.9 ± 19.7 100 ± 0  102.8 ± 25.0 100 ± 0 
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Table 2: Learning-dependent sleep spindle-related brain activity (BOLD-fMRI) 
 
  Peak coordinates in mm  
Brain Region Side X Y Z T-value 
(A)  LEARNING minus CONTROL sleep spindle events 
Head of caudate nucleus  L -10 12 16 6.41 
Amygdala L -22 0 -22 4.90 
Locus coeruleus L -10 -30 -20 7.38 
      
(B) LEARNING minus CONTROL sleep spindle amplitudes 
Hippocampus R 32 -28 -12 6.14 
Fusiform face area (FFA) R 40 -46 -22 5.85 
Parahippocampal place area (PPA) L -18 -42 -16 5.20 
Occipital face area (OFA)  R 24 -82 -18 9.59 
 L -36 -74 -22 6.20 
      
Only clusters with peak voxels significant at Puncorr < 0.001 and cluster extent 
threshold > 5 voxels are reported; R = Right, L = Left 
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 FIGURES 
 
Figure 1: (A) Experimental time line (scaling not proportional). The ADAPTATION  night 
was followed by LEARNING and CONTROL nights in balanced order separated by at 
least a weak. Initial training of the respective task outside the MRI was followed by 
the task fMRI session. Subjects then slept in the scanner for approx. the first sleep 
cycle, after which they continued their night in the adjacent sleep lab. In the LEARNING 
condition, fMRI tasks were additionally followed by a recognition task outside the MRI 
(Figure S1). (B) LEARNING task (alternating encoding and immediate cued recall runs, 
four of each): During encoding, pairs of pictures were presented in sequence (1.5 s 
each) separated by jittered inter-trial intervals (ITI) of 2-7 s showing a fixation cross. 
Subjects had to encode picture pairs and press a button when occasionally the cross 
turned red to preserve attention. During cued recall, pictures were presented 
separately (1.5 s each, 4-7 s ITI) and subjects had to indicate the missing associate 
by button press (“nothing”, “male face”, “female face”, “urban scene”, “rural scene”). 
(C) CONTROL task (alternating box counting and mirror detection runs, four of each): 
During mirror detection, pairs of scrambled pictures were presented in sequence (1.5 
s each) separated by variable ITIs (2-7 s) with a fixation cross. Subjects had to 
monitor pictures carefully to hit a button when occasionally the second picture was a 
mirror image of the first to preserve attention. During box counting, scrambled 
pictures were presented separately (1.5 s each, 4-7 s ITI) and subjects had to 
indicate the number of superimposed box icons by button press (“one”, “two”, “three”, 
“four”, “five”). See Supplemental Experimental Procedures for details. 
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Figure 2: Learning curve depicting LEARNING task performance as number of correct 
responses (M ± SEM) for cued recall runs (black circles) and the recognition task 
(white diamond) before sleep. Recall performance increased after every encoding 
run during LEARNING (run 1-4) and subjects successfully allocated individual stimulus-
stimulus associations in the recognition task. Arrows indicating significant increases 
with p < 0.01 (post-hoc two-sided paired t-tests). AULC = area under the learning 
curve. 
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Figure 3: Average of detected (A) sleep spindles and (B) slow oscillations. Arrows 
indicate amplitudes as determined for single-trial EEG-fMRI analysis. 
 
 
 
 39
  
Figure 4: Selected brain areas showing a stronger activation during LEARNING than 
CONTROL task performance before sleep, separately for memory encoding (left panel) 
and immediate cued recall (right panel). Red and green clusters indicate face and 
scene cue specific activation, respectively, while orange shades indicate common 
stimulus-independent task-related activity (overlap of both clusters). ACC = anterior 
cingulate cortex, AMG = amygdala, FFA = fusiform face area, HC = hippocampus, 
IFG = inferior frontal gyrus, IPC = inferior parietal cortex, IPS = intraparietal sulcus, 
MFG = medial frontal gyrus, MTG = medial temporal gyrus, NC = head of caudate 
 40
 nucleus, OFA = occipital face area, POS = parieto-occipital sulcus, PPA = 
parahippocampal place area, PRC = precuneus, RSC = retrosplenial cortex, STG = 
superior temporal gyrus, SFG = superior frontal gyrus, TOS = transverse occipital 
sulcus. Functional clusters are depicted on transversal slices (numbers indicate MNI 
coordinates in z direction) of the averaged T1-weighted image of all subjects. MNI 
(XYZ) coordinates are shown for coronal (Y) and transversal (Z) slices, respectively. 
Voxels are thresholded at Puncorr < 0.001. 
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Figure 5: Wide spread brain areas showing increased BOLD-signal as a response to 
sleep spindles per se (event regressor; “hot” colors) or even dependent on their 
respective amplitudes (amplitude regressor; “cold” colors). ACC = anterior cingulate 
cortex, BS = brainstem, HC = hippocampus, INS = Insula, ITC = Inferior temporal 
cortex, SMA = supplementary motor area, PHG = parahippocampal gyrus, THL = 
thalamus, VS = ventral striatum, VTX = vertex. Functional clusters are depicted on 
the averaged T1-weighted image of all subjects. MNI (XYZ) coordinates are shown 
for transversal (Z), sagittal (X), and coronal slices (Y), respectively. Voxels are 
thresholded at Puncorr < 0.001. 
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Figure 6: Circumscribed brain areas showing learning-specific (LEARNING minus 
CONTROL) spindles-effects (event regressor: “hot” colors”; amplitude regressor: “cold” 
colors). AMG = amygdala, LC = locus coeruleus, FFA = fusiform face area, HC = 
hippocampus, NC = Caudate nucleus, OFA = occipital face area, PPA = 
parahippocampal place area. Functional clusters are depicted on the averaged T1-
weighted image of all subjects. MNI (XYZ) coordinates are shown for transversal (Z, 
upper row) sagittal (X, middle row), and coronal slices (Y, lower row), respectively. All 
voxels are significant at Puncorr < 0.001 (only cluster > 5 voxels are labeled). 
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Figure 7: Overlap between learning-specific activations (LEARNING minus CONTROL) 
during memory encoding (red), immediate cued recall (blue) and spindle amplitude 
(green), with yellow, magenta, cyan, and white indicating respective overlaps 
(additive color blend). White boxes indicate zoom regions of interest. FFA = fusiform 
face area, HC = hippocampus, OFA = occipital face area, PPA = parahippocampal 
place area. Functional clusters are depicted on the averaged T1-weighted image of 
all subjects. MNI (XYZ) coordinates indicate the respective slice locations. Voxels 
from the main effects of task are thresholded at Puncorr < 0.001, while differential 
spindle amplitude effects are thresholded at Puncorr < 0.01 for illustration purposes 
and to demonstrate the high selectivity of activations (see text). All labeled clusters 
contain ≥ 5 voxels significant at Puncorr < 0.001. 
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Figure 8: Scatter plots depict the positive relationship between individual learning 
success before sleep (area under the learning curve, AULC, across immediate recall 
runs; Figure 2) and subsequent individual change (LEARNING minus CONTROL) in 
spindle-related hippocampal activity (parameter estimates extracted from the 
hippocampal peak voxel at xyz = [32, -28, -12]; Figure 6) and sleep spindle 
amplitudes (as determined for single-trial EEG-fMRI analysis; Figure 3) during 
subsequent NonREM sleep: (A) AULC x hippocampal activity change (r = 0.81, p < 
0.01), (B) AULC x spindle amplitude change (r = 0.72, p < 0.05). 
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 SUPPLEMENTAL INFORMATION 
 
SUPPLEMENTAL DATA 
• Figure S1: Illustration of the recognition task  
• Table S1: Statistical comparisons of slow oscillation parameters  
SUPPLEMENTAL EXPERIMENTAL PROCEDURES 
• Behavioral Tasks: Detailed description of LEARNING, CONTROL and recognition 
task procedures, including information about technical setting and generation of 
stimulus material.  
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 SUPPLEMENTAL DATA 
 
Figure S1: Recognition task. This task was performed outside the MRI scanner with 
a computer mouse on a laptop (15” display). In the upper middle frame, all face and 
scene stimuli were presented in consecutive (self-paced) trials. Subjects had to 
select the paired associate for every one of them by clicking on the respective image 
icon (or the scrambled icon if “nothing”) in the surrounding (images were enlarged in 
the lower middle frame when moving the mouse cursor over the image icon). 
 47
 Table S1: Statistical comparisons of slow oscillation parameters during sleep in 
LEARNING and CONTROL condition using two-sided paired t-tests. Data are given as 
mean ± SD.  
 
Parameter LEARNING CONTROL P-value
Total number of slow oscillations 958 ± 284 915 ± 253 P > 0.4 
Density of slow oscillations (per 30 s) 7.54 ± 1.59 7.44 ± 1.63 P > 0.7 
Amplitude of low oscillations 125.4 ± 23.7 µV 124.4 ± 31.9 µV P > 0.9 
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 SUPPLEMENTAL EXPERIMENTAL PROCEDURES 
Behavioral Tasks 
Technical details 
All tasks were programmed using E-Prime V. 1.1 SP3 (PST, Pittsburgh, PA, USA). 
Training and RECOGNITION task were performed on a laptop (15” display; Inspiron 
510m, Dell, Round Rock, TX, USA). During task-fMRI (LEARNING and CONTROL 
tasks), visual stimulus presentation and response collection was accomplished using 
the IFIS-SA fMRI System (Invivo, Orlando, FL, USA). Visual stimuli were presented 
via a mirror-display-combination directly attached to the head coil (640 x 480 pixel 
resolution). Responses were recorded via a five-button box fixed to the right hand of 
the subjects. Communication of both devices with the control unit outside the scanner 
room was realized via fiber optic cables. 
 
Stimulus Material 
Stimulus material for all tasks consisted of grayscale images with 360 x 480 pixel 
resolution. Scrambled images were generated automatically by cutting the regular 
images in 40 x 40 (1600) pieces and rearranging them randomly. By this procedure it 
was ensured that no picture details were recognizable while very basic stimulus 
features like the distribution of brightness remained comparable.  
For the LEARNING task,  photographs of male faces, female faces, urban 
scenes, rural scenes, and scrambled versions of these pictures were used (Figure 
1B; Figure S1 for the complete set). A selection of photos of emotionally neutral 
male faces and female faces without prominent distinctive features (like scars, moles, 
pimples, etc.) were taken from the Karolinska Directed Emotional Faces (KDEF) 
database (Lundqvist et al., 1998). Pictures of either urban scenes (alleys lined by 
houses) or rural scenes (alleys lined by trees) not containing any prominent objects 
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 (such as humans, animals, vehicles, signs, etc.) were taken from the internet. All 
pictures were reworked to match the specific presentation requirements. Paired 
associates were generated using all possible combinations of the stimulus categories 
male face, female face, urban scene, rural scene, and nothing (= scrambled image), 
including pairings within the same category. Pairs were constructed in a way that 
given a certain stimulus, the association with every stimulus category was equally 
likely. 
For the CONTROL task, the scrambled face and scene pictures from the 
learning task were used. Additionally, certain pictures were replaced by their 
horizontal mirror image (reflecting the pixels around the central y-axis) and a set of 
scrambled images was created, containing one to five small black and white 
patterned boxes (45 x 60 pixel) on random positions (Figure 1C). 
 
Training 
Participants received training of the task on a laptop (15” display) directly prior to 
task-fMRI. Beside getting familiar with the task procedure, they had to learn the 
assignment of response keys (i.e., pressing five keys with the fingers of their right 
hand assigned to the five stimulus categories) until no mistakes were made anymore 
within 20 continuous trials. 
 
Learning Task  
The LEARNING task consisted of four iterations of memory encoding runs where 
subjects had to learn a set of picture pairs, each one followed by an immediate cued 
recall run where already learned associations were probed (Figure 1B). 
During the memory encoding, a series of picture pairs was presented in 
pseudorandomized order, a pair consisting of two consecutive pictures on grey 
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 background (1.5 s each). Pairs were separated by a time-jittered inter-trial interval 
(ITI) of 4.5 s average duration (2, 3, 4, 5, 6, or 7 s) in which a small black fixation 
cross appeared in the center of the screen. All 28 pairs to be learned were presented 
twice per run with inverted within-pair positions, making up a total of 56 learning trials 
plus eight trials with scrambled pairs (as low-level baseline) and eight null events 
(fixation cross only). Subjects were asked to remember the pairs as accurately as 
possible (neglecting the order of images within a pair and considering pictures paired 
with a scrambled image as solitary) and to visually imagine the two pictures together 
to improve their retention. It was emphasized that remembering the mere stimulus 
categories is insufficient, as assignment of exact individual pairings would be 
requested later on (recognition task). Additionally, they were instructed to respond 
with a button press of their right index finger when the fixation cross would turn red, 
which happened occasionally (nine times per run) for a second in the middle of an ITI 
to foster sustained attention.  
During recall, all pictures of the encoding run were presented separately in 
pseudorandomized order for 1.5 s on grey background, separated by a time-jittered 
inter-trial interval of 5.5 s average duration (4, 5, 6, or 7 s). Both pictures of each pair 
were presented twice, except for pairs with scrambled images, where only the regular 
one was presented (as scrambled images could not be distinguished these were 
indicated to be paired with nothing), resulting in a total of 48 trials. Additionally, eight 
pauses of 15.5 s (fixation cross) were intermingled. Subjects were asked to retrieve 
the picture associated with the presented one as clearly as possible, and then to 
indicate its stimulus category (nothing, male face, female face, urban scene, rural 
scene) by pressing the corresponding of five buttons. Accuracy was strongly 
emphasized over speed and responses should also be made when only guessing 
was possible. 
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 Together with a 10 s fixation cross at the beginning and end of each run, total 
run time was 9.3 min for encoding and 8 min for recall runs, resulting in a total scan 
time of 69.3 min. 
 
Control Task 
The CONTROL task consisted of four runs of MIRROR DETECTION alternating with four 
runs of box counting, controlling for visuomotor activity of the encoding and recall 
runs of the LEARNING task, respectively. In fact, exactly the same but scrambled 
stimuli were presented with identical order and timing, requiring responses with the 
same fingers at roughly the same time (Figure 1C). 
 During mirror detection, subjects had to watch pairs of scrambled pictures and 
respond with their right index finger when the second image was a horizontal mirror 
of the first one, which happened once in a while (corresponding to the red fixation 
cross events in the encoding run). 
During box counting, one to five black and white patterned box icons were 
presented on top of scrambled images and subjects had to indicate the number of 
box icons by button press (corresponding to indicating the paired associate during 
the recall run). 
 
Recognition Task 
The recognition task was performed on a laptop (15” display) outside the MRI 
scanner (Figure S1). All face and scene pictures of the LEARNING task were 
sequentially presented in randomized order at the upper center of the screen. Using 
a computer mouse, subjects had to select the associated picture out of all others 
arranged as icons on both sides of the screen. Pictures could be enlarged at the 
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 lower screen center by moving the mouse cursor over them. Indication of stimuli 
associated with “nothing” was done by clicking on a scrambled image icon.  
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Bergmann TO, Groppa S, Seeger M, Mo¨lle M, Marshall L,
Siebner HR. Acute changes in motor cortical excitability during slow
oscillatory and constant anodal transcranial direct current stimulation.
J Neurophysiol 102: 2303–2311, 2009. First published August 19,
2009; doi:10.1152/jn.00437.2009. Transcranial oscillatory current
stimulation has recently emerged as a noninvasive technique that can
interact with ongoing endogenous rhythms of the human brain. Yet,
there is still little knowledge on how time-varied exogenous currents
acutely modulate cortical excitability. In ten healthy individuals we
used on-line single-pulse transcranial magnetic stimulation (TMS) to
search for systematic shifts in corticospinal excitability during anodal
sleeplike 0.8-Hz slow oscillatory transcranial direct current stimula-
tion (so-tDCS). In separate sessions, we repeatedly applied 30-s trials
(two blocks at 20 min) of either anodal so-tDCS or constant tDCS
(c-tDCS) to the primary motor hand area during quiet wakefulness.
Simultaneously and time-locked to different phase angles of the slow
oscillation, motor-evoked potentials (MEPs) as an index of cortico-
spinal excitability were obtained in the contralateral hand muscles 10,
20, and 30 s after the onset of tDCS. MEPs were also measured
off-line before, between, and after both stimulation blocks to detect
any lasting excitability shifts. Both tDCS modes increased MEP
amplitudes during stimulation with an attenuation of the facilitatory
effect toward the end of a 30-s tDCS trial. No phase-locking of
corticospinal excitability to the exogenous oscillation was observed
during so-tDCS. Off-line TMS revealed that both c-tDCS and so-
tDCS resulted in a lasting excitability increase. The individual mag-
nitude of MEP facilitation during the first tDCS trials predicted the
lasting MEP facilitation found after tDCS. We conclude that sleep
slow oscillation-like excitability changes cannot be actively imposed
on the awake cortex with so-tDCS, but phase-independent on-line as
well as off-line facilitation can reliably be induced.
I N T R O D U C T I O N
Transcranial direct current stimulation (tDCS) was inten-
sively used in animal studies and in vivo preparations in the
1960s (Bindman et al. 1964; Purpura and McMurtry 1965), but
was reintroduced into neurophysiology approximately a decade
ago (Nitsche and Paulus 2000; Priori et al. 1998). Since then,
numerous studies have used this noninvasive stimulation tech-
nique to induce long-lasting bidirectional changes in the excit-
ability of various human cortical areas (Nitsche et al. 2008).
Because of its potential to change local excitability and pro-
mote cortical plasticity tDCS has also attracted increasing
interest as a therapeutic tool (Fregni et al. 2007; Hummel and
Cohen 2006). Most work focused on the hand area of the
primary motor cortex (M1HAND) since the excitability of the
fast conducting corticospinal output neurons can easily be
assessed by means of transcranial magnetic stimulation (TMS)
of the cortex and measuring the amplitude of motor-evoked
potentials (MEPs) in the contralateral hand muscles. Surface
positive (anodal) tDCS of the M1HAND for merely 4 s has been
shown to be sufficient to transiently increase motor cortical
excitability (on-line tDCS effects), whereas surface negative
(cathodal) tDCS has the opposite effect (Nitsche and Paulus
2000; Nitsche et al. 2003a, 2007).
There is evidence from early animal studies indicating that
this on-line effect on cortical excitability during anodal and
cathodal tDCS is induced by a shift in the neurons’ membrane
potential toward a more depolarized or hyperpolarized state,
respectively (Bindman et al. 1964; Purpura and McMurtry
1965). Thereby, without directly eliciting action potentials,
tDCS can modulate the spontaneous firing rates of neurons and
cause long-lasting changes in synaptic strength (Gartside
1968b). Prolonged application of anodal and cathodal tDCS
has resulted in long-lasting (1 h) aftereffects on human
M1HAND excitability (off-line tDCS effects) (Nitsche and Pau-
lus 2000; Nitsche et al. 2007). These conditioning effects are
probably mediated by N-methyl-D-aspartate receptors (Nitsche
et al. 2003a) and depend on the modulation of protein synthesis
(Gartside 1968a).
Whereas current strength is kept constant during classical
constant tDCS (c-tDCS), researchers have recently started to
use time-varied tDCS with oscillatory fluctuations in the in-
duced tissue current. Anodal c-tDCS (Marshall et al. 2004) as
well as anodal slow oscillation stimulation (Marshall et al.
2006a) were applied in a bilateral prefrontal montage during
human nonrapid eye movement (NREM) sleep. The slow
oscillation stimulation protocol was designed to mimic slow
oscillations during sleep with a repetition rate of 0.75 Hz
(Marshall et al. 2006a). Both stimulation modes enhanced
endogenous slow oscillatory activity and facilitated the mne-
monic function of these oscillations (Marshall and Born 2007).
Notably, slow oscillation stimulation did not only facilitate
endogenous slow oscillations but also appeared to phase-lock
them to the exogenous stimulation (Marshall et al. 2006a).
Theta-like 5-Hz oscillatory stimulation rather decreased slow
oscillatory activity.
Recently, transcranial AC stimulation (tACS) with sinusoi-
dally alternating polarities has been shown to modulate pri-
mary visual cortex excitability during wakefulness, as mea-
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sured by ratings and thresholds of tACS-induced phosphenes
(Kanai et al. 2008). Here, the effectiveness of several stimu-
lation frequencies to induce phosphenes was dependent on the
currently predominant endogenous oscillation and was thus
most effective in the beta range when eyes were open and in
the alpha range when eyes were closed (but see Schwiedrzik
2009 for a critical comment). However, when testing the effect
of different frequencies (1–45 Hz; applied over M1HAND
during wakefulness), neither oscillatory tDCS (fixed anodal or
cathodal polarity) nor tACS altered subsequent (off-line)
M1HAND corticospinal excitability (MEPs) or spontaneous mo-
tor cortical electroencephalographic (EEG) activity (Antal et
al. 2008).
These studies suggest that oscillatory transcranial stimula-
tion can noninvasively shape endogenous cortical rhythms,
thereby modifying ongoing internal processing modes of the
brain. However, the underlying neuronal mechanisms are yet
unknown. One important question is whether oscillating DC
shifts can be directly imposed on the membrane of cortical
neurons, given that this is the mechanism proposed for constant
tDCS. Shifting the membrane potential repeatedly back and
forth in an oscillating manner might be the basic principle by
which oscillating transcranial stimulation can also take effect
on endogenous rhythms.
We therefore probed the immediate impact of oscillating
tDCS on the excitability of the fast-conducting corticospinal
output neurons in the human M1HAND. We applied either
0.8-Hz sinusoidally modulated anodal slow oscillatory tDCS
(so-tDCS) or anodal c-tDCS to the left M1HAND and concur-
rently measured phase-dependent changes in MEP amplitude
(on-line tDCS effects) in the contralateral hand muscles. MEP
amplitudes were additionally measured before and after tDCS
interventions (off-line tDCS effects). The experiments were
performed during quiet wakefulness to maintain comparability
with the majority of previous studies probing the effects of
conventional c-tDCS on cortical excitability during this state of
vigilance. We did not expect to trigger full-blown sleeplike
slow oscillations (strong hyperpolarization followed by a re-
bound of massive synchronous firing), but hypothesized that
so-tDCS might induce slow oscillatory changes in the mem-
brane depolarization of idling motor neurons and thus cause
slow oscillatory fluctuations in corticospinal excitability.
M E T H O D S
Participants
Ten healthy right-handed male volunteers (mean age: 26.5 yr,
range: 19–30 yr) participated in the experiments after they had given
written informed consent. All participants were free of medication and
had no history of neurological or psychiatric disease. Subjects were
recruited from the student population of the University of Kiel. All of
them were completely naı¨ve toward the techniques of tDCS and TMS
as well as regarding the detailed purpose of the study. Experimental
procedures conformed to the Declaration of Helsinki and were ap-
proved by the Ethics Committee of the University of Kiel.
Experimental procedure
In a within-subject design, each participant underwent both slow
oscillatory (0.8 Hz) and constant anodal tDCS to the left M1HAND.
The two stimulation modes were applied in separate experimental
sessions performed 3 days apart and in randomized order. Partici-
pants were blinded to the type of tDCS and, despite the respective
stimulation mode, experimental procedures were identical (Fig. 1). In
both sessions, we repeatedly applied tDCS for 30 s. For monitoring
and safety reasons the overall time of tDCS within a session was split
into two consecutive blocks of 20.25 min. Each of the two on-line
blocks consisted of thirty 30-s “tDCS trials” with anodal DC stimu-
lation intermingled with five 30-s “tDCS-free trials” for use as a
within-block baseline. Trials were separated by an intertrial interval
(ITI) of about 5 s (Fig. 1).
A
B
C
FIG. 1. Experimental procedure. A: slow
oscillatory transcranial direct current stimula-
tion (so-tDCS) and constant tDCS (c-tDCS)
were applied in 2 experimental sessions on
separate days. During one session 30 “off-line”
motor-evoked potentials (MEPs) were mea-
sured before (“pre”), between (“inter”), and
after (“post”) 2 consecutive stimulation blocks.
Each block consisted of 35 randomized trials
(duration  30 s, intertrial interval [ITI] 
5 s), 30 tDCS trials, and 5 tDCS-free trials.
B: tDCS trials consisted of 30 s of anodal
tDCS either slow oscillatory (0.8 Hz, 24 cy-
cles, current range between 0 and 1.5 mA;
black line) or constant (ramped up before and
down after each trial for 1 s, constant cur-
rent 0.75 mA; gray line). Dashed rectangles
indicate time windows of “on-line MEP” mea-
surements. C: single-pulse transcranial mag-
netic stimulation (TMS) was applied over the
left primary motor cortex (M1) to measure
MEPs at different phase angles of the slow
oscillatory cycle (black line) or corresponding
time points during c-tDCS (gray line). During
each trial only one of the 6 angles was probed
in all 3 time windows.
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Acute on-line effects of tDCS on the excitability of the corticospi-
nal pyramidal neurons in the M1HAND were assessed by MEPs
measured concurrently to the application of tDCS. Within each trial
excitability of the M1HAND was probed by three single MEPs roughly
10, 20, and 30 s after stimulation onset or corresponding time points
in tDCS-free trials (Fig. 1B). In the so-tDCS session MEPs were
measured at various precisely defined phases of the slow oscillation
(Fig. 1C). In one single trial all three MEPs were evoked at one of six
different phase angles (0, 60, 120, 180, 240, and 300°; i.e., every
0.208 s with respect to the cycle onset) or corresponding time points
during the c-tDCS session. Trials of different phase angles were
applied semirandomized, that is, in consecutive groups each compris-
ing all possible phase angles in randomized order, to guarantee a
uniform distribution of phase angles over time. Off-line effects of tDCS
on the excitability of the corticospinal neurons were assessed with
single-pulse TMS as during tDCS. These MEP measurements were
performed off-line before (“pre-tDCS”), between (“inter-tDCS”), and
directly after (“post-tDCS”) the stimulation blocks (Fig. 1A).
Transcranial DC stimulation
Anodal tDCS was applied through a bipolar montage of saline-
soaked sponge electrodes (12 cm2) using a battery-driven constant-
current stimulator (Eldith DC-Stimulator, NeuroConn, Ilmenau, Ger-
many). According to standard procedures (Nitsche and Paulus 2000),
the center of the anode was placed directly above the “motor hot spot”
of the first dorsal interosseus (FDI) muscle in the left M1Hand, as
identified by TMS before, whereas the cathode was fixed to the right
forehead (Fig. 2A). In the c-tDCS trials the continuous-current
strength of 0.75 mA (maximum current density: 0.0625 mA/cm2) was
slowly ramped up for 1 s before and ramped down for 1 s after each
30-s tDCS-trial (Fig. 1B) to avoid unpleasant sensations and the
occurrence of retinal phosphenes. In the so-tDCS trials, 24 consecu-
tive sinus waves with a cycle duration of 1.25 s (0.8 Hz) were
generated. Current strength ranged from a minimum of 0 mA to a
maximum of 1.5 mA (maximum current density: 0.125 mA/cm2) (Fig.
1, B and C). Mean current density over time (0.0625 mA/cm2) and
total charge density per 30-s trial (1.875 C/cm2) were thus equal for
both stimulation modes (disregarding the short ramps in c-tDCS
trials). The applied current is therefore both strong enough to be
effective (Nitsche and Paulus 2000; Nitsche et al. 2007, 2008) and
safe as being far below minimum values for inducing tissue damage
(Nitsche et al. 2003b). Note, that the so-tDCS described earlier and the
slow oscillation stimulation during sleep (Marshall et al. 2006b) differ
in several parameters.
Transcranial magnetic stimulation
Motor cortical excitability was assessed using single-pulse TMS
over the left M1HAND while recording a surface electromyogram
(EMG) from the contralateral proximal hand muscles (Fig. 2B).
Single-pulse TMS over the left M1HAND was performed using a
figure-of-eight–shaped “MC-B70” coil, with an outer diameter of 70
mm, connected to a MagPro-100 stimulator (MagVenture, Farum,
Denmark). The magnetic stimulus had a monophasic pulse configu-
ration with a width of about 70 s (from onset to peak). The coil was
positioned tangentially to the skull above the left M1HAND with the
handle pointing backward and laterally at an angle of about 45° to the
sagittal plane (Fig. 2A), inducing an electrical current in the brain
tissue with a posterior–lateral to anterior–medial direction roughly
perpendicular to the central sulcus. This current orientation is known
to be optimal for evoking a motor response in the contralateral hand
(Mills et al. 1992). The location and exact orientation at which stimuli
at slightly suprathreshold intensity consistently yielded maximal
MEPs in the contralateral FDI muscle were considered to constitute
the “motor hot spot” and used for TMS of the M1HAND as well as for
placement of the tDCS anode directly below the coil. The tDCS
electrode cables were kept orthogonal to the main direction of the
magnetic field to avoid retinal phosphenes, caused by induced currents
in the electrode cables. TMS intensity (expressed as a percentage of
maximum stimulator output) was adjusted at the beginning of each
experimental session after positioning the coil above the tDCS elec-
trode to elicit a mean peak-to-peak MEP amplitude between 0.5 and
0.75 mV in the relaxed contralateral FDI muscle and then remained
constant throughout all measurements. Pre-, inter-, and post-tDCS
off-line measurements consisted of 30 MEPs each (interstimulus
interval [ISI]  10 s, 5-min duration). The within-block baselines
consisted of 15 MEP measurements per tDCS block (5 trials  3
MEPs; ISI within trial  10 s). On-line measurements consisted of 30
MEPs per phase angle (2 tDCS blocks  5 trials  3 MEPs; ISI
within trial  10 s).
Neuronavigation
We used frameless stereotaxy (TMS-Navigator, Localite, Sankt
Augustin, Germany) based on a coregistered individual T1-weighted
magnetic resonance image to navigate the TMS coil and to maintain
its exact location and orientation throughout an experimental session.
T1-weighted images were acquired some days before on a 3-Tesla
magnetic resonance tomograph (Philips Achieva, Philips Medical
Systems, Best, The Netherlands) using a standard MPRAGE se-
quence (repetition time  7.7 ms, time to echo  3.6 ms, flip
angle  8°, 170 sagittal slices, 1  1  1-mm voxel size, field of
view  224  224 mm).
Recordings
EMG activity was recorded from the right first dorsal interosseus
(FDI), abductor pollicis brevis (APB), and abductor digiti minimi
(ADM) muscles with Ag/AgCl surface electrodes using a bipolar
belly-tendon montage (Fig. 2B). The raw EMG signals were amplified
by 1,000 (D360, Digitimer, Welwyn Garden City, Herts, UK), filtered
between 2 and 2,000 Hz (plus 50-Hz notch), and digitized at 5,000 Hz
per channel (CED Power1401, 16-bit ADC; Cambridge Electronic
Design [CED], Cambridge, UK). The administration of TMS pulses
and EMG data recording, storage, and analyses were performed with
Signal software (CED). Peak-to-peak amplitudes of each MEP (mV)
were measured and mean MEP amplitudes were calculated for each
condition using NuCursor software (Sobell Department of Motor
Neuroscience and Movement Disorders, Institute of Neurology,
Queen Square, London, UK).
Additionally, the tDCS-induced currents on the scalp were recorded
with standard gold cup electrodes using a bipolar montage, with one
A B
FIG. 2. Electrode configuration. A: the tDCS anode (“”) was placed
directly over the representation of the first dorsal interosseus (FDI) muscle in
the left M1HAND, whereas the tDCS cathode (“”) was fixed on the right
forehead. Recording electrodes (black circles) were placed both between
stimulation sites and on the right lower lateral forehead to monitor the
tDCS-induced current on the scalp. B: electromyographic (EMG) recordings
were derived from the right FDI, abductor pollicis brevis (APB), and abductor
digiti minimi (ADM) muscles using surface electrodes in bipolar belly-tendon
montages (belly: dark gray; tendon: light gray).
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electrode placed between stimulation sites and the other one at the
right lower lateral forehead (Fig. 2A) because this montage revealed
the most stable signal (amplified by 300, filtered between 0.1 and
2,000 Hz).
Questionnaires
To additionally explore the potential effect of tDCS on subjective
sleepiness, participants’ subjective reports were gathered using a
German version of the Stanford Sleepiness Scale (SSS) (Hoddes et al.
1973) before, after, and three times within each stimulation block.
SSS ratings before and after tDCS blocks were reported orally,
whereas those within blocks were reported by hand sign with the left
hand (after 10, 20, and 30 trials) in TMS-free intervals.
After each session, participants completed a questionnaire asking
for the unpleasantness of the experimental procedures in general and
of the TMS and tDCS application in particular (ten-point rating scales
ranging from “neutral” to “absolutely intolerable”). Participants were
also asked to report any unpleasant sensations such as burning,
pricking, tugging, itching, pressure, and pulsation during the stimu-
lation (and, if applicable, to rate the severity on four-point rating
scales) as well as any discomforts during and after the experiment
such as headache, dizziness, nausea, or a feeling of pressure.
Data processing and statistical analyses
Unless specified otherwise, MEP values refer to those measured at
the FDI muscle. For analyses of off-line tDCS effects, peak-to-peak
amplitudes of off-line-MEPs from pre-, inter-, and post-tDCS mea-
surements were first calculated for single trials and then averaged for
each time point. Additionally, mean MEPs of tDCS-free trials within
blocks 1 and 2 served as in-block off-line MEP measurement. For
analyses of on-line tDCS effects, on-line-MEPs were processed anal-
ogously, but averaged separately, dependent on stimulation form,
phase angle (or time-matched values for c-tDCS), and stimulation
duration, i.e., time relative to stimulation onset. Subsequently, per-
centage deviations from mean MEPs of tDCS-free trials were calcu-
lated.
Repeated-measures ANOVAs were used to test for on-line and
off-line tDCS effects on MEP amplitude. For on-line effects, the
factors stimulation mode (so-tDCS, c-tDCS), phase angle (0, 60, 120,
180, 240, 300°), and stimulation duration (10, 20, 30 s) were included.
Post hoc, a two-way ANOVA for stimulation duration was performed
for tDCS-free trials only to exclude any within-trial baseline shifts
(see RESULTS for rationale). Off-line effects were tested on the factors
stimulation mode and time (pre-tDCS, within-block baseline 1, inter-
tDCS, within-block baseline 2, post-tDCS). Greenhouse–Geisser
(GG) correction for nonsphericity was applied where necessary, and
ANOVAs were followed by post hoc two-sided paired-sample t-tests
where applicable. To test for facilitatory on-line effects of anodal
tDCS using the within-block baseline-adjusted data (with test values
set to zero by definition), one-sided, one-sample t-tests were applied.
Two-sided paired t-tests tested differences between the facilitatory
effect of both stimulation modes. To test whether the initial facilita-
tion of corticospinal excitability during tDCS (i.e., on-line effect)
predicts the lasting increase in corticospinal excitability beyond the
time of tDCS (i.e., off-line effect), linear regression analyses were
applied using individually averaged on-line MEPs of the first 12 trials
(2 of each phase angle) as independent variable and off-line MEPs of
either inter- or post-tDCS measures as dependent variable (all ad-
justed to pre-tDCS baseline). Values of P  0.05 were considered
significant. Group data are given as means  SE if not specified
otherwise.
R E S U L T S
Neither TMS intensities (so-tDCS 81.60  3.14%; c-tDCS
83.5  3.07%) nor baseline MEP amplitudes (so-tDCS 0.70 
A
B
C
FIG. 3. On-line MEP effects. Means and SE are shown for percentage
changes of on-line MEP amplitudes in the FDI muscle relative to tDCS-free
trials constituting the in-block baseline. A: effects are displayed separately for
so-tDCS and c-tDCS, with asterisks indicating significant (P  0.05) differ-
ences from zero, and “n.s.” indicating a nonsignificant (P  0.5) direct
comparison of both stimulation modes. B: effects of so-tDCS (open circles)
and c-tDCS (closed circles) tDCS relative to stimulation-free test trials are
depicted separately for the different phase angles (so-tDCS) or time-matched
values (c-tDCS), respectively. C: facilitatory on-line tDCS effects (averaged
over so-tDCS and c-tDCS) decreased within a 30-s trial relative to tDCS-free
trials. Asterisks indicate significant (P  0.05) differences from zero.
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0.08 mV; c-tDCS 0.63  0.07 mV) differed significantly
between stimulation sessions (P  0.2, paired-sample t-test).
On-line tDCS effects
All analyses regarding the on-line tDCS effect were per-
formed on in-block baseline-adjusted MEP data (expressed as
percentage change from tDCS-free trials) to control for any
effects that may have built up over time.
We first tested whether anodal so-tDCS and c-tDCS exerted
a facilitatory on-line effect on MEP amplitude. One-sided,
one-sample t-tests revealed that MEPs were increased during
anodal tDCS in general (collapsed over tDCS modes; mean
23%, T9  3.77, P  0.002) as well as during so-tDCS (mean
19%, T9  2.56, P  0.015) and c-tDCS (mean 27%, T9 
2.84, P  0.01) per se (Fig. 3A). The acute facilitatory effect
did not differ between stimulation modes (P  0.5; two-sided
paired t-test).
Next, we aimed to probe the phase dependence of on-line
MEP facilitation during so-tDCS. Figure 3B and Table 1 depict
the acute on-line MEP facilitation of both stimulation modes
separately for all phase angles (or time-matched values in
c-tDCS). Neither the two-way ANOVA for stimulation mode
and phase angle nor a one-way ANOVA for phase angle
during so-tDCS revealed any significant effects (P  0.5). As
can clearly be seen in Fig. 3B, a general facilitatory on-line
effect was evident for both stimulation modes but there was no
modulation by phase angle (i.e., acute current strength).
Because the presumed phase-dependent modulation of MEP
size by means of so-tDCS might have needed some time to build
up (e.g., due to slow phase-locking mechanisms), we additionally
performed a three-way ANOVA for stimulation mode, phase
angle, and stimulation duration. The only significant result, how-
ever, was a main effect of stimulation duration [F(2,18)  4.49,
P 0.026], which can be explained by a general decrease in MEP
size from 10 to 20 s (40 vs. 23%; T9  2.30, P  0.047) as well
as from 10 to 30 s (40 vs. 8%; T9 2.86, P 0.019) after tDCS
onset. An additional two-way ANOVA for stimulation mode and
stimulation duration, calculated exclusively for tDCS-free trials,
revealed that within-block baseline MEPs did not change with
increasing duration of the tDCS-free interval for any of the
stimulation modes (P 0.3). Thus the observed decrement of the
facilitatory on-line effect seems indeed due to the in-trial duration
of tDCS application (Fig. 3) and cannot be accounted for by mere
shifts in within-block baseline.
Off-line tDCS effects
We then aimed to test for the off-line effects of both
stimulation modes (Fig. 4). The ANOVA for stimulation mode
and time revealed a main effect of time only [F(4,36)  6.62,
P  0.004, GG], whereas the main effect of stimulation mode
and the interaction remained nonsignificant (P  0.4). Due to
the missing interaction, post hoc comparisons were performed
on time levels only, averaged across stimulation modes. They
revealed a continuous increase in MEP size from pre- to inter-
to post-tDCS measurements (inter–pre: T9  3.01, P  0.015;
post–inter: T9  8.98, P  0.001; post–-pre: T9  4.92, P 
0.001), and also within-block MEPs were significantly in-
creased from baseline (block 1–pre: T9  2.49, P  0.034;
block 2–pre: T9  2.92, P  0.017).
Both anodal so-tDCS and c-tDCS had a strong facilitatory
off-line effect on MEP amplitude that did not significantly
differ between stimulation modes (about 39% after the first and
54% after the second 20-min block; Table 2).
Linear regression analyses
At an individual level, the amount of on-line facilitation of
MEPs at the beginning of tDCS predicted later off-line effects
of tDCS. The increase in MEP amplitudes during the first 12
trials of tDCS application relative to pre-tDCS baseline corre-
TABLE 1. Online MEPs
Test Trial
Phase, deg
0 60 120 180 240 300
A. Absolute MEP amplitudes in mV
so-tDCS 0.99  0.16 1.04  0.16 1.01  0.16 1.04  0.14 1.03  0.16 0.99  0.14 1.05  0.17
c-tDCS 0.86  0.12 1.04  0.17 0.98  0.17 0.93  0.13 0.97  0.13 1.01  0.21 0.98  0.16
B. Percentage change from test-MEP amplitudes
so-tDCS 0  0 20 10 16  8 23 13 19  11 16  9 24 7
c-tDCS 0  0 35 12 28  14 20  6 27 12 27  11 27  10
Values are means  SE, with respect to percentage change in MEP amplitude from tDCS-free in-block baseline at the FDI muscle. Values are displayed
separately for different phase angles (so-tDCS) or time-matched values (c-tDCS), respectively. Note that percentage changes were first individually calculated
and averaged afterward and that percentages of mean values would thus differ from the depicted values.
FIG. 4. Off-line MEP effects. Means and SE for off-line MEP amplitudes
in the FDI muscle are shown for both stimulation modes: so-tDCS (open
circles) and c-tDCS (filled circles). Off-line measurements before (pre), within
(block1, block2), between (inter), and after (post) the 2 consecutive tDCS
blocks are depicted.
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lated with the facilitation of MEP amplitudes both after the first
(R2  0.55; r  0.74, P  0.001) and after the second tDCS
block (R2  0.44; r  0.66, P  0.01) as displayed in Fig. 5.
This was also the case when MEP amplitudes during initial
tDCS were calculated separately for 10-, 20-, and 30-s dura-
tions (R2  0.32, r  0.57, P  0.01 for all analyses).
Topographical specificity of tDCS effects
Off-line MEP recordings in the APB and ADM muscles
were available from only nine of ten subjects due to technical
problems. To explore the topographical specificity of tDCS-
effects, main analyses were performed independently for
MEPs obtained from the APB and ADM muscles. The results
of separate 2  5 two-way ANOVAs (stimulation mode 
time) with appropriate post hoc t-tests mirrored the off-line
tDCS effects in the FDI muscle (see Supplemental Table S1 for
statistical details).1 Likewise, one-sided, one-sample t-tests
revealed phase-independent on-line facilitation of both stimu-
lation modes in these muscles, whereas again no phase-depen-
dent modulation was observed in separate 2  6 two-way
ANOVAs (stimulation mode  phase angle) (see Supplemen-
tal Table S2 for statistical details). Taken together, these
analyses confirm the main results found for the FDI muscle and
demonstrate the expectably low topographical specificity of
tDCS effects.
Sleepiness ratings
Because both c-tDCS and slow oscillation stimulation have
been shown to enhance the amount of endogenous slow oscil-
latory cortical activity when applied during natural sleep (Mar-
shall et al. 2004, 2006a), we also tested for any changes in
participants’ subjective sleepiness ratings. An ANOVA for
stimulation mode and time (nine ratings: before, after, and three
times within each of the two stimulation blocks) revealed a
significant main effect of time only [F(3.3,72)  9.12, P 
0.001; GG] but no main effect of stimulation mode or interac-
tion. As can be seen in Fig. 5, subjective sleepiness increased
during tDCS blocks relative to tDCS-free periods as well as
across the entire experiment similarly in both tDCS conditions.
Survey of potentially unpleasant sensations
Nine subjects completed the questionnaire (the first subject
was questioned verbally and did not report any side effects).
Tolerability of experimental procedures in general (mean 
SE: 2.89  0.31) and of the TMS (mean  SE: 2.11  0.35)
and tDCS (mean  SE: 3.22  0.49) application in particular
was good and there was no difference between stimulation
modes (P  0.16, paired t-test). Participants also reported
slight feelings of burning, pricking, tugging, itching, pressure,
and pulsation during the tDCS application, which again did not
differ between stimulation modes (P  0.2, paired t-test). Two
participants (one with both stimulation modes, the other with
c-tDCS only) reported a light headache during the experiment,
which had already decayed when they left the laboratory. Four
participants (two with each stimulation mode) reported a feel-
ing of pressure during the stimulation, which they ascribed to
the fixation of sponge electrodes and neuronavigation markers
on the head, not to the stimulation itself.
D I S C U S S I O N
We found that anodal so-tDCS and c-tDCS over M1HAND
were equally capable of inducing an increase in motor cortical
excitability both during tDCS (on-line effect) and beyond the
time of tDCS (off-line effect). At an individual level, the initial
on-line facilitation of corticospinal excitability was predictive
of the off-line effect on corticospinal excitability. The amount
of enhancement in motor cortical excitability measured during
so-tDCS did not vary with the phase of the applied current—
not even between the minima and maxima of current
strength—suggesting that anodal so-tDCS failed to induce
sleeplike slow oscillatory changes at 0.8 Hz in M1HAND during
wakefulness. The implication is that oscillatory excitability
changes in a frequency that is inappropriate for the present
brain state cannot be exogenously imposed on the cortex by
means of oscillatory tDCS.
On-line tDCS effects
During ongoing stimulation both anodal so-tDCS and c-
tDCS generally increased motor cortical excitability in the
stimulated M1HAND relative to in-block tDCS-free trials and
thus independently of any off-line effects developing concur-
rently. Although the effect of c-tDCS seemed to be slightly
stronger (27% increase) than that of so-tDCS (19% increase),
the difference was not significant (Fig. 3A).
Phase-locked analysis revealed that motor cortical excitabil-
ity did not differ with respect to the phase angle of so-tDCS,
not even between minimal (0 mA at 0°) and maximal (1.5 mA
at 180°) current strength. Thus under the present experimental
conditions exogenous DC currents with a sleeplike frequency
of 0.8 Hz failed to induce measurable excitability changes in1 The online version of this article contains supplemental data.
TABLE 2. Offline MEPs
Pre-tDCS Offline-MEP Block 1 Test-MEP Inter-tDCS Offline-MEP Block 2 Test-MEP Post-tDCS Offline-MEP
A. Absolute MEP amplitudes in mV
so-tDCS 0.70  0.08 0.98  0.14 0.80  0.12 1.00  0.20 1.06  0.17
c-tDCS 0.63  0.07 0.76  0.09 0.91  0.11 0.96  0.17 0.93  0.13
B. Percentage change from baseline MEP amplitudes
so-tDCS 0  0 42 20 22  18 48  24 55  22
c-tDCS 0  0 29 19 55  22 55  22 52  23
Values are means SE, with respect to percentage change in MEP amplitude from baseline (pre-tDCS) MEPs at the FDI muscle. Note that percentage changes
were first individually calculated and averaged afterward and that percentage of mean values would thus differ from the depicted values.
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corticospinal M1HAND neurons. However, this absence in reg-
ulation of motor corticospinal excitability could be limited to
the state of quiet wakefulness.
During NREM sleep, characterized by the occurrence of
endogenous slow oscillations, corticospinal motor neurons in
M1HAND might be more receptive for a slow oscillatory stim-
ulation frequency of 0.8 Hz. This interpretation closely ties in
with the findings of previous studies indicating a dependence
of tDCS efficiency on the relationship between predominant
endogenous EEG brain oscillations and frequency modulation
of applied current (Kanai et al. 2008; Marshall et al. 2006a).
Spontaneous EEG rhythms reflect reverberating activity
within reentrant neuronal circuits (such as the thalamocortical
system). In addition, certain intrinsically defined properties of
individual neurons may crucially contribute to the generation
of membrane-voltage oscillators within a specific frequency
(Hutcheon and Yarom 2000). These membrane properties are
not fixed but subject to neuromodulatory modification (e.g.,
Lawrence 2008). Since slow oscillatory cortical activity at
frequencies around 0.8 Hz is typically absent during wakeful-
ness, but a dominant feature of NREM sleep (Steriade 2006),
it is likely that wakefulness does not provide the appropriate
neuronal milieu for the generation of slow oscillations. This
explains why, in the present study, the cortical circuits in
M1HAND showed no tendency to respond with excitability
fluctuations to the externally imposed so-tDCS. Yet it remains
to be tested whether time-varied exogenous DC currents that
are tuned to the “preferred frequency” of the brain state at time
of stimulation may induce phase-locked undulations in motor
cortical excitability. Testing this hypothesis would require the
measurement of phase-locked fluctuations in motor cortical
excitability while applying 1) so-tDCS during NREM sleep or
2) “ rhythm”-like 10-Hz oscillatory tDCS during relaxed
wakefulness. Both approaches are challenging because 1) TMS
during sleep and EEG sleep monitoring during tDCS are
technically highly demanding and 2) 10-Hz oscillatory tDCS
during wakefulness may be unpleasant and induce strong
retinal phosphenes.
Interestingly, the facilitatory on-line tDCS effect was stron-
gest after 10 s of stimulation and then strongly decayed within
the subsequent 20 s of acute tDCS (Fig. 3C). This finding was
somewhat surprising because the assumed shift in membrane
potential was expected to build up with time. However, Priori
and colleagues (1998) already hypothesized that neuronal ele-
ments in the motor cortex might adapt to and actively com-
pensate for scalp DC-induced changes in the membrane poten-
tial. This potential compensatory mechanism, although sus-
tained for the duration of stimulation, is quite short-lived
because facilitatory effects recovered immediately after the 5-s
ITI. The underlying sources of this regulatory mechanism
apparently occurring at the cellular or network level are com-
pletely unknown, stressing the need for further research into
A
B
FIG. 5. Regression of off-line MEP effects on initial on-line MEP facilita-
tion. Individual on-line facilitation of MEPs during the first 12 tDCS-trials (2
of each phase angle) of block 1 predicts later off-line MEP effects both (A)
after the first (R2  0.55; r  0.74, P  0.001) and (B) after the second
tDCS-block (R2  0.44; r  0.66, P  0.01). Both on-line and off-line MEPs
were adjusted to pre-tDCS baseline. Scatterplots display data for both so-tDCS
(open circles) and c-tDCS (filled circles) sessions for all subjects as well as
linear regression lines (gray).
FIG. 6. Means and SE are shown for subjective sleepiness ratings on the
Stanford Sleepiness Scale (SSS), with higher values indicating a stronger
feeling of sleepiness. SSS ratings were obtained before, after, and 3 times
within each stimulation block (indicated by gray frames). Subjective sleepiness
increased across the course of a session similarly for both so-tDCS (open
circles) and c-tDCS (closed circles).
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the physiological responses acutely elicited by tDCS in the
human cortex. This might include a thorough investigation of
inhibitory processes across the time course of acute tDCS
application, although Nitsche and colleagues (2005) reported
no c-tDCS–induced changes in intracortical inhibition within
4-s epochs. In this context, the duration of a single tDCS epoch
also appears to be of particular relevance. Although a similar
on-line facilitation of MEP amplitudes (ranging from 20 to
50%) already emerges after 4 s of c-tDCS (Nitsche and Paulus
2000; Nitsche et al. 2003a, 2007), very brief c-tDCS epochs
with a duration of 100 ms without ramps produce a less-
consistent facilitation and require very high current densities to
be efficient (0.33 mA/cm2) (Furubayashi et al. 2008).
Furthermore, early tDCS-induced on-line facilitation during
the first dozen trials proved to be a good predictor for individ-
ual aftereffects after prolonged tDCS application. The predic-
tive power of the initial on-line response to tDCS could be
helpful in future studies to screen for responsive subjects or to
probe stimulation efficacy before therapeutic application. Yet
the neuronal underpinnings of this relationship are to be de-
termined.
Off-line tDCS effects
Repeated application of tDCS also facilitated motor cortical
excitability beyond the time of actual stimulation. Repeated
measurements before, between, and after both stimulation
blocks revealed a steady increase in excitability (about 39 and
54% after the first and second 20-min blocks, respectively),
which was also roughly reflected by the within-block tDCS-
free trials (Fig. 4). There was no significant difference in the
amount of MEP facilitation between anodal so-tDCS and
c-tDCS in the present study, indicating that both stimulation
modes were equally effective in producing an excitability
increase in corticospinal output neurons. In a separate series of
experiments (S Groppa, TO Bergmann, C Siems, M Mo¨lle, L
Marshall, HR Siebner, unpublished data), we identified the
mean current density over time (mA/cm2) as an important
variable determining the efficacy of so-tDCS to induce after-
effects in cortical excitability. Therefore we matched the mean
current density over time between c-tDCS and so-tDCS in the
present study. We wish to stress that this study was explicitly
designed to compare the acute (on-line) effects of so- versus
c-tDCS. Therefore variables influencing the efficacy of so-
tDCS to induce long-lasting (off-line) effects on corticospinal
excitability remain to be investigated.
Previous studies have always applied tDCS continuously
(i.e., for several minutes) to induce lasting shifts in corticospi-
nal excitability (Nitsche et al. 2008). In this study, tDCS was
given continuously for only 30 s, with short breaks between
consecutive tDCS applications. We also applied single-pulse
TMS, both during and between tDCS trials. Despite the inter-
mittent mode of tDCS and intermingled TMS measurements,
the conditioning effect of tDCS gradually built up over time
and reached a magnitude similar to that of conventional con-
tinuous tDCS. This implies that tDCS can be shortly inter-
rupted or paired with occasional single TMS pulses without
affecting the plasticity-inducing effects of tDCS. Since we
applied single TMS pulses concurrently with tDCS, it is
possible that the two types of stimulations had an additive
influence on the off-line changes in MEP amplitude, for in-
stance through a gating mechanism (Ziemann and Siebner
2008). This possibility needs to be explored more systemati-
cally in future studies.
A recent study by Antal and colleagues (2008) did not find
any significant off-line effects in motor cortical excitability or
spontaneous EEG recordings after application of oscillatory
anodal tDCS to M1HAND. We attribute this discrepancy with
the present study to the significantly shorter stimulation dura-
tions (2–4 vs. 2  20 min) and lower current densities
(maximum current density: 0.0156 vs. 0.125 mA/cm2; mean
current density: 0.0078 vs. 0.0625 mA/cm2) that have been
used by Antal and colleagues because it is unknown whether
c-tDCS with these comparably weak parameters is able to
induce plastic changes in the M1HAND either.
Subjective sleepiness
Subjective sleepiness ratings revealed that there were no
stimulation-specific changes in subjective sleepiness. This was
tested for because so-tDCS occurred in a frequency corre-
sponding to that endogenously arising during NREM sleep.
Independent of the stimulation mode, sleepiness apparently
increased with session time as well as within stimulation
blocks (Fig. 6). However, this effect is likely due to the
participants’ reduced motor activity and the monotonous sen-
sory input associated with the experimental setting, rather than
due to the stimulation itself. Because there was no sham
stimulation, an unspecific tDCS effect on sleepiness cannot be
ruled out in the present study.
Conclusions
To summarize, we found that acute motor cortical excitabil-
ity is appreciably facilitated during both anodal so-tDCS and
c-tDCS in general, but that there is no phase-locking of cortical
excitability to the exogenously applied slow oscillation. With
respect to the current literature we attribute this lack in phase
dependence to the incompatibility of sleeplike 0.8-Hz stimu-
lation and the present state of wakefulness. Moreover, acute
facilitation effects rapidly decayed within 30 s of stimulation,
but were totally renewed after a 5-s pause, suggesting the
presence of fast regulatory mechanisms counteracting the in-
duced DC shift.
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2x6 ANOVA 
(repeated measures) 
F df p F df p F df p 
stimulation mode 0.39 1,9 0.548 0.01 1,9 0.908 0.05 1,9 0.823 
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* = significant with p < 0.05; GG = Greenhouse-Geisser correction for non-sphericity 22 
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dLOW-OSCILLATORY TRANSCRANIAL DIRECT CURRENT
TIMULATION CAN INDUCE BIDIRECTIONAL SHIFTS IN MOTOR
ORTICAL EXCITABILITY IN AWAKE HUMANS
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any
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agen University Hospital Hvidovre, Copenhagen, Denmark
bstract—Constant transcranial direct stimulation (c-tDCS)
f the primary motor hand area (M1HAND) can induce bidirec-
ional shifts in motor cortical excitability depending on the
olarity of tDCS. Recently, anodal slow oscillation stimula-
ion at a frequency of 0.75 Hz has been shown to augment
ntrinsic slow oscillations during sleep and theta oscillations
uring wakefulness. To embed this new type of stimulation
nto the existing tDCS literature, we aimed to characterize the
fter effects of slowly oscillating stimulation (so-tDCS) on
1HAND excitability and to compare them to those of c-tDCS.
ere we show that so-tDCS at 0.8 Hz can also induce lasting
hanges in corticospinal excitability during wakefulness. Ex-
eriment 1. In 10 healthy awake individuals, we applied c-
DCS or so-tDCS to left M1HAND on separate days. Each tDCS
rotocol lasted for 10 min. Measurements of motor evoked
otentials (MEPs) confirmed previous work showing that an-
dal c-tDCS at an intensity of 0.75 mA (maximal current
ensity 0.0625 mA/cm2) enhanced corticospinal excitability,
hile cathodal c-tDCS at 0.75 mA reduced it. The polarity-
pecific shifts in excitability persisted for at least 20 min after
-tDCS. Using a peak current intensity of 0.75 mA, neither
nodal nor cathodal so-tDCS had consistent effects on cor-
icospinal excitability. Experiment 2. In a separate group of
en individuals, peak current intensity of so-tDCS was raised
o 1.5 mA (maximal current density 0.125 mA/cm2) to match
he total amount of current applied with so-tDCS to the
mount of current that had been applied with c-tDCS at 0.75
A in Experiment 1. At peak intensity of 1.5 mA, anodal and
athodal so-tDCS produced bidirectional changes in cortico-
pinal excitability comparable to the after effects that had
een observed after c-tDCS at 0.75 mA in Experiment 1. The
esults show that so-tDCS can induce bidirectional shifts in
orticospinal excitability in a similar fashion as c-tDCS if the
otal amount of applied current during the tDCS session is
atched. © 2010 IBRO. Published by Elsevier Ltd. All rights
eserved.
ey words: transcranial direct current stimulation, transcra-
ial magnetic stimulation, motor cortex, neuronal plasticity.
Corresponding author. Tel:49-431-597-8823; fax:49-431-597-8502.
-mail address: s.groppa@neurologie.uni-kiel.de (S. Groppa).
bbreviations: c-tDCS, constant current tDCS; EEG, electroencepha-
ography; FDI, first dorsal interosseus; MEPs, motor evoked potentials;
1HAND, primary motor hand area; so-tDCS, slowly oscillating trans-o
ranial direct current stimulation; tDCS, transcranial direct current
timulation; TMS, transcranial magnetic stimulation.
306-4522/10 $ - see front matter © 2010 IBRO. Published by Elsevier Ltd. All right
oi:10.1016/j.neuroscience.2010.01.019
1219ranscranial direct current stimulation (tDCS) is a non-
nvasive stimulation technique to induce bidirectional
hifts in excitability in the human cortex (Nitsche and
aulus, 2000). Its therapeutical use is currently under
nvestigation (Nitsche et al., 2008). Most of the knowl-
dge about the conditioning effects of tDCS on cortical
xcitability stems from electrophysiological studies in
hich a constant DC current was continuously applied to
he primary motor hand area (M1HAND) (Nitsche and
aulus, 2000, 2001; Nitsche et al., 2003b, 2008). In
hese studies, motor evoked potentials (MEPs) were
licited with single-pulse transcranial magnetic stimula-
ion (TMS) before and after constant current tDCS (c-
DCS) and the time course of changes in MEP amplitude
erved as an index of the conditioning tDCS effects.
urface positive (anodal) c-tDCS of the M1HAND for
everal minutes is sufficient to increase motor cortical
xcitability, whereas several minutes of surface nega-
ive (cathodal) c-tDCS has the opposite effect (Nitsche
t al., 2007; Nitsche and Paulus, 2000).
Recently several groups have started to use an oscil-
atory type of stimulation of tDCS or transcranial alternating
urrent stimulation (Marshall et al., 2006; Antal et al., 2008;
anai et al., 2008; Bergmann et al., 2009; Kirov et al.,
009). These studies used different types of current stim-
lation (DC in Antal et al., 2008; Marshall et al., 2006; Kirov
t al., 2009 and AC in Antal et al., 2008; Kanai et al., 2008),
ut the rationale behind all these protocols with undulating
urrent strength is to interact with endogenous oscillatory
ortical activity. One such protocol involved cycles of
amp-like increases and decreases in current amplitude
ith a cycle rate of 0.75 Hz (Marshall et al., 2006, in press),
nd a bilateral prefrontal-mastoid electrode arrange-
ent. Stimulation was given during early nocturnal non-
apid-eye-movement sleep. This intervention boosted
he endogenous cortical slow oscillations characteristic
or this period of sleep and enhanced the retention of
leep-dependent declarative memories (Marshall et al.,
006). During wakefulness the same stimulation proto-
ol mainly increased the endogenous theta rhythm and
acilitated declarative memory encoding when applied
uring learning (Kirov et al., 2009). The present study
as designed to examine the conditioning effects of
athodal and anodal so-tDCS given over left M1HAND in
he wake state on the corticospinal excitability and com-
are them to conventional c-tDCS. Although brain state,
nd specifics of stimulation protocol, for example region
f stimulation differ between the present study and slow
scillation stimulation applied during sleep, the investi-
s reserved.
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S. Groppa et al. / Neuroscience 166 (2010) 1219–12251220ation of TMS-induced MEPs during wakefulness lends
ome advantages, while investigations conducted dur-
ng wakefulness admit a limited temporal dynamics of
lectroencephalography (EEG), while during sleep the
ifferent stages should be taken into account. Secondly
herefore, the assessment of motor cortical function
ithin one session shows less response variability than
etween-session EEG analyses and also less variability
han the assessment of sleep-dependent memory con-
olidation. Thirdly, there is a large body of existent
iterature to which results can be compared.
EXPERIMENTAL PROCEDURES
e performed two experiments using a common electrophysio-
ogical set-up. Experimental procedures had been approved by
he Ethical Committee of the University of Kiel and all subjects
ave written informed consent. Subjects had no history of neuro-
ogical or psychiatric disease and were free of any acute or chronic
NS-affecting medication or illegal substances. Participants were
omfortably seated in a reclining chair. They were asked to relax
heir hands and keep their eyes open. Auditory feedback of elec-
romyographic activity in the target muscle was continuously pro-
ided to support complete relaxation. After each experimental
ession, participants filled out a questionnaire in which they were
sked to report any unpleasant sensations like burning, pricking,
ugging, itching, pressure and pulsation under the stimulation
lectrodes during the stimulation session. They were also asked
o rate pain and unpleasantness of interventional tDCS on ten-
oint rating scales where ten corresponded to a maximal negative
ensation and zero to no sensation at all.
Experiments I and II both used a within-subject design. Both
xperiments investigated effects of specific 10-min tDCS proto-
ols on corticospinal excitability during the 20 min after the end of
DCS relative to pre-interventional baseline. tDCS and single-
ulse TMS were both delivered to the left M1HAND. To this end,
uprathreshold single-pulse TMS was given to probe the excitabil-
ty of the fast conducting corticospinal output neurons at rest
efore (baseline, T0), 5(T5), 10(T10) and 20(T20) minutes after
ach tDCS session.
ig. 1. Experimental setup. (A) Position and size of electrodes. The sti
lectrode above the contralateral orbita. (B) 30 MEPs were collected b
n Experiment 1 tDCS was given constantly at 0.75 mA or oscillatory a
low oscillatory tDCS was applied at a peak intensity of 1.5 mA and a frequency
f tDCS.xperiment 1
en right-handed healthy individuals (four males) with a mean age
f 27 years (range 21–40) participated in Experiment 1. In four
eparate sessions, participants received one of four different
DCS protocols: anodal c-tDCS, cathodal c-tDCS, anodal so-tDCS
r cathodal so-tDCS. The order of tDCS protocols was counter-
alanced across participants. The current strength of c-tDCS was
et at 0.75 mA, resulting in a maximal current density 0.0625
A/cm2. For so-tDCS, peak current strength was set at 0.75 mA
nd a cycle duration of 1.25 s, corresponding to a repetition rate
f a sinus cycle of 0.8 Hz.
xperiment 2
different group of 10 subjects (six males) with a mean age of 27
ears (range 25–32) participated in this study. The effects of two
o-tDCS protocols were tested on two separate days at least 1
eek apart. In analogy to Experiment 1, anodal or cathodal so-
DCS was applied to left M1HAND for 10 min. The peak current
trength was increased to 1.5 mA or a maximal current density of
.125 mA/cm2. Otherwise the settings of so-tDCS were identical
o those used in Experiment 1. The order of anodal and cathodal
o-tDCS was counterbalanced across participants.
ranscranial direct current stimulation
commercial direct current stimulator was used for tDCS (Eldith
C-Stimulator, NeuroConn, Ilmenau, Germany). Using a bipolar
rrangement, tDCS was applied through saline-soaked sponge
lectrodes (34 cm2) with one electrode placed above the
1HAND and the other electrode over the right contralateral orbita
Fig. 1A). The sponge electrode targeting M1HAND was centred
ver the “motor hot spot” as revealed by single-pulse TMS (see
elow). The skin under both electrodes was prepared before the
timulation and a maximum impedance of 15 k was controlled
hrough the DC stimulator. Two types of tDCS were applied. The
-tDCS protocol consisted of a constant current at 0.75 mA (max-
mal current density of 0.625 mA/cm2) which was continuously
pplied for 10 min. Beginning and end of stimulation were ramped
p and down, respectively over 8 s to avoid peripheral sensory
timulation. The so-tDCS protocol involved a sinusoidal modula-
ion of the anodal or cathodal current from zero to maximal inten-
ity at a cycle rate of 0.8 Hz.
electrode is located on the left primary motor cortex and the reference
nditioning (T0), and 5-, 10, and 20 min afterwards (T5, T10, T20). (C)
intensity of 0.75 mA and a frequency of 0.8 Hz. (D) In Experiment 2,mulation
efore co
t a peakof 0.8 Hz. Note, in (C) and (D) no polarity was assigned to the types
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S. Groppa et al. / Neuroscience 166 (2010) 1219–1225 1221euronavigated transcranial magnetic stimulation
MS targeted the left M1HAND and the evoked motor response
as recorded with surface EMG from contralateral first dorsal
nterosseus (FDI) muscle (Fig. 1). TMS was always given without
he sponge electrodes used for tDCS being in place. Single mag-
etic pulses were applied through a figure-of eight coil (MC-B70)
harged by a MagPro stimulator (MagVenture, Farum, Denmark).
he stimuli had a monophasic waveform and elicited a maximum
urrent in the tissue in the posterior-anterior direction. To deter-
ine the “motor hot spot” for positioning the coil we determined
he site at which TMS evoked a maximal MEP in the right con-
ralateral FDI muscle with the handle of the figure-of-eight coil
ointing 45 degrees posterolaterally relative to the mid-sagittal
ine. Then, the motor threshold of the relaxed right FDI was
etermined by assessing the stimulus intensity required to evoke
n MEP of 50 V in at least five out of ten trials (Rossini et al.,
994). For MEP measurements, the stimulation intensity was
djusted to evoke MEPs of approximately 0.75 mV at baseline.
his stimulus intensity (SI0.75mV) was used to elicit MEPs through-
ut the experimental session. Excitability measurements were
pplied in blocks which consisted of thirty single pulse stimuli
iven on average every 4 s with a temporal jitter of 1.2 s. TMS
easurements of corticospinal excitability were performed at
aseline before tDCS (T0), at 5 min (T5), 10 min (T10) and 20 min
T20) after the end of tDCS (Fig. 1). MEPs were recorded from
ight FDI muscle with standard Ag–AgCl surface electrodes ar-
anged in a belly-tendon montage. The raw EMG signals were
mplified by 1000 (D360, Digitimer Ltd, Welwyn Garden City,
erts, UK), filtered between 2 and 2000 Hz (plus 50 Hz notch),
nd digitized at 5000 Hz per channel (CED Power1401, 16-bit-
DC; Cambridge Electronic Design, Cambridge, UK). Stimulus
elivery and data recording were controlled using Signal Software
CED Power1401, 16-bit-ADC; Cambridge Electronic Design,
ambridge, UK). Peak-to-peak amplitudes of each MEP were
nalyzed offline using Nu Cursor software (Sobell Research De-
artment of Motor Neuroscience and Movement Disorders, Insti-
ute of Neurology, University College of London, UK).
Frameless stereotaxy (TMS-Navigator, Localite, Sankt Au-
ustin, Germany) was used to navigate the TMS coil, to maintain
nd reattain its exact location and orientation during the experi-
ental session. Neuronavigation was based on coregistered in-
ividual T1-weighted magnetic resonance images of the whole
rain which were acquired at 3 Tesla before the experiments
Philips Achieva, Philips Medical Systems, Best, The Nether-
ands). We used a standard MPRAGE sequence with an isotropic
oxel resolution of 1 mm and sagittal slice orientation (TR7.7
s, TE 3.6 ms, flip angle8°, 170 slices).
tatistical analyses
tatistical analyses were performed with SPSS software (Release
6.0, Copyright SPSS Inc, campus license). For all analyses,
tatistical threshold was set at P0.05.
Experiment 1. The resting motor thresholds were compared
n a one-factorial repeated-measures ANOVA with the within-
ubject factor type of tDCS (anodal c-tDCS at 0.75 mA, cathodal
able 1. Mean group values and standard deviation (SD) for subje
en-point rating scale. A score of ten corresponds to maximal unpleas
Anodal c-tDCS
0.75 mA
Cathodal c-tDCS
0.75 mA
Anoda
0.75 m
npleasantness 3.40.9 3.21.3 2.62
ain 2.60.5 3.61.3 3.01c-tDCS, constant current tDCS; so-tDCS, slow-oscillatory tDCS.-tDCS at 0.75 mA, anodal so-tDCS at peak intensity of 0.75 mA,
athodal so-tDCS at peak intensity of 0.75 mA). Differences in the
ubjective scores of pain and unpleasantness were assessed
omputing a one-factorial repeated-measures ANOVA with the
ithin-subject factor type of tDCS. To test for tDCS induced
hanges in corticospinal excitability we performed a three-factorial
epeated-measures ANOVA with the within-subject factors polar-
ty (anodal vs. cathodal polarity), type of stimulation (constant
urrent vs. slow oscillatory stimulation) and time of measurement
T0, T5, T10 and T20).
Experiment 2. Separate pair wise t-tests were performed to
ompare resting motor thresholds, subjective pain and unpleas-
ntness scores in the anodal and cathodal so-tDCS session.
ean MEP amplitudes were analysed in a two-factorial repeated-
easures ANOVA with the within-subject factors polarity (anodal
s. cathodal polarity) and time of measurement (T0, T5, T10 and
20).
Finally, we constructed an ANOVA model to compare anodal
nd cathodal c-tDCS at a constant current of 0.75 mA (Experiment
) and anodal and cathodal so-tDCS at peak current strength of
.5 mA (Experiment 2) with the within-subject factors polarity
anodal vs. cathodal polarity) and time of measurement (T0, T5,
10 and T20) and between-subject factor type of stimulation
constant current vs. slow oscillatory stimulation). If an ANOVA
evealed significant main effects or interactions, the nature of
hese effects were explored with Fisher’s LSD post hoc pair-wise
omparisons (P0.05; two-tailed; no adjustment for multiple
omparisons).
RESULTS
one of the participants reported adverse effects during or
fter tDCS. Participants noticed no differences among the
DCS protocols that were applied in the two experiments.
here were also no differences in subjective discomfort
nd subjective ratings for unpleasantness and pain per-
eption (Table 1). The resting motor thresholds were com-
arable across sessions with no significant main effect of
ype of stimulation in the ANOVA.
xperiment 1
he continuous but not the slow-oscillatory type of stimu-
ation produced a polarity-dependent bidirectional shift in
orticospinal excitability (Fig. 2). This was confirmed by the
NOVA showing an interaction between the factors polar-
ty and time [F(3,24)5.5285, P0.005] and among polar-
ty, type and time [F(3,24)3.0578, P0.047]. There were
o main effects of polarity, type of stimulation or the time of
easurement. The post-hoc comparisons revealed an in-
rease in MEP amplitude after anodal c-tDCS [T0–T10,
0.037 and T0–T20, P0.002] and a decrease in MEP
mplitude after cathodal c-tDCS [T0–T5, P0.001; T0–
10, P0.02; T0–T20, P0.001] (Fig. 2A). The individual
ngs of unpleasantness and pain related to the tDCS protocols on a
or pain. A score of zero equals no unpleasantness or pain
Cathodal so-tDCS
0.75 mA
Anodal so-tDCS
1.5 mA
Cathodal so-tDCS
1.5 mA
3.51.5 2.91.5 3.00.9
3.21.4 2.20.5 2.20.9ctive rati
antness
l so-tDCS
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S. Groppa et al. / Neuroscience 166 (2010) 1219–12251222ncreases in mean MEP amplitude after anodal c-tDCS
anged from 93% to 150% relative to baseline at 5 min
fter the end of stimulation. Individual decreases in mean
EP amplitudes ranged from 107% to 45% after cathodal
ig. 2. Relative changes in mean MEP amplitudes after (A) constant
urrent tDCS (c-tDCS) at a current intensity of 0.75 mA, (B) slow-
scillatory tDCS (so-tDCS) at peak intensity of 0.75 mA and (C)
o-tDCS at peak intensity of 1.5 mA. The mean data given in panel A
nd B were acquired in the same group of subjects (Experiment 1),
hereas the MEP amplitudes in panel C represent data from a differ-
nt group of subjects (Experiment 2). Error bars indicate the standard
rror of the mean. T0, T5, T10 and T20 denote measurements at
aseline, 5, 10 and 20 min after the conditioning paradigm. Asterisk
ndicates the significant level: * P0.05, ** P0.005.-tDCS at T5. In contrast, no changes in mean MEP am- litude occurred after so-tDCS at the peak intensity of 0.75
A relative to pre-interventional baseline (Fig. 2B).
xperiment 2
hen peak current strength of the slow oscillatory stimu-
ation was increased to 1.5 mA, so-tDCS also induced a
olarity-dependent polarity-specific shift in corticospinal
xcitability. The ANOVA revealed a main effect for the
actor polarity [F(1,5)12.408, P0.02] and an interaction
etween time and polarity [F(3,15)21.075, P0.001].
ost-hoc comparisons showed higher MEP amplitudes af-
er anodal so-tDCS at peak intensity of 1.5 mA [T0–T5,
0.009; T0–T10, P0.001; T0–T20, P0.001] (Fig. 2C)
nd a reduction in mean MEP amplitude after cathodal
o-tDCS at peak intensity of 1.5 mA [T0–T5, P0.003;
0–T10, P0.010; T0–T20, P0.001] (Fig. 2C). At an
ndividual level, the relative increases in mean MEP am-
litude after anodal so-tDCS ranged from 80% to 170%.
fter cathodal so-tDCS, decreases in mean MEP ampli-
udes ranged from 101% to 40%.
The ANOVA model including the MEP data of the
-tDCS (0.75 mA) and so-tDCS (1.5 mA) sessions showed
significant main effect of polarity [F(1,18)43.167,
0.001] and a significant interaction between time and
olarity [F(3,54)27,259, P0.001]. The continuous and
low oscillatory type of stimulation produced comparable
fter effects on MEP amplitudes. This was confirmed by
he ANOVA which showed did not show any significant
ffect for the type of stimulation nor for the interaction
etween the type of stimulation, time of measurement, and
olarity of tDCS.
DISCUSSION
he main finding of the present study is that a slow oscil-
atory type of stimulation can be as effective in inducing a
olarity-dependent shift in motor cortical excitability as the
onventional tonic type. Regardless of the mode of stimu-
ation, anodal tDCS caused a lasting increase in excitability
f the corticospinal output neurons, whereas cathodal
DCS resulted in a lasting reduction of corticospinal excit-
bility. Critically, so-tDCS was only effective when the total
mount of current that was applied during the tDCS ses-
ion was matched to the current dose given during c-tDCS.
In the present experiment, anodal and cathodal c-tDCS
erved as control conditions. Ten minutes of anodal c-
DCS produced a consistent increase in MEP amplitudes.
switch in polarity reversed the direction of the excitability
hanges with a suppression of mean MEP amplitude after
0 min of cathodal c-tDCS. This polarity dependent shift in
ortical excitability is in accordance with several previous
tudies (Nitsche and Paulus, 2000, 2001; Paulus, 2003;
iebner et al., 2004). It has been shown that the after
ffects of conventional c-tDCS critically depend on the
ntensity of tDCS. Using stimulation electrodes with an
rea of 35 cm2, a five-minute session of anodal tDCS failed
o induce an increase in corticospinal excitability when
urrent intensity was reduced to 0.2 or 0.4 mA (0.006 or
0.011 mA/cm2) (Nitsche and Paulus, 2000). In contrast,
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S. Groppa et al. / Neuroscience 166 (2010) 1219–1225 1223igher current intensities ranging from 0.6 to 1.0 mA (i.e.
0.017 to 0.029 mA/cm2) increased motor cortical excit-
bility. The higher the current intensity the stronger and
onger was the tDCS induced MEP facilitation (Nitsche and
aulus, 2000). A similar response pattern emerged when
he duration of anodal c-tDCS was systematically varied
Nitsche and Paulus, 2000). This implies that a minimal
mount of current has to be injected into the cortex during
-tDCS conditioning to produce a consistent shift in corti-
ospinal excitability.
In this study, we applied c-tDCS at a constant DC of
.75 mA for 10 min. Using electrodes with an area of 12
m2 our c-tDCS protocol produced a current density of
.0625 mA/cm2 on the surface under stimulation elec-
rodes. Due to the smaller stimulation electrodes the cur-
ent density in our study was two to three times higher than
he minimum current density which had been proven ef-
ective to induce lasting shifts in corticospinal excitability in
he studies cited above. We chose this protocol because
ilot experiments had shown that the total amount of cur-
ent passing through the M1 was well above the threshold
or changing corticospinal excitability. Indeed the c-tDCS
rotocol induced a consistent polarity-specific shift in cor-
icospinal excitability which lasted for at least 20 min after
he end of c-tDCS.
In striking contrast to c-tDCS, so-tDCS at a peak in-
ensity of 0.75 mA failed to induce consistent shifts in
otor cortical excitability. This does not exclude potential
ubthreshold effects on the excitability of intracortical in-
ibitory circuits which may have a lower modification
hreshold. At first glance, one might conclude that an os-
illatory type of stimulation reduces the efficacy of tDCS to
nduce bidirectional changes in corticospinal excitability.
here is however an alternative explanation. Due to the
inusoidal current modulation, the so-tDCS protocol ap-
lied only 50% of the total current during the 10 min of
DCS. Hence the inability of so-tDCS at 0.75 mA may also
e explained by the reduced “total dose” of applied current
elative to c-tDCS at 0.75 mA.
To resolve this ambiguity we performed a second ex-
eriment in which peak intensity of so-tDCS was increased
rom 0.75 to 1.5 mA while leaving the other parameters of
DCS unchanged. Since mean current intensity was 0.75
A during so-tDCS, the total amount of current applied to
1 of the so-tDCS protocol in Experiment 2 was matched
o the c-tDCS protocol of the first experiment. At a higher
urrent intensity, so-tDCS produced a consistent polarity-
pecific shift in corticospinal excitability which did not differ
rom the excitability changes obtained with c-tDCS at 0.75
A. We therefore conclude that so-tDCS and c-tDCS can
nduce similar effects on cortical excitability in awake sub-
ects when the total current charge is matched. As former
-tDCS studies (Nitsche and Paulus, 2001; Nitsche et al.,
003a, 2007) have used an even lower current density
0.03 mA/cm2) to successfully modulate M1HAND excitabil-
ty, it is however possible that c-tDCS can already work at
ower current densities than so-tDCS, which was not ef-
ective with at a mean current density of 0.03125 mA/cm2n the present study. hIn good agreement with previous work using c-tDCS
Nitsche and Paulus, 2000), the direction of the excitability
hift depends on the polarity of so-tDCS. Our results also
uggest that the overall amount of current that is applied
uring the so-tDCS session determines whether or not the
C evokes a lasting shift in cortical excitability. However,
e cannot exclude that other stimulation parameters be-
ide total current charge may be important for the strength
r duration of after effect, such as stimulation duration per
e, electrode size, or distribution and depth of penetration
f the electric field. Moreover, there might be differences in
he duration of after effects between so-tDCS and c-tDCS
eyond the investigated 20 min period, while within this
ime window excitability curves for c-tDCS and so-tDCS
ere highly similar.
When increasing the current intensity of tDCS, the
igher current strength does not only increase the
mount of polarization of a given neuron but also the
epth of the polarizing effects in the stimulated cortical
rea (e.g. Miranda et al., 2009). Therefore it is conceiv-
ble that a stronger depth penetration of so-tDCS might
ave contributed to the observed cortical excitability
hanges after we had increased the current intensity
rom 0.75 to 1.5 mA, producing a maximal current den-
ity of 0.125 mA/cm2. Alternatively, we could have had
rolonged the duration of so-tDCS to match for total
urrent charge, thereby matching the depth of penetra-
ion of the maximum electric field in the tissue between
o-tDCS and c-tDCS (Nitsche et al., 2008). However,
wo considerations prompted us to increase the current
ntensity rather than using a longer stimulation period.
e were concerned that the conditioning effects of
DCS may not depend on the total cortical charge but on
he total charge applied in a given interval. If so, a longer
timulation duration would render the protocol less effi-
ient. Moreover, a longer duration of so-tDCS might
rigger homeostatic effects in the stimulated cortex that
ounteract the initial effects (Lang et al., 2004; Siebner
t al., 2004). With regard to the after effects of tDCS, the
elationship between stimulation duration and current
trength is likely to be complex and might differ among
-tDCS, so-tDCS, or other types of tDCS.
Our findings reflecting the dependency on total charge
re supported by recordings in the cat showing an approxi-
ately linear relation between the strength of the applied DC
nd changes in neuronal discharge frequency (Creutzfeldt et
l., 1962). These assumptions are adequate for both an-
dal and cathodal currents which increase or decrease the
pontaneous discharge rate, respectively. The work by
reutzfeldt et al. (1962) also revealed that a DC shift by an
rder of ten in comparison to the physiological DC shifts is
eeded to produce a measureable shift in cortical excit-
bility. We suppose that these assumptions are in principal
lso valid for human studies. Modelling the current distri-
ution shows that current density is determined by the
radient of the electric potential and is fairly uniform under
he electrode (Miranda et al., 2006). While a different con-
uctivity due to the skull between electrodes and tissue in
uman studies might change the uniformity of the field, the
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S. Groppa et al. / Neuroscience 166 (2010) 1219–12251224hysiological effects of the maximal current density should
emain comparable. Furthermore, it is known that the cur-
ent density in a conductor is proportional to the applied
urrent, and it was reported that the amount of inward
urrent through a dendritic membrane was larger when
more intense current was passed through a surface
lectrode (Landgren et al., 1962). Together with these
tudies on animals, the present results have important
mplications for the mechanistic interpretation of any
hange in brain function that can be observed after time-
arying tDCS. Future studies applying time-varying tDCS
rotocols should be designed to be able to tease apart how
uch the temporal pattern of tDCS and the total amount of
urrent injected into the cortex contribute to the observed
hange in brain function, such as a shift in cortical excit-
bility, altered expression of oscillatory activity or a change
n behaviour.
Beside the total amount and temporal modulation of
he applied current, the present state of the stimulated
euronal networks at the time of tDCS appear to affect
he immediate and lasting effects of tDCS, as indicated
y early animal and recent human data (Creutzfeldt et
l., 1962; Gorman, 1966; Kanai et al., 2008). Anodal
olarization at rest might attenuate or eliminate surface-
ositive waves and enhance the surface-negative com-
onents of electrocortical potentials with cathodal polar-
zation producing opposite changes whereas these ef-
ects disappear after habituation to the induced currents
Denney and Brookhart, 1962; Landau et al., 1964).
oreover, spectral power decrease in alpha and theta
and and an increase in beta band after anodal stimu-
ation was only observed at rest but not at during volun-
ary motor contraction (Pfurtscheller, 1970). Transcranial
pplication of slowly oscillating DC at a rate of 0.75 Hz
acilitates endogenous slow oscillations (0.5–1.5 Hz) and
ssociated slow sleep spindles (8–12 Hz) when given
uring early nocturnal non-rapid-eye-movement sleep
Marshall et al., 2006). These effects were highly specific
o the period and frequency of stimulation. A similar stim-
lation in the second half of the night caused no effects on
leep nor on subsequent memory recall, while a stimula-
ion at a frequency of 5 Hz even induced a decrease in
low oscillation power but no effects on memory as well. All
his data suggest an important interaction between stimu-
ation frequency and the prevailing brain state (Marshall et
l., 2006; Kirov et al., 2009). Therefore, the amount of
urrent needed to modify cortical excitability with so-tDCS
ay well differ among functional states such as changes in
he level of consciousness. For instance the cortex might
ecome more susceptible to the conditioning effects of
o-tDCS on cortical excitability during non-rapid eye move-
ent sleep because of the spontaneous presence of cor-
ical slow oscillations (Marshall et al., 2006). Based on the
resent data, we propose that both the temporal pattern of
DCS as well as the total amount of injected current deter-
ine the neuromodulatory effects of tDCS. We hypothe-
ize that the relative influence of the two factors will sig-
ificantly vary across different functional brain states. How-
ver, this hypothesis awaits experimental verification.hile oscillatory current stimulation has been shown to
nteract with physiological processes of perception and
emory, in the future it might also have therapeutical
otential in disease states that are associated with a
athological change in oscillatory cortical activity such as
arkinson’s disease or epilepsy by modulating pathologi-
al brain rhythms.
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