For binary diseases that relapse and remit, it is often of interest to estimate the effect of covariates on the transition process between disease states over time. The transition process can be characterized by modeling the probability of the binary event given the individual's history. Designing studies that examine the impact of time varying covariates over time can lead to collection of extensive amounts of data. Sometimes it may be possible to collect and store tissue, blood or images and retrospectively analyze this covariate information. In this paper we consider efficient sampling designs that do not require biomarker measurements on all subjects. We describe appropriate estimation methods for transition probabilities and functions of these probabilities, and evaluate efficiency of the estimates from the proposed sampling designs. These new methods are illustrated with data from a longitudinal study of bacterial vaginosis, a common relapsing-remitting vaginal infection of women of child bearing age.
INTRODUCTION
For chronic diseases that flair up and then go away (relapse and remit) or for diseases that can occur repeatedly over time, it is often of interest to estimate the effect of covariates on the transition process between disease states over time. For a binary disease, the transition process can be characterized by modeling the probability of the binary event, given the individual's history of prior events and important time-dependent or subject-specific covariates. These so-called transition models have been used to describe the effect of sleep on episodes of depression or mania in patients with bipolar disorder [9] , the relationship between age and asthma events [15] , or the relationship of sucking patterns in premature infants to time dependent covariates [17] .
With time varying covariates, information on the covariates must be collected at the same time points as the response. This can lead to extensive amounts of data being collected. Sometimes it may be possible to collect and store tissue, blood or images for later evaluation. A retrospective analysis of covariate information may be desirable since it allows any new technology that is developed during the course of a study to be used on samples from all individuals at all time points. Also, since longitudinal studies may be performed over many years, it allows investigators to identify and answer important new scientific questions years after follow-up is complete.
Evaluation of biomarker covariate data (which are often based on measurements obtained from assays on tissue, blood or images) on all subjects and all time points can be expensive. Therefore, it is of interest to consider efficient sampling designs that do not require evaluation of biomarker measurements on all patients. We evaluate the efficiency of sampling subjects from a longitudinal study and describe appropriate estimation techniques. Note, this implies that for a subject who is sampled all covariates at all times will be obtained. This approach allows for efficient estimation of transition probabilities and functions of the transition probabilities.
Others [13, 10] have considered this sampling problem for analyzing binary longitudinal data, but have focused on estimating the marginal probability of response. Schildcrout & Heagerty proposed obtaining covariate data on subjects where the longitudinal responses are not all the same. That is, subjects with all positive responses or all negative responses would not be evaluated, while subjects with both positive and negative response over time would have their longitudinal covariate data evaluated. In their estimation approach they accounted for the sampling design using maximum likelihood with conditional logistic regression models. Further, they showed that, in some situations, this sampling design provides estimates of the parameters associated with covariates that are nearly fully efficient. Neuhaus & Jewell considered an approach based on sampling longitudinal binary response data when the sampling depends on the response patterns. They discussed the use of weighted logistic regression to analyze the data and obtained unbiased estimates of the parameters along with correct estimation of the variance of the parameter estimates when estimating the marginal probability of response. Schildcrout & Heagerty extend their previous paper by stratifying on a coarser categorization of the total number of responses.
In this paper, we focus on transition models for analyzing longitudinal binary data and the efficiency of estimating parameters from the transition models under various sampling and estimation methods. The efficiency of the following sampling and corresponding parameter estimation methods for a transition model are compared: 1) A subset of subjects from the full data set are randomly sampled. For each sampled subject all measurements for each time point are obtained and maximum likelihood is used to estimate the parameters of the transition model. 2) A specified number of subjects are randomly sampled from each pattern of response (stratum) and weighted maximum likelihood is used to estimate the parameters of the transition model. Again, all observations per sampled subject are obtained. 3) Schildcrout and Heagerty's (2008) method of only sampling from subjects with longitudinal measurements that are a mix of positive and negative outcomes (if a subject is sampled all measurements are obtained). In this approach the data are analyzed using maximum likelihood with a conditional logistic regression type model. We consider sampling methods when an individual is sampled and all longitudinal measurements are obtained.
The interest in this problem arose from The Longitudinal Study of Vaginal Flora (LSVF), which enrolled 3,620 participants presenting for routine health care at Birmingham, Alabama health clinics from August 1999 to February 2002. Details of this study have been described elsewhere [6] . At baseline and quarterly for up to 1 year, vaginal symptoms were recorded and a vaginal swab was collected to diagnose bacterial vaginosis (BV). Additionally, a vaginal wash sample was obtained at each visit and stored for future evaluation.
Microbiologically, BV is characterized by an imbalance in vaginal flora [12] . In research settings, the diagnosis of BV is often made using Nugent Gram stain criteria [8] . This method assigns a score from 0 to 10 based on the prevalence of anaerobic bacteria and inverse prevalence of lactobacilli [11] . Clinically, a diagnosis of BV is made if three of the four criteria are present: 1) homogenous, white adherent vaginal discharge, 2) vaginal pH > 4.5, 3) detection of include cells on saline wet smear, and 4) presence of amine odor with additional of KOH (whiff test) [1] . This method is preferred in clinical settings because it is relatively simple to perform and allows point of care treatment. BV is a relapsing-remitting condition which is characterized by periods of BV followed by periods without BV.
Recent technological advances in DNA sequencing have opened up a new field of molecular amplification-based research on the human microbiota, including detection of previously uncultivatable organisms. A question of interest within the LSVF was whether these new methods could be applied to stored vaginal wash samples to evaluate human vaginal microflora. A further question is whether these organisms initiate an active period of BV or initiate a remission. Other interest is on examining the relationship between these new biomarkers and the natural history of BV as measured by either Gram staining (dichotomized) or a clinical diagnosis. However, in order to preserve samples and minimize cost, it was of interest to use a sampling design that reduced the number of samples required for analysis. Although this particular study has not been completed, data from the LSVF was used to demonstrate methods described in this paper.
The outline of the paper is as follows. Section 2 discusses the model and estimation. Section 3 describes a simulation study and Section 4 presents the results of the simulation study. Section 5 demonstrates the approach on the BV data set. A discussion follows in Section 6.
METHODS
The following first-order Markov regression model [3] can be used to estimate transition probabilities:
where X ij is the biomarker value and Y ij is a binary indicator of outcome status for the j th measurement on the i th subject. We assume the Y ij are equally spaced and observed at the same time intervals for all individuals, which is a reasonable approximation for the LSVF data set.
A slightly more flexible model [16] allows for an interaction between the biomarker and the previous lagged outcome:
An underlying assumption in Markov models is that the transition probabilities depend on the past history through a specified number of past or lagged outcomes. Higher order Markov dependence can be incorporated by including additional lagged outcome terms (e.g. a term corresponding to Y ij−2 ).
For a first-order model, the transition probability matrix for a specified covariate X corresponding to 2 is
where
The subscripts on p are used to indicate the states, so for example p 01 is used to denote transitioning from state 0 to 1. The diagonal elements characterize the probability of staying in the same state and the off-diagonal elements characterize the probability of transitions.
In order to estimate the transition matrices, estimates of the parameters in equation (2) must be obtained. In a longitudinal data set with covariates collected at all time points on all subjects or on a random sample of subjects, maximum likelihood can be used to obtain parameter and variance estimates that are asymptotically consistent.
As discussed in Neuhous & Jewell when outcome dependent sampling is performed and the X ij are sampled with probability only depending on Y ij (not on other Y ik values for subject i or on Y j , where Y j is the vector of outcome responses for subject j), the maximum likelihood estimates (MLE) of β 1 and β 3 from (2) will be asymptotically unbiased, but estimates of β 0 and β 2 will be biased. Since our interest is in estimating the transition probabilities, it is important to obtain unbiased estimates of all parameters. Thus, we explore using weighted maximum likelihood (WMLE) with outcome dependent sampling to estimate the parameters from the transition model. Due to the outcome dependent sampling, the standard variance estimates obtained from the weighted likelihood using maximum likelihood estimation are not correct.
Obtaining correct weighted maximum likelihood variance estimates has been discussed in the survey literature. We use these methods to calculate correct variance estimates of the WMLE parameter estimates. In survey data it is common for a data set to include subjects with unequal probability of selection. With outcome dependent sampling, unless all strata occur with equal probability, subjects will be sampled with unequal probability. Weights which are the inverse of the probability of selection (or the inverse of the sampling fraction) are used with survey data to account for the unequal probability of selection. In this setting, the probability of selection is the number of subjects sampled from a particular pattern of response (stratum) divided by the total number of subjects in the full data set with that particular pattern of response. The weights are the same for all observations within a subject and for all subjects in a stratum.
The correct variance estimates are derived as follows. Since the WMLE parameter estimates are differentiable functions of the data [5, 14, 4] , the correct variance estimates can be obtained by using the Taylor linearization method [2] . We first form the l vector (where l is the number of parameters in the model) of Taylor deviates z hij which is obtained by differentiating the sample weighted estimators (in this case the WMLE's) with respect to their weights [5, 14, 4] . Then H is the number of strata, I h is the number of individuals sampled in the stratum and m is the number of observations per individual) is an asymptotically consistent linear approximation to the WMLE parameter estimates. Therefore the variance estimate of T is a consistent estimator for the variance estimate of the WMLE parameter estimates [5] . We can compute Var (β) by computing the variance ofT based on the sample design. In this case, it is that of a multistage stratified cluster sample [7] . Let
In the simulations we also perform the outcome dependent sampling method of Shildcrout & Heagerty where subjects with discrepant outcomes (i.e. a subject has both positive and negative outcomes across time) are randomly sampled (all observations within a subject are obtained) and parameters are estimated by maximum likelihood. We briefly review the estimation procedure and implementation in this paper.
where N is the number of subjects in the sample and I (·) is the indicator function so that when the condition is true the function is 1 and 0 otherwise. Now let
.
is from the full data set and not just the outcome dependent sample.
SIMULATIONS
We performed simulations to compare bias and efficiency of different sampling and estimation methods. In the rest of this paper we refer to the sampling/estimation methods as follows. NOD/MLE Non-outcome dependent sampling. Randomly sample any subject from the full data set, use maximum likelihood for estimation. strat/MLE Outcome dependent stratified sampling. Ten subjects are randomly sampled within each stratum, use maximum likelihood for estimation. strat/WMLE Outcome dependent stratified sampling.
Table 1. Medians(true), median absolute differences (MAD) of parameter estimates and median of estimated asymptotic standard errors (SE). Outcome data is generated according to
Ten subjects are randomly sampled within each stratum, use weighted maximum likelihood for estimation. DOD/CMLE Discrepant outcome dependent sampling where only subjects with discrepant outcomes are randomly sampled. Use maximum likelihood estimation from a conditional logistic regression type model.
In all simulations for each replication, longitudinal data were generated for 10,000 subjects at five time points. With five time points there are 2 5 = 32 possible strata. Then, a sample of 320 subjects (with all data at each time point) were selected from the data set of 10,000 using the different sampling methods. Weights for each pattern of response (stratum) were estimated using the 10,000 subjects (note, the same stratum weight was used for each subject and observation in a stratum).
In all simulations we explore two values for the intercept, β 0 , so that the prevalence of an event is not uncommon (β 0 = −1.5) and also where the prevalence is very small (β 0 = −4.0). The initial values for each simulation were generated with logit(P (Y i0 = 1)) = β 0 (i.e. no dependence on previous responses or covariates). We generated data to explore the bias and efficiency of the sampling/estimation methods with different covariate structures and when the outcome model is misspecified. The following simulations were performed. Table 1 ). The covariate x ij is independent across time and subject and is unrelated to the lag term. Two scenarios are considered for the covariate x. One is with the x's generated with x ij ∼ binomial (1, .5) and one is with the x's generated with x ij ∼ .5 + N (0, 1). Outcome data were generated according to equation (2) with β 1 = .5, β 2 = .2 and Table 2 ). The covariate x ij is correlated across time within a subject so x ij = .5+b i + ij where b i ∼ N (0, 4) and ij ∼ N (0, 1). With these parameters, ρ, the correlations between the x's is ρ = Table 2 ). The covariate x ij depends on the lag term and there is correlation in x i . The data is generated with x ij = .5 + b i + ij + y ij−1 where b i ∼ N (0, 4) and ij ∼ N (0, 1). Outcome data were generated according to equation (2) with β 1 = .5, β 2 = .2 and β 3 = .2. Simulation 4 (Results in Table 3 ). The analysis model is misspecified. Data were generated according to a model with 2 lag terms and binary x ij . The model is logit(P rob( (2) is then fit to the data.
Simulation 1 (Results in
β 3 = .2.
Medians(true), median absolute differences (MAD) of parameter estimates and median of estimated asymptotic standard errors(SE). Outcome data is generated according to
logitP (Y ij = 1|Y ij−1 , X ij ) = β 0 + β 1 X ij + β 2 Y ij−1 + β 3 X ij Y ij−1 .
Simulation 2 (Results in
In some replications of the simulations not all strata had at least ten subjects. To accommodate this, the stratified sampling methods use all subjects in those strata and the total number of subjects in the sample is reduced. Therefore, in order to maintain the same sample size across methods the sample size from the stratified methods is used for all methods. Because some replications in the simulations have strata with less than 10 subjects the total sample size varies from replication to replication.
When presenting the simulation results, we provide the median estimate for each parameter, the median absolute deviations (MAD) of the simulated parameter estimates and the median of the asymptotic estimates of the standard errors. The medians and median absolute deviations are provided since sometimes there are large outliers that heavily (1, .5 influence the mean and standard errors. All model fits converge in all simulations. We were also interested in investigating whether there were general statements that could be made about optimal designs. To this end we considered "asymptotic" efficiency of parameter estimates under the various sampling and estimation procedures with a data set approximating asymptotic conditions. To implement this, we generated a data set with 1,000,000 subjects and 5 time points per subject. We generated data according to equation 2 with x ij ∼ binomial (1, .5) . The parameter value for β 0 was varied from −4 to 0 at intervals of .1 and the parameter value for β 1 was varied from 0 to .5 at intervals of .02. The parameter value for β 2 and β 3 were held constant at .2. For each set of parameter values the x ij values were the same and the same random variates were used to generate the outcome variables. Once a data set was generated, weights were calculated from the large data set, 1,000 patients per stratum were sampled for the stratified methods and 32,000 observations were sampled in the NOD and DOD methods. We then created contour plots of the ratio of the variance of the estimates for all pairs of methods for β 0 and β 1 . Note, since the data sets are very large all estimates of β 1 are unbiased. Estimates of β 0 are unbiased for all methods except strat/MLE.
Medians(true), median absolute differences (MAD) of parameter estimates and median of estimated asymptotic standard errors (SE). Outcome data is generated according to
logitP (Y ij = 1|Y ij−1 , X ij ) = β 0 + β 1 X ij + β 2 Y ij−1 + β 3 X ij Y ij−1 + β 4 Y ij−2 and x ij ∼ binomial
SIMULATION RESULTS
For Simulation 1 where the covariate x ij are independent across time and unrelated to the lag term, Table 1 shows that the parameter estimates associated with x (β 1 and β 3 ) are unbiased for all sampling and estimation methods when the marginal probability of a positive response (defined as P (Y * )) is largest. But, as expected β 0 and β 2 are biased for the strat/MLE method with the other methods providing unbiased estimates of these parameters. When P (Y * ) is small the estimates of β 2 and β 3 from the NOD/MLE and DOD/CMLE methods are biased. The estimates from the strat/WMLE are all unbiased while the estimates from the strat/MLE are biased for β 0 and β 2 and unbiased for β 1 and β 3 . The results are the same for continuous or binary x ij . We only discuss efficiency of estimates that are unbiased. For β 1 and β 3 the strat/MLE either provides similar MAD or smaller MAD than the other three methods. For β 0 and β 2 , the strat/WMLE method either provides similar or smaller standard errors than the other methods.
For all methods, the MAD estimates of the variability in the simulated parameter estimates is either smaller or very close to the median of the asymptotic estimates of the standard errors when the prevalence (probability of a positive response) is largest. When the prevalence is low and the x ij covariate is binary the asymptotic estimates can underestimate the variability of the parameter estimates while for continuous x ij the asymptotic standard error estimates and the Monte-carlo estimates are close. This result suggests that asymptotic standard errors perform well even when the prevalence is low for continuous covariates.
In Simulations 2 and 3, we study the effects of correlation on the bias and efficiency of the sampling/estimation methods. In Table 2 , the first four columns of the numerical section of the table show results with correlation among the x ij but independent of the lag term (Simulation 2) while in the last four columns the x ij are correlated within a person and also correlated with the lag term (Simulation 3). The strat/MLE and DOD/CMLE methods estimates are all biased for each of the four scenarios in Table 2 so they will not be discussed further when discussing this table. When the marginal probability of a positive response (P (Y * )) is largest .30 and .40 for Simulations 2 and 3 respectively the parameter estimates for the NOD/MLE and strat/WMLE both give unbiased estimates. The variability in the estimates is similar for both methods. When the marginal probability is small (.043 and .058) the estimates for β 0 and β 1 are unbiased with the variability larger for β 1 with the strat/WLME. β 2 is biased for the NOD/MLE method but unbiased for the strat/WMLE method and β 3 is biased for both methods. This suggests that the strat/MLE and DOD/CMLE are very sensitive to the correlation structure in the covariates, while the strat/WMLE and NOD/MLE are not sensitive unless the prevalence is very low, with the strat/WMLE less sensitive than the NOD/MLE for low prevalence. The MAD MonteCarlo standard error is very close to the median of the asymptotic estimates of the standard errors for all parameters and scenarios.
We also examine the effect on the parameters when the estimation model is misspecified according to the generation model (Simulation 4). Table 3 shows that the strat/MLE method and the DOD/CMLE method are biased so they will not be discussed further when discussing this table. When the marginal probability of a positive response (P (Y * )) is largest (.247) the parameter estimates for the NOD/MLE and strat/WMLE both give unbiased estimates. The variability in the estimates is similar for both methods with the exception of β 2 where the variability is smaller for NOD/MLE. When the marginal probability is small (.024) the estimates for β 0 and β 1 are unbiased with the variability larger for β 1 with the strat/WLME. β 2 is biased for the NOD/MLE method but unbiased for the strat/WMLE method and β 3 is biased for both methods. The MAD monte-Carlo standard error is very close to the median of the asymptotic estimates of the standard errors for all parameters and scenarios.
This suggests that asymptotic standard errors perform well even when the model is misspecified. We compute asymptotic relative efficiencies over a large range of values of β 0 and β 1 to make general design statements. The results are based on the correct model specification. Figure 1 gives the contour plots of the ratio of the approximate asymptotic variances for the different sampling/estimation methods (obtained with the generation of a very large data set as described in section 3). The first column shows the ratio of the variance estimates for β 0 for the three unbiased methods. The last two columns show the ratio of the variance estimates for β 1 for all the methods. The figure shows that the strat/WMLE method is more efficient than the NOD/MLE method and the DOD/CMLE method for all combinations of β 0 and β 1 studied. The efficiency comparisons depend on the prevalence (β 0 ) and little on β 1 . For β 1 the strat/WMLE method is the most efficient. In total 1,710 women had both measurements at all 5 time points. Although for simplicity we only include observations with measurements at all time points, the methods could be applied with missing data if the data were missing at random. For an analysis with missing covariate information the data would be stratified on the outcome measurements. Missing covariate data would be imputed and the strat/WMLE method could be used.
EXAMPLE
This example is helpful to understand the proposed methods since clinical diagnosis of BV and a Gram stain were obtained on all subjects. The full data set can be used to obtain the best estimates of the parameters and then the sampling/estimation method results can be compared to the full data set estimates. For the sampling methods, we assume the clinical BV measurements were obtained on all women and we will sample (either randomly or based on outcome) to determine which women's Gram stain measurements will be included. Rather than performing the sampling a single time, bootstrap parameter estimates will be provided (details of the bootstrap method are provided below).
The full data set is analyzed to choose the terms in the Markov model that will be used in the sampling analysis. Only Markov models with two or fewer lag terms will be considered since there are only five longitudinal time points. The estimation routine was highly dependent on starting values and converged to local maxima when two-way interactions were considered, so only the first-degree interactions between the Gram stain variable and the lag terms were considered. The most flexible model we considered was
where the Y ij are the clinical BV response data at the j th time point and the X ij are the Gram stain BV response data at the j th time point for women i. In this model each of the interaction terms were not individually significant and a simultaneous test of all interaction terms was also not significant (all testing was performed using a likelihood ratio test). A reduced model with the first four terms (β 0 , β 1 , β 2 , β 3 ) was then examined. In this model each of the lag terms was significant so they were included in the final model for the bootstrap analysis.
In order to evaluate the performance of the sampling methods on this BV data set, the following bootstrap proce- dure was used. Weights were calculated based on the original sample. Repeated random sampling was performed using the three sampling methods. The samples were then analyzed using the previously discussed estimation methods with the model being a Markov regression model with two lag terms and no interactions. If less than 10 observations were available in a stratum, all the observations were sampled and the total sample size was reduced (as in the simulation). Therefore, 129 subjects were sampled for all methods. Table 4 gives the median of the parameter estimates and the median of the estimates of the asymptotic standard errors of the bootstrap parameter estimates along with the parameter estimates with all of the data in the full data set used. For the bootstrap estimates for each replication we perform a Wald test for testing β i = 0. We then report the proportion of times the p-value is less than 0.025 (2-sided 0.05 significance level).
It can be seen from the table that the strat/WMLE provides less biased estimates than the NOD/MLE and DOD/CMLE method and gives smaller standard errors. It is not expected that the strat/MLE method would give an unbiased estimate of β 0 , but the estimate of β 1 should be unbiased. In this data set, the strat/MLE estimates of β 1 are more biased than the other methods. The reason the NOD/MLE method performs so poorly is that P (Y * ) for the data set is .044, which is very low, and results in the NOD/MLE having a very high proportion of subjects who have no positive observations. The strat/WMLE performs well since the overall sample size is quite large (1,710 subjects), giving good estimates of the weights that are used in the estimation method for the stratified sample.
The full data set analysis shows that a positive Gram stain diagnosis of BV does not increase the probability of observing a positive clinical diagnosis of BV(p-value for test of β 1 = 0 is 0.374). The other terms are all highly significantly different from zero (all p-values <.001) indicating that a positive BV clinical diagnosis in either of the two previous visits increases the probability of subsequent positive clinical diagnosis. The proportion of rejections for the strat/WMLE and DOD/CMLE methods agree with the full data set results in that when the p-value for the test of a parameter being equal to zero is very small, the proportion of rejections is close to one. For the test of β 1 the proportion of rejections at the two-sided .05 level is small and this is consistent with the full data set results.
DISCUSSION
We explored bias and efficiency of approaches to sampling for a longitudinal transition regression model. In practice, randomly sampling observations and using maximum likelihood estimation works well unless the overall probability of a positive response is very small. When this happens, the probability of sampling all zero measurements is high; thus, the parameter estimates have large variability and can be very biased.
Stratifying observations based on the patterns of response and sampling a specified number of observations can give unbiased estimates if a weighted MLE approach is used. In this paper we examine longitudinal data with five times points so the number of possible strata is not too large. In cases where there are many time points it would be difficult to sample over all possible strata. In this case, other types of stratification and sampling would need to be implemented. For example, stratification by types of transitions or number of responses could be performed. The weights associated with each strata could be calculated and the strat/WMLE's could be calculated. Further simulations to examine properties of the sampling schemes could be performed.
When the marginal probability of a response is not too small, the standard errors of the strat/WLME parameter estimates are larger than that of the NOD/MLE estimates. However, for small marginal response probabilities, the strat/WMLE estimates have smaller standard errors than NOD/MLE. This is illustrated in the example data, where the strat/WMLE method provided the most efficient estimation of the relationship between gram staining and clinical assessments of BV.
The DOD/CMLE method performs similarly to the NOD/MLE method when the overall probability of a positive response is not too small. For the small prevalence scenarios studied here the DOD/CMLE method gave biased results.
In addition to conducting simulations and data analysis we compared the asymptotic variances across methods and found that the strat/WMLE had higher efficiency than other methods over a wide range of prevalences and effect sizes (i.e., values of β 0 and β 1 ). These results show the advantages of the proposed weighted approach when the study is large enough to estimate the weights precisely.
Even though the weights may have large variance in practical situations, we showed that the strat/WMLE approach does close to or better than the other approaches in many situations, and most dramatically when the prevalence is low. There are other advantages of this approach as well. In the situations we studied it was more robust to misspecification of the order of dependence in the transition model, specifically when the covariates were correlated across time or with lag terms.
In the simulations where the prevalence was small, even though all of the model fits converged, some estimates were very biased. This was due to the fact that the particular sample had very few events and so the log-likelihood function was very flat thus not allowing for good estimation of the parameters. This demonstrates the issue with random sampling when the prevalence is low. Once a random sample is taken, if no events are sampled, the data set will be uninformative.
Functions of transition probabilities such as first passage time use all estimates of parameters in the estimate. Therefore, it is important to estimate all parameters well. This is in contrast to studies where it is only of interest to test one covariate (say a treatment effect). As we have shown here when transition probabilities and functions of transition probabilities are of interest the strat/WMLE approach should be used.
