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Abstract
Publish/Subscribe and especially content-based publish/subscribe are widely used for com-
munication between distributed components. They offer efficient bandwidth usage through
forwarding events only to subscribers which are interested in the content of the event. For-
warding is done by filters which identify the content of the event.
Previous implementations of such systems relied on a distributed set of brokers to match and
forward the events accordingly. However, the advent of software-defined networking gave
us the possibility to implement the system directly on the network layer. The overhead of
the application layer can be prevented and the filtering process can be implemented more
efficiently. Previously, the costs for filtering were a major disadvantage for content-based
publish/subscribe systems. Such a new filtering approach with implementation on the network
layer was presented in initial work and it was shown that line-rate performance could be
achieved. For this approach the power of software-defined networking could be fully harnessed
by implementing forwarding flows that handle the filtering as well as the forwarding. Although,
this approach offers a possibility for a brokerless publish/subscribe system, the task to compute
and optimise routes that connect publishers and subscribers is not solved adequately.
To understand the problem of route optimisation in such a system and the problems that are
incorporated in it, this work divides the overall problem into multiple smaller problems and
offers solutions for these smaller problems. A framework is presented and discussed with
regard to achieving a complete solution which incorporates optimisation problems as well as
transformations and mechanisms that ensure that each part is independent from the other
parts. The performance as well as the results the framework produces are discussed after its
presentation.
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Chapter 1
Introduction
Communication and information exchange is more important than ever. The amount of data
that is transferred increased drastically over the years. A lot of our systems that we daily
use are distributed in their nature. To handle the delivery in such a system, which is mostly
asynchronous and does not have a lot of dependencies, we use event notification systems like
publish/subscribe. In such systems bandwidth optimisation is an important part to make them
efficient.
The optimisation of bandwidth usage in publish/subscribe systems is an important topic in
computer science. When we reduce the bandwidth, we can reduce the costs of the system,
because we will need less hardware to achieve the same result or we can support more
participants with the same amount of hardware. We can also use the topology more efficiently
and deploy more applications. All this is possible with optimising the bandwidth usage, which
means in our case reducing the number of events that are sent in the system. Along with the
load on the switch, the individual delay from publisher to subscriber is an important aspect.
Both should be optimised as well to achieve the best result.
With the rise of software-defined networking, we have many more possibilities to influence
the routes, which messages use in a network. Therefore we do not need to rely on distributed
path finding algorithms and can define routes in a centralised way so that content matters and
the route is optimal for our use case. The controller as the central point has a global view of
the entire network and can use this knowledge in the computation. The centralised controller
and the global knowledge is very convenient if we have a way to encode information about
the content of the message so that we can compare this information easily and use it together
with the knowledge about the network to compute optimal paths that consider individual
constraints.
One such possibility and the corresponding publish/subscribe system is presented in [34].
This system shall be used as the basis of our work. Filters are used to encode and identify
the content of the message and to compare it with other messages. Another feature of this
system is the implementation of the broker logic into the network itself and therefore no
more brokers are needed. This reduces the overhead since brokers are normally located on
the application layer. Software-defined networking is used to implement routes in a network
topology. These switches present the broker logic and ensure the correct delivery of the
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messages to the subscribers. The controller computes these routes and the result should be
optimal in consideration of bandwidth, delay, and load-balancing
The computation of these routes is not an easy task and can be quite time consuming, like route
computation in general. A heuristic approach that solves this problem is presented in [41].
This approach focuses on dynamic adaption of the system to newly joined participants. The
time of the integration of these participants into the active system is a major aspect. However,
this approach has the drawback that the solutions are not optimal. We will not consider
heuristics in our approach and will instead focus on the quality of the solution and not the
dynamics of the system, which means we will take more time for the computation. Of course,
we will keep the dynamic in mind and will consider it in the tests afterwards and look for
parameters that allow a trade-off between time of the computation and quality of the solution.
Nevertheless, our focus stays on the quality of the solution, which should be optimal in respect
to the mentioned aspects.
To achieve our aim of optimising the routes, we will employ methods for constraint oriented
programming. For this purpose, we will identify several optimisation problems that can
be formulated as constraint oriented programs. Furthermore, we will identify mechanisms
and transformations, which are necessary, for completing our goal to optimise the routes.
All these components will be organised in a framework which we will present and analyse.
The framework will be assembled out of components, which are exchangeable, and will be
therefore highly dynamic. Further, the framework consists of a surrounding program in which
the components are embedded. This makes it easy to use the system for different optimisation
goals. We only need to change a few components and we are ready to compute a completely
different optimisation. We will present one or more solutions for each problem, mechanism
or transformation and also their combinations. The framework will consist of one of these
solutions which fits our purpose the most.
Structure
The structure of the remaining thesis is organised as follows:
Chapter 2 on page 4 presents the background to understand publish/subscribe systems, SDN
and constraint oriented programming. The fundamental parts and behaviours are explained to
give a further understanding of the topic.
In chapter 3 on page 11 we will take a look at the related work and the approaches they took
in realising optimisation in a publish/subscribe system. We will also regard fractional solutions
that solve a part of the problem we want to solve.
Chapter 4 on page 15 is used to identify different optimisation problems, the mechanisms
needed, and the transformations that are required. Each problem will be formally described so
that we can find solutions for it easily.
2
1 Introduction
In chapter 5 on page 24 several solutions and mechanisms are presented which solve the
problems that were presented in the chapter before. The solutions will be analysed and their
compatibility with our goals shall be tested.
Chapter 6 on page 50 introduces the framework and explains the collaboration between the
different components.
In chapter 7 on page 61 the results of the framework will be presented. The tests will vary in
several parameters and we will check if there is a good setting where the trade-off between
time consumption and quality is passable.
Chapter 8 on page 77 will sum the thesis up and gives an outlook won the possible future work
in context of this thesis.
3
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Background and Problem Formulation
2.1 Background
There are three important areas to present before we can go further into details. These three
areas are publish/subscribe systems, the topic of software-defined networking and constrained
oriented programming. Publish/subscribe systems, as well as constraint oriented programming,
especially linear programming, are two well-established topics and there exists a lot of literature
and research which covers these topics. SDN on the other side is relatively new and a lot of
research is going on in this area currently because it gives many possibilities, which we will be
covered in this chapter.
2.1.1 Publish/Subscribe
Publish/Subscribe systems are widely established systems where the participants are loosely
coupled. They are in contrast to remote procedure calls where there is a lot of dependency
between the two participants. Loose coupling as opposed to strong coupling means that both
participants have no knowledge about each other and no dependencies. In publish/subscribe
systems this is normally realised through the broker system. Publishers as well as subscribers
only communicate with the broker system to advertise their events or to subscribe to events.
The broker system then forwards the events to the correct subscribers. There is no direct
communication between the publisher and the subscriber. The function of the broker system is
explained in detail later on. Loosely coupled systems have the advantage that the participants
do not need to have knowledge about each other. This is useful when the components of
the system often change or if they should be independent by design. If one of the endpoints,
publisher or subscriber, changes than there is no need to change the other endpoint. In strongly
coupled systems, it would be different. If one endpoint changes the other one needs to be
changed too because the dependencies are higher and the communication is generally directly
between both participants.
In publish/subscribe systems there exist two kinds of participants with distinct roles. Both
types have their roles. Additionally there exists a facilitator whose role is very important.
4
2.1 Background
Publisher The first type of participant is the message source, which produces events, the
publisher. It advertises what kind of events it produces to the broker system. It can also
unadvertise events if it does not produce them anymore. After the advertisement, the publisher
starts to produce messages and sends them to the broker system, which forwards them,
further.
Subscriber The second type is the subscriber, the event consumer. The subscriber subscribes
to certain events that it wants to receive. Of course, if it does not want to receive these events
anymore it can also unsubscribe from them. When an event, that fulfils the condition of the
subscription, arrives at the broker system, the broker system notifies the subscriber and delivers
the event. The subscriber then consumes the event.
Broker System In addition to these two participants, there is also a so-called broker system.
This system ensures the delivery of the messages and manages the advertisements and sub-
scriptions. All messages from the publishers are delivered to the broker system and there the
messages are examined and forwarded to the correct subscribers. How this is done depends
on the kind of publish/subscribe system but one way is to do this via a list of subscribers and
their subscriptions. The new events are compared with the list and all matching events will be
delivered to the appropriate subscribers.
The broker system is the heart of a publish/subscribe system. All the logic of the system is
embedded in the broker system. For this reason there are several approaches to increase the
performance and scalability of the broker system because the load can be very high [24, 10,
45, 42, 56, 57].
Furthermore there are two main categories of publish/subscribe systems. These are topic-
based and content-based systems. The difference between these two is the way in which they
categorise the messages.
Topic-based In the topic-based approach, several topics are exposed to which the subscribers
can subscribe. These topics are static, predefined and it is possible that subscribers get
messages, which they do not want but the topic provides. Topics can be seen as logical
channels. Publishers are the ones who decide to which topic their events are published. To
avoid getting unwanted messages, there exist so-called sub-topics. The sub-topics divide topics
into further, smaller parts. This is helpful insofar that subscribers get fewer messages in which
they are not interested but cannot prevent it completely because the topics and sub-topics are
still static. The advantage of this way is that we do not need much computational power for
the broker system. They can simply forward it to all subscribers which have registered for the
topic. The disadvantage is of course the overhead of messages and the false messages that the
subscribers get.
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Figure 2.1: Organisation of a Pub/Sub system
Content-based The content-based approach on the other hand filters according to the content
or attributes of the messages. A subscriber can specify which content he wants to receive
and only gets this content. Every combination of publication and subscription can be seen as
an individual logical channel, which means that the filtering is done in a much more precise
way. On the other hand, the broker system needs to compare the content of each event with
every subscription and if there is a match it is forwarded. It depends on the algorithm for the
filtering if this method is time consuming or not but the granularity is of course much higher
than in topic-based approaches and the number of false positives is drastically reduced if not
eliminated. The granularity of the solution also depends on the algorithm used and the time
for the computation. To get good results many optimised filtering techniques were introduced
to lower the time of the filtering and make these systems more scalable, like the one in [24].
The advantage in this approach is the granularity and the possibility for highly customised
subscriptions but this comes at the expense of time.
2.1.2 Software-Defined Networking
The advent of Software-defined networking dates back a few years. It brought new ideas to
distributed environments and gives more control over the network. Control over the network
means that we can control how switches behave and how they forward messages.
The main idea is to separate the logic, calculating the forwarding tables, from the forwarding
of the messages. We can also call it the separation between the control plane and the data
plane. For this, we have a controller that is connected to every switch via the control plane.
Through this connection, the controller can manipulate the forwarding rules of the switches.
The switches do not compute their own rules anymore, but it is possible to have a hybrid
switch where there are forwarding rules, flows, set by the controller and classic ones, which
are calculated in a distributed way. The communication over the control plane is done via a
6
2.1 Background
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Figure 2.2: Organisation of SDN
protocol, in most cases OpenFlow. This protocol allows us to manipulate nearly anything on
the switch and is an abstraction for the manipulation process.
The data plane also has some modifications with regard to "normal" switches. The switch can
modify all the meta data and the matching of a packet is not limited to the IP address or the
MAC address anymore. Additionally, some OpenFlow specific mechanisms give the user further
possibilities like setting the destination of a routing entry to another routing entry and have
multiple steps before the packet leaves the switch.
The benefit of this setting is the control over all the forwarding tables. We can install specific
routes with specific filters so that a participant receives a specific message. In our particular
case that means we can forward the messages from a publisher to a subscriber and filter out
those messages which the subscriber does not want on the way. The filtering of the messages is
done at the same time as the forwarding but it needs a special representation of the content of
the messages to which we will come later. The result of this constellation is a higher effective
data rate because we have lower number of false positives and can transmit more data that is
relevant. In addition, we do not need a broker system anymore, we only need to calculate the
routes once, and the filtering is done passively not actively like with the broker system.
2.1.3 Constraint Oriented Programming
Constraint oriented programming includes a wide area of optimisation domains. One such is
linear programming, which is a well-established area. But constraint oriented programming is
not limited to linear programming. A great variety of problems can be formulated and solved
7
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Figure 2.3: Sample space given through constraints
through constraint oriented programming. They are divided into domains; the non-linear
domain and finite domain are two examples.
The goal in optimisation is to minimise or maximise a certain objective function. Usually
this function is restricted by constraints, which limit the possible sample space. In linear
programming, these constraints are linear equality and inequality equations. A sample example
would be:
Min Cx (2.1)
Subject to Bx ≤ a (2.2)
x ≥ 0 (2.3)
In this case we try to minimise the objective function C subject to x and under the constraints
that x is greater than zero and Bx is lesser than a. That means we are trying to find a value
for x that holds those constraints and is minimal for the function C. The two constraints have
the task to limit the sample space and form the constraint set. This constraint set spans a sub
space in the sample space where possible solutions can occur as shown in figure 2.3.
Although there are an infinite number of feasible solutions in this sample space, the turning
points can only occur on the vertices or corners of our constraint set. That means we only need
to check those points to get a feasible and optimal solution. The challenge lies therefore to
find the global optimum for the objective function. However, there is a method that solves
this problem; it is the so-called simplex method. The Simplex Method is a method to find the
optimal solution in a rapid manner and makes this kind of programming very efficient. To this
point in time there are more methods than the Simplex Method, that are even more optimised
and are not limited to only linear programming.
If the variables can only assume integer values than the discipline is called integer linear
programming or only integer programming. This makes it more difficult to find the optimal
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solution because the solution needs to be an integer value and the optimal one could be a real
number. One cannot simply take the nearest integer value and take this as the optimal solution
but needs different methods.
There also exist other methods to solve non-linear programs or simply only constraint oriented
programs. It is similar for other domains than the linear one. We formulate constraints via
equations and logical expressions and have an objective function, which we want to minimise.
Their exist methods, based on satisfiability modulo theories, to solve these programs. For all
domains exist solvers, which can solve the domain efficiently. But not all domains can be
solved similar efficient. It is desirable to formulate problems as linear programs, but that is not
always possible. Some problems cannot be formulated as one such program. Although, we will
try to formulate the problems as linear programs, we may not succeed every time and need to
formulate it in another domain or as a mixed constraint oriented program, which means that
we use several domains.
2.2 Problem Formulation
Our output network topology is a directed multi graph G(V,E) where V represents the switches
and E the edges between these switches. All the edges have a weight w and an identifier f , a
filter. The weight can change over time and so can the filters and hence the edges. Between
two vertices v1 and v2 there exist as many edges as there are filters. The amount of filters that
are needed is dependent on the computation of the routes. A filter represents information
about the content of events, advertisements, and subscriptions.
This topology is the basis of a content-based publish/subscribe system in which we want to
optimise routes. The system, which is the basis of this work, is presented in [34]. Information
about the content is coded in filters and these filters are mapped to IP addresses, which can
be used to forward the events. The logic of distributing the events, which was previously
incorporated into the brokers, is now implemented in the topology itself. The filters and routes
define the logic and forward the events to the subscribers accordingly. The controller takes
over the role of the broker system by computing the routes, which means creating the routing
logic.
Obviously, we do not have only one publisher and one subscriber in such a system but multiple
publishers and multiple subscribers. The subscription of a subscriber can include events of
many publishers, not always the complete advertisement, but a part of it. The subscriptions
of subscribers and the advertisements of publishers can and will overlap. The overlap of
subscriptions and advertisements can be used to reduce messages in the network if they use
the same edges. This is not always possible, for example, when two subscribers are far away
from each other. However, there are many cases of spatial distance, where it is possible to
reduce messages.
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In this given system, we want to compute routes so that subscribers are connected to the
publishers from whom they want to receive messages. This in turn means that there needs to
be a path between each publisher and subscriber where there is a subscription. The overall
bandwidth usage of these paths should be optimal in respect to individual and average delay,
and load balancing on switches. This implies that the weight w on an edge cannot exceed a
certain threshold and the overall weight for the system should be minimal. This means we
are minimising the weight of the topology under the constraints that there is a maximum
individual delay and no switch is over loaded. The bandwidth usage of an edge is represented
by the weight. To achieve this, as a first step, we need to make sure that no more than the
requested content arrives at the subscribers. This can be done through well-set filters so that
they filter out unnecessary messages and reduce false positives. Nevertheless, it is not enough
to ensure the correct delivery of messages; our original goal is the reduction of the load of
the system. Therefore, we encourage the sharing of paths between similar filters. This is
also done through minimising the weight, because a shared path has usually lesser weight.
Furthermore, we will limit the length of the individual paths so that we can limit the individual
delay. Additionally, the load should be distributed so that no switch is overloaded. This can be
done by restricting the number of flows on the switches and the weights on the edges, which
can be manipulated to reflect the situation on the switches.
The goal of this work is the optimisation of the topology and associated problems. We need to
reduce messages, load on switches and delay of connections on the complete network while
maintaining the connectivity between publishers and subscribers. To achieve this we will
introduce a framework with different components. Every component can solve a sub problem
of the whole task and thus presenting us with a solution for the whole optimisation.
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Related Work
Optimisation and specifically the domain of linear programming are fields that have existed
for a long time already. Algorithms like calculating the shortest path between two nodes in a
graph are used in examples for linear programming like in [20] or [54], where the path is a set
of several connected edges where the first one is the source and the last one is the sink. These
examples are widely spread and often used. But mostly only the path between two nodes is
considered. Our goal is to calculate a spanning tree from one publisher to multiple subscribers
and merge these trees according to the filters so that we have one big route in the network
where individual routes are identified by filters. One such approach is presented in [41]. This
approach has its focus on dynamism and has therefore a greedy heuristic to cope with the
changes that can happen in the network and which the algorithm needs to take care of. It
also needs to ensure that subscribers and publishers are connected. As soon as a publisher
joins, a tree for this publisher will be computed, if there is none with the specified filter, and all
subscribers are added to this tree. This algorithm can deal with dynamism pretty well, but over
time the trees can degenerate. A tree is calculated only at the beginning. If another participant
joins that fits a tree it will be inserted into that tree. That entails the problem that the tree
can differ from a good solution over time in aspect of the length of the individual paths and a
new tree would be more beneficial. This heuristic approach may produce more than necessary
false positives in this case because the optimal routes are not used. It seems a better idea to
compute the tree again occasionally and adapt the filters to the new routes.
There are also multiple other solutions which construct trees and all have some advantages but
also some disadvantages that make them unsuitable for our purpose. Minimum spanning trees,
used in the heuristic approach, and Steiner trees are two well-known approaches. Minimum
spanning tree algorithms are presented in [36] and in [46]. These are the mostly known basic
algorithms. But there also exist new algorithms that are optimised like the one in [18].
A minimum spanning tree is a tree, which connects all vertices in a graph G(V,E) with the
minimum overall weight. For this every edge has a weight and the optimal solution according
to the weight is chosen. The number of edges to connect every vertex is |V − 1| and therefore
the number of edges in a minimum spanning tree is the same. The disadvantage in this solution
is the possibility of a very long individual delay. There is no upper bound on the maximum
11
3.1 LIPSIN
delay between two vertices because in the worst case there are all |V − 1| edges between two
vertices. This is the case if the minimum spanning tree is a chain of vertices.
Something similar is the case for Steiner tree algorithms. As with minimum spanning trees,
there are multiple algorithms, even some for integer and linear programming [3, 4, 50, 51].
Again, the length of a path between two vertices is not limited by any bound. We can get the
same problem as with the minimum spanning tree, where some paths are considerably longer
than the others. This should be avoided. The individual path length of every path should be
around the same value and therefore limited. With this, we can be sure that the events will get
delivered around the same point in time.
The approach in [32] tackles the problem of the path length. It uses a minimum spanning tree
and a shortest path tree to choose the best path for every vertex and can guarantee a certain
length and a certain weight of the overall tree. But the drawback is the formulation for only
one root. Normally, this is sufficient and a tree only has one root, but in our case we would
need more than one root, because we have more than one publisher. Although this approach is
interesting, it would not be sufficient. We would need to extend it so that we can have more
than one root and we also need to formulate it as a constraint oriented program, which can be
problematic as this algorithm uses iterations to achieve its goal.
There exist implemented publish/subscribe systems, some of them use one of the techniques
described before, some have their own concept. A good overview of such systems is given
in [39] and [5]. We will take a look at some of them but we must mention that none of these
systems is designed to work together with SDN. We will concentrate on systems deploying
content-based routing. Some of the systems have a broker-based system architecture and some
rely on a peer-to-peer architecture. We do not have a broker based system anymore. The logic
of the brokers was transferred to the network itself. The flows on each switch implement the
logic of the forwarding of the messages to the correct subscriber and the controller prepares
the logic by computing the routes. Even so, we can use some of the knowledge of these systems
to build our own framework.
3.1 LIPSIN
Our first candidate is LIPSIN. Although it is a topic-based approach it has quite a few similarities
with our approach in terms of the layer on which it operates. The idea, the same as in SDN,
is to utilise the network layer directly and manipulate the forwarding tables so that we can
prevent the overhead of the application layer. Similar to it, it also contains a control plane and
a data plane where the control plane has the functionality to maintain connectivity between
participants and establish this connectivity. The data plane takes care of the forwarding of
the messages as well as transport functions. But different to SDN, this approach is completely
based on the publish/subscribe paradigm which means that we would need a completely
different architecture to deploy it. We have two phases in this system. The first is the so called
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recursive bootstrapping where the control plane on the switch discovers the underlying topology
and communicates with other entities to get a global view of the network. The second one is
the forwarding where link IDs and Bloom Filters, to encode those IDs, are used to realise the
forwarding. A message is forwarded by a forwarding tree where the message has information
about the links it needs to pass in the header. The Bloom Filters are used to create the headers
by encoding the link IDs. The matching itself is then a simple AND operation at the switch.
Although this approach can achieve good performance it has the disadvantage of expressiveness
by using a topic-based approach. Additionally, the Bloom Filters can produce false positives
which can lead to unneeded traffic consumption. But this approach also shows what is possible
by using the network layer with respect to performance.
3.2 SIENA
Our second candidate is SIENA [13]. Basically it is an approach to the same topic as Gryphon,
a broker and content based publish/subscribe system. The difference is the matching algorithm
for the subscriptions. The approach to the event distribution is similar to the one from Gryphon.
The goal is to reduce overhead, that means not all events are forwarded, no flooding takes
place. Events are only forwarded to areas where subscribers are present. The brokers forward
the event to its neighbours, when they have a subscription. This is determined by filter
matching. A subscription is forwarded from subscribers to publishers but only when the broker
does not have a subscription that already includes the new subscription. The matching is
done with so called binary decision diagrams [12]. These diagrams are the representation of
a Boolean function from the subscription and the filters emanate from them. Subscriptions
can share sub-expressions and these sub-expressions make the whole system efficient. These
sub-expressions are only compared once. But the binary decision diagrams are also limited in
their expressiveness and you cannot have too many attributes.
3.3 Hermes
The third candidate, Hermes, is more than a simple publish/subscribe system [44, 45]. It
is a middleware that also includes security and type checking. But the logic is, like with
the other two systems, on the application layer. A broker network is used to forward the
events accordingly. At first, a rendezvous vertex is negotiated to which the advertisements
and subscriptions are routed. The publications will be routed on the reverse path from
this rendezvous vertex to the subscribers, but it is not necessary to route all the publications
through the rendezvous vertex. The vertex is only necessary for the exchange of advertisements
and subscriptions. By this the routes are computed in a distributed way and do not need a
global view. Also publications without new information are not forwarded. Additionally the
subscriptions can have a filter for filtering out the messages the subscribers do not want from
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the publication. The forwarding is done in the same manner as without filters. The whole
approach is on the application layer with multiple layers itself which add to the overhead
but bring additional benefits like security and failure tolerance. The subscription language is
designed to work well with programming language objects. One can map objects directly to
the language.
3.4 Meghdoot
The fourth candidate is Meghdoot, a system which is brokerless and operates on a peer-to-peer
basis [27]. Obviously, this system has a completely different approach to forward the messages,
because we have no brokers anymore. The approach they use is from a different work named
CAN [48, 61], the so called distributed hash tables. The subscription space is divided into a
logical 2n space where each n is an attribute. The peers maintain information about their zone
and neighbouring zones with the appropriate IP address. One peer in each zone is responsible
for the zone. The information about the zones is used for the routing. For every event an event
point is computed and the event is forwarded to the peer responsible for the zone in which the
event point relates to. This makes a broker system unnecessary and ensures the delivery in a
distributed way. The peers do not need any global knowledge but without that it is not sure if
the optimal solution is reached.
If we want to achieve efficient use of bandwidth, a low average delay and individual delay and
load balancing with an optimal solution, we cannot use any of the presented systems. They
cannot guarantee all of our goals, so we need to formulate a new solution. This solution is the
topic of this work and shall be presented in the following chapters.
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Modelling the elements in a publish/sub-
scribe system
In this chapter, we want to identify and formulate several optimisation problems. They
can be extracted from the overall optimisation task and can be regarded as autonomous
problems. It is important for our framework later that these problems can also be solved
autonomously. Additionally we will also transformations that are necessary to complete the
overall optimisation. A short overview of topics handled in this chapter along with their
classification is given in figure 4.1.
As the basic topology we have a directed multi-graph G(V,E) with vertices V and edges
E. This represents the topology of the switches and the connections between them. For
further reference and more detail we will introduce the switches denoted by R = {r1, . . . , rn}
which is equal to the vertices in the graph but expresses more precisely our intentions in our
models. Additionally we have a set of publishers P = {p1, . . . , pn} and a set of subscribers
S = {s1, . . . , sn}. For p ∈ P and s ∈ S, we write sSub ⊂ pPub if events of p match subscriptions
s. The event rate which is streamed from p to s is determined by the rate at which p produces
events, say λp and the overlap between sSub and pPub, say sSub ∩ pPub.
Path 
Optimisation 
Formulations 
Transformations 
Multiple paths 
Filters 
Cost 
Figure 4.1: Overview and classification of the topics of the chapter
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Path Multiple Paths Filters Cost
Connectivity between
two vertices
Connectivity between
multiple vertices
Distinction of mes-
sages
Cost of the system
Table 4.1: Comparison between the formulations
4.1 Path
In a publish/subscribe system there exists at least one publisher and one subscriber. If the
subscriber is interested in the advertisement of the publisher, then there must exist a connection
between those two for ensuring the delivery. A path can also constrain the delay between
two participants as it can constrain the number of hops between two participants. Therefore,
the first formulation is that of a path between two participants of the system. We will define
a path in three granularities, one by vertices, one by edges, and a hybrid of both. These
three notations are necessary because a path can be used in different scenarios, which require
different formulations. If there are multiple paths, then there also exists a shortest path, which
we aim for later, but first we will model the path because a shortest path means also a low
delay.
4.1.1 Path by Vertices
A path that is described by its vertices is a chain of vertices where each pair is connected and
the first and the last vertex are fixed. Formally, we are looking to find a path for each possible
pair of publishers and subscribers (p, s) ∈ P × S where sSub ⊂ pPub and n defines the maximal
length of a path
Xp,s = (x1p,s, ..., xnp,s). (4.1)
Over each path events are streamed at rate
λp,s := λp · sSub ∩ pPub. (4.2)
Each variable xip,s is assigned by the solver of the program to be a value in R ∪ {0}. Paths need
only to be deployed if they are needed:
∀i xip,s = 0 if sSub ∩ pPub = ∅. (4.3)
Otherwise a path should always start in p and end in s.
x1p,s = rp ∈ R s.t. p is connected to rp if sSub ∩ pPub ̸= ∅ (4.4)
xnp,s = rs ∈ R s.t. s is connected to rs if sSub ∩ pPub ̸= ∅ (4.5)
xip,s = ri ∈ R if s ∩ p ̸= ∅ (4.6)
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To establish a valid path X, we need to enforce meaningful transitions in consecutive variables
of X by defining constraints for the cost function. The cost function will be explained in more
detail later on, we only need it here to show the connectivity of the path. Since paths can be of
different length, we allow a path to consecutively utilise the same switch, i.e.,
c(xip,s, xi+1p,s ) = 0 if xip,s = xi+1p,s . (4.7)
Furthermore, we have to ensure that the path for x1p,s, ..., x
n
p,s is connected. Therefore we assign
cost of ∞ to all pairs of switches which do not share a physical link in the network topology.
That means given a physical topology L : R×R⇒ 0, 1 with
L(ri, rj) = 1 if ri and rj are connected (4.8)
L(ri, rj) = 0 otherwise (4.9)
then
c(xip,s, xi+1p,s ) =∞ if L(xip,s, xi+1p,s ) = 0 (4.10)
c(xip,s, xi+1p,s ) = w if L(xip,s, xi+1p,s ) = 1 (4.11)
where w is the weight of the edge.
With this, we have defined a single path over vertices, which are guaranteed connected.
4.1.2 Path by Edges
There also exists an alternative formulation to the problem. In the alternative, the path is
defined by the edges between the switches instead of the switches which lie on the path. The
path is not specifically stated like in the previous formulation, in particular, the order of the
edges is not defined, but rather through the enabling of the use of the edge in a matrix of all
the edges. Therefore, the assumption in this case is the existence of a matrix
yi,j where i, j ∈ R ∪ S ∪ P (4.12)
yi,j = {0, 1} (4.13)
that represents all the edges with the properties
yi,j = 1 if the edge is used and (4.14)
yi,j = 0 if the edge is not used. (4.15)
We must include the publishers and subscribers into the set of endpoints for edges because we
need to define the starting edge and the ending edge. These edges can only be the one from
the publisher to the switch and from the switch to the subscriber. The other edges need to be
flexible in their deployment.
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Path by vertices Path by edges Hybrid
Set of vertices Set of edges (including edges
to publishers/subscribers)
Both sets (not including edges
to publishers/subscribers)
Connectivity by cost Connectivity by sum of edges Connectivity by cost
List of vertices Matrix of edges Both
Table 4.2: Comparison between the formulations
A path for a publisher p ∈ P and a subscriber s ∈ S has therefore the following constraints:
yp,rp = 1 for rp ∈ R s.t p is connected to rp if sSub ∩ pPub ̸= ∅ (4.16)
yrs,s = 1 for rs ∈ R s.t rs is connected to s if sSub ∩ pPub ̸= ∅ (4.17)∑
yi,j =
∑
yj,k. (4.18)
The last constraint is necessary to ensure connectivity. Contrary to the previous formulation,
we do not enforce connectivity through the costs but through the number of outgoing and
incoming edges. They need to have the same amount respectively their sum is zero.
4.1.3 Hybrid
We will introduce a third formulation that merges the two preceding formulations. It may
seem unnecessary at first but we will see in the next section why this formulation is indeed
necessary and convenient. We will not take all the parts of each formulation but enough to
have a formulation that is satisfying enough for our intention.
We will take the path formulation from the path by vertices from equation (4.1) on page 16
and ensure connectivity through the cost between each pair of vertices. Additionally, we will
take the matrix of the formulation by edges from equation (4.13) on the preceding page, but
we can reduce the size of the matrix because we will not need the edges from publishers to
switches and switches to subscribers. We will not adopt the constraints of the path by vertex
formulation because they are not necessary if we have the other formulation. In table 4.2 a
comparison between the formulations is given.
Additionally we need a mapping of the list of vertices to the matrix, which represents the edges.
This mapping is done for every pair of consecutive vertices in the path. That is to say, every
edge yvi,vi+1 is set to one. Of course, this is overhead and it does not seem obvious why we
should need it at this point, but the next chapter will give us more information about this.
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4.2 Sub Graphs
In a publish/subscribe system we have more than one path. To model this we take the hybrid
formulation because it is easy to extend it to multiple paths. That is also the reason for the
hybrid formulation, to have a possibility to extend the path formulation to multiple paths and
merge them into one formulation. This representation of multiple paths is also very convenient
in respect to our goal, optimising.
Basically we have two kinds of sub graphs. The first we can call shortest path trees where there
is one publisher with all its subscribers The second is the general sub graph where multiple
publishers and subscribers can occur. In both cases, we can do pretty much the same as in the
hybrid formulation, but with more than one path. For every start and end point pair a path
Xp,s will be formulated and the constraints for the connectivity are enforced. Additionally one
matrix with all edges is needed. Therefore, what we have is a set of paths and a matrix
{X1p,s, . . . , Xsp,s} (4.19)
yi,j = {0, 1} : i, j ∈ R (4.20)
The mapping is the same as in the hybrid formulation but will be done for every path. The
only difference is the fact that if the edge is already set then no change will occur. The edge
will be set to one, only if it is not set.
We will see the advantage of this formulation when we address the cost function later on.
However, one thing in advance, it is easier to use a matrix for this. Also positive is the fact
that we still have each individual path, which we can use later on in the section that addresses
filters. Nevertheless, it also introduces a disadvantage that we will cover later on.
4.3 Filters
We mentioned filters before and used them as a tool to tell different subscriptions and adver-
tisements apart. Now we look at them in more detail for providing a detailed explanation.
The task of filters in our scenario is to encode information about a subscription or advertisement.
This is done by using binary strings, called a dz expression, as presented in [34], as filters.
This binary string can encode the content of an event, subscriptions, or advertisement. A dz
expression is defined as follows:
dz = {dz1, . . . , dzn} : dzi ∈ {0, 1} (4.21)
Every digit represents a dimension in the space of possible attributes. The dz expressions can
have a different length or number of dimensions, but they all have a maximum number of
dimensions n. The dimensions are computed according to the content that is available, and
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can represent this content. The structure of a dz expression perfectly matches an IP address
and so we only need to reserve an IP address space and can use these IP addresses as our
filters. With this, we can use OpenFlow flows and set the matching to the IP address, which we
previously computed. Without much effort we have a way to deploy the expressions directly
and have a basic publish/subscribe system, although there can still be some complications.
With the definition of a dz expression we can formulate what the expression must be capable
of. Let Dz(ri, rj) denote one of the dz established between ri and rj . Obviously, we require
Dz(ri, rj) = ∅ if L(ri, rj) = 0. (4.22)
Otherwise
Dz(ri, rj) ⊃ dz(s ∩ p) if ∃(xip,s, xjp,s) ∈ Xp,s. (4.23)
To simplify the expression above we define
Dz(ri, rj , p, s) := ⊥ if L(ri, rj) = 0 (4.24)
and otherwise
Dz(ri, rj , p, s) := dz(s ∩ p) if ∃(xip,s, xjp,s) ∈ Xp,s. (4.25)
From this, we can estimate the number of flows and overlaps. For instance,
flows(ri) :=
∑
p,s,rj
(Dz(ri, rj , p, s) ̸= ⊥) (4.26)
gives the number of flows on a switch. If we constrain this number, we can prevent overloading
of a switch if we include the data rate of the flows.
Furthermore we have some additional properties of the dz expression, that are needed. We
will describe these properties in accordance with the formulation by vertices. In general, the
filter needs to forward only those messages that are really needed later on and needs to cut
off the messages that are not needed anymore. However, it is possible that filters on a path
will get longer or shorter from time to time. This is due to our goal to optimise, which means,
share paths. Because of this we cannot set exact constraints for the dz expressions. The only
condition, that counts at any time, is that the filter must be the super set of the dz of the
publisher and subscriber. Therefore
Dz(xip,s) ⊇ dz(pPub ∩ sSub) if sSub ⊂ pPub. (4.27)
The dz expressions can vary from switch to switch if one expression is shared by different
paths. The expression can get longer or shorter which depends on the paths that are merged.
Generally, there are two basic possibilities. The first is that previously shared filters split and
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the individual filters get longer or stay the same, which means they are more specialised and
are therefore a sub set of the previous filter.
∀(xi, xj) : i ≤ j ⇒ Dz(xjp,s) ⊆ Dz(xip,s) (4.28)
The second possibility is that multiple filters come together on one edge and are merged into
one less specialised filter, which is shorter and a super set of all the previous filters.
∀(xil , xk) : il ≤ k ⇒ Dz(xkp,s∑
l
) ⊇
∑
l
Dz(xilp,sl) (4.29)
The expression on the last switch, on which the subscriber is connected, should be exactly the
dz expression of the subscriber.
Dz(xnp,s) ⊆ dz(s) if sSub ⊂ pPub (4.30)
The dz expression on the first switch is dependent from the following filters like all other filters
except the one that delivers messages to a subscriber.
Of course we also need a minimum and maximum length of the dz expression. Whereupon the
maximum length depends on the IP space, we get and is therefore already set. Therefore we
define l(Dz) = i : i ∈ N i = {1, . . . , n} where n is the maximum length, set by the IP space.
With this, we can define that all the dz expressions must be equal or greater than one:
∀i : l(Dz(xi)) ≥ 1 (4.31)
Also
∀i : l(Dz(xi)) ≤ n (4.32)
must apply.
At last, we have the possibility to compare filters. Not only to compare if they are the same
but also to check if they share a common prefix and are therefore similar. We have two dz
expressions, dz1 and dz2. What we want to know is how similar they are, that is to say, how
long the prefix is that they share. The use for this will be later explained in the section about
clustering. The comparison can be done by simple pattern matching. We generate a third string,
which is the shared dz expression, dzs with not previously known length. This represents the
prefix of the two other expressions.
dzis = 1 if dzi1 = dzi2 = 1 (4.33)
dzis = 0 if dzi1 = dzi2 = 0 (4.34)
If dzi1 ̸= dzi2 then this means that the prefix has ended.
We also introduce the function
DzS(dzi, dzj) = dzs if dzi, dzj have a shared prefix (4.35)
DzS(dzi, dzj) = ∅ if dzi, dzj have no shared prefix (4.36)
which results in a dzs if the two dz expressions have a common prefix and an empty string if
they do not have a common prefix.
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Before we can define the cost function and its purpose we need to define what a weight and
what its purpose is. The weights in our graph have the assignment to control the load in the
system. We can manipulate these weights, they are not fixed. A lot of the optimisation will
be done through the manipulation of the weights of the edges. First, we need to define what
exactly the weights are and what characteristics apply.
The value of a weight wi,j , i, j ∈ R, itself is element of N and has an upper bound Bu and a
lower bound Bl.
wi,j ∈ {Bl, . . . , Bu} ∈ N (4.37)
At the beginning, each edge in the graph has the same upper and lower boundaries but these
boundaries can change from graph to graph. With the size of the interval, the granularity can
be chosen. For some optimisation scenarios it can be necessary to have a very fine granularity,
for others it is sufficient to have a coarse granularity. The bounds of the weight can be changed
during an optimisation to converge the bound to an absolute value at the end.
With the weights and its properties defined, we can attend to the cost function. On the one
hand, the cost function ensures the connectivity for our path formulation by vertices and on
the other hand, the cost function obviously calculates and represents the costs of our choice of
edges. Luckily, we can define a very easy cost function due to our definition of the weights.
The weights of the edges as well as the boundaries of the weight can be changed. This allows
us to outsource the weight computation and to concentrate on the cost function by assuming a
weight matrix for every weight. The cost for taking an edge is therefore the weight of the edge
itself.
c(i, j) = wi,j ∈ {Bl, . . . , Bu} ∈ N (4.38)
Now we only need to multiply the weight matrix with the matrix of used edges, yi,j , and we
have the actual weight for the optimisation process. Afterwards the weights need to be updated
with the new load on the edges.
The load on the edges can be expressed in form of the streaming rate over this edge. Every
path that uses this edge and has not exactly the same messages as another path needs to be
added. However, we will not only add the value of the streaming rate because we want that
our two bounds convert to one absolute value and the graph has the optimal weight for the
optimal routes. This is also convenient later in the clustering and fragmentation part. We can
express the influence of other paths and even the influence of other applications this way. The
overall streaming rate of a switch is
λri :=
∑
Xp,s
(λp,s) : ∀Xp,s where ri ∈ Xp,s (4.39)
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However, we can subtract the messages that are duplicates. Those will be forwarded only once.
Of course, there needs to be a constraint that limits the stream rate for a switch like
λri ≤ a. (4.40)
where a is a certain value that cannot be exceeded.
The cost function has also the task to assure sharing of paths and optimising the bandwidth us-
age. The bandwidth usage is conveniently represented by the streaming rate, which influences
the weight and automatically has an influence on the cost function. The sharing of the paths is
done through the optimisation process where the result has the lowest weight. To achieve this,
the paths need to be shared.
Through the definition of the cost function for unconnected switches, the cost function also
ensures the connectivity of a path without any more effort. Additional constraints for the
number of flows on a switch and the streaming rate of a switch balance out the load of a switch.
For the length of a path, we do not need additional constraints, the path formulation takes
care of that.
Now we can fully concentrate on finding the best balance between overall bandwidth usage,
individual bandwidth usage on each switch, average delay and individual delay and of course
load balancing.
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Sub Solution Formulation
In the previous chapter we presented several models that we need in our system. Now we will
formulate the problem and the solution thereof. Some problems have multiple solutions each
with its advantages and disadvantages. The idea is to select one solution for each problem and
put them together into a framework which we will present in the next chapter. The problems
and therefore the solutions are dependent on each other in this framework. So we will also
present the input and output of each solution to give an overview how they can interact. We
will also present solutions to the transformation problems and mechanisms which we presented
in the previous chapter. Solutions in the framework can be exchanged for other solutions that
solve the same part of the overall problem. For slightly different problems it can be sensible to
choose another solution.
Some of the problems can be merged and solved in one solution. This can have its advantages
but also its disadvantages. An advantage is certainly the knowledge that is combined in
one program. We do not need mechanisms to communicate between the components or
to transform the output. But combining multiple problems will most likely increase the
complexity and also the time to execute the program. Although the communication can be
an overhead the structure of the framework with multiple components increases its flexibility.
The simple exchangeability of each part with a different one is very convenient and would be
destroyed if we merge too many parts together. With the concept of exchangeability of parts
we can easily optimise in different directions if we change a few components. We can choose
the optimisation goal or the impact of parameters which can be the weight, the delay, load
balancing or something completely different.
5.1 Optimisation solutions
At first we will present the optimisation solutions. These will be solving the optimisation
models we presented in chapter 4 on page 15.
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5.1.1 Shortest Path Tree Solution
The first solution that is presented addresses the problem of finding a path between two
participants. Later in this subsection a solution for the problem of one publisher and multiple
subscribers is presented. These solutions are straightforward and easy to implement. They also
fit well in a multi-component framework.
Compute Shortest Path
The formulation for a program to search for the shortest path between two vertices is easy and
this program solves the problem optimally.
The input to this computation is the topology with its weights wi,j , i, j ∈ R, on the one hand
and the publisher/subscriber pair on the other. That is to say both ends of the path are defined.
The topology is a graph G = (V,E) but only the edges are of interest to us. The input of the
program is the set of edges ei ∈ E in G
ISP = {e1, . . . , en} (5.1)
where two edges are already set. The two edges, that are set, are the one from the publisher to
its switch and from the subscriber to its switch.
The output is therefore a set of shortest path
OSP ⊆ ISP = SP. (5.2)
The program itself is the following:
Min
∑
ci,jyi,j i, j ∈ R (5.3)
Subject to
∑
y1,j = 1 (5.4)∑
yk,N = 1 (5.5)∑
yi,j =
∑
yj,k (5.6)
yi,j = {0, 1} (5.7)
yi,j are the edges and ci,j the cost of the edges which was explained in section 4.1.2 on
page 17.
We minimise the amount of edges in the solution and have the connectivity as a constraint. This
is formulated over the incoming and outgoing edges; their sum has to be zero except at the start
and end point. It is possible to compute multiple shortest paths for one publisher/subscriber
pair by excluding the previous solutions through constraints. This can be used in the next
step, presented in the next sub subsection. It is also possible to get the optimal and some
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sub-optimal solutions with the same computation. Sub-optimal solutions can be used in the
same way as optimal solutions in the next steps to give more variety for further processing.
If we run the computation several times we will have more than one shortest path in the set
of shortest paths. Sub-optimal values for one path can also be put into the set if we have a
further step that can make use of these solutions. It is also possible to incorporate a more
sophisticated mechanism to prepare the results for further computation but that could also be
too much insofar that we would solve the next step in this step already.
Either way we will take the formulation of a path by edges for a single shortest path where the
path is a matrix where the used edges are marked.
yi,j =
0, if edge is not used1, if edge is used (5.8)
This format will later be transformed into the hybrid formulation when we have more than one
path to describe. This transformation can be easily done because we already have the matrix
formulations of all paths. We only need to set the edges in the new matrix.
Advantages
1. Fast computation through implementation in linear programming.
2. Ensured connectivity for a pair of vertices on a path through the formulation by the
edges.
Disadvantages
1. Very heavy tree with lots of filters and lots of messages because only individual paths are
considered.
Build Shortest Path Trees
With the given set of paths, a tree for each publisher and its subscribers can be computed. We
have two options in this case. The first is just adding all the paths to one matrix when we
have only computed one path for each pair of publisher and subscriber. The second option
is choosing the best path for every pair of publisher and subscriber out of a set of paths for
those two. The choice of the option depends on the choice in the previous step. When we have
chosen to compute only one path for every pair we can only do the first choice. The second
option would not differ from the first one because we cannot choose between several paths. If
we have several paths for every pair we need to take the second option and choose the best
path.
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When we have only one path for each pair and even if we have several paths but not all for
each pair, we cannot guarantee that we will find the overall optimal solution for the tree this
way. Even if only one path that would be needed for the optimal solution is missing, then
we would have a loss of quality in the solution, which means we cannot reach the optimal
solution but only a sub-optimal one. This is the case for every path that we choose but is not
the optimal one for the tree.
The input ISPT of the problem is a set of a set of shortest paths and a shortest path is a set of
edges that is the subset of the topology.
ISPT = {SP1, . . . , SPn} (5.9)
For each set of shortest paths a shortest path tree for a publisher will be computed. The output
is therefore a set of shortest path trees
OSPT = {SPTp1 , . . . , SPTpn} (5.10)
The approach to the optimisation is straightforward. We need to select one path out of each set
for a pair of endpoints for all pairs and the overall solution should be optimal in respect to the
cost. The minimisation of the costs can be done through sharing of paths. Sharing effectively
reduces the costs by helping to send a lesser amount of messages. But we cannot randomly
share some paths because the connectivity of publisher and subscriber must remain.
The formulation of the program is as follows
Min
∑
ci,jyi,j (5.11)
Subject to
∑
m
Bn,m = 1 (5.12)
if (Yn,m,i,j = 1 ∧Bn,m = 1) then yi,j = 1 (5.13)
Yn,m,i,j = {0, 1} (5.14)
Bn,m = {0, 1} (5.15)
where yi,j are the edges and ci,j the cost of the edges.
Yn,m,i,j ∈ {0, 1} represents the set of edges where the possible paths are represented as a two
dimensional matrix n×m, n the number of pairs and m the number of paths for each pair and
i and j to identify affiliation. We need to choose one path for each pair that has the maximum
amount of shared edges with the other paths and thus the minimal costs.
There can only be one path from each set for a pair because we do not need more than
one connection between two end points. More than one connection could even be bad
because the subscriber would get duplicated messages. To express this behaviour we introduce
exclusivity which means that only one path for a set of paths for a pair can be chosen.
Through equation (5.12) we can reach exclusivity for each n.
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An edge yi,j is enabled, if a path uses this edge. If another path uses this edge as well, the costs
will stay the same. For each chosen path the corresponding matrix yi,jp,s will be merged with
the existing matrix yi,j which represents the tree. As we want to reflect the sharing with the
cost of an edge, we set the value of yi,j instead of adding. Equation (5.13) on the previous
page ensured this. It is not important what the value of yi,j was before this execution, the
only thing of importance is the value after execution. If the edge was enabled already, nothing
changes. But if the edge was not enabled, it is now enabled.
Advantages
1. Groundwork can be done easily.
2. Dynamical with respect to number of paths for each pair.
Disadvantages
1. May not be optimal if all paths were not computed.
Combination Solution
Both of the computations above can be merged into one computation. But we must keep in
mind that if we do more of the problem in one step, the step itself will get more complicated
and will take more time. On the other hand, the quality of the solution could be better if we
combine the steps. If we separate the steps, we would need to compute all possible solution
sets to compute the optimal solution in the next step. We would need to do something similar
in the combination solution, but it is nonetheless more efficient as we do not need to compute
all solutions for the shortest paths. The basic approach is to break away from the idea of
shortest path and consider all participants at once. Then we can find an overall solution more
efficient. But of course we ensure the connectivity of publish subscriber pairs.
The input of this combination solution would be the same as in the shortest path solution with
addition of the publishers and subscribers
ICS = ISP = {e1, . . . , en, p1, . . . , pn, s1, . . . , sn} (5.16)
but the output will differ a bit from the previous solution. We will again have a set of edges
that differs from the input
OCS = {e1, . . . , em} (5.17)
The formulation of such a program can be realised as follows. We define a path for each
publisher/subscriber pair. This path is defined through a series of vertices. The first vertex
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is the switch to which the publisher is connected and the last one is the switch to which the
subscriber is connected.
Min
∑
i,j
ci,jyi,j (5.18)
Subject to Xl,p,s ∀xil,p,s ∈ Xl,p,s ∈ R (5.19)
x1l,p,s = rp ∈ R (5.20)
xnl,p,s = rs ∈ R (5.21)∑
r∈R
B(l, r, n) = 1 (5.22)
∑
r∈R
r ∗B(l, r, n) = Xl,p,s (5.23)
yxi
l,p,s
,xi+1
l,p,s
= 1 ∀xil,p,s ∈ Xl,p,s (5.24)
So we have a set of paths in equation (5.19) following the formulation in section 4.1.1 on
page 16 for a path. The index l gives us the number of paths and n in equation (5.21) the
length of the path. A further variable Bl,r,n is needed so that only one r ∈ R is chosen for
every position in Xl,p,s. This is done through equation (5.22) and the switch for this position is
constrained to be in R through equation (5.23).
The connectivity is already ensured over the costs of each edge. If there is no connection
between two switches, then this edge will have an infinite weight. Now we just define all the
paths from the publisher to its subscribers and minimise the costs over it. The sharing of the
paths is done automatically through the cost function. The mapping is done in equation (5.24)
which maps the enabled edges of a path to the overall edges represented in yi,j .
This solution is very variable and can be used for several publishers and their subscribers at
once. We only need to take care that the included participants share a common prefix for their
filters. As a drawback this solution can only be implemented as a mixed constraint oriented
program because ensuring connectivity through the costs has its price.
Advantages
1. Optimisation in one step.
2. Multiple publishers are supported.
3. Weights can be used to express load.
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Disadvantages
1. Consumes more time if the network is big.
2. Only implementation as mixed constraint oriented program.
5.1.2 Minimum Spanning Tree Solution
There is another solution to compute paths or rather a solution to compute a tree for a publisher,
a minimum spanning tree. A minimum spanning tree is a tree with minimum weight that
connects all the vertices. One could first compute a minimum spanning tree for each publisher
and its subscribers. The paths will then be embedded in this spanning tree. After that multiple
spanning trees can be merged by filters.
The input of this problem is the same as in the shortest path solution, the set of edges
IMST = {e1, . . . , en} (5.25)
and the output is a minimum spanning tree for the participating vertices, which is again a set
of edges
OMST = {e1, . . . , em} = MST (5.26)
We can use a sub graph instead of the whole graph if we do not need all the vertices. But
it is not a good idea to compute a spanning tree for all publishers and subscribers at once,
except when the tree is balanced. But even then it is not a good idea and it would be better to
group them together according to their filters. On the one hand, we want to have the least
possible amount of messages, which means the least amount of edges, on the other hand, we
do not want to overload some of the switches. We want to distribute the load of the switches
evenly. We could do this by computing spanning trees for publishers and merging them when
necessary. But we would need a fast way to compute spanning trees. Luckily, this is possible, at
least with normal programming. There are polynomial algorithms for the minimal spanning
tree problem. A linear programming solution is presented in [21].
Min
∑
cT s (5.27)
Subject to s(γ(U)) ≤ |U | − 1 ∀U, ∅ ≠ U ⊂ V (5.28)
s(E) = |V | − 1 (5.29)
se ≤ 0 ∀e ∈ E (5.30)
We have the cost function in equation (5.27) where T is the edge set of a spanning tree
and we minimise the cost function. Thereby c is the cost vector with the costs of each edge.
Furthermore we have a set of vertices U ⊂ V and γ(U) which marks the edges which have
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both endpoints in U . The shortcut q(B) is used to indicate ∑(qj : j ∈ B) for any set A and
B ⊆ A and vector q ∈ RA.
We see that it is indeed possible but it brings its problems if we formulate it in a linear program.
One such problem is the huge amount of constraints that we would need. But minimum
spanning trees also have the drawback that some paths can get really long. The worst case
scenario is a chain of vertices. That is an undesired effect that we want to avoid. Although
spanning trees have their advantages we need to look at a different approach to ensure a
maximal path length.
Advantages
1. Known and fast algorithms.
2. Minimal weight.
Disadvantage
1. Linear programming formulation is inefficient.
2. Individual maximum path length cannot be guaranteed.
5.1.3 Balanced Trees
An approach that eliminates the problem of the path length and that can guarantee that the
weight of the tree is not higher than a certain factor of the minimum spanning tree is presented
in [32]. The ideas of a shortest path tree and a minimal spanning are combined. The goal is to
get a good balance between minimising the total number of edges used and also minimising
the delay between the participants through the length of the individual paths. Therefore the
minimum spanning tree and the shortest path tree will be computed. An iteration, started from
the root of the minimum spanning, begins and checks for each vertex if the length condition is
fulfilled. If it is violated the shortest path for this edge is inserted and the iteration continues.
The input of this problem would be the minimum spanning tree and the shortest path tree
IBT = (MST, SPT ) (5.31)
and the output would be a balanced graph with a maximum path length
OBT = BT (5.32)
If we try to formulate this as a linear or constraint oriented program we will soon see that
it is very similar to the combination solution of the shortest path tree. We will start with
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a graph that consists of the minimum spanning tree and the shortest path tree. Edges that
were not used in one of them are not available in the graph. To ensure the length of every
individual path we need to keep track of the length of each path. The easiest way to do this
is to have a path variable with a certain length. The vertices that are used for this path are
saved in this variable. Then we try to minimise the edges. In other words it would be the
same as in the combination solution. The reasons for this are the adjustments that need to be
made to transform the solution in a constraint oriented programming one. We cannot simulate
iterations very well in constraint oriented programs.
The original formulation will get complicated with multiple roots, also known as publishers.
The formulation only considers one root and the length for a path is from this one root towards
the vertex. Although this solution is good for one publisher it is not suited for multiple ones.
The adjustments for the constraint oriented programming solution have the advantage that we
can formulate it with multiple roots, although we need cycle detection and we could just take
the combination solution.
Advantages
1. Not the minimal length and minimal weight but balanced results.
Disadvantage
1. Problematic with multiple publishers.
2. Constraint oriented programming formulation is the same as in the combination solution.
5.1.4 Steiner Tree
An often used approach in route optimisation is the Steiner tree algorithm. The Steiner tree
algorithm is a combinatorial optimisation algorithm which tries to reduce the number of edges
in a graph while it maintains the connectivity for a set of vertices. [30] The computation is
done by adding additional vertices to the graph. There exist formulations of the algorithm like
in [51] and also linear programming formulations [4] and its optimisations [3]. There also
exist approximation algorithms that solve the problem almost optimally and in polynomial
time. [50]
The input would be our vertices that we want to connect
IST = V \W (5.33)
∀w ∈W ⊂ V : w ̸= PST ∧ w ̸= SST (5.34)
where PST are the publishers for the Steiner tree and respectively SST the subscribers.
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We borrow the linear formulation from [4]. The vertex set V is divided into U , the normal
vertices, and O, the Steiner points, V = U ∪ O. Steiner points are vertices that are used to
decrease the length between the vertices that need to be connected. In our case the Steiner
points are the points we do not use. Additionally a tree T (V ′, E′) is defined. This tree is a
spanning tree where U ⊂ V ′ ⊂ V and E′ ⊂ E. The goal is to find a tree T ∗(V ∗, E∗), which is
optimal with respect to the weight of the tree. This tree would then be the Steiner tree. Since
this is a set covering formulation we need additional auxiliary means. First we need to partition
V into two disjoint sets, V = D ∪D, D ∩D = ∅. U ∩D ̸= ∅ and U ∩D ̸= ∅. O = (D,D) is the
cut set of edges between D and D, there are multiple ones. The program is the following:
Min
m∑
j=1
cjyj (5.35)
Subject to
m∑
j=1
ai,jyj ≥ 1 (5.36)
ai =
1, if edge ej ∈ cut set Oi0, otherwise (5.37)
yj = {0, 1} (5.38)
The variable i = 1, . . . , o defines the Steiner points where the maximum amount of points is o
and the variable j = 1, . . . ,m the edges in E where the maximum amount is m. The weight
for an edge e ∈ E′ is cj . We try to minimise this weight.
Now we define the set
y∗ = (y∗1, . . . , y∗m) (5.39)
which represents the optimal solution for the program and the set
T ∗ = {ej |y∗j = 1} (5.40)
which represents the optimal solution for the Steiner problem.
Although this is an established algorithm and is used quite often we are confronted with the
same problem as in the subsection with the minimum spanning tree. Individual paths can get
too long and the tree is not balanced. We cannot ensure the length of a path and that can
be a problem if some delays become too high. We want to achieve an overall balanced route
where no delay is significantly higher than any other. Besides, we can get a lot of cycles if we
compute a tree with multiple publishers and want to use generalised rules for the filters. Also
the initialisation of the first graph and the adding of new subscribers and publishers may not
be as fast as needed.
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Advantages
1. Well researched algorithms.
2. Approximation algorithms in linear time.
Disadvantages
1. Not balanced.
2. Individual paths can be very long.
5.1.5 Centre switches
This approach is similar to the one in section 5.3.1 on page 43. It is the attempt of constructing
of a spanning tree with selected switches as centres of the paths. At first, there is only one
switch as the centre. Every path from publisher to subscriber is via this switch. The input is
therefore the multiple shortest paths and the first and only centre switch CS1
ICS = (SP1, . . . , SPn, CS1) (5.41)
Through this we ensure that there are no cycles, because we control all the paths. But of course
if the network has a certain size there would be too many paths via this switch. Therefore we
search for more switches that can serve as centre switches. The paths are distributed between
them according to the path lengths and the filters. We can reduce the load of the switches and
manipulate the length of the paths accordingly. This results in the output of new paths and
new centre switches
OCS = (SP1, . . . , SPn, CS1, . . . , CSn) (5.42)
In figure 5.1 on the following page we start with one centre switch and end up with three of
them.
But the placement of the switches presents a problem. We only have knowledge about the
shortest paths between each publisher and subscriber pair beforehand. We need to compute
the quality of the placements of the switches and set them in the right spots. This is the same
problem as in the previous solution but maybe we can use mechanisms similar to clustering
mechanisms to do that.
It is important to distribute the paths according to the filters or else we would not have any
benefit out of it. We then need to compute the shortest paths between the publishers and the
centre switches and the centre switches and the publishers. This computation can be done in a
very effective way so there is no problem in doing this multiple times. There also exist some
paths between centre switches to distribute messages that arrive at one centre switch but the
subscriber is connected to another one.
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(b) Situation after computation
Figure 5.1: Computation with centre switches
For a linear or even constraint oriented program we need to outsource the filter matching.
Although it can be done in a linear program it is not efficient, which is shown later. Also, we
need to divide the program further to formulate it. The process if iterating through several
problems in one program is not working well, especially if some of the problems have sub
problems themselves. The sub steps we need to do are the following:
1. Clustering of the filters.
2. Calculation of suited switches.
3. Computation of the shortest paths.
We have already shown the solution for the last point and the solution for the first point will
follow later. The second point was already presented in the previous chapter. But if we do it
with sub steps it is possible to get some cycles, only the complete step would prevent them,
because only then we have complete control. On the other side, the complete step would be
cumbersome to implement as a constraint oriented program.
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Advantages
1. No cycles through the means of construction, if done in one step.
2. Centre switches can be chosen, but...
3. Partitioning according to the flows is possible.
4. Minimal amount of edges between centre switches.
Disadvantage
1. Computation can be very time consuming.
2. ... computation of the location is time consuming.
3. Not balanced in matters of path length.
5.1.6 Clustering
To get better results in computation time we can partition the graph into several sub graphs.
The overall time will reduce, but it also has an effect on the quality of the solution. When
we do not consider all vertices and edges in one computation we need to have some fixed
vertices and edges to ensure connectivity between the partitions. These cannot be changed in
the optimisation and can therefore reduce the quality. Clustering and fragmentation can both
reduce the size of the graph and partition the graph into sub graphs. We will see clustering
as a means to group similar participants together according to the content they produce or
consume. That means that clustering will be done for the filters and reduces the edges in a sub
graph. Fragmentation will be seen as a means to partition those sub graphs even further and
reduce the number of vertices that are considered.
Prefix Matching
Prefix matching is one way to compare two filters. It is easy to implement it and it is sufficient
for a prototype implementation. There are several algorithms for pattern and prefix matching.
If we want to use the topology in the best possible way and produce the minimum amount of
messages and also false positives, we need to merge some paths that do not have the exact
same dz expression but a matching prefix. Prefix matching can be done in an easy way with
normal programming methods. The naive way would be to compare both dz expressions step
by step, one bit at a time. Then one can save the length of the common prefix and the prefix
itself. Incidentally the dz expressions are bit strings and can be easily compared. We could also
compare intervals of dz expressions which reduces the time but also the accuracy of the prefix.
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Before we try to reduce the time in this way, it is a better idea to use more advanced methods
and accept more complexity in the implementation.
The input are the two dz expressions that we want to compare, dz1 and dz2
IPM = (dz1, dz2) (5.43)
and the output is a prefix, that is also a dz expression, dz3, that can be empty
OPM = dz3. (5.44)
There are optimised ways to do this like in [33] and [62]. But right now the important question
is if this problem can be solved as a linear program. Currently there are no attempts to solve
pattern matching as a linear program. One of the reasons is that it is not really an optimisation
problem. We only compare two strings and give the longest prefix back. The other reason is
the amount of constraints we get if we want to compare the expressions bit by bit. We would
need to formulate a constraint for each comparison and the longer the expressions are the
more constraints we would need. For a linear program it is therefore advisable to divide the
expression in some parts and only compare the parts. This gives us lower granularity but lesser
constraints and therefore lesser execution time. Additionally we face the problem that we
need to formulate a linear program every time we compare two dz expressions and this is will
happen very often.
Nonetheless we can formulate the linear program as follows. Again, we have two dz expressions
dz1 and dz2. These are the expressions that we want to compare, both have a certain length.
Additionally we need a variable dz3 where we save the result of the comparisons. Then we
need as many constraints as the length of the expressions are.
Min/Max l(dz3) (5.45)
Subject to dzi3 = 1 if dzi1 = dzi2 = 1 (5.46)
dzi3 = 0 if dzi1 = dzi2 = 0 (5.47)
What we set as our objective function is not important, we just use the length of dz3 which we
can minimise or maximise. The constraints ensure that there is only one value and this value is
the length of the prefix.
Although we can formulate a linear program, the better way to do this is with normal program-
ming because even when the linear program is faster in solving the problem we still need to
initialise it every time.
Advantages
1. Easy to implement in normal programming languages.
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Disadvantages
1. No reasonable linear programming implementation.
Distributed Spectral Cluster Management And Alternatives
Of course there exist several cluster mechanisms like the one in [52], this one is even a linear
program, and the one in [58]. For the creation of the filters, [58] is used so the algorithm
presented there is a suitable candidate for an optimised version of the framework. For our
current goal, it is sufficient to take an easier one so that we do not spend too much effort on
this part. Nevertheless, for future implementations of the framework this algorithm can be
used.
The input of the problem is a set of dz expressions
ISC = (dz1, . . . , dzn) (5.48)
and the output is a clustering of the dz expressions, which means k clusters cl of dz expres-
sions
OSC = (cl1, . . . , clk). (5.49)
Right now we will formulate the program according to [52], but first we will look at a problem
that arises with clustering. In clustering algorithms there exists a distance, which can be
Euclidean, rectilinear or other distances. This distance is used as a way to decide which
entities are clustered together. In many cases it is simply the spatial distance between two
of the entities. But we need a different kind of distance in our case, one that represents the
difference between content and that means between two filters. On easy way to do this is the
difference that is represented through the overlapping prefix of the filters which means we
need a mechanism to compare them, which is prefix matching. If we can compute something
like a checksum and compare them it would be excellent, but such an approach does not
exist currently. This makes it problematic to formulate the entire problem as a constrained
oriented problem, because pattern matching is not the most efficient solution in constrained
oriented programming. Nevertheless we can formulate the program as follows. What we want
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to minimise is the maximum diameter among the clusters we generate. The program looks like
the following:
Min Dmax (5.50)
Subject to Dk ≥ di,jxi,kxj,k∀i, j, k : i = 1, . . . , n, j = 1, . . . , n, k = 1, . . . ,K (5.51)
k∑
k=1
xik = 1∀i : i = 1, . . . , n (5.52)
Dmax ≥ Dk∀k : k = 1, . . . ,K (5.53)
xi,k ∈ {0, 1} (5.54)
Dk ≥ 0∀k : k = 1, . . . ,K (5.55)
K is the total number of clusters, Dk is the diameter of cluster k and Dmax is the maximum
diameter of all clusters.
For the time being we will be using a simple clustering algorithm which utilises pattern
matching and we will do this as a normal, not constrained oriented program. When there is an
efficient way to compare the filters, we can easily implement a constrained oriented or even
linear program and insert it into the framework.
Advantages
1. Clustering allows us smaller sub graphs where we need to be concerned about similar
filters only.
2. Sub graphs allow us faster execution time.
Disadvantages
1. Can have great influence on the quality of the solution.
5.1.7 Summary
At the end we want to present the summary of the advantages and disadvantages of the
presented optimisation problems in table 5.1 on page 41.
Advantages Disadvantages
Shortest Path Tree Shortest Path • Fast computation,
LP implementation.
• Ensured connectiv-
ity.
• Heavy tree.
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Advantages Disadvantages
Build Shortest Tree • Groundwork can
be done easily.
• Dynamical.
• May not be opti-
mal.
Combination Solu-
tion
• Optimisation in
one step.
• Multiple publishers
are supported.
• Weights can be
used to express
load.
• Can consume much
time.
• Mixed constraint
oriented program.
Minimum Spanning
Tree
• Known and fast al-
gorithms.
• Minimal weight.
• LP formulation is
inefficient.
• Maximum path
length not guaran-
teed.
Balanced Tree • Not minimal, but
balanced.
• Problematic with
multiple publisher.
• COP formula-
tion the same as
in combination
solution.
Steiner Tree • Well researched al-
gorithms.
• Approximation al-
gorithms in linear
time.
• Not balanced.
• Paths can be very
long.
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Advantages Disadvantages
Centre Switches • No cycles, if done
in one step.
• Centre switches
can be chosen,
but...
• Partitioning possi-
ble.
• Minimal amount of
edges between cen-
tre switches.
• Can be very time
consuming.
• ... computation of
the location is time
consuming.
• Not balanced path
length.
Clustering Prefix Matching • Easy to implement. • No reasonable LP
implementation.
Clustering • Smaller sub graphs
with similar filters.
• Sub graphs allow
faster execution
time.
• Can have great in-
fluence on the qual-
ity of the solution.
Table 5.1: Summary of advantages and disadvantages of the optimisation solutions
5.2 Transformations
Here we will present a transformation that is necessary to complete the forwarding of the
messages in the network.
5.2.1 Filter Embedding
Independent from the solution we choose to compute the paths we still need a solution to
embed filters in these paths to reduce the number of overall messages and false positives.
Although we did something similar by minimising the edges, we did not prevent false positives
in every occasion. Through reasonable applying of filters we can reduce the number of
messages that need to be sent. But it is important to maintain the correct delivery of positive
messages. It never should be the case that a message does not arrive at its destination although
it should have. Thus the filters should be as specific as possible to decrease false positives
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but sufficient unspecified to forward all messages that need to be delivered. It will not be
possible to have no false positives at all but it would be desirable to have no false positives at
the subscribers and only a minimum amount of false positives in the network.
The input will be a sub graph of G, Gs, the advertisement of the start point As and the
subscription of the end point Bs
IFE = (Gs, As, Bs). (5.56)
The output will be Gs with added filters which we will call Gsf
OSF = Gsf (5.57)
Gsf itself is a sub graph of Gf which is G embedded with filters.
We need a mechanism to check if there are similarities between two filters. This can be done
either through pattern matching or some clustering techniques. However, the formulation as a
constrained oriented program brings the problem that we need to compare filters, which is a
problem, because something like pattern matching is cumbersome. It is reasonable if we do
not use constrained oriented programming in this case and instead use normal programming
for this path. Nevertheless we can formulate a constrained oriented program but we would
need one for each comparison because the length cannot be changed dynamically. This would
not be very efficient.
Our basis is the graph
Gs(Vs, Es) (5.58)
with the paths
The program would look like the following:
Min
∑
vs
Nu(vs) (5.59)
Subject to Nu(vs) ≤ A vs ∈ Vs (5.60)
Dz(xnl,p,s, s) = dz(s) (5.61)
Dz(xil,p,s, xi+1l,p,s) ⊇ dz(s) (5.62)
Xl,p,s ∀xil,p,s ∈ Xl,p,s ∈ R (5.63)
Nu defines the number of flows on a switch in equation (5.60). In equation (5.61) and
in equation (5.62) we set the constraints for the dz expressions. The first defines the last
expression to the subscriber and the second the other ones between publisher and subscriber.
Although this is a transformation, we can formulate it as a constrained oriented program.
But that does not mean, that we can implement it easily. That is not the case. It would
get inefficient quite fast as it would need a lot of constraints for the dz expressions and the
limit of flows on the switches. This will be computed faster if we use a normal programming
language.
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Advantages
1. Helps in minimising the number of false positives.
Disadvantage
1. Too many constraints in constrained oriented programming formulation.
5.3 Mechanisms
In this section we present mechanisms that help us solving the optimisation problems. Some of
the mechanisms are essential like the cycle detection, some are obligatory.
5.3.1 Virtual Publishers/Subscribers
It could also be a good idea to introduce overlapping constraints for the computation of the
shortest paths. This can be advantageous for the choice of shortest path in a scenario where we
compute more than one shortest path for each pair of publisher and subscriber. To realise this
constraint we can introduce a set of virtual publishers V P and a set of virtual subscribers V S
to serve as merge points for paths. These publishers and subscribers will be placed in such a
way that two or more previously not joined paths will necessarily have some edges they share.
The input is the old shortest paths and the virtual publishers and virtual subscribers
IV p,s = (SP1, . . . , SPn, V P, V S) (5.64)
and the output will be a set of new paths Pnew
OV p,s = Pnew. (5.65)
But they can also be used in a different way for the fragmentation. How exactly they can be
used will be explained later.
The new paths, that are the result of the constraint, may not be the shortest for individual
publish/subscribe pairs but may be minimal in the overall view. For example in case of figure 5.2
on the next page there are less edges than before.
The idea behind this is to place virtual publishers and subscribers on vertices so that we can
force paths to use this vertex. We would compute two shortest paths and can use the linear
program that was presented earlier. The virtual subscriber consumes the messages that are sent
from the real publisher and the virtual publisher republishes these messages to the original
subscriber. The drawback of the solution is the additional time that is needed to compute the
location of the virtual publishers and subscribers. This search itself is no easy task to solve and
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Figure 5.2: Computation with virtual publishers and subscribers
it is uncertain if it is worth the gain. We would need to solve something similar to the facility
location problem. There exist several linear programming formulations [6, 35, 49] and we will
present one of them. We will take the multi facility location problem out of [49] which is the
following.
We have a number of new facilities f and old facilities g and a weight for the edges wi,j which
describes the weight between a new facility i and an old one j. We also have a weight vi,k
between two new facilities. Additionally we have two distance matrices d(Fj , Gi) for the
distances between a new and an old facility and d(Fj , Fk) between two new ones. At last
there are the location coordinates for the already existing facilities Gi : (aj , bj). The output is
Fi : (ai, bi) for the coordinates of the new facilities. The standard cost function is as follows
Min
∑
1≤j<k≤f
vj,k ∗ d(Fj , Fk) +
f∑
j=1
g∑
i=1
wj,i ∗ d(Fj , Gi). (5.66)
This solution only ensures that a new facility is connected with any of the old ones. But we
need specific connections between the publishers and virtual subscribers and between the
virtual publishers and the subscribers. We can achieve this the same way as in the combination
solution with a path where we define the start and end point. Of course, we would need the
mapping again which adds to the complexity and the time that will be consumed.
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Figure 5.3: Cycle after the computation
Advantages
1. The sharing of paths can be actively influenced.
Disadvantages
1. The locations of the virtual publishers and subscribers need to be calculated.
5.3.2 Cycle Detection
Although, we will try to prevent cycles we cannot prevent them in any case. Therefore we
need a mechanism that does cycle detection which analyses the graph and warns us if there
are cycles. A depth-first-search plus an additional storage for already visited vertices like in
Tarjan’s algorithm for strongly connected components is quite sufficient. [60] It is possible to
not only detect cycles but also save which vertices are included in the cycle. This is insofar
important that we can add some constraints to our constrained oriented program which ensure
that this cycle cannot occur in the next computation.
The input of this problem is a sub graph SG which can also be the complete graph
ICD = SG ⊆ G (5.67)
The output is a set of strongly connected components SCC and these sets should have only
one element so that no cycle exists
OCD = SCC (5.68)
A cycle, like the one in figure 5.3, is quite a problem. The only option in this case would be to
take a completely different route if we have more switches connected. If this is not the case we
need to solve this cycle with filters only.
Advantages
1. Cycle can be detected.
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Disadvantages
1. Cycles need to be resolved with additional computation.
5.3.3 Fragmentation
Sometimes it can be necessary to further divide the clustered sub graphs because their size
is too big. The fragmentation of the previously clustered sub graphs can be done via virtual
publishers and subscribers. Intermediate points will be chosen and they are fixed for the
computation. Those points ensure that the fragments are connected and that the direction of
the connection is correct. We take the whole sub graph and divide according to some criteria
like the size or we can even try to approximate the best intermediate points in terms of the
quality of the solution. The input is therefore the sub graph SG
IF = SG (5.69)
and the output is a set disjoint sub graphs SSG of the sub graph
OF = (SSG) (5.70)
∀SSGi ∈ SSG : SSGi ∩ SSG \ SSGi (5.71)
Approximating the intermediate points could be quite hard and we should not waste too much
effort for it. The influence on the solution can be balanced by choosing different fragments
in the following computation. We can also use more than one intermediate point if it is
reasonable, for example if we have more than one connection between two fragments. The
intermediate point will then be seen as a publisher/subscriber pair and will be treated as such
in the computation. This means we can ensure the connectivity over multiple fragments while
we optimise these fragments. An example is given in figure 5.4 on the next page.
It may also be possible to do this without fixed intermediate points but in this case we would
need synchronisation through multiple computations. There needs to be some agreement
which points will be taken while the computation is in progress. Right now it is not intended
to have communication between different optimisations directly. It will also be challenging to
implement this communication into a constrained oriented program. It may be impossible at
all.
Advantages
1. Allows us to shorten the computation time.
2. Allows parallelisation.
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SSG1 
SSG2 
Figure 5.4: Fragmentation of a graph into two sub graphs
Disadvantages
1. Intermediate points need to be found.
2. Can reduce the quality of the solution.
5.3.4 Re-balancing
Weights describe the traffic, delay or other properties of an edge or a physical connection,
depending on what we want to optimise. We then try to minimise the overall value of the
weights. It is therefore important to represent the weights reasonably. We want them to
represent the load on that edge. We already have some way to control the delay to a certain
degree, the length of the path. But we do not have any way to control the load. We will use
the weights to represent the current load on the edges. This can be done in two ways.
1. Represent the total load on the edge, for example in percent.
2. Represent a suggestion to choose or not choose the path.
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The first possibility is more static and is not guaranteed to converge to one value. It is possible
that in a future iteration a filter set will not use the edge anymore and we need to subtract the
whole weight that this filter set produced. This can lead to multiple extra computations, but it
can be prevented if we use a more dynamic approach.
The second one is the dynamic approach. It will converge to one value if there is no change in
publishers, subscribers and subscriptions. The weight will only increase slightly to indicate
that the load has increased and that other edges may be more attractive. Furthermore we will
change the boundaries of the edge each time so that the boundaries converge to one absolute
value which represents the final weight. Of course, additionally there is a hard constraint to
ensure that the switch and the edge will not get overloaded. We will call this approach the
re-balancing of weights.
Advantages
1. Allows us to converge the computation.
Disadvantages
1. Additional computation time.
5.3.5 Summary
At the end we want to present the summary of the advantages and disadvantages of the
presented mechanisms in table 5.2 on the following page.
Advantages Disadvantages
Virtual Pulishers / Subscribers • Sharing of paths can be ac-
tively influenced.
• Locations of VP and VS
need to be calculated.
Cycle Detection • Cycle can be detected. • Cycles need to be resolved
with additional computa-
tion.
Fragmentation • Allows us to shorten the
computation time.
• Allows parallelisation.
• Intermediate points need to
be found.
• Can reduce quality of the
solution.
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Advantages Disadvantages
Re-balancing • Allows to converge the com-
putation.
• Additional computation
time.
Table 5.2: Summary of advantages and disadvantages of the mechanisms
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Chapter 6
Framework
While we identified isolated problems in building a publish/subscribe system in chapter 5
on page 24, we now aim to build a framework that couples selected problems into a holistic
solution to minimise the bandwidth usage in a publish/subscribe system. In this framework
the isolated solutions for the problems are components and are coupled together. The idea
hereby is to use those isolated problems in a sequential order and let the component only solve
a single problem. Between the components transformation of the data needs to be done, so
that the next isolated problem can be solved. The components do not depend on each other
and can be exchanged for another component.
The idea for the framework was inspired by the algorithm presented in [32]. Two trees are
generated, a minimum spanning tree and a shortest path tree. While the shortest path tree is
very heavy but ensures short individual path length, the minimum spanning tree is light but
cannot ensure the individual path length. By using the shortest path for a vertex, when the
individual path in the minimum spanning tree is too long, one can ensure the individual path
length and also realise a weight of the tree that is optimal under these circumstances. The
usage of a basis of two trees to compute another one is appealing for a publish/subscribe system
with the constraints we have. In our case we start from the reverse direction, the shortest paths,
because the solution in [32] cannot be easily transformed for multiple publishers. Although
we will concentrate on a static system with one controller and no parallelisation, our approach
can easily be adapted to a distributed environment of controllers with parallel computing
abilities.
The framework gives us the flexibility to choose the effort we use for each problem. The
effort is mainly the time that is consumed for the problem. With more time, in the worst case
indefinitely long, we can achieve an optimal result. The most time consuming part will be
the optimisation of the sub graphs, which is also the part which has the most impact on the
solution. The time for this part can be influenced in many ways, which is shown later.
The basic idea of the framework is presented in figure 6.1 on the following page, where we
can see two phases. The first phase is the initialisation phase where we consider the individual
paths for each pair and build a shortest path tree out of them for each publisher. This correlates
with the problem presented in the previous chapter in section 5.1.1 on page 25, especially the
problems in section 5.1.1 on page 25 and in section 5.1.1 on page 26. Into shortest path tree
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Figure 6.1: The flow diagram of the framework
filters are embedded, where the associated problem was presented in section 5.2.1 on page 41.
In the second phase, the iteration phase, we consider the whole graph with all its participants
and filters. The first phase serves as preparation for the second phase to get an overview over
the connections of the participants. In the iteration phase we have multiple components which
are all important for the optimisation. First, the clustering decides which filters we can group
together, that means, which filters are similar enough to be grouped together. This corresponds
with the problem presented in section 5.1.6 on page 36. Following clustering is one of the
components which influence the solution. The fragmentation can be used to partition the
graph further so that we do not need too much time. It can also be ignored when we want to
have the optimal solution for the cluster, but then the computation time will be higher. The
problem of fragmentation was presented in section 5.3.3 on page 46. Next is the sub graph
optimisation where the problem was presented in section 5.1.1 on page 28. Here we compute
the optimal solution for the graph this component gets. If the graph is not fragmented then it
will be the optimal solution for this cluster. But if the cluster is fragmented, then it will be only
the optimal solution for this fragment. The size of the graph, as well as the number of paths
that need to be considered, influence the computation greatly. Clustering and fragmentation
are a way to influence both parameters and determine the time the computation needs. After
the computation we have again the embedding of filters and then the cycle detection. The sub
graph optimisation can produce cycles and need therefore be checked as show in section 5.3.2
on page 45. The sub graph computation will be repeated to ensure an optimal solution for the
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graph. Constraints to eliminate the cycle are set in this computation. The only thing left is to
rebalance the weights so that we have a representation of the actual situation. The problem of
the weights and connected with it, the cost function, was presented in section 5.3.4 on page 47.
The overall cycle in the iteration phase is not important right now. This one is used when we
have a dynamic and not a static system. But for the sake of completeness we added it to the
figure.
These components will be embedded in an encapsulation program. This program will take
care of the administrative tasks and organise the components. Some of the components will be
implemented as a linear program, some as constrained oriented programs and some will be
implemented as normal algorithms. But each component will be exchangeable with another
solution for the problem it solves. In the following we will present each component that we
have chosen in detail.
6.1 Shortest path tree (SPT) computation
The SPTs serve as a starting point for further computations thus the shortest paths will be
computed via a linear program as shown in section 5.1.1 on page 25. For this program we
need the graph with its weights and the end points of each path, in this case the edges between
publisher and switch and subscriber and switch. For each publisher/subscriber pair, a shortest
path will be computed through this program. These paths are optimal with respect to weight
for each individual pair but not optimal in a global view. These paths are saved and for each
publisher a tree will be constructed from all the multiple shortest paths, where the publisher is
one of the endpoints. The tree will be constructed by adding all the paths into one graph.
These trees represent the flow of the messages from the publisher to its subscribers, thus these
trees are directed. If we embed all these trees in our given network topology of physical links
we get a directed graph where one edge can be used multiple times. With the embedding of
the trees into the network topology, we need to add the filters to distinguish the multiple paths
on the edges. The complete process of computing the shortest paths, shortest path trees and
filter embedding is presented in figure 6.2 on the next page.
There are two functions for the shortest path computations. First is the approximate overview
which edges and vertices are used for a publisher and its subscribers. The second, and most
important, function is to ensure that the publisher is connected to its subscribers and the
subscribers can receive the messages.
The performance is dependent on the number of vertices and edges we have included but these
parameters do not matter much. When we have a lot of publishers and subscribers and hence
a lot of paths, the overall computation time can cause a small delay. But in later computations
the time for this algorithm is negligible.
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Figure 6.2: Computation shortest path trees
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Figure 6.3: Embedding of filters through iteration
6.2 Filter embedding
The embedding of the filters is done in the surrounding program. If there exists a more efficient
way to do pattern matching in linear or constrained oriented programs than the one presented
in section 5.1.6 on page 36, one can think about transforming the problem into one of those.
As it is now, the easiest way to do the embedding is in the surrounding program where we can
do pattern matching in an efficient way. It would be desirable to formulate this as a linear
or constrained oriented program because it is normally more efficient, the solvers are highly
optimised. It can also be seen as an optimisation problem and it is therefore preferable to solve
it as a linear or constrained oriented program. But we need pattern matching to determine the
difference between two filters and get the common prefix, so we cannot avoid it.
The input for the program is either a shortest path tree or an optimised sub graph. Both can be
seen as graphs, more accurate, as sub graphs of our original graph. The computation is in both
cases the same. Furthermore we have the position of the publisher and subscribers and the
subscriptions of the subscribers and the publications of the publishers.
The setting of the filters should be in such a way that the number of messages will be further
reduced. It is a valid scenario to assume that not all subscribers will have the same subscriptions.
This means that not all the subscribers want all the messages from a publisher. We need to
ensure that no unnecessary messages will be delivered and this can be done if we specialise
the filters accordingly. This specialisation should be done as soon as possible to reduce the
messages in the network. If a message is not needed at a vertex, that means no filter exists for
this message, then it is not necessary to forward this message to this particular vertex. The
filter on the predecessor can be more specialised to cut this message of or only forward it to
vertices that are interested in this message and have an appropriate filter.
A first idea to realise this, if we assume we have some kind of pattern matching in linear or
constrained oriented programming, is to formulate the constraints in such a way, that the
filters at the subscribers are fixed and all the other ones can be changed. The constraint
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that needs to be fulfilled is that the predecessor of the filter needs to deliver all messages
that the successor will deliver. The decision will be made according to pattern matching
or similar mechanisms because the filters are coded as a bit string. This bit string defines
which dimensions a subscription or filter has. If we take a filter that is shorter than another
one, but has exactly the same prefix as the other filter, than the shorter filter delivers more
messages than the other one because it has less dimensions than the other filter which means
it is less specialised and filters out lesser messages. A filter needs to be short enough to let
enough messages through but specialised enough to filter the unnecessary messages out. The
optimisation goal would then be to reduce the number of filters on each switch, which means
to reduce the length of the filters. We have reached the optimal solution when we reach the
minimal amount of filters on the switches under consideration of the constraints.
We do not have a linear or constrained oriented program so the previous solution does not
work. We will compute the solution with a normal program but similar to the presented
solution. We will start the same way as before, we will set the filters to the subscribers. But
then we will use the directions of the directed graph and follow them in the inverse direction.
With this we make sure that we filter in the right direction, the one that is more specialised,
the direction from publisher to subscriber. Now we set the filters in such a way, that the
filters forward the same amount of messages as its successor or more, in some cases less when
multiple flows join together on the successor. This will be done in an iterative way until all
the publisher and subscriber pairs are connected with filters so that the subscribers get their
messages. We need to wait at forks until every path after the fork has a filter, until then we
cannot continue.
With this approach, we only filter the absolute necessary messages and not more than that.
Every filter is optimal in regard to its successor and predecessor.
6.3 Clustering of filters
What we now have is a graph where publishers and subscribers are connected and the filters
are embedded so that every subscriber gets its messages. We mentioned before that this
solution is only optimal regarding the weight for each path individually. Clustering is serving
as a preparation for the sub graph optimisation to cluster similar filters together so that the
sub graph optimisation does not need to consider filters in its optimisation.
The clustering of sub graphs can be done in a great variety of possibilities. There exist a lot of
clustering techniques, some more suitable, some less, but none that could be used out of the
box. The time and effort spend for the clustering affects its quality which in turn affects the
quality of the overall solution. This is due to the coupling of the clustering and the sub graph
optimisation. The sub graph optimisation does not consider filters because the comparison
of filters would again create problems for the constrained oriented program. Therefore we
need to prepare the sub graphs in a suitable way with clustering. For now it is sufficient if
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Figure 6.4: Selection of vertices for the sub graph
we use a simple algorithm that gives us appropriate results. This will not lead to an optimal
solution in the results but a clustering algorithm for this scenario would be a thesis in itself.
There exist algorithms like the one we mentioned in the previous chapter and is presented
in [58] that are related to our scenario. But adapting this algorithm for our scenario would
still take some time. Adapting this algorithm could be one possibility for future work. We will
focus on the framework and thus take a simple algorithm, like going through the graph with a
depth-first-search and pattern matching, to get some clusters.
When we have a cluster composed of vertices and edges we need to add other vertices and
edges to raise the possibility of finding the best path between two participants. We will do
this in an easy and highly scalable way. We will take the neighbours of the vertices already
included and its edges into the cluster. In case of the example presented in figure 6.4 the green
ones are the vertices that are included because one path uses them and the red ones are the
neighbours of these. This can be done again with the neighbours of the neighbours and so on.
Each step adds some vertices and edges to the sub graph and makes it bigger. If we take all
the edges and vertices we can be sure to get the overall optimal solution because no possible
edge is left out. To manage the time consumption of the sub graph optimisation the size is
an important factor which can be influenced through clustering with the presented method.
Another option, if we want to save time, is the partitioning of sub graphs inside a cluster if
these sub graphs are not connected.
56
6.4 Optimisation of sub graphs
6.4 Optimisation of sub graphs
After we clustered the graph into sub graphs according to the similarity of the filters we want
to optimise each of the sub graphs without regard to the respective filters. The filters are added
again after the optimisation.
The optimisation of the sub graphs is a major key point in our optimisation strategy. It
influences the quality of the solution in a great deal. The quality of the optimisation is itself
influenced mainly by the size of the sub graphs and the quality of the clustering. Although
we want to have a solution that can handle clusters as big as possible we will have to rely on
clustering and fragmentation to reduce the size for reasonable usage where the solution can
be sub optimal. The constraints for the program are rising very fast for additional paths and
vertices. This is due to the guarantee of connectivity between the participants that we need to
ensure.
The goal is to minimise the amount of edges we use and to minimise the overall weight of the
sub graph. The idea is that if two or more subscribers have overlapping subscriptions, it would
be cheaper to have a long common path and a fork should only appear at the end of the shared
paths to that the weight of edges is minimal. We therefore share some paths, even if it means
additional messages on this path. But these additional messages have a very similar content
and it is likely that the subscribers which are interested in the content of one of the publishers
will also be interested in the content of the other publishers for which this path is shared.
Another point is the length of the paths. No path should be too long so that the delay on each
path is acceptable. Here we will use a hard constraint that limits the length of the path. The
value of this constraint can be determined in the surrounding program according to the sub
graph. This can vary from sub graph to sub graph dependent on the size of the sub graph.
In the following, the course of action will be presented where the problem was presented
in section 5.1.1 on page 28 and a result of such an approach is given in figure 6.5 on the next
page.
First, we need to make sure that the publishers and subscribers are connected. We will define a
path over vertices with the publisher in the first position and the subscriber in the last position
that makes sure that this happens. The cost between disconnected vertices is theoretically
infinitely high, actually, for the implementation, it is simply a very high value that is far out
of the range of the normal weights, so that by minimising the cost we only have connected
vertices in the path. We now have multiple paths, each representing one publisher and one
subscriber. The edges these paths use will be mapped onto a matrix so that we know which
edges are used altogether. The cost of these edges is represented in another matrix. Now we
minimise the cost accordingly and get an optimal minimal graph for the given problem. We
only need to add the filters so that we can use this graph. Here we use the filter embedding
again.
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Figure 6.5: Optimisation of the previous SPT
The optimisation itself can be very time consuming if the sub graph has a certain size and
a certain number of paths. We cannot avoid that at some point the time for computation
would be too high for reasonable usage. This is especially the case for dynamical systems. In
a dynamical system we only have a certain amount of time and until then we need to have
a solution. Although the focus lies with a static system we nonetheless will introduce the
fragmentation later on so that we can compensate the time consumption through smaller sub
graphs.
6.5 Re-balancing of the weights
After we have calculated the sub graphs and embedded filters into it we still do not have a
representation of the actual load in the overall graph. To get the representation we need to
reconfigure the weights on the edges. But we will not be contend with only a representation,
we will use this step for our optimisation as well by changing and converting the boundaries of
the weight on the edges as well.
Not only the conjunctive filters influence the weight of the edges but also the disjoint filters
influence it. As we stated before we do not want to overload any vertex and any edge. To
achieve this, we must consider the weights from all filters and modify the weight so that it
represents the actual load on the edge. But we will not simply add the weight to the edge
because we use the weight in all our optimising processes. We want to converge the weight
of the edge to an optimal weight that represents not only the usage but also a hint if another
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Figure 6.6: Change of weights through re-balancing
flow should use this edge or not. Every single weight is in dependence of all the other weights,
if one weight changes, some others can change too. For the process of converging on the
weights we have an upper and lower bound on each weight. The upper bound signals if there
is a transgression of the load on the edge and the lower one gives the minimum amount of
load that is actually used on this edge. With all the steps of sub graph optimisation we try to
converge on those two bounds. In the ideal case we have one absolute value for the weight
of each edge that represents the ideal weight so that all paths are optimal according to these
weights, the length and their individual weight. Of course, this is only the case if we can
assume a static graph, which we can for this assignment.
6.6 Fragmentation
Network topologies can get quite big and the optimisation would need too much time to finish
if we compute a cluster one step. Therefore, we need the possibility to fragment the cluster
into multiple parts so that we can use the sub graph optimisation on smaller fragments. We
will use a similar approach to the one mentioned in [8]. We will use the previously defined
virtual publishers and subscribers in the sub graphs to simulate the flow in this sub graph. The
routes will then be computed as if these virtual publishers and subscribers are real ones. This is
not a problem at all if we look at it in an abstract way. Every vertex that forwards messages can
be seen as a publisher from the point of view of its successors and every vertex in return can be
seen as a subscriber from the point of view of its predecessor. Vertices only know from where
they got a message and to where they need to send this message. If the edge that connects the
sub graphs is fixed then the flow of the message does not change and every real subscriber
gets the messages it has subscribed to. Although it is some additional overhead to get the
edge that is fixed, we need to search for edges that start in a fragment and end in another one,
we will save time for execution of the sub graph optimisation at the expense of quality of the
solution.
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6.7 Summary
6.7 Summary
With the proposed framework and its components we are able to solve the entire problem
of route optimisation that we presented. Every component can solve a part of the problem
and with the transformations and mechanisms, which we presented; the components can
interact with each other. The components are not that complex anymore and can be exchanged
for other components that solve the same problem with a different approach. Through the
defined input and output this exchange does not pose any problem. Although, some additional
problems, like the need for cycle detection, arise, the trade-off between reducing complexity
and additional overhead is acceptable. The only thing that remains is the evaluation of the
framework itself.
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Chapter 7
Analysis And Results
After we presented the framework we now want to evaluate the performance and the quality
of the solutions it can deliver. We will take a look at the development of the number of flows
and bandwidth usage during the optimisation as well as the time we need to compute the
optimisation. We will have different settings for different sizes to evaluate the performance and
the effect of the fragmentation on the solution. The main focus lies on the two optimisation
processes, the shortest path optimisation and the sub graph optimisation. But we will also
evaluate the other components even if they do not have an optimisation implementation. It is
still interesting to see which of these components needs the most time for their computation.
7.1 Setting
The evaluation was done on a virtual machine with four cores, but the solver for the linear and
constraint oriented programs did not use more than one core so there was no parallelisation in
the optimisation components. This calls for manual parallelisation of the whole optimisation
process. We did run the tests with different settings. The implementation is Java based and
for the optimisation processes AIMMS with its SDK was used. AIMMS has the advantage to
formulate the optimisation programs in an abstract way so that we are not limited to one solver
only.
For the tests mainly we changed the number of publishers and the number of switches. The
number of subscribers is coupled with the publishers. A static number multiplied with the
number of publishers equals the number of subscribers. This was done so that we have
comparable settings without too much external influence. The graphs were created randomised
with the number of switches it should have and a maximum number of edges between
the switches. The filters were also created randomly but with a minimum length. The
randomisation was done to get different settings and to show that the optimisation can deal
with all graphs. The settings were with 10 switches with 5, 10 and 25 publishers and with 25
switches with 10, 25 and 50 publishers.
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Figure 7.1: Time consumption for 10 switches and 5 publishers
We chose different sizes for the topology to demonstrate the importance of the size of the
network for the optimisation process, in time as well as in quality. The number of publishers
was adapted to the size of the topology accordingly.
The results presented for each setting will be divided into a graph for the time consumption, a
graph for the time distribution and two graphs for flow reduction and data rate reduction.
7.2 Results
Now we will take a look at the results of the tests to get a better understanding of the
performance of the framework. We divided the tests according to the number of switches.
7.2.1 10 Switches
First of all we consider the situation where we have 10 switches and 5 publishers. We did
not use fragmentation in this case because the sub graphs were not that big. But we used
clustering to distinguish sub graphs with unsimilar filters. Figure 7.1 shows us the average,
maximum and minimum time consumption of each component. Unsurprisingly, the sub graph
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optimisation has the highest average and maximum value. Most of the optimisation relies on
this component. While the shortest path optimisation needs the second most time, time for
rest of the components is negligible.
In figure 7.2 we see the time distribution for the components. Nearly two third of the
computation time is used by the sub graph optimisation whereas the shortest path optimisation
needs nearly one third. The time usage of the shortest path computation results from the
number of paths we need to initialise. The quantity of sub graph optimisation is in comparison
much lower.
If we add more publishers and therefore more subscribers to the topology we logically have
an increase of paths. This increase means that we have to compute more shortest paths in
the beginning but the impact of these computations on the overall time is more and more
negligible. More paths also means more sub graphs or bigger sub graphs which increases the
time spent for sub graph optimisation. This can be seen in figure 7.3 on the following page as
well as in figure 7.5 on page 65 where the average as well as the maximum time for the sub
graph optimisations rises.
In figure 7.4 on the following page and figure 7.6 on page 65 we can see that the sub graph
optimisation takes more and more of the overall time for itself. All other parts become
negligible. This also means that we can easily spend more time for other components to have
better preparation for the sub graph optimisation. We can easily get the time back that we lose
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Figure 7.3: Time consumption for 10 switches and 10 publishers
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Figure 7.4: Time distribution for 10 switches and 10 publishers
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Figure 7.5: Time consumption for 10 switches and 20 publishers
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Figure 7.6: Time distribution for 10 switches and 20 publishers
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Figure 7.7: Flow reduction for 10 switches
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Figure 7.8: Data rate reduction for 10 switches
66
7.2 Results
Short-
est
Path
Short-
est
Path
Tree
Cycle
Detec-
tion
Clus-
tering
Filter
Em-
bed-
ding
Frag-
men-
tation
Sub
Graph
Opti-
misa-
tion
Rebal-
ancing
Avg. in ms 51.7944 1 1 1.03995 1.45455 1.03893 55807.1 1.42424
Max. in ms 188 1 1 16 16 16 476439 16
Min. in ms 31 1 1 1 1 1 46 1
1
10
100
1000
10000
100000
1000000
T
im
e 
in
 m
s 
Figure 7.9: Time consumption for 25 switches and 10 publishers
in the preparation. But we also see that the sub graph optimisation cannot handle sub graphs
that are too big. Although, it seems that the average time consumption is pushed high through
one or two sub graph optimisations that need very much time. To approach the problem of big
graphs, we have introduced fragmentation. Results for this are presented later.
Now let us take a look at the development of the amount of filters and the data rate when we
use the sub graph optimisation. In figure 7.7 on the preceding page we can see the reduction of
flows for three different numbers of publishers. The number of flows reduces with a reduction
in number of publishers. If we have more publishers, we have lower variety for the deployment
of flows, which results in lesser reduction of the flows.
In figure 7.8 on the previous page we can make the same observation for the overall data
rate in the network topology. The more publishers we have, the less we can achieve through
optimisation because we do not have enough variation in possibilities, which in turn results in
lower data rate reduction. Although flow reduction does not necessarily mean reduction of the
overall data rate, we can still achieve data rate reduction with flow reduction.
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7.2.2 25 Switches
When we look at the time consumption and time distribution between different components
in the setting with 25 switches, we can see a similar picture. The overall time consumption
rises as the time consumption for the sub graph optimisation rises as we see from figure 7.9
on the preceding page to figure 7.11 on the next page and figure 7.13 on page 70. The time
distribution stays the same as in the previous setting with the sub graph optimisation as the
main consumer as we see in figure 7.10, figure 7.12 on the following page and in figure 7.14
on page 70. In general, this means that we should focus on the sub graph optimisation for
performance optimisation or on preparation for the sub graph optimisation.
In contrast to the setting with 10 switches, in the setting with 25 switches, we can better
optimise the number of flows and data rate. When we have more switches we have more
possibilities to choose from and can find better overall solutions. This is reflected in figure 7.15
on page 71 and figure 7.16 on page 72 where we can see the difference in the situation at
the start and at the end of the optimisation. But we need more time because we have more
computation steps which is a slight drawback.
It is a bit surprising that the shortest path solution is not that bad with respect to the number
of flows. Although, it is quite bad if we look at the overall data rate usage for the shortest path
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Figure 7.11: Time consumption for 25 switches and 25 publishers
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Figure 7.12: Time distribution for 25 switches and 25 publishers
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Figure 7.13: Time consumption for 25 switches and 50 publishers
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Figure 7.14: Time distribution for 25 switches and 50 publishers
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Figure 7.15: Flow reduction for 25 switches
solution. Nonetheless, this can be helpful for further consideration to change the focus of the
optimisation process to a different component.
7.2.3 10 Switches with smaller fragments
To evaluate the fragmentation we performed the test with the same settings for 10 switches
but with reduced fragment size. We would expect lower time consumption and a bit of loss in
quality which means, lower flow and data rate reduction.
While the time consumption has indeed reduced, as can be seen in figure 7.17 on the following
page, figure 7.19 on page 73 and in figure 7.21 on page 74, the time distribution does not
change much, as can be seen in figure 7.18 on page 73, figure 7.20 on page 74 and in figure 7.22
on page 75. The sub graph optimisation still needs most of the time and the other components
need the same amount of time as before. It is not surprising that the sub graph optimisation
needs most of the time, but it is good to see, that we can reduce the average and maximum
time consumption of the sub graph optimisation significantly. With fragmentation and the time
reduction that is the consequence we can take on bigger graphs with this framework.
The quality of the solution does not suffer much, as can be seen in figure 7.23 on page 75 and
in figure 7.24 on page 76. This may seem a bit surprising at first, but it is a very positive result,
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Figure 7.17: Time consumption for 10 switches and 5 publishers with smaller fragments
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Figure 7.18: Time distribution for 10 switches and 5 publishers with smaller fragments
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Figure 7.19: Time consumption for 10 switches and 10 publishers with smaller fragments
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Figure 7.20: Time distribution for 10 switches and 10 publishers with smaller fragments
Short-
est
Path
Short-
est
Path
Tree
Cycle
Detec-
tion
Clus-
tering
Filter
Em-
bed-
ding
Frag-
men-
tation
Sub
Graph
Opti-
misa-
tion
Rebal-
ancing
Avg. in ms 32.4118 1 1 1.15464 1 1.07732 8187.48 1
Max. in ms 62 1 1 16 1 16 172146 1
Min. in ms 15 1 1 1 1 1 78 1
1
10
100
1000
10000
100000
1000000
T
im
e 
in
 m
s 
Figure 7.21: Time consumption for 10 switches and 20 publishers with smaller fragments
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Figure 7.22: Time distribution for 10 switches and 20 publishers with smaller fragments
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Figure 7.23: Flow reduction for 10 switches with smaller fragments
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Figure 7.24: Data rate reduction for 10 switches with smaller fragments
because it means, we can use fragmentation to reduce the size of the sub graphs and still have
good results while reducing the time consumption significantly. This is especially interesting
for bigger graphs where it is necessary to fragment the graph.
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Chapter 8
Summary and Outlook
We have shown that it is possible to divide the route optimisation problem in a publish/subscribe
network into multiple smaller problems which represent the whole problem respectively.
In chapter 4 on page 15 we have identified and modelled which parts are important and how
we can represent them suitably for an optimisation formulation. From the beginning, we
started to find problems as small as possible and with the potential to work together.
In chapter 5 on page 24, we presented several solutions for the identified problems and
considered their advantages and disadvantages. Not all were suitable for our endeavour,
so we choose the most suitable ones and combined them with several mechanisms and
transformations in chapter 6 on page 50 into a framework that can solve the overall problem.
The strength of the framework is the composition out of different components and the easy
exchangeability of these components.
In chapter 7 on page 61, we have evaluated the framework with different settings and have
shown its strengths and weaknesses. The evaluation has also shown where future work can
start and which parts have the most potential.
Outlook
There are at least three points where future work can start with. One is the parallelisation of
the execution of the components. Almost every component can be parallelised which allows
for better performance and usage of multiple cores. This can help greatly in the sub graph
optimisation where time is an issue. But with parallelisation comes a few problems. One
is synchronisation, but normal multi-threading techniques should be enough to solve this.
Parallelisation is also interesting because the solver itself does not support parallelisation.
We could run multiple sub graph optimisations at the same time and utilise all cores of a
machine.
Another point is what we can call continuous optimisation. This means adapting the framework
for dynamic systems. This can be done by completing the cycle in the iteration phase and adding
some mechanisms that detect where changes were made, which publishers and subscribers
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were added and so on. Then the framework can react and compute new sub graphs each time
new participants join. The question will be how big the sub graphs should be and how exactly
new participants should be handled. Should they first be added with a shortest path and then
a sub graph optimisation? And how can we change the weight on the edges accordingly?
At last an obvious future work is the optimisation of the algorithms or replacing the algorithms
with better performing ones. The clustering algorithm is a clear choice for this as there is high
potential in good clustering of the filters and the resulting sub graphs.
It is also still open how good the solution compared to a theoretically optimal one is. Although,
some components can compute an optimal solution for their input and according to the
constraints, for example the shortest path computation and sub graph computation, some
components will reduce the quality. At least with the current selection of the components.
Every component and the framework itself can be analysed and examined for this.
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