Abstract. For an interval finite quiver Q, we introduce a class of flat representations. We classify the indecomposable projective objects in the category rep(Q) of locally finite dimensional representations. We show that an object in rep(Q) is projective if and only if it is the direct sum of countably generated flat representations.
Introduction
For an interval finite quiver Q (maybe contains infinite many vertices), we denote by Rep(Q) the category of representations of Q, and by rep(Q) the subcategory formed by locally finite dimensional representations.
R. Bautista and S. Liu [3] used the finitely copresented representations of an associated infinite quiver to study the bounded derived category of an algebra with radical square zero. Then they and C. Paquette [4] studied rep(Q) in more general setting. It suggests that the study of projective objects in rep(Q) makes sense.
It is well known that an object in the category of finitely presented representations of Q is projective if and only if it is flat. Inspired by the fact, we investigate the relationship between projective objects in rep(Q) and flat representations lying in rep(Q).
More precisely, we introduce a flat representation X [p] for each equivalence class [p] of right infinite paths. Here, a right infinite path means an infinite sequence of arrows α 1 α 2 · · · α n · · · . We show that a flat representation in Rep(Q) is the direct limit of finitely generated projective subrepresentations; see Proposition 5.2.
We introduce and study the notion of uniformly interval finite quiver. Using the notion, we obtain the following result.
vertex a, or P ≃ X [p] for some tail-equivalence class [p] of right infinite paths, where the convex hull of any right infinite path in [p] is uniformly interval finite.
Then we obtain the following characterization for projective objects in rep(Q). Theorem 1.3 (see Theorem 7.2) . Let Q be an interval finite quiver and M be a representation in rep(Q). Then M is projective in rep(Q) if and only if M is the direct sum of countably generated flat representations in Rep(Q).
The paper is organized as follows. In Section 2 we introduce the notion of uniformly interval finite quiver. We give characterizations for the convex hull of a right infinite path being uniformly interval finite. In Section 3 we recall some basic facts about representations of quivers. In Section 4 we recall some results about direct limits and inverse limits. In Section 5 we introduce a class of flat representations X [p] for each equivalence class [p] of right infinite paths. We study morphisms between representations of the form X [p] . We give a characterization for flat representations in Rep(Q); see Proposition 5.2. Sections 6 and 7 are dedicated to the proofs of Theorems 6.7 and 7.2, respectively.
Uniformly interval finite quivers
Let Q = (Q 0 , Q 1 ) be a quiver, where Q 0 is the set of vertices and Q 1 is the set of arrows. Given an arrow α : a → b, we denote by s(α) = a its source and by t(α) = b its target. Given a vertex a, we denote by a − the set of vertices b, where there exists an arrow b → a; denote by a + the set of vertices b, where there exists an arrow a → b.
A (finite) path p of length l ≥ 1 is a sequence of arrows α l · · · α 2 α 1 such that s(α i+1 ) = t(α i ) for each i = 1, 2, . . . , l − 1. We set s(p) = s(α 1 ) and t(p) = t(α l ). We associate with each vertex a a trivial path (of length 0) e a such that s(e a ) = a = t(e a ). A nontrivial finite path p is called an oriented cycle if s(p) = t(p). For a pair of vertices a and b, we denote by Γ ab the set of finite paths p with s(p) = a and t(p) = b.
A right infinite path p is an infinite sequence of arrows α 1 α 2 · · · α n · · · such that s(α i ) = t(α i+1 ) for each i ≥ 1. We set t(p) = t(α 1 ). Dually, a left infinite path p is an infinite sequence of arrows · · · α n · · · α 2 α 1 such that s(α i+1 ) = t(α i ) for each i ≥ 1. We set s(p) = s(α 1 ). Here, we use the terminologies in [5, Section 2.1]. We mention that the pair of notions are opposite to the corresponding notions in [4, Section 1] .
Recall that Q is called connected if its underlying graph is connected. We call Q interval finite if |Γ ab | is finite for any vertices a and b. We mention that an interval finite quiver contains no oriented cycles. We call Q locally finite if for any vertex a, the set of arrows α with s(α) = a or t(α) = a is finite. We call Q strongly locally finite for short if Q is locally finite and interval finite.
The opposite quiver Q op of Q means the quiver (Q two left infinite paths · · · α i · · · α 2 α 1 and · · · β j · · · β 2 β 1 tailequivalent, if there exist some positive integers m and n such that
Given a left infinite path q, we denote by [q] the tail-equivalence class containing q.
Recall that a right infinite path is called cyclic, if it is of the form uu · · · u · · · for some oriented cycle u. A right infinite path is called rational if it is tail-equivalent to a cyclic right infinite path; otherwise, it is called irrational. We observe that a rational right infinite path can be written as the form quu · · · u · · · for some finite path q and some oriented cycle u. Then any right infinite path is irrational if Q contains no oriented cycles.
For a right infinite path p, we mention the following observation.
Lemma 2.1. Let p be a right infinite path. Assume t(p) = a, and q, q ′ ∈ Γ ab for some vertex b, such that q = q ′ . Then p is cyclic.
Proof. We observe that the lengths of q and q ′ are not the same, since qp = q ′ p and q = q ′ . We may assume the length of q ′ is greater than the length of q. Then there exists some nontrivial finite path u such that q ′ = qu. We have that s(u) = s(q ′ ) = a and t(u) = s(q) = a. In other words, u is an oriented cycle. We observe that qp = q ′ p = qup, and then p = up. It follows inductively that
Recall that a subquiver Q ′ of Q is called full if each arrow α with s(α), t(α) ∈ Q ′ lies in Q ′ . We call Q ′ convex if each finite path p with s(p), t(p) ∈ Q ′ lies in Q ′ . Given a finite path (or an infinite path) p, the smallest convex subquiver of Q containing p is called the convex hull of p.
We define inductively full subquivers n Q of Q with n ≥ −1 as follows. Let −1 Q be the empty quiver. For each n ≥ 0, the full subquiver n Q is generated by the vertices a with a − ⊆ n−1 Q. We mention that n Q ⊆ n+1 Q for each n ≥ −1. We set
For a tail-equivalence class [p] of irrational right infinite paths, we have the following characterization of [p] t(p) . Lemma 2.2. Let p = α 1 α 2 · · · α i · · · be an irrational right infinite path. Assume that a i = t(α i+1 ) for any i ≥ 0, and Ω is the convex hull of p. Then
Proof. We observe by the definition of convex hull that for any vertices a and b in Ω, there exist some finite paths u ∈ Γ ba0 and v ∈ Γ aia for some i ≥ 0. The injection
For each i ≥ 0, let ∆ i be the subset of [p] a0 consisting of right infinite paths of the form uα i+1 α i+2 · · · α j · · · for some finite path u. We have that ∆ i ⊆ ∆ i+1 and [p] a0 = i≥0 ∆ i . Consider the surjection
We observe by Lemma 2.1 that g is an injection, since α i+1 α i+2 · · · α j · · · is not cyclic. Hence g is a bijection. It follows that
Here, we introduce a notion stronger than interval finite. Definition 2.3. We call a quiver uniformly interval finite if there exists some integer N such that for each pair of vertices a and b, the number of finite paths p with s(p) = a and t(p) = b is less than or equal to N . 
is interval finite but not uniformly interval finite.
The following result is a direct consequence of Lemma 2.2.
The following statements are equivalent.
(1) The convex hull of p is uniformly interval finite.
The following lemma gives a necessary condition for the convex hull of a right infinite path being uniformly interval finite. Lemma 2.6. Let p = α 1 α 2 · · · α i · · · be a right infinite path, whose convex hull is uniformly interval finite. Set a i = t(α i+1 ) for each i ≥ 0. Then there exists some nonnegative integer N such that Γ aiaj = 1 and
Proof. We observe that the convex hull of p contains no oriented cycles, and hence p is irrational. By the equivalence between Proposition 2.5(1) and Proposition 2.5(2), we have that {|Γ aia0 | |i ≥ 0} is bounded. For any i ≥ j ≥ l ≥ 0, we have the injection
We obtain |Γ aia0 | ≥ Γ aj a0 × Γ aiaj ≥ Γ aja0 . Then there exists some nonnegative integer N such that |Γ aia0 | = |Γ aN a0 | for any i ≥ N . Since |Γ aN a0 | × |Γ aiaN | ≤ |Γ aia0 |, we have that |Γ aiaN | = 1. Since Γ aj aN × Γ aiaj ≤ |Γ aiaN | for any i ≥ j ≥ N , we have that Γ aiaj = 1. By Lemma 2.2, we obtain [p] aj = 1.
We mention that the necessary condition in the above lemma is not sufficient; see the following example. (1) Let Q be the following quiver Let Ω be the set of tail-equivalence class of right infinite paths, and ∆ be the set of right infinite paths p with t(p) = a 0 .
We
Then we have that
We observe that each class in Ω contains some right infinite path u ∈ ∆.
We observe that |Γ bia0 | = 1 for any i ≥ 0. Then Proposition 2.5 implies that the convex hull of v is uniformly interval finite. Moreover, the convex hull of any right infinite path in [v] is uniformly interval finite.
We observe that |Γ aia0 | = i + 1 for each i ≥ 1. Thus, Proposition 2.5 implies that the convex hull of u is not uniformly interval finite, even though Γ aiaj = 1 for any i ≥ j ≥ 1. Similarly, the convex hull of any w l is not uniformly interval finite, even though Γ aiaj = 1 for any i ≥ j ≥ l. (2) Let Q be the following quiver
Let ∆ be the set of right infinite paths p with t(p) = a 0 . Then ∆ is uncountable. Let Ω be the set of tail-equivalence class of right infinite paths. We observe that each class in Ω contains at least one right infinite path in ∆, and at most countable many right infinite paths in ∆. Then Ω is uncountable.
For any positive integer N , we have that Γ aN+2aN = 2. Then Lemma 2.6 implies that the convex hull of α 1 α 2 · · · α i · · · is not uniformly interval finite.
Moreover, one can show that the convex hull of any right infinite path p in ∆ is not uniformly interval finite. Indeed, we observe that either a i or b i will appear in p for any i ≥ 0. For any positive integer N , we have that
Then Lemma 2.6 implies that the convex hull of p is not uniformly interval finite.
Representations of quivers
Let k be a field and Q be a quiver. A representation M = (M (a), M (α)) of Q over k is given by k-linear spaces M (a) for any vertex a, and k-linear maps
; for each trivial path e a , we set M (e a ) = Id M(a) . Given two representations M and N , a morphism
Let M be a representation. Recall that the support supp M of M is the full subquiver of Q generated by vertices a with M (a) = 0. The
The following lemma seems well known; see [4, Lemma 1.1].
Lemma 3.1. Let M be a representation.
(2) Let N be a nonzero subrepresentation of M . Let a be a vertex in supp N . Assume x is a nonzero element in N (a). Since supp M contains no left infinite paths, there exists some finite path p in supp M with s(p) = a such that N (p)(x) = 0 and
We denote by Rep(Q) the category of representations of Q over k. For representations M and N , denote by Hom(M, N ) the set of morphisms in Rep(Q). It is well known that Rep(Q) is a hereditary abelian category; see [7, Section 8.2] .
We associate each representation M of Q with a representation DM of Q op as follows. For each vertex a in Q op , we let
Given a morphism f : M → N in Rep(Q), we set the morphism Df :
Then we obtain an exact contravariant functor
Let a be a vertex in Q. We define the representation P a as follows. For each vertex b, we let
for any finite path p ∈ Γ ab . We denote by P op a the corresponding representation of Q op and let I a = DP op a in Rep(Q). We mention that for each vertex b, we have that
For each arrow α : b → b ′ , we have that
for any f ∈ I a (b) and any finite path p ∈ Γ b ′ a . Let S a be the simple representation such that S a (a) = ke a and S a (b) = 0 for any vertex b = a. We observe that top P a ≃ S a ≃ soc I a .
The following result seems well known; see [7, Section 3.7] . It shows that P a is a projective representation and I a is an injective representation in Rep(Q).
(1) The k-linear map
is an isomorphism and natural in M .
for any x ∈ M (a) and any vertex b. By a direct verification, we have that
It follows that η M is an isomorphism. The naturality is a direct verification.
(2) We have a k-linear map ζ
for any k-linear map f : M (a) → k, any vertex b and any x ∈ M (b). By a direct verification, we have that
It follows that ζ M is an isomorphism. The naturality is a direct verification.
We mention that given a representation M , there exists some epimorphism λ∈Λ M λ → M such that each M λ ≃ P a for some vertex a. We call M countably generated if some countable Λ can be chosen; call M finitely generated if some finite Λ can be chosen.
Given a collection S of representations, we denote by add S the category of direct summands of finite direct sums of objects in S. We set proj(Q) = add {P a |a ∈ Q 0 } and inj(Q) = add {I a |a ∈ Q 0 }.
We observe by Proposition 3.2 that End(P a ) ≃ k ≃ End(I a ) for any vertex a, if Q contains no oriented cycles. Then Azumaya's decomposition theorem implies that each indecomposable projective representation in Rep(Q) is of the form P a for some vertex a; see [1, Theorem 12.6] . We observe that both proj(Q) and inj(Q) are Krull-Schmidt categories. Each object in proj(Q) is isomorphic to some n i=1 P ai with a i ∈ Q 0 , and each object in inj(Q) is isomorphic to some
Recall that a representation M is called locally finite dimensional if M (a) is finite dimensional for each vertex a. We denote by rep(Q) the category of locally finite dimensional representations. Then the restriction of
We mention that rep(Q) is a hereditary abelian subcategory of Rep(Q), which is closed under extensions. The following fact may be known to experts. We refer to an analogous result [2, Main Theorem].
Proof. After some modification, the proof of [2, Main Theorem(a)] applies here.
Some facts about direct limits and inverse limits
Denote by Mod k the category of k-linear spaces. We mention some facts about direct limits and inverse limits.
Let
We mention the following observation.
Proof. Assume x = n r=1 x r with each x r ∈ Ker ψ ijr for some j r ≥ i. We can choose some l ≥ j 1 , j 2 , . . . , j n , since ∆ is directed. We observe that
Then the result follows.
We have the following fact. 
The following result shows that the direct system (M i /M ′ i , ψ ij ) has the same direct limit with (M i , ψ ij ). We then obtain a new direct system holding the direct limits, such that its morphisms are both injections.
Proof. For any i ∈ ∆ and any Consider the following exact sequence of direct systems
. We obtain by [12, Theorem 2.6 .15] the exact sequence
. By Lemma 4.1, for any i ∈ ∆ and x ∈ M ′ i , there exists some j ≥ i such that x ∈ Ker ψ ij . That is to say ψ ij (x) = 0. We then obtain lim
This procedure suggests that we can reduce the morphisms in a direct system into monomorphisms; see Proposition 5.2.
The following fact is well known; see [12, Proposition 3.5.7] .
Lemma 4.4. Assume
is a short exact sequence of inverse systems over ∆ in Mod k. Then the following induced sequence of inverse limits
is exact. If moreover (U i ) satisfies Mittag-Leffler condition and ∆ is countable, then g is surjective.
The following result is crucial. It can be used to show the projective property of some direct limit; see Section 6.
Proof. For any i ≤ j, we have the k-linear map
induced by ψ ij . We observe that (Hom C (M i , U ), Hom C (ψ ij , U )) is an inverse system in Mod k. We mention the natural isomorphism
For any i ∈ ∆, we consider the k-linear map
induced by g. We have the short exact sequence
and the inclusion
). We observe that each Ker Hom C (M i , g) is finite dimensional. Then the inverse system (Ker Hom C (M i , g)) satisfies Mittag-Leffler condition. By Lemma 4.4, we obtain the following exact sequence of inverse limits
We mention that the induced morphism
is an inclusion. Then the commutative triangle
For any i ≤ j, we observe that
Then there exists an element lim
. By the hypotheses, each h • φ i factors through g. In other words, each h • φ i lies in Im Hom C (M i , g).
It follows that lim
We observe by (4.1) in the case
It follows that h lies in Im Hom C (M, g). In other words, h factors through g.
A class of flat representations
Let Q be a quiver without oriented cycles. We mention that both proj(Q) and inj(Q) are Krull-Schmidt categories.
By [9, Theorem 3.2], we can call a representation M in Rep(Q) flat if it is the direct limit of a direct system (M i , ψ ij : 
For each arrow α : a → b, we let
We set a i = t(α i+1 ) for each i ≥ 0. Recall that P a is the corresponding projective representation for any vertex a. For each j > i, the finite path α i+1 α i+2 · · · α j induces a morphism ψ ij : P ai → P aj , such that
for any vertex b and any finite path u ∈ Γ aib . We set ψ ii = Id Pa i . We observe that (P ai , ψ ij ) is a direct system over (N, ≤).
For each i ≥ 0, the right infinite path α i+1 α i+2 · · · α j · · · induces a morphism
for any vertex b and any finite path u ∈ Γ aib .
The following result shows that X [p] is a flat representation in Rep(Q).
Proof. We observe that φ j • ψ ij = φ i for any i ≤ j. By Lemma 2.1, we have that each φ i (b) is an injection, since Q contains no oriented cycles. We then obtain Im φ i ≃ P ai . We observe that i≥0 Im φ i = X [p] . Then the result follows.
We observe that the direct system (P i , ψ ij ) depends on the choice of representative p, but the direct limit X [p] does not.
We mention that X [p] ≃ P a for any vertex a. Indeed, we observe that rad X [p] = X [p] and hence top X [p] = 0. Then the result follows since top P a ≃ S a .
We observe by Proposition 5.1 that the flat representation X [p] is the direct limit of subrepresentations. The following result shows that this property holds for general flat representations in Rep(Q). Proof. Assume M is the direct limit of a direct system (M i , ψ ij : Let i ∈ ∆. We observe that Im ψ ij is projective for any j ≥ i, since M j is projective and Rep(Q) is hereditary. We obtain a split exact sequence
Here u j is the inclusion. Then Im ψ ij and Ker ψ ij are direct summands of M i , and hence lie in proj(Q). We mention that there exists some morphism v j :
It follows that Ker ψ ij is a direct summand of Ker ψ ij ′ . We may assume M i ≃ n r=1 P ar for some vertices a 1 , a 2 , . . . , a n . Then the number of indecomposable direct summands of Ker ψ ij for a certain decomposition is less than or equal to the one of Ker ψ ij ′ , and they are both less than or equal to n. It follows that there exists some l ≥ i such that Ker ψ il = Ker ψ ij for any j ≥ l.
For any j ≥ i, we can choose some j ′ ≥ j, l. We have that Ker ψ ij ⊆ Ker ψ ij ′ = Ker ψ il . We then obtain M ′ i = Ker ψ il . It follows from the exact sequence (5.1) in the case
We study morphisms between representations of the form X [p] . Proof. We assume p = α 1 α 2 · · · α i · · · . For each i ≥ 0, we set a i = t(α i+1 ). We observe that for any vertex a and any right infinite path p ′ in [p] a , there exists some i ≥ 0 and some finite path w ∈ Γ aia such that
Consider the commutative diagram
We observe that
We claim that there exists some i ≥ 0 such that g(a i )(α i+1 α i+2 · · · α l · · · ) = 0. Otherwise, for any vertex a and any right infinite path p ′ in [p] a , we have g(a)(p ′ ) = 0 by (5.2). It follows that g = 0, which is a contradiction.
Hence, without loss of generality, we may assume g(a 0 )(p) = 0. Then for any i > 0, we observe by (5.2) in the case a = a 0 , p
In particular, we have g(
where n i ≥ 1, 0 = r ij ∈ k, and u ij ∈ [q] ai . We observe that
Here, the first equality is (5.3). The second equality is (5.2) in the case a = a i , p ′ = α i+1 α i+2 · · · α l · · · and w = α i+1 . The third equality holds by (5.3) in the case i + 1. The fourth equality holds by the definition of
Therefore, we have that n i = n i+1 . For each 1 ≤ j ≤ n i , there exists some j ′ such that u ij = α i+1 u i+1,j ′ and r ij = r i+1,j ′ . By induction, we have that each
Let r = r 01 . Then for each i ≥ 0, we have
For any vertex a and any right infinite path p ′ in [p] a , we may assume p ′ = wα i+1 α i+2 · · · α l · · · for some i ≥ 0 and some finite path w ∈ Γ aia . By (5.2) and (5.4), we have that
It follows that g = r Id X [p] .
We mention that Lemma 5.3 still holds even if Q contains oriented cycles. The following result is a direct consequence of Lemma 5.3. It implies that the representations of the form X [p] are indecomposable and pairwise non-isomorphic. (1)
We mention the following characterization for X [p] lying in rep(Q). 
Proof. We observe that X [p] lies in rep(Q) if and only if [p]
a is finite for any a ∈ Q 0 . Since Q contains no oriented cycles, then the result follows from the equivalence between Proposition 2.5(1) and Proposition 2.5(3).
We mention that the convex hull of any right infinite path in [p] is a convex subquiver of supp X [p] . But X [p] ∈ rep(Q) does not implies that supp X [p] is uniformly interval finite; see the following example.
Example 5.6. Let Q be the following quiver 
, we obtain an inverse system (I ai ) over N in Rep(Q). We let
We observe that D sends direct limits to inverse limits. Then we obtain the following result, which is dual to Proposition 5.1.
We mention that Y [p] ≃ I a for any vertex a. Indeed, we observe that soc Y [p] = 0. Then the result follows since soc I a ≃ S a .
The classification theorem
Let Q be an interval finite quiver. We consider the category rep(Q). We observe that proj(Q) and inj(Q) are both subcategories of rep(Q). We refer to [4] for more details about rep(Q).
Lemma 6.1. Let M ∈ rep(Q) and ∆ be a countable directed set. Assume that M is the direct limit of objects M i ∈ proj(Q) over ∆ in rep(Q). Then M is projective in rep(Q).
Proof. Assume that φ i : M i → M is the canonical morphism for each i ∈ ∆. Let g : X → Y be an epimorphism and f : M → Y be a morphism in rep(Q). We have that each f • φ i factors through g since M i is projective. We observe that Hom(M i , X) is finite dimensional. By Proposition 4.5, we have that f factors through g. It follows that M is projective in rep(Q).
Then we can show that X [p] is projective in rep(Q) if it lies in rep(Q). Proof. Assume that M is projective in rep(Q). We assume p = α 1 α 2 · · · α i · · · . For each i ≥ 0, we set a i = t(α i+1 ). We observe that Hom(P ai , M ) ≃ M (a i ) and hence is nonzero. Let f i : P ai → M be a nonzero morphism. Since M is projective and rep(Q) is hereditary, we have that f i is an injection. We obtain dim M (a 0 ) ≥ dim P ai (a 0 ). We observe that dim P ai (a 0 ) = |Γ aia0 |. Since Q contains no oriented cycles, by the equivalence between Proposition 2.5(1) and Proposition 2.5(2), we have that {|Γ aia0 | |i ≥ 0} is unbounded. It follows that M (a 0 ) is not finite dimensional, which is a contradiction. Then the result follows.
We mention the following observations. Lemma 6.4. Let M be a projective object in rep(Q). Then M (α) is an injection for any arrow α : a → b.
Proof. We observe that there exists some morphism f :
Since rep(Q) is hereditary and M is projective, we have that f is an injection. We observe that P a (α) is an injection. Then the result follows.
For x ∈ M , we denote by M x the subrepresentation of M generated by x.
Lemma 6.5. Let M be a projective object in rep(Q). Assume that a 1 , a 2 , . . . , a n are vertices in supp M , and there exists some nonzero
We mention that n i=1 M xi means internal direct sum. Proof. We mention that M xi ≃ P ai for each 1 ≤ i ≤ n. We consider the canonical epimorphism g :
Here, the direct sum means external direct sum. We observe that n i=1 M xi is projective in rep(Q) since rep(Q) is hereditary. It follows that g is a split epimorphism. We observe that x i does not lie in rad(
We observe that both
. We obtain that g is an isomorphism. Then the result follows. Assume
) is an injection. Then dim M (a i ) will be stable for large enough i. We may assume dim M (a i ) = dim M (a 0 ) for each i ≥ 0. Then M (α i ) is a bijection for each i ≥ 0.
Let Ω 0 = {a i |i ≥ 0}. We denote by X 0 the subrepresentation of M generated by a∈Ω0 M (a). We observe that X 0 ≃ X
. Let Ω 1 = Ω 0 ∪ Q 0 \ supp X 0 . We denote by X 1 the subrepresentation of M generated by a∈Ω1\Ω0 M (a). We observe that X 0 (a) + X 1 (a) = M (a) for each a ∈ Ω 1 .
We claim that X 0 ∩ X 1 = 0. Indeed, let x ∈ X 0 (a) ∩ X 1 (a) for some vertex a. Then there exists pairwise different vertices b 1 , b 2 , . . . , b n in Ω 1 \Ω 0 and y i ∈ X 1 (b i ) for each 1 ≤ i ≤ n such that x ∈ n i=1 M yi . We may assume y i / ∈ j =i M yj for any 1 ≤ i ≤ n. We observe that there exists some j ≥ 0 such that there does not exist finite path u with t(u) = a j and s(u) = b i for any 1 ≤ i ≤ n, since Q is interval finite. We can choose y n+1 ∈ M (a j ) such that x ∈ M yn+1 . We observe that y i / ∈ j =i M yj for any 1 ≤ i ≤ n + 1. By Lemma 6.5, we have that x = 0. It follows that X 0 ∩ X 1 = 0.
Let Ω 2 = {a ∈ Q 0 |a − ⊆ Ω 1 }. For each a ∈ Ω 2 \Ω 1 , we let U a be a complement to X 0 (a) ⊕ X 1 (a) in M (a). Let X 2 be the subrepresentation of M generated by a∈Ω2\Ω1 U a . We observe that X 0 (a) ⊕ X 1 (a) ⊕ X 2 (a) = M (a) for each a ∈ Ω 2 . We claim that (X 0 ⊕ X 1 ) ∩ X 2 = 0. Indeed, let x ∈ (X 0 ⊕ X 1 )(a) ∩ X 2 (a) for some vertex a. Then there exist pairwise different vertices b 1 , b 2 , . . . , b n ∈ Ω 2 \Ω 1 and y i ∈ X 2 (b i ) for each 1 ≤ i ≤ n such that x ∈ n i=1 M yi . We may assume y i / ∈ 1≤j≤n,j =i M yj for any 1 ≤ i ≤ n. Similarly, there exist pairwise different vertices b n+1 , b n+2 , . . . , b n+m ∈ Ω 1 and y i ∈ (X 0 ⊕X 1 )(b i ) for each n+1 ≤ i ≤ n+m such that x ∈ n+m i=n+1 M yi . We may assume y i / ∈ n+1≤j≤n+m,j =i M yj for any
is a direct sum for each a ∈ Ω 2 . By Lemma 6.5, we have that x = 0. It follows that (X 0 ⊕ X 1 ) ∩ X 2 = 0.
By induction, for each n ≥ 0, we have Ω n and X n such that n i=1 X i is a direct sum and ( n i=0 X i )(a) = M (a) for each vertx a ∈ Ω n . We observe that any vertex in supp M lies in Ω i for some i ≥ 0. It follows that
We then obtain the following classification theorem.
Theorem 6.7. Let Q be an interval finite quiver. Assume that P is an indecomposable projective object in rep(Q). Then either P ≃ P a for some vertex a, or P ≃ X [p] for some tail-equivalence class [p] of right infinite paths, where the convex hull of any right infinite path in [p] is uniformly interval finite.
Proof. If supp P contains a right infinite path, the result follows from Proposition 6.6. Now, we assume that supp P contains no right infinite paths. Then the canonical epimorphism P → top P is a projective cover by Lemma 3.1(1). In particular, top P is nonzero. Let S be a simple factor representation of top P . We have an epimorphism f : P → S. Assume that S(a) = 0 for some vertex a. We have a projective cover g : P a → S. It follows that P a is a direct summand of P . Since P is indecomposable, we have that P ≃ P a .
By the duality D : rep(Q op ) → rep(Q), we can also classify the injective objects in rep(Q); see the following theorem. One can also obtain the classification of injective objects in rep(Q) analogous to the above process based on Propositions 3.2(2) and 5.7. We characterize the indecomposable projective objects and indecomposable injective objects in rep(Q) for the following infinite quiver of A ∞ ∞ type. Example 6.9. Let Q be the following quiver of A
For any vertex i, we denote by P i the corresponding indecomposable projective representation, and by I i the corresponding indecomposable injective representation.
By Proposition 6.2, we have that X [p] is an indecomposable projective object in rep(Q). By Theorem 6.7, we have that
is a complete set of indecomposable projective objects in rep(Q). Set q = · · · α j · · · α −2 α −1 . Then Y [q] ≃ X [p] . By Theorem 6.8, we have that
is a complete set of indecomposable injective objects in rep(Q).
7.
A characterization for projective objects in rep(Q)
We strengthen Proposition 5.2 for countably generated flat representations in Rep(Q) as follows.
Lemma 7.1. A countably generated flat representation in Rep(Q) is the direct limit of subrepresentations lying in proj(Q) over the directed set (N, ≤).
Proof. Assume that M is a countably generated flat representation. By Proposition 5.2, we may assume that M is the direct limit of subrepresentations P λ lying in proj(Q) over some directed set (Λ, ≤). Since M is countably generated, there exist some vertices a i for i ≥ 0 and some x i ∈ M (a i ) such that M = i≥0 M xi .
We observe that for any i ≥ 0, there exists some λ i ∈ Λ such that x i ∈ P λi (a i ). Then M xi ⊆ P λi . We let λ Proof. For the sufficiency, we assume M = i∈Ω M i for some indexed set Ω, such that each M i is a countably generated flat representation in Rep(Q). Lemma 7.1 implies that M i is the direct limit of representations lying in proj(Q) over N. Then Lemma 6.1 implies that M i is projective in rep(Q). It follows that M is projective in rep(Q), since projective objects in rep(Q) is closed under direct sums.
For the necessity, we assume M is projective in rep(Q). By Proposition 3.3, we have a decomposition M = i∈Ω M i for some indexed set Ω, such that each M i is indecomposable. Then each M i is a projective object in rep(Q). Theorem 6.7 implies that either M i ≃ P a for some vertex a or M i ≃ X [p] for some tail-equivalence class [p] of right infinite paths. Then the result follows since both P a and X [p] are countably generated flat representations in Rep(Q). Proof. We observe that a connected strongly locally finite quiver is countable. Then each locally finite dimensional representation of Q is countably generated. We mention that flat representations in Rep(Q) is closed under direct sums. Then the result is a direct consequence of Theorem 7.2.
We mention that there may exist some projective object in rep(Q), which is the infinite direct sum of indecomposable representations; see the following example. We mention that P 2n = S 2n for each n ≥ 0, and n≥0 P 2n ∈ rep(Q). Then n≥0 P 2n is a projective object in rep(Q).
Let Ω be the set of finite subsets of 2N. Then Ω is a countable directed set. For any E ∈ Ω, we let M E = i∈E P i , and let φ E : M E → n≥0 P 2n be the canonical injection. For any E ⊆ F ⊆ 2N, we let ψ EF : M E → M F be the canonical injection. Then (M E , ψ EF ) is a direct system over Ω and ( n≥0 P 2n , φ E ) is the direct limit in Rep(Q).
