






































































芸 ･遣 .芸 .6(SZ+芸)-o･ (2)
この方程式は､KdV方程式に蔵本=シバシンスキー (KS)方程式の線形項が加わったも
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が出来るはずですが､どんなに小さくとも誤差が入れば指数関数的に増大し予測不可能とな
るわけです｡散逸系では､解は位相空間のストレンジアトラクターと呼ばれるフラクタル的
な領域に制限されてしまいます｡これは､散逸効果により位相空間の体積が減少する一方､
解の一意性を保ちながらいつまでも軌道不安定であるために必要な構造です｡
解がこのアトラクターに制限されるとすると､エルゴ-ト性が成り立ちます｡つまり､時
間平均がアンサンブル平均と同等であるわけです｡ただし､ストレンジアトラクターの構造
は極めて複雑ですので､位相空間での状態に対する分布を決めることは絶望的でしょう｡
カオスかどうかの判定ですが､先の指数関数的な軌道不安定性を計る指数であるリヤプノ
フ数を計算するのが一般的です｡ただし､カオスが常識と化した現在では､リヤプノフ数を
求めることは特別な必要性がなければ蛇足かもしれません｡
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具体的には､リヤプノフ数の大きい方向に (一般化)体積は引き延ばされる事を利用し
て､元になる非線形方程式とこの解に対して線形化したⅣ個の方程式を連立して解き､適
当な時間間隔でⅣ個の解を直交化し規格化しながら増幅率を求め平均操作を行いリヤプノ
フ数を求めます｡つまり､軌道に沿ってその軌道の線形安定性を時 刻々々と計算し､増幅率
の平均を軌道に沿って求めるわけです｡文献によっては､この時 刻々々に求まる増幅率を局
所リヤプノフ数､またそれに対応する線形解をリヤプノフベクトルと呼びます｡講義では､
例題を用いてより具体的な処方毒の説明をします｡
リヤプノフ数は統計的な量であり､ダイナミクスに対する情報は一般的には含まれていま
せん｡一方､カオスあるいは軌道不安定性の生成は位相空間において一棟ではなく､引き延
ばしを行う領域と折り畳みを行う領域が異なります｡勿論､ここで問題にしているような高
次元のアトラクターの構造は目で見て分かるわけではありません｡しかし､局所リヤプノフ
数を調べると第一局所リヤプノフ数すら大きさだけでなく符号さえも変化しますし､いくつ
かの局所リヤプノフ数が交互に最大増幅率を取るようになります｡つまり､局所 リヤプノフ
数を調べることにより位相空間の非一棟性を計ることが出来るわけです｡くどいように説明
しましたが､カオスや乱流の原因､特にダイナミカルな素過程を調べようとするときに強力
な武器になります｡
ここまで話は系の自由度によらないものですが､広い意味で空間的広がりがある場合カ
オス的な見方に新しい知見が必要になります｡ところで､リヤプノフ数やリヤプノフベクト
ルを用いる解析をリヤプノフ解析と呼びます｡高次元系に適用した例をいくつか挙げると､
●乱流 :リヤプノフスペクトルの相似性､中立モードとカスケードの関連､時間間欠性
と局所リヤプノフ数の関連
●結合振動子系 :巨視的秩序モードと孤立 (特異)リヤプノフ数の対応
など､現象の理解に直結した興味廉い結果があります｡また､リヤプノフベクトルを調べる
ことにより､実空間の特定の位置で起きる現象と軌道不安定性の関連が理解できることがあ
ります｡例えば､次に述べるKS乱流ではパルスが消滅するときに強い軌道不安定性を生み
出すことが示せます｡
強いカオス (乱流)を表現する方法として､パワースペクトルや分布関数などを用いた統
計的な見方があります｡それぞれの統計量は､カオスごとに特徴ある構造を持っています｡
それぞれの特徴をより奉本的な見方から説明することが試みられています｡これらの研究は
多岐に渡っていますが､ここでは局在構造に着目したks方程式と5次の非線形項を持つギ
ンツブルグ=ランダウ (QGL)方程式の強いカオス解を扱った研究を説明します｡
KS乱流のスペクトルは､低波数域の平坦部分と引き続く鋭いピークで特徴づけられま
す｡一方､解の時間発展を見ると不規則に変動するパルス列のように見えます｡ただし､こ
れらのパルスは生成消滅を繰り返しています｡従って､パルスのダイナミクスでは説明でき
ませんが､パルスを用いた統計モデルによりスペクトルがうまく説明できます｡
QGL方程式は､散逸効果がない極限で有限時間で発散する解を持っていざす.この様な
発散解を持つ系はそれほど特殊ではなく､例えば2一次元非線形シュレジンガ-方程式は自己
相似的に発散する解を持ちますが､これは非線形光学における"フォーカシング'と呼ばれ
る自己収束に対応しています｡この発散性は､QGL方程式の発散解と同じ性質を持つこと
が知られています｡この解 (バースト)は､ソリトンやパルスとは違いますが､局在してい
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るという点で素過程として似たような役割を担います｡QGL方程式は､散逸効果の強さに
応じて3種類のカオス解を持ちます｡それぞれのカオスは様々な統計量により分類されます
が､特に分布関数の変化で特徴づけられます｡この様なカオス (乱流)間遷移は､より現実
的な乱流でも観測されていて､以下に述べる乱流の間欠性とも関連がある可能性があり興味
深いものです｡とくに､バーストが中心的役割を果たす強い乱流状態では､分布関数はベキ
分布になるのですが､そのベキ別を説明するバーストを用いた統計モデルが構成できます｡
これらの例が示すように､局在構造が乱流の統計を理解する上でも役立つ場合がありま
す｡最後に､流体現象に見られる乱流を物理的立場から説明をしたいと思います｡
5. 乱流
私が流体研究を始めたころ､｢乱流を定義出来れば､乱流は分かったことになる｣と教え
られました｡恐らく､現在でも状況は変わっていないでしょう｡従って､乱流研究者の数だ
け乱流の見方があると言ってもおかしくないかもしれません｡実際､流体の専門家と物性系
の研究者の間の乱流観には大きな隔たりがあるようです｡
流体乱流は我々の周りに普通に見られます｡乱流は､分子粘性や拡散に比べけた違いのエ
ネルギー散逸や拡散により特徴づけられます.様々な物質や熱が比較的速く-拡散す流 乱流
の利点ですが､交通機関の燃費を悪くするのも乱流で､その理解が重要であることは言うま
でもないでしょう｡工学的には､平均流と揺らぎ (乱流)に分け (この平均流の定義に唆昧
さがあるのですが)､乱流の影響を平均流だけで表現しようと試みます｡最も租っぽいもの
は､いわゆる ｢乱流粘性｣で乱流揺らぎを分子の熱運動と同じように考え粘性係数を桁違い
に大きな値に置き換えるものです｡この粘性係数の億は理論的に予測できませんし､現実の
モデルとしては荒すぎることが知られています｡最近の計算流体力学ではより現実的なモデ
ルを考案し､それに基づくシミュレーションが盛んに行われています｡しかし､これらのモ
デルもどちらかというと発見法的な手法に依存しており､乱流の性質の理解の上に成り耳つ
ものではないようです｡
より基礎的な立場に立ち､乱流揺らぎの性質を理解しようとする研究も数多くなされて
きました｡それらの研究は､平均流を持たないいわゆる ｢一様等方乱流｣を対象したもの
です｡乱流の性質を表すものとして ｢カスケード｣という用語を聞いたことがあると思いま
す｡これは乱流のエネルギー散逸のモデルを説明するためにコルモゴロフにより導入された
もので､大きな渦が壊れて小さな渦に分裂し､さらに小さな渦へ分裂するという自己相似的
な過程を経て大きなスケールから小さなスケールにエネルギーが運ばれることを意味しま
す.簡単な次元解析からエネルギースペクトルがk~5/3になることが示せますので､5/3乗
則とかK41(±ルモゴロフの1941年の理論)などと呼ばれます｡この事からも分かる
ように､乱流の研究は ｢カスケード過程の研究｣であったと言えます｡この研究を通じてフ
ラクタルをはじめとして様々な概念が物理に導入されてきました｡
カスケードは常識になりましたが､具体的にどのような現象に基づくのか､は誰も知りま
せん｡最近､コンピューターが発達し､直接ナビエ=ストー クス方程式を解くことで視覚的
定量的に乱流を観察することが出来るようになりましたが､複雑すぎてどう表現していいの
か､あるいは何に着目していいのかという点でも解決策が兄いだされていないのが現状で
しょう｡
講義では､私が現在研究している熱対流乱流のシミュレーション結果を基に､乱流の基礎
を説明したいと思います｡また､カスケード過程を手軽に調べることが出来る､簡単なモデ
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ルーシェルモデル (GOYモデルトを紹介したいと思います｡このモデルを使うと乱流をカ
オス的な視点から研究することが出来ます｡また､カスケードのような空間とスケールの情
報を同時に扱えるウェーブレットを用いた研究にも触れたいと思います｡
6. 数値スキーム
偏微分方程式を数値的に解く場合､空間方向の取り扱いが間蓮となります｡大まかに言っ
て普通差分法かスペクトル法のどちらかを使います｡ここでは､狭義のスペクトル法につい
てK-SやKdV方程式ぐらいは解ける程度の手法を説明したいと思います｡スペクトル法は
差分法に比べると精度が極めて高いのが特徴ですが､その性質上展開する直交関数系に強く
依存しており､境界条件や空間領域の形に制限を受けます｡また､スキームの構造が複雑に
なりお手軽ではない面もあります｡
スペクトル法を用いたスキームを使うときに注意しなければいけないの.は非線形項の扱
いです｡2次の非線形項の場合､この項の直接計算にはⅣ 2のオーダーの演算が必要になり
ます｡そこで､積を計算する前にそれぞれの場を実空間に変換しその後に積を計算し､スペ
クトル空間に戻す操作をすると演算数はⅣlogⅣのオーダーに減らすことが出来ます｡この
操作で非線形項を計算するとき､｢擬スペクトル法｣と呼びますo最近のコンビュ｢タ-の
能力ならば､1次元程度では問題にならないかもしれませんが､2次元3次元と空間次元が
上がるとその効果は絶大です｡ただし､擬スペクトル法には有限個のモード (自由度の打ち
切り)を用いることに由来する誤差-エイリアジング誤差-が含まれます｡これは､扇風横
の羽根の回転がゆっくり逆回転しているように見えるのと同じ原因の誤差です｡具体的な取
り除き方は､時間方向のスキームと共に講義の時に詳しく説明します0
- 256 -
