This study describes the first-time application of modelling approaches designed for groundwater flow in fractured massive rock aquifers to reproduce preferential flow triggered by macropores and fractures in waste rock material, using the 3D numerical HydroGeoSphere model. Besides the common equivalent porous media conceptual approach, the dual continuum and discrete random fracture approach were tested for reproducing distinct, predominantly macropore-and porous media-driven outflows observed at an intermediate laboratory scale experiment. Outflows obtained with the numerical model applying the basic equivalent porous media approach could not cover the macropore-driven drainage period. Increasing model complexity improved model accuracy in terms of reproducing onset of observed drainage periods and total cumulative volumes. However, observed distinct discharge periods and discharge pausing could not be depicted with the numerical model, independently of the conceptual model applied. A sensitivity analysis concludes this study, indicating the necessity of improving knowledge on principal model parameters, such as fracture aperture and location.
Introduction
The removal of non-ore rock to access ore deposits comes along with the production of waste rocks, which may contain reactive sulphidic minerals. Typically, these are placed on the mine site, sloped and contoured into controlled shapes, forming the so called waste rock piles (WRP). The deposition method and the highly heterogeneous hydrogeological and geochemical properties of waste rock have a major impact on water and oxygen movement and pore water pressure distribution in the WRP, controlling hydro-geochemical reactions in the waste rock (e.g. [1] , [2] ).
The prediction and interpretation of water flow and distribution in WRP is a challenging problem. Various numerical investigations have been conducted to assess short and long term hydrogeological behavior, but the results are often questionable and difficult to validate. Various forms of unsaturated localized preferential flow processes have been identified, including for instance flow in macropores and other open spaces (somewhat similar to fractures), heterogeneity-driven and gravitydriven unstable flow, with local hydraulic conductivities reaching several meters per day (e.g., [3] , [4] , [5] , [6] , [7] ). Such phenomena have been largely neglected in numerical simulations of WRP, as these are not directly compatible with the classical equivalent porous media conceptual approach typically used in this field. An additional complicating circumstance is the unknown location and distribution of macropores and/or fractures a priori.
In this study, conceptual approaches originally designed for groundwater flow in massive fractured rock aquifers are assessed for the first time for representing flow in fractured media at an intermediate laboratory scale on waste rock material. The results are compared with actual measured flow data. Relevant hydraulic properties of the waste rock material, from an open pit mine located in eastern Québec (Canada), used in this modelling study, were retrieved from laboratory permeability and water retention tests [8] . These column tests were simulated with the numerical 3D fullyintegrated surface/subsurface flow model HydroGeoSphere [9] . The objective of this study is to better understand the flow processes in waste rock material. This is a key element for reliable numerical simulations of a planned experimental waste rock pile, which will further contribute to our understanding, leading to improved waste rock pile configurations to minimize water infiltration into reactive zones and the related contamination, to protect surrounding ecosystems.
Material and Methods

Conceptual approaches
The common and basic method to numerically model variably-saturated flow in fractured media is the equivalent porous media (EPM) approach, thereby treating the material as porous media [9] : 
] is the exchange of volumetric fluid flux per unit volume specified by boundary conditions (positive for a source and negative for a sink);
[-] is the volumetric fraction of the total volume occupied by the porous medium (or primary continuum). This value is usually equal to unity, unless a second porous continuum is considered for the simulation (i.e., dual continuum for representing macropores/fractures). To solve Eq.(1), constitutive relationships must be established that relate the primary unknown, ψ, to the secondary variables S w and k r . The unsaturated Van Genuchten functions [10] are considered here to define these relations for unsaturated media. Another possibility is to represent the porous medium with macropores/fractures simultaneously within two separate, but overlapping continua. This approach is based on the formulation of variably-saturated fluid flow in a dual continuum (DUAL) presented by [11] . In this case, mass transfer occurs at the fracture-porous medium interface. The corresponding variably-saturated fluid flow in the macropore contiuum is based on a modified version of Richards' equation:
where the index d refers to the dual (second) medium and
is the fluid exchange term with the first (porous) medium. The sum of the volumetric fraction of the dual continuum porosity w d and that of the porous medium w m is equal to 1.
A more elaborate approach is based on the representation of discrete random fractures (RFRAC) in the porous medium, which is often used for fractured rock masses. In this instance, fractures are described by the parallel plate model, where a fracture is represented as the planar void between two flat parallel surfaces. Variablysaturated flow in a fracture is described by the extension of the saturated fracture flow equations and using the analogy of Richards' equation for the porous matrix, resulting in the 2D flow equation [12] :
where index f refers to the fractured media; ∇ is the twodimensional gradient operator defined in the fracture plane. The saturated hydraulic conductivity K f [L T -1 ] of a fracture with a uniform aperture w f [L] is given by [13] :
where ρ [M L -3 ] refers to the fluid density, g [L T -2 ] to the gravitational acceleration and µ [M L -1 T -1 ] to the fluid viscosity. Generally, this type of model demands a higher degree of parameterization with increasing conceptual complexity, compared with other approaches, while computational efficiency is decreasing. Figure 1 summarizes the various approaches described above.
Data source and model description
The laboratory experiments consists of an infiltration test in a column filled with waste rock material collected at the investigated mine site. The test, conducted by [8] , lead to the identification of preferential macropore flow, as it will be shown by the results presented here. Material properties, such as porosity, saturated hydraulic conductivity, residual saturation, and retention curve parameters were determined from this and related laboratory test.
An experimental protocol was established to conduct the infiltration test ( [8] ). The initially saturated column was then completely drained until no outflow is observed for a few days; the moisture distribution in the column (at equilibrium) then follows the water retention curve of the waste rock. The waste rock is then covered with an impermeable geomembrane, and thereafter 3.5 L of distilled water is poured on the top of the column. The valve at the bottom of the column is opened and the geomembrane is then quickly removed to allow water infiltration in the waste rock. Variation of free water height at the top of the column is measured over time and water is collected at the bottom (with measuring flow rate). During the test, the water table level inside the waste rock specimen is kept at 4.5 cm above the bottom of the column (i.e. at the exit of an U-shape tube). The test finishes when the column is again completely drained. Outflow-time and infiltration rate-time curves are drawn using the collected measurements. The principal experimental setup is depicted schematically in Figure 2 The observed infiltration and outflow rates are presented in Figures 3 (together with the outflow simulated with the equivalent porous medium conceptual approach, to be discussed below). Interpretation of the observed outflow curve led to the identification of three distinct drainage periods, as seen in Figure 3 . The first discharge peak is deemed to be caused by the flow of water already located at the base of the column (below the water table) because of air overpressure induced by the rapid release of the water mass on top of the column. Then, appearing after about 5 minutes, the second drainage period is related mainly to preferential flow through macropores, as inferred from this and other results from the laboratory investigation. Finally, the last drainage period that starts after about 8 minutes, subsequent to a period of 26 s without any observed discharge, is interpreted as the water draining mostly through the porous matrix of the waste rock material. It should be emphasized that during the drainage process through the column, flow exchange is expected to occur between the macropores and the porous matrix, which is characterized by a fairly large (saturated) hydraulic conductivity. Waste rock material properties determined from various laboratory tests ( [8] ) were used as input for the numerical simulations conducted with the code HydroGeoSphere ( [9] , [12] ). In HydroGeoSphere, the numerical solution of the flow equation is based on the Control Volume Finite Element method, which produces discretized equations by applying physical conservation laws to control volumes surrounding mesh nodes. The porous matrix is represented by 3D elements, here blocks, while discrete fractures are defined by selecting the 2D faces of block elements. Fracture nodes correspond therefore to porous matrix nodes. Common nodes ensure continuity of hydraulic head at fracture-matrix interface, such that there is no need to explicitly calculate fluid leakage between discrete fractures and porous rock matrix. In contrast, an explicit fluid exchange term is calculated when the dual continuum approach is considered, as indicated in Equation 3 .
A few calibration steps were applied to obtain a satisfactory match between the measured and the simulated outflow. Porosity, residual water content θ r and van Genuchten parameter α remain unmodified with respect to the laboratory results, while the saturated hydraulic conductivity and van Genuchten parameter β were calibrated within reasonable intervalls for the tested material. The volume fraction of the dual medium was also calibrated, thereby using the observed ratio of macropore/fracture-driven and total cumulative outflow (0.12) as starting point. The interface hydraulic conductivity, required for calculating the fluid exchange term Γ d in equation (3), is usually set two to three orders of magnitude lower than the saturated hydraulic conductivity of the porous medium ( [11] ). For the random fracture model, the aperture sizes were deducted from grains found in the drained water at the end of the infiltration experiment (i.e., the size of the washed out grains are expected to represent the fracture apertures). The influence of the number of fractures, as well as fracture aperture and the volumetric fraction of the dual medium were subject of a sensitivity analysis discussed below. Calibrated material properties and principal model parameters are summarized in Table 1 . [9] In the simulations, the 60.34 cm total material thickness was discretized into 60 layers and the circular column surface was abstracted into a quadratic (25.93 cm) surface represented by 26 by 26 elements, producing a numerical, regular block-based mesh of 60x26x26 = 40560 elements.
At the top of the column, a time-variable flux boundary is applied, representing the observed infiltration rate (blue line in Figure 3) . At the bottom of the column, a fixed head boundary of 4.5 cm was applied, representing the water table position in the laboratory experiment (Figure 2 ). Calculated flow rates at the location of this water table are compared with those of the experiment.
Lateral boundaries were considered impermeable. The initial conditions are defined by pressure heads at equilibrium (confirmed by measurements) at the beginning of the laboratory infiltration test. Adaptive timestep sizes [9] were defined by a maximum variation of hydraulic head and saturation equal to 0.05 [L] per timestep; the initial (minimum) time step was 0.01 s, while the maximum one was 3600 s. Typical CPU times for the simulations are provided below. The matrix equation arising from the discretization of the governing equations presented in Section 2.1 was solved by a preconditioned iterative solver, using the ORTHOMIN acceleration [9] .
Main Results and Discussion
The air overpressure-induced first drainage period (see Figure 3 ) can't be simulated with the model given its physical constraints. The calibration of the base case equivalent porous medium model was based on obtaining the best fit with respect to i) the beginning of the 3 rd , primarily matrix-driven drainage period and ii) the late observed outflow rates. Although the simulated timing of the discharge peak is very good for the third flow phase (Figure 3) , the total cumulative outflow is underestimated by 9.2% with respect to the total outflow obtained in the lab, as can be seen in Table 2 , summarizing error measures (deviations from observed flow and onset of observed drainage), simulated contribution of macropore flow to total flow and the number of computational time steps as indicator of model efficiency for the three conceptual approaches tested. Adding the second, macropore continuum greatly benefits to improve the model results (Figure 4) . The beginning of the second drainage period approaches the observed drainage onset, commencing approximately 1.6 minutes too late, as indicated by Table 2 . The cumulative outflows compare very well with the simulation, slightly underestimating the observed outflow by 1.7%. The contribution from the second (macropore) continuum is around 46% of the total flow.
The simulation with the random fracture conceptual approach shows a very close match with the observed initial drainage appearance (only three seconds delayed compared with the lab observation for phase 2 outflow; Figure 4 ). However, the deviation from the total cumulative outflow at the end of the experiment is larger than the deviation obtained with the dual continuum model (see Table 2 ). Compared with the dual continuum simulation, fracture-driven outflow is somewhat smaller and accounts for approximately 40% of the total outflow. Large differences in the computational efficiency were also observed. While the run with the basic equivalent porous medium approach required 614 simulation time steps to come to a solution, the random fracture model required 1006 time steps for the run. The dual continuum model requirement is in between these two with 754 simulation time steps. This translates into 12 and 42 minutes of CPU time for the fastest and slowest run, respectively.
The two distinct discharge peaks related to fractureand matrix-driven drainage as well as the pausing discharge (i.e. zero discharge) in between drainage period II and III for about 26 seconds was not reproduced with any of the conceptual modelling approaches. Nonetheless, the modelled peaks for fracture-and matrix-driven outflow arrive at about the same time. Since the porous matrix has a large saturated hydraulic conductivity (1.2x10 -3 m/s), it was not possible to simulate the approximately 2.75 minute difference in the arrival of the discharge peaks deemed to come from the porous matrix and the macropores.
Given the fact that there are no information available on how many macropores or fractures could exist or on their location, the application of the dual and fracture media conceptual approaches is affected by significant uncertainties. In order to improve the understanding on the impact of these parameters, a preliminary sensitivity analysis was conducted. Tested parameters are the volume fraction of the dual medium within the matrix media (dual approach), as well as the number of random fractures and fracture aperture (random fracture approach). Table 3 summarizes the percentage changes of model output vs. observations (total cumulative flow; contribution from macropores, onset of drainage) as well as computational efficiency (number of simulation time steps) with respect to input parameter changes of the numerical model (volume fraction dual medium, fracture aperture and frequency).
It can be seen that increasing the volume fraction of the dual medium increases the contribution of macropores and the total calculated outflow, as expected. Furthermore, with more macropores, the calculated onset of the second drainage period appears 6.2% (25 s) earlier than with the original dual continuum model setup. The decrease in the number of simulation time steps for the run with a larger volumetric fraction of dual medium w d can be explained by the fact that with increasing w d infiltration takes preferentially place along the macropores and infiltration into the matrix is reduced. The fluid exchange between matrix and macropores can thus decrease, which reduces the computational effort.
For the random fracture model, reducing the number of fractures reduces their contribution to the total flow, as expected. However, while with 50% less fractures the onset of the simulated drainage is delayed by 5.3% (or 17 s), an increase in the number of random fractures by 50% has no impact on the beginning of the drainage event. More importantly, results also show that fracture aperture has a larger impact on the overall contribution of fractures to outflow compared with the number of fractures.
The number of fractures thus does not appear causing increased or decreased flow. This can be explained by the nature of randomly generated fractures, which are Overall, the computational burden was mildly affected by varying the input parameters and remained within the orders of magnitude reported for the three calibrated base cases of the EPM, DUAL and RFRAC approaches.
Conclusion and Future Work
In this study, an attempt was made to reproduce obtained discharge patterns of a waste rock sample test in laboratory columns at an intermediate scale by means of a numerical model using the equivalent porous media, dual continuum and random fractures approach. The results presented here show that this relatively simple task is a difficult endeavour. Adding complexity to the conceptual models certainly improved the results, yet it was not possible to reproduce the experimental drainage time series entirely satisfactorily, i.e., reproducing the two distinct drainage peaks and the pausing discharge in between them. Understanding and ultimately reproducing laboratory observations is a fundamental prerequisite for riskreduced and environmentally and economically responsible waste rock pile construction and maintenance. Given the uncertainties of some of the model parameters it is deemed indispensable to conduct additional laboratory tests and numerical studies, to account for variable fracture aperture and for macropore evolution in time, for instance. Application of geophysical tomography for retrieving a physically-based distribution of fractures could also be considered. In a final step, the conceptual models presented here will be applied to actual waste rock piles in order to draw additional information from field conditions, as well as identify and resolve questions related to laboratory vs. field scale issues.
