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Background and Purpose. 
Many artificial intelligence tools are currently being developed to assist diagnosis of dementia 
from magnetic resonance imaging (MRI). However, these tools have so far been difficult to 
integrate in the clinical routine workflow. In this work, we propose a new simple way to use 
them and assess their utility for improving diagnostic accuracy. 
Materials and Methods. 
We studied 34 patients with early-onset Alzheimer’s disease (EOAD), 49 with late-onset AD 
(LOAD), 39 with frontotemporal dementia (FTD) and 24 with depression from the pre-existing 
cohort CLIN-AD. Support vector machine (SVM) automatic classifiers using 3D T1 MRI were 
trained to distinguish: LOAD vs Depression, FTD vs LOAD, EOAD vs Depression, EOAD vs 
FTD. We extracted SVM weight maps, which are tridimensional representations of 
discriminant atrophy patterns used by the classifier to take its decisions and we printed posters 
of these maps. Four radiologists (2 senior neuroradiologists and 2 unspecialized junior 
radiologists) performed a visual classification of the 4 diagnostic pairs using 3D T1 MRI. 
Classifications were performed twice: first with standard radiological reading and then using 
SVM weight maps as a guide.  
Results. 
Diagnostic performance was significantly improved by the use of the weight maps for the two 
junior radiologists in the case of FTD vs EOAD. Improvement was over 10 points of diagnostic 
accuracy.  
Conclusion. 
This tool can improve the diagnostic accuracy of junior radiologists and could be integrated in 
the clinical routine workflow. 
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Dementia linked to neurodegenerative diseases is associated with morphological changes in the 
central nervous system1. Brain magnetic resonance imaging (MRI) is hence systematically 
recommended in the dementia workup: it helps differentiating a majority of dementias from 
one another, normal from pathological brain aging and could reveal differential diagnoses 
(chronic subdural hematoma, slow growing frontal tumors…). MRI can identify areas of 
atrophy that can suggest a particular cause of dementia, such as atrophy of medial temporal 
structures in late-onset Alzheimer disease (LOAD)2 or anterior atrophy in frontotemporal 
dementia (FTD) 3. Assessment of regional atrophy using MRI in dementia disorders have been 
extensively studied using visual, semi-quantitative ratings, computer-based volumetry, and 
whole-brain gray matter (WBGM) morphometry3. 
 Advances in machine learning have led to the development of artificial intelligence 
(AI) algorithms to assist diagnosis of dementia based on T1-weighted MRI. Many studies 
showed that automatic support vector machine (SVM)4 classification based on WBGM maps 
can differentiate AD patients from healthy controls with high accuracy5,6. Fewer studies exist 
on differential diagnosis of cognitive disorders. Several studies assessed the performance for 
distinguishing AD from bvFTD patients, with accuracies ranging from 80% to 90%7,8,910,11. 
Koikkalainen et al., 12, Tong et al.13,  and Morin et al.14 studied various types of dementia and 
reported high accuracies for some of them (AD, FTD) but lower accuracies for others (Lewy 
body disease, cortico-basal degeneration).  
 Artificial intelligence tools are thus potentially useful for the diagnosis of dementia. 
However, these software tools are very rarely, if not never, used in clinical routine. A major 
reason is that their operation is burdensome.  
 In this paper, we propose a simple way to integrate results from an AI tool into the 
clinical routine workflow and assess its potential utility for improving diagnostic accuracy of 
radiologists. Specifically, we extracted weight maps indicating which brain areas are used by 
the algorithm to take its decision. We studied whether these weight maps improved the 
diagnostic accuracy for four diagnostic pairs: late-onset AD (LOAD) vs depression, LOAD vs 
FTD, FTD vs early-onset AD (EOAD), and depression vs EOAD. These four pairs were chosen 
for their clinical relevance and because the automatic classifier achieved good performances. 
Four radiologists performed classifications for each diagnostic pairs. Classifications were 









Material and Methods 
Participants 
The subjects were retrospectively recruited from the ClinAd cohort15, constituted in a tertiary 
academic expert memory center (Institute for Memory and Alzheimer’s disease, Pitié-
Salpêtrière University Hospital). 992 patients were included in this cohort from 2005 to 2014. 
All patients had neurological, biological and neuropsychological evaluations. Cerebrospinal 
fluid (CSF) ABeta1-42, tau and phosphorylated tau was available for all participants. At 
inclusion, patients and their relatives were informed that anonymized data could be used in 
subsequent research studies. No explicit consent was needed according to French legislation 
for this study because all clinical and biological data were generated during a routine clinical 
work-up and were retrospectively extracted. However, regulations concerning electronic filing, 
as defined by CNIL (Commission Nationale de l'Informatique et des Libertés), were followed 
during all the investigations. 
 Morin et al.14 studied 239 patients (corresponding to nine different diagnoses) from 
this cohort to evaluate the diagnostic accuracy of an automatic classifier based on WBGM 
segmentation maps extracted from T1-weighted MRI. From all the tested diagnostic pairs in 
Morin et al14, we retained LOAD vs depression, LOAD vs FTD, EOAD vs depression and 
EOAD vs FTD because of their clinical relevance, and because of the good performance of the 
classifier. This resulted in the inclusion of 146 patients in our study corresponding to four 
diagnostic groups: EOAD (34 patients), LOAD (49 patients), FTD (39 patients) and depression 
(24 patients). For each patient, the diagnosis was assessed by a group of 3 neurologists based 
on clinical, biological and imaging data, following international consensus criteria for AD 
(IWG-2)16, fronto-temporal dementia of the behavioral type (FTD)17, and depression18. This 
consensus diagnosis formed the reference standard. The automatic classifier results and the two 
neuroradiological classifications (index tests) results were not available to assessors of the 
reference standard. As clinical presentations and atrophy patterns depend on the age of onset of 
AD17, 18, the AD group was separated into Early-onset AD (EOAD) and Late-Onset-AD 
(LOAD), with age of onset respectively before and after 65 years.  
 
 
MRI Acquisition  
All patients had a brain MRI performed in clinical routine in the Department of Neuroradiology 
at Pitié-Salpêtrière Hospital on one out of four machines (3T MRI, Sigma HD; GE Healthcare 
or 1.5T MRI Optima 450; GE Healthcare or 1.5T MRI Horizon; GE Healthcare or 1T MRI 
Panorama; Philips). All MRI included a 3D T1-weighted sequence with a spatial resolution 
ranging from 0.5x0.5x1.2mm3 to 1x1x1.2mm3 that was used for SVM classification and for 
neuroradiological classification. Since imaging was performed as part of clinical routine, MRI 
acquisition parameters were not homogenized.  
 
Construction of the computer-aided diagnosis tool 
All T1-weighted MRI images were segmented into Gray Matter (GM), White Matter (WM) and 
CSF tissues maps using the Statistical Parametric Mapping unified segmentation routine with 
the default parameters (SPM12)19. A population template was calculated from GM and WM 
tissue maps using the DARTEL20 diffeomorphic registration algorithm. All GM tissue maps 
were normalized to MNI space and spatially smoothed with a 12mm isotropic kernel. This 
kernel size is larger than what is often used in voxel-based morphometry study. It was chosen 
based on previous experiments.14 where we found that the performances were slightly higher 
with this kernel size compared to lower or no smoothing. 




 Classifiers were created using Support vector machine (SVM) for each pair of 
diagnostic groups (LOAD vs depression, LOAD vs FTD, EOAD vs depression and EOAD vs 
FTD). 10-fold cross validations (CV) were performed to evaluate the performance of the 
classifiers with another nested 10-fold CV for unbiased search of the optimal value of the 
regularization hyperparameter. 
SVM classifiers give a weight to each feature (here, each voxel of the image). Therefore, 
they provide a weight map for each pair of diagnoses. The higher the absolute value of the 
weight, the higher the importance of the feature in the classification. Weights can be positive 
or negative, indicating that the feature is taken into account when predicting a diagnosis or the 
other. In the weight maps, the values were normalized between 1 and -1. The weight maps 
describe the most discriminant atrophy areas for the SVM classifiers. From the 3D weight maps, 
we selected and printed on paper a set of slices, in the three planes of space.  
 
First and second radiological classifications 
To assess whether weight maps can assist radiological evaluation, two sets of radiological 
classifications were performed: one without and one with weight maps. Each classification and 
each diagnostic pair was assessed by four radiologists (two senior neuro-radiologists with more 
than two years of neuroradiology experience and two residents junior with one to four years of 
radiological experience). Only T1-weighted MRI was available to the radiologists who were 
blind to all other patient data. For each of the four diagnostic pairs, the patients were presented 
to the radiologist in randomized order (LOAD vs Depression: 73 patients, LOAD vs FTD: 88 
patients, EOAD vs FTD: 73 patients and EOAD vs depression: 58 patients). No time limit was 
set. All radiologists viewed scans on their own and were asked to avoid any discussion of the 
cases with the other radiologists. In the first classification, radiologists used only their own 
knowledge. In the second classification, performed within 12 weeks after the first, the 
radiologists had printed weight maps to help spot the regions highlighted by the classifiers. 
Note that the performances were not revealed to the readers until the end of the study. 
 
Statistical analysis 
Demographic, clinical and cognitive measures were compared between the 4 groups using χ2 
test for categorical variables and one-way ANOVA for continuous variables. When the global 
test was significant, post hoc Tukey test was performed for continuous variables and pairwise 
χ2 test with Benjamini Hochberg correction for categorical variables. 
 Classification performances were assessed using the balanced accuracy defined as: 
(sensitivity+specificity)/2. To statistically compare the peformances between the two sets of 
radiological classifications (without and with weight maps) and between the classifier and the 
radiologists (first reading), we used Generalized Linear Mixed Models (GLMM) with logit link 
and binomial distribution. Details about the GLMMs are provided in Supplementary Material 
S1.  
 Statistical analyses were performed by M.H. using R 3.5.0. The package lme4 
(version 1.1-17) was used to perform GLMM. 







The population’s description is presented in Table 1. As expected, age was significantly 
different among the four groups. In the Depression group, there were significantly more women 
than in the FTD and LOAD groups. MMSE scores were significantly different between groups. 
This was expected since these neurodegenerative conditions do not have the same cognitive 
profile and since depression has a low impact on this score. There was no significant difference 
between groups regarding the MRI magnetic field. 
 
Table 1. Demographic and clinical characteristics of the population. 
 
Depression 
n = 24  
(16.44%) 
EOAD 
n = 34 
(23.29%) 
FTD 
n = 39 
(26.71%) 
LOAD 
n = 49 
(33.56%) 
pvalue ∫  
Age 64.33 ± 7.36#£ 59.29 ± 4.58&$£ 66.26 ± 9.30#£ 73.04 ± 5.92&#$ <0.001* 
Gender     0.044* 
Female 18 (75.00%)$£ 21 (63.64%) 18 (46.15%)& 22 (44.90%)&  
Male 6 (25.00%) 12 (36.36%) 21 (53.85%) 27 (55.10%) 
Evolution 
(years) 
5.91 ± 8.50# 2.67 ± 1.54& 3.43 ± 1.95 3.39 ± 2.20 0.022* 
MMS 25.24 ± 3.18# 19.31 ± 6.43&$ 23.00 ± 4.32# 22.38 ± 5.38 0.001* 
Magnetic fields     0.293 
1T 18 (75.00%) 21 (61.76%) 19 (48.72%) 24 (48.98%)  
1.5T 3 (12.50%) 7 (20.59%) 7 (17.95%) 9 (18.37%)  
3T 3 (12.50%) 6 (17.65%) 13 (33.33%) 16 (32.65%)  
Note. Counts, percentages, means and standard deviations are shown four groups, as well as p-values, to indicate statistically 
significant group differences. Values are expressed as Mean values ± Standard Deviation 
∫ p-values for the comparison between the four groups using one-way ANOVA for continuous variables and chi-square test for 
qualitative variables 
Following signs indicate which groups significantly differ: & group differs from Depression; # group differs from EOAD; $ group 
differs from FTD; £ group differs from LOAD. 
* Statistically significant at p < 0.05 
 
Weight maps  
The printed weight maps that were presented to the radiologists are shown in Figure 1. For 
LOAD vs Depression, areas contributing to the classification as LOAD are almost exclusively 
localized in hippocampus, while for Depression areas are of small size, more diffuse, and 
without lobar predominance except in insular areas. For LOAD vs FTD, LOAD classification 
is associated with bilateral hippocampal and medial parietal atrophy, while areas associated 
with FTD predominate prominently in the frontal lobe and temporal lobes and next to the 
ventricles. For EOAD vs FTD, EOAD classification is associated with bilateral atrophy in 
medial temporal, retrosplenial cortex and medial parietal cortex (precuneus), while FTD 
involves mainly the frontal lobes and in particular the cingulate gyrus with some involvement 
of the head of caudate nucleus and bilateral cerebellar atrophy. For EOAD vs Depression, areas 
contributing to EOAD classification involve bilateral atrophy of the medial parietal cortex and 
of the hippocampus atrophy as well as areas next to the ventricles, while for depression areas 
are more diffuse without lobar predominance except in insular areas. However, there is bilateral 
cerebellar involvement that is absent in EOAD. 
  






Figure 1: Printed set of slices from the 3D weight map corresponding to: 
a) LOAD vs Depression. Blue (resp. orange) areas correspond to regions in which atrophy increases 
the likelihood of classification as LOAD (resp. Depression), b ) LOAD vs FTD, c) EOAD vs FTD 




Balanced accuracies for the two radiological classifications and for the SVM classifier are 
reported in Table 2.  
 
 
Table 2. Balanced accuracies to distinguish between diagnostic pairs for the two radiological 



















Radiologist     
Senior1 0.70/0.68 0.77/0.77 0.75/0.76 0.70/0.65 
Senior2 0.69/0.70 0.62/0.69 0.59/0.72 0.63/0.67 
Junior1 0.74/0.84 0.77/0.80 0.68/0.84 0.63/0.68 
Junior2 0.71/0.68 0.69/0.72 0.67/0.80 0.69/0.76 
SVM 
Classifier 0.72 0.72 0.80 0.82 
 
 
Statistical comparisons of the performances between the two radiological classifications 
and between the classifier and radiologists are summarized in Table 3. Full results of the 
GLMM are presented in Supplementary Tables S1 and S2. Across the four radiologists, the use 




of weight maps significantly improved the diagnostic performances for FTD vs EOAD 
(p<0.001) but not for other diagnostic pairs. Looking at each radiologist separately, the use of 
weight maps significantly improved the performance for the two junior radiologists for FTD vs 
EOAD (OR=3.83±1.89 p=0.007 and OR=2.81±1.31 p=0.027, respectively). Although large in 
magnitude (respectively, 10 and 13 percent points of balanced accuracies), two other 
improvements did not reach statistical significance (FTD vs EOAD for Senior 2: OR=2.08±0.90 
p=0.090; LOAD vs Depression for Junior 1: OR=3.03±1.7 p= 0.053). The performances of the 
SVM classifier were significantly higher than that of all four radiologists (first classification) 
for EOAD vs Depression (Junior 1: p=0.002; Junior 2: p=0.026; Senior 1: p=0.044; Senior 2: 
p=0.001) and that of two of the four radiologists for FTD vs EOAD (Junior 1: p=0.066; Junior 
2: p=0.040; Senior 1: p=0.47; Senior 2: p=0.002) but not for other diagnostic pairs. 
 
 
Table 3. Summary of the results of statistical comparison using GLMM between the first and 
the second radiological classification (with and without weight maps), indicated in the column 
“WMs”, and between the automatic classifier and the first radiological classification, 








EOAD vs  
Depression 
  WMs C WMs C WMs C WMs C 
Overall 
effect 0.81   0.43   0.0008*   0.62   
Junior1 0.054# 0.81 0.57 0.44 0.007* 0.066# 0.53 0.002* 
Junior2 0.98 0.10 0.35  0.46 0.027* 0.040* 0.37 0.026* 
Senior1 0.33 0.24 0.81 0.33 0.89 0.47 0.26 0.044* 
Senior2 0.66 0.10 0.20 0.10 0.090# 0.002* 0.28 0.001* 
Results are presented as p values. 
WM: Results of the comparison between the first and the second radiological classification, 
assessing the impact of using weight maps (WMs) on diagnostic performance. The line 
'Overall effect' refers to the test on the overall improvement across all four radiologists. The 
lines 'Junior1' to ‘Senior2’ refer to the posthoc tests on the improvement of each radiologist.   
C: Results of the comparison between the automatic classifier and the first radiological 
classification.  The lines 'Junior1' to ‘Senior2’ refer to the posthoc tests comparing the 
automatic classifier to each radiologist.   
* p <0.05; # 0.05<p<0.1 
 
  





In this paper, we proposed a simple way to introduce results from an AI tool in the clinical 
routine workflow and we assessed its value for improving radiological diagnosis of 
neurodegenerative dementias. We showed that this tool can significantly improve diagnostic 
performance for some clinically difficult diagnoses, in particular in the case of junior 
radiologists. 
We found a significant improvement for two of the readings. Moreover, two other 
readings, although not statistically significant, were improved by more than 10 points of 
balanced accuracy. Significant improvements concerned FTD vs EOAD diagnosis for the two 
junior radiologists (16 points and 13 points respectively). Importantly, there was no statistically 
significant decrease in accuracy for any of the readings (decreases were observed in only 3 of 
the 16 cases and none was significant). The effect of the weight maps was mostly seen for junior 
radiologists who are not yet specialized. It is likely because they had less knowledge regarding 
atrophy patterns in different types of dementia. Among the information provided by the WMs, 
it was interesting that, for the contrast EOAD vs FTD, it pushed the readers to focus on the 
medial frontal cortex (next to the falx cerebri) instead of looking for global anterior atrophy in 
FTD. Moreover, each junior radiologist received a quick briefing about atrophy in dementia 
before the first reading. A brief oral reminder was given to them and both read about the main 
atrophy patterns. It could thus be that the improvement with the weight maps would have been 
even higher without this briefing. This could explain the relatively good performance of junior 
radiologists in the first reading. In Klöppel et al.9, the mean accuracy for AD vs FTD, for 
radiologists with at least six years of practice (including four neuroradiologists) was 68.6%. In 
our study, the average accuracy of junior radiologists was 73% for FTD vs LOAD pair and 
67.5% for FTD vs EOAD. Nevertheless, it is true that the fact that senior radiologists’ 
performance was not improved limits the impact of the study. Indeed, the resident readings are 
usually checked by senior radiologists. However, we would like to point out that detecting 
moderate increases in classification performance requires very large samples. For instance, a 
calculation based on binomial low shows that 100 patients par groups are required to estimate 
accuracy with a standard deviation of 5 points. In our study, the performance of the senior 2 
was increased by 13 points for one reading, even though it was not statistically significant.  
For some of the pairwise classification, there was no improvement with the use of the 
weight maps. There are several possible explanations to this phenomenon. For the LOAD vs 
depression and LOAD vs FTD pairs, it could be that the lower performance of the classifier 
may make WMs less relevant and in turn lead to a lack of increase in radiological classification 
performance.  Another possibility is that the radiologists had difficulty integrating information 
from the weight maps.  Furthermore, some areas of atrophy spotted by the WMs are difficult to 
take into account for the human eye. For example, atrophy of the head of the caudate nucleus 
may be difficult to assess because of the absence of a corresponding widening of a sulcus. 
One may wonder if similar improvements could have been obtained by presenting maps 
of significant groups differences resulting from a standard mass-univariate voxel-based 
morphometry analysis. This is nevertheless beyond the scope of the present study and was left 
for future work.  
Although not the main objective of our study, we also compared the performance of the 
radiologists to that of the automatic classifier. We showed that the classifier was significantly 
more accurate in several of the cases and was never significantly less accurate. In particular, 
the classifier was significantly better than every radiologist for EOAD vs Depression and better 
than two radiologists for FTD vs EOAD. Klöppel et al.9 also report higher or similar accuracies 
for the automatic classification. Three studies have focused on automatic classification of AD 
vs FTD 8,21,22, and obtained slightly higher classification accuracies: 72% to 90%, as compared 
to 72%-80% in our study (for FTD vs. EOAD-LOAD). However, these studies were based on 




research datasets while ours used clinical routine data. For the four tested pairs, our classifier 
provided accuracies up from 72% to 82%. One study evaluated classifiers on a clinical routine 
dataset12. The reported accuracy for FTD vs AD (80%) is consistent with ours. In our opinion, 
the superiority of the classifier for some tasks by no means implies that AI tools should be used 
in place of radiological reading for such tasks. Nevertheless, such tools will most likely be used 
to assist radiological evaluation in the future. This requires technical developments to integrate 
them in the radiological workflow as well as clinical studies demonstrating their added value. 
 Structural MRI depicts characteristic patterns of brain atrophy in Alzheimer’s disease 
and FTD3,23,24. Nevertheless, radiological diagnosis can be difficult. First, atrophy patterns can 
vary within the same pathology. AD patterns will change substantially depending on their age 
of onset25,26. Similarly, FTDs represent a family of diseases that vary both clinically and in their 
imaging presentation, even within the subcategory of behavioral-variant FTD27,28. The second 
difficulty is the overlap of atrophy patterns29, particularly at an early stage. Discriminative areas 
displayed by the weight maps are mostly consistent with the literature on atrophy patterns, but 
specifically highlight the areas that allow for discriminating between groups. Comparing the 
maps for LOAD vs Depression and EOAD vs Depression, we retrieved the prominent 
hippocampal atrophy in LOAD while there is also lobar involvement in EOAD. Among the 
atrophic areas described in depressed patients in previous group studies (hippocampus, central 
grey nuclei, frontal and insular lobes)30,31, only the insula appears to discriminate against AD 
patients. The weight maps comparing FTD to EOAD and LOAD highlight that lobar atrophy is 
more pronounced in EOAD patients compared to LOAD patients. We notice that the temporal 
poles do not appear as discriminating atrophy areas. Surprisingly, the cerebellum was also part 
of the discriminating regions. The role of the cerebellum in cognitive function has been broadly 
investigated in the last decades but the severity of cerebellar changes in FTD, AD, and cognitive 
disorders remains unclear32–34. For our classifier, cerebellar atrophy was associated to 
classification as FTD rather than as AD. 
 The gold standard diagnoses were made in a standardized and multidisciplinary way in 
line with the latest research guidelines in the field16,17, thereby providing a solid reference to 
which radiological diagnosis can be compared. At the same time, the cohort is representative 
of clinical routine, making the results more generalizable to clinical practice. AD and FTD are 
sometimes difficult to differentiate clinically because of overlapping symptoms35. MRI is 
systematically recommended for diagnosis of dementia and thus represents no extra 
examination and cost. Automatic classifiers are effective tools to assist diagnosis from MRI but 
are still not usable in current practice. The simple tool that we propose leverages recent 
advances in AI but is still applicable to clinical practice without requiring any specific software 
or change to the clinical workflow. It can be effective to improve the performance of 
radiologists and particularly junior radiologists in some differential diagnoses.  
 One limitation of our study is the binary classification which does not correspond to the 
clinical practice. However, the aim of WMs is to spot relevant regions when there is a doubt in 
a differential diagnosis. In order to perform the classification, we only considered the core 
diagnosis and disregarded mixed pathologies. The use of depression as a control group could 
be another limitation given that depressive patients present atrophy. However, this situation is 
representative of the clinical routine: patients presenting with cognitive disorders are usually 
diagnosed with a neurological or a psychiatric condition, or present with subjective cognitive 
impairment, and are thus not “pure” control subjects. The imaging data used in this study was 
from a memory clinical cohort acquired over a period of nine years. Consequently, image 
quality substantially varied (1.5 T and 3.0 T). Using a more homogenous dataset could 
potentially improve results. Still, the use of routine imaging data shows that the proposed 
method can be used in clinical practice. Another limitation is that we did not study all possible 
contrasts, compared to those reported in Morin et al.14. For some of these contrasts, the classifier 




accuracy was high (for instance 82% for FTD vs depression). The reason for limiting the 
number of studied contrasts was simply the limited available time of the radiologists. 
Furthermore, one can note that each patient was seen twice (for different diagnostic pairs). This 
is thus in principle possible that the reader could infer the diagnosis based on the pair in which 
the patient was previously present (for instance, if an MRI is seen in EOAD vs FTD and then 
in EOAD vs depression, one could conclude that the patient is EOAD). While this is 
theoretically possible, we believe that the risk is limited, in particular given that not all 
diagnostic pairs were done on the same day. Finally, a limitation is that the weight maps were 
built using the same datasets that were used for radiological diagnosis, which is a form of 
double-dipping36. Ideally, the weight maps should have been built using a different dataset, 
which was unfortunately not available.  
 The present work shows the potential of the approach to assist radiological diagnosis of 
dementia. Nevertheless, future studies should be performed to fully demonstrate the value of 
the approach. First, it would be necessary to use a different dataset (different from the one used 
to build the weight maps) to assess external validity. A larger sample would be necessary to 
assess whether the approach can improve the performance of senior radiologists. In our study, 
the improvement was not significant but this may be due to insufficient statistical power. 
Moreover, we could assess if similar improvements could be obtained with maps representing 
group differences rather than derived from a machine learning algorithm. This future study 
would also include more contrasts. Finally, it would be interesting to extend the work to multi-









Although AI represents the future for radiological diagnosis of dementias, it has not yet entered 
clinical practice. In this paper, we provide a simple way to make use of AI results and 




EOAD: Early Onset of Alzheimer disease  
LOAD:  Late-Onset of Alzheimer disease 
FTD: Fronto-Temporal Dementia  
SWM: Support vector machine  
GLMM: Generalized Linear Mixed Model 
WMs: Weight maps 
WBGM: whole-brain gray matter  
AI: artificial intelligence 
IWG: international working group 
CV: Cross Validation 
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Supplementary Material S1.  
Details regarding the Generalized Linear Mixed Models (GLMM). 
To statistically compare the peformances between the two sets radiological classifications 
(without and with weight maps) and between the classifier and the radiologists (first reading), 
we used Generalized Linear Mixed Models (GLMM) with logit link and binomial distribution. 
We used one model for each diagnostic pair. The binary dependent variable was correct or 
wrong diagnosis for each patient, each radiologist and each classification. Fixed effects were 
age of the patient, radiologist, diagnostic class, classification (i.e. radiologist alone or 
radiologist with weight maps) and random effect was the patient ID. Interactions of order two 
and three between radiologist, diagnostic class and classification were tested. Post hoc tests 
were performed for the interaction radiologist:diagnostic_class:classification and 
radiologist:classification to test wether each radiologist improved its diagnostic performances.    
 We then compared diagnostic performances of the automatic classifier to those of the 
radiologists (first classification without weight maps). To that purpose, we also used a GLMM 
with logit link and binomial distribution. The binary dependent variable was correct or wrong 
diagnosis for each patient, each radiologist and each classification. Fixed effects were age of 
the patient, assessor (i.e. classifier and each one of the four radiologists), diagnostic class, 
assessor:diagnostic_class and random effect was the patient ID. Post hoc tests were performed 
for the interaction assessor:diagnostic_class and assessor to test whether the classifier had better 
diagnostic performances than each of the radiologist.    
 For both GLMM, type II likelihood ratio tests were performed to test fixed effects. 
Cohen's f2 were calculated, using the marginal R2, for each effect to estimate their size. 
Normality of residuals and random effects as well as heteroskedasticity were checked visually. 
Influencers and outliers were checked computing hat values and Cook distances. 
  




Supplementary Material S2 
Oral Briefing reminder given to junior before the first classification.  
 
Neurodegenerative diseases, such as Alzheimer's disease, Parkinson's disease, FTD are chronic 
and slow progressing diseases. They generally cause deterioration in the functioning of nerve 
cells, particularly neurons, which can lead to neurodegeneration. These pathologies are thought 
to be caused by the abnormal build-up of proteins in and around brain cells. During the 
evolution of these diseases, areas of cerebral atrophy will appear. 
Brain imaging is used to look for a pattern of atrophy suggestive of the suspected 
neurodegenerative disease. 
In Alzheimer's disease, areas of atrophy are mainly found in the hippocampus and in the medial 
parietal cortex. There is a posterior-anterior gradient. The atrophy is rather symmetrical. In 
EOAD the lobar atrophy is more diffuse whereas in LOAD atrophy is more confined to the 
hippocampus.  
In FTD, areas of atrophy are mainly found in the frontal and temporal cortex. There is an 
anterior-posterior gradient of the atrophy and possibly asymmetrical presentation. 
 
















Table S1. Results of the GLMM on having a good classification for each pair comparisons 
 
Notes. ¥ reference category for the Diagnosis effect = Depression 
 ‡ reference category for the Diagnosis effect = FTD 
∫ reference category for the Diagnosis effect = EOAD 
For the radiologist effect, Junior1 is the reference category; for the method effect, radiologist alone is the reference category 
R2m:  coefficient of determination estimated on the fixed part of the GLMMs; R2c : coefficient of determination estimated 









coefficient coefficient coefficient coefficient
± se ¥ ± se ‡ ± se ∫ ± se ¥
Diagnosis -1.301 ± 1.236 0.0803 0.0016* 1.102 ± 0.696 0.0029 0.6255 1.074 ± 0.820 0.0021 0.1030 -1.119 ± 0.948 0.0212 0.0941
Age 0.013 ± 0.059 0.0026 0.8038 -0.077 ± 0.027 0.0237 0.0031* -0.063 ± 0.037 0.0026 0.0762 -0.019 ± 0.052 0.0004 0.6970
Radiologist 0.0261 0.0004* 0.0127 0.0030* 0.0130 0.0563 0.0034 0.3433
Junior2 1.884 ± 1.184 -0.002 ± 0.605 0.214 ± 0.624 0.015 ± 0.790
Senior1 0.004 ± 0.995 -0.380 ± 0.595 0.846 ± 0.652 -0.290 ± 0.780
Senior2 0.555 ± 1.036 -0.697 ± 0.590 -1.448 ± 0.625 0.692 ± 0.830
Reading 1.162 ± 1.093 0.0009 0.8051 0.808 ± 0.648 0.0015 0.4294 0.856 ± 0.653 0.0148 0.0008* 0.699 ± 0.831 0.0002 0.6201
Diagnosis*Radiologist 0.0041 0.0309* 0.0014 0.4352 0.0066 0.0513 0.0001 0.8616
Junior2 -3.461 ± 1.337 -1.142 ± 0.815 -0.597 ± 0.876 0.820 ± 1.026
Senior1 -0.722 ± 1.163 0.965 ± 0.872 -0.649 ± 0.907 1.589 ± 1.033
Senior2 -1.789 ± 1.200 -0.565 ± 0.802 1.849 ± 0.896 -1.295 ± 1.047
Diagnosis*Reading -0.154 ± 1.268 0.0001 0.4787 -1.139 ± 0.864 0.0102 0.0014* 1.296 ± 1.043 0.0029 0.1460 -0.705 ± 1.045 0.0008 0.3644
Radiologist*Reading 0.0059 0.1589 0.0005 0.7518 0.0032 0.2665 0.0071 0.3766
Junior2 -2.530 ± 1.642 -0.435 ± 0.897 -0.451 ± 0.915 0.842 ± 1.234
Senior1 0.744 ± 1.590 0.630 ± 0.922 -0.072 ± 0.981 0.276 ± 1.164
Senior2 -1.185 ± 1.528 0.270 ± 0.886 1.673 ± 0.935 -1.979 ± 1.172
Diagnosis*Radiologist*Reading 0.0036 0.0576 0.0054 0.1682 0.0216 0.0003* 0.0164 0.0009*
Junior2 1.693 ± 1.857 0.887 ± 1.173 0.096 ± 1.405 -1.053 ± 1.537
Senior1 -3.137 ± 1.824 -1.776 ± 1.241 -2.657 ± 1.424 -1.974 ± 1.491
Senior2 0.346 ± 1.758 -0.064 ± 1.161 -4.789 ± 1.406 3.654 ± 1.497
EOAD vs  Depression
(R2m = 0.05 ; R2c = 0.48
Cohen'f2 pvalue Cohen'f2 pvalue Cohen'f2 pvalue Cohen'f2 pvalue
LOAD vs Depression
(R2m = 0.09 ; R2c = 0.62)
LOAD vs FTD
(R2m = 0.06 ; R2c = 0.36)
FTD vs EOAD
(R2m = 0.06 ; R2c = 0.43)




Table S2. Results of the GLMM on having a good classification to compare classifier and 
radiologist alone for each pair comparisons 
 
Notes. ¥ reference category for the Diagnosis effect = Depression 
 ‡ reference category for the Diagnosis effect = FTD 
∫ reference category for the Diagnosis effect = EOAD 
For the Assessor effect, classifier is the reference category 
R2m:  coefficient of determination estimated on the fixed part of the GLMMs; R2c: coefficient of determination estimated on 




coefficient coefficient coefficient coefficient
± se ¥ ± se ‡ ± se ∫ ± se ¥
Diagnosis 0.946 ± 1.065 0.0368 0.0679 1.754 ± 0.634 0.0394 0.0049* 0.324 ± 0.962 0.0163 0.0451* 3.688 ± 1.354 0.0051 0.6799
Age 0.005 ± 0.053 0.0004 0.9456 -0.082 ± 0.025 0.0531 0.0006* -0.085 ± 0.044 0.0051 0.0388* -0.014 ± 0.050 -0.0012 0.7893
Assessor 0.0192 0.3040 0.0136 0.0499* 0.0244 0.0171* 0.0382 0.0064*
Junior1 1.061 ± 0.867 0.609 ± 0.561 -1.403 ± 0.709 0.298 ± 0.760
Junior2 2.688 ± 1.100 0.609 ± 0.561 -1.195 ± 0.710 0.295 ± 0.760
Senior1 1.061 ± 0.867 0.290 ± 0.549 -0.522 ± 0.725 0.008 ± 0.748
Senior2 1.507 ± 0.912 -0.008 ± 0.542 -2.996 ± 0.753 0.942 ± 0.804
Diagnosis*Assessor 0.0130 0.0004* 0.0150 0.0778 0.0133 0.0108* 0.0430 <0.0001*
Junior1 -1.830 ± 1.073 -0.616 ± 0.798-1.670 ± 0.7730.256 ± 0.823 0.962 ± 0.972 -4.739 ± 1.442
Junior2 -4.925 ± 1.297 -1.142 ± 0.815 0.343 ± 0.967 -3.941 ± 1.426
Senior1 -2.506 ± 1.076 0.965 ± 0.872 0.299 ± 0.990 -3.212 ± 1.412
Senior2 -3.432 ± 1.123 -0.565 ± 0.802 3.003 ± 1.018 -5.957 ± 1.494
EOAD vs  Depression
(R2m = 0.08 ; R2c = 0.51)
Cohen'f2 pvalue Cohen'f2 pvalue Cohen'f2 pvalue Cohen'f2 pvalue
LOAD vs Depression
(R2m = 0.06 ; R2c = 0.59)
LOAD vs FTD
(R2m = 0.09 ; R2c = 0.32)
FTD vs EOAD
(R2m = 0.05 ; R2c = 0.51)
