The amplitude and pitch fluctuations of natural soundscapes often exhibit ''1/f spectra'' [1, 2] , which means that large, abrupt changes in pitch or loudness occur proportionally less frequently in nature than gentle, gradual fluctuations. Furthermore, human listeners reportedly prefer 1/f distributed random melodies to melodies with faster (1/f 0 ) or slower (1/f 2 ) dynamics [3] . One might therefore suspect that neurons in the central auditory system may be tuned to 1/f dynamics, particularly given that recent reports provide evidence for tuning to 1/f dynamics in primary visual cortex [4] . To test whether neurons in primary auditory cortex (A1) are tuned to 1/f dynamics, we recorded responses to random tone complexes in which the fundamental frequency and the envelope were determined by statistically independent ''1/f g random walks,'' with g set to values between 0.5 and 4. Many A1 neurons showed clear evidence of tuning and responded with higher firing rates to stimuli with g between 1 and 1.5. Response patterns elicited by 1/f g stimuli were more reproducible for values of g close to 1. These findings indicate that auditory cortex is indeed tuned to the 1/f dynamics commonly found in the statistical distributions of natural soundscapes.
Results and Discussion
Recent reports [1, 3, 4] raise the question of whether neurons in the mammalian central auditory system are ''tuned'' to 1/f dynamics. To investigate this possibility, we recorded responses of neurons in the primary auditory cortex (A1) of the ferret to synthetic ''1/f g stimuli'' (see Figure 1 and Experimental Procedures for detailed stimulus description). The exponent g determines the statistical dynamics of these stimuli and was allowed to vary from an ''unnaturally rapid'' g = 0.5, through the ''natural'' g = 1, up to a very slow g = 4. Using these 1/f g dynamic tone complexes, we characterized the responses of 173 multiunit clusters in the left A1 of three adult ferrets.
In Figure 2 , we show dot raster plots for one representative multiunit cluster pooled over all stimuli in the set. Each dot indicates the timing of an action potential relative to stimulus onset; each row of dots represents the response to a single stimulus presentation. We show the responses to stimuli with three different exponents. For stimuli with g = 0.5 (upper panel), this multiunit exhibits strong onset and offset responses but adapts strongly and exhibits only a low sustained response rate. For g = 1, in contrast, responses are much more sustained, and offset responses are weaker. It also appears that firing patterns evoked by repeated presentations of the same stimulus exhibit slightly less trialto-trial variability for g = 1 than for either g = 0.5 or g = 2. Figure 3A shows the post-stimulus time histogram (PSTH) to the same multiunit cluster illustrated in Figure 2. The response was pooled over all stimuli in the set. Figure 3B illustrates the spike rate of the same multiunit (averaged over the period from 1 to 10.74 s) against the exponent g of the dynamic random-walk stimuli. Each dot represents the average response over the five repeats of one random-walk stimulus. This multiunit exhibits clear evidence of tuning; it responds maximally when the exponent of the stimulus takes values between 1 and 1.5.
Tuning to values of g near 1, as in the example shown in Figure 3B , was very commonly observed. Response rates of these tuned multiunit clusters were usually markedly lower for stimuli characterized by rapid fluctuations in pitch and envelope (with g taking values less than 1), reached a maximum for values of g between 1 and 1.5, and declined slowly for stimuli with g greater than 1.5; they often reached a plateau for g R 3. The PSTH shows that the multiunit fired vigorously throughout the duration of the stimuli (indicated by the black bar under the time axis of the plot). The PSTH also indicates strong ''onset'' and ''offset'' responses. Figure 3C shows the ''onset tuning curve'' for the same multiunit, i.e., the discharge rate of the neuron during the first second after stimulus onset. Figure 3D shows the ''offset tuning curve'' for the same cluster, i.e., it plots the discharge rate of the neuron in the 1 s interval following the end of the stimulus. The ''offset'' response, persisting for approximately 1 s after the stimulus ended, was surprisingly vigorous and long lasting. It was particularly vigorous for the stimuli with the smallest exponents tested (g = 0.5) and dropped of very rapidly for larger values of g. Vigorous and prolonged offset responses like these were commonly observed in 1/f-tuned clusters, but only for stimuli with g exponents less than one. The right-side panels in Figures 3E-3G illustrate the mean response, normalized relative to the maximum observed rate for each multiunit cluster and averaged over the 147 multiunit clusters from two animals in which the range of exponents tested was the same (g = [0. The range of exponents tested was not the same in all experiments, but for every multiunit and all animals the range of values tested included g = [0.5, 1, 2]. The histogram in Figure 4C shows which out of these three exponents evoked the strongest response over the entire sample population (173 multiunits). Clearly, neurons that respond best in response to stimuli with g = 1 outnumber those with preferences for either g = 0.5 or g = 2 more than 2-fold. An ANOVA test confirmed that the differences in responses as a function of g exponents over the entire neural population are statistically highly significant (p < 10 27 ). Figure 5A shows 147 tuning curves obtained from the first two animals; we normalized curves by dividing each one by its maximum value (gray lines). Tuning curves from the third animal exhibit the same trends but are not shown because they were collected with a different range of exponents, and including them would have made the figure too cluttered. The superimposed box and whisker plot illustrates the range of the distributions of the normalized responses at the various values of g tested. It is clear from Figure 5A that although many of the responses exhibit strong tuning to values of g close to 1, others exhibit only weak tuning or no tuning at all. We calculated a tuning depth index in order to explore the possibility that strongly tuned multiunit clusters might form a distinct subpopulation of neurons. The index was calculated as the ratio of the minimum to the maximum response for each tuning curve. Figure 5B shows the histogram of the tuning depth indices from our entire sample population (173 multiunits). The histogram suggests a continuous, rather than a bimodal, distribution. This would suggest that that tuning to 1/f statistics is not confined to a discrete, anatomically segregated subpopulation of neurons. Instead, 1/f tuning appears to be a property exhibited to a greater or lesser extent through the neural population.
As noted in the description of Figure 2 , the firing patterns elicited by our 1/f g stimuli appeared to be slightly more reliable or reproducible for values of g close to 1. To investigate this further, we calculated a trial-to-trial variability measure V, which was calculated as follows: Let y(i,n,g,r) denote the number of spikes evoked during the i th 200-ms-wide time bin after the onset of the n th presentation of a stimulus defined by exponent g and random number seed r, and let ŷ n (i,g,r) denote the average of y over the n repeat presentations. The ''Euclidean distance'' of the n th response from the mean response is then given by Dðn; g; rÞ = ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi X i ðyði; n; g; rÞ 2 b y n ði; g; rÞÞ
and if the trial-to-trial variability of the responses is low, then these distances from the mean response vector ŷ n are expected to be ''relatively'' small. To compensate for unit-to-unit variability in mean response strength, we normalized these distance measures by the length of the mean response vector b yðg; rÞ
and used the average of these normalized distances over all n responses as variability measure, i.e.,
Vðg; rÞ = X n Dðn; g; rÞ kb yðg; rÞk :
So, if each response is thought of as an i-dimensional spike count vector, then our variability measure effectively measures the average size of the difference between individual responses and the mean response for each stimulus with respect to the size of the corresponding mean response.
The box-and-whisker plot in Figure 5C shows the distribution of this variability measure at g = [0.5, 1, 2] over our entire sample (173 multiunits). Because each recording site was tested with three different random number seeds for each value of g, each of the 173 multiunit clusters in our dataset contributes three values through the distributions summarized in Figure 5C . The box plot in Figure 5C shows that the median, 25 th , and 75 th percentiles of the response variability measure are lower for stimuli with g = 1 than for g = 0.5 or g = 2. These differences are small but statistically significant (Wilcoxon rank-sum test, p = 0.0081 for g = 1 versus g = 0.5 and p < 7 3 10 25 for g = 1 versus g = 2). One potential criticism that might be raised against our study is that it has been known for a long time that neurons in auditory cortex tend not to respond strongly or in a sustained manner to static auditory stimuli. In the limits, i.e., for g = 0 or g = N, our 1/f g stimuli become stationary white-noise stimuli or stationary tone complexes, respectively, and it has long been known that neither of those are very effective stimuli for driving neurons of the auditory cortex. It is therefore to be expected that neural response curves ought to peak for some intermediate values of g. The question is simply, would what we have known so far about auditory cortex physiology have led us to expect that these response curves would typically peak at the value of g = 1, which is characteristic of natural soundscapes? We can test this quantitatively by asking whether the 1/f tuning described here for the population of cortical neurons could be predicted from previously published, quantitative descriptions of the temporal-modulation tuning properties of auditory cortical neurons. One approach for the study of temporal-modulation tuning in cortical neurons that has gained in popularity recently is the use of so called ''ripple'' stimuli, which make it possible to derive linear filter models for cortical neurons (so-called spectrotemporal receptive fields, STRFs) that can be used to make quantitative predictions about a neuron's response to arbitrary complex sounds [5] . In a recent study [6] , Miller and colleagues used dynamic ripple stimuli to systematically explore the frequency and modulation tuning of neurons in cat auditory thalamus and cortex. These authors then calculated the 2D Fourier transform of the STRFs of A1 units to derive their modulation transfer functions (MTF). The MTFs quantitatively describe the neural tuning to temporal and spectral modulations. Although MTFs of individual units in cat A1 exhibited a fair degree of variability, the large majority of units had low-pass or band-pass tuning to temporal modulations and low-pass tuning to spectral modulation. Miller and colleagues [6] then described a ''typical'' A1 MTF by averaging MTFs for a large sample of units. This average MTF for cat A1 neurons (kindly made available to us by Dr. Escabi) is reproduced here in Figure 6A . (The average MTF exhibited a high degree of symmetry for positive and negative modulation frequencies, and only the positive frequencies are shown here). This population MTF shows that, on average, cat A1 neurons have band-pass characteristics for temporal modulations with a best temporal modulation frequency of around 12 Hz and that they have low-pass tuning for spectral modulations. If we assume that modulation tuning in ferret A1 neurons is on average likely to be similar to that described for the cat in [6] , then we can use this MTF to obtain linear predictions for the tuning that an ''average'' cortical neuron should exhibit when presented with our 1/f g stimuli. To obtain such predictions, we first calculated the modulation spectra of our 1/f g stimuli by calculating the 2D Fourier transform of the spectrogram of the stimuli. Examples of these modulation spectra for three different exponents are shown in Figures 6B-6F . Given that our stimuli were designed to be tone complexes with frequency components spaced at 1/3 octave intervals and modulated with random walk exhibiting 1/f g statistics, we would expect the modulation spectra of the stimuli to exhibit areas of high acoustic energy at 3n cycles/octave (with n being an integer), and we would expect the energy to decay with increasing modulation frequency at a rate proportional to f g . The modulation spectra of the stimuli that are shown in Figures 6B-6F and which were obtained with the 2-D Fourier transform of the spectrograms conform to these expectations. We then filtered the modulation spectra in the frequency domain (by using point-by-point multiplication) with average cortical MTF to generate linear predictions for the ''average'' response to the stimuli. The predicted responses, normalized by the maximum predicted response, are shown in Figure 6G . Note that these linear predictions do not exhibit the peak that was so clearly apparent for exponent values near 1 in our neural population data ( Figure 4D ). This underscores the idea that the tuning to stimuli with 1/f statistics for A1 neurons that we document here is indeed a novel and somewhat unexpected result. A number of recent studies suggest that the auditory system may have evolved adaptations that enable it to exploit regularities in the statistical structure of the natural acoustic environment. Such adaptations to the statistics may function on different time scales. For example, a recent study by Ulanovsky and colleagues [7] reported that A1 neurons are very sensitive to stimulus history and exhibit strong stimulus-specific adaptation on time scales ranging from milliseconds to tens of seconds. In addition to such rapid adaptations to the particular statistical properties of the environment encountered over the last few minutes to hours, the response properties of auditory neurons may also reflect adaptation to general and long-term ''statistical priors.'' For example, it has been argued that the tuning properties of auditory nerve fibers are optimized to achieve an efficient representation of the mixture of vocalizations and environmental sounds that an animal is likely to encounter [8] .
1/f signal statistics are very common and have been observed not just in natural sounds but in a wide variety of physiological systems, from biomolecules [9, 10] to ion channels [11, 12] , cells of the heart [13, 14] to neuronal systems [15, 16] . They have even been observed in cognitive processes [17, 18] . One might therefore expect animal sensory systems to be tuned to such 1/f statistics, and recent work by Yu et al. 2004 [4] on neurons of the primary visual cortex gave a clear indication of tuning to this type of natural-stimulus dynamics in the central nervous system. The preference for 1/f distributed dynamical stimuli that we have documented here for neurons of the auditory cortex is therefore likely to be an example of a general tendency across sensory modalities to exhibit tuning to natural stimulus dynamics.
Conclusions
In this report, we have shown that, in addition, many auditory cortical neurons are clearly tuned to the dynamical properties of the natural acoustic environment. This type of tuning to 1/f dynamics may well contribute to the efficient encoding of ethologically relevant stimuli that has been described by other authors [4, 19, 20] . Natural sounds exhibit long-time correlations within the stimulus, and these correlations give rise to 1/f distributions in ''natural soundscapes'' [2, 21] . Our findings suggest that this type of tuning to natural-stimulus dynamics may be a universal property that might be exhibited by all sensory systems.
Experimental Procedures Surgical Preparation
In this paper we present data from 173 A1 multiunit clusters (each containing activity from an estimated one to four units) from three anesthetized normal adult ferrets. Anesthesia was induced by 2 ml/kg intramuscular injection of alphaxalone/alphadolone acetate (Saffan; Schering-Plough Animal Health, Welwyn Garden City, UK). The parietal and left temporal aspects of the skull were exposed, and a stainless-steel head holder was fixed to the skull with stainless-steel screws and dental acrylic above the mid-saggital ridge.
The auditory cortex was exposed by craniotomy and removal of the dura. We applied mineral oil to the exposed pial surface to prevent dehydration. Neural responses were recorded with a 2MU 4 3 4 silicon ''Michigan probe'' array electrode (Centre for Neural Communication Technology, University of Michigan). During electrophysiological recordings, anesthesia was maintained with intravenous infusions of medetomidine (Domitor; Pfizer, Walton Oaks, Surrey, UK)/ketamine (Ketaset; Fort Dodge Animal Health, Overland Park, Kansas) at a typical rate of 0.022 and 5.0 mg/kg/hr, respectively. (The anesthetic dose was adjusted as required to maintain a stable level of anesthesia.) Sterile 0.9% saline supplemented with 5% glucose was administered by IV infusion at a rate of 5 ml/hr. The animals were artificially ventilated through a tracheal canula with oxygen-enriched air, and ECG, body-core temperature, and end-tidal CO 2 were monitored throughout.
All electrophysiological data were obtained in a sound-insulated chamber (Industrial Acoustics Company, Winchester, Hampshire, UK). Signals were digitized with TDT (Tucker Davis Technologies, Alachua, Florida) System 3 digital signal processors. BrainWare (TDT) was used for controling stimulus presentation and data acquisition as well as for extracting multiunit clusters of action potentials. The electrode signals were band-pass filtered (500 Hz-3 kHz), amplified (ca. 15,0003), and digitized at 25 kHz. Data from responsive multiunit clusters were exported to Matlab (The MathWorks, Natick, Massachusetts) for further analysis. Clusters with a firing rates less than 1 Hz during stimulus presentation were considered unresponsive to the stimuli and were excluded from the analysis presented here.
Acoustic Stimuli
Acoustic stimuli were delivered diotically through custom earphones (Panasonic RPHV297 drivers mounted on otoscopic speculae), which were inserted and fixed into both ear canals. Acoustic stimuli were delivered with TDT System 3 digital signal processing equipment. The sound stimuli used to test for tuning to 1/f stimuli were dynamic tone complexes comprising tonal components spaced at third-octave intervals. Because it was reported in [1] that natural sounds exhibit 1/f dynamics in both their envelope and their pitch fluctuations, we modulated both the frequencies and the amplitudes of the tone complexes with statistically independent ''random-walk'' profiles. The frequencies of the tonal components performed a random walk through the frequency range from 500 Hz to 20 kHz. Tonal components leaving this frequency range at one end would re-enter it at the opposite end so that the number and spacing of the tonal components within this frequency range was always constant. These ''random-walk'' series that were used to modulate the amplitudes and frequencies of the tonal complexes were effectively ''colored noise'' generated by a standard inverse Fourier method. These ''colored-noise'' or ''random-walk'' modulators had amplitude spectra equal to 1/f g for f % 94.5 Hz and zero for frequencies above 94.5 Hz, and they had phase spectra obtained from pseudo-random numbers drawn uniformly from the interval [0, 2p]. Using different random number seeds for the phase spectra, we were able to generate a variety of different stimuli for each exponent. In order to ensure statistical independence of the random series that determined the amplitude and the frequency modulation, respectively, we also used different random seed values for each. The random-walk series were 2 19 points long. Given our chosen sample rate of 48828.125 Hz, this meant that our 1/f g stimuli were generated in 10.74-s-long segments. The random series both for frequency and for amplitude modulation were normalized to have unit standard deviation. Consequently, each 1/f g tone complex was frequency modulated along a random frequency contour with a standard deviation of one octave over each 2 19 stimulus sample regardless of the value of the exponent. Because the 1/f g random walks were generated by inverse Fourier transformation, each random walk can be thought of as a single period of a periodic series. This fact allowed us to minimize onset and offset transients in the acoustic stimuli by shifting the period and the amplitude offset of the random walks used as an amplitude modulator so that these random walks started and ended with a minimum amplitude of zero. The auditory stimuli were then scaled to have an RMS sound level of 85 dB SPL irrespective of the exponent or random seed value. g stimuli with exponents shown above the graph. The modulation spectra shown here, and those used to calculate the predicted responses shown in (G), were obtained from an average of the modulation spectra for stimuli with five different random seed values. Each modulation spectrum was obtained by 2D Fourier transformation of the spectrograms of the stimuli. The spectrograms were calculated using 512 point FFTs and log transformed to give a logarithmic frequency axis prior to 2D Fourier transformation. The gray scale gives sound intensities in dB. The modulation spectra were symmetric around the temporal and spectral frequency axis, and only the first quadrant is shown. (G) We obtained linear predictions of responses to 1/f g stimuli by filtering the stimulus modulation spectra with the average MTF shown in (A). Note that the preference for exponents near 1 is not predicted by the linear model.
