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resumo As árvores filogenéticas permite compreender a história evolutiva
das espécies e pode ajudar no desenvolvimento de vacinas e no
estudo da biodiversidade. Existem vários critérios para seleccionar
uma árvore filogenética de entre as muitas possíveis, sendo um de-
les o da evolução mínima.
Nesta dissertação estudam-se vários métodos para a construção
das árvores filogenéticas e várias formulações para a resolução do
problema da evolução mínima. Ainda, se apresenta uma formulação
alternativa que foi implementada em XPRESS.
keywords phylogenetic trees, the minimum evolution problem, distance matrix
abstract The phylogenetic trees permits to understand the evolutionary his-
tory of species and can assist in the development of vaccines and
the study of biodiversity. There are several criteria to select a phy-
logenetic tree among the many possible, one being the evolution of
the minimum.
In this thesis we study various methods for the construction of phylo-
genetic trees and various formulations to solve the problem of mini-
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Desde o tempo de Darwin que se procura reconstruir a histo´ria evolutiva de todas as
espe´cies existentes na Terra. Essa histo´ria pode ser representada por uma a´rvore filo-
gene´tica. Uma a´rvore filogene´tica e´ um grafo conexo, ac´ıclico, na˜o orientado, em que os
ve´rtices externos representam as espe´cies em estudo, os ve´rtices internos representam
os antepassados comuns e as arestas representam as relac¸o˜es evolutivas entre pares de
ve´rtices, podendo ter um peso associado ou na˜o. Ale´m da reconstruc¸a˜o da histo´ria evo-
lutiva das espe´cies, as a´rvores filogene´ticas tambe´m podem ajudar no desenvolvimento
de vacinas e no estudo da biodiversidade. A infereˆncia de a´rvores filogene´ticas e´ feita,
hoje em dia, atrave´s das sequeˆncias de ADN dispon´ıveis em grandes bases de dados.
A construc¸a˜o das a´rvores filogene´ticas pode ser vista como um problema de opti-
mizac¸a˜o. Para seleccionar uma a´rvore filogene´tica, de entre as muitas poss´ıveis, podem
usar-se va´rios crite´rios, sendo um deles o da evoluc¸a˜o mı´nima. Este crite´rio assume
que a a´rvore filogene´tica o´ptima e´ aquela cuja soma dos pesos associados a`s arestas e´
mı´nima.
A construc¸a˜o de a´rvores filogene´ticas e´ um problema NP-Dif´ıcil e, consoante o
crite´rio de selecc¸a˜o que se usa, existem va´rios me´todos que permitem a sua construc¸a˜o.
Os principais me´todos sa˜o baseados na verossimilhanc¸a ma´xima, na ma´xima parcimo´nia
e na matriz de distaˆncias.
Nesta dissertac¸a˜o estudamos va´rios me´todos para construir a´rvores filogene´ticas e
apresentamos va´rias formulac¸o˜es para o problema da evoluc¸a˜o mı´nima.
No Cap´ıtulo 2 apresentamos alguns aspectos ligados a`s a´rvores filogene´ticas: uma
poss´ıvel classificac¸a˜o dos va´rios tipos de a´rvores, uma definic¸a˜o formal e a fo´rmula para
a determinac¸a˜o do nu´mero de a´rvores poss´ıveis.
No Cap´ıtulo 3 apresentamos alguns me´todos para a construc¸a˜o das a´rvores filo-
gene´ticas, nomeadamente, me´todos de ma´xima parcimo´nia, me´todos de verossimilhanc¸a
ma´xima e alguns me´todos de distaˆncia. Relativamente aos me´todos de distaˆncia, sera˜o
apresentados o me´todo da me´dia aritme´tica na˜o ponderada e o me´todo dos mı´nimos
quadrados.
A´rvores filogene´ticas e o problema da evoluc¸a˜o m´ınima
No Cap´ıtulo 4 analisamos o problema da evoluc¸a˜o mı´nima, apresentamos o me´todo
neighbor-joining para o resolver, bem como duas formulac¸o˜es em programac¸a˜o linear
encontradas na literatura.
No Cap´ıtulo 5 apresentamos uma formulac¸a˜o alternativa, os resultados obtidos
quando usamos o software XPRESS na resoluc¸a˜o de alguns problemas e a decomposic¸a˜o
de Dantzig-Wolfe relativa a essa formulac¸a˜o.




A filogenia e´ a histo´ria da evoluc¸a˜o de uma espe´cie ou de qualquer grupo hierarqui-
camente reconhecido1. O termo filogene´tica tera´ sido usado pela primeira vez em 1866
por Ernest Haeckel para descrever a evoluc¸a˜o das espe´cies vegetais e animais ao longo
do tempo. Charles Darwin expoˆs, no seu livro Origem das Espe´cies, em 1872, a ideia
de que todos os seres vivos se transformam ao longo do tempo, descendendo todos dum
ancestral comum e definiu a filogenia como sendo “as linhas genealo´gicas de todos os
seres organizados”. Foi, tambe´m, neste livro que estas relac¸o˜es evolutivas entre espe´cies
foram representadas, pela primeira vez, por meio de a´rvores filogene´ticas [7].
Figura 2.1: A´rvores filogene´ticas apresentadas no livro Origem das Espe´cies.
A ana´lise filogene´tica pode ser feita por comparac¸a˜o de caracter´ısticas paleon-
tolo´gicas (atrave´s do estudo de fo´sseis), morfolo´gicas (atrave´s do estudo da forma ex-
terior que os seres vivos podem tomar) e/ou fisiolo´gicas (atrave´s do estudo das func¸o˜es
1Diciona´rio Editora da L´ıngua Portuguesa 2010
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dos diferentes o´rga˜os dos seres vivos) das va´rias espe´cies. Hoje em dia, com os avanc¸os
na biologia molecular, as a´rvores filogene´ticas sa˜o constru´ıdas atrave´s da ana´lise do
ADN dos va´rios organismos, comparando famı´lias de a´cidos nucleicos ou sequeˆncias de
prote´ınas [21].
Muitos autores assumem que ao longo da evoluc¸a˜o uma espe´cie se desenvolve em
duas e apenas duas espe´cies diferentes. Consequentemente, ao recriar-se a histo´ria
evolutiva de treˆs espe´cies, espera-se que duas delas tenham um antepassado comum e
que este por sua vez tenha um antepassado comum com a terceira espe´cie em estudo
[20].
Uma a´rvore filogene´tica e´ um grafo conexo, ac´ıclico, na˜o orientado, em que os
ve´rtices teˆm grau um ou treˆs e no ma´ximo um dos ve´rtices tem grau dois. Os ve´rtices
de grau um, designados por folhas ou ve´rtices externos, representam os objectos em es-
tudo que podem ser organismos, genes ou ta´xons2. Os ve´rtices de grau treˆs, designados
por ve´rtices internos, representam os ancestrais interme´dios das folhas. Quando existir,
o ve´rtice de grau dois designa-se por raiz e representa o ancestral comum a todos os
objectos estudados. As arestas representam as relac¸o˜es evolutivas entre os ve´rtices e
podem ter associadas um peso que representa a quantificac¸a˜o dessa relac¸a˜o evolutiva.
As arestas incidentes em ve´rtices externos designam-se por arestas externas e as outras
arestas por arestas internas. Na Figura 2.2 vemos representada uma a´rvore filogene´tica
de quatro organismos, com o mesmo antepassado comum e, com dois antepassados
interme´dios.
Figura 2.2: Exemplo de uma a´rvore filogene´tica com raiz
2.1 Tipos de a´rvores
As a´rvores filogene´ticas podem ser classificadas usando va´rios crite´rios. Quando se
estuda a evoluc¸a˜o histo´rica de um grupo de espe´cies, pretende-se construir uma a´rvore
2Ta´xon e´ um organismo ou um conjunto de organismos devidamente classificados.
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de espe´cies. Neste tipo de a´rvores a distaˆncia entre dois ve´rtices externos, representa
o tempo decorrido desde que uma dada espe´cie antecedente se separou e originou estas
duas espe´cies isoladas [21]. Muitas vezes, usam-se os genes de cada espe´cie para fazer
esse estudo e a a´rvore que se obte´m pode na˜o corresponder a` a´rvore de espe´cie, por
causa da retenc¸a˜o de polimorfismos ancestrais. Para diferenciar estes dois tipos de
a´rvores, designam-se estas u´ltimas por a´rvores de genes [16].
Usando as ligac¸o˜es existentes nas a´rvores filogene´ticas podemos classifica´-las da se-
guinte forma:
 O dendograma e´ uma a´rvore em que o peso de cada aresta e´ o mesmo, sendo, por
isso, omitido. Neste tipo de a´rvores a relac¸a˜o entre ve´rtices externos e´ exprimida
atrave´s de uma sucessa˜o de conexo˜es.
 O cladograma e´ um dendograma constru´ıdo a partir da ana´lise clad´ıstica3 e em
que os ve´rtices internos sa˜o obtidos atrave´s de sinapomorfias4. Neste tipo de
a´rvores as arestas, tambe´m, na˜o teˆm pesos.
 O filograma e´ um dendograma constru´ıdo a partir da ana´lise cald´ıstica e onde o
peso de cada aresta exprime o grau de divergeˆncia entre ve´rtices adjacentes.
 O fenograma e´ um dendograma obtido atrave´s da taxonomia nume´rica e onde as
relac¸o˜es entre ve´rtices externos indicam o grau de similaridade global, represen-
tado pelo peso atribu´ıdo a`s arestas.
Ja´ foi referido que as a´rvores filogene´ticas podem ou na˜o ter uma raiz, sendo assim,
podemos usar esse crite´rio para as classificar:
 As a´rvores sem raiz apresentam apenas a noc¸a˜o de distaˆncia entre os ve´rtices e
na˜o apresentam as noc¸o˜es de ancestralidade.
 Nas a´rvores com raiz esta´ impl´ıcita a noc¸a˜o de tempo e as arestas podem ser
orientadas de forma un´ıvoca, pois a raiz e´ o antepassado comum a todos os outros
ve´rtices [7].
Na Figura 2.3 representamos estes dois tipos de a´rvores.
Como ja´ foi referido, assume-se que uma sequeˆncia de ADN evolui em duas sequeˆncia
descendentes. As a´rvores filogene´ticas sa˜o por isso tambe´m designadas por a´rvores
bifurcadas. Contudo, ao considerar uma sequeˆncia muito curta, podera˜o na˜o aparecer
diferenc¸as entre va´rias sequeˆncias e, consequentemente, podera˜o aparecer ve´rtices com
grau superior a treˆs. Esse tipo de a´rvore designa-se por a´rvore multifurcada. A´s vezes,
3Ana´lise clad´ıstica e´ uma forma de ana´lise filogene´tica atrave´s da ana´lise de caracteres ancestrais
(pleisiomo´rficos) e caracteres derivados (apomo´rficos).
4Sinapomorfias sa˜o caracteres homo´logos apomo´rficos (derivados) compartilhados por dois ou mais
ta´xons.
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Figura 2.3: Exemplo de (a) uma a´rvore sem raiz e de (b) uma a´rvore com raiz [7].
as a´rvores bifurcadas podem ser reduzidas a a´rvores multifurcadas ao eliminar as arestas
com peso igual a zero [21]. Na Figura 2.4 apresentamos um exemplo de uma a´rvore
multifurcada.
Figura 2.4: Exemplo de uma a´rvore multifurcada.
Podemos, ainda, distinguir entre a´rvores esperadas e a´rvores realizadas. Estudar
as sequeˆncias completas de ADN das va´rias espe´cies torna-se muito demorado e com-
plicado, preferindo os investigadores estudar apenas um segmento de ADN. Ao fazer
isso, corre-se o risco de a a´rvore filogene´tica obtida ser diferente da a´rvore que se obte-
ria usando a sequeˆncia completa de ADN. A a´rvore filogene´tica que se obte´m usando
sequeˆncias completas de ADN designa-se por a´rvore esperada e a a´rvore filogene´tica
que se obte´m usando apenas um segmento de ADN designa-se por a´rvore realizada [21].
2.2 Definic¸a˜o formal de a´rvore filogene´tica
Uma a´rvore filogene´tica e´ representada por um grafo G(V,E), onde V e´ o conjunto
dos ve´rtices e E e´ o conjunto das arestas.
O conjunto dos ve´rtices, V , pode ser dividido em dois subconjuntos disjuntos: o
conjunto dos ve´rtices externos, Vext, e o conjunto dos ve´rtices internos, Vint, sendo que
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nas a´rvores filogene´ticas com raiz, a raiz pertence ao conjunto Vint. Da mesma forma, o
conjunto das arestas, E, pode ser dividido em dois subconjuntos disjuntos: o conjunto
das arestas externas, Eext, e o conjunto das arestas internas, Eint. As arestas externas
ligam ve´rtices externos a ve´rtices internos e as arestas internas ligam ve´rtices internos
entre si.
Numa a´rvore filogene´tica com n taxos, os conjuntos Vext e Eext teˆm n elementos.
Nas a´rvores filogene´ticas sem raiz, o conjunto Eint tem (n−3) elementos, o conjunto
E tem (2n − 3) elementos, o conjunto Vint tem (n − 2) elementos e o conjunto V tem
(2n− 2) elementos.
Nas a´rvores filogene´ticas com raiz, o conjunto Eint tem (n−2) elementos, o conjunto
E tem (2n − 2) elementos, o conjunto Vint tem (n − 1) elementos e o conjunto V tem
(2n− 1) elementos.
As a´rvores filogene´ticas com n ve´rtices externos podem ser representadas por
uma matriz de incideˆncia aresta-caminho [3, 4]. Entre cada par de ve´rtices
existe apenas um caminho. As n(n−1)
2
linhas desta matriz de incideˆncia, X =
{xij,e : i, j ∈ Vext, i < j, e ∈ E}, representam os caminhos entre dois quaisquer ve´rtices
externos e as (2n−3) colunas, no caso das a´rvores filogene´ticas sem raiz, ou as (2n−2)
colunas, no caso das a´rvores filogene´ticas com raiz, representam as arestas. As entradas
xij,e tomam o valor 1 se e pertence ao caminho pij que liga o ve´rtice externo i ao ve´rtice
externo j e tomam o valor 0 caso contra´rio.
Figura 2.5: A´rvore filogene´tica sem raiz com quatro ve´rtices externos.
Considerando a a´rvore filogene´tica com quatro ve´rtices externos representada na
Figura 2.5, obteˆm-se a seguinte matriz de incideˆncia aresta-caminho [3]:
eA eB eC eD e1
AB 1 1 0 0 0
AC 1 0 1 0 1
AD 1 0 0 1 1
BC 0 1 1 0 1
BD 0 1 0 1 1
CD 0 0 1 1 0
Tabela 2.1: Matriz de incideˆncia aresta-caminho para a a´rvore filogene´tica representada
na Figura 2.5.
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2.3 Nu´mero de a´rvores filogene´ticas poss´ıveis
Uma mesma a´rvore pode ter va´rias formas equivalentes de ser representada (a´rvores
isomorfas). Em cada uma das formas equivalentes as ligac¸o˜es entre os ve´rtices e´ a
mesma. A esse conjunto de formas equivalentes chama-se topologia da a´rvore. Para
um conjunto de taxons existem va´rias topologias de a´rvores com raiz e sem raiz. Com
quatro taxons podem-se construir quinze topologias diferentes de a´rvores com raiz e treˆs
topologias diferentes de a´rvores sem raiz. Na Figura 2.6 esta˜o representadas as va´rias
topologias de a´rvores que se podem construir com quatro taxons. Com o aumento do
nu´mero de taxons, o nu´mero de topologias aumenta rapidamente.
Figura 2.6: (A) As 15 topologias de a´rvores com raiz e (B) as 3 topologias de a´rvores
sem raiz para quatro taxons [21].
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A expressa˜o que permite determinar o nu´mero de poss´ıveis topologias de a´rvores
com raiz para n taxos (com n ≥ 2) e´ dada por:
1 × 3 × 5 × · · · × (2n− 3) = (2n− 3)!
2n−2(n− 2)! (2.1)
Para determinar o nu´mero de poss´ıveis topologias de a´rvores sem raiz para n taxos
(com n ≥ 2), usa-se a seguinte expressa˜o[21]:
(2n− 5)!
2n−3(n− 3)! (2.2)
Como se pode verificar o nu´mero de poss´ıveis a´rvores aumenta rapidamente a` medida
que o nu´mero de taxons, n, aumenta, tornando a procura da a´rvore filogene´tica de forma
exaustiva imposs´ıvel para n grande. Por exemplo, se n = 15 existem 213458046676875




Me´todos para reconstruir a´rvores
filogene´ticas
Segundo Zuben, Reis e Prado [25] os va´rios me´todos para reconstruir a´rvores filo-
gene´ticas podem dividir-se em dois grupos:
 Me´todos baseados em modelos. Estes me´todos analisam e avaliam um conjunto
de a´rvores filogene´ticas e determinam, consoante o crite´rio escolhido, a melhor ou
uma boa a´rvore. Usualmente, esta ana´lise e´ feita usando modelos probabil´ısticos.
 Me´todos na˜o baseados em modelos. Nestes me´todos existe um algoritmo que
permite determinar a melhor (ou uma boa) a´rvore filogene´tica.
Dos me´todos baseados em modelos o mais conhecido e´ o me´todo que usa como
crite´rio a verossimilhanc¸a ma´xima.
Os me´todos na˜o baseados em modelos podem ser divididos em dois grupos:
 Me´todos de ma´xima parcimo´nia;
 Me´todos de distaˆncias.
Enquanto os me´todos baseados em modelos devolvem, geralmente, como resultado
final do problema em ana´lise um conjunto de boas a´rvores, os me´todos na˜o baseados
em modelos devolvem, em princ´ıpio, apenas uma a´rvore, considerada a melhor segundo
os crite´rios usados. O me´todo na˜o baseado em modelos “parsimony ratchet method”
[22] pode devolver um conjunto de boas a´rvores.
Todos os me´todos referidos sa˜o baseados num conjunto de crite´rios, que podem,
usualmente, expressar-se atrave´s de uma func¸a˜o objectivo. Assim, ao optimizar-se essa
func¸a˜o objectivo, obtemos como soluc¸a˜o uma a´rvore o´ptima cuja topologia se pretende
que seja a mais pro´xima da a´rvore esperada. Um crite´rio, ou conjunto de crite´rios,
diz-se estatisticamente consistente, se for de tal forma que a a´rvore realizada o´ptima se
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aproxime da a´rvore esperada a` medida que aumentamos os dados moleculares (i.e., o
tamanho das sequeˆncias moleculares consideradas) [3].
Quando o me´todo utilizado fornece um conjunto de boas a´rvores, para evitar apre-
sentar todas as soluc¸o˜es, costuma apresentar-se uma a´rvore de consenso que e´ uma
composic¸a˜o de todas as boas a´rvores. Existem va´rios tipos de a´rvores de consenso, mas
as mais usadas sa˜o as a´rvores de consenso estrito e as a´rvores de consenso de maior
regra [21].
De seguida apresentam-se, de uma forma muito geral, o me´todo de ma´xima par-
cimo´nia, o me´todo de verossimilhanc¸a ma´xima e alguns me´todos de distaˆncia. Os
me´todos baseados no crite´rio de evoluc¸a˜o mı´nima sa˜o me´todos de distaˆncias que sera˜o
estudados no cap´ıtulo seguinte.
3.1 Me´todos de ma´xima parcimo´nia
Originalmente, os me´todos de ma´xima parcimo´nia foram pensados para serem usa-
dos com caracter´ısticas morfolo´gicas. Os primeiros a usarem um me´todo de ma´xima
parcimo´nia com dados moleculares foram Eck e Dayhoff [9] em 1966. Em 1971, Fitch
[12] e, depois em 1973, Hartigan [15] desenvolveram algoritmos de ma´xima parcimo´nia
mais rigorosos [21]. Na cieˆncia a ideia de parcimo´nia consiste em preferir hipo´teses
simples em detrimento das mais complicadas e que hipo´teses ad hoc devem ser evitadas
sempre que poss´ıvel. Assim, os me´todos de ma´xima parcimo´nia assumem que atributos
compartilhados entre espe´cies deve-se ao facto de terem sido herdados por um ante-
passado comum [16]. Todos estes me´todos baseiam-se na ideia filoso´fica de William
de Ockham’s que considera que das muitas explicac¸o˜es para um feno´meno devem-se
escolher aquelas que requerem o menor nu´mero de hipo´teses [21].
Os me´todos de parcimo´nia procuram a a´rvore, que no menor nu´mero de passos,
muda qualquer sequeˆncia nas outras todas e neste sentido contabilizam, para cada to-
pologia de a´rvore, esse nu´mero de mudanc¸as de sequeˆncias. Depois, comparam as va´rias
topologias e escolhem a que minimiza o comprimento total da a´rvore. Por vezes, existe
mais do que uma topologia com o comprimento mı´nimo e considera-se que cada uma
delas pode ser a topologia certa. Os me´todos de ma´xima parcimo´nia usam, geralmente,
a´rvores sem raiz, uma vez que estes na˜o determinam a raiz da a´rvore [21].
De seguida, ilustra-se a ideia dos me´todos de ma´xima parcimo´nia atrave´s de um
exemplo [20].
Consideram-se quatro taxons, cada um com nove caracteres (posic¸o˜es) como se
mostra na tabela seguinte.
As regras para uma ana´lise de ma´xima parcimo´nia neste exemplo sa˜o as seguintes:
1. Como existem quatro taxons apenas existem treˆs topologias de a´rvores sem raiz.
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Posic¸a˜o das sequeˆncias (s´ıtios)
Taxons 1 2 3 4 5 6 7 8 9
I A A G A G T G C A
II A G C C G T G C G
III A G A T A T C C A
IV A G A G A T C C G
Tabela 3.1: Sequeˆncias de nucleo´tidos para quatro taxos [20].
2. Alguns s´ıtios sa˜o informativos permitindo diferenciar uma a´rvore em relac¸a˜o a
outra (por exemplo o s´ıtio 5 e´ informativo, mas os s´ıtios 1, 6 e 8 na˜o sa˜o).
3. Para ser informativo, um s´ıtio tem de ter a mesma sequeˆncia de caracteres em pelo
menos dois taxons (por exemplo, os s´ıtios 1, 2, 3, 4, 6 e 8 na˜o sa˜o informativos;
os s´ıtios 5, 7 e 9 sa˜o informativos).
4. Apenas aos s´ıtios informativos precisam de ser analisados.
Nas Figuras 3.1, 3.2 e 3.3 apresentamos a ana´lise desse treˆs s´ıtios.
Figura 3.1: Contagem das mudanc¸as dos caracteres relativamente ao s´ıtio 5 nas treˆs
topologias.
Feita esta contagem para os s´ıtios informativos basta contabilizar para cada topolo-
gia as mudanc¸as obtidas e escolher a topologia com o menor nu´mero de mudanc¸as. Na
Figura 3.4 apresentamos essa contabilidade e podemos ver que a topologia de ma´xima
parcimo´nia para este exemplo e´ a primeira.
Em termos matema´ticos podemos definir o problema de ma´xima parcimo´nia da







wj ∗ diff(xk′j, xk′′j) (3.1)
seja mı´nimo, onde L(τ) e´ o comprimento da a´rvore τ , B e´ o nu´mero de arestas, N
e´ o nu´mero de caracteres, k′ e k′′ sa˜o dois ve´rtices incidentes em cada aresta k, xk′j
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Figura 3.2: Contagem das mudanc¸as dos caracteres relativamente ao s´ıtio 7 nas treˆs
topologias.
Figura 3.3: Contagem das mudanc¸as dos caracteres relativamente ao s´ıtio 9 nas treˆs
topologias.
Figura 3.4: Contabilizac¸a˜o das mudanc¸as para cada uma das topologias
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e xk′′j podem representar elementos da matriz de dados de entrada ou um estado de
cara´cter o´ptimo atribu´ıdo aos no´s internos, diff(y, z) e´ a func¸a˜o que indica o custo de
transformar o estado y no estado z ao logo de cada aresta e os coeficientes wj atribuem
um peso a cada caracte´r [16].
A partir de dez taxons estes me´todos de procura exaustiva da a´rvore tornam-se
pouco via´veis. Assim, se o nu´mero de taxons for maior do que dez existem duas formas
de obter a a´rvore de ma´xima parcimo´nia. A primeira e´ usar o me´todo branch-and-bound,
que comec¸a por ignorar as topologias que teˆm um comprimento maior que as topologias
ja´ estudadas e que a seguir, avalia os comprimentos dum conjunto de topologias que
teˆm o comprimento menor para, finalmente, se escolher a de ma´xima parcimo´nia. Este
me´todo tambe´m se torna pouco via´vel se o nu´mero de taxons for maior que vinte. Nestes
casos usam-se heur´ısticas, que apenas estudam uma parte das topologias poss´ıveis sem
garantia de que a a´rvore escolhida seja a de ma´xima parcimo´nia [21].
Encontrar uma a´rvore de ma´xima parcimo´nia e´ um problema NP-Dif´ıcil e em certas
circunstaˆncias este crite´rio e´ estatisticamente inconsistente [4].
3.2 Me´todos de verossimilhanc¸a ma´xima
Cavalli-Sforza e Edwards [6] foram os primeiros, em 1967, a usarem um me´todo
baseado na verossimilhanc¸a ma´xima para inferir a´rvores filogene´ticas. Contudo, tive-
ram muitos problemas ao tentarem implementar o me´todo. Ja´ em 1981, Felsenstein
[10] desenvolveu um algoritmo para construir a´rvores filogene´ticas usando me´todos de
verossimilhanc¸a ma´xima atrave´s de sequeˆncias de nucleo´tidos [14]. Estes me´todos en-
contram a a´rvore que melhor representa a variac¸a˜o num conjunto de dados atrave´s de
modelos probabil´ısticos. Para cada topologia os pesos das arestas sa˜o escolhidos de
modo a maximizar a probabilidade dessa a´rvore ter gerado as sequeˆncias observadas
atrave´s de modelos de substituic¸a˜o espec´ıficos. Depois comparam-se as va´rias topolo-
gias e a topologia com a maior probabilidade (maior verossimilhanc¸a) e´ considerada
como sendo a a´rvore filogene´tica o´ptima [21].
Para se poder aplicar os me´todos de verossimilhanc¸a ma´xima deve-se primeiro es-
pecificar um modelo concreto do processo de evoluc¸a˜o, que contabiliza a conversa˜o
de uma sequeˆncia noutra. Este modelo pode ser totalmente definido ou pode conter
paraˆmetros que sera˜o estimados atrave´s dos dados. Neste contexto, o me´todo de verossi-
milhanc¸a ma´xima determina a probabilidade do modelo escolhido gerar evolutivamente
as sequeˆncias observadas [16] .
Os princ´ıpios ba´sicos envolvidos no ca´lculo das probabilidades sa˜o apresentados, de
seguida, atrave´s de um exemplo.
Consideremos quatro taxons e as respectivas sequeˆncias de nucleo´tidos (ver Figura
3.5).
Depois de escolher uma topologia sem raiz (ver Figura 3.6 (A)) pretende-se determi-
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Figura 3.5: Sequeˆncias de nucleo´tidos de quatro taxons.
nar a probabilidade dessa topologia ter gerado as sequeˆncias de nucleo´tidos observados
sob o modelo escolhido. Geralmente, a verossimilhanc¸a de uma a´rvore e´ independente
da posic¸a˜o da raiz, uma vez que a grande parte dos modelos sa˜o de tempo revers´ıvel.
Assim, coloca-se a raiz num no´ interno (ver Figura 3.6 (B)).
Figura 3.6: (A) topologia de a´rvore sem raiz; (B) a respectiva topologia de a´rvore ja´
com a raiz.
Como se supo˜e que cada s´ıtio da sequeˆncia evolui independentemente de outro,
podemos analisar a probabilidade de cada um, separadamente, e depois combinar as
probabilidades obtidas.
Para calcular a verossimilhanc¸a de um s´ıtio temos de considerar todas as possibili-
dades atrave´s das quais os ve´rtices externos podera˜o ser obtidos. Qualquer cena´rio tem
alguma probabilidade de ter gerado o conjunto de nucleo´tidos observados, apesar de al-
guns terem maior probabilidade. Assim, um ve´rtice externo pode ter como antecedente
um A, um C, um G ou um T e para cada uma destas possibilidades o outro ve´rtice
interno tambe´m pode ser qualquer um desses quatro nucleo´tidos. Consequentemente,
temos de considerar 4 × 4 = 16 possibilidades. Para cada s´ıtio j temos de calcular a
probabilidade de cada cena´rio e soma´-las de forma a obter a probabilidade desse s´ıtio
j (ver Figura 3.7).
Depois de calculadas as verossimilhanc¸as de cada s´ıtio a probabilidade final daquela
topologia e´ obtida fazendo o produto das verossimmilhanc¸as de cada s´ıtio, ou seja,
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Figura 3.7: Ca´lculo da probabilidade do s´ıtio j.
Uma vez que as probabilidade calculadas sa˜o valores muito pequenos costuma-se
usar o logaritmo neperiano das probabilidades, ou seja,




Falta ainda definir como calcular as probabilidades das diferentes mudanc¸as. Essas
probabilidades dependem do modelo de substituic¸a˜o escolhido. Um dos mais usados e´
o modelo de Markov. Este modelo supo˜e que a mudanc¸a de uma base i para uma base
j numa aresta e´ independente das mudanc¸as que ocorrem nas outras arestas e supo˜e
ainda que as probabilidades na˜o mudam nas va´rias partes da a´rvore.
A expressa˜o matema´tica de um modelo de substituic¸a˜o e´ uma tabela de variac¸a˜o
(substituic¸a˜o por s´ıtio, por unidade de distaˆncia evoluciona´ria) onde cada nucleo´tido
e´ substitu´ıdo por cada nucleo´tido alternativo. Para uma sequeˆncia de ADN essas va-
riac¸o˜es podem ser expressas por uma matriz 4×4, Q, onde cada elemento qij representa
a taxa de variac¸a˜o da base i para a base j num per´ıodo de tempo infinitesimal dt. A
Figura 3.8 apresenta essa matriz.
Figura 3.8: Matriz de variac¸a˜o.
Nessa matriz as linhas (e as colunas) correspondem aos nucleo´tidos A, C, G e T ,
respectivamente. O factor µ representa a taxa me´dia de substituic¸a˜o instantaˆnea. Esta
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taxa me´dia e´ modificada pelos paraˆmetros a, b, c, . . . , l que correspondem a`s poss´ıveis
transformac¸o˜es de uma base para outra diferente. Os paraˆmetros piA, piC , piG e piT repre-
sentam as frequeˆncias dos nucleo´tidos A, C, G e T , respectivamente, e assume-se que
estas frequeˆncias se mante´m constantes ao longo do tempo. Cada elemento da diagonal
principal da matriz Q e´ escolhido de forma a que a soma dos elementos dessa linha seja
zero.
A probabilidade de mudanc¸a de um qualquer estado para qualquer outro ao longo
de uma aresta de comprimento t e´ calculado atrave´s da matriz Q da seguinte forma:
P (t) = expQt (3.4)
O exponencial pode ser calculado pela decomposic¸a˜o da matriz Q nos seus valores
pro´prios e vectores pro´prios.
Encontrar uma a´rvore de verossimilhanc¸a ma´xima e´ um problema NP-Dif´ıcil mas
e´ estatisticamente consistente [4]. Estes me´todos, tambe´m, teˆm a particularidade de
serem os que menos sa˜o afectados por erros de amostragem e sa˜o robustos a` violac¸a˜o
dos pressupostos utilizados nos seus modelos [16].
3.3 Me´todos de distaˆncias
Os me´todos de distaˆncias tentam posicionar correctamente os vizinhos na a´rvore e
encontrar os pesos das arestas que melhor se ajustam aos dados originais representados
com a ajuda de uma matriz de distaˆncias evolutivas entre pares de dados moleculares
[20]. Esse ajuste pode ser feito de va´rias formas e cada ajuste da´ origem a um me´todo
ou crite´rio para encontrar a a´rvore filogene´tica [4]. As distaˆncias evolutivas sa˜o, geral-
mente, calculadas tendo por base o nu´mero de alterac¸o˜es no ADN das va´rias espe´cies
e, naturalmente, a qualidade da a´rvore filogene´tica constru´ıda depende da qualidade
dessas distaˆncias e por isso, tambe´m, da forma como elas forem calculadas.
De seguida iremos indicar, apenas, algumas formas de calcular as distaˆncias.
3.3.1 Determinac¸a˜o das distaˆncias
Existem va´rias formas de calcular as distaˆncias, sendo que as mais simples de determinar
sa˜o as chamadas distaˆncias de Hamming. Estas distaˆncias contabilizam o nu´mero de
nucleo´tidos diferentes existentes em duas sequeˆncias alinhadas [14].
Considerando, por exemplo, as seguintes sequeˆncias:
(X) ATGCGTCGTT
(Y) ATCCGCGATC
tem-se que a distaˆncia de Hamming e´ 5.
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Outra forma de calcular as distaˆncias e´ atrave´s da raza˜o (ou percentagem) de simi-
laridade ou na˜o similaridade. Na forma mais simples, essa raza˜o e´ calculada dividindo o
nu´mero de nucleo´tidos diferentes nas duas sequeˆncias alinhadas (np) pelo nu´mero total





As distaˆncias assim calculadas designam-se por distaˆncias p [21].
No exemplo anterior a distaˆncia p e´ d = 5
10
= 0.5.
Por vezes tambe´m e´ u´til conhecer a frequeˆncia relativa de cada par de nucleo´tidos
na comparac¸a˜o de duas sequeˆncias X e Y . Uma vez que existem quatro nucleo´tidos
A, C, G e T , existem 16 pares de nucleo´tidos diferentes. As frequeˆncias relativas dos
diferentes pares de nucleo´tidos na dada comparac¸a˜o de pares de duas sequeˆncias X e




































onde nij e´ o nu´mero de vezes que o estado i na sequeˆncia X esta´ alinhado com o estado
j na sequeˆncia Y e n e´ o nu´mero total de nucleo´tidos em cada sequeˆncia [16].























O modelo de Junkes-Cantor assume que a substituic¸a˜o de nucleo´tidos ocorre com a









com D = 1 − nAA + nCC + nGG + nTT
n
(3.8)
onde D representa a raza˜o de diferenc¸a entre os nucleo´tidos de X e Y e na˜o pode ser
maior ou igual a 0,75. Isto significa que a raza˜o de semelhanc¸a entre duas sequeˆncias
devera´ ser maior que 0,25 para podermos calcular as distaˆncias usando este modelo.
Uma vez que as substituic¸o˜es de nucleo´tidos podem ocorrer com frequeˆncias diferen-
tes, Felsenstein (1981) [10] e Tajia e Nei (1982) [30] propuseram calcular as distaˆncias
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da seguinte forma:






onde D = 1− nAA+nCC+nGG+nTT
n
, B = 1−pi2A +pi2C +pi2G +pi2T e os paraˆmetros piA, piC , piG
e piT representam as frequeˆncias dos nucleo´tidos A, C, G e T , respectivamente.
Quando B = 3
4
obtemos as distaˆncias calculadas pelo modelo de Jukes-Cantor. As
distaˆncias para o modelo de Poisson sa˜o obtidas fazendo B = 19
20
.
Pode-se ainda usar o modelo de Kimura com dois paraˆmetros. Este modelo calcula


















onde P = nAG+nCT+nGA+nTC
n
e Q = nAC+nAT+nCA+nCG+nGC+nGT+nTA+nTG
n
[21, 16].
Usando a matriz FXY anteriormente definida podemos calcular as distaˆncias atrave´s
da seguinte fo´rmula:
dxy = − ln (detFXY ) (3.11)
onde detFXY e´ o determinante da matriz FXY [31].
3.3.2 Matriz de distaˆncias
A matriz de distaˆncia e´ uma matriz quadrada n, sendo n o nu´mero de espe´cies em
estudo. Mais especificamente, a matriz e´ triangular superior com diagonal zero e cada
entrada dij representa o valor da distaˆncia entre a espe´cie i e a espe´cie j. Pressupo˜e-se
assim que:
 dii = 0 ∀i = 1 . . . n
 dij = dji ∀i, j = 1 . . . n, i 6= j
 dij > 0 ∀i, j = 1 . . . n, i 6= j
e supo˜e-se, ainda, que estas condic¸o˜es sa˜o va´lidas para todos os pesos das arestas da
a´rvore filogene´tica.
Se ale´m disso a matriz verificar a desigualdade triangular,
dij ≤ dik + dkj ∀i, j, k = 1 . . . n (3.12)
a matriz diz-se metrica [4]. Algumas fo´rmulas de distaˆncias calculadas a partir de dados
biolo´gicos, bem como distaˆncias derivadas de procedimentos experimentais podem na˜o
satisfazer a desigualdade triangular [11].
22
Me´todos para reconstruir a´rvores filogene´ticas
Se pude´ssemos determinar de forma exacta as distaˆncias evolutivas entre os diferen-
tes taxons em estudo essas distaˆncias teriam a propriedade da aditividade de a´rvore,
ou seja, a distaˆncia evolutiva entre qualquer par de taxons seria igual a` soma dos pesos
das arestas que se encontram no caminho que ligam os ve´rtices que representam esses
dois taxons [16].
Uma matriz de distaˆncias de ordem n diz-se aditiva se verificar a condic¸a˜o dos quatro
pontos [4]:
dzi + dkj ≤ dzj + dik = dkz + dij ∀i, j, k, z = 1 . . . n (3.13)
Figura 3.9: Exemplo de uma a´rvore filogene´tica cuja matriz de distaˆncias e´ aditiva.
Por exemplo, se considerarmos quatro taxons, A,B,C e D e considerarmos a a´rvore
representada na Figura 3.9 tem-se
dAB = wA + wB
dAC = wA + w1 + wC
dAD = wA + w1 + wD
dBC = wB + w1 + wC
dBD = wB + w1 + wD
dCD = wC + wD
Assim,
dAB + dCD = wA + wB + wC + wD
dAD + dBC = wA + wD + wB + wC + 2w1
dCA + dBD = wC + wA + wB + wD + 2w1
como w1 representa o peso de uma aresta tem-se w1 ≥ 0 e obte´m-se a condic¸a˜o dos
quatro pontos:
dAB + dCD ≤ dAD + dBC = dCA + dBD (3.14)
A condic¸a˜o de aditividade pode ser relaxada para
dAB + dCD ≤ dAD + dBC e dAB + dCD ≤ dCA + dBD (3.15)
de forma a que ainda seja va´lida para sequeˆncias em que as mudanc¸as nas sequeˆncias
na˜o sejam totalmente aditivas [16].
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Uma matriz aditiva D de ordem n na qual se verificam tambe´m as seguintes desi-
gualdades
dij ≤ max{dik, dkj} ∀i, j, k = 1 . . . n (3.16)
diz-se ultrame´trica [4].
Se a matriz for ultrame´trica, as distaˆncias entre dois taxons e o seu antepassado
comum e´ a mesma [20].
Seguidamente, apresentam-se dois me´todos de construc¸a˜o da a´rvore filogene´tica
usando a matriz distaˆncia, o me´todo da me´dia aritme´tica na˜o ponderada (UPGMA)
e o me´todo dos mı´nimos quadrados. No pro´ximo cap´ıtulo sera˜o apresentados outros
me´todos que, tambe´m, usam a matriz de distaˆncias para a construc¸a˜o de uma a´rvore
filogene´tica mas que se podem agrupar em me´todos da evoluc¸a˜o mı´nima.
3.3.3 Me´todo da me´dia aritme´tica na˜o ponderada
O me´todo da me´dia aritme´tica na˜o ponderada ou UPGMA (unweighted pair-group
method using an arithmetic average), cujas verso˜es mais antigas datam de 1958, constro´i
fenogramas e era usado originalmente para representar a similaridade global entre um
grupo de espe´cies na taxonomia nume´rica. Contudo, este me´todo, tambe´m, pode ser
usado para construir a´rvores filogene´ticas a partir de dados moleculares quando a taxa
de substituic¸o˜es de gene for mais ou menos constante [21]. Este me´todo tambe´m assume
que as distaˆncias sa˜o aproximadamente ultrame´tricas [20].
Este me´todo junta os dois ve´rtices externos cuja distaˆncia na matriz e´ a menor. De
seguida, agrupa esses dois taxons e forma um novo conjunto. Depois volta a determinar
a matriz de distaˆncias de forma a que a distaˆncia entre esse novo conjunto e os outros
seja calculada atrave´s da me´dia aritme´tica. Continua desta forma ate´ serem inclu´ıdos
todos os taxons e por fim o me´todo preveˆ uma posic¸a˜o para a raiz da a´rvore [17, 20].
O algoritmo para a construc¸a˜o de a´rvores filogene´ticas usando o me´todo da me´dia
aritme´tica na˜o ponderada sera´ descrito atrave´s de um exemplo.
Suponhamos que queremos determinar a a´rvore filogene´tica para 5 taxons. A matriz
de distaˆncias e´ dada por:
Taxon 1 2 3 4 5
1 0 d12 d13 d14 d15
2 0 d23 d24 d25




onde dij representa a distaˆncia entre o taxon i e o taxon j.
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Este me´todo comec¸a por escolher os dois taxons cuja distaˆncia na matriz e´ a menor.
Suponhamos que d12 e´ a menor de todas as distaˆncias apresentadas na matriz. Os
taxons 1 e 2 sa˜o ligados por duas arestas com peso d12
2
a um ve´rtice interno (1e2) que
representa o seu antepassado comum. Assume-se que o peso das arestas que ligam estes
dois ve´rtices externos ao interno e´ o mesmo. Determinam-se agora as distaˆncias entre





∀k = 3, 4, 5 (3.18)
obtendo-se a seguinte matriz de distaˆncias:
Taxon i = (1e2) 3 4 5
i = (1e2) 0 di3 di4 di5




Escolhe-se novamente a menor distaˆncia nesta nova matriz. Suponhamos que di3 e´ a
menor de todas as distaˆncia apresentadas nesta nova matriz. Os taxons i e 3 sa˜o ligados
por duas arestas com peso di3
2
= d13+d23
2×2 a um ve´rtice interno (1e2e3), que representa o
seu antepassado comum. A distaˆncia entre este novo ve´rtice j = (1e2e3), que resulta do
agrupamentos dos ve´rtices i e 3, e os restantes ve´rtices e´ calculado da seguinte forma:
djk =
d1k + d2k + d3k
3
∀k = 4, 5 (3.20)
obtendo-se a seguinte matriz de distaˆncias:
Taxon j = (1e2e3) 4 5




Novamente suponhamos que dj4 e´ a menor distaˆncia apresentada na matriz anterior.




3×2 . Uma vez
que agora so´ sobra o taxon 5 este sera´ ligado ao ve´rtice resultante da ligac¸a˜o anterior e
cujo peso das arestas e´ d15+d25+d35+d45
4×2 .
Suponhamos que na˜o era di3 a menor distaˆncia e sim d45 (ou outra qualquer). Neste
caso agrupavam-se os taxons 4 e 5 num novo taxon l = (4e5) e o peso das arestas
seria d45
2









. A matriz ficaria:
Taxon i = (1e2) 3 l = (4e5)
i = (1e2) 0 di3 dil
3 0 d3l
l = (4e5) 0
(3.22)
Se nesta matriz a distaˆncia d3l e´ a menor ligar-se-iam os ve´rtices 3 e l e o ve´rtice i seria
ligado por u´ltimo. Caso seja a distaˆncia dil a menor ligar-se-iam primeiro os ve´rtices l
e i e por fim ligar-se-iam o ve´rtice 3.





sendo o somato´rio efectuado para os taxons i e j, sendo que o taxon i pertence ao
agrupamento para chegar ao ve´rtice A e o taxon j pertence ao agrupamento para
chegar ao ve´rtice B e onde r e s representam os nu´mero de ve´rtices agrupados ate´ obter
o ve´rtice A e o nu´mero de ve´rtices agrupados ate´ obter o ve´rtice B, respectivamente, e
dij e´ a distaˆncia entre o taxon i e do taxon j. Os pesos das arestas que ligam o ve´rtice
A ao ve´rtice B e´ dado por dAB
2
[21].
Tendo em conta a forma como este me´todo constro´i a a´rvore filogene´tica, a a´rvore
obtida e´ sempre uma a´rvore com raiz. Por vezes, torna-se mais conveniente ter uma
a´rvore sem raiz, por exemplo, para poder comparar a a´rvore obtida com outras obtidas
atrave´s de outros me´todos. Neste caso pode na˜o se considerar a raiz dada pelo me´todo
[21]. A desvantagem do me´todo UPGMA e´ o facto de este supor que as distaˆncias de
qualquer ve´rtice externo a` raiz e´ a mesma. Se as taxas de substituic¸a˜o sa˜o constantes,
ou seja, se existe o pressuposto dum “relo´gio molecular”, os resultados obtidos pelo
me´todo sa˜o aceita´veis, mas se a taxa de substituic¸a˜o variar o me´todo UPGMA obte´m
maus resultados [17]. Quando na˜o existe o pressuposto dum “relo´gio molecular” devem
usar-se me´todos que possibilitem diferenciar as taxas de substituic¸a˜o dos nucleo´tidos,
sendo o me´todo dos mı´nimos quadrados um desses me´todos.
3.3.4 Me´todo dos mı´nimos quadrados
Existem va´rias verso˜es do me´todo dos mı´nimos quadrados, sendo o me´todo dos
mı´nimos quadrados ordina´rio e o me´todo dos mı´nimos quadrados ponderado os mais
usados [21]. Os primeiros a introduzirem o me´todo dos mı´nimos quadrados ordina´rio
foram Cavalli-Sforza e Edwards [6] em 1967. Neste me´todo consideram-se dois tipos de
distaˆncias: as distaˆncias observadas, dij, que correspondem a`s distaˆncias da matriz de
distaˆncias e as estimativas das distaˆncias esperadas eij que correspondem, numa dada
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topologia, a` soma dos pesos das arestas que ligam o ve´rtice externo i ao ve´rtice externo
j [2]. No me´todo dos mı´nimos quadrados ordina´rios determina-se para cada topologia






(dij − eij)2 . (3.24)
A topologia com o menor valor de RS sera´ escolhida como sendo a a´rvore filogene´tica
o´ptima [21].
Cavalli-Sforza e Edwards [6] consideram que a matriz de distaˆncias e´ aditiva e que
essas distaˆncia dij entre pares de dados moleculares sa˜o varia´veis aleato´rias, uniforme-
mente distribu´ıdas e independentes. Fitch e Margoliash [13] discordaram com esse ponto
de vista, considerando que devido a` histo´ria evolutiva comum das espe´cies analisadas e
a` presenc¸a de erros de amostragem nos dados moleculares, as distaˆncias dij podem na˜o
ser varia´veis aleato´rias, uniformemente distribu´ıdas e independentes [2]. Assim estes









O me´todo dos mı´nimos quadrados que usa esta soma residual e´ conhecido como me´todo
dos mı´nimos quadrados ponderado. Na pra´tica os dois me´todos acima referidos obte´m
a mesma topologia ou topologias muito parecidas [21].
Makarenkov e Lapointe [19] provaram que encontrar uma a´rvore filogene´tica usando
o me´todo dos mı´nimos quadrados ordina´rio e o me´todo dos mı´nimos quadrados ponde-
rado sa˜o problemas NP-Dif´ıcil.
Antes de calcular a soma residual e´ necessa´rio determinar as estimativas das
distaˆncias esperadas eij. Rzhetsky e Nei [26] desenvolveram um algoritmo (me´todo
dos mı´nimos quadrados) que permite determinar as estimativas das distaˆncias espe-
radas para qualquer topologia. Iremos usar um exemplo para ilustrar esse algoritmo.
Consideremos a topologia com cinco ve´rtice externos que se encontra na Figura 3.10.
Figura 3.10: Topologia com cinco ve´rtices externos.
Pretende-se determinar os pesos das arestas b1, b2, . . . e b7. As distaˆncias da matriz
de distaˆncias dij (i = 1, . . . , 4 e j = i + 1, . . . , 5) podem ser reescritas, usando os pesos
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das arestas da topologia dada, da seguinte forma:
d12 = b1 + b2 + 12
d13 = b1 + b3 + b6 + 13
d14 = b1 + b4 + b6 + b7 + 14
d15 = b1 + b5 + b6 + b7 + 15
d23 = b2 + b3 + b6 + 23
d24 = b2 + b4 + b6 + b7 + 24
d25 = b2 + b5 + b6 + b7 + 25
d34 = b3 + b4 + b7 + 34
d35 = b3 + b5 + b7 + 35
d45 = b4 + b5 + 45
onde ij (i = 1, . . . , 4 e j = i + 1, . . . , 5) sa˜o erros de amostragem. Usando a notac¸a˜o
matricial o conjunto das equac¸o˜es tera´ a seguinte representac¸a˜o:
d = Ab +  (3.26)
onde dT = [d12, d13, . . . , d45] , b
T = [b1, b2, . . . , b7] e 
T = [12, 13, . . . , 45] sa˜o vectores
coluna. Sendo n o nu´mero de sequeˆncias em estudo, os vectores d e  teˆm n(n−1)
2
elementos e b tem (2n − 3) elementos. A e´ a matriz que representa a topologia cujos
elementos aij tomam valor 1 se a aresta bj estiver no caminho entre o nodo ia e ib (em
que i = 1, . . . , 10 corresponde aos nodos (ia, ib) com ia = 1, . . . , 4 e ib = ia + 1, . . . , 5) e
0 caso contra´rio (ver as equac¸o˜es acima). Neste exemplo a matriz A e´ dada por,
A =

1 1 0 0 0 0 0
1 0 1 0 0 1 0
1 0 0 1 0 1 1
1 0 0 0 1 1 1
0 1 1 0 0 1 0
0 1 0 1 0 1 1
0 1 0 0 1 1 1
0 0 1 1 0 0 1
0 0 1 0 1 0 1
0 0 0 1 1 0 0

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(d13 + d23 + d34 + d35) +
1
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(d14 − d15 + d24 − d25 + d34 − d35)




(d34 + d35 − d13 − d23) + 18 (d14 + d24 + d15 + d25) − 12d45
A determinac¸a˜o das estimativas dos pesos b atrave´s deste sistema torna-se bastante
complicado se o nu´mero de sequeˆncias em estudo for grande. Para ultrapassar essa difi-
culdade Rzhetsky e Nei [27] desenvolveram uma outra fo´rmula para calcular os pesos, a
qual exemplificaremos atrave´s de um exemplo. Considerando agora uma topologia com
sete ve´rtices exteriores (ver Figura 3.11). Escolhendo uma aresta interior, por exemplo
Figura 3.11: Topologia com sete ve´rtices exteriores.
a aresta b pode-se representar a topologia dada na forma da topologia apresentada na
Figrua 3.12, onde A,B,C e D representam, respectivamente, os seguintes agrupamentos
de ve´rtices exteriores (3), (1, 2), (4, 5) e (6,7).
Figura 3.12: Topologia com ve´rtices agrupados.























onde nA, nB, nC e nD representam o nu´mero de ve´rtices no agrupamento A,B,C e D,
respectivamente, dIJ e´ a soma das distaˆncias entre todos os ve´rtices do agrupamento I
e todos os ve´rtices do agrupamento J e γ e´ dado pela seguinte expressa˜o:
γ =
nBnC + nAnD
(nA + nB)(nC + nD)
.
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Figura 3.13: Topologia com ve´rtices agrupados
Depois de obter os pesos de todas as arestas, para determinar as estimativas das




Problema da evoluc¸a˜o mı´nima
Um dos crite´rios mais usados para inferir a´rvores filogene´ticas e´ o da evoluc¸a˜o
mı´nima, que foi introduzido pela primeira vez por Kidd e Sgaramella-Zonta [18] e mais
tarde reinterpretado por Rzhetsky e Nei [26]. Este crite´rio afirma que a melhor a´rvore
filogene´tica e´ aquela que tem comprimento mı´nimo. Usando este crite´rio como func¸a˜o
objectivo, a topologia de a´rvore que optimizar esta func¸a˜o sera´ a a´rvore filogene´tica
o´ptima, para um conjunto de espe´cies em estudo [8]. Assim, encontrar essa a´rvore
filogene´tica o´ptima envolve resolver um problema de optimizac¸a˜o que se designa por
problema de evoluc¸a˜o mı´nima. Este problema e´ estatisticamente consistente mas NP-
Dif´ıcil [2].
Dada a matriz de distaˆncias D o problema da evoluc¸a˜o mı´nima na sua forma geral
tem a seguinte formulac¸a˜o [3]:
min(X,w) L(X,w)
s.a. f (D,X,w) = 0
X ∈ χ
w ∈ <(2n−3)0+
onde X e´ uma a´rvore filogene´tica representada pela matriz de incideˆncia aresta-caminho,
χ representa o conjunto de todas as poss´ıveis topologias de a´rvores , L(X,w) indica o
comprimento da a´rvore filogene´tica X em func¸a˜o dos pesos das arestas w e f (D,X,w)
e´ uma func¸a˜o que relaciona a matriz de distaˆncias D com a a´rvore filogene´tica X e os
pesos das arestas w. Esta u´ltima func¸a˜o tem em considerac¸a˜o que o comprimento do
caminho que liga dois ve´rtices externos i e j na a´rvore na˜o pode ser inferior a` distaˆncia
entre esses dois ve´rtices, dij, apresentada na matriz de distaˆncias [5].
O problema da evoluc¸a˜o mı´nima pode ser dividido em dois subproblemas [3]:
 Determinar a topologia da a´rvore filogene´tica, ou seja, determinar as entradas da
matriz de incideˆncia X;
 Determinar os pesos das arestas da a´rvore filogene´tica, w, que melhor se ajustam
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a` matriz de distaˆncias D.
Existem va´rias verso˜es do problema da evoluc¸a˜o mı´nima consoante a forma como se
determinam os pesos w que, por sua vez, dependem da escolha da func¸a˜o f (D,X,w)
e da func¸a˜o L(X,w). A func¸a˜o L(X,w) e´ geralmente definida como sendo a soma dos
pesos das arestas.
Tradicionalmente, para resolver o problema da evoluc¸a˜o mı´nima comec¸a-se com a
topologia obtida atrave´s do me´todo neighbor-joining e faz-se uma pesquisa topolo´gica
a partir desse ponto [8].
4.1 Me´todo neighbor-joining
O me´todo neighbor-joining e´ eficiente em obter a topologia de a´rvore correcta,
comparado com o me´todo da ma´xima parcimo´nia e va´rios outros [26]. Ele foi inicial-
mente proposto por Saitou e Nei [28] e posteriormente modificado por Studier e Kepler
[29]. Este me´todo constro´i a a´rvore sem raiz cuja soma dos todos os pesos das arestas
e´ mı´nima. Inicia-se com uma topologia em forma de estrela, com um ve´rtice interno
hipote´tico, e os n ve´rtices externos representando cada uma das espe´cies em estudo.
Iterativamente procura-se o vizinho mais pro´ximo, ou seja, o par de ve´rtices que induz
uma a´rvore cuja soma dos pesos das arestas e´ a menor. O par assim escolhido e´ enta˜o
agrupado num novo ve´rtice interno e as distaˆncias entre esse novo ve´rtice e os restan-
tes sa˜o calculadas, obtendo-se assim uma nova matriz de distaˆncias que sera´ usada na
pro´xima iterac¸a˜o. O algoritmo encerra quando se tiverem inseridos na a´rvore (n − 2)
ve´rtices internos [23].
Na Figura 4.1 apresenta-se uma a´rvore em forma de estrela e a a´rvore induzida pelo
agrupamento dos ve´rtices 1 e 2.
Figura 4.1: (a) A´rvore em forma de estrela; (b) A´rvore induzida pelo agrupamento dos
ve´rtices 1 e 2.
Em cada uma das (n− 2) iterac¸o˜es o me´todo determina, para cada poss´ıvel par de
agrupamentos de ve´rtices i e j, a soma dos pesos das arestas Sij, que pode ser obtida
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usando as distaˆncias da matriz de distaˆncias dada. Inicialmente na a´rvore em forma de












onde LkX e´ o peso da aresta que liga o ve´rtice externo k ao hipote´tico ve´rtice interno X
e dij e´ a distaˆncia entre o ve´rtice externo i e o ve´rtice externo j da matriz de distaˆncias.

















Escolhidos os ve´rtices i e j a serem agrupados num novo ve´rtice interno X
determinam-se os pesos das novas arestas formadas:
LiX =






















e determinam-se, tambe´m, as distaˆncias entre esse novo ve´rtice interno A e os restantes
ve´rtices externos (k, k 6= i, j) atrave´s da seguinte fo´rmula:
dAk =
dik + djk − dij
2
. (4.7)
Desta forma obte´m-se uma nova matriz de distaˆncias que sera´ usada na iterac¸a˜o seguinte
para o ca´lculo das novas somas S ′ij [21, 28].
Para ilustrar o me´todo apresentamos na Tabela 4.1 as va´rias iterac¸o˜es para a
construc¸a˜o de uma a´rvore filogene´tica relativa a seis taxons e na Figura 4.2 a construc¸a˜o
da a´rvore ao longo das va´rias iterac¸o˜es [21].
O me´todo neighbor-joining determina uma topologia de a´rvore muito pro´xima da
a´rvore que satisfaz o crite´rio da evoluc¸a˜o mı´nima [17] e se a matriz for aditiva Saitou e
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Matriz de distaˆncias Soma dos pesos das arestas Sij
Primeira Iterac¸a˜o
1 2 3 4 5 6 1 2 3 4 5 6
1 0 9 12 15 20 16 29.5 32.5 33 33.5 33.5
2 0 7 10 15 11 32.5 33 33.5 33.5
3 0 5 10 6 32 32.5 32.5
4 0 11 7 32 32
5 0 8 30.5
Agrupam-se os ve´rtices 1 e 2, A=(1,2) e dA1 = 7, dA2 = 2
Segunda Iterac¸a˜o
A 3 4 5 6 A 3 4 5 6
A 0 5 8 13 9 19.7 20.3 21 21
3 0 5 10 6 20.3 21 21
4 0 11 7 20.7 20.7
5 0 8 19.3
Agrupam-se os ve´rtices 5 e 6, B=(5,6) e dB5 = 6, dB6 = 2
Terceira Iterac¸a˜o
A 3 4 B A 3 4 B
A 0 5 8 7 11 11.5 11.5
3 0 5 4 11.5 11.5
4 0 5 11
Agrupam-se os ve´rtices A e 3, C=(A,3) e dCA = 4, dC3 = 1
Tabela 4.1: Iterac¸o˜es para a construc¸a˜o de uma a´rvore filogene´tica usando o me´todo
neighbor-joining.
Figura 4.2: Ilustrac¸a˜o da construc¸a˜o da a´rvore ao longo das va´rias iterac¸o˜es do me´todo
neighbor-joining.
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Nei [28] provaram que o me´todo determina o peso correcto de todas as arestas.
O me´todo e´ simples e eficiente, mas a sua eficieˆncia adveˆm de ele apenas explorar
uma pequena parte do espac¸o de soluc¸a˜o, ou seja, algumas topologias de a´rvores
poss´ıveis e nesse sentido pode deixar de encontrar uma soluc¸a˜o o´ptima global [23].
Para resolver o problema da evoluc¸a˜o mı´nima podemos, tambe´m, usar a programac¸a˜o
linear.
4.2 Os modelos de programac¸a˜o linear
Segundo Catanzaro [3] o primeiro trabalho a considerar formulac¸o˜es em programac¸a˜o
linear para o problema da evoluc¸a˜o mı´nima foram de Beyer et al. [1] que observaram
que as distaˆncias evolutivas entre dados moleculares teˆm de satisfazer a desigualdade
triangular (3.12) uma vez que reflectem o nu´mero de mutac¸o˜es requeridas ao longo
do tempo para transformar uma sequeˆncia noutra. Por outro lado, como os pesos
das arestas numa a´rvore filogene´tica tambe´m representam distaˆncias evolutivas estas
tambe´m devera˜o satisfazer a desigualdade triangular. Beyer et al. [1] propuseram um
modelo de programac¸a˜o linear em que para uma dada topologia os (2n − 3) pesos
devem satisfazer n(n−1)
2
desigualdades triangulares. Waterman et al. [32] modificaram
o modelo de Beyer et al. ao misturar a propriedade aditiva da matriz de distaˆncias
(3.13) com a desigualdade triangular impondo:
we ≥ 0 e = 1, . . . , 2n− 3 (4.8)
∑
e∈pij
we ≥ dij i, j = 1, . . . , n i < j (4.9)
onde n e´ o nu´mero de ve´rtices externos, ou seja, o nu´mero de espe´cies em estudo, we
representa o peso da aresta e e pij representa o caminho que liga o ve´rtice i ao ve´rtice
j.
Beyer et al . [1] e Waterman et al. [32] sugeriram as seguintes func¸o˜es objectivo























e∈pij we − dij
d2ij
(4.12)
Antes de descrevermos algumas das formulac¸o˜es para o problema de evoluc¸a˜o
mı´nima que envolvem a obtenc¸a˜o de uma a´rvore de suporte de custo mı´nimo com
algumas restric¸o˜es, comec¸amos por descrever formalmente o problema.
4.2.1 Descric¸a˜o do problema
A a´rvore filogene´tica o´ptima corresponde a uma a´rvore de suporte de custo mı´nimo com
algumas restric¸o˜es adicionais que descrevemos nesta secc¸a˜o.
Considere o grafo G = (V,E) onde V e´ o conjunto de ve´rtices V = Vint ∪ Vext e E o
conjunto das arestas. Em particular Vext e´ o conjunto das folhas ou ve´rtices externos que
representam os n taxons e Vint o conjunto dos ve´rtices internos que representam os (n−2)
antepassados comuns aos taxons. O conjunto E das arestas conte´m todas as poss´ıveis
arestas entre ve´rtices internos (definindo assim um grafo completo no conjunto dos
ve´rtices Vint) e as arestas que ligam todos os ve´rtices internos de Vint a todos os ve´rtices
externos de Vext. O conjunto das arestas E tem cardinalidade
(n−2)(n−3)
2
+ (n − 2)n =
3(n−1)(n−2)
2
. A a´rvore filogene´tica e´ tal que todos os ve´rtices externos sa˜o folha e tal
que o grau de todos os ve´rtices internos e´ 3 exceptuando nas a´rvores com raiz, onde
o ve´rtice interno que representa a raiz tem grau 2. As (2n − 3) arestas teˆm um peso
w ≥ 0 associado que representa a distaˆncia evolutiva entre o par de ve´rtices ligados pela
aresta. A a´rvore filogene´tica pode ser representada por uma matriz bina´ria, a matriz
de incideˆncia aresta-comprimento.
Uma vez que uma a´rvore filogene´tica e´ uma a´rvore de suporte de custo mı´nimo,
apresentamos, de seguida, um modelo para o problema da a´rvore de suporte de custo
mı´nimo, considerando uma a´rvore com raiz, a qual sera´ denotada por 0 e pertence ao
conjunto Vint, com a restric¸a˜o adicional de o grau de todos os ve´rtices internos ser 3.
Consideremos as varia´veis xij (com i ∈ Vint, j ∈ V \ {0} e i 6= j) que indicam se a




1, se a aresta eij esta´ na a´rvore
0, caso contra´rio
e as varia´veis de fluxo ykij (com i ∈ Vint, j, k ∈ V \ {0} e i 6= j) que indicam se a aresta
eij e´ ou na˜o usada no caminho da raiz para o ve´rtice k, ou seja,
ykij =
{
1, se a aresta eij e´ usada no u´nico caminho da raiz para o ve´rtice k
0, caso contra´rio
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Uma formulac¸a˜o para este problema em Programac¸a˜o Linear Inteira como um pro-

















yk0j = 1, ∀k ∈ Vext (4.15)
∑
i∈Vint








ykji, ∀k ∈ Vext,∀j ∈ Vint\{0} (4.17)
ykij ≤ xij, ∀k ∈ Vext,∀i ∈ Vint,∀j ∈ V \ {0}, j > i (4.18)
xij ∈ {0, 1} ∀i ∈ Vint,∀j ∈ V \ {0} (4.19)
ykij ∈ {0, 1} ∀kinVext,∀i ∈ Vint,∀j ∈ V \ {0} (4.20)
As restric¸o˜es (4.13) e (4.14) impo˜em que cada ve´rtice interno, a` excepc¸a˜o da raiz,
tenha grau 3. O facto da raiz ter grau 2 e´ imposto pela restric¸a˜o (4.14) quando i = 0.
As restric¸o˜es (4.15), (4.16) e (4.17) sa˜o as restric¸o˜es usuais de conservac¸a˜o de fluxo.
As restric¸o˜es (4.18) sa˜o as restric¸o˜es de ligac¸a˜o que estabelecem uma relac¸a˜o entre
as varia´veis xij e as varia´veis y
k
ij de forma que na˜o exista nenhum fluxo na aresta eij
se esta na˜o se encontra na soluc¸a˜o. Finalmente, as restric¸o˜es (4.19) e (4.20) sa˜o as
restric¸o˜es de integralidade das varia´veis.
Denotaremos por SPT o conjunto de restric¸o˜es (4.13) - (4.20) desta formulac¸a˜o.
Contudo agora temos de determinar os valores para os pesos w de cada aresta
que representam a distaˆncia evolutiva entre o par de ve´rtices incidente na aresta. De
entre as a´rvores de suporte cujos ve´rtices internos teˆm grau treˆs ha´ que seleccionar
aquela cujos pesos atribu´ıdos a cada aresta representem a distaˆncia evolutiva mı´nima.
Catanzaro et al. [4] definiram va´rias formulac¸o˜es, para a construc¸a˜o de a´rvores
filogene´ticas sem raiz segundo o crite´rio da evoluc¸a˜o mı´nima, que diferem na forma
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como os pesos sa˜o definidos, dos quais iremos apresentar duas, o modelo de caminhos
e o modelo de fluxos.
4.2.2 Modelo de caminhos
O modelo de caminhos identifica a a´rvore filogene´tica o´ptima como sendo a a´rvore de
suporte de custo mı´nimo que satisfaz mais algumas restric¸o˜es que definem caminhos
na a´rvore. Consideram-se as varia´veis de decisa˜o xe(e ∈ E) que indicam se a aresta e
pertence ou na˜o a` a´rvore, ou seja,
xe =
{
1, se a aresta e pertence a` a´rvore filogene´tica
0, caso contra´rio
e as varia´veis cont´ınuas na˜o negativas we que indicam o peso de cada aresta e.
No modelo pij ⊆ E denota o conjunto de arestas de um caminho gene´rico que liga os
ve´rtices externos i e j; Pij = {pij} denota o conjunto de todos os caminhos pij poss´ıveis
em G e dˆ = max{dij : i, j ∈ Vext} representa a distaˆncia ma´xima apresentada na
matriz de distaˆncias. Para todo o subconjunto S ⊆ V,E(S) ⊆ E denota o subconjunto
das arestas induzidas pelos ve´rtices de S, δ(i) ⊆ E denota o subconjunto de arestas
incidentes no ve´rtice i ∈ V e para Eˆ ⊆ E, x(Eˆ) = ∑e∈Eˆ xe. Assim, a formulac¸a˜o







x(E(S)) ≤ |S| − 1 ∀S ⊂ V (4.21)
x(E(V )) = 2n− 3 (4.22)
x(δ(i)) = 3 ∀i ∈ Vint (4.23)
we ≤ dˆxe ∀e ∈ E (4.24)∑
e∈pij
(we + dij(1 − xe)) ≥ dij ∀pij ∈ Pij,∀i, j ∈ Vext, i < j (4.25)
xe ∈ {0, 1} ∀e ∈ E (4.26)
we ≥ 0 ∀e ∈ E (4.27)
Atrave´s das restric¸o˜es (4.21)-(4.23) (que denotaremos por SPT1) e (4.26) as varia´veis
xe definem uma a´rvore cujos ve´rtices interiores teˆm grau treˆs. As restric¸o˜es (4.24) impo˜e
que o peso we da aresta e e´ positivo apenas no caso em que essa aresta e pertence a`
a´rvore. As restric¸o˜es (4.25) obrigam a soma dos pesos ao longo do caminho pij na a´rvore
a na˜o ser inferior a dij. Finalmente, as restric¸o˜es (4.27) impo˜e que os pesos we sejam
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na˜o negativos.
Este modelo caracteriza-se por ter um nu´mero relativamente pequeno (O(n2)) de
varia´veis bina´rias e cont´ınuas e por ter um nu´mero exponencial de restric¸o˜es. Em
particular o conjunto de restric¸o˜es (4.25) uma vez que devem ser considerados todos os
caminhos entre todos os pares de ve´rtices externos i < j.
4.2.3 Modelo de fluxos
No modelo de fluxos os pesos na˜o negativos sa˜o representados por potenciais desconhe-
cidos de forma a garantir uma distaˆncia mı´nima entre cada par de ve´rtices externos.
Consideram-se as varia´veis xij (com i ∈ Vint, j ∈ V e i 6= j) que indicam se a aresta




1, se a aresta eij pertence a` a´rvore filogene´tica
0, caso contra´rio
As varia´veis xij podera˜o tambe´m ser representadas por xe e neste caso xe toma o valor 1
se a aresta e pertence a` a´rvore filogene´tica e toma o valor 0 caso contra´rio. Consideram-
se, ainda, as varia´veis cont´ınuas na˜o negativas wij que indicam o peso de cada aresta eij
e que tambe´m podera˜o ser representadas por we. Ale´m destas varia´veis, consideram-se,
tambe´m, as varia´veis cont´ınuas uij (com i ∈ V e j ∈ Vext) o potencial desconhecido que
representa o comprimento do caminho que liga o ve´rtice i ao ve´rtice j(i 6= j).







x ∈ SPT1 (4.28)
uij ≥ dij ∀i, j ∈ Vext, i 6= j (4.29)
wij ≥ ujk − uik − d̂(1 − xij) ∀i ∈ Vint,∀j, k ∈ Vext (4.30)
xe ∈ {0, 1} ∀e ∈ E (4.31)
we ≥ 0 ∀e ∈ E (4.32)
Como no modelo anterior as restric¸o˜es (4.28) e (4.31) obrigam a que as varia´veis xe
definam uma a´rvore e as restric¸o˜es (4.32) impo˜em que os pesos we sejam na˜o negativos.
As restric¸o˜es (4.29) obrigam todo o comprimento do caminho que liga um ve´rtice externo
i a um ve´rtice externo j a na˜o ser inferior a dij. Finalmente, as restric¸o˜es (4.30)
asseguram que a diferenc¸a dos comprimentos dos caminhos dum ve´rtice i para um
39
A´rvores filogene´ticas e o problema da evoluc¸a˜o m´ınima
ve´rtice j na˜o seja maior que wij.
Os autores identificam como desvantagem deste modelo a existeˆncia de va´rias
soluc¸o˜es equivalentes que conduzem a` mesma topologia de a´rvore. Apesar de os ve´rtices
externos estarem associados a taxons diferentes os ve´rtices internos sa˜o elementos
ideˆnticos. Isso implica que uma topologia de a´rvore esta´ associada a va´rias soluc¸o˜es,
cada uma determinada por uma permutac¸a˜o diferente dos ve´rtices internos. Para
evitar esta situac¸a˜o os autores sugerem que se fixem algumas varia´veis, como por
exemplo, x(n−1)1 = x12 = x23 = 1, sendo (n − 1) um ve´rtice externo e 1,2 e 3 treˆs
ve´rtices internos.
Verificamos, claramente que o modelo tem como soluc¸a˜o o´ptima a soluc¸a˜o com todas
as varia´veis wij iguais a zero.
Consideremos j, k ∈ Vext e i ∈ Vint. As restric¸o˜es (4.29) impo˜em que ujk ≥ djk,
sejam, enta˜o, ujk = djk e uik = max`∈Vext dk`. Assim, ujk − uik ≤ 0 para todo o
j, k ∈ Vext e i ∈ Vint e consequentemente ujk − uik − dˆ(1 − xij) ≤ 0, tornando as
restric¸o˜es (4.30) redundantes.
Ale´m disso, ainda fazemos as seguintes observac¸o˜es:
1. as varia´veis wij esta˜o definidas para todas as arestas em E;
2. as restric¸o˜es (4.29) estabelecem um limite inferior para as varia´veis uij, mas apenas
para aquelas definidas entre dois ve´rtices externos, na˜o sendo definido nenhum
limite inferior para as varia´veis uij definidas entre um ve´rtice interno e um ve´rtice
externo e entre dois ve´rtices internos ;
3. as restric¸o˜es (4.30) estabelecem um limite inferior para as varia´veis wij, mas ape-
nas para aquelas definidas entre um ve´rtice interno e um ve´rtice externo, na˜o sendo
definido nenhum limite inferior para as varia´veis definidas entre dois ve´rtices in-
ternos ;
4. o valor de dˆ(1−xij) ou e´ 0, se a aresta eij pertence a` soluc¸a˜o, ou e´ dˆ caso contra´rio.
Pelas observac¸o˜es feitas, verifica-se que o modelo apresentado esta´ incompleto. As-
sim, no cap´ıtulo seguinte apresentamos um modelo para o problema da evoluc¸a˜o mı´nima




Ao longo deste trabalho de mestrado tentou encontrar-se uma formulac¸a˜o que
permitisse resolver o problema da evoluc¸a˜o mı´nima. Tendo-se verificado que o modelo
de fluxos apresentado por Catanzaro et al. [4] esta´ incompleto vamos completa´-lo.
Determinamos algumas a´rvores filogene´ticas usando a formulac¸a˜o. Depois tenta´mos
usar um esquema de decomposic¸a˜o que nos permitisse obter soluc¸o˜es para o problema.
5.1 Formulac¸a˜o
Considerando as observac¸o˜es no final do Cap´ıtulo anterior vamos usa´-las para propor
uma formulac¸a˜o que completa a apresentada por Catanzaro et al. [4]. Consideremos as
varia´veis xij, wij e uij definidas no modelo de fluxos. Assim, xij (com i ∈ Vint, j ∈ V e
i ≤ j) sao˜ as varia´veis bina´rias que indicam se a aresta que liga o ve´rtice i ao ve´rtice j,
denotada por eij, pertence ou na˜o a` a´rvore filogene´tica, ou seja,
xij =
{
1, se a aresta eij pertence a` a´rvore filogene´tica
0, caso contra´rio
As varia´veis cont´ınuas na˜o negativas wij (com i ∈ Vint, j ∈ V e i ≤ j) indicam o peso
de cada aresta eij e as varia´veis continuas uij (com i ∈ V , j ∈ Vext e i 6= j) representam
o comprimento do caminho que liga o ve´rtice i ao ve´rtice j.
Na nossa segunda observac¸a˜o verificamos que as restric¸o˜es (4.29) do modelo de fluxos
estabelecem um limite inferior para as varia´veis uij, mas apenas para aquelas definidas
entre dois ve´rtices externos. Assim, comec¸amos por acrescentar restric¸o˜es de modo a
definir um limite inferior para as varia´veis uij definidas entre um ve´rtice interno e um
ve´rtice externo e entre dois ve´rtices internos:
uij ≥ wij ∀i ∈ Vint,∀j ∈ V, i < j.
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Reparamos, tambe´m, que as varia´veis uij deveriam tomar o mesmo valor que wij quando
os ve´rtices i e j sa˜o adjacentes e que nenhuma das restric¸o˜es apresentada obrigava
a que tal sucedesse. Assim, acrescentamos restric¸o˜es que em complemento com as
acrescentadas para definir o limite inferior, obrigam a que uij = wij quando os ve´rtices
i e j sa˜o adjacentes:
wij ≥ uij − d̂(1 − xij) ∀i ∈ Vint,∀j ∈ V, i < j.
De seguida, tendo em conta a nossa terceira observac¸a˜o onde verificamos que as res-
tric¸o˜es (4.30) do modelo de fluxos estabelecem um limite inferior para as varia´veis wij,
mas apenas para aquelas definidas entre um ve´rtice externo e um ve´rtice interno, com-
pletamos essas restric¸o˜es de modo a definir, tambe´m, um limite inferior para as varia´veis
definidas entre dois ve´rtices internos:
wij ≥ ujk − uik − d̂(1 − xij) ∀i ∈ Vint,∀j ∈ V, i < j,∀k ∈ V \{i, j}.
Ale´m disso, verificamos que as restric¸o˜es (4.30) mesmo depois de serem completadas
na˜o eram suficientes, pois se ujk for menor que uik, enta˜o ujk − uik toma um valor
negativo tornando as restric¸o˜es redundantes. Assim, acrescentamos restric¸o˜es de forma
a contemplar a diferenc¸a sime´trica, ou seja, uik − ujk e desta forma quando umas
restric¸o˜es sa˜o redundantes as outras estabelecem um limite inferior para as varia´veis
wij:
wij ≥ uik − ujk − d̂(1 − xij) ∀i ∈ Vint,∀j ∈ V, i < j,∀k ∈ V \{i, j}.
Finalmente, tem-se pressuposto que o caminho de i para j tem o mesmo comprimento
que o caminho de j para i, ou seja, uij = uji, mas nenhuma das restric¸o˜es apresentadas
contemplava esse facto. Como estas varia´veis uij sa˜o usadas nas restric¸o˜es que estabe-
lecem um limite inferior para as varia´veis w tanto quando i < j como quando i > j
acrescentamos restric¸o˜es de forma a garantir que uij = uji.
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x ∈ SPT (5.1)
uij ≥ dij ∀i, j ∈ Vext, i 6= j (5.2)
wij ≥ uik − ujk − d̂(1 − xij) ∀i ∈ Vint,∀j ∈ V, i < j,∀k ∈ V \{i, j} (5.3)
wij ≥ ujk − uik − d̂(1 − xij) ∀i ∈ Vint,∀j ∈ V, i < j,∀k ∈ V \{i, j} (5.4)
wij ≥ uij − d̂(1 − xij) ∀i ∈ Vint,∀j ∈ V, i < j (5.5)
uij ≥ wij ∀i ∈ Vint,∀j ∈ V, i < j (5.6)
uij = uji ∀i ∈ Vint,∀j ∈ V, i < j (5.7)
xij ∈ {0, 1} ∀i ∈ Vint,∀j ∈ V, i < j (5.8)
wij ≥ 0 ∀i ∈ Vint,∀j ∈ V, i < j (5.9)
As restric¸o˜es (5.1) e (5.8) obrigam a que as varia´veis xij definem uma a´rvore e as
restric¸o˜es (5.9) impo˜em que os pesos wij sejam na˜o negativos.
As restric¸o˜es (5.2) obriga todo o comprimento do caminho que liga um ve´rtice ex-
terno i a um ve´rtice externo j a na˜o ser inferior a dij, ou seja, estabelecem um limite
inferior para as varia´veis uij definidas entre dois ve´rtices externos.
As restric¸o˜es (5.3) e (5.4) asseguram que a diferenc¸a dos comprimentos dos caminhos
dum ve´rtice i para um ve´rtice j na˜o seja maior que wij, ou seja, estabelecem um limite
inferior para as varia´veis wij. Notamos que as restric¸o˜es (5.3) e (5.4) apenas diferem
no ca´lculo da diferenc¸a entre os caminhos. Tirando o caso em que essa diferenc¸a seja
zero, havera´ sempre uma das duas que se torna redundante (aquela cuja diferenc¸a e´
negativa) estabelecendo a outra um limite superior para as varia´veis wij.
As restric¸o˜es (5.5) obrigam, por um lado, que o comprimento do caminho uij que
liga dois ve´rtices i e j, na˜o adjacentes, na˜o seja superior a` distaˆncia ma´xima apresentada
na matriz de distaˆncias e no caso dos ve´rtices i e j serem adjacentes estas restric¸o˜es
obrigam a que o comprimento do caminho uij na˜o seja superior ao peso da aresta que
liga o ve´rtice i ao ve´rtice j. Estas restric¸o˜es estabelecem assim um limite superior para
as varia´veis uij, definidas entre um ve´rtice interno e um ve´rtice externo e entre dois
ve´rtices internos.
As restric¸o˜es (5.6) impo˜em que o comprimento do caminho uij que liga um ve´rtice
interno a um ve´rtice externo ou que liga dois ve´rtices internos na˜o deve ser inferior a
wij e estabelecem, assim, um limite inferior para as varia´veis uij, definidas entre um
ve´rtice interno e um ve´rtice externo e entre dois ve´rtices internos.
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Quando os ve´rtices i e j sa˜o adjacentes as restric¸o˜es (5.5) e (5.6) obrigam as varia´veis
uij a tomarem o mesmo valor do peso da aresta que representam.
Finalmente, as restric¸o˜es (5.7) impo˜em que o comprimento do caminho entre dois
ve´rtices seja o mesmo independentemente de qual o ve´rtice inicial considerado.
Esta formulac¸a˜o constro´i uma a´rvore filogene´tica com raiz. Esta raiz fict´ıcia foi
acrescentada relativamente ao modelo de fluxos de Catanzaro et al. [4], que determina
a´rvores filogene´ticas sem raiz, de modo a facilitar a construc¸a˜o da a´rvore.
5.2 Resultados
Vamos agora analisar o desempenho do modelo usando-o para resolver alguns proble-
mas.
Usamos o software XPRESS para implementar o modelo e para resolver os proble-
mas. Um dos problemas resolvido foi a construc¸a˜o de uma a´rvore filogene´tica com cinco
taxons cuja matriz de distaˆncias retira´mos de [20]. A matriz de distaˆncias e´ a seguinte:
A B C D E
A 0 22 39 39 41
B 0 41 41 43
C 0 18 20
D 0 10
E 0
Tabela 5.1: Matriz de distaˆncias relativa a cinco taxons.
A soluc¸a˜o apresentada por Mount esta´ representada na Figura (5.1) e o valor o´ptimo
e´ 66.
Figura 5.1: A´rvore filogene´tica o´ptima apresentada por Mount partindo de uma matriz
de distaˆncias com 5 taxons.
O XPRESS demorou 0,7 segundos a encontrar a soluc¸a˜o o´ptima usando a nossa
formulac¸a˜o alternativa. A a´rvore filo´gene´tica obtida com valor o´ptimo de 66 esta´ repre-
sentada na Figua (5.2).
Ao comparar as duas a´rvores verificamos que os valores correspondem e que a soma
dos pesos das duas arestas que incidem na raiz fict´ıcia da a´rvore obtida atrave´s da nossa
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Figura 5.2: A´rvore filogene´tica optida atrave´s da formulac¸a˜o alternativa para 5 taxons.
formulac¸a˜o alternativa, e´ igual ao peso da aresta correspondente da a´rvore sem raiz.
Verificamos, ainda, que a distribuic¸a˜o dos pesos pelas duas arestas incidentes na raiz
fict´ıcia e´ feita de forma a que uma das aresta tenha peso zero. Esta situac¸a˜o aconteceu
em todos as a´rvores constru´ıdas usando a nossa formulac¸a˜o alternativa.
A matriz de distaˆncias para a construc¸a˜o de uma a´rvore filogene´tica com sete taxons
foi retirada de [24], sendo que o XPRESS demorou 184,4 segundos a encontrar a soluc¸a˜o
o´ptima e as concluso˜es retiradas ao comparar a a´rvore sem raiz obtida em [24] e a a´rvore
obtida pelo XPRESS usando a formulac¸a˜o alternativa sa˜o ideˆnticas a`s anteriores para
a a´rvore com cinco taxons.
Usamos a matriz de distaˆncias do ficheiro que Juan-Jose´ Salazar-Gonza´lez nos enviou
para construir uma a´rvore filogene´tica com nove taxons. A matriz de distaˆncias e´ a
seguinte:
A B C D E F G H I
A 0 1.51499 0.353063 0.273829 0.418288 1.51499 1.51499 1.51499 1.51499
B 0 0.388258 0.280125 1.51499 0.361509 0.215903 0.293472 0.390438
C 0 0.130378 0.291302 0.253443 0.483335 0.289859 0.229979
D 0 0.258003 0.220236 0.281086 0.368932 0.318039
E 0 0.185762 0.181499 0.240245 0.198209
F 0 0.184151 0.226651 0.198648
G 0 0.0552959 0.0521836
H 0 0.0465828
I 0
Tabela 5.2: Matriz de distaˆncias relativa a nove taxons.
Depara´mo-nos com uma se´rie de dificuldades ao tentar encontrar a a´rvore filo-
gene´tica o´ptima usando o XPRESS. Na˜o foi poss´ıvel encontrar a a´rvore usando a for-
mulac¸a˜o tal como foi apresentada devido a limitac¸o˜es de memo´ria. Para contornar essa
dificuldade, usamos a sugesta˜o apresentada por Catanzaro et al. [4] fixando algumas
varia´veis. Assim, ao fixar x1A = x12 = x23 = 1, representando 1, 2 e 3 ve´rtices inter-
nos e A um ve´rtice externo, o XPRESS obteve a a´rvore filogene´tica com valor o´ptimo
2.01868 passados 3196.8 segundos. Ao fixar apenas x12 = x23 = 1 o XPRESS demorou
97272.3 segundos a obter a a´rvore filogene´tica com valor o´ptimo 2.01868. Verificamos
que as topologias de a´rvore obtidas sa˜o um pouco diferente mas apenas pela mudanc¸a
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de posic¸a˜o de um dos ve´rtices internos, mantendo os taxons a mesma ligac¸a˜o, como
podemos verificar nas Figuras (5.3) e (5.4).
Figura 5.3: A´rvore filogene´tica com 9 taxons obtida ao fixar x1A = x12 = x23.
Figura 5.4: A´rvore filogene´tica com 9 taxons obtida ao fixar x12 = x23.
A diferenc¸a nas topologias e´ apenas de uma aresta e acontece por no primeiro caso
termos fixado a varia´vel x1A, ou seja, a aresta e1A que liga um ve´rtice interno a um
ve´rtice externo e no segundo caso ja´ na˜o a termos fixado. Verificamos, ainda, que ale´m
da aresta incidente na raiz ter peso zero aparecem, nas duas a´rvores, mais cinco arestas
com peso zero e que de uma a´rvore para a outra os pesos na˜o nulos das arestas tambe´m
sa˜o alterados. A diferenc¸a de pesos prende-se com o facto de um dos ve´rtices internos
ter mudado de posic¸a˜o alterando deste modo a distribuic¸a˜o dos pesos. Os pesos nulos
esta˜o associados a arestas que ligam um ve´rtice externo a um ve´rtice interno, incidindo
essas arestas com peso nulo nos mesmos ve´rtices externos nas duas a´rvores.
Devido a limitac¸o˜es de memo´ria e ao elevado tempo computacional na˜o conse-
guimos obter a´rvores filogene´ticas quando o nu´mero de taxons e´ superior a nove.
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5.3 Decomposic¸a˜o de Dantzig-Wolfe
Uma vez que o uso da formulac¸a˜o em programac¸a˜o linear se torna incomputa´vel para
a obtenc¸a˜o de a´rvores filogene´ticas cujo nu´mero de taxons e´ superior a nove, tenta´mos
usar um outro me´todo para a obtenc¸a˜o de uma soluc¸a˜o para a formulac¸a˜o alternativa.
Tentamos, assim, aplicar a decomposic¸a˜o de Dantzig-Wolfe a` nossa formulac¸a˜o alterna-
tiva. O me´todo de decomposic¸a˜o de Dantzig-Wolfe divide o conjunto de restric¸o˜es em
2 subconjuntos. No nosso caso agrupamos as restric¸o˜es (5.3), (5.4), (5.5) e (5.6) num
subconjunto e as restantes noutro subconjunto. O me´todo opera separadamente em 2
problemas mais pequenos, o problema mestre e um subproblema. Tendo em conta a























(−(uij)t + (wij)t − d(xij)t)λt ≥ −d ∀i ∈ Vint,∀j ∈ V, i < j (5.12)
T∑
t=1
((uij)t − (wij)t)λt ≥ 0 ∀i ∈ Vint,∀j ∈ V, i < j (5.13)
T∑
t=1
λt = 1 (5.14)
xij ∈ {0, 1} ∀i ∈ Vint,∀j ∈ V (5.15)
wij ≥ 0 ∀i ∈ Vint,∀j ∈ V (5.16)
uij ≥ 0 ∀i ∈ V T,∀j ∈ V T (5.17)
λt ≥ 0 ∀t ∈ {1, ...T} (5.18)
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Para obter o subproblema temos de associar varia´veis duais a`s restric¸o˜es do pro-
blema mestre. No nosso caso associamos as varia´veis α, γ, δ, η e β a`s restric¸o˜es (5.10),

















































x ∈ SPT (5.19)
uij ≥ dij ∀i, j ∈ Vext, i 6= j (5.20)
uij = uji ∀i ∈ Vint, j ∈ V, i < j (5.21)
xij ∈ {0, 1} ∀i ∈ Vint,∀j ∈ V (5.22)
wij ≥ 0 ∀i ∈ Vint,∀j ∈ V (5.23)
uij ≥ 0 ∀i ∈ V T,∀j ∈ V T (5.24)
αkji ≥ 0 ∀i ∈ Vint,∀j ∈ V, i < j,∀k ∈ V \ {i, j} (5.25)
γkji ≥ 0 ∀i ∈ Vint,∀j ∈ V, i < j,∀k ∈ V \ {i, j} (5.26)
δji ≥ 0 ∀j ∈ V, ∀i ∈ Vint, i < j (5.27)
ηji ≥ 0 ∀j ∈ V, ∀i ∈ Vint, i < j (5.28)
A decomposic¸a˜o de Dantzig-Wolfe parte de uma a´rvore inicial e atrave´s de va´rias
iterac¸o˜es melhora essa soluc¸a˜o inicial ate´ chegar a` soluc¸a˜o o´ptima. Nas va´rias iterac¸o˜es
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o algoritmo resolve sucessivamente o problema mestre e o subproblema usando a
soluc¸a˜o encontrada na iterac¸a˜o anterior. A ideia e´ a seguinte. Dada uma a´rvore com a
forma pretendida determinar valores para as varia´veis w e u usando o problema mestre
e verificar, resolvendo o subproblema, se esses valores sa˜o o´ptimos. Caso o na˜o sejam,
o subproblema sugere uma nova a´rvore para a qual o problema mestre determina,
novamente, os valores para as varia´veis w e u. Este procedimento continua ate´ serem
encontrados os valores o´ptimos.
A a´rvore inicial que usamos e´ a a´rvore de suporte de custo mı´nimo em que todos
os ve´rtices internos teˆm grau treˆs e a raiz tem grau dois. Desta forma efectuamos
uma pesquisa sobre as a´rvores que se podem construir com a forma pretendida. Para
cada uma delas obt´ınhamos valores para as varia´veis w e u, para depois testarmos a
optimalidade desta soluc¸a˜o. Devido a um erro, ainda, na˜o encontrado ate´ ao momento,
na˜o obtivemos resultados. As varia´veis λt tomam todas valor zero no problema mestre





Neste trabalho apresentamos o conceito de a´rvores filogene´ticas, descrevendo-o for-
malmente e indicando os va´rios tipos de a´rvores existente bem como a fo´rmula para
determinar o nu´mero de a´rvores filogene´ticas poss´ıveis dado o nu´mero de espe´cies em es-
tudo. Estudamos alguns dos me´todos usados para a infereˆncia de a´rvores filogene´ticas,
nomeadamente, os me´todos da ma´xima parcimo´nia, os me´todos de verossimilhanc¸a
ma´xima e alguns me´todos de distaˆncias. Encontrar uma a´rvore de ma´xima parcimo´nia
e´ um problema NP-Dif´ıcil e em alguns casos o crite´rio de ma´xima parcimo´nia e´ esta-
tisticamente inconsistente. O problema de determinar uma a´rvore de verossimilhanc¸a
ma´xima tambe´m e´ NP-Dif´ıcil mas e´ estatisticamente consistente. Relativamente aos
me´todos de distaˆncia estudamos o me´todo da me´dia aritme´tica na˜o ponderada e o
me´todo dos mı´nimos quadrados. Tendo numa primeira fase descrito algumas das for-
mas de determinar as distaˆncias da matriz assim como algumas propriedades da matriz
de distaˆncias. O me´todo UPGMA pressupo˜e a existeˆncia de um relo´gio molecular e no
caso de a taxa de substituic¸a˜o na˜o ser constante, o que acontece na pra´tica na maioria
dos casos, este me´todo obte´m maus resultados. O me´todo dos mı´nimos quadrados ja´
na˜o pressupo˜e a existeˆncia de relo´gio molecular e por isso tambe´m e´ mais usado.
Apresentamos, tambe´m, o problema da evoluc¸a˜o mı´nima. Estudamos o me´todo
neighbor-joining e dois modelos de programac¸a˜o linear para resolver o problema. O
me´todo neighbor-joining tem a vantagem de ser eficiente mas a desvantagem de apenas
explorar uma pequena parte do espac¸o soluc¸a˜o podendo deixar de encontrar a soluc¸a˜o
global. Os modelos de programac¸a˜o linear apresentados sa˜o o modelo de caminhos que
identifica a a´rvore filogene´tica o´ptima como sendo a a´rvore de suporte de custo mı´nimo
que satisfaz mais algumas restric¸o˜es e o modelo de fluxos que apresenta os pesos na˜o
negativos por potenciais desconhecidos de modo a garantir uma distaˆncia mı´nima entre
cada par de ve´rtices externos. Ao estudarmos o modelo de fluxos constatamos que
este estava incompleto e nesse sentido elaboramos uma formulac¸a˜o alternativa para
o problema da evoluc¸a˜o mı´nima. Esta formulac¸a˜o alternativa foi implementada no
programa XPRESS. Os resultados obtidos foram bons para um nu´mero de espe´cies
A´rvores filogene´ticas e o problema da evoluc¸a˜o m´ınima
inferior a nove. Ao tentar encontrar a a´rvore filogene´tica o´ptima para um conjunto
de nove espe´cies, depara´mo-nos com uma se´rie de dificuldades, nomeadamente, ligadas
a`s limitac¸o˜es de memo´ria e ao elevado tempo computacional. Para ultrapassar essas
dificuldades tivemos de fixar algumas varia´veis. Para um nu´mero de taxons superior a
nove e´ necessa´rio encontrar uma outra forma de construir a´rvores filogene´ticas. Numa
fase posterior efectuamos uma abordagem usando a decomposic¸a˜o de Dantzig-Wolfe.
Mas ate´ ao momento ainda na˜o obtivemos resultados conclusivos.
A construc¸a˜o de a´rvores filogene´ticas e o problema da evoluc¸a˜o mı´nima continuam a
ser problemas dif´ıceis de resolver. Todos os me´todos apresentados para a sua resoluc¸a˜o
continuam a ser estudados e melhorados. Uma vez que muitos dos me´todos apresentam
a´rvores filogene´ticas diferentes, a construc¸a˜o de uma a´rvore de consenso tambe´m tem
sido muito estudada. Nos u´ltimos anos muitos investigadores teˆm vindo a explorar o
uso da computac¸a˜o evolutiva na construc¸a˜o de a´rvores filogene´ticas.
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