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1 Introduction
A quantum circuit constructs a target state from a given reference state through a sequence
of gates chosen within a set of allowed gates. The circuit complexity has been introduced
in quantum information theory as the minimum number of allowed gates employed to
construct the circuit [1–5]. During the past few years the circuit complexity has been
investigated in the context of quantum gravity through the gauge/gravity (holographic)
correspondence [6–15]. It is worth exploring the circuit complexity also in quantum field
theory and in quantum many-body systems.
Within the class given by the quantum many-body systems, it is natural to start with
quantum circuits made by Gaussian states in free systems [16, 17]. The complexity of
these circuits when only pure states are allowed has been investigated, obtaining explicit

















It is important to quantify the complexity also for quantum circuits made by mixed
states, which are characterised by density matrices [27–32]. The reduced density matri-
ces provide an important class of mixed states that are crucial to study the bipartite
entanglement. Given the spatial bipartition A ∪ B of a quantum system in a state char-
acterised by the density matrix ρ whose Hilbert space can be factorised accordingly as
H = HA ⊗HB, the reduced density matrix ρA ≡ TrHBρ of the spatial subsystem A (nor-
malised by TrHA ρA = 1) characterises a mixed state. An important quantity to consider
is the entanglement entropy SA = −Tr(ρA log ρA). When the entire system is in a pure
state, SA = SB (see [33–39] for reviews). The subsystem complexity CA is defined as the
complexity of a circuit where both the reference state and the target state are reduced
density matrices associated to the same spatial subsystem A.
It is insightful to compare CA and SA. At equilibrium, this comparison has been
discussed in lattice models [29, 30] and in various gravitational backgrounds within the
holographic correspondence [11, 15, 28, 40–42], finding that a major distinction occurs in
the leading divergence: while for SA it is determined by the volume of the boundary of A
(this law is violated in a 2D conformal field theory in its ground state, e.g. when A is an
interval and therefore the boundary of A is made by two points [43–45]), for CA it grows
like the volume of A, with a power that depends on the choice of the cost function [29, 30].
Quantum quenches are interesting protocols to study the dynamics of isolated quantum
systems out of equilibrium (see [46, 47] for reviews). Given a system prepared in a state |ψ0〉,
consider a sudden change at t = 0 that provides the time-evolved state |ψ(t)〉 = e−iHt|ψ0〉
for t > 0. Since typically |ψ0〉 is not an eigenstate of the evolution HamiltonianH, this time-
evolved pure state is highly non trivial. The kind of sudden change leads to identify two
main classes of quantum quenches. Global quenches are characterised by sudden changes
that involve the entire system (e.g. a modification of a parameter in the Hamiltonian) [48–
50]. Instead, in local quenches the sudden change occurs only at a point. For instance,
local quenches where either two systems are joined together [51, 52] or a local operator
is inserted at some point [53, 54] have been explored. The temporal evolutions of the
entanglement entropy SA after various quantum quenches (either global or local) have
been widely studied during the past few years [55–61]. For systems in a finite volume,
revivals occur in some temporal evolutions [58, 62, 63].
It is worth investigating the temporal evolutions of the circuit complexity for the en-
tire system and of the subsystem complexity after different quantum quenches. For some
global quenches, holographic prescriptions have been employed to determine numerically
the temporal evolutions of the complexity for the entire system [64–66] and of the subsys-
tem complexity [67–70]. In free lattice models, the temporal evolutions of the complexity
after some global quenches have been studied, both for the entire system [71–76] and for
subsystems [72, 76, 77]. The temporal evolution of the holographic entanglement entropy
after a local quench has been explored in [78–84]. For the local quench corresponding to
an operator insertion the temporal evolution of the holographic subsystem complexity has
been considered [85, 86], while for the local quench where two systems are joined together

























Figure 1. The local quench considered in this manuscript: two harmonic chains containing Nl = rN
and Nr = (1 − r)N sites are joined together at t = 0 into a single chain made by N ≡ Nl + Nr
sites (top panel). The subsystem A is a block of L consecutive sites (red segment), either adjacent
to the left boundary (bottom left panel) or centered at the midpoint of the chain, when r = 1/2
(bottom right panel).
In this manuscript, we are interested in the temporal evolution of the circuit complexity
after a local quench. We consider the local quench described by Eisler and Zimborás in [87],
where two harmonic chains containing rN and (1− r)N sites are joined at t = 0 (here r is
a rational number 0 6 r 6 1), as shown in the top panel in figure 1. We focus on circuits
made only by Gaussian states. First we study the temporal evolution of the complexity for
the entire chain; then we investigate the temporal evolution of the subsystem complexity
CA for the subsystem A given by a block of L consecutive sites (the spatial bipartitions
considered in the manuscript are shown in the bottom panels of figure 1), by employing
the complexity for mixed states based on the Fisher information geometry [30].
The outline of this manuscript is as follows. In section 2 we describe the local quench
protocol, introducing the covariance matrices characterising the states involved in the con-
struction of the optimal circuit. In section 3 we evaluate numerically the temporal evolution
of the circuit complexity for the entire chain, choosing the (pure) initial state at t = 0 as
the reference state and the (pure) state at generic time t > 0 after the local quench as
the target state. In section 4 we discuss our numerical analysis of the temporal evolutions
of the subsystem complexity for a block of consecutive sites. Some conclusions and open
questions are drawn in section 5. The appendices A, B and C contain further technical
details and supplementary results.
2 Covariance matrix after the quench


















where the position and the momentum operators q̂i and p̂i are hermitean operators sat-
isfying the canonical commutation relations [q̂i, q̂j ] = [p̂i, p̂j ] = 0 and [q̂i, p̂j ] = iδi,j . The


















The initial state is given by the following pure state
|Ψ(l,r)0 〉 ≡ |ψl〉 ⊗ |ψr〉 (2.2)
where |ψl〉 is the ground state of the Hamiltonian Ĥl, defined by (2.1) for the sites labelled
by 0 6 i 6 Nl, with the physical parameters ml, ωl and κl and DBC imposed at i = 0
and i = Nl + 1. Similarly, |ψr〉 is the ground state of the Hamiltonian Ĥr in (2.1) for the
chain made by the sites labelled by Nl 6 i 6 Nl + Nr + 1, with parameters mr, ωr and κr
and DBC imposed at i = Nl and i = Nl +Nr + 1. Thus, the initial state (2.2) depends on
Nl, ml, ωl, κl, Nr, mr, ωr and κr. The total number of sites is N ≡ Nl +Nr. Equivalently,
we can describe the initial state in terms of N and of the position parameter 0 6 r 6 1
(in unit of N), that determines the separation between the left and the right chain; indeed
Nl = Nr and Nr = N(1− r).
Given the state (2.2) at t = 0, the time evolved state at t > 0 through (2.1) is
|Ψ(l,r)(t)〉 = e−iĤt|Ψ(l,r)0 〉 . (2.3)
This setup describes different quantum quenches. A global quench can be obtained by
setting Nl = N and Nr = 0 (or viceversa, equivalently), κl = κr ≡ κ0, ml = mr ≡ m0 and
ωl = ωr ≡ ω0. In this case the initial state is the ground state of a single chain made by
N sites. If κ0 6= κ, m0 6= m and ω0 6= ω, the global quench involves all the parameters
occurring in the Hamiltonian (2.1). An important special case is the global quench of
the frequency parameter [49] discussed in appendix A.1. In appendix A.2 we consider the
global quench of the spring constant and of the frequency, which corresponds to m0 = m,
κ0 6= κ and ω0 6= ω.
In this manuscript we consider the local quench described in [87], where two discon-
nected harmonic chains, containing Nl = rN and Nr = (1− r)N sites, are joined at t = 0,
as represented pictorially in the top panel of figure 1. This quench protocol corresponds to
mr = ml = m, κr = κl = κ and ωr = ωl = ω.
The bosonic Gaussian states in harmonic lattices are fully characterised by their co-
variance matrix [16, 17]. In the quench protocol that we are considering [87], the initial
state (2.2) is Gaussian and the time evolution generated by (2.1) preserves its Gaussian
nature; hence (2.3) is Gaussian too, for any t > 0. The time evolved state (2.3) is com-
pletely characterised by the 2N × 2N covariance matrix γ(l,r)(t), whose generic element is
defined as






q̂1(t), . . . , q̂N (t), p̂1(t), . . . , p̂N (t)
)t
. (2.4)
The covariance matrix of the initial state (2.2) at t = 0 reads [87]
γ(l,r)0 = V t0 Γ0 V0 (2.5)
where the superscript indicates that this covariance matrix corresponds to an initial con-
figuration made by two disjoint chains, containing Nl and Nr sites respectively, and























with T0 being the following diagonal matrix
T0 ≡ diag
(
ml Ω(l)1 , . . . ,ml Ω
(l)
Nl



















The matrix V0 in (2.5) is block diagonal too and it can be written as
V0 ≡ Ṽ0 ⊕ Ṽ0 Ṽ0 = ṼNl ⊕ ṼNr (2.9)



















Notice that, since the matrices ṼNs defined by (2.10) are orthogonal, Ṽ0 is symplectic
and orthogonal. Thus, also V0 in (2.9) is symplectic and orthogonal.
We find it worth remarking that, in the expression (2.5) for γ(l,r)0 , the parameters ml,
ωl, κl, mr, ωr and κr occur in Q0 and P0, while V0 depends only on Nl and Nr.
The covariance matrix (2.4) of the pure state (2.3) at any t > 0 after the quench is
written in terms of the covariance matrix of the initial state (2.5) as [87]
γ(l,r)(t) = E(t) γ(l,r)0 E(t)t (2.11)
where the time dependence occurs only through the matrix E(t).







where Q(t), P (t) andM(t) are the N×N correlation matrices whose elements are Q(t)i,j =
〈ψ0| q̂i(t) q̂j(t) |ψ0〉, P (t)i,j = 〈ψ0| p̂i(t) p̂j(t) |ψ0〉 and M(t)i,j = Re
[
〈ψ0| q̂i(t) p̂j(t) |ψ0〉
]
re-
spectively. All these three matrices provide a non trivial temporal dependence.
An insightful decomposition for the matrix E(t) in (2.11) is [87]
E(t) = V t E(t)V V = ṼN ⊕ ṼN (2.13)
in terms of the matrix ṼN , whose generic element is given by (2.10) with Ns replaced by
















































1 6 k 6 N . (2.16)
Since ṼN is orthogonal, V is symplectic and orthogonal. This observation and the fact that
E(t = 0) = 1 lead to E(t = 0) = 1; hence, from (2.11), we have that γ(l,r)(t = 0) = γ(l,r)0 ,
as expected. Notice that, by using (2.15), one finds that E(t) in (2.14) is symplectic;
hence, since V is symplectic too, we conclude that E(t) in (2.13) is symplectic. Thus, E(t)
implements on the initial covariance matrix the unitary transformation on the initial state
given in (2.3).
In order to investigate the circuit complexity, we find it worth employing also the
Williamson’s decompositions [16, 88] of the covariance matrices of the reference and of the
target states.










where the symplectic matrix V0 has been defined in (2.9). Since the initial state (2.2) is
pure, all the symplectic eigenvalues of its covariance matrix γ(l,r)0 are identical and equal to
1/2. Notice that X 20 = Γ0, where Γ0 has been introduced in (2.5).
Plugging the Williamson’s decomposition (2.17) into (2.11), it is straightforward to
obtain the Williamson’s decomposition of the covariance matrix γ(l,r)(t) at any t > 0,
which characterises the pure state (2.3). It reads
γ(l,r)(t) = 12 W (t)
tW (t) W (t) ≡W0E(t)t (2.18)
where the matrices E(t) and W0 have been defined in (2.13) and (2.17) respectively. Since
both W0 and E(t) are symplectic matrices, the matrix W (t) is symplectic too.
3 Complexity for the harmonic chain
In this section we discuss the temporal evolution of the complexity for the entire chain
after the local quench defined in section 2; hence both the reference and the target states
are pure. We focus on the simplified setup where the quantum circuits are made only by
bosonic Gaussian states with vanishing first moments.
3.1 Optimal circuit and complexity
The reference and the target states are fully characterised by their covariance matrices,
which are γR and γT respectively. The circuit complexity obtained from the Fisher-Rao































This complexity, which corresponds to the F2 cost function, has been studied for both pure
states [18, 19] and mixed states [30].
The optimal circuit that allows to construct γT from γR is made by the following
sequence of covariance matrices [90]










R 0 6 s 6 1 (3.2)
which satisfies G0(γR , γT) = γR and G1(γR , γT) = γT.
Denoting by tR and tT the values of time t corresponding to the reference and to the
target states respectively, for their covariance matrices we have
γR = γ(l,r)(tR) γT = γ(l,r)(tT) . (3.3)
In the most general setup, these matrices depend on the sets of parameters given by
YS ≡ {ml,S, κl,S, ωl,S,mr,S, κr,S, ωr,S,mS, κS, ωS}, with S = R and S = T for the reference
and the target state respectively. The corresponding states can be interpreted as the states
obtained through the time evolutions at t = tR > 0 and t = tT > tR respectively, through
two different quenches determined by the parameters YR and YT respectively, as described
in section 2.
The circuit complexity (3.1) can be evaluated by finding the eigenvalues of γT γ−1R .
From (2.5), (2.11) and (2.13) for the reference and the target states (where V is or-





V t ET V
)(
V t0 Γ0,T V0
)(
V t EtT V
)(
V t E−tR V
)(
V t0 Γ−10,R V0
)(
V t E−1R V
)
= V t ET V V t0 Γ0,T V0 V t EtT E−tR V V t0 Γ−10,R V0 V t E−1R V . (3.4)
This expression is difficult to deal with mainly because of V V t0 , which encodes the spatial
geometries before and after the local quench.
Notice that, when tR = tT = 0, we have ER = ET = 1; hence (3.4) simplifies to
γT γ
−1
R = V t0 Γ0,T Γ−10,R V0 . (3.5)
Since V0 defined in (2.9) is orthogonal and the matrices Γ0,T and Γ0,R in (2.6) are diagonal,
the eigenvalues of γT γ−1R in (3.5) are the ratios of the entries of Γ0,T and Γ0,R. By employing




















in terms of the dispersion relations (2.8). In the special case where ml,R = ml,T, mr,R = mr,T
and either Nl = 0 or Nr = 0, the expression (3.6) becomes the result obtained in [18].
The above results can be employed to study the temporal evolution of the complexity
after a global quench, as already mentioned in section 2. In appendix A.1 we discuss the case
of the quench of the mass parameter, showing that the analysis of [87] allows to recover the

















both of the complexity of the entire chain [73, 77] and of the subsystem complexity [77]
after this kind of global quench. Instead, in appendix A.2 the temporal evolution of the
complexity after the global quench of the spring constant is mainly considered, with the
initial state (which is also the reference state) given by the unentangled product state
(i.e. the ground state of the hamiltonian (2.1) with a certain frequency and vanishing
spring constant), that has been adopted as the reference state in various studies about
complexity [18–20, 29, 71].
In this manuscript we are interested in circuits whose reference and the target states
are pure states along the time evolution of a given local quench at different times tR and
tT. This can be done by choosing the parameters introduced in section 2 as follows
m ≡ ml,R = ml,T = mr,R = mr,T = mR = mT
κ ≡ κl,R = κl,T = κr,R = κr,T = κR = κT
ω ≡ ωl,R = ωl,T = ωr,R = ωr,T = ωR = ωT .
(3.7)
From (2.6), we have that Γ0,T and Γ0,R do not depend on time and the setting given by (3.7)
leads to Γ0,T = Γ0,R ≡ Γ0. Thus, (3.4) simplifies to
γT γ
−1
R = V t ET V V t0 Γ0 V0 V t EtT E−tR V V t0 Γ−10 V0 V t E−1R V . (3.8)
In our analysis we mainly consider the initial state (2.2) as the reference state. This
choice corresponds to set tR = 0 in (3.3) and γR = γ(l,r)0 given by (2.5). In this case,
from (2.14) and (2.15), one finds that ER = E(t = 0) = 1 and that (3.8) simplifies to
γT γ
−1
R = V t E V V t0 Γ0 V0 V t Et V V t0 Γ−10 V0 (3.9)
where the notation ET = E has been introduced. Finding the eigenvalues of (3.9) analyti-
cally is complicated; hence we study them numerically.
When both the reference and the target states are pure, the Williamson’s decomposi-










whereWR andWT are symplectic matrices. By introducing the following symplectic matrix
WTR ≡WTW−1R (3.11)













In the case where the reference and the target states are pure states along the time
evolution of a given local quench and, furthermore, the initial state is chosen as the reference

















and (2.18) respectively. From the expressions of W0 and W (t) and the fact that V0 in (2.5)
is orthogonal, for (3.11) one obtains
WTR = W0E(t)tW−10 = X0 V0 V t E(t)t V V t0 X
−1
0 . (3.13)
By using that X 20 = Γ0, where Γ0 is given in (2.5), we find that
W tTRWTR = X−10 V0 V t E(t)V V t0 Γ0 V0V t E(t)t V V t0 X
−1
0 . (3.14)
The diagonalisation of this matrix is as difficult as the one of (3.9). However, this form
could be helpful in future attempts to obtain analytic results for the complexity (3.12).
The Euler decomposition (also known as Bloch-Messiah decomposition) of a symplectic
matrix S reads [91]
S = LX R X = eΛ ⊕ e−Λ L,R ∈ K(N) ≡ Sp(2N,R) ∩O(2N) (3.15)
where the diagonal matrix Λ = diag(Λ1, . . . ,ΛN ) contains the squeezing parameters Λj > 0.
From (3.12), it is straightforward to realise that the complexity of circuits made by
pure states can be written in terms of the squeezing parameters (ΛTR)j corresponding to









The symplectic matrix E(t)t can be decomposed into four N × N blocks which are
diagonal matrices (see (2.14)); hence we can find its Euler decomposition E(t)t = LE XE RE
(where all the three matrices can depend on t) by following the procedure discussed in
appendix B. Plugging this decomposition into (3.13), one obtains
WTR = X0 V0V tLE XE RE V V t0 X−10 . (3.17)
This expression does not provide the Euler decomposition of WTR because of the occur-
rence of the diagonal matrix X0, which is not orthogonal. By contradiction, if X0 were
orthogonal, (3.17) would be the Euler decomposition of WTR with the squeezing parame-
ters given by XE because LE , RE , V and V0 are symplectic and orthogonal matrices. This
would lead to a complexity (3.16) independent of the position of the joining point because
XE depends only on E in (2.14), which is determined by the parameters characterising the
evolution Hamiltonian. The numerical analysis performed in section 3.3 shows that this is
not the case.
3.2 Initial growth
It is worth exploring the leading term of the initial growth of the temporal evolution of
the complexity (3.1) for the entire chain when the reference state is the initial state (i.e.
γR = γ(l,r)0 in (2.5)) and the target state is the state at time t after the local quench that


























N ≡ −m diag
(
Ω21, . . . ,Ω2N
)
(3.18)
where Ωk is given in (2.16). By employing (3.18) in (2.13) and the fact that ṼN is orthog-
onal, we obtain






Ṽ tN N ṼN 0
)
(3.19)
where the N ×N matrix Ṽ tN N ṼN is not diagonal. By using the expansion (3.19), for the
covariance matrix (2.11) we find













where the O(t) term is symmetric, as expected. This straightforwardly leads to
γT γ
−1
R = 1 +
[









This expansion provides the following linear growth for the complexity (3.1)























Ṽ tN N ṼN Ṽ t0 Q0 Ṽ0 Ṽ tN N ṼN Ṽ t0 P−10 Ṽ0
]}
. (3.23)
Simplifying further the last term in this expression is complicated, hence we evaluate it
numerically, as done in the bottom panel of figure 4 to determine the dashed straight line.
As a consistency check for (3.23), let us consider the trivial case where the quench
does not occur, which corresponds to set Nl = N and Nr = 0 (or viceversa), implying that
Ṽ0 = ṼN . By using that ṼN is orthogonal, (2.6) and (2.7), one finds that the last term
in (3.23) simplifies to
∑N
k=1 Ω2k. Then, since Nr = 0, the second sum in (3.23) does not
occur and therefore c1 = 0, as expected, consistently with the fact that the initial state
does not evolve.
3.3 Numerical results
In this section we discuss some temporal evolutions of the complexity for the entire chain
after a local quench where two chains are joined (see section 2), evaluated numerically
through (3.1). The reference and the target states are respectively the initial state (tR = 0)















































































































































































































































































× × × × × × × × × × × × ×

















































































































































































◇ ◇ ◇ ◇ ◇
◇ ◇ ◇ ◇ ◇ ◇ ◇ ◇






































▽ ▽ ▽ ▽
▽ ▽ ▽ ▽ ▽
▽ ▽ ▽ ▽ ▽ ▽
▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽







































△ △ △ △
△ △ △ △ △
△ △ △ △ △ △
△ △ △ △ △ △ △ △












































◇ ◇ ◇ ◇
◇ ◇ ◇ ◇ ◇ ◇ ◇ ◇ ◇ ◇ ◇ ◇ ◇ ◇ ◇ ◇ ◇ ◇ ◇
◇






































▽ ▽ ▽ ▽ ▽
▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽






































△ △ △ △
△ △ △ △ △
△ △ △ △ △ △ △

































Figure 2. Temporal evolution of the complexity C in (3.1) for the entire chain (made by N sites)
after a local quench with ω = 0 w.r.t. the initial state at t = 0. Here either r = 1/2 (left panels)
or r = 1/4 (right panels). The dashed curve in the top left panel corresponds to (3.24), while the
ones in the bottom panels are obtained from (3.25).
the quench. The parameters of this quench protocol are set as in (3.7). The data points
reported in all the figures shown in the main text have been obtained for m = 1 and κ = 1.
In figure 2 and figure 3, the temporal evolutions corresponding to critical Hamiltonians
are considered; i.e. ω = 0. Since the volume is kept finite, revivals are observed, as
already discussed for the temporal evolutions of other quantities [62]. The different cycles
correspond to p < t/(2N+2) < p+1, with p being a non-negative integer. This approximate
periodic behaviour is observed also in the correlators providing the covariance matrix. For
instance, in figure 2 the cycles corresponding to p = 0 and p = 1 are displayed.
Within each cycle we can identify three temporal regimes: (I) p < t/(2N + 2) < p+ r,
characterised by an initial growth, a local maximum and a subsequent decrease; (II) p+r <
t/(2N + 2) < p+ 1− r, where the evolution is almost stationary (a slight convexity of the
curves is observed by zooming in); (III) p + 1 − r < t/(2N + 2) < p + 1, characterised by
a growth until a local maximum is reached and a subsequent decrease. The last regime is
very similar the first one, after a time reversal; indeed, the curve of C(t) within each cycle
remains roughly invariant after a reflection with respect to the value of t corresponding to
the center of the cycle.
In the special case of r = 1/2 (see the top left panel of figure 2 and the black symbols in
figure 3), the second regime does not occur; hence the cycles correspond to p < t/(N+1) <




































































































































































































































































































































































































































































































































































































Figure 3. Temporal evolution of the complexity C in (3.1) for the chain with N = 100 after a local
quench with ω = 0 w.r.t. the initial state, for various positions of the joining point (see the top
panel of figure 1).
In the top panels of figure 2, the temporal evolutions of C − 15 log(N + 1) are displayed
for r = 1/2 (left panel) and r = 1/4 (right panel). When N is large enough, the data for
different values of N nicely collapse, except for the beginning and the end of each cycle, as
discussed below. In the top left panel of figure 2, where r = 1/2, also the following curve
is shown




) ∣∣∣∣ sin( π tN + 1
)∣∣∣∣ }+ const (3.24)
which nicely agrees with the data points in the middle of each cycle p < t/(N + 1) < p+ 1,
when N is large enough.
In the bottom panels of figure 2, we consider the temporal regime of initial growth for
C subsequent to the early linear growth (3.22). We find that the data corresponding to
different values of N nicely collapse on the curve given by
C = 14 log(t) + const (3.25)
with const ' 0.5346 within a temporal regime whose width increases with N . Notice
that (3.25) does not correspond to the leading term of (3.24) when t/(N + 1)→ 0 because
the coefficients multiplying the logarithms are different. This is consistent with the fact
that the data in the top panels of figure 2 do not collapse at the beginning and at the end of

















of figure 2, the data collapse is observed for C − 14 log(N + 1) and not for C −
1
5 log(N + 1),
which is plotted in the top panels of the same figure. This is consistent with the data
corresponding to the black symbols in the right panels figures 6 and 8 and in the left panels
of figure 10, which describe the complexity of the entire chain. Let us anticipate that also
for the subsystem complexity CA different temporal regimes occur where the data points for
CA−α log(N + 1) corresponding to increasing values of N collapse, with different values of
α in the different regimes (see section 4). By comparing the two bottom panels in figure 2,
we observe that the initial growth of the complexity is independent of the value of r.
In figure 3 we consider a longer range of t, in order to include more cycles and to
highlight the fact that the approximate periodicity persists, for various values of r. Notice
that the values of the local maximum within each cycle increases with r until r = 1/2.
Furthermore, the height of the plateaux characterising the second temporal regime within
each cycle grows with r until certain value r∗ (from figure 3, we have 0.25 < r∗ < 0.35), then
it decreases. Instead, the duration of this plateaux is always decreasing for 0 < r 6 1/2 and
vanishes at r = 1/2. The symmetry of the problem straightforwardly leads to realise that
the temporal evolution of the complexity for a given r is equal to the one corresponding to
1−r, for the same choice of all the other parameters. We have obtained numerical data for
the temporal evolutions of the complexity displayed in figure 3 also for N = 200, finding
that the data points of C− 15 log(N+1) for N = 100 and N = 200 approximatively collapse
(see also the top panels of figure 2). In figure 3 we have reported only the numerical curves
for N = 100 in order to display in a clear way the qualitative changes in the temporal
evolutions corresponding to different r.
Some temporal evolutions of the complexity determined by gapped Hamiltonians after
the local quench are shown in figure 4, where the different coloured curves correspond to
different values of ωN 6 50.
In the top panels of figure 4, we show that the curves for C − 14 log(N + 1) correspond-
ing to different values of N collapse. We remind that this collapse has been observed for
C − 15 log(N + 1) when ω = 0 (see the top panels of figure 2). It would be interesting to
understand this numerical observation. Furthermore, by comparing the temporal evolu-
tions in the top panels of figure 4 with the ones in figure 3, we notice that the periodicity
highlighted for ω = 0 does not occur when ωN > 0 in general.
When ωN . 1, the initial part of the temporal evolution is similar to the one observed
in the case of ω = 0 (see figure 2), as one realises from the curves corresponding to ωN = 1
in the top panels of figure 4. For large values of ωN & 10, the temporal evolution of
C − 14 log(N + 1) is roughly described by a complicated oscillation about a constant value.
This constant value decreases with ωN and, when ωN is large enough, is independent of r.
Also the amplitude of the oscillations about this constant value decreases as ωN increases.
The bottom panel of figure 4 focuses on the initial growth of C; hence it is instructive
to compare it against the bottom panels of figure 2 where ω = 0. In the temporal regime
considered in the bottom panel of figure 4, the curves corresponding to different values of
N nicely collapse. Furthermore, for small values of ωN a collapse is observed for different
values of r (see also the bottom panels of figure 2), while they are clearly different for






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4. Temporal evolution of the complexity C in (3.1) for the entire chain after local quenches
characterised by various ω > 0 w.r.t. the initial state (the data corresponding to N = 300 have
been joined through a piecewise line), with either r = 1/2 (top left panel) or r = 1/4 (top right
panel). The initial growth is shown in the bottom panel, where the dashed grey line corresponds
to (3.22) and (3.23) with ω = 0, r = 1/2 and N = 200.
collapse on the same approximate dashed gray line, which has been obtained by setting
ω = 0, r = 1/2 and N = 200 in (3.22) and (3.23). Although the lines corresponding to the
other values of ω, r and N are different, they roughly overlap with the only one that we
have displayed.
We find it worth mentioning some results about the temporal evolution of the com-
plexity evaluated within the gauge/gravity correspondence.
The temporal evolution of the holographic complexity in the Vaidya gravitational
spacetimes, which model the formation of a black hole through the collapse of a shell
and have been exploited to study the gravitational duals of global quenches [92, 93], has
been studied in [7–9, 12, 13, 64–66]. Qualitative comparisons between these results and the
temporal evolution of the complexity in harmonic chains have been discussed in [71, 72, 77].
A gravitational background dual to the local quench obtained through the insertion
of a local operator [53, 54] has been proposed in [78]. The temporal evolution of the
holographic complexity in this spacetime has been studied in [85, 86]. However, this local
quench is very different from the one considered in this manuscript, where two systems
initially disconnected are glued together at some point. A gravitational dual for this local
quench has been studied e.g. in [79, 80, 83] by employing the AdS/BCFT setup discussed
in [94, 95]. It would be interesting to investigate the temporal evolution of the holographic

















3.4 Evolution Hamiltonians made by two sites
In the simplest case, two separate systems containing only one site are joined at t = 0;
hence Nl = Nr = 1 and N = 2, i.e. the evolution Hamiltonian describes two sites.
In order to specialise (3.9) to this case, one first observes that (2.10) gives


















that is symmetric and orthogonal. Since V0 = 1, in this case (3.9) simplifies to
γT γ
−1


















ω2 + 2κ/m (3.29)
and, by using (2.14), we have
V E V =
(
Ṽ2D Ṽ2 Ṽ2A Ṽ2
Ṽ2 B Ṽ2 Ṽ2D Ṽ2
)
V Et V =
(
Ṽ2D Ṽ2 Ṽ2 B Ṽ2
Ṽ2A Ṽ2 Ṽ2D Ṽ2
)
(3.30)
withA = diag(A1,A2), B = diag(B1,B2) andD = diag(D1,D2) being the diagonal matrices
whose elements are given by (2.15) with N = 2. From (3.28) and (3.30) one observes that
the structure of γT γ−1R is not very easy already in this simple case of N = 2.
From (3.29) and (3.30), one obtains an explicit expression for γT γ−1R in (3.28), which
is not reported here because we find it not very insightful. Its eigenvalues are gTR,1, g−1TR,1,





(2k − 1) κm + ω2
) (










































ω2 + (2k − 1) κm , with k = 1, 2. Notice that (3.31) depends only on the two
dimensionless parameters ω̃ ≡ ω/
√
κ/m and ωt. For any given k, the oscillatory behaviour
is governed by the frequency π/Ω̃k. This result is qualitatively similar from the one obtained
for the temporal evolution of the complexity after the global quench of the mass; indeed,
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Figure 5. Temporal evolution of the complexity C for the chain made by two sites after a local
quench with various ω w.r.t. the initial state. Setting κ = 1 and m = 1, in the left panel (3.33)
is shown as function of Ω̃1t (see below (3.31)), while in the right panel (3.36) is compared against
data points obtained numerically for N > 2 from (3.1).
frequency (see eq. (3.7) of [77]). When the evolution is critical, (3.31) is written through
Ω̃k = Ω̃k|ω=0 =
√























By employing the above expressions for the eigenvalues of γT γ−1R , we find that the




]2 + [ log gTR,2]2 (3.33)
in terms of the expressions in (3.31).
We find it worth investigating the asymptotic regime given by ω̃ ≡ ω/
√
κ/m → ∞,
while ωt is kept fixed and finite; hence the condition ωt  ω̃ is imposed. In this regime,
the expansion of (3.31) reads




















and we find it worth remarking that b1(t) is independent of k. By employing (3.34), it is
straightforward to obtain the first terms in the expansion of the complexity (3.33) in this
asymptotic regime. The leading term reads







In figure 5 we show some temporal evolutions for the complexity (3.33), where the

















The expression (3.31) tells us that gTR,k with k = 1, 2, which provide the complex-
ity (3.33), are oscillating functions whose periods are π/Ω̃k. A straightforward numerical
inspection shows that gTR,1 > gTR,2 in the whole ranges of ω̃ and of ωt. This leads us to
plot the complexity in terms of Ω̃1t in the left panel of figure 5, where ω̃ is not too large
(in this case this argument does not apply because of (3.34)). Interestingly, we observe
that the local extrema of the curves having different ω occur approximatively at the same
values of Ω̃1t.
Notice that the temporal evolution corresponding to ω = 0 in the left panel of figure 5
is very different from the one displayed in the top left panel of figure 2, obtained for N  1.
In the right panel of figure 5, the data points, obtained numerically for N = 10 and
N = 20 and three values of ω, are compared against the leading term given in (3.36).
We find it worth remarking that (3.36) nicely agrees with the temporal evolution of the
complexity for small values of t, even when N > 2. The agreement between the analytic
curve and the data improves as ω grows, as expected.
4 Subsystem complexity
In this section we investigate the temporal evolution of the subsystem complexity CA after
the local quench introduced in section 2, when the reference and the target states are the
reduced density matrices of the block A in the configurations shown in the bottom panels
of figure 1.
4.1 Optimal circuit and subsystem complexity
In the harmonic lattices in the pure states that we are considering, the reduced density
matrix associated to a spatial subsystem A characterises a mixed Gaussian state which
can be fully described through its reduced covariance matrix γA [16, 33, 96], defined as the







where QA(t), PA(t) and MA(t) are the reduced correlation matrices, obtained by select-
ing the rows and the columns corresponding to A in (2.12), namely Q(t)i,j , P (t)i,j and
M(t)i,j , with i, j ∈ A. The reduced correlation matrices usually depend on the time t after
the quench.
In this section we study the circuit complexity when both the reference and the target
states are mixed states corresponding to a subsystem A. In particular, we apply to the
local quench that we are investigating the results for the circuit complexity of mixed states
based on the Fisher information geometry [30], as done in [77] for a global quench.
We consider the reference state given by the reduced density matrix for the subsystem
A at time tR > 0 obtained through the local quench protocol characterised by {mR, κR, ωR}

















tT > tR, constructed through the quench protocol described by {mT, κT, ωT} (see sec-
tion 3.1). The corresponding reduced covariance matrices, denoted by γR,A(tR) and γT,A(tT)
respectively, can be decomposed as done in (4.1).
The approach to the circuit complexity of mixed states based on the Fisher information
geometry [30] provides also the optimal circuit connecting γR,A(tR) to γT,A(tT) [90]






where 0 6 s 6 1, which is a covariance matrix for any s [97]. The length of the optimal














Both the reduced covariance matrices in (4.3) have the form (4.1), obtained by re-
stricting to A the covariance matrix γ(t) in (2.11), as discussed above.
In our analysis we consider the simplest setup where the reference state is the initial
state (i.e. tR = 0) and the target state corresponds to a generic value of tT = t > 0 after
the local quench. The remaining parameters are fixed to ωR = ωT ≡ ω, κR = κT ≡ κ and














It is instructive to compare the temporal evolution of CA against the temporal evolution
of the entanglement entropy SA after the same local quench, which can be evaluated from
the symplectic spectrum of γA(t) in the standard way [34, 36, 98, 99]. The considerations
above can be easily adapted to harmonic lattices in any number of spatial dimensions.
4.2 Numerical results
In the following we discuss some numerical results for the temporal evolution after a local
quench of the subsystem complexity (4.4) in the case where the subsystem A is a block made
by L consecutive sites in harmonic chains made by N sites. Let us remind that the reference
state is the initial state (tR = 0) and the target state corresponds to the state at the generic
value tT ≡ t > 0 after the local quench, whose protocol is specified by the values of the
parameters in (3.7) with m = 1 and κ = 1. For a given local quench, we display both the
temporal evolution of the subsystem complexity CA and of the entanglement entropy SA.
The temporal evolutions in figures 6, 7, 8, 9, 11, 12 and 13 correspond to blocks A
adjacent to the left boundary of the chain (as shown pictorially in the bottom left panel
of figure 1) and for this bipartition the joining point is outside the subsystem whenever
L < rN . The temporal evolutions in figure 10 correspond to blocks A whose midpoint
coincides with the joining point (see figure 1, bottom right panel). While the temporal
evolutions in figures 6, 7, 8, 9 and 10 are determined by the critical evolution Hamiltonian,
























× × × ×

















































































































































































































































































































































+ + + +















































































× × × × ×















× × × ×













◇ ◇ ◇ ◇
◇














◇ ◇ ◇ ◇
◇














× × × × × × × × × ×
× ×
× ×




◇ ◇ ◇ ◇ ◇ ◇ ◇ ◇ ◇ ◇
◇ ◇ ◇
◇










× × × × × × × × × × × × × × ×
×
×































× × × ×
× × ×




◇ ◇ ◇ ◇




◇ ◇ ◇ ◇ ◇

















































































× ×◇ ◇○ ○× × × ×
◇ ◇ ◇ ◇
○
○ ○ ○




















































































































































































































































































































































+ + + +














































































× × × × ×















× × × ×













◇ ◇ ◇ ◇
◇














◇ ◇ ◇ ◇
◇















× × × × × × × × × ×
× ×
× ×




◇ ◇ ◇ ◇ ◇ ◇ ◇ ◇ ◇ ◇
◇ ◇ ◇
◇









× × × × × × × × × × × × × × ×
×
×































× × × ×
× × ×




◇ ◇ ◇ ◇




◇ ◇ ◇ ◇ ◇














































































× ×◇ ◇○ ○
× × × ×◇ ◇ ◇ ◇○ ○ ○ ○





Figure 6. Temporal evolution of the subsystem complexity CA in (4.4) for a block A made by L
consecutive sites adjacent to the left boundary of harmonic chains made by N sites (see figure 1,
bottom left panel) after a local quench with ω = 0 and r = 1/2. The size of the blocks is L 6 Nr
in the left panels and L > Nr in the right panels. The black dashed curves in the top left panel
correspond to (4.6). The insets zoom in on the initial growth (the dashed curve in the bottom right
panel corresponds to (3.25)). The data points corresponding to L/N = 1 in the right panels are
also reported in the top left panel of figure 2.
Let us consider first local quenches whose evolution Hamiltonian is critical, i.e. ω = 0.
The corresponding temporal evolutions for CA and SA are shown respectively in figure 6
and figure 7 when r = 1/2 and respectively in figure 8 and figure 9 when r = 1/4.
Both the temporal evolutions of CA and SA exhibit revivals because our system has
finite volume. For a generic values of r, the cycles correspond to p < t/(2N+2) < p+1, with
p non negative integer (see figure 8 and figure 9), while only for r = 1/2 they correspond
to p < t/(N + 1) < p+ 1 (see figure 6 and figure 7) because of the symmetry provided by
the fact that the joining point coincides with the midpoint of the chain [58, 62].
Focussing on the temporal evolution during a single cycle, as N and L increase with
L/N kept fixed, two different scalings are observed: one at the beginning and at the end
of the cycle and another one in its central part. In these two temporal regimes, the curves
obtained for different values of N collapse when the time independent quantity α log(N+1)
is subtracted, with different values of α.
In figure 6 and figure 8 we show some temporal evolutions of CA − α log(N + 1) when
r = 1/2 and r = 1/4 respectively. We find that α depends on (a) whether the joining point
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Figure 7. Temporal evolution of the entanglement entropy SA in the same setup described for
figure 6. The size of the blocks is L 6 Nr in the left panels and L > Nr in the right panels. The
black dashed curves in the top panels correspond to (4.5).
cycle where the collapse of the data is observed (either the central part of the cycle or its
extremal parts).
When the entangling point coincides with the joining point, i.e. L = rN , the collapses
of the data in the different temporal regimes is observed for values of α that are slightly
different from the ones adopted in the vertical axes of the panels in figure 6 and figure 8.
In particular, when CA is not constant, the black curves in the left panels of these figures
collapse with α ' 1/7, otherwise the data collapse is observed with α ' 1/10 (see figure 8,
left panels).
The different scalings in the diverse temporal regimes within each cycle pointed out in
(b) occur also for the temporal evolution of SA after a local quench [51, 52, 59]. Numerical
results for the temporal evolution of SA after the same quench and for the same bipartition
considered above (see the bottom left panel of figure 1) are reported in figure 7 and figure 9
for r = 1/2 and r = 1/4 respectively. In the case of r = 1/2, these numerical outcomes for









































(see the black dashed curves in figure 7) within the first cycle (then extended periodically
to the subsequent cycles), where d ≡ 12 −
L
N+1 parameterises the distance between the
entangling point and the joining point and we have introduced the temporal regimes T0 ≡
(0, d) ∪ (1 − d , 1) and T1 ≡ (d , 1 − d). The expression (4.5) holds only when r = 1/2
and the interval A is adjacent to one of the boundaries of the segment. The different
scalings corresponding to the two different regimes within the cycle, which lead to subtract
α log(N+1) with either α = 1/3 (top panels) or α = 1/6 (bottom panels), agree with (4.5).
We remark that, since r = 1/2, the numerical curves in the left panels of figure 7 are
identical to the ones in the right panels characterised by the same coloured marker: this is
because the entanglement entropy of a subsystem is equal to the entanglement entropy of
its complement when the entire state is in a pure state (this is the case for any t > 0 after
the local quench that we are exploring).
As for the temporal evolution of the subsystem complexity CA, when r = 1/2 and
L < N/2, hence the joining point is outside the subsystem (see the left panels of figure 6),
we find that it is qualitatively similar to the temporal evolution of SA. Combining this























within the first cycle (the parameter d and the temporal regimes are introduced in (4.5)),
which is then extended periodically to any value of t > 0. In the top left panel of figure 6, a
remarkable agreement is observed between the numerical data and the ansatz (4.6), which
corresponds to the black dashed curves.
Considering also the right panels of figure 6, where r = 1/2 again but L > N/2,
we find that the temporal evolutions of CA for blocks that include the joining point are
qualitatively different from the ones corresponding to blocks that do not contain the joining
point. Indeed, in the right panels of figure 6, focussing e.g. on the first cycle and considering
t/(N + 1) < 1/2 (the regime t/(N + 1) > 1/2 is obtained straightforwardly through a time
reversal), we observe three regimes: an initial growth until a local maximum, followed by
a fast decrease and then another growth, milder than the previous one (it becomes almost
flat as L/N increases).
When r 6= 1/2, the symmetry under a spatial reflection with respect to the midpoint
of the chain does not occur and more regimes are observed within a cycle, for both CA
and SA.
The same quantities considered in figure 6 and figure 7, where r = 1/2, are shown in
figure 8 and figure 9 for r = 1/4. Notice the different periodicity with respect to the case
of r = 1/2, as already mentioned above. The main feature to highlight is the qualitative
difference between the temporal evolutions of CA when the joining point lies outside A (see
figure 8, left panels) and the ones corresponding to blocks that include the joining point
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Figure 8. Temporal evolution of the subsystem complexity CA in (4.4) for a block A made by L
consecutive sites adjacent to the left boundary of harmonic chains made by N sites (see figure 1,
bottom left panel) after a local quench with ω = 0 and r = 1/4. The size of the blocks is L 6 Nr
in the left panels and L > Nr in the right panels. The insets zoom in on the initial growth (the
dashed curve in the bottom right panel corresponds to (3.25)). The data points corresponding to
L/N = 1 in the right panels are also reported in the top right panel of figure 2.
point lies outside A is also qualitatively similar to the one of the corresponding SA (see
figure 9, left panels).
When L < rN , focussing on the temporal evolutions in the first half of the first cycle
(i.e. 0 < t2N+2 < 1/2), for both CA and SA we observe three regimes (left panels of figure 8
and figure 9): first a flat curve, then a growth followed by a decrease and finally another
regime where the evolution is almost constant. This means that, when L < rN , for the
temporal evolutions within the first cycle we identify five regimes. The values of t2N+2
at which the changes of regime occur are given by rN − L, L + rN , 2N − L − rN and
2N − rN + L, whose time ordering depends on the explicit values of N , r and L. In the
special case of r = 1/2, we have only three regimes within the first cycle (first a flat regime,
then a growth/decrease regime and finally another flat regime), as one can observe from
figure 6 and figure 7, but also from the analytic expressions in (4.5) and (4.6).
When L > rN and therefore the joining point is inside the subsystem, by comparing
the right panels of figure 8 against the right panels of figure 9, it is straightforward to realise
that the temporal evolutions of CA and SA are qualitatively very different. In particular,
while the temporal evolutions of SA in the right panels of figure 9 are similar to the ones
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Figure 9. Temporal evolution of the entanglement entropy SA in the same setup described for
figure 8. The size of the blocks is L 6 rN in the left panels and L > rN in the right panels.
as expected from the fact that SA = SB for the spatial bipartition A∪B of the system in a
pure state (the qualitative difference is only due to the asymmetric position of the joining
point), the temporal evolutions of CA in the right panels of figure 8 are more complicated
than the ones in the left panels of the same figure, which correspond to blocks that do
not include the joining point. For instance, considering the temporal evolution of CA
immediately after the quench, a rapid initial growth is observed when L > rN (highlighted
in the insets in the right panels of figure 8), while it remains stationary when L < rN . We
remind that, whenever L 6= rN , also the temporal evolution of SA right after the quench
remains stationary (see figure 7 and figure 9). As for initial growth of CA when L > rN ,
an interesting numerical observation that we find it worth remarking is the fact that the
logarithmic curve (3.25), which has been first employed in the bottom panels of figure 2 to
describe the logarithmic growth for the complexity of the entire chain, occurs also in the
temporal evolution of the subsystem complexity; indeed it corresponds also to the dashed
lines displayed in the bottom right panels of figure 6 and figure 8. Notice that, when
the joining point is outside the subsystem (see the left panels of figure 6 and figure 8),
a logarithmic growth right after the stationary regime is observed, but in this case the
coefficient of the logarithm is different from the one in (3.25), as one can infer from the
second line of (4.6) when r = 1/2 and t/(N + 1) ' d.
Comparing the left and the right panels in figure 8, it is straightforward to observe that
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Figure 10. Temporal evolution of the subsystem complexity CA (left panels) and entanglement
entropy SA (right panels) for a block A made by L sites whose midpoint is given by the joining
point at r = 1/2 (see figure 1, bottom right panel) after a local quench with ω = 0. The insets
zoom in on the initial growth (the dashed curve in the bottom left panel is given by (3.25)).
point lies inside A, as anticipated above. For instance, focussing on t/(2N + 2) < 1/2 for
the magenta and the cyan curves, after the first local maximum two subsequent temporal
regimes occur where the curves decrease before becoming constant. Furthermore, when
L/N > 1−r (see the orange curves) and considering again only t/(2N+2) < 1/2, after the
first local maximum, the two decreases and the flat regime mentioned above, we observe
another growth followed by a regime where CA becomes constant again (at a higher value
w.r.t. the previous flat regime). We remark that, when L/N & r (see the brown curves),
two local maxima occur in the temporal evolution of CA for t2N+2 <
1
2 (the first one is
highlighted in the insets). A more systematic analysis is needed to determine the values of
t/(2N + 2) that identify the various regimes occurring in these temporal evolutions.
While in figures 6, 7, 8 and 9 the block A is adjacent to a boundary (see figure 1,
bottom left panel) and therefore only one entangling point occurs, in figure 10 we consider
some temporal evolutions of CA and SA when r = 1/2 and the joining point coincides
with the midpoint of A (see figure 1, bottom right panel), hence two entangling points
separate A from its complement B, which is made by two disjoint intervals adjacent to
different boundaries. By construction, for this configuration the joining point is always
inside the subsystem. The blocks providing the reduced covariance matrix (4.1) for this





























The numerical results shown in figure 10 for some temporal evolutions of CA (left
panels) and SA (right panels) after local quenches correspond to critical evolution Hamil-
tonians, i.e. with ω = 0. Also in this numerical analysis we subtract α log(N + 1) with
the proper value of α, in order to observe collapses of data sets corresponding to the same
L/N when N is large enough, finding that α depends both on the quantity (either CA or
SA) and on the temporal regime within the cycle where the data collapses are observed
(either the central regime or the initial and final regimes). Interestingly, by comparing
the left panels of figure 10 against the right panels of figure 6, we observe that, when the
joining point is inside the subsystem A, the temporal evolutions of CA are qualitatively very
similar, despite the fact that the number of entangling points is different in the two figures.
Moreover, the values of α employed are the same, which are therefore independent of the
number of the entangling points. Instead, let us remind that the values of α to employ for
SA depend on the number of the entangling points, as one realises by comparing the right
panels of figure 10 against the right panels of figure 7.
Focussing on bipartitions where the joining point lies inside the subsystem, by com-
paring the left and the right panels of figure 10, one notices that, while SA is constant at
the beginning of its evolution, CA increases immediately. This feature has been highlighted
also during the comparison of the right panels of figure 6 and figure 8 against the right
panels of figure 7 and figure 9, where only one entangling point occurs.
Another interesting difference between the temporal evolutions corresponding to the





the right panels of figure 6 (one entangling point) and at tN+1 '
L
2N in the left panels of
figure 10 (two entangling points).
We find it worth mentioning some intriguing similarities between the temporal evo-
lution of CA after the local quench discussed above and the one after the global quench
studied in [77]. Let us consider the block made by L consecutive sites in the infinite chain
and compare the temporal evolution of CA after the global quench of the mass parameter,
as done in [77], against the one after the local quench where two half-lines are joined at the
midpoint of A. The latter temporal evolution can be inferred by taking e.g. the red curves
in the left panels of figure 10 for tN+1 <
1
2 , while the former one corresponds e.g. to the
black data points in the top panel of figure 14 of [77]. These temporal evolutions are qual-
itatively very similar. However, important differences occur when these curves are studied
quantitatively. For instance, while at the beginning a logarithmic growth is observed in the
case of the local quench, as remarked above, a power law behaviour occurs in the case of
the global quench [77]. Notice that, by performing the same comparison for the temporal
evolutions of the corresponding SA, qualitatively different behaviours are observed (see the
red data points in the right panels of figure 10 against the black data points in the bottom
panel of figure 14 in [77]). It would be interesting to explore further these comparisons by
considering different kind of quenches and performing a quantitative analysis.
In the final part of this discussion we consider temporal evolutions of CA and SA after
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Figure 11. Temporal evolution of the subsystem complexity CA in (4.4) for a block A made by L
consecutive sites adjacent to the left boundary of harmonic chains made by N sites (see figure 1,
bottom left panel) after a local quench with ω > 0 and r = 1/2. The size of the blocks is fixed to a
value L/N < r in the left panels and to a value L/N > r in the right panels.
Since for ω = 0 the qualitative behaviour of the temporal evolution of CA depends
on whether the joining point is located inside or outside the block A, let us explore these
two cases also when ω > 0. Considering the bipartition shown in the bottom left panel
of figure 1, where r = 1/2, in figure 11 we display some temporal evolutions of CA for
two fixed values of L/N such that the joining point is either outside (left panels) or inside
(right panels) the block A. In figure 12 the same analysis is performed in the case of
r = 1/4. These numerical results show that the temporal evolution of CA depends on
whether the joining point is inside or outside the subsystem. The temporal evolutions of
SA for these quenches are reported in figure 13 and, since SA = SB for any t > 0 (the
entire chain is A ∪ B), whether the joining point is inside or outside the block does not
influence the qualitative temporal evolution of SA, as already remarked above (once the
eventual asymmetric position of the joining point is taken into account).
The approximate periodicity highlighted in the evolutions corresponding to ω = 0 is
not observed in general when ω > 0. For small values of ωN an approximate periodicity
can be identified for a temporal regime whose duration decreases as ωN increases.
When the block A contains the joining point, CA has a non-trivial initial growth, while
the evolution of the corresponding SA is constant at the beginning. This is the same feature
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Figure 12. Temporal evolution of the subsystem complexity CA in (4.4) for a block A made by L
consecutive sites adjacent to the left boundary of harmonic chains made by N sites (see figure 1,
bottom left panel) after a local quench with ω > 0 and r = 1/4. The size of the blocks is fixed to a
value L/N < r in the left panels and to a value L/N > r in the right panels.
of figure 8 against figure 9 and of the left panels of figure 10 against the right panels of the
same figure.
Approximate collapses of the data points corresponding to large values of N while
L/N is kept fixed are observed when the constant α log(N + 1) is subtracted, with the
same values of α employed in figure 6 and figure 8 for the subsystem complexity and
in figure 7 and figure 9 for the entanglement entropy. Because of the absence of clear
revivals, it is more difficult to identify different temporal regimes as done in the case of
critical evolution Hamiltonians. These difficulties arise also in the analysis of the temporal
evolutions of SA when ω > 0 displayed in figure 13.
Let us conclude our discussion by mentioning some results about the temporal evolu-
tions of the subsystem complexity obtained within the gauge/gravity correspondence [67–
70, 85].
In the Vaidya gravitational spacetimes, the temporal evolution of the holographic
subsystem complexity has been studied through the prescription based on the volume of a
particular spacetime slice [67, 68], finding curves that qualitatively agree with the temporal
evolution of the subsystem complexity after a global quench of the mass parameter in the
harmonic chains discussed in [77].
It would be interesting to perform a comparison between the qualitative behaviour of
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Figure 13. Temporal evolution of the entanglement entropy SA in the setup described either in
figure 11 (left panels) or in figure 12 (right panels).
one of the temporal evolutions of the holographic subsystem complexity in the spacetime
describing the gravitational dual of the joining local quench [79, 83].
4.3 Single site in the chain made by two sites
In the following we discuss the temporal evolution of CA after the local quench that we
are exploring for the chain made by two sites, described in section 3.4, and the subsystem
made by a single site.
From (3.29) and (3.30) we have that the covariance matrices of the reference and the
target states are respectively
γR = Γ0 γT = V E V Γ0 V Et V . (4.7)




(F1 + F2 F1 −F2






j ∈ {1, 2} (4.8)
where the expressions for Aj , Bj and Dj are obtained by specifying (2.15) to N = 2 and
Ṽ2 has been defined in (3.26).
Considering the subsystem A made by the first oscillator of the chain, for the 2 × 2


































)2 ΠA B2+ + B2− + (mΩ(1)1 )2[D2+ +D2−]

(4.10)
where Ω(1)1 has been defined in (3.29) and we have introduced A± ≡ A1±A2 , B± ≡ B1±B2
and D± ≡ D1 ±D2 , which allow to construct
ΠA ≡ A−D− +A+D+ ΠB ≡ B−D− + B+D+ . (4.11)
The quantities Aj , Bj and Dj , with j ∈ {1, 2}, depend on t and on the parameters of the
local quench m, κ and ω as reported in (2.15). The eigenvalues of the matrix γT,A γ−1R,A can
be written in terms of these quantities as follows













B2+ + B2− −
(
mΩ(1)1
)4(A2+ +A2−)]2 + (2mΩ(1)1 )2[ΠB + (mΩ(1)1 )2 ΠA]2
}
.








]2 + [ log gTR,−]2 (4.13)
whose explicit expression in terms of m, κ, ω and t is quite cumbersome; hence we have
not reported it here.
In the top left panel of figure 14, the subsystem complexity (4.13) is shown for various
ω 6 2 and κ = 1 and m = 1. The local maxima of the curves corresponding to different
ω occur at the same values of Ω̃2t given by multiple integers of π (see the vertical lines),
where Ω̃k with k ∈ {1, 2} is defined below (3.31). The same feature is observed also for the
local minima, if Ω̃1t is employed as the independent variable on the horizontal axis instead
of Ω̃2t.
In the asymptotic regime given by ω̃ → ∞, where ω̃ has been introduced in (3.34),
while ωt is kept fixed and finite (introduced in section 3.4), the expansion of (4.12) reads





]2 ±√[ sin(ωt)]2 − ωt sin(2ωt) + ω2t2 )+O(1/ω̃6) . (4.14)






]4 + [ sin(ωt)]2 + ωt [ωt− sin(2ωt)]+O(1/ω̃6) . (4.15)
In the top right panel of figure 14, this expression corresponds to the black solid line, while
the other curves have been drawn through the exact formula (4.13). In the same panel,
we have also reported CA of half chains with N = 2L > 2 (coloured symbols). We find































































































































































































































Figure 14. Temporal evolution of the subsystem complexity CA after the local quench w.r.t. the
initial state at t = 0 when A contains a single site and the chain is made by two sites. In the
top left panel (4.13) is shown for small values of ω. In the top right and in the bottom panel we
compare (4.13) for larger values of ω against (4.15) (black solid line) and (4.16) (black dashed line)
respectively. In the top right panel, numerical data for the subsystem complexity of half chains
with N > 2 are also reported. In all the panels κ = 1 and m = 1.
Comparing figure 14 and figure 5, we notice that, while for the complexity of the
entire chain made by two sites only a main oscillatory behaviour is observed, for the
subsystem complexity we can identify two kinds of oscillations: one has a larger amplitude
and period πω̃2/ω and another one is characterised by a smaller amplitude and period π/ω.
When ω̃  1, the amplitude of the latter oscillation becomes negligible and we find that





∣∣ sin [(ωt)/ω̃2]∣∣ (4.16)
which is compared against the exact result (4.13) in the bottom panel of figure 14.
5 Conclusions
We studied the temporal evolutions of the circuit complexity and of the subsystem com-
plexity after a local quench by considering harmonic chains in a segment with Dirichlet
boundary conditions and the local quench where two finite chains made by rN and (1−r)N

















been evaluated by employing the complexity of mixed bosonic Gaussian states based on
the Fisher information geometry [30], which provides also the optimal circuit (4.2). For
the sake of simplicity, we considered only the case where the subsystem is a block of L
consecutive sites and we mainly studied the complexity of circuits whose reference state is
the initial state at t = 0.
The covariance matrices of the reference state and of the target state at time t > 0
along the temporal evolution have been introduced in section 2. Then, in section 3 they
have been employed to evaluate some temporal evolutions of the circuit complexity for the
entire harmonic chain.
For any value ω > 0 of the mass occurring in the evolution Hamiltonian, we found
that the initial growth of the complexity immediately after the quench is linear (see (3.22))
with a slope given by (3.23), which can be evaluated numerically, as done in the bottom
panel of figure 4. When the evolution Hamiltonian is critical (i.e. ω = 0), after the above
mentioned initial growth we observe a logarithmic growth independent of r (see (3.25) and
the bottom panels of figure 2). We expect to observe this feature also when the system is
infinite. In our numerical analysis we have considered only finite systems. The temporal
evolutions of the complexity for finite systems and ω = 0 display revivals, independently
of r. Three temporal regimes are observed within the first half of the temporal interval
containing a single revival: a growth followed by a decrease and finally a regime where the
complexity does not evolve (see the top right panel of figure 2 and figure 3). In the case
of r = 1/2, the latter regime does not occur; hence this choice halves the duration of a
revival (see the top left panel of figure 2). When ω > 0, the temporal evolutions of the
complexity are more complicated; indeed, for instance, an approximate periodicity is not
observed (see figure 4). When ωN is large, the complexity rapidly changes through small
variations about a constant value that is independent of r. Importantly, we have identified
different temporal regimes where different scaling behaviours are observed as N increases.
It would be interesting to explain these scalings through quantum field theory methods.
In section 4 we have explored the temporal evolutions of CA for the bipartitions shown
in the bottom panels of figure 1, where either one entangling point or two entangling points
occur. One of our main results is given by the numerical evidences that the qualitative
behaviour of the temporal evolutions of CA depends on whether the block A contains the
joining point. In the case of the spatial bipartition shown in the bottom left panel of
figure 1, where one entangling point occurs, this qualitative difference is evident once the
left panels are compared against the corresponding right panels both in figure 6 and figure 8
(where r = 1/2 and r = 1/4 respectively) when ω = 0 and both in figure 11 and figure 12
(where, again, r = 1/2 and r = 1/4 respectively) when ω > 0. When the evolution
Hamiltonian is critical and the joining point is inside the block, during the initial regime of
the temporal evolution of CA we observe the same logarithmic growth (3.25) occurring in
the temporal evolution of the complexity of the entire chain (compare the insets of figure 6
and figure 8 against the bottom panels of figure 2). Furthermore, in the case of r = 1/2
and when the joining point lies outside the block, we find that the analytic expression (4.6)

















It is very instructive to compare a temporal evolution of CA (in this manuscript we
have considered only circuits where the reference state is the initial state) against the
corresponding temporal evolution of SA, obtained for the same bipartition and the same
quench protocol. The temporal evolutions of SA for the bipartition shown in the bottom
left panel of figure 1 have been reported in figure 7 and figure 9 (where r = 1/2 and
r = 1/4 respectively) for ω = 0 and in figure 13 for ω > 0. We remark that, whenever the
block A does not contain the joining point, the temporal evolutions of CA and of SA are
qualitatively similar (for instance, both these quantities do not evolve immediately after
the quench whenever L 6= rN). Instead, they are qualitatively very different when the
joining point is inside the subsystem; indeed, for instance, when L 6= rN we find that CA
rapidly grows immediately after the quench, while SA remains constant for a while.
In this manuscript we have considered both the spatial bipartitions shown in the bot-
tom panels of figure 1, in order to investigate the influence of the number of entangling
points on the temporal evolution of CA. By comparing the right panels of figure 6 against
the left panels of figure 10, where r = 1/2 and ω = 0, we observed that, when the joining
point is located inside the block, both the qualitative behaviour of the temporal evolution
of CA and the values of the scaling parameter α are not influenced by the number of en-
tangling points. Instead, the values of the scaling parameter α for SA do depend on the
number of entangling points (see the right panels of figure 7 and figure 10).
We find it worth remarking that the logarithmic growth of CA highlighted in the inset
of the bottom right panels of figure 6 and of figure 8 for one entangling point and of the
bottom left panel of figure 10 for two entangling points is described by the same curve (3.25),
including the additive constant, which has been found for the temporal evolution of the
complexity of the entire chain (see the bottom panels of figure 2).
We have also explored the temporal evolutions of the complexity for the entire chain
and of the subsystem complexity after the local quench in the minimal setup where the
chain is made by two sites, and therefore the subsystem A contains only one site (see
section 3.4 and section 4.3). In this simple setup, we have obtained the analytic expressions
given by (3.31) and (3.33) (see also figure 5) for the complexity of the chain and by (4.12)
and (4.13) (see also figure 14) for the subsystem complexity. While these analyses are
useful to get some insights about some regimes of the parameters (e.g. small t and large
ω̃), they do not capture many important features observed for large values of N .
As for the local quench considered in this manuscript, it would be interesting to explore
more systematically the temporal evolutions of the subsystem complexity when ω > 0 or for
asymmetric bipartitions involving two or even more entangling points, to obtain analytic
results in the thermodynamic limit, to find bounds that still describe some essential features
of the temporal evolution of the subsystem complexity and also to study the thermalisation
of the subsystem complexity, as done in [77] for a global quench of the mass parameter.
The Gaussian states can be employed to investigate the temporal evolution of the
subsystem complexity after some local quenches in higher dimensions and also in free
fermionic lattice models. It could be instructive to explore these temporal evolutions by
employing the entanglement spectrum or the entanglement Hamiltonians [34, 36, 96, 100–

















of the temporal evolution of CA on the reference state, by adopting a state different from
the initial one as the reference state (e.g. the unentangled product state).
In this manuscript we have compared the temporal evolutions of the subsystem com-
plexity against the ones of the corresponding entanglement entropy, but it could be in-
teresting to perform analogue comparisons against the temporal evolutions of other en-
tanglement quantifiers like the entanglement negativity [87, 112–119], the entanglement
contours [120, 121] and the relative entropies [122].
We remark that investigating the temporal evolutions of the subsystem complexity af-
ter various quantum quenches through lattice methods and quantum field theory techniques
in interacting models is a very challenging task that deserves future studies. Holography
can provide important benchmarks. Interesting analyses have been performed [123–136]
and it would be interesting to employ these methods to explore also the out-of-equilibrium
dynamics of the circuit complexity.
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A Global quenches
The approach developed in [87] and discussed in section 2 allows to study the temporal
evolution of the covariance matrix after various quenches. While in the main text of
this manuscript we mainly consider the temporal evolution of the complexity after a local
quench where two harmonic chains are joined at t = 0, in this appendix we explore the
evolution of the same quantity after two global quenches. In appendix A.1 we study the
quench of the frequency parameter. In appendix A.2, considering the unentangled product
state as the initial state (and also as reference state), at t = 0 we perform a quench of the
spring constant and of the frequency.
A.1 Mass quench
Consider the ground state of the Hamiltonian defined by (2.1) where ω is replaced by
ω0. Given this pure state as the initial state for the evolution, at t = 0 the sudden change
ω0 → ω is performed; hence the evolution Hamiltonian becomes (2.1). The temporal evolu-
tions after this global quench of the complexity [71–73] and of the subsystem complexity [77]
have been investigated.
The initial state of this global quench is obtained by setting the parameters introduced
in section 2 to (Nl, Nr) = (N, 0), κl = κr = κ, ml = mr = m and ωl = ωr = ω0; hence its
covariance matrix (2.5) becomes
























, . . . ,
(
mΩ0,N
)−1) P0 = 12 diag
(
mΩ0,1 , . . . ,mΩ0,N
)
(A.2)
where Ω0,k is (2.16) with ω replaced by ω0.
From (A.1), (2.11) and (2.13), for the temporal evolution of the covariance matrix
in (A.1) we find
γ(t) = E(t) γ0E(t)t = V t E(t) Γ0 E(t)t V . (A.3)
A characteristic feature of this quench is the occurrence of the same matrix V both in E(t)
and in γ0, which leads to the crucial simplification highlighted in (A.3). This feature is not
verified when both Nl and Nr are non vanishing, as discussed in section 3.1. From (A.1)
and (2.14), we obtain





where the block matrices Q(t), P(t) and M(t) in the r.h.s. are diagonal matrices whose

































and Ωk is defined in (2.16). The expressions (A.5) have been first obtained in [50] and
recently employed in [77] to study the subsystem complexity after the global quench of the
mass. Thus, also the global quench of the mass can be described through the formalism
of [87].
A.2 Quench of the spring constant
In the following we consider the temporal evolution of the complexity when the initial state
of the global quench is given by an unentangled product state. In terms of the parameters
introduced in section 2, this quench corresponds to (Nl, Nr) = (N, 0), κl = κr = 0, ml =
mr = m and ωl = ωr = µ. At t = 0 all the spring constants of the chain are suddenly
switched on and the evolution Hamiltonian becomes (2.1). For the sake of generality, we
consider µ 6= ω; hence we suddenly change both the spring constant to κ > 0 and the
frequency from µ to ω. Setting µ = ω provides the global quench where only the spring
constant is changed.
Since (Nl, Nr) = (N, 0), we have V = V0 (see (2.9) and (2.13)). By specialising (2.7),
(2.5) and (2.6) to this case, one finds the following covariance matrix for the initial state



























By employing (2.11) and (2.13) (where ṼN is orthogonal), we find that the temporal
evolution of (A.6) reads
γ(t) = V t E(t) Γ0 E(t)t V . (A.7)
From (A.6) and the block decomposition in (2.14), we get





where Q̃(t), P̃(t) and M̃(t) are diagonal matrices whose diagonal elements are given re-
spectively by (A.5) with Ω0,k replaced by µ.
We consider the temporal evolution of the complexity where the reference and the
target states are the states at the values of time tR and tT respectively along a given
quench, namely γR = γ(tR) and γT = γ(tT), with γ(t) given in (A.7).
Following the analysis reported in [77] (see also [72, 73]), we compute the eigenvalues


















where Ωk is given in (2.16). Notice that, when µ 6= ω, we can set ω = 0 and obtain a
finite result for the complexity in (A.9). Since CTR,k in (A.10) is an oscillating function of
|tT − tR| for any k, the complexity C is finite, also for large values of |tT − tR|.
In figure 15 we show some temporal evolutions of the complexity (A.9) when tR = 0
and tT = t. In the top panels we keep µ 6= ω, setting either ω = 0 (left panel) and ω > 0
(right panel). These temporal evolutions are qualitatively similar to the ones observed for
the global quench discussed in appendix A.1, as expected from the fact that the role of
Ω0,k is played by µ in this case.
In the case where only the quench of the spring constant is performed, i.e. when µ = ω
(see the bottom panels of figure 15), by using the explicit expression of Ωk in (2.16), one
obtains










)]2 sin[Ωk(tT − tR)]
)2
(A.11)
which provides the complexity through (A.9). In this case the critical evolution cannot be
explored because (A.11) diverges for any k as ω → 0.
For a given ω > 0, the coefficient of (sin[Ωk(tT − tR)])2 in the r.h.s. of (A.11) becomes
negligible when kN+1  1, while it reaches its maximum when
k
N+1 ' 1. Thus, the main
contributions to the complexity given by (A.9) and (A.11) come from the modes such that
k
N+1 ' 1. For these modes | sin[
πk
2(N+1) ]| ' 1; hence sin[Ωk(tT − tR)] ' sin[
√
ω2 + 4 (tT −




















































Figure 15. Temporal evolution of the complexity (A.9) for the entire chain after the global quench
of the frequency and of the spring constant. The expression for CTR,k reported in (A.10) and
in (A.11) has been used respectively in the top and in the bottom panels.
with frequency approximately equal to 2, independently of ω; instead, when ω2 & 4, the
frequency of the oscillations is
√
ω2 + 4. This behaviour can be observed in the bottom
panels of figure 15, where some temporal evolutions of the complexity given by (A.9)
and (A.11) are shown, in the case of tR = 0 and tT = t, i.e. when the reference state is
the (initial) unentangled product state. When ω ∈ {0.05, 0.2, 0.5}, in the initial part of
the evolution the curves for C/
√
N collapse displaying the same oscillatory behaviour with
frequency independent of ω and approximately equal to 2. Instead, when ω ∈ {1.5, 4} and
therefore ω2 ∼ 4, the frequency of the oscillations in the initial part of the curves depends
also on ω and it is given by
√
ω2 + 4.
B Euler decomposition for a class of symplectic matrices
The Euler decomposition is a powerful tool to evaluate the circuit complexity for pure
states. Indeed, (3.1) can be written also in terms of the squeezing parameters of the
symplectic matrixWTR (see (3.16)), as discussed in section 3.1 [19, 72, 77]. In this appendix
we derive the analytical expressions for the matrices in the Euler decomposition (3.15) for
a specific class of symplectic matrices. This provides the Euler decomposition of the matrix
E defined in (2.14), which is exploited to get (3.17).
Consider a 2N × 2N matrix M partitioned into the four N × N blocks S, U , Y and

















on the diagonal) whose elements can be reorganised into a block diagonal matrix having











It is straightforward to check that M is symplectic if and only if Mk is symplectic for
any k = 1, . . . , N . A 2× 2 symplectic matrix has three independent parameters; hence let
us consider the following parametrisation2
Mk =
(
αk cos θk βk sin θk





where αk and βk are non vanishing real numbers. We also assume that (αk, βk) 6= (1, 1)
because in this case Mk is orthogonal, therefore its Euler decomposition is trivial.
For the Euler decomposition of (B.2) we find
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with the non-vanishing elements of Xk given by
e±Λk = gk ±
√




















The matrix Lk is the symplectic and orthogonal matrix whose columns are the eigenvectors
ofMkM tk, while Rk is the symplectic and orthogonal matrix whose rows are the eigenvectors
of M tkMk. Evaluating the eigenvectors of M tkMk and MkM tk leads to
























(β2k − α2k) cos(2θk)
2αkβk
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(α2kβ2k − 1) cos(2θk)
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2This parametrisation does not include the 2×2 symplectic matrices having three non vanishing elements.

















The sign in (B.6) has to be fixed case by case, checking that the correct matrix Mk is
obtained through the decomposition (B.3), once (B.4) with (B.6) and (B.7) is employed.
Finally, by using (B.2), (B.3) and (B.4), we can write the Euler decomposition of M

















where eΛ = diag
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C Derivation of the initial growth
In this appendix we report the derivation of (3.22) and (3.23), which provide the initial
linear growth of the complexity (3.1) after a local quench.
























is the anticommutator of two matrices. From this expansion, the complex-
















)−1 + {E(1) , γ(l,r)0 E t(1)(γ(l,r)0 )−1} ] (C.2)
where the matrix within the argument of the trace has non-negative eigenvalues; hence
c1 > 0.








)−1] = TrE2(1) = −2 N∑
k=1
Ω2k (C.3)












whose trace can be easily computed by using that ṼN is orthogonal and the matrix N
defined in (3.18) is diagonal.
From (C.3) we have that the first two terms within the square root in (C.2) are negative;
thus, in order to have c1 > 0, the term containing the anticommutator under the square
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Ṽ tN N ṼN Ṽ t0 Q0 Ṽ0 Ṽ tN N ṼN Ṽ t0 P−10 Ṽ0
]
where Ω(l)k and Ω
(r)
k are given by (2.8) and ml = mr = m for the local quench that we
are considering. Since we are not able to simplify ṼN Ṽ t0 , we cannot write an analytic
expression for the last term in the r.h.s. of (C.7). Finally, by using (C.3), (C.5) and (C.7),
we obtain that the slope c1 in (C.2) becomes the expression (3.23) in the main text.
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