Distribution-free confidence bands for a distribution function are typically obtained by inverting a distribution-free hypothesis test. We propose an alternate strategy in which the upper and lower bounds of the confidence band are chosen to minimize a narrowness criterion. We derive necessary and sufficient conditions for optimality with respect to such a criterion, and we use these conditions to construct an algorithm for finding optimal bands. We also derive uniqueness results, with the Brunn-Minkowski Inequality from the theory of convex bodies playing a key role in this work. We illustrate the optimal confidence bands using some galaxy velocity data, and we also show that the optimal bands compare favorably to other bands both in terms of power and in terms of area enclosed.
Introduction
Given an iid sample X 1 , . . . , X n from an unknown continuous distribution F , the natural nonparametric estimate of F is the empirical distribution function (EDF), given by
Since F n is only a point estimate, however, we often supplement it by providing a distribution-free confidence band for the unknown distribution function. These distribution-free test studied by Berk and Jones (1979) . In this case, the test statistic is given by
where K(F 0 (x), F n (x)) ≤ 1 is the pointwise likelihood ratio statistic for testing H 0 :
Each of these distribution-free confidence bands has upper and lower bounds that are step functions, with the jumps occurring at observed data values. They also have a number of nice properties. For example, the Anderson-Darling confidence band is known to have good power against heavy-tailed alternatives, and the nonparametric likelihood confidence band is known to have, in a certain sense, asymptotically better power than any band based on a weighted Kolmogorov-Smirnov statistic D ψ (see Owen 1995) . What these bands lack, however, is small-sample optimality in any nontrivial sense. The emphasis on power that motivates the creation of these bands may also make them less than ideal for use as exploratory analysis tools.
In this paper, we depart from the usual strategy of obtaining confidence bands via test inversion. Instead, we propose an alternate strategy in which the upper and lower bounds of the confidence band are chosen to minimize one of a family of narrowness criteria. Optimization is carried out within a large class of distributionfree confidence bands that includes all the confidence bands we have described. The optimality criteria we use are based on the differences between the upper and lower bounds of the band on each interval between observed data values. These criteria may be interpreted in terms of expected area, and they may also be tailored so that special emphasis is put on obtaining bands that are narrow in particular regions (e.g., the tails or the center) of the distribution.
In Section 2, we describe the large class of distribution-free confidence bands over which the optimization is done. We also explain how coverage probabilities are computed. In Section 3, we define a family of optimality criteria, and in Section 4, we derive the theoretical results needed for recognizing optimal bands within that family.
In Section 5, we describe an algorithm for computing optimal bands. In Section 6, we compare the optimal bands to other bands in the literature both in terms of power and in terms of shape. One comparison uses a galaxy velocity dataset. In Section 7, we state our conclusions.
A Class of Distribution-free Confidence Bands
The class of distribution-free confidence bands that we consider is the set of all bands with lower and upper bounds that are step functions with jumps only at observed data values. We set notation as follows. Let X 1 , . . . , X n be an iid sample from the distribution with distribution function F . Let X (1) , . . . , X (n) be the order statistics corresponding to X 1 , . . . , X n , and set X (0) ≡ −∞ and X (n+1) ≡ ∞. Let the vectors a = (a 0 , a 1 , . . . , a n ) and b = (b 0 , b 1 , . . . , b n ) be vectors of values from the interval [0, 1], and let F be the set of all distribution functions. We can then define a confidence band CB(a, b) by setting
Since lim x→∞ F (x) = 1 and lim x→−∞ F (x) = 0 for all F ∈ F, the confidence band will have coverage probability 0 if a 0 > 0 or b n < 1. Moreover, if a i+1 < a i for some i, then the coverage probability of the band will be unchanged if we increase a i+1
to a i , and if b i+1 < b i for some i, then the coverage probability will be unchanged if we decrease b i to b i+1 . Since it is obviously desirable to make the band narrower when there is no corresponding decrease in the coverage probability, we may take the bounds a 0 , . . . , a n and b 0 , . . . , b n to be ordered as 0 ≤ a 0 ≤ · · · ≤ a n ≤ 1 and 
Taking a 0 = 0 and b n = 1 as given, we define a collection of vectors of bounds as
The class of confidence bands over which we will optimize is then given by
One should note that the randomness of the band CB(a, b) arises from the random- Given vectors of bounds a and b that satisfy (1), we may compute the coverage probability of CB(a, b) for continuous F as follows. Consider the interval [X (0) , X (1) ).
A necessary and sufficient condition for F not to pass above the upper bound b 0 on this interval is that F (X (1) ) ≤ b 0 . Similarly, a necessary and sufficient condition for F not to pass below the lower bound a 0 = 0 on this interval is that F (X (0) ) ≥ a 0 . The lower bound condition is thus met trivially on this particular interval, but not in general. A similar pair of conditions is obtained for each of the intervals
. . , n, and we may write that
Since F is continuous, the vector (F (X (1) ), . . . , F (X (n) )) is distributed exactly like a vector of order statistics from the standard uniform distribution. Thus, we may write the coverage probability in the form
where (U (1) , . . . , U (n) ) is a vector of standard uniform order statistics. Probabilities like (2) may be computed in a variety of ways, with perhaps the quickest method being to apply the recursion developed by Noé (1972) .
The coverage probabilities that we obtain using (2) are correct provided that F is continuous. When F fails to be continuous, the coverage probabilities obtained from (2) are conservative.
A Class of Optimality Criteria
In most of the literature on distribution-free confidence bands for a distribution function, the emphasis is on finding confidence bands that have good power when used in 
Theoretical Results
In this section, we consider the problem of minimizing i w i (b i − a i ) over all bands CB(a, b) ∈ B V with fixed coverage probability α ∈ (0, 1). We will prove that a minimizer must exist, that any minimizer must satisfy a small set of necessary and sufficient conditions, and that the minimizer will be unique under conditions that are often met in practice. To accomplish this, we first need to prove some results about coverage probabilities.
We defined V to be the set of all vectors (a,
that satisfy the conditions (1) . Note that V is a compact set. We define the coverage
where F is any continuous distribution function. Using (2), we may write H in the integral form
We now consider differentiability properties of H. We use the upper-case letters We first consider differentiation of H with respect to a lower bound. Suppose that a i is a lower bound such that a i < a i+1 and a i < b i−1 . Then if a i is increased by a sufficiently small amount > 0, the modified vector of bounds is still in V . The resulting change in H is given by
If we then take lim →0 ∆( ) , we find that
is given by
. . .
where x ∧ y = min{x, y}. Note that this derivative is the sort of quantity that can be computed using Noé's recursion. A similar argument shows that if a i satisfies
is also given by (4). Thus, the left-hand and right-hand partial derivatives coincide when both exist.
Applying the same argument to upper bounds b j shows that whenever
where
is given by (5), meaning that the left-hand and right-hand partial derivatives again coincide when both exist. Putting these results together and noting that the arguments a 1 , . . . , a n , b 0 , . . . , b n−1 appear continuously in (4) and (5), we have shown the following theorem. 
The following theorem uses the continuity of H to show that an optimal confidence band must exist. Theorem 3. Let (w 0 , . . . , w n ) be a vector of positive weights, and let α ∈ (0, 1) be a specified coverage probability. Then there exists a confidence band that minimizes
Proof of Theorem 3. Since H is continuous, and since both coverage probability 0 and coverage probability 1 are attainable in V , the set {(a, b) ∈ V : H(a, b) = α} is nonempty. It is also compact. Since the function (a, b)
it must achieve a minimum on this compact set.
We now develop necessary and sufficient conditions for a given confidence band to be optimal. The next theorem shows that if CB(a, b) ∈ B V is optimal at level α, then the lower bounds a 1 , . . . , a n and the upper bounds b 0 , . . . , b n−1 are strictly increasing as opposed to merely nondecreasing. To show this, we first need a lemma that will also be used later. This lemma shows that for a fixed vector (w 0 , . . . , w n ), the optimal value of i w i (b i − a i ) is a strictly increasing function of the level α. have coverage probability α ∈ (0, 1), and suppose that CB(c, d) ∈ B V is such that small (positive or negative), then the optimality criterion is unchanged, but by the expansion (6), the coverage probability changes by
Since CB(a, b) is optimal, (7) must always be nonpositive. But since can be positive or negative, (7) can only always be nonpositive if the quantity in parentheses, which is free of , is equal to 0. This proves that
The case of b j < 1 follows by a similar argument.
Suppose that a 1 = 0. Then, since the lower bounds a 1 , . . . , a n are strictly ordered, we can increase the value of a 1 slightly without leaving V . We can also increase the value of b 0 slightly without leaving V . If we increase a 1 by /w 1 > 0 and increase b 0 by /w 0 , then the optimality criterion is unchanged, but the coverage probability changes by
Since CB(a, b) is optimal, (8) must always be nonpositive. But since we can choose > 0 to be arbitrarily small, (8) can only always be nonpositive if the quantity in parentheses, which is free of , is nonpositive. This proves that
The case of b n−1 = 1 follows similarly.
It is natural to ask whether the necessary conditions derived in Theorem 5 are also sufficient for CB(a, b) to be optimal. It turns out that they are. To show this, we use an important result, the Brunn-Minkowski Inequality, from the theory of convex bodies. Proofs of this inequality are given in Leichtweiss (1998) and many other sources in the mathematics literature. Gardner (2002) gives a very readable study of the Brunn-Minkowski Inequality, its history, and its relationship to other well-known inequalities in analysis and geometry, while Das Gupta (1980) describes applications of the inequality in statistics. We note that the convex combination (1 − λ)K 1 + λK 2 of the sets K 1 and K 2 is defined by
Theorem 6 (Brunn-Minkowski). Let K 1 and K 2 be bounded convex sets in R n , and let λ ∈ (0, 1). Then if V n (·) is the volume function in R n , we have that
If both V n (K 1 ) and V n (K 2 ) are positive, then equality holds in (9) iff
for ρ > 0 and t ∈ R n .
Theorem 6 holds under the weaker hypothesis that K 1 and K 2 are merely measurable rather than convex, provided that λK 1 + (1 − λ)K 2 is also measurable (see, for example, Gardner 2002). For this paper, however, we need only the classical version of the inequality. The Brunn-Minkowski Inequality is relevant to our situation because any CB(a, b) can be associated with a convex set K(a, b) ⊂ R n . Specifically,
CB(a, b) may be associated with the set
This set K(a, b) is bounded, and it is convex because it is the intersection of a finite collection of half-spaces. By (2), the coverage probability of CB(a, b) is just , b) ). We note that each set K(a, b) is the intersection of an n-dimensional rectangle with the n-dimensional simplex
We also note that if (a, b), (c, d) ∈ V and λ ∈ (0, 1), then
Using the association between CB(a, b) and K(a, b) , we can show that the necessary conditions for optimality given in Theorem 5 are also sufficient.
Theorem 7. Suppose that CB(a, b) ∈ B V satisfies the conditions given in Theorem

Then CB(a, b) is optimal at level α with respect to the criterion with weights
(w 0 , . . . , w n ).
Proof of Theorem 7.
We prove the result by contradiction. Suppose that there exists a confidence band with the same coverage probability as CB(a, b), but a strictly smaller value for the optimality criterion. Then, by Lemma 1, there must exist
but H(c, d) > H(a, b).
Let λ ∈ (0, 1). Then, by (12), the convex combination (1 − λ)K(a, b) + λK(c, d) is contained in the convex set associated with the band CB((1 − λ)a + λc, (1 − λ)b + λd).
For this band, the value of the optimality criterion is
which is the same, for any λ, as the value of the optimality criterion for CB(a, b) and
CB(c, d). Define a function
This function is differentiable via the chain rule since H is differentiable, and , b) ). Thus, we have by the Brunn-Minkowski Inequality that
can also be computed by noting that for sufficiently small λ, we can use (6) to write dG dλ λ=0
in terms of the partial derivatives of H at (a, b).
Specifically, letting the vector δ of small changes in the bounds be given by
we have that if neither a bound a 1 = 0 nor a bound b n−1 = 1 is changed, then changing (a, b) by δ for > 0 changes the coverage probability by
which is just
But then 
then CB(a, b) is the unique optimal band up to translation of every bound by the same real constant. K(a, b) is the intersection of an n-dimensional rectangle and the n-dimensional simplex Ω defined in (11). An arbitrary translation of such a set will not lead to another set of the same type. Suppose that we translate (x 1 , . . . , x n ) by t = (t 1 , . . . , t n ), obtaining a new vector of variables y i =
Proof of Theorem 9. Recall that
. . , n − 1, the vector (y 1 , . . . , y n ) only sat-
In other words, (y 1 , . . . , y n ) satisfies
The constraints that (y 1 , . . . , y n ) satisfies do not define a convex set associated with a confidence band unless for each i = 1, . . . , n − 1,
is redundant in that it is implied by the Proof of Corollary 1. Since (13) holds, every other optimal band arises from adding a constant value s = 0 to each of the bounds for CB(a, b). But if s is added to each of the bounds, then the value of the optimality criterion becomes
since Since a vector of standard uniform order statistics (U (1) , . . . , U (n) ) satisfies
. Moreover, because of the symmetry in (w 0 , . . . , w n ), the optimality criterion for the new band is
which is the same as for CB(c, d). Thus, CB(e, f ) is also optimal. Now consider the band CB(
(c + e), 1 2 (d + f )). This new band is symmetric by construction, and the Brunn-Minkowski Inequality shows that it is optimal.
A Computational Algorithm
Through the theoretical results obtained in Section 4, we know that optimal confidence bands exist, that they are unique under certain conditions, and that they can be recognized as optimal based on the partial derivatives of the coverage probability function H. What is still lacking, however, is a computational algorithm for finding optimal bands when given α and (w 0 , . . . , w n ). This section provides such an algorithm. The motivation for this algorithm is the observation that one can move towards satisfying the conditions specified in This removes one of the usual concerns in an optimization problem.
Computational Algorithm:
Step 1: Choose a starting band. One possibility would be to use the nonparametric likelihood confidence band with the desired coverage probability α.
Step 2: Specify a small starting step size, say h = (4n) −1 , which gives the size of the moves that will be made initially.
Step 3:
at the current confidence band. Update these partial derivatives whenever the band is changed. Computational time can be saved by noticing that changing one bound does not noticeably change derivatives other than those corresponding to bounds near the bound that was changed.
Step 4: When the current coverage probability is less than or equal to α, increase the coverage probability by increasing (if it is an upper bound) or decreasing (if it is a lower bound) by h the moveable bound with the highest value of
A bound is moveable if making a change of size h in the specified direction does not take the vector of bounds out of V .
Step 5: When the current coverage probability is greater than α, decrease the coverage probability by decreasing (if it is an upper bound) or increasing (if it is a lower bound) by h the moveable bound with the lowest value of
Step 6: If the most recent move has returned the band to a band already visited at the current step size h, decrease h by a factor of two to avoid an infinite loop.
Step 7: Repeat Steps 4 to 6, keeping Step 3 in mind, until a prespecified stopping criterion is met. The criterion that we use looks at the size of h.
For the case of symmetric weights (w 0 , . . . , w n ), Theorem 10 guarantees that a symmetric optimal confidence band will exist. It then suffices to work with only the lower bounds, taking the upper bounds to be given by b i = 1 − a n−i , i = 0, . . . , n.
Shape and Power Comparisons
Though narrowness of the confidence band was the motivation for the optimality criteria discussed in Section 3, it is of interest to compare the performance of the optimal bands to that of other confidence bands both in terms of narrowness and in terms of power. The bands chosen for comparison with the optimal bands were (a) the Kolmogorov-Smirnov band, (b) the Anderson-Darling band based on the weighted Kolmogorov-Smirnov statistic
, and (c) the nonparametric likelihood confidence bands proposed by Owen (1995) .
Optimal bands based on three different choices of weights were used in the comparison.
The first choice of weights was uniform weights (1, . . . , 1). The second choice of weights, made to emphasize narrowness of the band in the extremes, set w i = 100
for the outermost n/5 intervals on either extreme and w i = 1 for the rest. The final choice, made to de-emphasize narrowness of the band in the extremes, set w i = 1 for the outermost n/5 intervals on either extreme and w i = 100 for the rest.
Symmetric bands with coverage probability 95% were produced for sample sizes n = 20 and n = 40. These bands are plotted for the case of equispaced data in Figures 1 and 2 . Note that since (13) is met for each of the bands shown, the optimal bands are unique. A number of important features of both the optimal bands and their competitors are evident from these plots. We see that the Kolmogorov-Smirnov band has a uniform width except near the extremes, that the Anderson-Darling band is so wide that one almost suspects that the coverage probability has been computed incorrectly, and that the nonparametric likelihood band has a roughly elliptical shape.
The plots for the three optimal bands show that different choices of weights can lead to substantially different optimal bands. The band enclosing the smallest area, of course, is the band that is optimal with respect to the criterion with uniform weights.
Include Figures 1 and 2 here.
To compare power properties of the bands, a class of alternative distributions that includes both heavy-tailed and light-tailed distributions was used. The standard uniform distribution was used as the null hypothesis distribution, and the alternatives considered were the Beta(η, η) distributions for log(η) ∈ (−2, 2). When η is small, the distribution Beta(η, η) has heavy tails, while when η is large, the tails are light. The case η = 1, of course, gives the standard uniform distribution. Plots of power versus log(η) for the bands plotted in Figures 1 and 2 are given in Figures 3 and 4 . The nonparametric likelihood band seems to have the best overall power performance, with the performance of the optimal band with weights emphasizing the extremes being comparable. The Anderson-Darling band has the best power against heavytailed alternatives, but it accomplishes this at the cost of having almost no power against light-tailed alternatives. The optimal confidence bands are comparable to the best of their competitors in terms of power.
Include Figures 3 and 4 here.
As another illustration of the optimal bands, we applied them and the competitor bands to a collection of galaxy velocities given in Table 1 of Roeder (1990) . This data set, which includes 82 values, was also considered by Owen (1995) . The resulting bands are given in Figure 5 , where the units for velocity are thousands of kilometers per second.
Include Figure 5 here.
Conclusions
We have shown how to obtain distribution-free confidence bands for a distribution function that are optimal with respect to any of a class of narrowness criteria. Unlike other distribution-free confidence bands in the literature, these bands do not arise from test inversion, though of course each band is associated with a hypothesis test.
Instead, these bands are motivated by exploratory analysis considerations that suggest that narrowness, rather than power, is the important criterion. That power and narrowness may be conflicting goals is best seen by considering the Anderson-Darling bands. They have good power against heavy-tailed alternatives (see Figures 3 and   4 ), but they are extremely wide (see Figures 1, 2 , and 5). One nice property of the optimal bands is that by making appropriate choices of the weights (w 0 , . . . , w n ), one may obtain bands that are narrow in whatever region of the distribution is of interest. uniform-weight optimal, (e) optimal with weights emphasizing the extremes, and (f) optimal with weights de-emphasizing the extremes. uniform-weight optimal, (e) optimal with weights emphasizing the extremes, and (f) optimal with weights de-emphasizing the extremes. uniform-weight optimal, (e) optimal with weights emphasizing the extremes, and (f) optimal with weights de-emphasizing the extremes.
