A well-known inequality due to Harris and Kleitman [4, 10] states that any two monotone subsets of {0, 1} n are non-negatively correlated with respect to the uniform measure on {0, 1} n . In [15] , Talagrand established a lower bound on the correlation in terms of how much the two sets depend simultaneously on the same coordinates. In this paper we show that when the correlation is averaged over all the pairs A, B ∈ T for any family T of monotone subsets of {0, 1} n , the lower bound asserted in [15] can be improved, and more precise estimates on the average correlation can be given. Furthermore, we generalize our results to the correlation between monotone functions on [0, 1] n with respect to the Lebesgue measure.
Introduction
Correlation inequalities between monotone functions play an important role in numerous areas, including probability, combinatorics, mathematical physics, etc. In this paper we consider monotone functions defined on the discrete cube {0, 1} n endowed with the uniform measure µ, and especially Boolean functions that can be treated as characteristic functions of subsets of the discrete cube.
Definition 1 A function f : {0, 1} n → R is monotone if for all x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ), (∀i : x i ≤ y i ) ⇒ (f (x) ≤ f (y)).
A subset A ⊂ {0, 1} n is called monotone if its characteristic function is monotone.
One of the first correlation inequalities established for such functions is the following inequality, due to Harris [4] and Kleitman [10] :
Theorem 2 (Harris, Kleitman) Let A, B be monotone subsets of {0, 1} n endowed with the uniform measure µ. Then µ(A ∩ B) ≥ µ(A)µ(B),
i.e., the correlation of A and B is nonnegative.
Clearly, the inequality in Theorem 2 is tight, since the correlation between independent monotone subsets of the discrete cube is zero. However, if A and B are dependent, the inequality is not tight, and hence it seems possible that one can obtain a lower bound on the correlation in terms of the dependence between A and B. Such bound was indeed established by Talagrand [15] , where the measure of dependence is how much the two sets depend simultaneously on the same coordinates.
Definition 3 Let A ⊂ {0, 1} n be monotone. For all 1 ≤ i ≤ n, define
. . , x n ) ∈ A : (x 1 , . . . , x i−1 , 1 − x i , x i+1 , . . . , x n ) ∈ A}.
The influence of the i-th coordinate on A is µ(A i ).
Theorem 4 (Talagrand) Let A, B be monotone subsets of {0, 1} n endowed with the uniform measure µ. Then
where ϕ(x) = x/ log(e/x) and K is a universal constant.
Whereas the term i≤n µ(A i )µ(B i ) seems a natural measure of the dependence between A and B (arising naturally in the standard inductive proof of the Harris-Kleitman theorem), the log factor seems unnatural. However, it was shown in [15] by calculating the correlation between the sets A = {x : i≤n x i ≥ t} and B = {x : i≤n x i > n − t}, that the log term cannot be removed in general.
In this paper we discuss the correlation between monotone families in the "average case", i.e., the correlation averaged over all the pairs of elements of a family T . In Section 2 we show that in the average case, the log term in Talagrand's lower bound can be removed.
Theorem 5 Let T be a family of monotone subsets of the discrete cube. Then
Unlike the proof of Talagrand's result, the proof of Theorem 5 is very simple and uses only the basic properties of the Fourier-Walsh expansion of functions on the discrete cube.
In Section 3 we describe an application of Theorem 5, along with a new example for the tightness of Talagrand's result. These results consider the tribes function introduced by Ben-Or and Linial [1] .
Definition 6 Consider a partition P of the set {1, 2, . . . , n} to n/r disjoint sets of size r each: {1, . . . , n} = ∪ i≤(n/r) S i . The tribes function T n,P : {0, 1} n → {0, 1} is defined as follows:
The dual tribes function DT n,P : {0, 1} n → {0, 1} is defined as follows:
If (x 1 , . . . , x n ) represents the votes of the members of some community, then the tribes function equals 1 if there exists a set S i that votes '1' unanimously. The dual tribes function equals 1 if in each of the sets S i there exists at least one member that votes '1'. It is easy to show that if r ≈ log 2 n − log 2 log 2 n, then the expectation of the tribes function is bounded away from zero and one, and the influence of each of the coordinates on it is Θ(log n/n). The same holds also for the dual tribes function.
We show that the lower bound asserted in Talagrand's theorem is tight for the correlation between a balanced tribes function and the dual tribes function corresponding to the same partition. This is the first non-trivial example showing the tightness of Talagrand's lower bound for a pair of balanced functions.
Furthermore, we use Theorem 5 to establish an improved lower bound for the correlation of two randomly chosen balanced tribes functions. Talagrand's theorem implies that the correlation between any two balanced tribes functions is Ω(log n/n). Theorem 5 implies a better bound of Ω(log 2 n/n) on the correlation between two randomly chosen balanced tribes functions. We note that since the family of all the balanced tribes functions is very big, the influence of the "diagonal terms" (i.e., terms with A = B) and the "almost diagonal terms" on the average correlation computed in Theorem 5 is negligible, and hence the improvement of Theorem 5 over Talagrand's theorem is significant in this case. It seems interesting to find out whether there exists a pair of balanced tribes functions whose correlation is o(log 2 n/n), or even Θ(log n/n).
In Section 4 we generalize Theorem 5 to general functions defined on the continuous cube [0, 1] n endowed with the Lebesgue measure. Unlike the discrete case, in the continuous case there is no single natural definition of the influences, and at least three different definitions were proposed in previous papers [2, 5, 13] . We show that for the definition presented in [5, 13] , Theorem 5 can be generalized to the continuous case, where the generalization of the influences is the first-level Fourier coefficients with respect to the orthonormal system of the shifted Legendre polynomials ( [8] , p. 121). 
wheref ({i}) = f r i dλ, and r i (x 1 , . . . , x n ) = √ 3(2x i − 1) are the first degree shifted Legendre polynomials on [0, 1].
We note that a natural generalization of the Harris-Kleitman theorem to general functions on [0, 1] n endowed with the Lebesgue measure is well known (this is the continuous version of the FKG inequality, see [9] ). It seems tempting to find a generalization of Talagrand's result to the continuous setting, but it is not clear what is the correct notion of influences in the continuous case that should be used in such generalization. Possibly, the proof of Theorem 7 can serve as a first step in this direction.
We conclude this paper with an elementary inductive proof of Theorem 5 presented in Section 5. While this proof is much more complicated than the proof presented in Section 2.1, we present it since it sheds some light on the cases in which Talagrand's Theorem 4 is tight.
Fourier-Walsh Expansion and Proof of Theorem 5
Consider the discrete cube {0, 1} n endowed with the uniform measure µ. Denote the set of all real-valued functions on the discrete cube by Y . The inner product of functions f, g ∈ Y is defined as usual as
This inner product induces a norm on Y :
Consider the Rademacher functions {r i } n i=1 , defined as:
These functions constitute an orthonormal system in Y . Moreover, this system can be completed to an orthonormal basis in Y by defining
for all S ⊂ {1, . . . , n}. Every function f ∈ Y can be represented by its Fourier expansion with respect to the system {r S } S⊂{1,...,n} :
The coefficients in this expansion are denoted
By the Parseval identity, for all f ∈ Y we have S⊂{1,...,n}f
More generally, for all f, g ∈ Y ,
Finally, we note that for all f ∈ Y ,
Proof of Theorem 5
Consider the function F (x) = A∈T 1 A (x). Note that for all A, B ∈ T we have
Hence,
By the Parseval identity,
whereF (S) is the coefficient of r S in the Fourier-Walsh expansion of F . Thus, in the left hand side of Inequality (3) we have
We turn now to the right hand side.
Note that for a monotone subset A of the discrete cube and for all 1 ≤ i ≤ n,
Thus, by the linearity of the Fourier transform,
This completes the proof of Theorem 5.
Tribes and Tightness
In this section we present an application of Theorem 5, as well as a new example of the tightness of Theorem 4. Both are related to the tribes function, introduced in [1] . In addition, we discuss the tightness of Theorem 5 for various families of monotone functions.
Application of Theorem 5 and Tightness of Talagrand's Theorem
Definition 8 A set A ⊂ {0, 1} n is symmetric if it is invariant under a transitive permutation group Γ on {1, . . . , n}.
Clearly, if A is symmetric then the influences of all the coordinates on A are equal. Hence, by the KKL theorem [7] , if A is also balanced (i.e., µ(A) = 1/2) then all the influences are Ω(log n/n). Therefore, by Theorem 4, we get:
Proposition 9 Let A and B be balanced, monotone, and symmetric subsets of the discrete cube (endowed with the uniform measure). Then
where K is a universal constant.
Since the example given by Talagrand to prove the tightness of his result (see Section 1) deals with much smaller correlations, it seems reasonable to ask whether the assertion of Proposition 9 is tight. We show its tightness by computing the correlation between a balanced "tribes" function and the corresponding "dual tribes" function. For convenience, we recall the definitions of both functions, represented by subsets of the discrete cube. Example Let r ≈ log 2 n − log 2 log 2 n. Subdivide the set {1, . . . , n} into n/r disjoint sets {S i } of size r each. The set A is defined as follows:
The set B is the dual set of A, that is,
It is easy to see that for r = log 2 n − log 2 log 2 n, we have µ(A) ≈ 1 − 1/e, and r can be slightly modified such that µ(A) will be close to 1/2. For the sake of simplicity, we assume that r is chosen such that µ(A) = 1/2. This assumption is inaccurate, but since Talagrand's result is tight only up to a multiplicative constant factor, our assumption does not affect the tightness statement. Since µ(A) = 1/2, we have µ(B) = 1/2 (in general, if µ(A) = t and B is the dual set of A, then µ(B) = 1−t, where µ is the uniform measure). Let us compute µ(A∩B)−µ(A)µ(B).
We have
and hence
Hence, the assertion of Proposition 9 is tight in this case.
The application of Theorem 5 deals with the expected correlation between two randomly chosen balanced tribes functions. By Theorem 5, applied to the family T of all balanced tribes functions, we get:
Proposition 10 The expected correlation between two balanced tribes functions is Ω(log 2 (n)/n).
The lower bound on the correlation between two balanced tribes functions given by Talagrand's result is Ω(log n/n). We note that the difference between the results does not follow from the contribution of pairs of (almost) equal tribes to the average computed in Theorem 5, since the number of such pairs is negligible compared to the total number of considered pairs. It seems interesting to find out whether a result similar to Proposition 10 holds for the correlation between a randomly chosen tribes function and a randomly chosen dual tribes function.
Tightness of Theorem 5
We conclude this section with two remarks regarding the tightness of Theorem 5.
First, it is clear from Inequality (6) 
, where A k (L) = {x ∈ {0, 1} n : L(x) ≥ k}, since in this case F (T ) = L is linear. In this example, T consists of weighted majority functions. It seems interesting to further characterize the families for which Theorem 5 is tight.
Second, if T is the family of all the monotone functions, the variance of F (T ) can be computed asymptotically using the asymptotic characterization of monotone Boolean functions obtained in [11] as part of the solution of Dedekind's problem [3] . As a result, we get:
Proposition 11 When n → ∞, the expected correlation between two monotone Boolean functions on {0, 1} n is 1/4 − o(1).
This result is interesting in view of the fact that by the Cauchy-Schwarz inequality, the maximal possible correlation between two monotone Boolean functions on the discrete cube is 1/4.
Generalization to Functions on the Continuous Cube
In this section we consider general functions defined on a probability space X with measure µ. In this case, the correlation between two functions f and g is represented by the covariance:
We start with a lemma formulated in a more general setting:
Lemma 12 Let H be a Hilbert space and let U be an orthonormal system in H. Then for every family T ⊂ H,
where the Fourier coefficients are with respect to the system U .
Proof First, we note that by Zorn's lemma, the system U can be completed into a complete orthonormal system in H ( [12] , Corollary 13.6.1). Furthermore, any complete orthonormal system in a Hilbert space is an orthonormal basis ( [12] , Theorem 13.6.5.), and hence U can be completed into an orthonormal basis of H. Denote this basis by V . Every element f ∈ H can be represented in the form
wheref (v) = f, v . By the Parseval identity, for all f, g ∈ H,
Clearly, U ⊂ V . Hence, for all f, g ∈ H,
Therefore, for every family T ⊂ H, we have
as asserted.
In order to establish a generalization of Theorem 5 to functions defined on [0, 1], we first need to find the appropriate generalization of the influences to the continuous case.
The most common definition is the following, introduced in [2] :
For all x ∈ [0, 1] n , the fiber of x in the k-th direction is l k (x) = {y ∈ [0, 1] n : y j = x j , ∀j = k}. Denote by S k (f ) the set of all x ∈ [0, 1] n for which f is non-constant on the set l k (x). The influence of the k-th coordinate on f is I f (k) = λ(S k (f )), where λ is the Lebesgue measure.
Neither Talagrand's Theorem 4 nor our Theorem 5 can be generalized to the continuous case under this definition of influence. This can be seen in the following example:
Clearly, E(f 2 ) = E(f ) = (1 − 1/n) n ≈ 1/e. The function f is non-constant on a fiber l k (x) if and only if x j ≥ 1/n for all j = k. Hence, the influence of the k-th coordinate on f is I f (k) = (1 − 1/n) n−1 ≈ 1/e. Consider the correlation between f and itself. We have
On the other hand, the natural generalization of the term i≤n µ(A i )µ(B i ) appearing in the right hand side of Inequality (2) is
Therefore, the natural generalizations of Theorems 4 and 5 are far from being correct in these settings.
Another natural definition of the influences in the continuous case is used in [5, 13] :
, 1} the restriction of f to the fiber of x in the k-th direction. That is, f x k (t) = f (x 1 , . . . , x k−1 , t, x k+1 , . . . , x n ). The influence of the k-th coordinate on f is
In some sense, this definition is more natural than the former one, since it is more sensitive to the behavior of f on each fiber, and not only checks whether f is constant on it.
It appears that under the second definition, there is a natural Fourier-theoretic realization of the influences. Consider the first degree shifted Legendre polynomials ( [8] , p. 121):
the functions {r i } n i=1 are orthogonal. By normalizing the functions, we get the orthonormal system {r i } n i=1 , where
The Fourier coefficients with respect to this system are a natural generalization of the influences, up to multiplication by a constant. Indeed, if f is Boolean and monotone, then on each fiber there exists t 0 such that f x k (t) = 0 for all t < t 0 , and f x k (t) = 1 for all t > t 0 . In this case, the variance of f x k is t 0 (1 − t 0 ). On the other hand, we have
Hence, by the Fubini theorem,
where (x ∈ [0, 1] n−1 ) means that the k-th coordinate of x is neglected. Therefore, up to the normalization constant, the Fourier coefficients with respect to the system {r i } i≤n are equal to the influences for monotone Boolean functions. Since the Fourier coefficients are defined in the same way for non-Boolean functions, they can be considered a natural generalization of the influences to general functions on the continuous cube.
After finding the appropriate orthonormal basis, Theorem 7 follows immediately from Lemma 12. Indeed, we apply the lemma to the space of all real-valued functions on the continuous cube with the inner product
and the orthonormal system U = {∅, r 1 , . . . , r n }, and get
as asserted. This completes the proof of Theorem 7.
Remark A more complicated definition of the influences in the continuous case is presented in [2] . The definition is based on discretizing the function and measuring the (discrete) influences of the new coordinates. We don't know whether a generalization of Theorem 5 holds under this definition.
We conclude this section with a remark about subsets of the discrete cube endowed with the product measure µ p , defined by
In this case, Definition 3 is still the natural definition of influence. In order to get a generalization of Theorem 5 to this setting, we can replace the subsets in a standard way by functions defined on [0, 1] n and use Theorem 7. The resulting formula is
A stronger result can be achieved by using an orthonormal basis of functions defined on the discrete cube with the measure µ p . This basis was probably first presented in [14] . Let
These functions can be completed into an orthonormal basis by defining
for all T ⊂ {1, . . . , n}, and s ∅ ≡ 1. Applying Lemma 12 to the space of real-valued functions on the discrete cube with the inner product f, g = f gdµ p and the orthonormal system U = {s ∅ , s 1 , s 2 , . . . , s n }, we get Proposition 15 Let T be a family of monotone subsets of the discrete cube endowed with the product measure µ p . Then
Note that for the uniform measure (i.e., p = 1/2), Proposition 15 is identical to Theorem 5, while Inequality 7 yields a weaker result.
Inductive Proof of Theorem 5
In this section we present an inductive proof of Theorem 5 which does not use Discrete Fourier Analysis. While this proof is much more complicated than the proof presented in Section 2.1, it sheds some light on the cases in which Talagrand's Theorem 4 is tight.
We start with an inductive approach to the proof of the Harris-Kleitman theorem.
Definition 16 Let A ⊆ {0, 1} n be a monotone family. For every 1 ≤ k ≤ n − 1 and for every α ∈ {0, 1} n−k , denote
where A k is defined as in Section 1.
By the definition, the set A k (consisting of the points for which the k-th coordinate has influence on A) is divided to 2 n−k sets, according to the last n − k coordinates. Note that since A k is a disjoint union of {A α k } α∈{0,1} n−k , we have
Lemma 17 Let A, B be monotone subsets of the discrete cube (endowed with the uniform measure). Then
where the term corresponding to k = n in the right hand side is µ(A n )µ(B n ).
Proof The proof is by induction on n. For n = 1 the claim is reduced to
and can be easily verified by checking all the possible pairs (A, B). Assume now that the claim holds for n − 1. Denote
and
Note that since A is monotone, we have A 0 ⊂ A 1 . Denote by µ the measure induced by µ on {0, 1} n−1 . It is clear that µ(A) = (µ (A 0 ) + µ (A 1 ))/2, and similarly for B and for A ∩ B. Hence,
We note that
and similarly
Thus,
(10) By the induction assumption we have
and similarly for A 1 and
, where (α, 0) is the concatenation of the binary string α with 0 in the end, and similarly (
Since all the binary strings of length n − k are either of the form {(α, 0) :
Substituting into Equation (10), we obtain
Remark Note that Lemma 17 implies the Harris-Kleitman theorem, since for all k and all α ∈ {0, 1} n−k , we have
In the proof of Theorem 5 we use the following form of the Cauchy-Schwarz inequality ( [6] , p. 16):
Proposition 18 Let {a k } n k=1 and {b k } n k=1 be two sequences of real numbers. Then
Now we are ready to present the proof of Theorem 5. Let T be a family of monotone subsets of the discrete cube. By Lemma 17, it is sufficient to show that for every 1 ≤ k ≤ n we have
We start with the right hand side.
Similarly, for the left hand side we have
A,B∈T
Hence, Inequality (11) is equivalent to
and this inequality is a direct application of the Cauchy-Schwarz inequality to the sequence {z α } α∈{0,1} n−k and the constant sequence. This completes the proof of Theorem 5.
Application to the Tightness of Talagrand's Results
Lemma 17 can be used to shed some light on the cases in which Talagrand's Theorem 4 is tight. It follows from Equation (9) This relation is connected to the Rearrangement inequality ( [6] , p. 261) and in general depends on whether the elements of {x α } α∈{0,1} n−k and {y α } α∈{0,1} n−k are arranged in the same order. More precisely, if the sequences {x α } and {y α } are fixed except for the order, the expression If t = o(n), then for most of the values of k (more precisely, for all k such that t ≤ (n − k)/2), the corresponding sequences are arranged in opposite order. Hence,
is relatively small and thus the inequality asserted by Theorem 4 is relatively tight.
