-Introduction
We consider the Cauchy problem for an ordinary differential equation in IR When the vector field f is assumed to be Lipschitz continuous, a classical theorem states the existence and uniqueness of a solution [6, 7] . In the discontinuous case, the well known example
shows that a Carathéodory solution may not exist, even locally in time. Various assumptions on the discontinuous vector field f , which guarantee the existence or the uniqueness of local solutions, have been studied in the literature [1, 2, 4, 5, 8] . In essence, for the well-posedness of the Cauchy problem one needs that the vector field f should point transversally to the surfaces where discontinuities occur. As shown in [1] , this transversality condition is best formulated as an assumption of bounded directional variation. The main result in [1] shows that the Cauchy problem (1.1) has a unique solution provided that there exists a cone Γ ⊂ IR n with the two properties:
• The values f (x) remain strictly in the interior of Γ.
• The vector field f has bounded directional variation in the direction of Γ.
Discontinuous O.D.E's arise naturally in connection with characteristics for solutions to nonlinear wave equations. In certain applications, such as the Camassa-Holm equation [3] , the presence of non-local terms forces one to extend the analysis to discontinuous O.D.E's in functional spaces. We remark that a generalization of the earlier results to a Banach space setting can be easily achieved, but would be of little practical value, as illustrated by the following. In this case, for every x ∈ [a, b] we have 1 ≤ u t (t, x) ≤ 3 + b − a, hence all discontinuities are crossed transversally and we expect to have unique solutions, continuously depending on the initial data. This is indeed the case, as a direct analysis will show. Unfortunately, a straightforward extension of the previous results in [1] on directionally continuous O.D.E's would not work here. Indeed, since u is strictly increasing, the natural cone is
However, for every p ∈ [1, ∞[ the cone Γ has empty interior in L p . This suggests that the only viable choice is the space L ∞ . But this does not work either, because with the metric of L ∞ the map u → sign u has infinite variation in the direction of the cone Γ. To see this, take any increasing sequence a < t 0 < t 1 
for every j. Hence the total variation of the map u → sign u along Γ is ≥ 2N , for any integer N .
Aim of the present paper is to prove a new theorem on directionally continuous O.D.E's in L ∞ spaces, which covers examples such as (1.2) and is well suited for the analysis of nonlinear, nonlocal wave equations. An application to the construction of dissipative solutions of the Camassa-Holm equations is given in the related paper [3] . Further applications to second order nonlinear wave equations will appear in a forthcoming paper.
-A directionally continuous O.D.E.
Let f : IR n → IR n be a (possibly discontinuous) vector field. We recall that a Carathéodory solution to the Cauchy problem (1.1) is a continuous map t → x(t) defined on some time interval I, such that
In the following, by a cone we mean a closed set Γ ⊆ IR n such that
In particular, notice that Γ is convex. A cone Γ determines a relation of partial ordering among points in IR n , defined as
In addition, we shall write x ≺ y if y − x lies in the interior of Γ.
Definition 1. We say that the map f :
where the supremum is taken over all finite sequences of points
Of course, we are using here the order relation (2.1) generated by the cone Γ. This concept is illustrated in Figure 1 . On the left, the vector field f has a discontinuity along a line γ whose direction is not transversal to the cone Γ. By choosing points 
Then the Cauchy problemẋ 
Proof. The proof will be given in several steps.
the closed convex hull of the set of velocities. For T > 0, consider the set of trajectories
Here C 0 denotes the Banach space of continuous functions u :
, with the supremum norm. For every T > 0, our previous assumptions imply that the Picard operator
Pu(t)
.
We claim that, for T > 0 sufficiently small, the operator P is a strict contraction on F T . This will be proved in the following three steps.
Introduce the scalar function
where the supremum is taken over all sequences 0
One can think of V as the total variation of f along trajectories of the differential inclusioṅ
starting at x 0 and reaching y at time t = τ . Notice that in (2.8) we neglect the first term of the summation. This is because we do not want to take into account the possible discontinuity located exactly at x 0 . We claim that the following properties hold.
(ii) If 0 ≤ τ < τ and
The properties (i)-(ii) are clear. To prove (iii), fix any ε > 0. Fix any pointȳ ∈ F , and consider a sequence (t *
In particular, we have
Therefore, for δ > 0 sufficiently small, the inequalities
(2.14)
We now claim that V (τ, y) ≤ ε whenever (2.13) holds. Indeed, in the opposite case, there would exists a sequence (t k , x k ) with
Combining the two sequences:
reaching a contradiction. Hence (iii) must hold.
3.
We are now ready to prove the contractive property of the Picard operator, provided that T > 0 is chosen sufficiently small. Begin by defining the constant
Next, choose ε > 0 small enough so that
Finally, choose T > 0 small enough so that
Consider any two trajectories u, v ∈ F T . Assume
Observe that (2.15) implies that, for every t
Moreover, (2.17) and (2.11) together imply
We then have the estimate
This proves the contraction property. Hence the Picard operator has a unique fixed point, which provides the unique local solution to the Cauchy problem.
4. Now consider an arbitrarily large time interval [0, T ]. Since we are assuming that the vector field f is globally bounded, from the previous steps one easily obtains the global existence and uniqueness of the solution to the Cauchy problem (2.6), defined for every
n is a maximally extended solution, by Lipschitz continuity there exists the limit u(T ) = lim t→T − u(t). If T < T , by steps 2-3, the Cauchy probleṁ
has a unique forward solution on some interval [T , T ]. This provides a solution of (2.6) defined on a larger interval [0, T ], against the maximality assumption. 
16). Since the function t → V t, u(t) is monotone increasing, for each 0 < τ < T there exist the limits
V ± τ, u(τ ) . = lim t→τ ±
V (t, u(t) .
Choose times 0 = t 0 < t 1 < · · · < t ν = T such that
for every i = 1, . . . , ν. Notice that we can assume ν ≤ ε −1
· V T, u(T ) , hence the integer ν is uniformly bounded, independently of u.
Let t →ũ(t) be a second solution, corresponding to a different initial datax and a different source termg. As shown in fig. 2 , define the times
= inf t > t i ;ũ (t) − u(t i ) t − t i ∈ B(F, ρ) .
We now derive some inductive estimates on the distance ũ(t) − u(t) at times t = t ± i . By assumptions, there exists a constant κ such that
We now have
20) 
By the previous analysis, P is a strict contraction restricted to the set
Namely,
Since Pu = u, for any w the contraction property (2.24) implies the estimate
In turn, this yields 
This completes the proof of Theorem 1.
-Directionally continuous O.D.E's in a functional space
In this section we consider an evolution equation on L
If G ≡ 0, the solution of (3.1) could be computed by solving a separate O.D.E. for each x ∈ Ω. In the applications we have in mind, G is a nonlocal, discontinuous operator on L ∞ , for example
A global existence and uniqueness result will be proved under the following assumptions.
(A1) All functions u → f (x, u) are uniformly bounded and have uniformly bounded variation in the direction of a given cone Γ ⊂ IR n . More precisely 4) where the second supremum is taken over all sequences in IR n such that
(A2) There exist 0 < ρ < ρ such that, calling
where the supremum is taken over all finite sequences in L
∞
(Ω) such that
Theorem 2. Let the assumptions (A1)-(A3) hold. Then for any given T > 0 the Cauchy problem (3.1)-(3.2) has a unique solution, defined on the whole interval [0, T ], depending Lipschitz continuously on the initial data. Indeed, there exists a constant C such that, for any two solutions of (3.1), one has
Proof. We will prove Theorem 2 in several steps.
1. For a given T > 0, consider the set of trajectories
The desired solution will be obtained as a fixed point of the operator u → Qu from F T into itself, defined as follows. Given u ∈ F T , the function Qu :
where
By Theorem 1, for each x ∈ Ω, the solution of the O.D.E. on IR n exists and is unique. Hence the transformation Q is well defined.
In the next two steps we will show that, for T > 0 small enough, the mapping Q is a strict contraction. This claim is proved as in Steps 2-3 of the proof of Theorem 1.
Define the scalar functional
where the supremum is taken over all sequences 0 
Finally, choose T > 0 small enough so that V (τ, w) < ε (3.14)
whenever τ ∈ [0, T ] and w−ū τ ∈ B(F, r) for some r < ρ. Using the estimate (2.7) in Theorem 1, for u,ũ ∈ F T we have
This proves the contraction property. Hence the operator Q has a unique fixed point, which provides the unique local solution to the Cauchy problem. Remark 2. In the previous theorems we assumed that the maps f, G were defined and had bounded directional variation on the entire space. This yielded a global existence result. Of course, one can assume that f, G are defined and have bounded directional variation only on a neighborhood of the initial dataū. In this case, the same arguments would yield the existence and uniqueness of a solution, defined locally in time.
Remark 3. In Theorem 2 we assumed that the maps u → f (x, u) have bounded variation in the direction of the same cone Γ, for all x ∈ Ω. This assumption is too restrictive for some applications, such as to Camassa-Holm equation [3] . More generally, one can allow the cone Γ to vary with x. 2) where the second supremum is taken over all sequences in IR n such that, in the ordering determined by Γ k ,
(A 2) For each k = 1, . . . , p, there exist 0 < ρ k < ρ k such that, calling Then define the cones
Restricted to a small neighborhood of the initial data, say
all the assumptions of Corollary 1 are satisfied. Hence, for every initial dataū ∈ L ∞ , the Cauchy problem for (4.7) has a unique local solution.
