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SU(N) symmetric fermions on a lattice, which can be realized in ultracold-atom-based quantum
simulators, have very promising prospects for realizing exotic states of matter. Here we present
the ground state phase diagram of the repulsive SU(3) Hubbard model on a honeycomb lattice at
1/3 filling obtained from infinite projected entangled pair states tensor network calculations. In the
strongly interacting limit the ground state has plaquette order. Upon decreasing the interaction
strength U/t we find a first order transition at U/t = 7.2(2) into a dimerized, color-ordered state,
which extends down to U/t = 4.5(5) at which the Mott transition occurs and the ground state be-
comes uniform. Our results may serve as a prediction and benchmark for future quantum simulators
of SU(3) fermions.
I. INTRODUCTION
Quantum simulators based on ultracold fermionic al-
kaline earth atoms in an optical lattice offer a very ex-
citing route to realize exotic phases of SU(N) symmetric
fermions which can be described by an SU(N) Hubbard
model [1–8]. By exploiting different nuclear spin states
of the alkaline earth atoms, systems with up to N = 10
different flavors (or colors) of fermions can be obtained.
Thanks to an almost-perfect decoupling of the nuclear
spin from the electronic angular momentum, the inter-
actions are essentially independent of the nuclear spin,
giving rise to a large SU(N) symmetry. Another route to
realization of SU(N) systems (or SO(5) [9]) is provided
by exploiting different hyperfine states of alkali atoms [9–
11].
On the theory side, substantial progress has been made
in recent years in predicting the ground states of these
systems in the Mott insulating state in the strongly in-
teracting limit, where the system is effectively described
by an SU(N) Heisenberg model. On two-dimensional
(2D) lattices, a rich variety of exotic ground states
has been found, including various states with color or-
der [12–14], generalized valence-bond solids [15–23], al-
gebraic N -flavor spin liquids [24–27], and chiral spin liq-
uids [19, 28, 29].
An even richer behavior can be expected in SU(N)
Hubbard models, where enhanced charge fluctuations in
the intermediate interaction range may give rise to new
interesting phases. Accurate calculations would also be
desirable for a more direct comparison and prediction
for future quantum simulators. However, the Hubbard
model is also substantially more challenging than the
Heisenberg model, especially in the strongly correlated
regime in two dimensions. While there has been progress
in recent years based on dynamical mean-field theory[30–
35], variational Monte Carlo [26, 36, 37], Quantum Monte
Carlo for exceptional cases without a sign problem [38–
40], and other approximate approaches [10, 41], obtain-
ing controlled and systematic predictions using unbiased
numerical approaches remains a central challenge in gen-
eral. In contrast, in the one-dimensional case SU(N)
Hubbard models have been accurately studied using ma-
trix product states [42–55].
In this paper we demonstrate that the 2D SU(N) Hub-
bard model has become within reach of state-of-the-art
2D tensor networks, which are a generalization of matrix
product states to higher dimensions. Two-dimensional
tensor networks have already been successfully applied
in the SU(N) Heisenberg case [13, 14, 20–23, 27] and
the SU(2) Hubbard model [56] (and many other strongly
correlated systems; see, e.g., Refs. 57–63 and references
therein). Here we consider the SU(3) Hubbard model
on a honeycomb lattice and determine the nature of the
Mott insulating phases as a function of the interaction
strength, summarized in the phase diagram shown in
Fig. 1. Our main findings include a plaquette ground
state in the strongly interacting limit, consistent with
the result for the Heisenberg case [20, 22], whereas in the
intermediate interaction range another state which has a
dimer order with a coexisting color order gets stabilized
by enhanced charge fluctuations.
II. MODEL
The SU(N) Hubbard model is given by
Hˆ = −t
∑
〈i,j〉,α
cˆ†iαcˆjα +H.c.+ U
∑
i,α<β
nˆiαnˆiβ , (1)
where α, β = 1...N label the N different colors (or fla-
vors) of fermions, i and j denote the lattice sites, and
〈i, j〉 runs over pairs of nearest neighbor sites. The oper-
ator cˆ†iα (cˆiα) creates (annihilates) a fermion of type α at
site i, and nˆiα ≡ cˆ†iαcˆiα is the particle number operator
of type α. Here we consider the model for N = 3 at 1/3
filling (one particle per site) on a honeycomb lattice and
study its phase diagram as a function of U/t.
III. METHOD
An infinite projected entangled pair state (iPEPS) is a
variational tensor network ansatz to efficiently represent
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FIG. 1. Ground state phase diagram of the SU(3) Hubbard
model on the honeycomb lattice at 1/3 filling, including (a)
the plaquette phase, (b) the dimerized, color-ordered phase,
and (c) the uniform (conducting) phase.
2D ground states of local Hamiltonians in the thermody-
namic limit [64–66]. It consists of a unit cell of tensors,
with one tensor per lattice site, which is periodically re-
peated on the lattice. Each tensor has one physical index
of dimension d representing the local Hilbert space of a
lattice site (here d = 8), and Z auxiliary indices with a
bond dimension D where Z is the coordination number
of the lattice (Z = 3 for the honeycomb lattice), and D
controls the accuracy of the ansatz.
For our simulations, we use the fermionic iPEPS ansatz
from Ref. 67 (see also Refs. 68–73) with unit cells up
to 18 sites. The corner transfer matrix method [74–78]
is used to contract the infinite 2D network of tensors,
where we map the honeycomb lattice onto a brick-wall
square lattice [27]. The optimal variational parameters
to approximate the ground state are obtained based on
an imaginary time evolution [67, 79]. The truncation
of a bond index, required at each imaginary time step,
is done using both the so-called simple-update [80] and
the more accurate (but computationally more expensive)
full-update scheme [67, 79]. To increase the efficiency we
use tensors with U(1) × U(1) × U(1) symmetry, which
significantly reduces the number of variational parame-
ters, enabling us to reach large bond dimensions up to
D = 28.
IV. RESULTS
We first focus on the strongly interacting limit (U/t =
100) where we find results which are consistent with
those from the previously studied SU(3) Heisenberg
model, [20, 22] namely, a ground state with plaquette or-
der in a six-site unit cell depicted in Fig. 2(a). The thick-
ness of the bonds is proportional to the square magnitude
of the corresponding local energies (called bond energies
Eb), and the pie charts show the local densities of each
color, which sum to n = 1. In this case, all color densities
are equal (i.e. nα = 1/3) showing the absence of color
order [i.e. SU(3) symmetry is not broken], and strong en-
ergy bonds are found around plaquettes consistent with
SU(3) singlets which are predominantly formed around
the hexagons and thereby break translational symmetry.
As in the Heisenberg case [22, 81] we find a competing
low-energy state in a 18-site unit cell which is dimerized
and has color order, shown in Fig. 2(b). Each dimer (in
orange) has two colors that are dominant at each end,
and at the four sites surrounding a dimer the remaining
third color is dominant.
In Fig. 2(c) we compare the energies of the two states
as a function of 1/D using both simple- and full-update
optimizations. For large bond dimensions we clearly
find that the plaquette state is energetically favorable.
The same conclusion is reached by plotting the en-
ergy as a function of the truncation error w, shown in
Fig. 2(d), which often provides a better parameter for
an extrapolation of the energy to the exact infinite-D
limit [82]. The extrapolated energy of the dimer state,
Es = −0.043936(9), is clearly higher than that of the
plaquette state, Es = −0.044184(9).
In Fig. 2(e) we present results for the local ordered
moment m, given by
mi =
√√√√3
2
3∑
α=1
(
〈ni,α〉 − 1
3
)2
, (2)
averaged over all lattice sites i in the unit cell, which is
finite in the dimer state and vanishing in the plaquette
state. Figure 2(f) shows the difference in energy between
the highest and the lowest bond energy in the unit cell,
∆E = max(Eb)−min(Eb), which is finite for both states.
Since the large-D results between simple and full updates
are found to be similar for both states, we continue using
the former, since it allows us to reach larger D values
with substantially smaller computational effort.
We next move away from the Heisenberg limit by re-
ducing U/t which enhances charge fluctuations. Inter-
estingly, we observe that the energy difference between
the two competing states gets smaller with decreasing
U/t [see Figs. 3(a)-3(d), and around a critical value of
Uc/t = 7.2(2) [83] the energies of the two states inter-
sect [Fig. 3(e)] so that the dimer state actually becomes
the ground state for U < Uc [84]. Consequently, at the
critical point, both m and ∆E exhibit a discontinuity
[Fig. 3(f)], characteristic for the first-order nature of the
transition.
Thus, enhanced charge fluctuations present at a lower
U/t are found to favor the dimerized state over the pla-
quette state. Intuitively this is because in the latter the
kinetic energy is mostly concentrated locally around the
plaquettes, whereas in the dimer state charges are delo-
calized more uniformly in the system [which can be seen
from the smaller value of ∆E in the dimerized state than
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FIG. 2. Graphical representations of the local expectation
values for (a) the plaquette state and (b) the dimerized, color-
ordered state, both at U/t = 100, obtained from iPEPS sim-
ulations with a bond dimension of D = 25. Pie charts in-
dicate the local color densities. Thick (thin) bonds indicate
low (high) bond energies; the strong bonds of the plaquettes
and dimers are highlighted in orange for clarity. The shaded
hexagon in (a) encompasses the 6-site unit cell used to repre-
sent the plaquette state, whereas an 18-site unit cell is used
in (b) to describe the dimerized state. (c, d) Average en-
ergies per site as functions of the inverse bond dimension (c)
and the truncation error w (d) for the two competing states at
U/t = 100. Filled and open symbols correspond to full-update
and simple-update simulation results, respectively. (e) Local
ordered moment m and (f) maximal difference in bond ener-
gies as a function of the inverse D. Dashed lines are guides
for the eye.
in the plaquette state; see Fig. 2(f)], which is favored
as we decrease the interaction (with the fermions being
completely delocalized in the non-interacting limit).
To get more insights into the energetics of the two
states we present a comparison of the different energy
contributions in Fig. 4 for U/t = 100, U/t = 9, and
U/t = 6. The kinetic term is split into two parts. The
first part is the one relevant for the superexchange pro-
cesses in the Heisenberg (large-U/t) limit, i.e., matrix el-
ements between two singly occupied sites |1α, 1β〉 and an
empty and doubly occupied site |0, 1α1β〉 (or |1α1β , 0〉),
where α 6= β denote the colors of the two fermions. The
w
0 0.1 0.2 0.3
E
s
-0.8
-0.79
-0.78
-0.77
U/t = 5
Dimerized
Plaquette
w
0 0.1 0.2
E
s
-0.54
-0.535
-0.53
-0.525
-0.52
U/t = 8
Dimerized
Plaquette
w
0 0.1 0.2
E
s
-0.48
-0.475
-0.47
-0.465
U/t = 9
Dimerized
Plaquette
U/t
6 8 10
E s
-0.9
-0.8
-0.7
-0.6
-0.5
-0.4
Dimerized
Plaquette
6 7 8
E sD
 - 
E
sP
× 10-3
-5
0
5
U/t
6 8 10
M
ag
ni
tu
de
0
0.2
0.4
0.6
 E/|Es|
m2
PlaquetteDimerized
w
0 0.1 0.2
E
s
-0.605
-0.6
-0.595
-0.59
-0.585
U/t = 7
Dimerized
Plaquette
(a) (b)
(c) (d)
(e) (f)
FIG. 3. Energy per site as a function of the truncation error
of the two competing states for different values of U/t (simple
update). (a) For U/t = 5 the dimerized state is clearly lower
in energy, whereas (c) for U/t = 8 and (d) for U/t = 9 the
plaquette state is lower. (b) For U/t = 7 the extrapolated
energies are very close. As a comparison we also show full-
update results (filled symbols) yielding similar energies. (e)
Extrapolated energy per site of the two states as a function
of U/t. Inset: difference in energy per site of the two states.
By linear interpolation, taking into account the extrapolation
errors, we find a critical value Uc/t = 7.2(2). (f) Order param-
eters of the ground state as a function of U/t (for D = 27)
exhibiting a jump at the critical point. The shaded region
marks the uncertainty of the location of the critical point.
second term Ekin2 includes all remaining kinetic contri-
butions. In the Heisenberg limit the latter can be ne-
glected (see top panel in Fig. 4), and the plaquette state
wins over the dimerized state thanks to a slightly lower
exchange energy. When U/t is lowered the energy cost
to form doubly occupied sites decreases, and enhanced
charge fluctuations lead to a gain in kinetic energy, in-
cluding also contributions which are not included in the
exchange term. These contributions are clearly stronger
in the dimer state, at the expense of a larger positive
contribution from the on-site repulsion (see middle panel
in Fig. ??). Eventually, for even smaller U/t these ki-
netic contributions become dominant compared to the
on-site repulsion, and the dimerized state wins over the
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FIG. 4. Comparison of the energy contributions per bond
of the two competing states for different values of U/t (D =
26, simple update). The total kinetic energy is split into a
term relevant for the Heisenberg super-exchange and a second
term containing the remaining contributions (see text). All
energies have been shifted by the values shown at the top of
each pair of bars.
plaquette state (bottom panel in Fig. ??).
When U/t is lowered even further one can expect that
the system will eventually undergo a transition from the
Mott insulating dimer state into a conducting (or super-
conducting) state at weak U/t. In the non-interacting
case, U/t = 0, the model reduces to a tight-binding
model of three independent species of fermions. In con-
trast to the half-filled case where the Fermi level crosses
the Dirac nodes (as, e.g., in graphene), the Fermi surface
at 1/3 filling is one-dimensional manifold in momentum
space, which is known to lead to a multiplicative loga-
rithmic correction to the area law of the entanglement
entropy [85, 86]. Thus, in the low-U/t limit the states
are strongly entangled and therefore very challenging to
accurately represent by a tensor network ansatz. This
is also reflected in the increasing truncation error with
decreasing U/t (for a fixed value of D; see Fig. 3).
To obtain an estimate of the Mott transition we study
the stability of the dimer phase upon lowering U/t. The
energy difference between the highest and the lowest
bond energies shown in Fig. 5(a) gets strongly suppressed
with increasing D for U/t ≤ 5. Taking a linear extrap-
olation in 1/D as a rough estimate for the value in the
infinite-D limit, we find that ∆E — where ∆E > 0 indi-
cates breaking of translational symmetry — vanishes for
U/t = 4. Also the square of the local ordered moment —
where m2 > 0 indicates breaking of SU(3) color symme-
try — shown in Fig. 5(b) extrapolates to a vanishingly
small value in the infinite-D limit for U/t = 4. From
these results we conclude that the dimer state gets un-
stable between U/t = 4 and U/t = 5, i.e. that the ground
state becomes uniform for U/t < Uc/t = 4.5(5). Further-
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FIG. 5. (a) Relative energy difference between the maximum
and the minimum bond energies and (b) the square of the
local ordered moment as a function of the inverse D of the
dimerized state. For U/t = 4 the strong suppression of the
dimer and color order suggest that the dimerized state be-
comes unstable (i.e., that the true ground state is uniform).
(c) Particle density as a function of the chemical potential of a
uniform state obtained with a two-site iPEPS ansatz (D = 28;
simple update). The charge gap clearly vanishes for U/t ≤ 4.
more, we also find that the charge gap of the uniform
state, obtained using a two-site unit cell iPEPS ansatz,
clearly vanishes for U/t = 4 [see Fig. 5(c)]. For U/t = 4.5
and D = 28 the charge gap is still visible by the plateau
in n(µ), but its size gets suppressed with increasing D.
This suggests that the Mott transition also takes place
at Uc (i.e., there is no clear indication of an additional
intermediate quantum spin liquid insulating phase). [87].
V. CONCLUSIONS
Using iPEPS simulations pushed to large bond dimen-
sions, up to D = 28, we have investigated the ground-
state phase diagram of the SU(3) Hubbard model on a
honeycomb lattice at 1/3 filling, focusing on the Mott
insulating phases. In the large-U/t (Heisenberg) limit
we found a plaquette ground state which breaks lattice
symmetry but preserves SU(N) symmetry. For an inter-
mediate interaction strength, 4.5(5) ≤ U/t ≤ 7.2(2), the
ground state is a dimerized, color-ordered state which
breaks both SU(N) and lattice symmetry. The order pa-
rameters of the dimerized state vanish for U ≤ 4.5(5),
indicating that the ground state becomes uniform, com-
patible with a conducting (or superconducting) state in
the weakly interacting limit.
5This work demonstrates that the 2D SU(N) Hub-
bard model in the strongly correlated regime has become
within reach of state-of-the-art tensor network methods,
offering a systematic and controlled way to predict the
phases of these challenging models. By making use of
global symmetries it is also possible to study systems
with a larger N , despite the large local dimension of
d = 2N .
Our results may serve as a prediction for future quan-
tum simulators based on SU(3) ultra-cold atoms in an
optical honeycomb lattice. Since the plaquette phase
breaks a discrete lattice symmetry we can expect that
it extends also to finite temperatures, so that the phase
can be realized in experiments at sufficiently low temper-
atures, offering also an interesting possibility to study a
finite-temperature phase transition in a 2D quantum sim-
ulator. While the finite color order of the dimer phase
can only exist at zero temperature in two dimensions,
the dimerization may in principle set in already at finite
temperature (without coexisting color order), or occur
simultaneously with the color order at zero temperature.
Recently developed tensor network approaches for finite-
temperature simulations [88–93] may provide further in-
sights into the critical temperatures in the future.
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