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Malware is dramatically increasing its viability while hiding its malicious intent and/or 
behavior by employing ciphers. So far, many efforts have been made to detect malware 
and prevent it from damaging users by monitoring network packets. However, 
conventional detection schemes analyzing network packets directly are hardly applicable 
to detect the advanced malware that encrypts the communication. Cryptoanalysis of each 
packet flowing over a network might be one feasible solution for the problem. However, 
the approach is computationally expensive and lacks accuracy, which is consequently not 
a practical solution. To tackle these problems, in this paper, we propose novel schemes that 
can accurately detect malware packets encrypted by RC4 without decryption in a timely 
manner. First, we discovered that a fixed encryption key generates unique statistical 
patterns on RC4 ciphertexts. Then, we detect malware packets of RC4 ciphertexts 
efficiently and accurately by utilizing the discovered statistical patterns of RC4 ciphertext 
given encryption key. Our proposed schemes directly analyze network packets without 
decrypting ciphertexts. Moreover, our analysis can be effectively executed with only a very 
small subset of the network packet. To the best of our knowledge, the unique signature has 
never been discussed in any previous research. Our intensive experimental results with 
both simulation data and actual malware show that our proposed schemes are extremely 
fast (23.06±1.52 milliseconds) and highly accurate (100%) on detecting a DarkComet 
malware with only a network packet of 36 bytes. 
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Chapter I
Introduction
Malware stands for malicious software or a program that is designed to damage or cause
unexpected actions on computer systems or networks [1, 2]. Since the first report of mal-
ware, both malware and its detection schemes have continuously evolved while mutually
affecting each other [3]; once a new malware is found, the malware is analyzed and a new
detection scheme is developed to protect systems or networks from the malware. Then,
another new malware that can circumvent the detection scheme is revealed, and so on.
This is an ongoing conflict between the malware and the detection schemes. Recently,
malware seems to enjoy a dominant position by leveraging encryption schemes [4–6].
The use of encryption brought a significant advantage to malware in terms of muddling
detection schemes; malware utilizes ciphers to disguise as legal traffics and/or conceal
themselves by encrypting either the whole program or just the malicious code. Hence,
the problem of how to detect malware exploiting encryption algorithms becomes an ur-
gent issue to retain the security, reliability, and dependability of networks.
Rivest Cipher 4 (RC4) is one of the most popular ciphers exploited by malware to dis-
guise itself as it is highly efficient and simple to implement. Below are two representative
cases of malware that uses RC4. It is noteworthy that in both cases, if identifying or
distinguishing ciphertexts without decryption is possible, we can develop an efficient and
safe detection scheme.
Disguising Communication. DarkComet [7] and NjRat in remote access trojan
(RAT), ZEUS [8] and citadel [9, 10] in botnet, and Cryptowall [11] in ransomware
are known to utilize RC4. Some of these also adopt secure network communication
protocols, e.g., secure socket layer/transport layer security (SSL/TLS) which is used by
most modern Internet applications to protect their communications [12–14]. As TLS is
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becoming more popular and simplistic, hackers have been increasingly exploiting this se-
curity technology to conceal malicious actions and avoid detection. The recent advances
in TLS also help malware easily establish a secure communication [15, 16]. According
to the report issued by Cisco, about 12% of malware generated malicious traffic through
the TLS in 2015, and this number is still growing [13].
Disguising Existence. Code packing is another technique that RC4 mainly utilizes
to compress/encrypt program codes or executable files to hide malicious code and/or
actions [17–19]. Malware widely utilizes the technique (over 80%), especially encrypting
a part of executables, to bypass detection schemes [20, 21]. To check malicious indents
of packed executables, they must be unpacked by using a built-in algorithm inside a
memory. This process could infect the host directly as the execution of executables is
a part of unpacking processes. Some advanced schemes such as Sandbox [22], which
unpacks embedded executables inside an isolated environment to avoid infection, have
been proposed. However, they still have limitations of that the solutions require high
computational costs and resources to establish Sandbox’s isolated virtual environment.
Cryptoanalysis of each packet flowing over a network might be one feasible solution for
the problem. However, even with state-of-the-art approaches, its inaccuracy and time
inefficiency make it impractical. The discrimination of ciphertexts, among normal (non-
malware) network packets without decryption, is an alternative approach to deal with
the problem. Likewise, identifying the ciphertexts that malware generates while moni-
toring network flows is an immense challenge due to the difficulty of extracting semantic
information from ciphertexts. So far, only a handful of reports discuss this issue in their
literatures [23, 24].
Many considerable weaknesses of RC4 have been reported. A flaw (e.g., biased bytes)
in the RC4 key-scheduling algorithm was used to recover keys or plaintexts from cipher-
texts [25, 26]. However, the recovery requires a complex process of about 213 algorithm
operations for 256-bit key [25]. Recently, a new statistical weakness of RC4, biases in
RC4 keystreams, has been introduced [27–29]. This weakness could recover RC4 cipher-
texts with a success rate of over 50% per byte when 226 TLS sessions are used.
We discovered that RC4 generates statistical patterns on its ciphertexts when being en-
crypted using a fixed key. To the best of our knowledge, the unique signature has never
been discussed before. Moreover, it is highly significant in terms of enabling a detection
















Figure 1: Conceptual overview.
(1) achieving a real-time monitoring by eliminating advanced inspection schemes toward
encrypted packets and (2) preventing the detection scheme from being infected during
inspection processes.
We propose fast and accurate machine learning-based schemes to detect RC4 ciphertexts
when the encryption key is known, by incorporating the statistical patterns of RC4 ci-
phertexts. Figure 1 depicts a conceptual overview of our detection scheme. Suppose
there exists a monitoring station on a network. The monitoring station inspects all the
incoming and outgoing packets using the proposed schemes and detects malware packets
that are encrypted by RC4 and known fixed keys. Note that it is a practical assumption
to consider a known fixed key, since it is common that malware uses an embedded key
due to the difficulty of key exchange. For instance, DarkComet, Cryptowall, ZEUS,
and Lazarus malware family are reported to use embedded keys, which can easily be
obtained from their source code or using reverse engineering [7, 8, 11, 30].
Our experimental analyses with DarkComet packets demonstrate that the proposed
scheme enables fast and accurate identification of RC4 ciphertexts. Although the pro-
posed schemes can only detect RC4 ciphertext, it will greatly improve the performance
of detection schemes compared to others which rely on a set of trivial information such
as port numbers, HTTP headers, packets from/to domain name server (DNS), and so
on [4, 13]. Therefore, it will contribute to improve the security, reliability, and depend-
ability of networks.
The rest of this paper is organized as follows: Chapter 2 introduces the discovery of
the unique signature of RC4 ciphertexts, Chapter 3 proposes RC4 ciphertexts detection
schemes using the signature, Chapter 4 evaluates the schemes with real DarkComet
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packets, Chapter 5 discusses why the statistical patterns are generated in RC4 cipher-






















































Ciphertexts have been typically considered to generate no distinguishable patterns, since
ciphers are developed to provide indistinguishability and semantic security to their ci-
phertexts. Contrary to these known characteristics, in our research, we found that a fixed
encryption key generates unique statistical patterns on RC4 ciphertexts.
Figure 2: The distributions of the first four bytes in RC4 ciphertexts with LKEY.
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Figure 3: The distributions of the 5–16th bytes in RC4 ciphertexts with LKEY.

































Figure 4: The distributions of the first four bytes in RC4 ciphertexts with DKEY.




























Figure 5: The distributions of the first four bytes in RC4 ciphertexts with random
keys.
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Figure 6: The distributions of the first four bytes in AES ciphertexts with LKEY.
In order to examine the unique statistical patterns on RC4 ciphertexts, we created four
ciphertext datasets by the following procedures:
• Procedure 1: Generates L bytes of random plaintext, where each byte value is
randomly between 32–126 in American Standard Code for Information Interchange
(ASCII). The byte value contains decimals (0 to 9), alphabets (a to z and A to
Z), and special symbols on the keyboards. Then, repeat to generate N numbers
of plaintexts per each dataset.
• Procedure 2: Repeat Procedure 1 to generate four datasets and encrypt them by:
(1) RC4 cipher with LKEY, (2) RC4 cipher with DKEY, (3) RC4 cipher with a
random key on each plaintext, and (4) AES Cipher Block Chaining (CBC) mode
with LKEY for the four datasets (refer to DATA1–DATA4) respectively,
• Procedure 3: Convert each byte of the ciphertexts into a decimal number.
where LKEY (“abcdefghijklmnopqrstuvwxyz012345\0\0\0\0\0”) was extracted from
Lazarus’s collection of malware [30], while DKEY (“#KCMDDC51#-8900123456789”)
was obtained from DarkComet version 5.3.1 [7]. Note that the ASCII subset (32–126)
can express most of the Internet packets, since the packets seldom contain special char-
acters out of the ASCII subset.
The unique signature of RC4 ciphertexts is elucidated in Figure 2. The values on each
byte of the RC4 ciphertexts, generated by the same encryption key, are shown only
in a certain range of values. For instance, the first byte values of DATA1 (i.e., RC4
ciphertexts with LKEY) are observed only between 125–225 as shown in Figure 2. The
similar patterns of the distribution are also shown in the other bytes. Figure 3 shows
the distributions of the byte values in the 5–16th byte of the RC4 ciphertexts.
8
We compared the distributions of the byte values in DATA1 with those of DATA2 (i.e.,
RC4 ciphertext with DKEY). As shown in Figure 4, DATA2 presented different dis-
tribution from those of DATA1. However, the byte values in DATA2 still tends to be
biased into certain ranges.
Furthermore, we examined the distribution of the byte values in DATA3 (RC4 cipher-
texts with random keys on each plaintext) and DATA4 (AES with LKEY). For DATA3,
each plaintext was encrypted by RC4 but with a randomly generated key. In contrast
to RC4 ciphertexts with a fixed key, the distributions of the byte values of DATA3 and
DATA4 revealed well-distributed across the range of 0 and 255, as illustrated in Figure 5
and Figure 6 respectively.
The observations indicate that RC4 ciphertexts produce unique statistical patterns with
a given key. In other words, distinguishable statistical distributions of byte values in




In this paper, we propose machine learning-based schemes that can detect RC4 cipher-
texts, when the encryption key is known. We consider the following two settings:
• When an entire RC4 ciphertext is available
• When only a subset of RC4 ciphertext is available.
3.1 Notation
We investigated a sequence of network packets in the captured traffic generated during
a communication session. A network packet is denoted by x = {xi|0 ≤ xi ≤ 255, 1 ≤ i ≤
L}. We consider a network packet of length L bytes, where each byte, xi, is represented
by an integer between 0 and 255. An encryption algorithm is denoted by Ek, where E
and the subscript k indicate the cipher and an encryption key respectively. For instance,
RC4LKEY and AESLKEY indicate RC4 and AES encryptions with LKEY respectively.
Let P (xi) be a probability that a byte value xi is observed in the i-th position (1 ≤ i ≤ L)
of the network packet x. A conditional probability that a network packet, x, is a
ciphertext encrypted by Ek is denoted by P (x|Ek). For instance, P (x2|RC4LKEY)
represents a chance that the byte value x2 would be observed in the second byte of
the ciphertext encrypted by RC4LKEY . Assuming that the bytes of the ciphertext are




3.2 Detection of RC4 Ciphertexts with a Known Key
First, we consider a classification problem that detects a ciphertext encrypted by RC4k,
assuming that an entire network packet is available for the analysis when monitoring
the network. To tackle the problem, we developed a machine learning-based approach.
Let P (RC4k|x) be a posterior probability that represents a network packet encrypted






where θ is a threshold, and ¬RC4k shows that the network packet is not encrypted by
RC4k. If the posterior probability is greater than the threshold (i.e., P (RC4k|x) > θ),
the network packet is classified as a ciphertext encrypted by RC4k, which indicates a
malware packet.





Since P (RC4k) and P (x) are constants in the discriminant function in (3.1), the pos-
terior probability is propositional to:
P (RC4k|x) ∝ P (x|RC4k). (3.3)





where P (xi|RC4k) is a probability that a byte value xi is observed in the i-th position
(1 ≤ i ≤ L) of the ciphertext encrypted by RC4k. Then, we take the log-likelihood





Therefore, the final discriminant function, D(x, k), is constructed for the RC4 ciphertext
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Algorithm 1: Detection of RC4 ciphertexts with an encryption key k
1. Training model:
Generate N random ASCII texts and encrypt them by RC4k,
X = {{x11, . . . , x1L}, . . . , {xN1, . . . , xNL}}.
Compute a posterior probability on each byte:





input : x = {x1, x2, . . . , xL}
output: RC4k or ¬RC4k
begin
for i = 1 to L do
p = p+ lnP (xi|RC4k)
end















When the available training data is insufficient, estimating accurate parameters in
Bayesian approaches is challenging. However, the conditional probability on each byte
P (xi|RC4k) can be efficiently approximated by synthetic ciphertexts in this study. A
large number of synthetic ciphertexts can be generated with random ASCII texts en-
crypted by RC4k. Then, the conditional probability can be empirically estimated by
the occurrence of the synthetic ciphertexts on each byte:
P (xi|RC4k) =
ci(xi) + α∑255
m=0 ci(m) + α
, (3.7)
where ci(xi) is the number of the occurrences of the byte value xi (0 ≤ xi ≤ 255) in
the i-th position of the ciphertexts, and α is a pseudo-count to prevent a zero probabil-
ity. The denominator normalizes the occurrences of the byte values. The details of the
scheme are described in Algorithm 1.
We carried out two simulation experiments that detect RC4 ciphertexts with a fixed key




















Figure 7: Comparison of the distributions of the discriminant scores. 
(a) D(XRC4, LKEY) vs. D(XAES , LKEY) and (b) D(XRC4, LKEY) vs. D(XRC4, 
DKEY)
key in order to assess the performance.
In the first experiment, we generated 30,000 random text messages where each one in-
cludes ASCII data of 256 bytes (L = 256). Additionally, the messages were evenly
divided into three sets (10,000 each). The first two sets were encrypted by RC4 with
LKEY, and the last set was encrypted by AES with LKEY which is the same key with
RC4’s. We used the first set (denoted by TRC4) as the training data for building the de-
tection model and used both the second and third sets for testing (denoted by XRC4 and
XAES respectively). The model parameters P (xi|RC4k) were estimated by Eq. (3.7)
with the training data TRC4. We set the pseudo-count to one (α = 1). Then, we evalu-
ated the performance of the proposed scheme with the two datasets, XRC4 and XAES .
The scores of the discriminant functions, D(XRC4,LKEY) and D(XAES ,LKEY), with
the test data are illustrated in Figure 3.7(a), whereD(XRC4,LKEY) andD(XAES ,LKEY)
are colored red and blue respectively. Interestingly, the figure shows that the distribu-
tions of the discriminant scores are perfectly discriminative, which consequently could
detect the RC4 ciphertexts with 100% accuracy against the AES ciphertexts when θ =
-1,200.
In the second experiment, we considered a similar experimental setting as the first ex-
periment but encrypted the third data set by RC4 with DKEY. Thus, we evaluated
whether or not the proposed scheme can detect a RC4 ciphertext of the known key
from the ciphertexts encrypted by the same encryption algorithm but with the differ-
ent encryption key. The distribution of the discriminant scores, D(XRC4,LKEY) and
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Algorithm 2: Detection of a partial RC4 ciphertext
1. Training model:
Use the training model in Algorithm 1
2. Detection:
input : s = {s1, s2, . . . , sM}
output: RC4k or ¬RC4k
begin
for i = 1 to (L−M + 1) do
pi=0
for j = 1 to M do
pi = pi + lnP (xi+j−1 = sj |RC4k)
end
p=argmax pi






D(XRC4,DKEY), are shown in Figure 3.7(b). Similarly, the proposed scheme perfectly
detected the RC4 ciphertexts with LKEY from the RC4 ciphertexts with DKEY, where
the cutoff threshold was also set to -1,200. We have repeated the experiments multiple
times with various settings of different keys, and they have consistently shown 100%
accuracy in detecting RC4 ciphertexts of a known key.
3.3 Detection of RC4 Ciphertexts When a Network Packet
is Partially Available
We also examined RC4 ciphertext detection when the network packet was somehow par-
tially available during network monitoring. We demonstrated that our proposed scheme
can detect RC4 ciphertexts accurately when the positions of the ciphertexts and their
encryption keys are known in the previous section. However, it is often difficult to know
the exact position of a ciphertext in the network, and some network protocols (e.g.,
UDP) may have data loss. Since the observed patterns of RC4 ciphertexts are shown
as a sequence, our proposed scheme may not function if we have only partial packets of
RC4 ciphertexts or if some packets are missing.
Therefore, we extended the proposed scheme to detect a RC4 ciphertext even if a net-
work packet is partially available or some bytes are missing. Suppose that we analyze
a subset of a network packet, s = {sj |1 ≤ j ≤ M} and s ⊂ x, where the size of the
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partial packet is much shorter than that of regular RC4 ciphertexts, i.e., M  L. Specif-
ically, we aim to determine whether or not s is a part of ciphertexts encrypted by RC4k.
Since a given partial packet is a subset of the original RC4 ciphertext that the malware
generated, we infer the most probable position of the original RC4 ciphertext, in which
the partial packet was located. We define a likelihood function, P (i|s,RC4k), which
shows how likely the partial packet s is a subset of the RC4 ciphertext starting at i




lnP (xi+j−1 = sj |RC4k), (3.8)
where P (xi+j−1 = sj |RC4k) represents the probability that the byte value sj is ob-
served in the (i + j − 1)-th of the RC4 ciphertext x. Thus, P (xi+j−1 = sj |RC4k) can
be estimated by Eq. (3.7).
Then, the maximum likelihood function shows the most probable position where the
statistical patterns of the partial packet are matched. The most probable position of




where 1 ≤ i ≤ L − M + 1. An example of the log-likelihood of a partial packet is
illustrated in Figure 8. The partial packet of 18 bytes was extracted from a RC4 ci-
phertext of 256 bytes encrypted with LKEY, where the partial packet data was located
in between 219 to 236 of the original RC4 ciphertext. Then, the likelihood scores in
Eq. (3.8) were computed to find the position of the partial packet in the original RC4
ciphertext (shown in Figure 8). In the figure, the distribution of the log-likelihood shows
the highest score (around -82) at 219, which means that the partial packet is the subset
of the RC4 ciphertext starting at the position.
In order to determine whether or not the partial packet s is a subset of a RC4 ci-
phertext, the discriminant function, L(s, k), is defined by a log-posterior probability,
15
lnP (RC4k|s), which can be estimated by the log-likelihood:





lnP (xi∗+j−1 = sj |RC4k). (3.10)










The details of the scheme are described in Algorithm 2.
We empirically estimated the optimal threshold (ζ∗) and the minimum size (M) of the
partial packet for RC4 ciphertext detection. We compared the distributions of log-
likelihood scores of the two groups with synthetic data. The first group (denoted by
GC) includes only the log-likelihood scores computed in the correct position, and the
second (denoted by GI) contains the scores in the other positions. A cut-off value
that discriminates the two distributions is considered the optimal threshold. In this
study, the optimal threshold is simply determined by the middle point of the range,
[max(GI),min(GC)]. Specifically, we generated 10,000 RC4 ciphertexts with LKEY and
selected a partial packet of length M in a random position on each ciphertext. We
considered various lengths of the partial packets: M ∈ {16, 18, 20, 26, 32, 34, 36, 40}. In
Figure 9, the distributions of the log-likelihood scores in the two groups are depicted
with partial packets of different lengths, where the distribution of GC is shown in a solid
line (blue), while that of GI is in a dash-dot line (red). The empirically optimal thresh-
olds on the various lengths of partial packets are listed in Table 4. When the length
of partial packets (M) is 16 bytes, the two distributions are overlapped between -72.61
and -71.48, which causes misclassification (Figure 3.9(a) and Table 4). However, the
experiments show that the overlap decreases as the length of partial packets increase,
because longer partial packets provide more information about the statistical patterns of
RC4 ciphertexts. Interestingly, when examining partial packets of longer than 20 bytes,
the distributions of the two groups are distinctly separated, which means partial packets











































Figure 9: The distributions of log-likelihood in GC and GI with various lengths: (a)
N=16, (b) N=20, (c) N=32, and (d) N=36.
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Table 1: The distributions of log-likelihood in GC and GI with various lengths.


































Detection of RC4 ciphertexts
from Malware
We evaluated our schemes with real malware as well as synthetic ciphertext data. For the
assessment, we used DarkComet Remote Administration Tool (RAT) version 5.3.1 [7].
DarkComet has many functions, such as keylogger, webcam capture, and remote chat.
Moreover, DarkComet securely transfers data using TCP communication with RC4 ci-
pher to avoid being detected. There have been a number of reports that DarkComet
uses a fixed encryption key (i.e., LKEY [31, 32]), which is embedded in the software for
the secure communications.
We analyzed network packets that DarkComet transfers to a victim computer via Re-
mote Chat of DarkComet. We captured the TCP network packets using Wireshark [33].
The packets are illustrated in Figure 10. The data in red shows a header, while payloads
are in blue. We considered only the payloads for testing. We generated 100 test sets by
executing DarkComet 100 times. On each execution, we attempted to detect RC4 ci-
phertexts examining partial packets of various sizes (N ∈ {16, 18, 20, 26, 32, 34, 36, 40}).
The experimental results are shown in Table 5, where it shows (1) lowest, highest, and
average of the distribution of the log-likelihood scores of the packets; and (2) the detec-
tion accuracy by our scheme. The results show that RC4 ciphertexts can be detected
with 100% accuracy by monitoring partial packets of longer than 36 bytes (see Table 5).
In this experiment, we considered the optimal thresholds obtained in Table 4.
We also examined the computational cost of the proposed scheme in the DarkComet ex-
periments. Table 6 shows the execution times of the proposed scheme that detect RC4
ciphertexts that DarkComet generates. The proposed scheme detected RC4 ciphertexts
18
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Figure 10: The network packets that DarkComet generates.
Table 2: Accuracy with DarkComet packets.
Length Min Max Avg # of samples Detected Undected Accuracy
16 -82.19 -72.15 -73.46 100 74 26 74 %
18 -101.67 -81.08 -83.88 100 86 14 86 %
20 -100.50 -90.38 -92.15 100 90 10 90 %
26 -137.33 -117.40 -121.91 100 96 4 96 %
32 -165.28 -145.37 -148.85 100 98 2 98 %
34 -173.81 -153.72 -158.28 100 99 1 99 %
36 -182.97 -163.35 -167.89 100 100 0 100 %
40 -202.24 -181.17 -186.28 100 100 0 100 %
in 23.06±1.52 millisecond with 100% accuracy, when analyzing partial packets of 36
bytes.
DarkComet required at least 36 bytes for the 100% detection accuracy, which is longer
than the experimental results in the simulation study (100% accuracy with 20 byte pack-
ets in Figure 9). This discrepancy between them may be caused by special characters
in the plaintext, which are out of the ASCII subset. We evaluated our scheme only
with DarkComet due to the lack of available malware and difficulty to establish test
environments.
The experiments were implemented on an Intel core (TM) i5 processor running at 1.6
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Table 3: Execution times.
# of Lengths (bytes) Execution Time (msec)
16 15.62 ± 0.48
18 15.62 ± 0.48
20 15.86 ± 1.40
26 18.06 ± 1.31
32 21.77 ± 1.64
34 22.27 ± 1.26
36 23.06 ± 1.52
40 25.99 ± 2.01
GHz speed, 4.00 GB of RAM, and an SSD Serial ATA 3.0 Gbit/s drive with an 8 MB




We discuss why RC4 ciphertexts produce statistical patterns. To describe the signature,
we denote the encryption algorithm of RC4 cipher as c = RC4k{m}, where m is a
plaintext, k is a key, and c is a ciphertext as an output of the encryption. Given the
two inputs k and m, a RC4 cipher creates a key stream ks. Then, a RC4 ciphertext (c)
is generated by computing ks⊕m, where ⊕ is exclusive OR (XOR). Intuitively, the key
scheduling algorithm of RC4 always generates the same key stream ks if the key k is the
same. Thus, the range of c is determined by the range of m. For instance, if we create
three RC4 ciphertexts using three characters (‘a’, ‘b’, and ‘c’) and a fixed key k, the
RC4 cipher would produce only three characters (c1, c2, and c3) for ciphertexts. In other
words, ‘a’ is only mapped to c1, and c1 is only mapped to ‘a’ with a fixed key. Similarly,
95 characters (32–126 in ASCII) that we used in the experiments were mapped to only




A number of weaknesses in RC4 have been discussed. Traces that represent correlation
between an input key and keystream were found in the keystream when a small set of
encryption keys (weak keys) were used [34]. Therefore, an attacker can easily recover
the key by following the traces from the internal state of the Key Scheduling Algorithm
(KSA) or the output stream [34]. It was reported that different keys often generate
similar output keystreams (called key collisions) [35]. A new approach was developed to
creates colliding key pairs [36]. The reversibility of the Pseudo Random Generation Al-
gorithm (PRGA) is exploited to recover an internal state from any given state [37]. The
internal state can also be exploited to recover secret keys. However, these weaknesses
cannot be utilized for the packet monitoring, since the approach is applicable only if the
internal state of KSA is accessible.
Biased bytes are one significant weakness of RC4, which interrelate to secret keys and/or
internal states. Examples of the biased bytes are: (1) the first byte of an output of KSA
is correlated to the first three bytes of an input key [38], (2) the second byte of the RC4
ciphertext is biased toward zero with probability of 1/128 (generally 1/256) [39], and (3)
the first two bytes of the RC4 ciphertext are also biased in a different circumstance [40].
Later, short-term biases and long-term biases are defined where the former biases do not
appear on the further rounds of KSA [41–43], while the latter biases are remained in the
key stream even after removing the initial bytes [44–46]. Recently, a bias on the 128th
byte of the permutation after KSA was discussed, and the bias are also found in RC4A
and Variably Modified Permutation Composition (VMPC), which are the variants of
RC4 [29]. A research showed that the biases are interrelated with the length of the




These biases can be utilized: (1) to recover an encryption key [49], (2) to distinguish
the keystream of RC4 from a random stream [43], and (3) to recover keys and/or plain-
texts [25, 26]. However, the recovery requires a complex process of about 213 algorithm
operations for 256-bit key [25]. AlFardan et al. introduced ciphertext-only plaintext re-
covery attacks against RC4-based TLS [27]. Their attack is based on short term biases
on a single byte in RC4 keystreams.
General attacks have been also performed to cryptanalyzeRC4. Xue et al. proposed
a GB-RC4 algorithm for brute force attacks on RC4 [50]. Their attack was performed
using GPU to improve the performance. Nevertheless, it took 12.8 hours to search the
whole key space of 40-bit input. Aviram et al. used a server supporting SSLv2 as a
random Oracle and proposed a cross-protocol attack on TLS [51].
While there exist diverse research results in RC4 cryptanalysis, only a few researches
have approached in detection of malware leveraging ciphers. Wressnegger et al. pro-
posed a probable-plaintext attacks to deobfuscate enbedded malware in documents [52].
Specifically, their scheme could efficiently decrypt a ciphertext encrypted by Vigenere
cipher, XOR, ADD, and ROL instructions. If the length of used key is less then 13
bytes, their scheme can decrypt it within a second. Anderson et al. proposed a new
scheme that can identify encrypted malware traffic based on contextual flow data [4].
Specifically, they used featured data, such as TLS handshake metadata, domain name
server (DNS) contextual flows, and HTTP headers for a supervised learning. They also
extracted features of TLS by analyzing 18 malicious families and 5,623 samples. The
extracted features include flow metadata, sequence of packet lengths and times, byte
distribution, and unencrypted header information [53]. These features can be effectively
used as machine learning classifiers. However, these approaches rely on a set of trivial
information, and thus some limitations exist: (1) a sufficient amount of data must be
collected, (2) detection is not highly accurate, and (3) malware will be able to easily
bypass the detection scheme by simply tweaking its behaviors.
Furthermore, some research results have been introduced to especially deal with Botnets
that employs ciphers. Zhang et al. proposed high-entropy classifiers to detect encrypted
botnet traffic [54]. They used the characteristics that the ciphertext has higher entropy
than its plaintext. However, entropy is not sufficient to be a discriminant feature for
the ciphertext level detection. Rossow et al. identified a special type of Botnet which
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uses encryption in their Command-and-Control (C&C) protocols [55]. After that, they
proposed a probabilistic model that automatically infers a syntax of the C&C protocol.
However, this approach can detect only a specific type of Botnet, which exhibits charac-
teristic payload strings. The most recently, Carli et al. proposed an end-to-end system
that can automatically discover an encryption scheme and a key used to encrypt C&C
traffics [56]. However, it needs a pair of encrypted/decrypted network traffic, and thus




The detection of encrypted malware packets is extremely challenging but essential for re-
taining the security, reliability, and dependability of networks. In this paper, we develop
novel machine learning-based malware detection schemes to identify malware and/or
malware packets encrypted by RC4 when the encryption is known. The schemes de-
tect RC4 malware-based the unique signature of RC4 ciphertexts that we discovered.
We found that RC4 ciphertexts encrypted with a fixed key generate unique statistical
patterns. To our best knowledge, the unique signature of RC4 has never been reported
before, although some weaknesses of RC4 cipher have been often discussed.
In the intensive simulation studies, the proposed schemes accurately identified RC4 ci-
phertexts with 100% accuracy. To demonstrate the efficiency and effectiveness of the
proposed schemes, we performed the experiments using real malware packets. We used
DarkComet version 5.3.1 for the assessment. The real malware packets of DarkComet
were detected with 90% of accuracy within 15.86±1.40 milliseconds by our schemes,
when the input network packet was of 20 byte length. Furthermore, the detection ac-
curacy reached 100% when the length of the input network packet was longer than or
equal to 36 bytes. The execution times to identify 36 bytes packet were only 23.06±1.52
milliseconds.
The proposed schemes are only applicable to detect RC4 ciphertexts of malware, and it
is assumed that the encryption key is already known. However, a number of malware
programs are still using simple ciphers such as RC4 for both efficient encryption and
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