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Synergy-level Grasp Synthesis Learning
Miao Li, Sahar El-Khoury and Aude Billard
Abstract— Autonomous grasping is a complex task for robots.
It is a high dimensional problem since it involves controlling for
the hand position, orientation and joint angles to successfully
grasp an object. In order to reduce the control complexity, we
adopt a 3-step approach. In the first step, we compute several
stable grasps that are adapted to the robotic hand using an
optimization technique. In a second step, we extract postural
synergies from this grasping data, project the grasps into these
synergies subspace, and use this data representation to learn
a distribution of the feasible grasps. The third step uses the
learned model to generate quickly new grasps for the given
object. Our approach was validated on the four degrees of
freedom Barrett hand.
I. INTRODUCTION
Autonomous grasping is a very complex problem mainly
due to the high dimensionality of the hand configuration
space, which includes the hand position and orientation, as
well as the finger joint angles. Moreover, this configuration
space is usually constrained by the object shape and the task
requirements, resulting in a highly non-linear manifold of
the feasible hand configurations.
However, it seems quite natural and trivial for humans
to employ various kinds of grasps in every day tasks, from
grasping a cup of water to drink to manipulating chopsticks
to eat, despite the fact that the human hand has 21 degrees
of freedom (DOFs) controlled by 29 muscles [1]. The key
reason for this dexterity lies in the central nervous system
that can integrate the information from different sources
and coordinates the activity of the whole hand in order to
reduce the control complexity. Studies on the configurations
adopted by the human hand have already demonstrated the
evidence of this coordination from different aspects, postural
synergy considering the hand shape during grasping [2],
force synergy regarding the pattern of coordination of the
normal forces on each fingertip during pick and lift task
[3], temporal postural synergies on joint angular velocities
during rapid grasping movement [4], hand postural synergy
generalization across different object manipulation tasks [5].
All these synergies on human hand are found by performing
a Principal Component Analysis (PCA) of hand postures
during grasping and manipulation experiments. As shown
in [6], in more complex manipulation tasks, the number of
synergies can vary from 4 to 10, but it is still much less than
the number of recorded DOFs.
In robotic grasping, it would be very appealing to have a
robotic hand with human-like grasp synergies. This would
alleviate the complexity of controlling each joint while
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still keeping most of the dexterity of the hand. Recently,
extensive research has been conducted regarding the usage of
grasp synergies to control robotic hands: designing optimal
gloves for hand pose sensing [7], assessing the role of hand
synergies in grasping force optimization [8], implementation
of compliant hand control in synergy level [9] and grasp
synthesis in low-dimensional posture subspaces, i.e, grasp
synergy space [10]. These studies map the synergies of
human hand to that of robotic hands. However, there is no
guarantee that the synergies obtained from human hands are
optimal for the robotic hand, though they are, to some extent,
similar to each other in functionality and kinematic structure.
In this paper, instead of mapping the synergies from
human hands to robotic hands, we compute these synergies
directly from different grasps generated for the correspond-
ing robotic hand. These synergies are then used to control the
hand position/orientation and joint angles to generate stable
grasps for a given object.
The paper is organized as follows: section 2 describes the
grasping data collection. In section 3 we discuss how to learn
the joint distribution of hand position, orientation and the
hand synergies. In section 4, new grasps are synthesised from
the learned joint distribution. In section 5, we validate our
approach on the four degrees of freedom Barrett hand.
II. TRAINING DATA COLLECTION
In order to demonstrate a large variety of different possible
grasps for a given object, an optimization based grasp
synthesis method is applied [11]. The constraints from the
object surface, hand kinematics, grasp stability and collision
avoidance are taken into account. A feasible grasp should
satisfy all these constraints. As our goal here is to present the
variety of the feasible grasps rather than just a few numbers
of local optimal grasps as shown in [11], we do not take into
account the grasp quality in the grasp generation procedure.
Every stable grasp is thus eligible to be in the database.
Then grasp synthesis problem can thus be formulated as
a feasibility problem as follows:
min : ‖α‖2
s.t. gi(h,o,q) ≤ αi, i = 1...nc;
αi ≥ 0, i = 1...nc;
(1)
where h ∈ R3,o ∈ R3×3,q ∈ Rnj denotes the hand
position, orientation and the angles of finger joints respec-
tively. gi, i = 1...nc stands for the constraints that have
been considered. α = [α1...αnc ] is the slack variable, which
should be 0 when the problem is feasible. nc, nj represent
the number of constraints and the number of finger joints
respectively.
III. GRASPABLE SPACE LEARNING
With a large set of feasible grasps {h,o,q} obtained from
the optimization (1), we first reduce dimension of finger joint
space {q} to a lower dimension finger joint synergy space
{s} using PCA, i.e., s = WTq, with ej , j = 1...N the
eigenvectors that compose the columns of W. With PCA, we
can find the most informative eigenvectors that can represent
the data more efficiently.
Then a Gaussian Mixture Model (GMM) is used to model
the joint distribution p(h,o, s). A GMM is chosen for its
ability to model the highly non-linear manifold of the feasible
hand configurations [12]. A GMM is described as a sum of
K Gaussian components:
p(h,o, s) =
K∑
k=1
pikN (h,o, s|µk,Σk) (2)
pik is the prior of the kth Gaussian component and
N (µk,Σk) is the Gaussian distribution with mean µk and
covariance Σk. The number of Gaussian components K is
determined by the Bayesian Information Criterion (BIC),
which aims at maximizing the likelihood of the model while
limiting the complexity of the model. The model parameters
Ω = {pik,µk,Σk} are selected using the Expectation-
Maximization algorithm (EM) [13].
Given the joint distribution p(h,o, s|Ω), a new grasp
(h∗,o∗, s∗) is said to be feasible when its likelihood is above
some threshold, i.e., p(h∗,o∗, s∗|Ω) > Lthreshold. The value
of the threshold is chosen such that the likelihood of 99% of
the training data is above this value1. The graspable space is
the constitution of all the feasible grasps.
IV. GRASP SYNTHESIS USING SYNERGIES
In this section, the learned GMM model of the graspable
space is used to find new feasible grasps. Starting from an
initial configuration of the hand, the hand is moved in the
gradient of likelihood ascent direction until the grasp belongs
to the graspable space. For the sake of simplicity, we denote
the current grasp configuration (ht,ot, st) as xt, then the
next grasp configuration xt+1 is chosen as follows:
xt+1 = xt + α
∂L(x)
∂x
∣∣∣∣
x=xt
(3)
Where α is the step size, which is set to 0.01. ∂L(x)/∂x is
the gradient of the likelihood of GMM at point x, given by:
∂L(x)
∂x
=
K∑
k=1
pikN (x|µk,Σk)Σ−1k (µk − x) (4)
When the starting hand configuration is very far away
from the graspable space, the gradient of likelihood in that
point is almost zero. In this case, we simply move the hand
towards the object center until the gradient is larger than
some threshold and then move along the gradient ascent
1In practice, we compute the likelihood for each training data point and
sort the computed likelihood in an ascend order. Then the one located near
1% of the data points is chosen as the threshold.
direction. As our algorithm will stop as soon as the likelihood
of the grasp is higher than the threshold Lthreshold obtained
from graspable space learning, the final grasps are not limited
to the ones that are very close to the centers of the Gaussian
components, which is the case in [12].
V. EXPERIMENTAL RESULTS
Data collection: in order to collect a large number of
feasible grasps, we solve the optimization problem for the
flask spray object starting from 5 different initial hand
positions and 637 different hand orientations sampled using
Euler angle. In all, we have 3185 trials, from which the
optimization framework found 2674 feasible grasps. In fact,
there is infinite number of feasible grasps. Most of the time
we can slide the fingertips a bit to get another feasible grasp.
However, depending on the initial point, the optimization
algorithm sometimes may not lead to a feasible solution.
Part of these obtained grasps are shown in Fig. 1 2.
Fig. 1: typical grasps for Barrett hand grasping a spray flask
Hand synergies: we apply the PCA dimension reduc-
tion technique on the finger joint angles of the previously
computed grasps and find that the first three eigenvectors
ej , j = 1...3 take up more than 90% of the whole joint
variance. This means that we can represent the finger joint
angles with only these three eigenvectors without loosing
much accuracy. These eigenvectors are usually called grasp
synergies or eigen-grasps, as shown in Fig. 2. These hand
strategies are quite different from the previous work that uses
the mapping from the human hand to the Barrett hand [10],
as in our case all the finger joint angles are collected from
feasible grasps rather than the joint angles of human hand
collected during reaching and grasping movement.
Graspable space learning: given the hand synergies,
the finger joint angles can now be described in the
hand synergy space. Our training dataset is given by:
{o1,o2,h, s}j=1...2674 ∈ R12. o1,o2 are the first two
columns of hand orientation matrix as the third column can
2In some grasps, the fingertips are not exactly contacting with the object
surface, which is due to the fact that we relax several constraints in the
optimization to obtain more feasible grasps.
Fig. 2: The first three hand synergies. The finger joint angles are plotted
using qmean + λej , j = 1...3, qmean is the mean of the finger joint
angles and from left to right, λ is varying from −1 to +1.
be determined from the first two. We use BIC to choose the
number of Gaussian components. BIC can make a trade-off
between the improvement of likelihood and the complexity
of model. As shown in Fig. 3, the number of Gaussian
components is selected as K = 19 because the BIC will
not improve a lot when K is bigger than 19. The GMM
is trained using EM algorithm, which is initialized with K-
means.
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Fig. 3: The number of Gaussians in GMM selected by BIC. The formula
for the BIC is: BIC = −2 ln(L)+K ln(n), where L is the likelihood of
all the training data points, K is number of Gaussian components, and n
is the number of training data points. The smaller the criteria is, the better
the model fits the data.
Given the learned model of the graspable space, we can
show how the graspable space looks like in some lower
dimensions. Here, we will use the hand positions h. Figure
4(a) shows the hand position of these different grasps relative
to the object. There are more points at the bottom and middle
part of the spray flask, which means that there is a larger
chance to find a feasible grasp in the middle and bottom part.
In Fig. 4 (b), the graspable space is successfully learned by
GMM with a higher likelihood in the part that more feasible
grasp can be found.
(a) (b)
Fig. 4: (a) The distribution of hand position for all the grasps obtained
from optimization, i.e., {h}j=1...2674. The red points represent the hand
positions. (b) The graspable space projection in the hand position subspace.
The red area stands for the subspace of hand position that belongs to the
graspable space.
Fig. 5: some of the new grasps generated from 12 different initial points.
The grasps in the upper row are the initial grasp configurations and the
lower row are the found final grasps. As the learning is conducted in hand
synergies space, the final grasps are rarely precise grasps, i.e., the fingertips
are not exactly contacting with the object surface. However, these obtained
grasps can be considered as potential preshapes that will lead to stable
grasps.
Grasp synthesis: in order to test the generalization per-
formance of our method, we choose 100 different hand
positions which are randomly distributed inside a sphere
with radius 0.4m englobing the object. As for the hand
orientation, the initial normal direction of the palm is always
oriented towards the object center. In all these trials, our
approach can always lead to final grasps of high likelihood
in between 15 and 33 iterations defined in eq. (3). The
average time for each trial is 47.17±0.55ms. Only 12 of the
final grasps are shown in Fig. 5. As our graspable space are
trained in the hand synergy space, the final grasps are not
necessary exactly contacting with object surface, instead, it
is a grasp configuration that is very close to a feasible one in
the training data set. In addition, we check the kinematical
feasibility of the 100 final grasps, only 2 of them are not
kinematically feasible, i.e., the finger joint angle is not in a
valid range.
Compared with the results in [12], where the GMM model
is learned in the finger joint space directly, the advantage of
using synergies are hence two-folds: a) It can significantly
increase the number of final grasps that can be found, see
Fig. 5. In [12], the final feasible grasp is found in two
steps: projecting the current hand position and orientation
to a new valid query point and then employing the Gaussian
Mixture Regression (GMR) to find the corresponding finger
joint angles. Due to the projection step, the final grasps are
mostly very close to the centers of Gaussian components,
which greatly reduce the number of new feasible grasps that
can be found. This step is not necessary for our approach as it
can learn a dense graspable space model using synergies and
there is no need to project to a valid query point. b) The final
grasp in our approach may be more plausible in the sense that
it is close to the initial grasp. This is due to the fact that the
grasp is found in an iterative way that each step moves along
the gradient of likelihood ascent direction until reaching a
threshold, see Fig. 6. In all the 100 trials, the average distance
between the initial hand position and the final hand position
is 0.2697 ± 0.0260m. In [12], the projection of the initial
grasp to the nearest Gaussian component may result in a
final grasp that is far away from the initial grasp. To compare,
in our experiment the average distance between initial hand
position and the nearest center of Gaussian component is
0.4061± 0.0838m. However, due to the iterative behaviour,
the computation time of our approach is a bit longer than
that of [12], which is around 10ms.
Fig. 6: The red area stands for the subspace of hand position that belongs
to the graspable space. The hand will move along the gradient ascending
direction until the grasp has a likelihood higher than given threshold. The
final grasps will not always close to the centers of Gaussian components
(yellow stars), which can increase the diversity of final grasps.
VI. CONCLUSION AND FUTURE WORK
In this paper, we proposed a method to learn the graspable
space using hand synergies. The training data of feasible
grasps were obtained from an optimization framework. We
demonstrated that the learned graspable space can be used
to generate a variety of new grasps quickly given a staring
hand configuration. Future work will focus on learning the
graspable space using synergies for different object shapes
and sizes.
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