By considering general Markov stochastic dynamics and its coarse-graining, we study the framework of stochastic thermodynamics for the original and reduced descriptions corresponding to different scales. We are especially concerned with the case where the irreversible entropy production has a finite difference between the scales. We find that the sum of increment of nonequilibrium entropy and excess part of entropy production, which are key quantities in construction of steady state thermodynamics, is essentially kept invariant with respect to the change in the scales of description. This general result justifies experimental approaches toward steady state thermodynamics based on coarse-grained variables. We demonstrate our result in a mesoscopic heat engine system. Introduction.-Recent developments in experimental techniques enable the manipulation of small systems and the measurement of fluctuations therein. In the framework of stochastic thermodynamics, thermodynamic quantities such as heat, work and entropy, are expressed in terms of kinetic equations that the stochastic dynamics of the system follows. The mesoscopic version of thermodynamic relations between these quantities may be verified and utilized in various experimental setups including biomolecules [1], colloidal particle systems [2], molecular motors [3] , and mesoscopic electric systems [4] .
Introduction.-Recent developments in experimental techniques enable the manipulation of small systems and the measurement of fluctuations therein. In the framework of stochastic thermodynamics, thermodynamic quantities such as heat, work and entropy, are expressed in terms of kinetic equations that the stochastic dynamics of the system follows. The mesoscopic version of thermodynamic relations between these quantities may be verified and utilized in various experimental setups including biomolecules [1] , colloidal particle systems [2] , molecular motors [3] , and mesoscopic electric systems [4] .
When one applies the framework of stochastic thermodynamics to the analysis of experimental results, we should be aware that models at different time or length scales, may describe the dynamics of the same physical system. Although different descriptions are meant to present the same dynamics in an appropriate limit, it has been shown that even in such a limit, naive application of stochastic thermodynamics may lead to different results between different scales of description [5] .
The scale-dependence of irreversible entropy production has recently attracted particular attention due to its influence on the second law of thermodynamics. For example, a mesoscopic heat engine driven by imposing spatial modulations of temperature and potential on a Brownian particle system [6] , has a finite difference in the irreversible entropy production rate between the underdamped and overdamped descriptions, causing the second law to have totally different forms depending on the scales. This means that the efficiency of such heat engine could only be described in a scale-dependent manner [7] , contrary to our expectation that the fundamental thermodynamic nature would be described in an objective way. This problem has also been investigated in the context of effect of coarse-graining on the entropy balance [8] , anomaly due to a symmetry-breaking [9] and the origin of irreversibility [10] .
In this Letter, we take a different approach to overcome the problem of this scale-dependence of the irreversible entropy production. The key concept is to find some scale-independent quantity which plays a role similar to the entropy production. We focus on the excess part of the entropy production, defined by subtracting the steady state housekeeping part from the entropy production in the context of steady state thermodynamics, a possible extension of thermodynamics to nonequilibrium steady states [11, 12] . Although one of the excess entropy production we are mainly concerned with has been introduced in order to construct a thermodynamic potential through a quasi-static operation [13, 14] , we find, for general physical systems modeled by Markov processes, that the sum of the excess entropy production [13, 15] and the system's entropy increment is invariant with respect to the change in the scales of description, even in the case of non-quasistatic operation. Since the invariance of excess entropy productions implies that nonequilibrium versions of the second law may have scale-independent descriptions, this may pave the way toward verification of these relations in the realistic experimental situation, where the measurable quantities are often restricted to the coarse-grained scale.
Setup.-Let us consider a system where slow degrees of freedom, x, and fast degrees of freedom, y, interact with each other and with environment. Due to the effect of the environment, the time evolution of (x, y) may follow a stochastic dynamics. We assume this stochastic dynamics to be Markovian, which is justified if the time scale of the equilibration of the environment is much shorter than that of the system.
The Markovian stochastic process of (x, y) is described by the master equation that the probability density function P t (x, y) follows,
Here, L λt is the generator of time evolution, whose subscript represents implicit dependence on time through controllable parameter(s), λ t . λ t may include, for example, the volume of the system, the position or strength of an optical tweezer, temperature(s) of the environment, and the strength of non-conservative force. Thermodynamic operations are performed through λ t . Next, we consider the stochastic process of x obtained from that of (x, y) by tracing out y. This stochastic process corresponds to the view at the coarse-grained scale, where we may observe only x. This reduced (coarsegrained) dynamics is not always Markovian, since the probability distribution of y, in general, also depends on the values of x at the earlier times. However, if the dynamics of y is sufficiently faster than that of x and the modulation of λ t , then P t (x, y) following Eq. (1) typically converges to
in the longer time scale than τ y , and the Markov property of x is justified. Here, we define the time scales of x, y and λ t as τ x , τ y and τ λ , respectively, and the separation of time scales, η := max{τ y /τ x , τ y /τ λ }, which serves as a small parameter. Equation (2) may be interpreted as the fast relaxation of y to the local steady density function, P λt (y|x), under the given x and λ t . Stochastic thermodynamics.-We give a brief review of stochastic thermodynamics in the following paragraph [16] . For several systems (including [1] [2] [3] [4] ), the entropy production in the framework of stochastic thermodynamics may be written in a unified form. Γ generically denotes the variable(s) of the stochastic dynamics, such as x and y.
First, we consider the entropy production rate in the heat baths, σ, which is the sum of the energy currents flowing from the system to the baths divided by the respective temperatures of the baths. The entropy production rate when the variable(s) of system changes from Γ to Γ , is related to the transition probability from Γ to Γ between time t and t + ∆t,
Γ indicates the time-reversal of Γ, and the Boltzmann constant is set to unity throughout this Letter. The entropy production rate upon a given state P t (Γ) is obtained as the expected value of the entropy production rate [Eq. (3)],
with respect to the joint probability density function P t+∆t,t (Γ t+∆t , Γ t ) = W λt ∆t (Γ t+∆t |Γ t )P t (Γ t ). Next, the entropy of the system at time t is given by the Shannon entropy of P t (Γ),
Then, we may prove the second law of thermodynamics,
for an arbitrary initial probability density function P 0 (Γ) and protocol (λ t ) T t=0 . The equality of Eq. (6) is achieved when the system is initially in the equilibrium state for λ 0 , and the controllable parameter λ t is slowly varied under the condition that each λ t corresponds to an equilibrium state. We call the sum,
the irreversible entropy production rate, which should be interpreted as the entropy production rate in the total system. Contrary to the expectation that these expressions [Eqs. (4, 5) ] are consistent with the thermodynamicallydefined entropy productions in various systems, they do not always work well, especially when a nonequilibrium system is subjected to coarse-graining. We may show in some examples [8] [9] [10] that the quantities σ[P t (Γ), λ t ], S[P t (Γ)] and Σ[P t (Γ), λ t ] defined using the fine-and coarse-grained variables [by Eqs. (4, 5) ] have finite differences, even in the limit of η → 0, where the Markov property of the coarse-grained description is completely satisfied. The differences in these quantities mean that Eqs. (4, 5) fail to give thermodynamicallydefined entropy productions, either at the fine-or coarsegrained description. In general, the expressions of the thermodynamic entropy productions cannot be derived solely from the mathematical description of the process, but one needs to take into account how it is obtained from physical system.
Invariance of excess entropy production.-Our main aim is to investigate the dependence of entropy-like quantities on the scales of description. The key quantity we consider is the excess entropy production.
Although there are many types of excess entropy production corresponding to different definitions of the housekeeping part, in this Letter we are mainly concerned with the excess entropy production introduced by Komatsu et al. [13] . They identified the housekeeping entropy production rate at time t with the entropy production rate upon steady state, P λt ss (Γ), with the parameter fixed at λ t : σ[P λt ss (Γ), λ t ]. The excess entropy production rate in the heat baths is given as
In the quasistatic change of parameter(s) from λ 0 to λ T causing a transition between the steady states P λ0 ss (Γ) and P λ T ss (Γ), σ ex [P t (Γ), λ t ] satisfies the extended Clausius relation [13] ,
(9) Equation (9) states that the change in the symmetrized Shannon entropy,
is equal to the excess entropy production within a resid-
, where denotes the degree of nonequilibrium such as the temperature difference between two heat baths divided by the mean temperature. However, Komatsu et al. showed that R[λ t ] can be decreased to O(
3 ) by taking an appropriate protocol linking the given initial and final steady states [13] .
Following their definition, we introduce the excess entropy production rates to the (x, y) and x scales of description, σ ex [P t (x, y), λ t ] and σ ex [P t (x), λ t ], from the entropy production rates σ[P t (x, y), λ t ] and σ[P t (x), λ t ], respectively. We find even for non-quasistatic parameter change between the steady states that the sum of the symmetrized Shannon entropy increment and the excess entropy production,
is kept invariant within errors of
for the case where Eq. (2) holds and
or
is satisfied. R qs [P t (x), λ t ] is of the same order as R for the quasistatic operation obtained by slowing down λ t , meaning that
The major difference in the residual error from the extended Clausius relation [Eq. (9)] is its dependence on the speed of operation, which is represented by the
is an accumulated change of the deviation of the coarse-grained probability density function from the steady state one with the parameter fixed at λ t , which could be evaluated at the coarse-grained scale.
for an arbitrary protocol, and furthermore, as we shall see in the following, it can also be decreased to O(
3 ) even when the operation is fast. This means that the difference in Ω between the scales is not necessarily large in the sense of the extended Clausius relation. Derivation and the definitions of R qs [P t (x), λ t ] and R nqs [λ t , P t (x)] are given in [17] . Among the conditions for Eq. (12) to hold, Eq. (13) and (14) mean the time-reversal symmetry of the local steady density function P λt (y|x) and that of the coarsegrained density function P t (x), respectively. Therefore, Eq. (13) [or Eq. (14)] trivially holds when (x, y) [or x] does not include the time-reversal antisymmetric variables (such as momentum). We note that Eqs. (13) and (14) may be replaced by a conditon ∂ P λ (y|x)/∂λ = O( ). However, this condition is formal and hardly ever satisfied in a realistic situation. Moreover, when Eq. (13) holds without its error term, fluctuation theorem is derived for the difference in the irreversible entropy production, Σ [10] .
Let us introduce another type of excess entropy production, which was originally defined by Hatano and Sasa [15] . The Hatano-Sasa excess entropy production rate is formally defined aŝ
by using the steady state density function P λt ss (Γ). Defining σ HS ex [P t (Γ), λ t ] as the ensemble average ofσ HS ex (Γ → Γ , λ t ), it is known for any overdamped Markovian stochastic dynamics (Γ =Γ) that the Hatano-Sasa inequality, (16) holds, for an arbitrary initial probability density function P 0 (Γ) and protocol (λ t ) T t=0 . In contrast to Eq. (6), the equality of Eq. (16) also holds for an arbitrary quasistatic change of parameter(s) starting from the steady state P λ0 ss (Γ). In the case of the Hatano-Sasa excess entropy production, we may show that the sum of the Shannon entropy increment and the excess entropy production is invariant with respect to the change in the scales of description,
for the case where Eq. (2) holds. Derivation is given in [17] . This means that the Hatano-Sasa inequality (16) is kept invariant between the different scales. Equation (17) has the advantage over Eq. (12) that it may be applied to far-from-equilibrium situations, since its error term is independent of . However, due to subtle issues on the definition of the Hatano-Sasa excess entropy production in the underdamped cases (Γ =Γ) [18] , the physical meaning of Eq. (17) is unclear compared with that of Eq. (12) in general systems. The invariance of the Hatano-Sasa excess entropy production has been originally found by Santillán and Qian in the case of fixed parameter(s) [19] .
Examples.-In the following, we consider the Büttiker-Landauer motor system, where spatial modulations of temperature and potential are imposed on a Brownian particle [6] . The motion of Brownian particle under such a situation may be described by an underdamped Langevin equation with the position-dependent temperature, T (x),
Here, x and p are the position and momentum of the particle, respectively, m is the mass of the particle, γ is the drag coefficient, U (x) is the mechanical potential, and ξ is a white Gaussian noise with zero mean and unit variance. A periodic boundary condition with period L is imposed on x. We treat U (x), T (x) as the controllable parameters depending on t.
In this case, (x, p) corresponds to (x, y) of our general setup and η = max{τ p /τ x , τ p /τ λ } characterizes the separation of time scales, where τ p := m/γ. Applying the standard procedure of the singular perturbation theory [? ], we obtain the asymptotic behavior of the probability density function at time scale longer than τ p ,
and an overdamped Langevin equation that x follows at the coarse-grained scale,
Here and in what follows, we omit the higher order terms [O(η)]. The symbol • denotes the product in the Stratonovich sense. By substituting Eq. (19) into Eqs. (4) and (5), we may obtain the asymptotic expression of
which indicates the presence of finite difference in the irreversible entropy production, Σ, except for the isothermal cases [9] . In contrast, the invariance of Ω holds since Eq. (19) satisfies Eqs. (2) and (13) [and the overdamped description satisfies Eq. (14)].
Let us now consider a sudden quench of the controllable parameters from
, the probability density function after the quench is given up to O( ) as
where L := L 0 T 0 /T (x)dx. Equation (22) agrees with the initial equilibrium and final steady density function,
at t = 0 and t → ∞, respectively. represents the degree of nonequilibrium after the quench, hence ∝ max{|LT (x)/(2πT 0 )|}. In this example, it immediately follows from P t (x)−P
3 ). Therefore, we find the difference in Ω [Eq. (11)] between the scales to be O( 3 ), which may be also calculated explicitly as
where we take the ensemble average of Eq. (21) with respect to P t (x) and P 
2 . In this model, we may easily calculate Ω[P 0 (x), (λ t )
T t=0 ] by using the correspondence of the overdamped dynamics to an appropriate equilibrium dynamics, as
This means that the extended Clausius relation (9) is not satisfied up to O( 3 ) at both scales of description. Therefore, this model serves as an example of the case where Ω is large, but is invariant with respect to the change in the scales of description. In FIG. 1, we show the numerical result confirming that the difference in Ω between the scales may be small even when the difference in the irreversible entropy production, Σ, between the scales and Ω itself are large.
Conclusion.-We have considered the system which can be described as Markovian stochastic process at two scales of description, and have shown that the excess entropy productions are essentially invariant with respect to the change in the scales of description, even in the case where the irreversible entropy production depends on the scales and the operation is not quasistatic. The main result has been illustrated in Büttiker-Landauer motor system.
Our results are encouraging for the experimental investigation of steady state thermodynamics. Measurable variables are often restricted to a few degrees of freedom, due to the limitation in experimental techniques. In such cases, the irreversible entropy production does not generally have a scale-invariant value. It is expected, however, that the excess entropy production possesses a scale-independent value, when we obtain the coarsegrained description of the measurable quantities. Therefore, the objectivity of the physical quantity is recovered by considering the excess entropy production, supporting the possibility of experimentally exploring steady state thermodynamics based on the mesoscopic scale of description.
Supplemental Material Derivation of Main Result [Eq. (12)]
First, we introduce a N -step piecewise constant protocol (λ
In the limit of N → ∞ (∆t :
Next, we rewrite the excess entropy production in terms of the entropy production conditioned by Γ at the initial time point, Θ (λ) (λ)
Γ→ss [14] .
Γ→ss is the entropy production in the heat baths during the time interval [0, τ ] when the system is initially set to be Γ and the controllable parameter is fixed at λ. Here, τ should be set sufficiently longer than the relaxation time of the system. In the piecewise constant protocol (λ
, the excess entropy production in the heat baths during the time interval [(n − 1)∆t, n∆t] is given as,
We depict the situation of Eq. (27) increment between the scales of description may be decomposed as,
By considering the linear response formula [14] which relates the steady state probability density function, P λt ss (Γ), with Θ (λ) (λ) Γ→ss as,
[S(λ) is determined from the normalization], the first term of Eq. (28) gives the difference in the excess entropy production between two scales:
δ n and δ (nqs) n are the dimensionless measures of the changes λ n∆t −λ (n−1)∆t and P n∆t (x)−P λn∆t ss
, respectively. The second and fourth terms of Eq. (28) are transformed to
The third term of Eq. (28) is of order (δ n ) 2 . Therefore, we obtain the explicit expression of Eq. (12) Derivation of Equation (17) Decomposing the difference in the Shannon entropy increment between the scales of description in a similar manner, we may derive the invariance of Hatano-Sasa excess entropy production [Eq. (17) 
Recovery of Markov Property and Separation of Time Scales
The stochastic process of (x, y) is Markovian, if and only if the conditional probabilities satisfy, for any set of successive times, t 1 < t 2 < · · · < t n , P (x tn , y tn |x tn−1 , y tn−1 ; · · · ; x t1 , y t1 ) = P (x tn , y tn |x tn−1 , y tn−1 ).
Here, for the sake of simplicity, we omit the dependence on the control parameter λ t . Integrating over y tn yields P (x tn |x tn−1 , y tn−1 ; x tn−2 , y tn−2 ; · · · ; x t1 , y t1 ) = P (x tn |x tn−1 , y tn−1 ),
which is equivalent to P (x tn , y tn−1 |x tn−1 ; x tn−2 , y tn−2 ; · · · ; x t1 , y t1 ) P (y tn−1 |x tn−1 ; x tn−2 , y tn−2 ; · · · ; x t1 , y t1 ) = P (x tn , y tn−1 |x tn−1 ) P (y tn−1 |x tn−1 ) .
Now, let us assume the large separation of time scales. This is described by the assumption on the conditional probabilities; for t i , t j which satisfy t i − t j τ y , we set P (x ti , y ti |x tj , y tj ) = P (y ti |x ti )P (x ti |x tj , y tj ) + O(η).
Note that it follows from Eq. (37) that the probability density function of (x, y) asymptotically converges to the form of Eq. (2) on the longer time scale than τ y . Letting t n−1 − t n−2 τ y , the denominator in the left hand side of Eq. (36) becomes P (y tn−1 |x tn−1 ; x tn−2 , y tn−2 ; · · · ; x t1 , y t1 ) = P (y tn−1 |x tn−1 ; x tn−2 , y tn−2 ) = P (x tn−1 , y tn−1 |x tn−2 , y tn−2 ) P (x tn−1 |x tn−2 , y tn−2 ) = P (y tn−1 |x tn−1 ) + O(η).
