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Cholesteric liquid crystals experience geometric frustration when they are confined between sur-
faces with anchoring conditions that are incompatible with the cholesteric twist. Because of this
frustration, they develop complex topological defect structures, which may be helicoids or skyrmions.
We develop a theory for these structures, which extends previous theoretical research by deriving
exact solutions for helicoids with the assumption of constant azimuth, calculating numerical solu-
tions for helicoids and skyrmions with varying azimuth, and interpreting the results in terms of
competition between terms in the free energy.
I. INTRODUCTION
When a cholesteric liquid crystal is confined between
surfaces with homeotropic (perpendicular) anchoring, it
experiences geometric frustration [1]: The boundary con-
ditions are incompatible with the favored cholesteric
twist. This geometric frustration is similar to the frustra-
tion of a cholesteric liquid crystal in an electric or mag-
netic field [2], where the field alignment is incompatible
with the cholesteric twist. Because of this frustration,
the confined cholesteric phase forms topological defect
structures. Depending on the geometry and anchoring
strength, these defects may be elongated string-like ob-
jects called cholesteric fingers or helicoids [3–8], or they
may be localized point-like objects called cholesteric bub-
bles [9–12].
It has recently been recognized that cholesteric bubbles
have the remarkable topological properties of skyrmions.
Skyrmions are defects in which the magnitude of the
order parameter remains constant, but the orientation
varies in a complex texture that cannot anneal away.
Skyrmions were originally proposed in the field of nu-
clear physics [13], and they are now studied extensively in
chiral magnets [14–18], where they have potential tech-
nological applications for magnetic memory and logic.
Hence, cholesteric bubbles or skyrmions are important
not only as defects in liquid crystals, but also as examples
of the general considerations of geometry and energetics
for skyrmions in other physical systems.
Liquid crystal skyrmions have been studied through a
range of techniques, including experiments [19–27] and
numerical simulations [27–31]. Furthermore, important
variational calculations have been done by Leonov et
al [32]. They used a variational theory that was previ-
ously developed for skyrmions in chiral magnets, and ap-
plied it to chiral liquid crystals. By minimizing the Frank
elastic free energy with appropriate anchoring conditions,
they calculated the director texture in both skyrmions
and helicoids, and they derived a phase diagram showing
the range of parameters in which the system exhibits a
skyrmion lattice, a helicoid lattice, or a uniform texture
with isolated defects.
The purpose of our current study is to extend the varia-
tional calculations of Leonov et al. in several ways. First,
in Sec. II, we use their free energy with their assump-
tion of a constant azimuthal angle, and derive exact so-
lutions for the director field. The exact solution can be
worked out by conformal mapping for a single helicoid,
and by Fourier expansion for a helicoid lattice. Next,
in Sec. III, we re-examine the assumption of constant az-
imuthal angle, and show that the three-dimensional (3D)
liquid crystal can reduce its free energy by allowing the
azimuthal angle to vary. Without this assumption, we
perform numerical calculations of the director field and
defect energies for isolated helicoids and helicoid lattices.
In Sec. IV, we use the same numerical method to inves-
tigate isolated skyrmions and skyrmion lattices. In Fi-
nally, in Sec. V, we compare the free energies to predict
a phase diagram for the defect structures. We interpret
the results in terms of a competition among the chiral
elastic free energy that favors twist, the non-chiral elas-
tic free energy that penalizes director variations, and the
free energy cost of surface singularities.
II. HELICOIDS: EXACT SOLUTIONS WITH
ASSUMPTION OF CONSTANT AZIMUTH
Consider a cholesteric liquid crystal confined between
two surfaces at z = ±d/2. In the interior, the liquid crys-
tal director field nˆ(r) has the Frank free energy density
f =
1
2
K1(∇ · nˆ)2 + 1
2
K2(nˆ · ∇ × nˆ)2
+
1
2
K3|nˆ×∇× nˆ|2 +K2q0nˆ · ∇ × nˆ, (1)
where q0 is the natural twist of the cholesteric phase, and
K1, K2, and K3 are the Frank constants for splay, twist,
and bend, respectively. Suppose that the surfaces have
strong homeotropic anchoring, which gives the constraint
nˆ(x, y, z = ±d/2) = zˆ or − zˆ. (2)
If there were no surface anchoring, the director field
would form a cholesteric helix, with the director depend-
ing only on one coordinate, which we can call x. In terms
of the polar angle θ and azimuthal angle φ, this helix can
be written as
nˆ(r) = (sin θ(r) cosφ(r), sin θ(r) sinφ(r), cos θ(r)), (3)
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2with
θ(r) = q0x,
φ(r) = −pi
2
. (4)
In the presence of surface anchoring, the director field
must be distorted, with a dependence on z, in order to
satisfy the boundary condition of Eq. (2). In Secs. II and
III, we consider the case of helicoids or cholesteric fingers,
where nˆ depends on x and z but is independent of y. In
Sec. IV, we consider the case of skyrmions or cholesteric
bubbles, where nˆ depends on all three coordinates x, y,
and z.
To calculate the structure and energy of a helicoid,
we must minimize the Frank free energy subject to the
boundary condition. For this calculation, we make the
usual assumption of equal Frank constants, K = K1 =
K2 = K3. In terms of θ and φ, the Frank free energy
density becomes
f =
1
2
K
[(
∂θ
∂x
)2
+
(
∂θ
∂z
)2
+ sin2 θ
((
∂φ
∂x
)2
+
(
∂φ
∂z
)2)
+ 2 sin2 θ sinφ
(
∂θ
∂z
∂φ
∂x
− ∂θ
∂x
∂φ
∂z
)
(5)
+ 2q0 sinφ
∂θ
∂x
− 2q0 sin2 θ∂φ
∂z
+ q0 sin 2θ cosφ
∂φ
∂x
]
,
and the boundary condition becomes
θ(x, y, z = ±d/2) = 0 (mod pi), (6)
with no boundary condition on φ.
With this form of the Frank free energy density, it is
not obvious whether the azimuthal angle φ should be
constant with respect to x and z. If φ were constant, its
optimal value would be φ = −pi/2, in order to minimize
the term Kq0 sinφ(∂θ/∂x) in the free energy. In that
case, the director distortion would be mainly twist, rather
than splay or bend, which should be favorable. Based on
these considerations, Ref. [32] made the assumption that
φ = −pi/2 throughout the cell. In this section, we make
the same assumption, because it allows some exact calcu-
lations. In Secs. III and IV, we do numerical calculations
without that assumption on φ.
Using the assumption of constant azimuth φ = −pi/2,
the Frank free energy density simplifies greatly to
f =
1
2
K
[(
∂θ
∂x
)2
+
(
∂θ
∂z
)2
− 2q0 ∂θ
∂x
]
, (7)
and the corresponding Euler-Lagrange equation becomes
∂2θ
∂x2
+
∂2θ
∂z2
= 0, (8)
which is just Laplace’s equation for the polar angle θ.
This equation can be solved for a single helicoid or for a
periodic lattice of helicoids.
FIG. 1: (Color online) Single helicoid in the director field of a
cholesteric liquid crystal at x = 0, calculated with the assump-
tion of constant azimuth. The picture shows the cross section
at y = 0; the director field is extended uniformly forward and
backward in y. The symbol D represents disclinations, which
are also extended uniformly forward and backward in y.
A. Conformal mapping for single helicoid
To describe a single helicoid, we use the geometry
shown in Fig. 1. Across the helicoid, the director field
twists and the polar angle θ advances by an angle of pi.
Hence, the boundary condition of Eq. (6) becomes more
specifically
θ(x, y, z = ±d/2) =
{
0 for x < 0,
pi for x > 0.
(9)
We can solve Laplace’s equation with the boundary
condition of Eq. (9) using the method of conformal map-
ping. The exact solution is
θ(x, y, z) =pi + tan−1
(
sin(piz/d)− exp(−pix/d)
cos(piz/d)
)
− tan−1
(
sin(piz/d) + exp(−pix/d)
cos(piz/d)
)
. (10)
This result can be verified by explicit substitution into
the differential equation and boundary condition. It is
illustrated by the director field in Fig. 1.
Note that this solution has a characteristic width in x
that depends on the height z. It is widest at the mid-
plane z = 0, where the width is of order d. The width
becomes narrower as z approaches the top and bottom
surfaces, and it goes to zero right at the surfaces. Hence,
the θ variation becomes concentrated in a pair of surface
disclinations at x = 0 and z = ±d/2. These disclinations
are lines that run along the surfaces in the y direction.
At the disclinations, the director field itself becomes un-
defined, as indicated by the D symbols in the figure.
To calculate the total free energy of a single helicoid,
we integrate the Frank free energy density
Fhelicoid =
∫ ∞
−∞
dx
∫ Ly/2
−Ly/2
dy
∫ d/2
−d/2
dzf, (11)
3where θ is given by Eq. (10) and Ly is the system length
in the y direction. This integral is logarithmically diver-
gent because of the disclination lines. To regularize the
divergence in a physical way, we note that the free energy
density can never exceed a maximum value fmax, which is
the free energy density for melting the cholesteric phase
into the isotropic phase. Physically, this maximum free
energy density is related to the disclination core radius a
by fmax ≈ K/a2. By imposing fmax as a hard cutoff on
f , we calculate the integral numerically to obtain
Fhelicoid =piKLy
[
1
2
log
(
fmaxd
2
K
)
+ 0.4− dq0
]
=piKLyd(qH − q0), (12)
where
qH =
1
2 log(fmaxd
2/K) + 0.4
d
≈ log(d/a) + 0.4
d
(13)
is the critical twist for a helicoid. With the typical values
of a ≈ 10 nm and d ≈ 1 µm, we obtain qH ≈ 5 µm−1.
From this result, we see that the free energy of a he-
licoid might be positive or negative, depending on the
natural twist q0 compared with the critical twist qH :
Case 1: If q0 < qH , then the helicoid has a positive
free energy. By comparison, a uniform vertical state with
nˆ = zˆ everywhere has zero free energy. Hence, a helicoid
has a higher free energy than a uniform vertical state,
and we would not expect to see any helicoids in thermal
equilibrium. Of course, some scattered helicoids may still
occur as metastable defects on the uniform ground state.
Case 2: If q0 > qH , then the helicoid has a nega-
tive free energy compared with the uniform state. In
that case, we would expect to see many helicoids in ther-
mal equilibrium. The equilibrium density of helicoids de-
pends on the interaction between neighboring helicoids.
To determine this density, we must consider a periodic
lattice of helicoids in the calculation below.
B. Fourier series for helicoid lattice
We now consider a periodic lattice of parallel helicoids,
running along the y direction, with a spacing of λ in the
x direction. In particular, suppose the centers of the
helicoids are located at x = (m + 12 )λ, where m is any
integer. To calculate the director field of the helicoid
lattice, we can consider one unit cell between the helicoids
centered at x = − 12λ and x = + 12λ. The rest of the
director field can then be found by repeating the unit
cell periodically.
For this calculation, we must solve Laplace’s equa-
tion (8) in the rectangular domain − 12λ ≤ x ≤ 12λ and
− 12d ≤ z ≤ 12d. The boundary conditions are
θ(x, y, z) =

−pi/2 for x = −λ/2,
0 for z = ±d/2,
+pi/2 for x = +λ/2.
(14)
These boundary conditions imply that the director field
rotates through an angle of pi across the unit cell of the
structure. They also require that the director field has
disclinations at the corners of the unit cell, and hence at
all x = (m+ 12 )λ and z = ±d/2.
In this geometry, Laplace’s equation can be solved by
separation of variables. A general solution with the cor-
rect symmetry is the Fourier series
θ(x, y, z) =
∑
k
Ak sinh kx cos kz, (15)
where k is a separation constant with dimensions of
wavevector. The boundary conditions at z = ±d/2 re-
quire that k = jpi/d, where j is any odd integer. The
boundary conditions at x = ±λ/2 then require that
Ak =
2pi sin 12kd
kd sinh 12kλ
. (16)
To calculate the free energy of the helicoid lattice, we
insert the solution of Eqs. (15–16) into the free energy of
Eq. (7). We integrate over the unit cell, and divide by
the volume of unit cell, to obtain the average free energy
per volume
Fhelicoid lattice
λLyd
=
1
λd
∫ λ/2
−λ/2
dx
∫ d/2
−d/2
dzf. (17)
This calculation can be done exactly for each term in the
Fourier series, and the result is
Fhelicoid lattice
λLyd
=
piK
λd
∑
j odd
2
j
coth
jpiλ
2d
− q0d

(18)
For large λ, this function can be approximated as
Fhelicoid lattice
λLyd
=
piK
λd
∑
j odd
2
j
+ 4e−piλ/d − q0d

(19)
The summation in Eq. (19) is logarithmically divergent.
Physically, the reason for this divergence is that the free
energy includes an integral over the disclinations in the
director field at the corners of the unit cell. To regularize
this divergence, we can cut off the sum at a maximum
wavevector kmax, which is related to the disclination core
radius a by kmax ≈ pi/a, and hence at jmax = kmaxd/pi ≈
d/a. From the properties of harmonic numbers Hn [33],
we have
jmax∑
j odd
2
j
= H(jmax/2) + log 4 ≈ log(2jmax) + γ, (20)
in the limit of large jmax, where γ ≈ 0.577 is the Euler-
Mascheroni constant. Hence, the free energy of the heli-
coid lattice becomes
Fhelicoid lattice
λLyd
=
piK
λ
(qH − q0) + 4piK
λd
e−piλ/d, (21)
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FIG. 2: Prediction for the helicoid lattice spacing λ (scaled by
the cell thickness d), as a function of the natural cholesteric
twist q0 above the critical twist qH (also scaled by d).
where
qH =
log(2jmax) + γ
d
≈ log(d/a) + 1.3
d
(22)
With the numerical estimates a ∼ 10 nm and d ∼ 1 µm,
this calculation gives qH ≈ 6 µm−1.
The first term of the helicoid lattice free energy (21)
is equivalent to the single helicoid free energy (12), di-
vided by the unit cell volume λLyd. There is a slight
numerical difference in the estimates of qH , which occurs
because the disclination cores are treated somewhat dif-
ferently here than in Sec. II(A), but that is not important
because neither theory gives a precise description of the
cores. More importantly, the lattice free energy (21) has
a new exponential term e−piλ/d, which shows the extra
free energy associated with a helicoid lattice. It can be
interpreted as a repulsive interaction between neighbor-
ing helicoids. It decays exponentially with a decay length
of d/pi, proportional to the cell thickness d.
We can now minimize the average free energy density
of Eq. (21) to obtain the optimum spacing λ between the
helicoids. If q0 < qH , this calculation gives λ → ∞. In
this case, because each single helicoid is unfavorable com-
pared with a uniform state, the density of helicoids goes
to zero; i.e. helicoids are not present in thermal equilib-
rium. By contrast, if q0 > qH , the minimization gives
4
(
1 +
piλ
d
)
e−piλ/d = (q0 − qH)d. (23)
The solution of this equation is shown in Fig. 2. As the
natural twist q0 increases beyond the critical value qH ,
the helicoid spacing λ decreases from infinity. Over a
wide range of (q0− qH), λ is close to the cell thickness d.
As a specific example, Fig. 3 shows the director field
associated with the series solution of Eq. (15) when
(q0 − qH)d = 0.716, which corresponds to λ/d = 1. In
the middle of the cell, the director field has an almost uni-
form twist, quite similar to an unperturbed cholesteric
FIG. 3: (Color online) Lattice of helicoids at x = − 1
2
λ, 1
2
λ,
3
2
λ, . . . , in the case where λ = d. The picture shows the cross
sections at y = 0; the director field is extended uniformly
forward and backward in y.
liquid crystal. Away from the midplane, the twist be-
comes more concentrated in the helicoids, and the rest of
the director field becomes more uniform and vertical. At
the top and bottom surfaces, the twist is localized in the
disclinations.
III. HELICOIDS: NUMERICAL SOLUTIONS
WITHOUT ASSUMPTION OF CONSTANT
AZIMUTH
We must now re-examine the assumption of constant
azimuthal angle φ = −pi/2, which was made in Ref. [32]
and in Sec. II.
Physically, φ = −pi/2 would be the optimum angle for
twist if the director field depended only on x. However,
we have already seen that the director field depends on z
as well as x. Hence, the cholesteric liquid crystal might
be able to reduce its free energy further by varying φ,
so that the director field can twist as a function of z, in
addition to twisting as a function of x.
Mathematically, we can calculate the functional deriva-
tive δF/δφ(x, z) of the integrated free energy from Eq. (5)
with respect to φ(x, z). This functional derivative is ex-
plicitly nonzero when φ = −pi/2 and θ(x, z) is given by
Eq. (10) for a single helicoid or Eq. (15) for a helicoid
lattice. Hence, the director field with constant φ = −pi/2
cannot be the exact minimum of the free energy.
To go beyond the approximation of constant φ, we
must minimize the free energy numerically. For this nu-
merical calculation, we use an algorithm based on relax-
ational dynamics. We set up the dynamic equations
∂θ(x, z, t)
∂t
=− Γθ δF
δθ(x, z, t)
,
∂φ(x, z, t)
∂t
=− Γφ δF
δφ(x, z, t)
, (24)
and integrate them forward in time until they converge on
5FIG. 4: (Color online) Single helicoid at x = 0, calculated
numerically without the assumption of constant azimuth. The
picture shows the cross section at y = 0; the director field is
extended uniformly forward and backward in y.
a free energy minimum. The specific choice of dynamic
constants Γθ and Γφ is not important; we set them equal
to each other and choose units of time so that Γθ = Γφ =
1. When solving the dynamic equations, we use initial
conditions and boundary conditions appropriate for the
specific geometry of a single helicoid or a helicoid lattice.
A. Single helicoid
To model a single helicoid at x = 0, we solve the dy-
namic equations on one side of the helicoid, for 0 ≤ x ≤
Lx and − 12d ≤ z ≤ 12d. Here, Lx is an arbitrary cut-
off far from the helicoid, so that the director field is ef-
fectively vertical there; we use Lx = 5d. On the other
side of the helicoid, for x ≤ 0, the director field can be
found by the symmetry θ(−x, z, t) = pi − θ(x, z, t) and
φ(−x, z, t) = φ(x, z, t).
For the boundary conditions, we require
θ(0, z, t) =
pi
2
, φ(0, z, t) = −pi
2
,
θ(Lx, z, t) = pi, φ(Lx, z, t) = −pi
2
,
θ(x,
d
2
, t) = pi, φ(x,
d
2
, t) = −pi
2
,
θ(x,−d
2
, t) = pi, φ(x,−d
2
, t) = −pi
2
. (25)
The last three boundary conditions on φ are not impor-
tant, because the boundary conditions on θ require that
the director field is vertical and hence φ is irrelevant along
the right, top, and bottom boundaries, but we include
these boundary conditions as part of the numerical al-
gorithm. For the initial condition, we use the conformal
mapping solution of Eq. (10) for θ(x, z, 0), along with
φ(x, z, 0) = −pi/2.
By integrating the dynamic equations forward in time
until they converge, we obtain the director field shown
1 2 3 4 5
-15
-10
-5
0
q0d
F
/(KL y
)
FIG. 5: Numerical calculation of the free energy of a sin-
gle helicoid as a function of the natural twist, without the
assumption of constant azimuth, using the maximum free en-
ergy density fmax = 100K/d
2.
in Fig. 4. This picture looks generally similar to the
conformal mapping result shown in Fig. 1. However, we
can see that the azimuthal angle is not fixed, but rather
varies somewhat as a function of both x and z. As a
result, the director field has some extra twist from the
bottom to the top of the cell. Because of this extra twist,
the free energy of this structure is lower than the free
energy found with the assumption of constant azimuth.
To calculate the free energy of the helicoid, we substi-
tute the numerical solution for θ and φ into the free en-
ergy density of Eq. (5), and integrate over the whole do-
main. In this integration, we have the same problem that
was previously discussed in Sec. II: the free energy is dom-
inated by the disclinations at top and bottom surfaces,
where the integral diverges logarithmically. To solve this
problem, we use the same method as in Sec. II(A): we
impose a maximum free energy density fmax as a cutoff
on the integrand. This approach is physically reasonable,
because the Frank free energy density can never exceed
the free energy density of melting the cholesteric phase
into the isotropic phase. As noted previously, fmax is
related to the disclination core radius a by fmax ≈ K/a2.
Figure 5 shows the numerical result for the integrated
free energy of the single helicoid, calculated as a function
of the natural twist q0 (scaled by the cell thickness d),
for fixed fmax = 100K/d
2. We can see that this numer-
ical result has the general form expected from Eq. (12).
There is a critical value qH where the helicoid free en-
ergy crosses from positive to negative. For q0 < qH , a
helicoid has higher free energy than a uniform vertical
alignment (which has F = 0). In that case, helicoids will
not form in the ground state, although they may occur
as metastable defects. For q0 > qH , a helicoid has lower
free energy than a uniform vertical alignment, and hence
helicoids will form in the ground state.
The critical value qH depends on fmax. In the ex-
ample of Fig. 5, we find qH ≈ 2.8/d with the choice
fmax = 100K/d
2. This choice corresponds to d/a ≈ 10;
6for example, we might have d ≈ 1 µm and a ≈ 100 nm.
This value of the core radius a is artificially large; it is
chosen for numerical convenience, so that the free energy
density will not be extremely concentrated in small de-
fect cores. In experiments, a is normally closer to 10 nm.
Based on Eq. (12), we expect that this reduced value
of a would increase qH by about (log 10)/d, leading to
qH ≈ 5/d.
B. Helicoid lattice
We now apply the same numerical method to a lattice
of parallel helicoids, with a spacing of λ in the x direc-
tion. Suppose the centers of the helicoids are located
at x = mλ, where m is any integer. We solve the dy-
namic equations in a domain between two helicoids, for
0 ≤ x ≤ λ and − 12d ≤ z ≤ 12d. The rest of the director
field can be found by repeating this unit cell periodically.
For the boundary conditions, we require
θ(0, z, t) =
pi
2
, φ(0, z, t) = −pi
2
,
θ(λ, z, t) =
3pi
2
, φ(λ, z, t) = −pi
2
,
θ(x,
d
2
, t) = pi, φ(x,
d
2
, t) = −pi
2
,
θ(x,−d
2
, t) = pi, φ(x,−d
2
, t) = −pi
2
. (26)
For the initial condition, we construct a combination of
two helicoids using displaced versions of the conformal
mapping solution (10),
θ(x, z, 0) =pi + tan−1
(
sin(piz/d)− exp(−pix/d)
cos(piz/d)
)
(27)
− tan−1
(
sin(piz/d) + exp(−pix/d)
cos(piz/d)
)
− tan−1
(
sin(piz/d)− exp(−pi[λ− x]/d)
cos(piz/d)
)
+ tan−1
(
sin(piz/d) + exp(−pi[λ− x]/d)
cos(piz/d)
)
,
along with φ(x, z, 0) = −pi/2.
By integrating the dynamic equations, we calculate the
director field for several values of the periodicity λ. We
then perform a numerical integration to determine the
free energy of the helicoid lattice. The results depend on
λ as well as the natural twist q0 and maximum free energy
density fmax. As an example, Fig. 6 shows the free energy
per volume F/(λLyd) (scaled by K/d
2), as a function of
λ (scaled by d), for q0 = 3/d and fmax = 100K/d
2. For
these parameters, the free energy per volume has a min-
imum at λ ≈ 2d, and hence the helicoid lattice will form
with that optimum spacing. Figure 7 shows the director
field that corresponds to this minimum free energy per
volume. It is a periodic sequence of helicoids, separated
2 4 6 8 10 12 14
0.0
0.5
1.0
λ/d
F
/(λL yd
·Kd-
2 )
FIG. 6: Numerical calculation of the average free energy per
volume of a helicoid lattice, as a function of the periodicity
λ, using the natural twist q0 = 3/d and the maximum free
energy density fmax = 100K/d
2, without the assumption of
constant azimuth.
FIG. 7: (Color online) Lattice of helicoids at x = −λ, 0, λ,
. . . , calculated numerically without the assumption of con-
stant azimuth. This example is constructed using the nat-
ural twist q0 = 3/d and the maximum free energy density
fmax = 100K/d
2, and hence the periodicity is λ ≈ 2d. The
picture shows the cross section at y = 0; the director field is
extended uniformly forward and backward in y.
by regions where the director field is predominantly ver-
tical. Each helicoid in the lattice has variation in both θ
and φ, similar to the single helicoid shown in Fig. 4.
We now repeat the helicoid lattice calculation for dif-
ferent values of the natural twist q0 and the maximum
free energy density fmax. In each case, we determine the
optimum helicoid spacing λ, as well as the free energy
per volume at that spacing. For any fixed fmax, the de-
pendence of λ on q0 is similar to the prediction of Fig. 2.
When q0 is slightly above the critical value qH , the he-
licoid spacing λ is large. As q0 increases, λ decreases.
Over a range of q0, λ is close to the cell thickness d. The
critical value qH increases as fmax increases.
The results for free energy per volume at the optimum
helicoid spacing will be used to compare the lattice of
helicoids with the lattice of skyrmions discussed in the
next section.
7IV. SKYRMIONS: NUMERICAL SOLUTIONS
WITHOUT ASSUMPTION OF CONSTANT
AZIMUTH
Apart from helicoids, another way for a cholesteric liq-
uid crystal to adapt to confinement within a thin cell is
to form skyrmions. While a helicoid is narrow in x and
extended in y, a skyrmion is narrow in both x and y,
so that it is a point-like object in the xy plane. As dis-
cussed in Ref. [32], the director field associated with a
skyrmion is vertical in the center, then twists going ra-
dially outward, then becomes vertical again far from the
center.
Here, as in Ref. [32], we will assume that a skyrmion is
axisymmetric, i.e. rotationally symmetric about its cen-
tral axis. For that reason, it is most convenient to repre-
sent the director field of a skyrmion in cylindrical coor-
dinates (ρ,Φ, z), so that
nˆ =xˆ sin θ(x, y, z) cosφ(x, y, z)
+ yˆ sin θ(x, y, z) sinφ(x, y, z) + zˆ cos θ(x, y, z)
=ρˆ sin θ(ρ, z) cos δφ(ρ, z)
+ Φˆ sin θ(ρ, z) sin δφ(ρ, z) + zˆ cos θ(ρ, z). (28)
Here, φ is the angle with respect to the x axis, while δφ =
φ−Φ is the angle with respect to the local radial direction
ρˆ. If the skyrmion is axisymmetric, then θ and δφ can
only be functions of ρ and z; they must be independent
of Φ.
Inserting the director field (28) into the Frank free en-
ergy density (1) gives
f =
1
2
K
[(
∂θ
∂z
)2
+
(
∂θ
∂ρ
)2
+
sin 2θ
ρ
∂θ
∂ρ
+
sin2 θ
ρ2
+ sin2 θ
((
∂δφ
∂ρ
)2
+
(
∂δφ
∂z
)2)
+ 2 sin2 θ sin δφ
(
∂θ
∂z
∂δφ
∂ρ
− ∂δφ
∂z
∂θ
∂ρ
)
− 2 sin
2 θ cos δφ
ρ
∂θ
∂z
+ 2q0 sin δφ
∂θ
∂ρ
− 2q0 sin2 θ∂δφ
∂z
+ q0 sin 2θ cos δφ
∂δφ
∂ρ
+
q0 sin 2θ sin δφ
ρ
]
. (29)
The integrated free energy in cylindrical coordinates is
F =
∫
2piρdρdzf(ρ, z). (30)
We now have a situation similar to Eq. (5) for heli-
coids, but in cylindrical coordinates. It is not obvious
whether the azimuthal angle δφ should be constant with
respect to ρ and z. If δφ were constant, its optimal value
would be δφ = −pi/2, in order to minimize the term
Kq0 sin δφ(∂θ/∂ρ) in the free energy. In this case, the di-
rector distortion would be mainly twist, rather than splay
or bend. Based on these considerations, Ref. [32] made
the assumption that δφ = −pi/2 throughout the cell, and
calculated the resulting director configuration around the
skyrmion. However, in Sec. III, we found that helicoids
can reduce their free energy by allowing their azimuthal
angle to vary. Hence, we now apply the same numerical
method to determine whether skyrmions can also reduce
their free energy by allowing the azimuth to vary.
For this calculation, we set up the dynamic equations
∂θ(ρ, z, t)
∂t
=− Γθ δF
δθ(ρ, z, t)
,
∂(δφ(ρ, z, t))
∂t
=− Γδφ δF
δ(δφ(ρ, z, t))
. (31)
We set the dynamic constants Γθ and Γδφ equal to each
other, and choose units of time so they are 1. We use
initial conditions and boundary conditions appropriate
for the geometry of a single skyrmion or a skyrmion lat-
tice, and integrate the dynamic equations forward in time
until they converge on a free energy minimum.
A. Single skyrmion
To model a single skyrmion at the origin, we solve the
dynamic equations in the domain ρmin ≤ ρ ≤ ρmax and
− 12d ≤ z ≤ 12d. Here, ρmin is a short-distance cutoff to
avoid a singularity in the numerical method at ρ = 0, and
ρmax is a long-distance cutoff where the director field is
effectively vertical. We use ρmin = 0.001d and ρmax =
10d. The appropriate boundary conditions are
θ(ρmin, z, t) = 0, δφ(ρmin, z, t) = −pi
2
,
θ(ρmax, z, t) = pi, δφ(ρmax, z, t) = −pi
2
,
θ(ρ,
d
2
, t) = pi, δφ(ρ,
d
2
, t) = −pi
2
,
θ(ρ,−d
2
, t) = pi, δφ(ρ,−d
2
, t) = −pi
2
. (32)
The boundary conditions on δφ are not important, be-
cause the boundary conditions on θ require that the di-
rector field is vertical on all the boundaries, but we in-
clude them as part of the numerical algorithm.
For the initial condition, we use a modified version of
the conformal mapping solution from Eq. (10),
θ(ρ, z, 0) =pi + 2 tan−1
(
sin(piz/d)− exp(−piρ/(2d))
cos(piz/d)
)
− 2 tan−1
(
sin(piz/d) + exp(−piρ/(2d))
cos(piz/d)
)
,
(33)
along with δφ(ρ, z, 0) = −pi/2. We recognize that this
expression for θ(ρ, z, 0) is not the exact solution of any
problem in cylindrical coordinates, but it has the correct
8FIG. 8: (Color online) Director field of a single skyrmion,
calculated numerically for natural twist q0 = 3/d. Images
show the horizontal cross section at z = 0 and the vertical
cross section at y = 0. The symbol D represents point defects
on the top and bottom surfaces.
topological form for a skyrmion and is useful as a starting
point for the numerical algorithm.
We integrate the dynamic equations until they con-
verge on the director field of a single skyrmion. Figure 8
shows an example, calculated for natural twist q0 = 3/d,
with both a horizontal cross section at z = 0 and a ver-
tical cross section at y = 0. In this configuration, the
director field twists radially outward from the central
axis, and it also twists from the bottom to the top of
the cell. The director field has point defects where the
central axis intersects the top and bottom surfaces, at
ρ = 0 and z = ±d/2. These point defects are exceptions
to the general rule that the magnitude of nematic order
is constant everywhere in a skyrmion.
To calculate the free energy of the skyrmion, we sub-
stitute the numerical solution for θ and δφ into the free
energy density of Eq. (29), and integrate over the whole
domain. Although the free energy density diverges at
the point defects on the top and bottom surfaces, we can
integrate over these divergences because they are only
points in 3D. For that reason, the total free energy of the
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FIG. 9: Free energy of a single skyrmion as a function of
natural twist q0.
skyrmion is not sensitive to the maximum free energy
density fmax; it has a well-behaved limit as fmax → ∞.
We verify numerically that the total free energy does not
depend significantly on fmax for fmax > 100K/d
2. Hence,
we only report the skyrmion free energy in the limit of
large fmax.
Figure 9 shows the integrated free energy of the single
skyrmion as a function of the natural twist q0, scaled by
the cell thickness d. This plot is similar to Fig. 5 for a
single helicoid. Here, the skyrmion free energy crosses
from positive to negative at a critical value qS ≈ 3.3/d.
For q0 < qS , a skyrmion has higher free energy than
a uniform vertical alignment (with F = 0), and hence
skyrmions will not form in thermal equilibrium, although
they may occur as metastable defects. For q0 > qS , a
skyrmion has lower free energy than a uniform vertical
alignment, and hence many skyrmions will be present
in thermal equilibrium. To find the favored density
of skyrmions, we must consider a periodic lattice of
skyrmions below.
B. Skyrmion lattice
Suppose that a liquid crystal has a periodic lattice of
skyrmions. A two-dimensional lattice of point-like ob-
jects normally has a hexagonal structure, as shown in
Fig. 10. To describe this lattice, we should calculate the
director configuration within a hexagonal unit cell, and
integrate the free energy density over the unit cell. This
calculation is difficult because the hexagon is not exactly
axisymmetric, and hence the director field and free en-
ergy density depend slightly on the angular coordinate Φ
as well as on ρ and z.
To avoid this difficulty, we use the circular cell approx-
imation, as is done in Ref. [32] and in many papers on
magnetic skyrmions. We approximate the hexagonal unit
cell by a circle of radius ρmax, as shown in red in Fig. 10.
We then have the much simpler problem of calculating
the director field and integrating the free energy density
9ρmax
FIG. 10: (Color online) Hexagonal lattice of skyrmions. The
hexagonal unit cell is approximated by a circle of radius ρmax.
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FIG. 11: Average free energy per unit volume of the skyrmion
lattice F/(piρ2maxd) (scaled by K/d
2), as a function of the
unit cell radius ρmax (scaled by d), using the natural twist
q0 = 4/d.
in the axisymmetric circular cell, where the director field
and free energy density depend only on ρ and z.
Following this approximation, we solve the dynamic
equations in the domain ρmin ≤ ρ ≤ ρmax and − 12d ≤ z ≤
1
2d, with the boundary conditions of Eq. (32). Evidently,
this is the same numerical problem that we solved for a
single skyrmion in Sec. IV(A). The only difference is in
the interpretation of the radius ρmax. In Sec. IV(A), we
considered the limit of very large ρmax, much greater than
the cell thickness d, and we calculated the free energy of
a single skyrmion in an effectively infinite domain. Here,
we consider ρmax as a lattice spacing, comparable to d,
and calculate the free energy per volume of each cell in
the skyrmion lattice.
By integrating the dynamic equations, we determine
the director field for several values of ρmax, and then
perform a numerical integration to find the free energy
of each unit cell. The results depend on ρmax as well as
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FIG. 12: Phase diagram indicating the uniform vertical,
skyrmion lattice, and helicoid lattice phases, as functions of
the natural twist q0 and maximum free energy density fmax.
The symbols V , S, and H indicate numerical calculations of
the lowest free energy structure, while the lines are guides
to the eye. As discussed in the text, the vertical axis can
also be interpreted as the ratio of the cell thickness d to the
disclination core radius a.
the natural twist q0. As an example, Fig. 11 shows the
free energy per volume F/(piρ2maxd) (scaled by K/d
2), as
a function of ρmax (scaled by d), for q0 = 4/d. For this
natural twist, the free energy per volume has a minimum
at ρmax = 2d, and hence the skyrmion lattice will form
with that optimum unit cell radius.
We now repeat the skyrmion lattice calculation for dif-
ferent values of the natural twist q0. For each q0, we de-
termine the optimum cell radius ρmax, as well as the free
energy per volume at that radius. In the next section,
the free energy results will be used to compare the lattice
of skyrmions with the lattice of helicoids.
V. PHASE DIAGRAM
In the previous two sections, we calculated the average
free energy per volume for two topological structures,
the helicoid lattice and the skyrmion lattice. These free
energies are both calculated with respect to the uniform
vertical configuration, which has F = 0, and they are
both scaled by the same factor K/d2. Hence, we can
compare them to determine which structure is favored:
the helicoid lattice, the skyrmion lattice, or the uniform
vertical configuration.
The phase diagram of Fig. 12 shows the favored struc-
ture as a function of two parameters: the natural twist
q0 (scaled by cell thickness d) and the maximum free
energy density fmax (scaled by K/d
2). When fmax is
small, there is a direct transition from the uniform ver-
tical configuration to the helicoid lattice as q0 increases.
For larger fmax, there is one transition from uniform ver-
tical to skyrmion lattice, and then another transition
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from skyrmion lattice to helicoid lattice. The value of
q0 needed to obtain the helicoid lattice increases as fmax
increases.
The structure of this phase diagram can be understood
intuitively through the following argument. The advan-
tage of the helicoid lattice compared with the skyrmion
lattice is that it has a lower bulk free energy. The helicoid
lattice is closer to the perfect cholesteric helix, which is
the equilibrium phase in the bulk. By comparison, the
advantage of the skyrmion lattice compared with the heli-
coid lattice is that it has a lower surface free energy. The
skyrmion lattice has only point defects in the director
field on the surface, while the helicoid lattice has discli-
nation lines running along the surface, with an energy
per unit length that is proportional to log(fmaxd
2/K).
Hence, the helicoid lattice is favored for large q0 and small
fmax (where the bulk free energy dominates), while the
skyrmion lattice is favored for large fmax and smaller q0
(where the surface free energy dominates). When q0 be-
comes even smaller, compared with d, the benefit from
the chiral terms in the free energy becomes smaller than
the cost of director gradients from the nonchiral terms,
and the uniform vertical configuration is favored over ei-
ther type of chiral lattice.
Although we have only done calculations for the limit
of infinitely strong homeotropic anchoring on the sur-
faces, we can anticipate what would happen if the
homeotropic anchoring had only a finite strength W per
unit area. If W were reduced, it would be easier to form
line defects on the surface, and hence it would be eas-
ier to form the helicoid lattice. As a result, the helicoid
lattice would occur for a lower value of q0. In Fig. 13,
the vertical axis should really be interpreted as the free
energy cost of surface defects. That free energy cost is
controlled by log(fmaxd
2/K) or log(Wd/K), whichever
is smaller. In this paper, we have done calculations for
W →∞, so that log(fmaxd2/K) is the relevant scale. For
weaker anchoring, log(Wd/K) might become the relevant
scale instead. (In terms of the disclination core radius
a ≈ (fmax/K)−1/2 and the surface extrapolation length
b ≈ K/W , the scale is log(d/a) or log(d/b), whichever is
smaller. Hence, the relevant length is a or b, whichever is
larger. In this paper, we have done calculations for b→ 0,
so that a is the relevant length. For weaker anchoring, b
might become the relevant length.)
We should point out one peculiar discrepancy between
our results and Leonov et al [32]. In our phase dia-
gram, the sequence of structures is uniform vertical, then
skyrmion lattice, then helicoid lattice. By contrast, in
their phase diagram, the sequence of structures is “iso-
lated skyrmions” (i.e. uniform vertical with metastable
skyrmions), then helicoid lattice, then skyrmion lattice.
Of course, their system is somewhat different from our
system, because they have an applied electric field and
we do not. Even so, it is surprising that the sequence
of structures would be different. Resolving this discrep-
ancy should be a subject for future theoretical research,
as well as comparison with experiment.
In conclusion, we have developed a theory for heli-
coids and skyrmions in cholesteric liquid crystals that
are confined between surfaces with homeotropic anchor-
ing. Our work extends previous theoretical research by
deriving exact solutions for helicoids with constant az-
imuth, by calculating numerical solutions for helicoids
and skyrmions with varying azimuth, and by interpret-
ing the results in terms of competition between different
terms in the free energy. It provides specific examples of
the general principle that complex topological structures
are induced by geometric frustration, as seen in chiral
magnets as well as liquid crystals.
Acknowledgments
We would like to thank A. Duzgun, A. Saxena, R. L. B.
Selinger, and Q. Wei for helpful discussions. This work
was supported by National Science Foundation Grant
No. DMR-1409658.
[1] P. Oswald and P. Pieranski, Nematic and Cholesteric
Liquid Crystals: Concepts and Physical Properties Illus-
trated by Experiments (CRC Press, 2005).
[2] R. D. Kamien and J. V. Selinger, J. Phys. Condens. Mat-
ter 13, R1 (2001).
[3] J. Baudry, S. Pirkl, and P. Oswald, Phys. Rev. E 57,
3038 (1998).
[4] J. Baudry, S. Pirkl, and P. Oswald, Phys. Rev. E 59,
5562 (1999).
[5] P. Oswald, J. Baudry, and S. Pirkl, Phys. Rep. 337, 67
(2000), ISSN 0370-1573.
[6] S. Pirkl and P. Oswald, Liq. Cryst. 28, 299 (2001).
[7] I. I. Smalyukh, B. I. Senyuk, P. Palffy-Muhoray, O. D.
Lavrentovich, H. Huang, E. C. Gartland, V. H. Bodnar,
T. Kosa, and B. Taheri, Phys. Rev. E 72, 061707 (2005).
[8] P. Oswald and A. Dequidt, Phys. Rev. E 77, 051706
(2008).
[9] T. Akahane and T. Tako, Jpn. J. Appl. Phys. 15, 1559
(1976).
[10] V. G. Bhide, S. C. Jain, and S. Chandra, J. Appl. Phys.
48, 3349 (1977).
[11] N. Nawa and K. Nakamura, Jpn. J. Appl. Phys. 17, 219
(1978).
[12] B. Kerllenevich and A. Coche, Mol. Cryst. Liq. Cryst.
68, 47 (1981).
[13] T. H. R. Skyrme, Nucl. Phys. 31 (1962).
[14] U. K. Ro¨ßler, A. N. Bogdanov, and C. Pfleiderer, Nature
442, 797 (2006).
[15] S. Mu¨hlbauer, B. Binz, F. Jonietz, C. Pfleiderer,
A. Rosch, A. Neubauer, R. Georgii, and P. Bo¨ni, Science
323, 915 (2009).
[16] X. Z. Yu, Y. Onose, N. Kanazawa, J. H. Park, J. H. Han,
11
Y. Matsui, N. Nagaosa, and Y. Tokura, Nature 465, 901
(2010).
[17] S.-Z. Lin, C. Reichhardt, C. D. Batista, and A. Saxena,
Phys. Rev. B 87, 214419 (2013).
[18] S. Banerjee, J. Rowland, O. Erten, and M. Randeria,
Phys. Rev. X 4, 031045 (2014).
[19] I. I. Smalyukh, Y. Lansac, N. A. Clark, and R. P. Trivedi,
Nat. Mater. 9, 139 (2010).
[20] P. J. Ackerman, Z. Qi, and I. I. Smalyukh, Phys. Rev. E
86, 021703 (2012).
[21] B. G.-g. Chen, P. J. Ackerman, G. P. Alexander, R. D.
Kamien, and I. I. Smalyukh, Phys. Rev. Lett. 110,
237801 (2013).
[22] P. J. Ackerman, R. P. Trivedi, B. Senyuk, J. van de
Lagemaat, and I. I. Smalyukh, Phys. Rev. E 90, 012505
(2014).
[23] P. J. Ackerman, J. van de Lagemaat, and I. I. Smalyukh,
Nat. Commun. 6, 6012 (2015).
[24] Y. H. Kim, M.-J. Gim, H.-T. Jung, and D. K. Yoon, RSC
Adv. 5, 19279 (2015).
[25] A. Varanytsia and L.-C. Chien, Opt. Lett. 40, 4392
(2015).
[26] L. Cattaneo, Z. Kos, M. Savoini, P. Kouwer, A. Rowan,
M. Ravnik, I. Musevic, and T. Rasing, Soft Matter 12,
853 (2016).
[27] Y. Guo, S. Afghah, J. Xiang, O. D. Lavrentovich, R. L. B.
Selinger, and Q.-H. Wei, Soft Matter 12, 6312 (2016).
[28] J.-i. Fukuda and S. Zˇumer, Phys. Rev. Lett. 104, 017801
(2010).
[29] J.-i. Fukuda and S. Zˇumer, Phys. Rev. Lett. 106, 097801
(2011).
[30] J.-i. Fukuda and S. Zˇumer, Nat. Commun. 2, 246 (2011).
[31] J.-i. Fukuda and S. Zˇumer, Proc. SPIE 8279, 82790V
(2012).
[32] A. O. Leonov, I. E. Dragunov, U. K. Ro¨ßler, and A. N.
Bogdanov, Phys. Rev. E 90, 042502 (2014).
[33] Wolfram MathWorld Harmonic Number, http:
//mathworld.wolfram.com/HarmonicNumber.html,
accessed 2017-01-18.
