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Abstract 
Even if a reliable constitutive modelling of materials is essential to finite element analyses, architectural textiles are still poorly 
described by making use of plane stress linear elastic models. More complex analytical models are computationally too expensive 
and require a large number of parameters to be calibrated, so that specific tests are often required, employing expensive and ad 
hoc designed equipment. The main reason for this is that coated textiles display a complex nonlinear, hysteretic, viscoelastic 
behaviour, which is difficult to model with classical analytical constitutive laws. In addition, coated fabrics involve aleatoric 
uncertainties due to the manufacturing process, as well as epistemic uncertainties related to the intrinsic difficulty of measuring 
certain quantities (e.g. the properties of yarns when embedded in a continuum matrix). Within this framework, Artificial Neural 
Networks (ANN) seem to be promising in reproducing the material mechanical behaviour, since they can be trained to learn the 
relation between input (strain) and output (stress) without the need of setting any explicit analytic stress-strain law. An existing 
ANN able to reproduce the biaxial tensile response of coated fabric membranes is here extended to include shear behaviour. After 
a description of the neural network architecture and its implementation, picture frame test data are employed for training and 
validation. The influence of different subdivisions of the experimental data into a training set, a validation set, and a testing set is 
investigated. Neural networks having different numbers of neurons are analysed, in order to establish the number of nodes 
required to accurately represent the experimental behaviour of the material, whilst avoiding overfitting at the same time. 
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1. Introduction 
Artificial Neural Networks (ANN) belong to “soft computing”, which is a branch of computer science that tries to 
find solutions to uncertain, complex, unpredictable or fuzzy problems. A back-propagation neural network is 
essentially a computing system that maps an input vector (x) into an output vector (y) by using an internal 
architecture that simulates in a simplified way the human brain. Some neurons receive the inputs, elaborate it and 
produce an output, which is passed to another layer of neurons through connections. 
Perhaps the most fascinating aspect of ANNs is that, like the brain, they can learn, even from noisy and fuzzy 
data, and generalize to situations never experienced before. This makes ANNs a powerful tool to model the complex 
behaviour of architectural coated fabrics, which have been demonstrated to be not only nonlinear, hysteretic, and 
viscoelastic, but also subjected to uncertainty due to the manufacturing process (aleatoric uncertainties) and 
difficulty in measuring some material quantities (epistemic uncertainties). Within this framework, ANNs could be a 
smart alternative to analytical constitutive laws for coated fabrics, which are usually either too demanding in terms 
of calibration and computational time or too simple to capture the real response of the fabric (see, e.g., plane stress 
orthotropic linear elastic model). 
ANNs have been applied to a wide range of problems, including the prediction of properties, machine control, 
pattern recognition, optimization, constitutive modelling and many others. A review of the current applications in the 
textile field can be found in [1]. It appears that the only attempt to apply ANNs in modelling the shear stiffness of 
fabrics has been made by Chen et al. in [2], which describes the development of a neural network based on a 
selection of the most significant yarn properties and fabric parameters. Nevertheless, the model presented in [2] is 
referred to a specific kind of uncoated fabric. 
To the author’s best knowledge, ANNs have not been applied yet as a tool for modelling the shear stiffness of 
coated fabrics employed in architecture. According to [3], most of the analysis methodologies used by industry 
disregard this property or model it as linear, using available rule-of-thumbs estimates, even though the shear stiffness 
can significantly influence the final analysis results. 
The work described here aims to design an ANN capable modelling the shear behaviour of coated fabrics. This 
will add an extra feature to the one presented in [4] and [5], which was limited to the prediction of the mechanical 
behaviour of fabric membranes when subjected to biaxial tensile loads. At present, most of the finite element codes 
for membrane structures model the material behaviour as orthotropic linear elastic, with plane strain assumption and 
no coupling between the shear and warp/fill stresses, as shown in Eq. 1: 
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The biaxial ANN described in [4] and [5] was implemented in a finite element code in the form of an implied 
material stiffness matrix, which substitutes some of the stiffness matrix coefficients as follows: 
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The parameters of the implied stiffness matrix were obtained by derivation of the neural network output with respect 
to the inputs. The shear stiffness was still modelled by means of a constant coefficient (linear shear response). 
The shear ANN described in this paper does not remove the assumption of no coupling between the stresses in 
warp and fill directions and the tangential stresses. Due to the interactions exhibited by a coated fabric mainly 
because of the weaving, this hypothesis might be not ideal, but it is indeed useful to circumvent the complexities 
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involved in gathering sufficient training data with combined shear and biaxial effects. An independent shear ANN 
has been then developed to substitute the shear coefficient Gxy with an implied shear stiffness matrix Gimplied. 
This work describes the design and training of the new shear ANN; the finite element implementation goes 
beyond the scope of this article and will be object of future work. Section 2 summarises the experimental results 
obtained in [3], which describes the main aspects of the shear behaviour of architectural coated fabrics. Section 3 
defines the neural network architecture in terms of input, output and internal structure. The shear ANN is trained and 
validated in Section 4, using the picture frame test data from [3]. Different training data patterns and densities are 
investigated in Section 4.1 to define the best performing training profile. Moreover, a study on the ideal number of 
nodes in the hidden layer is conducted in Section 4.2. Finally, the results of the best neural network in terms of 
stresses are compared to the experimental data to assess the quality of the model. 
2. Shear behaviour of coated fabrics 
Shear stiffness of architectural coated fabrics is an important aspect in the design of tensile structures. In fact, 
membrane structures experience large shear deformations, both during installation and under live loads. Since woven 
fabrics have a limited shear stiffness, understanding shear behaviour of coated fabrics is also fundamental to limit 
wrinkles, which are both aesthetically unpleasant and a potential cause of failure. 
As stated in [3], the greatest part of the available literature related to shear testing of fabrics concerns uncoated 
fabrics employed in composite forming. Nevertheless, coated fabrics are significantly different, since their shear 
behaviour is mainly governed by the coating: this limits the change in angle between the yarn directions, so that 
architectural fabrics show a relatively high shear stiffness if compared to uncoated woven fabrics. 
Among the few studies available on the shear testing of coated fabrics, [3] is of interest because it contains a test 
methodology that produces an almost homogeneous shear strain field in the sample. Moreover, it makes use of the 
same cruciform sample previously employed for biaxial testing, allowing prestress to be introduced. 
The test described in [3] consists of applying an initial biaxial prestress to a cruciform specimen and then in 
clamping the central square part with a picture frame, which keeps the prestress constant during the entire shear test. 
During this second part of the test procedure, the picture frame is placed in a uniaxial test rig and a cyclic shear test 
profile is applied in the form of cross-head displacement, which causes a change in the shear angle. It is worth 
pointing out that this testing method focuses on the shear response caused by a change in angle between the yarns 
and it excludes shear strain indirectly resulting from the application of a different deformation in warp and fill 
directions. 
Three materials have been tested in [3] at three different levels of biaxial prestress, namely 3% - 6% - 9% of their 
Ultimate Tensile Strength (UTS). The tested materials are reported in Table 1. 
Table 1. Materials tested in [3]. 
Manufacturer Material Weight  Thickness  UTS*  Biaxial prestress*
  [g/m2] [mm] [kN/m] % UTS [kN/m] 
CMX220 Taiyo Kogyo, Japan PVC/glass fibre 813 0.55 115-111 3-3% 3.45-3.33 
      6-6% 6.90-6.66 
      9-9% 10.32-9.99 
FGT1000 Chukoh, Japan PTFE/glass fibre 1700 1.00 207-177 3-3% 6.18-5.31 
      6-6% 12.36-10.72 
      9-9% 18.54-15.93 
SCC200 Taiyo Kogyo, Japan PVC/PET 832 0.68 76-81 3-3% 2.25-2.43 
      6-6% 4.50-4.86 
      9-9% 6.75-7.29 
*Warp-Fill 
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The cyclic shear test profile employed is the one depicted in Fig. 1, where the shear angle has been varied at a 
constant rate of 2 mm/min of crosshead displacement. The profile includes 13 cycle sets, each one having a 
maximum shear angle of 1°, 3° or 6°. 
Fig. 1. Cyclic shear test profile employed in [3]. 
The results obtained in [3] show that the shear behaviour of coated fabrics changes with increasing biaxial 
prestress, since a greater strain energy is required to mobilise shear deformation when the prestress is higher. This 
results in a higher tip-to-tip shear stiffness, even if the effect on the linear part of the stress-strain curve is minimal 
(see, e.g., Fig. 6(a) in Section 4.2). 
The experimental results contained in [3] have been employed to train and validate the shear ANN here presented, 
whose architecture is described in the following Section 3. 
3. Neural network architecture 
A new recurrent neural network has been created to model the shear response of the membrane. The new ANN 
evaluates the tangential stress as a function of the shear angle. A 4-dimensional input vector x has been employed, 
whose components are the current value of shear angle γxy(n), the values of shear angle γxy(n-1) and of tangential stress 
τxy
(n-1) at the previous step, and an internal variable used to capture the nonlinear and hysteretic part of the response. 
First, the input vector coordinates are scaled to fall into a range between -1 and 1, so that all input signals have the 
same importance regardless their unit. After that, the scaled input vector i is passed to each neuron of a hidden layer, 
whose output is evaluated as follows: 
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where wji
H are the weights of the j-th neuron of the hidden layer and bjH its bias. ANN can generally have more 
hidden layers, although one is often sufficient to model the mechanical behaviour of materials. For consistency with 
the biaxial neural network developed in [4] and [5], a tan sigmoid function has been employed as nonlinear 
activation function for the hidden layer neurons (see Eq. 3). A linear transfer function has been used instead for the 
subsequent output layer, whose output is calculated as: 
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where, in analogy with the hidden layer, wkj
O are the weights of the k-th neuron of the output layer and bkO its bias. 
The output vector o obtained is finally unscaled, in order to have a final vector y of quantities with a physically 
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meaningful size. Specifically, the vector output y coming out of the neural network here presented has one 
coefficient only, which is the tangential stress τxy
(n). 
The internal variable employed to model the nonlinear part of the material response related to the loading history 
is the same used in [4] and [5] for the biaxial neural network, which is the one proposed by [6]. This internal 
variable is defined as shown hereafter: 
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and it is then a function of the tangential stress at the previous step, of the shear angle at the previous step and of the 
shear angle variation. 
In the following Section the shear ANN described above will be trained to learn the experimental material 
behaviour of coated fabrics and an investigation on the best training profile (in terms of pattern and points density) 
and on the ideal number of neurons in the hidden layer will be conducted. 
4. Training procedure and results 
Network training consists of finding the combination of weights and biases that reduces the discrepancy between 
the network output and a target output. The network performance is therefore evaluated in terms of error. In this 
study, the coefficient of determination R2 has been used as measure of the degree of fit. R2 is calculated as follows: 
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where yi are the target values, y AVG their average value and yiNN the corresponding neural network outputs. The 
coefficient of determination is a relative measure of error, which approaches 1 when the neural network has a higher 
performance. A value of 1 means perfect fitting of data, while a negative value may occur in nonlinear fitting when 
the mean of data provides a better fitting than the analysed model. 
Each experimental loading profile previously described in Section 2 (expressed as variation of shear angle), as 
well as the corresponding material response in terms of tangential stress, have been divided into a training set and a 
post-training testing set. The first has been employed to train the neural network according to the Levenberg-
Marquardt back-propagation learning algorithm [6], which is a mix of quasi-newton and gradient decent methods. 
The latter has been used to check the neural network capability of generalise the learnt behaviour to a new “unseen” 
input set. Since this generalisation capability is the most important in modelling the material response, when more 
than one neural network is tested, the best one is selected as the one showing the higher value of R2 when tested with 
the “unseen” experimental data. 
Each training data set has been split into three parts: 
• 70% for computing the gradient and updating the network weights and biases (training set); 
• 15% for early stopping purposes (validation set); 
• 15% for checking if the data set division was poor or good (testing set). 
During the training, the errors evaluated with the three subsets have been monitored at each iteration. The 
training error have been used to update the weights and biases. The criteria employed to avoid overfitting consists in 
stopping the training when the validation error increases 6 times in a row. Finally, the iteration numbers at which the 
testing and validation errors reach their minimum have been compared, to detect possible poor division of the data 
set, which might increase the shift between the two values. 
In the next Sections, the effects of training data density, different subdivisions of the experimental data, and 
number of nodes in the hidden layer are investigated. The aim is to set up a final optimal version of the neural 
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network model that could be implemented in a finite element program to simulate load analyses and cutting pattern 
generation of tensile structures. 
4.1. Training data density and pattern 
As pointed out in Section 1, one of the aspects that makes ANNs suitable for engineering application is their 
ability to learn even from incomplete, noisy or fuzzy input data [8]. Despite that, the selection of the training 
patterns is an extremely important issue, since they need to cover a significative sample of the training domain. It is 
worth remembering that, as pointed out in [8], at present ANNs are not good in extrapolating information outside the 
training domain: therefore, the sample needs to include the upper and lower boundaries, as well as a sufficient 
number of points over the entire domain. 
Different densities of training data are here investigated, with the aim of understanding which is the minimum 
number of samples that results in a good training. Moreover, various patterns are considered, which are obtained 
from a different subdivision of the experimental data into a training set and a post-training testing set. 
Each of the 9 picture frame test profiles available is composed of 81 sections, where the shear angle is either 
linearly increased or decreased over time; these have been sequentially numbered for reference. Table 2 summarises 
the kinds of pattern that have been considered (two for each profile). 
Table 2. Description of the employed patterns: profile sections have been sequentially numbered 
and split into a training set and a post-training testing set as specified. 
Training set Post-training testing set 
Pattern 1 27 to 51 1 to 26 + 52 to 81 
Pattern 2 1 to 27 + 45 to 51 28 to 44 + 52 to 81 
The pattern densities have been reduced according to a reduction factor n, which means that only 1/n of the points 
contained in each loading or unloading section have been employed in the training and testing process. Different 
values of the reduction factor have been tested, namely 6, 10 and 14. 
In summary, two patterns have been employed for each of the nine profiles, each one tested with three different 
reduction factors, which results in 54 tests. All the tests have been repeated for neural networks having 4, 7 and 10 
nodes in the hidden layer. 
Fig. 2. R2 values obtained for the best neural networks that have been trained, grouped by employed pattern and reduction factor:  
(a) R2 values from training; (b) R2 values from testing. 
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The result of neural network training is characterised by non-uniqueness, given the random initialisation of 
weights and biases. To account for this aspect, 10 neural networks have been trained for each case and the best-
performing has been chosen as the one exhibiting the highest R2 when tested with the post-training testing data set. 
This is equivalent to select the neural network that shows the best generalisation capability. 
The boxplots in Fig. 2 represent the R2 values obtained from the training and post-training testing. Only the best 
162 neural networks have been selected, and their results have been grouped by pattern and reduction factor 
employed. 
It can be noticed that Pattern 1 provides better performance both during training (Fig. 2(a)) and testing (Fig. 2(b)) 
and with all the three reduction factors, as indicated by the higher median of the coefficient of determination (red 
line inside the boxes). This means that NN models that are trained with Pattern 1 not only fit better the training 
results, but also show a better generalisation capability. In addition, a lower dispersion of the data is associated to 
Pattern 1, which results in a shorter distance between the first and third quartile (extremes of the rectangle), as well 
as in shorter whiskers. Therefore, Pattern 1 guarantees a more reliable training of the ANN model. 
The reason why Pattern 1 seems to be more suitable for the ANN training may be that it contains only cycles that 
oscillate from a positive to a negative value of shear angle, which are more suitable for a thorough exploration of the 
independent variable domain. On the other hand, Pattern 2 substitutes some of these cycles with the initial ones, 
which oscillate between two positive or two negative values of shear angle, disregarding the values about zero. 
Again, looking at Fig. 2, it can be noticed that the highest median of the R2 values is obtained with a reduction 
factor of 14, regardless of the pattern employed. It worth noting that this result is related to the frequency at which 
the measurements have been taken and, therefore, is specific for the experimental profile described in Section 2. 
Moreover, the reduction factor has not been applied uniformly to the whole profile: each of the 81 loading/unloading 
sections have been treated separately, so that the target points for training and testing always include the two 
extremes and 1/n of the points in between, where n is the reduction factor. 
In Fig. 3 only the best neural networks trained with Pattern 1 have been selected, and their R2 values have been 
plotted by grouping them on the basis of their number of neurons in the hidden layer, as well as of the reduction 
factor employed. Fig. 3(a) shows the R2 values from training and Fig. 3(b) the ones from post-training testing. 
By looking at Fig. 3, the reduction factor of 14 results to be the best performing, as previously obtained from 
Fig. 2. Therefore, this outcome seems to be independent of the number of hidden nodes in the neural network. 
In conclusion, Pattern 1 and a reduction factor of 14 seems to be the best combination for training a neural 
network that is able to both fit the experimental values and predict the tangential stresses arising from an unknown 
strain profile (provided that this new profile fells into the training domain). 
Fig. 3. R2 values obtained for the best neural networks that have been trained with Pattern 1, grouped by number of nodes in the hidden layer and 
reduction factor: (a) R2 values from training; (b) R2 values from testing. 
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4.2. Number of neurons in the hidden layer 
To investigate which is the best number of neurons in the hidden layer, a series of neural networks has been 
trained and tested with Pattern 1 and a reduction factor of 14, which has been proved in Section 4.1 to be the best 
performing combination of these two factors. The number of hidden nodes have been varied in the range 1 to 20. 
Ten neural networks have been trained for each case, in order to consider the influence of random initialisation of 
weights and biases on the result reliability. 
Fig. 4. R2 values obtained for neural networks having a different number of neurons in the hidden layer: 
(a) R2 values from training; (b) R2 values from testing. 
The R2 values generated from training and testing are plotted in the form of box-plots in Fig. 4(a) and 4(b) 
respectively. The median R2 values remain high, both for training and for testing, up to 5 nodes. Then, they start 
decreasing, more markedly in Fig. 4(b), indicating a deterioration of the neural network capability of generalise the 
learnt behaviour to different profiles. The considerable drop in the median value, as well as the marked increase of 
the range between the first and third quartile, mean that neural networks with more than 5 nodes in the hidden layer 
are more likely to overfit data to such extent that unacceptable errors result from their testing. 
Focusing on the neural networks with a number of neurons between 1 and 5, the one with the highest median of 
R2 and with the shorter distance in between the extremes of the box is the network with 5 nodes. The performance 
worsen when the number of neuron decreases; this might be because of the complex nonlinear response of the 
material, which cannot be reproduced accurately by combining all the inputs in a few neurons. 
Finally, the best performing neural network have been identified as the one with 5 neurons in the hidden layer, 
which have been trained with Pattern 1 from Table 2 and with a reduction factor of 14. Fig. 5 compares the network 
output (tangential stress) to the target output (from the tests described in Section 2). The test represented in Fig. 5 is 
the one where material CMX220 has been prestressed at 3% of its UTS, which has been chosen as example: similar 
results have been obtained for other levels of prestress and for other materials. 
Fig. 5 shows that the neural network output is close to the target. Only the cycle peaks are sometimes over- or 
under-estimated and it has been evaluated that this error can reach 20% of the maximum stress covered by the test, 
but it is lower than 5% in most of the points. The difficulty experienced by the neural network in predicting the 
peaks could be possibly due to the lack of an input related to the intial level of prestress. In fact in [3] it has been 
observed that the shear stiffness of coated fabrics is dependent on the initial prestress, but the 4 input model can only 
find a response that is an average between the experimental behaviours at different prestress values. 
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Fig. 5. Performance evaluation through the comparison between the target experimental points and the neural network output: tangential stress 
against time. 
Lastly, the output of the neural network used for Fig. 5 has been checked also in terms of stress-strain diagram. 
Fig. 6(a) and 6(b) depicts the experimental and model results respectively, expressed in terms of tangential stress vs 
shear angle. Again, the CMX220 material has been chosen as representative example. These two graphs confirm that 
the change in stiffness related to the initial prestress value is evident in the experimental curves (Fig. 6(a)), but is not 
captured by the neural network (Fig. 6(b)). Nevertheless, the shape of the cycles is pretty well reproduced by the 
model here described, both qualitatively and quantitatively. 
Fig. 6. Tangential stress vs shear angle: (a) experimental results (b) neural network output. 
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5. Conclusions 
An artificial neural network able to learn the shear behaviour of architectural coated fabrics has been here 
designed, trained and validated. This ANN employs 4 inputs, namely the current value of shear angle, the values of 
shear angle and of tangential stress at the previous step, and an internal variable used to capture the nonlinear and 
hysteretic part of the response. 
The ANN has been trained and validated with the picture frame test results from [3]. The experimental loading 
profile, expressed in terms of shear angle against time, has been divided into 81 loading or unloading sections: some 
of them have been used for the training and some as “unseen” set of data for the post-training validation. Different 
subdivisions of the experimental data (patterns) have been considered; various densities of target points and ANNs 
with different number of hidden nodes have been evaluated as well. The main results are here outlined:
• ANNs trained with Pattern 1, defined in Table 2, show a better generalization capability. This outcome can be 
explained with the fact that Pattern 1 contains cycles that oscillate from a positive to a negative value of shear 
angle, which are more suitable for a thorough exploration of the input domain. 
• A reduction factor of 14 applied to the experimental points gives better performance than 6 and 10. This outcome 
looks independent of the pattern employed and of the number of neurons in the hidden layer, but it is worth 
noting that it is related to the frequency at which the measurements have been taken and, therefore, is specific for 
the experimental profile employed. 
• Shear ANN with 5 neurons in the hidden layer performs better. A higher number of nodes results in overfitting of 
training data and lost of generalisation capability, while a lower number seems to be not sufficient to capture the 
complexity of the material mechanical behavior. 
• A comparison has been made between the experimental stress-strain curves  and the ones obtained from the best 
ANN (5 neurons in the hidden layer, trained with Pattern 1 and a reduction factor of 14). It shows that the model 
is able to learn and represent the hysteretic nonlinear shear behaviour of coated fabric, although the dependence 
of the shear stiffness by the initial level of prestress is not captured. This could be possibly due to the lack of an 
input related to the initial level of prestress inside the membrane; a shear ANN with two additional inputs (warp 
and fill prestresses) has been already developed, and its results will be published soon. 
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