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Transportation and automobile use is a major concern today in the United-
States. The use of automobile has impacts on congestion, urban dynamics, environ-
ment and on the economy in general. Good indicators of transportation demand
are the number of vehicles owned by a household and the total number of miles
traveled.
This thesis aims at building a model that can predict the total vehicle miles
traveled and number of cars owned by households, simultaneously. The discrete-
continuous model that we present correlates the error terms of a utility-based probit
with the error term of an ordinary regression. The objective is to capture the
relationship between preferred ownership alternatives and miles traveled.
We successfully show that households with high utility for owning a lot of
cars also drive more and that households with high utility for owning few cars drive
less. The correlation is between utilities and miles traveled. It also correlates the
two transportation demand indicators without assuming that one precedes the other
and, thus, does not suffer from circular variable inclusions.
The thesis ends by incorporating sampling weights into the model before pa-
rameters are estimated. We find slight changes in parameters’ values calculated
with weights. The difference however, is more quantitative than qualitative since
the general analysis we make with the weighted coefficients remains the same, only
the magnitude of the effects change
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Transportation patterns of western countries have changed drammatically in the
last few decades. Most countries have nearly abandoned surface rail systems that
were developed in the first half of the twentieth century and have shifted toward
the use of private automobiles. Although the tendency to use the automobile is
clear, not all regions have the same dependence upon it. Countries like Denmark
of the Netherlands and even, to a lesser extend, some regions of the United-States
still mantain relatevely high shares of bicycle commuters. In cities like New-York or
Montréal, public transportation services are used by a significant number of people
and car ownership figures vary accordingly.
Automobile use and dependency have numerous implications. It increases the
financial charges of households and individuals that must rely on it. Intensive car-
based transportation have a large footprint in cities as more space needs to be
allocated to road and parking construction.
Air quality, on a local scale, is greatly affected by the use of fossil fuels that
produce acidic rains, dusts, and other pollutants that directly affect individuals’
health. Smog episodes indeed pose serious concerns and, more generally, people
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suffering from asthma or other respiratory diseases are affected by local pollution.
On a more global scale, transportation is responsible for a large share of greenhouse
gas emissions (about 28% in the US), and there is a general consensus that policies or
specific measures should be introduced to reduce emissions from the transportation
sector.
In addition, energy prices are expected to increase and car dependent house-
holds will have to absorb the raise until they have access to other transportation
alternatives. This situation can have negative consequences on the economy as it
happened in the 1973 and 1979 oil crisis although the economies of the United-States
and most western countries are relatively less dependant on oil than they were then.
Car transportation, as opposed to so-called green commuting, does not favor
active lifestyle. With the increasing health care costs faced by developped countries,
green commuting is often seen as one of the possible solutions to increase physical
activity levels.
From an economic perspective, automobile-based transportation uses resources
that are getting scarcer and that are being produced in limited regions of the world.
For instance, the United-States are not able to produce all the oil they consume
and must rely on imports, which have implications on foreign policies. There are
also environmental hazards associated with oil and gas exploration, as reminded by
the 2010 oil spill in the Gulf of Mexico. The heavy dependence on fossil fuel has in
general a negative impact on the balance of trade for most countries, including the
United-States.
2
Several indicators can be used to quantify automobile use such as the types of
vehicles owned, the miles driven by each car in the household, the total number of
miles driven, fuel efficiency of cars owned and so on. Some of those variable may be
more useful than others and some will be more appropriate for specific problems.
For instance, vehicles’ body type will certainly be useful for pollution studies but
not much for congestion policy analysis.
1.2 Overview
The remaining of this dissertation is organised as follows. Chapter 2 contains
a literature review of studies on dicrete-continuous models for the vehicle owner-
ship problem. Chapter 3 proposes the model formulation, and in particular (1)
derives the model’s properties (2) proposes an innovative kernel density approxi-
mation and (3) describes the simulations method adopted to solve this non-closed
form maximum log-likelihood estimation problem. Chapter 4 deals with numerical
issues concerning the discontinuity of simulated log-likelihood in the estimation of
probit models, and proposes Bootstrap resampling techniques for the estimation of
standard errors. A Section is also dedicated to the software that has been coded in
C++ and that includes all the elements necessary for model estimation and vari-
ance analysis. Chapter 5 presents model results from real data extracted from the
2009 National Household Travel Survey and concerning Maryland, DC and Vir-
ginia. In Chapter 6, the problem of bias deriving from the non-random distribution
of the sample is solved by using pseudo-maximum log-likelihood estimators. Finally,
3




A large number of publications concerning vehicle ownership can be found
in the transportation literature. However, we focus in this Section only on papers
that propose advanced econometric methods to predict not only the number of
cars owned by a household and their types but also the number of miles travelled.
Those models are known as discrete-continuous models as they aims at explaining
decisions concerning discrete variables (number of cars owned and/or types-vintages)
and continuos variables (total vehicle miles travelled or miles travelled by car type).
Discrete-continuous models have been investigated in marketing studies since
the 80’s. Marketing researchers developed discrete-continuous models to determine
household purchase decisions for frequently purchased packaged goods. Previous
studies have predicted one or more of the purchasing decisions by proposing rela-
tionships between the observed choices of households and variables such as product
price, price cuts, feature advertisements, special displays and observed and unob-
served household characteristics [Chi93]. Previous research has focused on three
different household purchase decisions (1) the timing of a purchase, (2) the brand
choice decision, and (3) the purchase quantity decision.
A comprehensive framework for vehicle ownership and use was developed by
Train in 1986 [Tra86]. This model system contains several sub-models:
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• a vehicle quantity model,
• a class/vintage model for one-vehicle households,
• a class/vintage model for two-vehicle households,
• an annual vehicle miles traveled (VMT) model for one-vehicle households,
• an annual VMT model for each vehicle for two-vehicle households and
• models for the proportion of VMT in each of two categories (work and shop-
ping) for one- and two- vehicle households, respectively.
Train’s model is characterized by the following features: (1) it is a behavioral model
that is estimated using choices from a household survey; (2) each household’s choices
depend on both vehicle class/vintage characteristics (such as vehicle purchase price)
and household characteristics (such as household annual income); and (3) the model
can be incorporated into a simulation framework to forecast the vehicles’ demand
and their use. However, the framework proposed is not able to capture interde-
pendecies among the discrete and continuous decisions, which might bias model
coefficients and affect model predictions.
In recent years Bhat [Bha05] has proposed a Multiple Discrete Continuous
Extreme Value Model (MCDEV) that handles the choice of multiple alternatives si-
multaneously. His first application concerned a choice situation common in activity-
travel analysis where individuls choose the type of discretionary activity (discrete)
to participate in and the duration of time investment of the participation (contin-
uous). The model was later applied to analyze the choice of vehicle type/vintage
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and usage on data from the San Francisco Bay Area Travel Survey [BSE09]. Al-
though this econometric model formulation presents a nice closed form expression
for the discrete-continuous probability, it is limited by the assumption that a fixed
and limited budget exists for the continuous part. If this assumptions is not restric-
tive for time assigned to activities (the total time budget available in a day is 24
hours), it might be unrealistic to explain the total household vehicles miles travelled
which are expected to vary depending on external circumstancies (introduction of
new policies, increasing fuel prices, downturn in the economy).
Later, Spissu [SPPB09] formulated a joint model of vehicle type choice and
utilization and estimated the model on a data set extracted from the 2000 San
Francisco Bay Area Travel Survey by using a copula-based approach. This method
relaxes restrictive distribution assumptions on the dependency structures between
the errors in the discrete and continuous choice components. The copula-based
methodology was found to provide statistically superior goodness-of-fit when com-
pared to previous estimation approaches for joint discrete-continuous model systems.
When applied the models indicates that increasing fuel prices induce individuals to
shift vehicle type choices rather than changes in vehicle usage patterns.
Fang [Fan80] presents a very interesting discrete continuous model formulation
that aims at predicting the number of vehicles owned for a certain category and the
number of miles traveled with each of them. The model accounts for two different
vehicle categories: cars and trucks. The joint model uses an ordered probit basis for
the number of vehicles owned and a tobit basis (truncated regression) for the number
of miles traveled. Error terms are allowed to be correlated, which is a desirable
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property of this model. The model coefficients are estimated using a Gibbs sampler,
whose complexity grows with the number of vehicle categories. The ordered probit
imposes the discrete variable to be ordered, which can be a problem for other kind of
discrete-continuous applications. Furthermore, the ordered response mechanism has







Suppose that we want a model that predicts the outcome of a categorical de-
pendent variable Ydisc using some set of predictors. In an econometrics setting, the
categorical variable is referred to as a choice, and its value is presumed to be the
one whose utility for the decision maker is the biggest. From this perspective, it is
possible to build a model where all k possible modes of Ydisc have a utility that con-




1 β1 + ε1
U2 = X
T




k βk + εk
Utilities do not have a meaning other than indicating the level of appreciation for
one particular choice. For example, suppose a household has to choose how many
cars to own and faces the following utilities:
9





the household will choose to own one car. The negative utility for the 3 cars alter-
native does not mean that the household does not consider owning three cars at all,
but simply that the benefit of owning three cars would need to be increased by 9 in
order to be equally good for the household. Therefore, we are interested mainly in
the differences between utilities, not in their absolute level. [Tra09, p. 19]
3.1.2 Error Terms
The assumptions that the analysts makes on the error terms will determine what
model will be used. There are mainly two model families: logit and probit.
In the logit, error terms are assumed to be independently and identically gumbel
distributed. These assumptions have numerous pros and cons:
• The model likelihood admits a closed analytical form and can be computed
easily
• Because error terms are independent, it is not possible to analyze how deciders
trade between alternatives.
• Logit assumes the independence of irrelevant alternatives ; the addition of one
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alternative does not modify the relative share of the previous ones. This is a
very restrictive property that will probably not hold if alternatives are similar
to each other.
[Tra09, p.34]
In probit models, error terms follow a normal distribution, but are not necessarily
independent. Typically the error terms will follow a multivariate normal distribution
with full, unrestricted, covariance matrix. The main advantages and disadvantages
can be summarized as follows.
• The model likelihood is difficult to calculate.
• Analysis of trade offs between alternatives is possible
[Tra09, p. 97]
3.1.3 Likelihood - Probability
In order to compute the likelihood function, let’s assume that:
X = (X1, ..., Xk)
Y = Ydisc
β = (β1, ..., βk)
ε = (ε1, ..., εk)
Σ := Covariance of the error term
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No matter what model we consider[Tra09, p. 4], we can express the likelihood of
one observation by:
P (Y = y|X, β,Σ) =
∫
Rk
I(XTy βy + εy > XTj βj + εj ∀j 6= y)φ(ε)dε
The indicator function ensures that the observed choice is indeed the one with
the biggest utility. Then, we integrate over the distribution of the random error
terms to obtain the probability (average) of the observed choice. The subscript y
indicates the predictors and coefficients of the chosen alternative and the subscript j
indicate the other alternatives. The integration region is the support of the random
error term. In our case, we assume that ε follows a multivariate normal distribution,
hence the support is Rk. The problem is that we do not know how to calculate this
integral and, therefore, rely on simulation [Tra09, p. 117]:




I(XTy βy + ε(i)y > XTj βj + ε
(i)
j ∀j 6= y)
Where ε(i) is a draw from a multivariate normal with mean 0 and variance Σ.
This approximation is just a direct application of the law of big numbers. The esti-
mated probability is the mean (or proportion) of the random variable that indicates
that one utility of the chosen alternative is bigger than the others. We may stress
the fact that the simulation must be performed for each observation.
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3.2 Regression
3.2.1 Fitting a Regression
In a regression, the dependent variable Yreg is assumed to be a linear combination
of a vector of predictors Xreg plus some error term:
Yreg = X
T
regβreg + εreg εreg ∼ N(0, σ2)
Usually, regression is solved by using the OLS (or WLS) estimator [Wei05], but the
same problem can be expressed in the form of a likelihood function to be maximized
[MSN08, p. 117]. Indeed, given βreg, Xreg and σ
2, the likelihood of observing yreg is
given by the normal density function:
L(yreg|βreg, Xreg, σ2) = φ(yreg|XTregβreg, σ2)
The normal density is centered at yhat = X
T
regβreg and has variance σ
2.
3.2.2 Simulation
Although it is not necessary for this problem, in theory we could solve regressions
by simulation too, just like for the probit. Given σ2, we can generate error terms,
and from this sample, estimate the likelihood of the observed yreg; by applying this
method it is then possible to estimate the density of the regression.
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If, for example, we did not have σ2 available, but we had a sample of error terms,
it would be natural to use this approach. We will be using this idea later:







f̂(yreg) = φ(yreg|XTregβreg, σ̂2)
3.3 Discrete-Continuous
3.3.1 Motivations
Now suppose that we would like to modelize Y and Yreg jointly to capture the
correlation between them. A very natural approach would be to allow the error
term of the regression to be correlated with the error terms of the utilities in the
probit.
The specifications of the observable part of the utilities and of the regression’s ŷ
shall remain the same. but the error terms follow an ”incremented” normal distri-
bution:
(ε1, ..., εk, εreg) ∼MN(0,Σk+1)
Given β, βreg and Σk+1 it is easy to simulate data that follow the discrete-continuous
(DC) model since we can compute all utilities, select the biggest, and use the re-
maining residual to compute the regression variable.
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3.3.2 Estimating The Likelihood
Estimating the likelihood given the observations is more difficult. We have that:
f(Y, Yreg) = f(Y )f(Yreg|Y )
This is a general result about conditioning with random variables. [Ric07, p. 88]
We have discussed how we can estimate f(Y ) taking a number of draws from the
multivariate normal distribution. However it is not clear which functional form can
be given to the conditional distribution f(Yreg|Y ); however, we have a sample of
points from the conditional distribution that can be used in order to estimate it.
Consider the following:
ε(i) i = 1, ..., B Draws from the MN distribution
ε(i|y) i = 1, ..., B∗ Subset of draws for which the biggest
utility in the probit simulation was the
observed Y
In other words, when we simulate the probit probability, we keep the error terms
that correspond to the regression whenever (conditional) the biggest utility is the
one of the observed choice. We rely on the sample {ε(i|y)}B∗i=1 to estimate f(Yreg|Y ).
Consider the following illustrative example, where the chosen alternative among
”Car”, ”Bus”, ”Bike” is ”Car”. We simulate the utilities B = 10 times:
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Simulation #
Utilities 1 2 3 4 5 6 7 8 9 10
Car 9.5 8.2 9.5 7.3 10 1.2 4.8 1.4 6.1 7.4
Bus 2.7 1.7 1.7 4.6 4.2 5.8 5.2 4.6 8.1 8
Bike 9.2 8.6 8.9 2.3 8.3 5.5 3.7 9.5 8.5 3.5
In that case we would use the error terms of the regression corresponding to
indexes 1,3,4,5 and 10 to estimate the density of the continuous variable.
To concluce, the problem of estimating the DC model likelihood reduces to col-
lecting the regression error terms when we compute the probit. Those error terms
are the product of the simulation and our problem reduces to a density estimation
problem.
3.4 Density Estimation
3.4.1 Interpretation of a Density Function
We know that the interpretation of a density function is that [Ric07, p. 48]:
f(yreg)2δ ≈ P(yreg − δ < Yreg < yreg + δ)
That is, the density of a random variable Yreg evaluated at yreg times the length of a
small interval is approximately equal to the probability that Yreg lies in this interval
centered in yreg. We can estimate the left hand side of this expression with random
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draws, then we estimate f(yreg) with:












To name only a few problems that can arise, it is possible that p̂ = 0 and we need
to carefully select δ. However, this approximation is computable.
3.4.2 Kernel Density Estimation
Kernel density estimation uses a kernel, that is a density function whose purpose












Note that Kh(·) is also a symmetric density function that is only a scale transform
of K(·). We could use for instance a gaussian kernel (normal) in which case we would
not have the problem of estimating the density by 0. However, this method is usually
computationally expensive. A sample of 1,000 observations with 1,000 simulations
each would require to compute the normal density one million time (!) to estimate
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the likelihood only once. The problem of finding h remains. The method described
in the previous section happens to be the kernel density estimation using a uniform
kernel (!) where h was referred to as δ
• Large δ will give a biased estimate of the density
• Small δ will give a volatile estimate of the density
Solvers tend to have a lot of troubles maximizing functions that are not smooth,
so choosing small δ will be impossible for a lot of model specifications.
3.4.3 Possible Simple Approximation
There is little hope that we can derive the exact conditional distribution of Yreg,
but we may be able to find a known distribution that is a good approximation for
it. If a good distribution that can estimate the conditional distribution of Yreg given
Y can be found, then it is possible to:
• Find the MLE estimator of the parameter (θ) of this distribution
• Apply it to the conditional residuals from the probit simulation
• Estimate f(yreg|y) with f(yreg|θ̂mle)




U0 car = 0
U1 car = β1
U2 car = β2
U3 car = β3
U4+ car = β4+
Continuous part:
MILES DRIVEN = βconst + βinc · INCOME
To find reasonable coefficients, we fitted the discrete part with a logit model and
the regression part with an ordinary regression, separately. As a covariance matrix
we used a diagonal matrix with 1 for the variance of each utilities, and the regres-
sion’s variance for the variance of the continuous variable. The conditional residuals
we obtain with those coefficients are arguably representative of what happens dur-
ing the optimization process. We started with 25,000 simulations and plotted the
density of the conditional residuals for the first 16 observations. The densities are
plotted in figure 1. We note that:
• Residuals seem to be normally distributed;
• The mean of the distribution of Yreg is approximately Xregβreg + µε(·|y)
• The variance of the distribution of Yreg is approximately σ2ε(·|y)
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Figure 3.1: Distribution of conditional residuals
Where µε(·|y) and σ
2
ε(·|y)
are the mean and variance of the conditional residuals.
Therefore, the computation of the conditional density of yreg is much more stable
that the first method and much faster than the second.
In order to be able to estimate the conditional density, at least two conditional
residuals are needed. Obviously, the precision of the density estimation depends
on how well the discrete variables are predicted earlier in the simulation. However,
given that the normal assumption seems to be a good approximation, there is no
reason to believe that estimating it with few residuals will cause problems or will
deteriorate estimates.
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3.5 Simulated Log Likelihood
The final Simulated Log Likelihood of the DC model is given by the following
formula:









× φ(yi,reg|XTregβreg + µε(·|yi) , σ2ε(·|yi))
)
Where:






In this Chapter we discuss the optimization procedure adopted to solve the max-
imum likelihood problem defined in the previous Section. Our formulation does not
impose any constraints, but requires that Σ, which is the covariance matrix, to be
positive-definite. To achieve this, we parametrize the model with respect to the
cholesky factor of the covariance matrix. If Σ is positive-definite, then:
Σ = LLT
where L is a lower triangular matrix, or the cholesky factor of Σ. In drawing from the
multivariate normal distribution, we simply multiply the multivariate normal ran-
dom variable Z, with identity covariance, by L to obtain X, where X has covariance
Σ. [Law07, p. 468]:
X = LZ Zi ∼ N(0, 1) ∀i
The parametrization of the SLL function proposed, uses L rather than Σ; however,
given the relation above Σ can be obtained after L has been estimated.
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4.2 Drawing Error Terms
4.2.1 Crude Monte-Carlo
We have discussed that, in order to estimate the SLL function, we draw error
terms from the specified distribution, simulate the utilities of all alternatives and
then estimate the probability of the observed choice. The standard deviation of the
estimate we obtain with such a raw procedure is in the order of 1/
√
B (where B is
the number of simulations). [Owe03]
4.2.2 Quasi Monte-Carlo
There is no need, however, that each of the draws be independently distributed
over the whole support of the error terms. We are interested in getting a collection
of error terms that replicate as closely as possible the properties of the exact dis-
tribution they come from. For example if we wanted to sample 100 points on the
interval [0, 1], we would get a better coverage if we sampled 10 points on the interval
[0, 0.1], 10 points on the interval [0.1, 0.2] and so on. This is the idea of partitioning.
The principle of partitioning can be extended to more than one dimension.
For this problem we are working with an error term that is distributed on Rk so it is
rather impractical to divide the support into subspaces and drawing terms in each
of them since there would be too many subspaces. It is possible to select a subset
of those many subspaces to draw from using a Latin hypercube scheme that we do
not discuss here. The standard deviation of the estimation using such a scheme will
be at most in the order of 1/
√
B − 1 and potentially better if we take advantage of
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the structure of the distribution and model at hand. [Owe03]
Another famous method is the Halton Sequence. The error terms are created
by iteratively adding new error terms in order to density the coverage we have of
the support. It is not easy however to determine the variance of the estimator we
obtain using such a procedure. [Tra09, p. 221]
For this model, we use crude Monte-Carlo draws, but we need to bear in mind
that the resulting imprecision may affect the quality of the results we obtain.
4.3 Dealing With Probabilities Estimated at 0
4.3.1 Probit Alone
When estimating the likelihood of the probit alone, it is possible that no successes
are observed in the indicator function. In this case, the literature suggests to fix
the number of successes to some arbitrary small values (like 0.1 success). [Tra09,
p. 118]
If this number is too low, the optimization algorithm may converge to a point
where there is no extreme values and the algorithm will never reach the maximum
of the LL function.
If this number is too high, then we underestimate how bad are the particular
coefficients to predict the observation that yields to zero successes in the simulation.
For example if the actual probability of one observation is 10e− 10, and we set it to
10e− 3, the resulting log-likelihood will not reflect that one observation, given the
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current parameters, was very unlikely to observe.
4.3.2 Joint Model
When dealing with joint discrete continuous model, the probit probability is mul-
tiplied by some density and the problem becomes more complex. We may obtain
0 success in the discrete part, in which case it is not possible to estimate the con-
ditional continuous density. Having no success in the computation of the probit
likelihood gives no indication about the value of the conditional density of the re-
gression. Unlike in the probit, it is very hazardous to set an arbitrary value here
because the conditional density may be low or high.
A possible solution to this problem would be to ignore the correlation. When
computing the simulated likelihood, we do know the covariance of the error terms;
from the covariance matrix, we can use the diagonal term that correspond to the
variance of the regression and estimate the conditional density by the unconditional
density:
f(yreg|Y ) ≈ φ(yreg|XTregβreg,Σk+1,k+1)
From our empirical experience it has been observed that once an optimal point
has been found in the SLL function, at least a few successes for each observation
are registered. Therefore, such approximation is never applied at the maximum.
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4.4 Continuity Problems
4.4.1 Gradient of the Simulated Likelihood
Our problem does not have a closed mathematical form for the likelihood function.
As a consequence, it is not possible to compute the gradient. We use a five-point
stencil gradient approximation given by the following formula [BF05, p. 172]:
f ′(x) =







c ∈ [x− 2δ, x+ 2δ]
and f (5)(·) is the fifth derivative of f(·).
4.4.2 Discontinuity of the SLL Function
Let’s consider the smallest difference between simulated utilities and call this
quantity h. Then if the β parameter used to compute the utilities changes by only
a small amount compared to h, the value of the indicator function will not change
at all. Hence, the gradient with respect to the parameter is zero everywhere it is
defined in the SLL function. When the indicator function changes, the SLL function,
calculated at corresponding value of β, is not continuous. Thus, the SLL function
is piecewise constant. [Tra09, p. 119] Consider the next figure, where the function
plotted is piecewise constant.
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Figure 4.1: ill-conditioned piecewise function
The SLL is piecewise constant, therefore it is only possible to calculate the ”arc-
gradient”. [Tra09, p. 120]. When computing this arc gradient using finite differences,
it is important to take a difference that is not too small. This may cause high values
of the approximate derivative if we are close to a change in the values of the indicator,
or 0 if the indicator is not close to change.
We observe that the numerical approximation error goes to zero much faster than
δ. However, the SLL function must be computed many time in order to achieve
this precision. In addition, computation of the SLL takes more time as the num-
ber of predictors and the number of alternatives increases. The time required to
compute the error terms depends on the number of simulations and the number of
alternatives.






Figure 4.2: error term magnitude
number of alternatives (probit)
2 3 4 5 6
#predictors
10 60 78 96 120 148
15 80 96 116 140 168
20 100 116 136 160 188
25 120 136 156 190 208
30 149 156 186 200 228
Figure 4.3: function evaluations to evaluate gradient
evaluations, but it does not modify much the time required to compute the SLL
only once.
We must keep in mind that δ4 is not the error, but an upper bound on the
magnitude of the error times an unknown constant. This constant may be relatively
big so we shall remain conservative and take δ = 0.1. The ”best” value for δ may
depend on the problem at hand.
4.4.3 Hessian Matrix of the Simulated Likelihood
It is well known from the asymptotic theory of maximum likelihood estimators
that, for a random variable that has a (multivariate) parameter θ [Ric07, p. 279]:
θ̂ →MN(θ, I)
28







The elements of the expectation are the mixed derivatives of the SLL function.
We cannot compute this expectation so we approximate it with the elements of the
Hessian matrix evaluated at the SLL’s maximum. This procedure is computationally
very expensive. In our problem we have 35 predictors and 5 alternatives for a
total of 55 parameters to estimate. For the mixed derivative between the first
parameters and the others, we must consider finite differences 55 times. Then for the
mixed derivatives between the second parameter and the others, we must consider
61 finite differences, and so on. The total number of finite differences to compute is
55+54+ · · ·+2+1. Each of them require the calculation of the simulated likelihood
four times for a grand total of 6,160 SLL function evaluations.
As those SLL evaluations do not depend on each other, it is possible to parallely
compute them with, a priori, no limit in the number of parallel threads. As of 2012,
processors with 8 physical cores were available on the market. Multi-thread compu-
tations, however, requires specific programming skills. Re-sampling technique, such
as bootstrapping, appear to be more appropriate in this context.
Another problem is that we are interested in finding standard errors of the co-
variance matrix, not the cholesky matrix elements. To achieve that it is necessary,
at time of computing standard errors, to re-parametrize the model with respect to
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the covariance matrix.
Suppose we have been able to maximize the SLL function and we have Σmle =
LmleL
T
mle. In order to compute the Hessian matrix of the whole parameter, it is
necessary to add and subtract small quantities to the elements of Σmle. The matrix
we obtain will not necessarily be positive-definite if we take δ too big, hence finite
differences cannot be computed if this happens.
Simulations involved in the computations of the SLL will cause the maximum
likelihood estimates to be biased [Tra09, p. 239]. So we will consider the Hessian
matrix not at the maximum of the SLL, but at some other point that is close to
the real maximum. This will also cause errors in the computations of the standard
errors.
One may wonder if the Hessian matrix we obtain with such a process is reliable
enough to proceed to standard errors estimation using asymptotic theory. Further-
more, After obtaining the Hessian matrix of the SLL at its maximum, we still need
to invert it. It is possible that the estimated Hessian matrix is not even invertible
or that the variances we estimate are negative. [AGM03, p. 150]
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4.5 Value of Hessian Based Standard Errors
4.5.1 Simulation Using Logit Model
To convince ourself of the value of such an approximated Hessian matrix, we
consider fitting a logit model using the same utility specifications than in the DC
model, but using a logit model. We will first compute the real maximum of the log-
likelihood (LL) function. The logit’s LL function is easy to compute and maximize.
Consequently, we can estimate very well the Hessian matrix at the maximum, H.
Then we will perturb H and see how well this perturbed matrix will do at estimating
the standard errors.
For some values of α, we modify H by adding a perturbation term that is
randomly distributed on the interval [−α, α], compute the standard errors using
this inexact Hessian matrix, and check whether this procedures gives an estimation
on the standard deviation that is good. We want the perturbed Hessian matrix to
give estimated standard errors that are centered at the real values and that have
low variance.
We have 28 coefficients to estimate and we want reliable estimation of their stan-
dard errors for each of them. We perform 1,000 perturbations of the Hessian matrix
for α = 0.1, 1, 10. For each value of α we have 1,000 estimates of the standard errors.
We consider the expectation and variance of those estimates and then we compute
the mean and maximum over the 28 coefficients. We discard variances estimated at
negative values (NAs). We consider the absolute value of deviations between ”real”
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α = 0.1 α = 1 α = 10
mean abs. bias 0.49% 10.6 % 29.4%
max abs. bias 1.79% 21.6 % 72.8 %
mean rel. var. 0.06 % 32.14 % 37.81 %
max rel. var. 0.62 % 218.09 % 199.70 %
mean # NA 0 129 311
max # NA 0 543 571
Figure 4.4: standard error estimation for 28 coefficients
standard errors (with original H) and estimated standard errors (with perturbed
H). The following table summarizes the results
The relative bias in the computations of the standard errors is quite high. In
addition, the variance of the standard errors, when computed from different hessian
matrices, is high too.
One problem that arises quickly is that we get negative variance estimates for
the coefficients. On the average, for perturbations that are as low as in the [−1, 1]
range, it was not possible to compute the standard errors 12.9 % of the time. For
one coefficient, failure to compute standard errors happened 54.3 % of the time.
We tried to compute Hessian-based standard errors for simpler model specifica-
tions and always had a lot of negative variance estimates, indicating that we have
not a reliable hessian matrix estimate at hand.
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4.6 Bootstrap Variance Estimation
4.6.1 Parametric Bootstrap
Our objective is to calculate the variance of the maximum likelihood estimator
conditional on the values of our predictors, the values of the dependent variables
and the value of the parameters.
V (θmle|X, Y, θ)
To simplify our notation here, Y and X are tuples containing respectively the de-
pendent variables and the predictors of the probit and the regression. θ is a triple
that contains βprobit, βreg and Σ.
The source of variability of the MLE estimator is that, we are assuming that the
Y s we observe are from an infinite population. However. the sample only gives a
finite number of them. If the sample did output different values of the Y s, we would
obtain different MLE estimates.
We do not have at hand the real θ parameter of the model, but we have θ̂, a good
approximation of it. We have X, on which the dependant variable depends. The
parametric bootstrap procedure generates a new sequence of the dependant variable
Y , and estimate the parameter θ for this new Y . If we repeat this procedure B
times, we obtain a sequence of θ̂i. This sequence of θ̂i follow approximately the
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same distribution than the real θ̂ in the actual sample. [Efr87, p. 50]:
Y ∗i ∼ DC(θ̂mle)
θ∗i = arg max
θ
SLL(θ|X, Y )
The subscripts here denote replications of the vectors or matrices, not indexes.
Suppose from simplicity that θ is a one-dimensional parameter. We can order the
re-sampled θs to build a confidence interval for it. If we denote by θ∗(i) the i
th smallest
θ we obtained in the bootstrap process, then a good confidence interval would be
to discard the lowest and highest α
2
% observations and consider the range of the
remaining re-sampled θs [CVC88, p. 83]:





B is the number of bootstrap samples that we used. This number will depend
on the computing time we are willing to spend. Bootstrap sample estimates may
be considerably faster to compute because we have a good starting value for the
optimization process : θmle. This can reduce dramatically the number of iterations
that the solver will need to perform in order to maximize the SLL function.
4.6.2 Non-Parametric Bootstrap
Another alternative to select resamples is to select a simple random sample
from the original sample, with replacement. For a sample of size n, select n times
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any observation and call that selection the resample. Of course some observation
will be selected more than once. The remaining of the procedure remains the same.
[ET93, p. 45]
The difference between the parametric and non-parametric versions of the
bootstrap lies in the fact that the actual distribution from which we draw the re-
samples are different. In the first case, we draw from the true model, in the second
case we draw actual observations.
Both methods work in theory, but some investigation will be required to as-
sess if one is better than the other for this problem. We are using the parametric
bootstrap without further justification at this moment.
4.7 Model Identification
It is important to make sure that the model is identifiable (or estimable).
For the regression, it is important that the predictors are not co-linear, that is, no
predictor can be expressed as a linear combination of the others. This property can
be ”observed” in the OLS formula used to compute the coefficients of the regression:
βols = (X
TX)−1XTy. The matrix inversion will not be possible if all the columns
of X (the predictors) are not independent from each others. [Wei05, p. 214]
For the probit, we are considering the differences between the utilities, not their
absolute value. Suppose, for demonstration purposes, that we want to predict the
mode of transportation used with utilities being a constant plus an error term:
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Ucar = βcar + εcar
Ubike = βbike + εbike
Ubus = βbus + εbus
The identification problem lies in the fact that adding a constant to all the βs
will not change the differences between utilities, hence (βcar, βbike, βbus) and (βcar +
k, βbike + k, βbus + k) will give the same results in terms of utility selection. The
solution is simply to set one of those constants to zero. The situation is similar if we
use a common predictor across alternatives (for example income, that is not specific
to one alternative). [Tra09, p. 20]
If we add a variable whose value is different for each alternative (for example
price), we do not have identification problem since the (different) predictors will
multiply the coefficients. If we add a constant to the coefficients, the constant will
have a different effect on each utility, so that it will not be possible to keep the same
differences in utilities.
Now, suppose that the variance of the error terms are unrestricted and that
the errors are independent. Then it will not be possible to identify the scale of
the model. Indeed, (βcar, βbike, βbus) and (kβcar, kβbike, kβbus) will not give the same
utilities, but the ratio between the differences will remain the same. If the variance
of the error terms is modified accordingly, the utilities will not be the same, but the
previous biggest utility will remain the biggest. Thus we force one error term to
have a fixed variance. Usually we will just say that Σ1,1 = 1. [Tra09, p. 22]
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4.8 Software and Libraries
4.8.1 Programming
Our estimation procedure intensively relies on simulation, therefore computing
efficiency is a major concern. As a consequence, all computations were performed
using C++ and the GNU C++ compiler, version 4.5.2. [Str97]
4.8.2 Matrices
Armadillo version 2.4.3, a wrapper library for BLAS, is used for matrix com-
putation. It provides a good balance between speed and facility of use. [San10]
4.8.3 Solver
The solver adopted is NLopt, which has been developed for non-linear opti-
mization. The library provides local and global optimization algorithms. We are
using version 2.2.4 of the library. [Joh07]
4.9 Algorithms
For this specific problem we use the LBFGS algorithm, that stands for low-
storage BFGS. BFGS is a gradient based, local, solving algorithm and L-BFGS is a
version that uses less memory. [Noc80, DN89]
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4.9.1 Rentix : A Discrete Choice Modeling Framework
When we specify statistical models, we usually refer the estimation process as
maximizing the likelihood function. This requires the following actions to be taken:
• Read and organize the raw data set
• Organize utility and regression based datasets
• Initialize and run solvers
• Display results
• Track runtime errors
• Compute derivatives
• etc.
We propose Rentix, that is a programming interface that solves statistical
models and that only requires the user to specify the likelihood function. The imple-






The discrete continuous formulation proposed in Section 3 is applied here in
the context of vehicle ownership and usage; models are estimated at household
level. The problem is characterized by two dependent variables: the total number
of vehicles owned by a household and the total number of miles traveled in a year.
Those variables are somehow related and therefore it is desirable to model them
jointly to account for possible correlation across error terms.
By adopting this approach, it is not necessary to make any assumption about
the hierarchy of the two decisions, as both miles traveled and number of cars owned
could be caused by a third (latent) phenomenon.
5.2 Data
For the empirical analysis, we use data extracted from the 2009 National House-
hold Travel Survey (NHTS) and relative to Maryland, Virginia and the District
of Columbia. Only complete observations are included in our final sample, which
contains 1,497 observations. [UDoT09]
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5.2.1 Descriptive Statistics
Eight variables have been retained in our final specification:
• Income, categorized into 18 ordered categories, treated as continuous. It
should be noted that the last (18th) income category includes households that
earn over 100,000$ per year, so a quite large number of households fall into
this category.
• Education (of the head of the household), is categorized into 5 ordered cat-
egories and treated as a continuous variable. Categories correspond to the
following education levels : some high school, high school, some college, col-
lege and graduate degree.
• Number of drivers in the household
• Number of workers in the household
• House ownership, binary (owns or rents)
• Urban density, in thousands of units per square mile. Density also suffers from
lack of variation as most households live in low-density areas, but few live in
very dense areas.
• Number of vehicles owned. Households that own 4 cars or more are resumed
into one ”4+ cars” category.
• Total number of miles traveled (in thousands). Most households travel between
0 and 50 thousand miles per year, with some households traveling much more
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Figure 5.1: Distribution of income
than that.
5.3 Estimated Coefficients
In car ownership model specification the dependent variable is the number of
vehicles owned by the household. For identification purposes, the utility of owning
0 car is set to zero. Consequently, each utility, except the one that corresponds to
the 0 cars alternative, uses all the selected predictors.
The confidence intervals are fixed at 90 % and calculated from 100 bootstrap
samples. The bootstrap process took approximately 24 hours. The lower bound was
calculated by taking the mean between the 5th and the 6th smallest coefficient and
the upper bound by the mean across the 95th and 96th smallest coefficients.
predictor alternative estimate CI lower bound CI upper bound
constant
1 car 1.33 1.26 1.40
2 cars -0.91 -1.00 -0.85
3 cars -1.49 -1.51 -1.42
4+ cars -0.74 -0.80 -0.70
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income
1 car 0.3 0.22 0.41
2 cars 1.06 0.98 1.19
3 cars 1.05 0.94 1.16
4+ cars 0.65 0.54 0.79
education
1 car 1.75 1.58 1.91
2 cars -0.7 -0.83 -0.55
3 cars -2.07 -2.20 -1.95
4+ cars -2.87 -2.96 -2.80
num. of drivers
1 car -2.95 -3.04 -2.82
2 cars 1.2 1.10 1.29
3 cars 1.58 1.50 1.75
4+ cars 0.98 0.87 1.04
num. of workers
1 car -1.85 -1.92 -1.71
2 cars -0.15 -0.22 -0.08
3 cars 0.65 0.59 0.75
4+ cars 0.68 0.63 0.73
urban density
1 car -0.23 -0.41 -0.11
2 cars -1.68 -1.91 -1.51
3 cars -3.03 -3.20 -2.94
4+ cars -3.4 -3.51 -3.31
house ownership
1 car 0.63 0.59 0.71
2 cars 0.11 0.01 0.15
3 cars -0.34 -0.38 -0.27
4+ cars 0.06 -0.00 0.09
log-likelihood at zero : -8106.00
log-likelihood at max. : -7680.13
difference : 425.87
degrees of freedom : 30
P(χ230 > 425.87) ≈ 0
For the regression the dependent variable is the (scaled) number of miles traveled
The predictors are:
predictor estimate CI lower bound CI upper bound
constant 1.14 1.09 1.17
income 0.69 0.63 0.75
education -0.44 -0.59 -0.38
num. of drivers 5.70 5.59 5.81
num. of workers 3.52 3.48 3.64
urban density -0.84 -0.96 -0.70
house ownership 1.36 1.33 1.42
The estimated covariance is :
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Figure 5.2: Distribution of education
Figure 5.3: Distribution of number of drivers
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Figure 5.4: Distribution of number of workers
Figure 5.5: Distribution of home ownership
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Figure 5.6: Distribution of urban density
Figure 5.7: Distribution of cars owned
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Figure 5.8: Distribution of miles traveled
Σ̂ =

1.00 0.28 0.30 −0.58 −0.20 −0.47
0.28 109.67 3.57 9.82 0.80 −25.29
0.30 3.57 109.82 7.94 2.70 −1.55
−0.58 9.82 7.94 93.53 1.63 23.36
−0.20 0.80 2.70 1.63 94.12 28.05
−0.47 −25.29 −1.55 23.36 28.05 209.14

The lower and upper bounds on the covariance elements are given by:
Σ̂low =

1 0.25 0.24 −0.62 −0.25 −0.49
0.25 107.93 2.89 9.34 0.32 −26.12
0.24 2.89 108.07 7.23 2.03 −2.59
−0.62 9.34 7.23 91.79 0.88 21.29
−0.25 0.32 2.03 0.88 93.15 26.94




1 0.34 0.35 −0.53 −0.16 −0.45
0.34 111.07 4.08 10.34 1.44 −24.03
0.35 4.08 110.95 8.60 3.02 0.43
−0.53 10.34 8.60 94.40 1.88 24.19
−0.16 1.44 3.02 1.88 94.84 28.26
−0.45 −24.03 0.43 24.19 28.26 213.82

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5.4 Analysis of coefficients
5.4.1 Car Ownership
Income As expected, income has a positive (when compared to the 0 car alterna-
tive) effect on the utility of all ownership alternatives. Income highly affects the
utility of owning 2 cars; which is also the alternative with the highest market share.
Education Education increases the utility of owning only one car (0.57) and reduces
the utility of owning more than one car. The more cars, the more education reduces
the utility (down to -2.67 for four or more cars)
Drivers Households with more drivers have bigger utilities for owning more than
one car. More drivers reduces the utility of owning only one car, although it reduces
it less than the utility of no car at all.
Workers Households with a higher nemuber of workers have higher utility of owning
3 cars and lower utility for owning only one car; the effects on other ownership
options are milder.
Density High urban density significantly reduces the utility of owning 3 cars or
more, and reduces the utility of owning two cars. However it does not have a
significant effect on the utility of owning one car. Households in dense areas seem
to still rely on at least one car.
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Tenure House ownership produces a rather unexpected effect on car ownership.
Households that own a house have higher utilities for owning 1 car or 4 cars.
5.4.2 Miles Traveled
All predictors except education and urban density increase the number of miles
traveled. We note that the drivers explain nearly twice as much miles traveled than
workers.
5.4.3 Covariance of Error Terms
First alternative It should be noted that the covariance matrix does not provide
a lot of insights for the analysis of the error terms of ”0 car” alternative. We have
mainly two different results to be explained. There are few households that do
not own at least a car, so it is not clear if it is really possible to make a strong
distinction between owning 0 cars and other ownerships. To overcome this problem,
one may think to combine households with zero and one car as ”low car ownership”
households; however, this way to proceed is not common in car ownership modeling.
Before doing that, we should investigate the homogeneity of those households. Also,
we set the utility of ”0 car” alternative to zero, so this may have an impact on the
covariance terms between this alternative and the others.
Other alternatives Other alternatives error terms are correlated between each other
as expected. Owning one car alternative is negatively correlated with owning more
than 4 cars or more. Owning 2 cars is somewhat correlated with owning 3 cars,
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but negatively correlated with owning 4 cars or more. Roughly, alternatives are
more correlated with similar alternatives and less correlated with much different
alternatives. Indeed, we expect that when the error terms (what we cannot predict
in the utilities) of owning 1 car is big, then the error term of owning 4 cars or more
may be small (or negative).
Limitations Covariances between error terms of alternatives may seem relatively
small, but we must keep in mind that the error terms are the part of the utilities
that we cannot explain. Utilities already include a relatively large number of pre-
dictors, so error terms don’t need to be strongly correlated for the model to offer
good prediction power. The various socio-economic variables that we include in the
utilities may be enough to explain the differences between alternatives.
On the other hand, if we use such a model to extrapolate car ownership over a full
population, correlations of error terms will add a component that is not available
when the assumption of independence across error terms is made. For example, if
two alternatives have a negative covariance between their error terms, even if the
utilities alone fail to predict the generally least predicted one, error terms may be
able to compensate for that. This may produce a more accurate portrait of the
heterogeneity in preferences. From our analysis, it has apperaed that there are
households who chose an alternative that seems completely dominated by others,
and we rely on error terms (or un-observable utility component) to reflect this reality.
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Miles traveled and cars owned The most interesting part of the covariance matrix
is the relationship between the error parts of the regression and the alternatives
utilities.
We note that the error term of the number of miles traveled is negatively correlated
with the utility of owning only 1 car, and it is positively correlated with the utility
of owning 3 car 4 or more cars. The correlation with the utility of owning 2 cars
is not appreciable, but owning 2 cars is the de facto most chosen alternative of our
choice set. High covariance terms between utilities of 1, 3 and 4+ cars alternatives
and number of miles traveled helps to understand the high and low values of number
of miles traveled.
5.5 Change in Regression Coefficients
Finally, we compare the results obtained with the joint discrete-continuous model
with the results obtained by applying simple regression to the number of miles trav-
eled. It can be seen that when adding covariance elements to the regression model
some coefficients change in size. Some variables are observed to have a stronger effect
on the predicted number of miles traveled while some others loose their importance:
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num. of drivers 5.70 7.27
num. of workers 3.51 3.37
urban density -0.84 -0.76
house ownership 1.36 3.43
σ2 231.60 209.19
Cells in gray indicate those variables that will contribute more to the number of
miles traveled in the discrete continuous model than in the regression alone. We also
note that the variance of the error term in the DC model is bigger than in a simple
regression. This is an interesting results, indicating that there is a ”compensation
effect” for the incorporation of car ownership utilities into the model.
5.6 Applications
5.6.1 Coefficients
The coefficients we obtained already give us some information that may be use
to elaborate policies or to take decisions. For instance, we already know without
further work how many additional miles a new driver in a household will produce.
We are also able to determine, a relative way, how changes in predictors affect the
utilities of different vehicle holding alternatives.
5.6.2 Policy Implications
Another possibility is to modify one variable in the sample (multiply or add
a constant), and apply the model to the modified sample with the new variable.
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For example if we are interested in the effect of population density we create a new
density that is 125 % of the previous one, apply the model, and estimate vehicle
holding under different population settings.
It is then possible to evaluate the benefit of public policies. A decision maker
will be able to determine precisely the effect of policies on urban planning, gasoline
taxes and other variables. For example, is it worth trying to increase the population
density in a given area.
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Chapter 6
Weights in the Sample
6.1 Selection Probability
National surveys are assumed to be random sample of the population of in-
terest; or in other words individuals/households have equal probability of being
selected. However, some individuals are much more likely to be included in the
sample than others. Suppose for example that low income people were targeted by
the survey because it was decided that further action must be taken to improve
their mobility. Then the coefficients we estimate will tend to fit better low income
observations than other observations.
Let’s assume that in the sample process each individual in the population has a
probability πi to be selected. When performing general inferences using the selected
sample, it is desirable to give more weight to the individuals that were less likely to
be selected. If the sampling process is repeated many times, individuals with lower
selection probability would end up being in the sample less often. Therefore, they
should be give more weight.
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6.2 Weights





Among other explanations, compute a weighted average or sum from the sample
will provide an unbiased estimate of population totals and means.
6.3 MLE and Pseudo-MLE Estimator
Suppose we have a random variable with unknown parameter θ, then the
pseudo-maximum likelihood estimator of it is given by maximizing the weighted
pseudo maximum likelihood function:





The only difference between the log-likelihood function and the pseudo log-likelihood
function is that the second is a sum of the weighted log probabilities of the observed
values.
6.3.1 Overview of Weights
It is interesting to see how the weights vary. If we take an extreme case where
all the weights are equal, then the pseudo log-likelihood function is just a scaled
version of the original log-likelihood. In that case the arg max would be the same.
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Figure 6.1: Distribution of weights
If the weights vary a lot, we expect the two functions to have a different maximum.
Most weights (1,4126 on 1,497) are less than 2; then we expect their distribution on
the [0, 2] interval to be as follows: The other 71 weights are relatively big compared
to 2 so they have the potential to shift the maximum of the weighted SLL function.
6.4 Variance Estimation
Unfortunately, It is not possible (or at least difficult) to compute the standard
errors using the asymptotic theory here so we must rely on re-sampling techniques.
We do not compute the standard errors here as we are more interested in the evo-
lution of the coefficients than in the coefficients themselves.
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Figure 6.2: Distribution of weights
6.5 New Coefficients
6.5.1 Probit
predictor alternative MLE Pseudo-MLE difference % change
constant
1 car 1.33 1.67 0.34 25.80
2 cars -0.91 -3.09 -2.18 240.88
3 cars -1.49 -2.13 -0.63 42.26
4+ cars -0.74 -2.31 -1.58 213.32
income
1 car 0.30 0.43 0.13 41.94
2 cars 1.06 1.67 0.60 56.63
3 cars 1.05 0.85 -0.20 -18.75
4+ cars 0.65 1.23 0.58 88.51
education
1 car 1.75 3.05 1.30 74.11
2 cars -0.70 -3.16 -2.46 351.20
3 cars -2.07 -2.08 -0.00 0.17
4+ cars -2.87 -4.38 -1.51 52.67
num. of drivers
1 car -2.95 -3.26 -0.32 10.71
2 cars 1.20 2.22 1.02 85.59
3 cars 1.58 3.25 1.66 104.42
4+ cars 0.98 3.38 2.39 244.09
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num. of workers
1 car -1.85 -3.07 -1.22 66.29
2 cars -0.15 0.15 0.30 -197.71
3 cars 0.65 1.89 1.25 192.19
4+ cars 0.68 -0.01 -0.69 -101.27
urban density
1 car -0.23 -0.71 -0.48 205.26
2 cars -1.68 -1.50 0.18 -10.92
3 cars -3.03 -3.74 -0.71 23.43
4+ cars -3.40 -3.48 -0.08 2.36
house ownership
1 car 0.63 -1.82 -2.44 -389.58
2 cars 0.11 1.42 1.30 1100.87
3 cars -0.34 0.31 0.66 -190.47
4+ cars 0.06 -0.41 -0.47 -778.80
First, it should be noted that including the weights in the computation of the SLL
function dramatically shifts its maximum. New coefficients are easily twice as big
(or as small) when compared to the coefficients obtained using ordinary maximum
likelihood estimation.
Meanwhile, the sign of the coefficients rarely change, which is very good news.
For instance, it is very natural to assume that living is a dense city is an incentive to
own fewer cars and we would be puzzled if this conclusion depended on the estimator
we used for the coefficients. In other words, even if we think the MLE estimator is
not the most reliable one, we would be uncomfortable if the sign of the coefficients
it estimates were different from those obtained with pseudo-MLE estimator gives.
Moreover, the following differences should be stressed:
• constants change drastically; the constant for the 4+ cars goes down by 213%!
• the effect of income does not vary much except for the 4+ cars alternative
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where it is almost doubled (88%)
• when using weights, education effect on the utility of owning 2 cars decreases.
• we underestimated the effect of the number of drivers and workers for all
alternatives.
• the effect of urban density is not modified much by including weights except
for the 1 car alternative (doubled)
• the effect of home ownership drastically increases in the pseudo max-LL esti-
mates.
6.5.2 Regression
predictor MLE pseudo-MLE change % change
constant 1.14 1.85 0.71 62.3
income 0.69 0.65 -0.04 -5.1
education -0.44 -1.24 -0.81 185.0
num. of drivers 5.70 6.67 0.97 16.9
num. of workers 3.52 2.62 -0.89 -25.4
urban density -0.84 -0.79 0.06 -6.8
house ownership 1.36 1.79 0.43 31.3
The regression part of the DC model is not affected much by the sampling weights
and certainly less than the probit part (except for the variance). We note that except
for education, the coefficients do not shift that much. Education, however, sees its
importance in explaining miles traveled multiplied by three. That is, ignoring the
weights severely underestimates how education of the household reduces the number
of miles traveled by the households.
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It is interesting to observe that income (ranged from 1 to 18) and education
(ranged from 1 to 5) tend to cancel each other when they are at comparable levels.
Home ownership saw its effect changing in the probit, however the effect of own-
ing a home does not change much when predicting the number of miles traveled.
The contribution of owning a home in the predicted number of miles traveled (in




1.00 0.18 0.48 −0.50 −0.42 −1.06
0.18 136.70 9.02 16.73 13.21 −8.11
0.48 9.02 96.97 1.69 2.67 31.33
−0.50 16.73 1.69 67.89 −0.88 36.00
−0.42 13.21 2.67 −0.88 74.11 22.97
−1.06 −8.11 31.33 36.00 22.97 129.88

The following matrices show the variation (in value and percentage) of the
new coefficients compared to the previous ones:
∆Σ =

0 −0.112 0.179 0.0784 −0.221 −0.592
−0.112 27.0 5.44 6.9 12.4 17.2
0.179 5.44 −12.8 −6.25 −0.0312 32.9
0.0784 6.9 −6.25 −25.6 −2.50 12.6
−0.221 12.4 −0.0312 −2.50 −20 −5.08




0 −38.6 59.4 −13.6 111 126
−38.6 24.6 152 70.2 1559 −68
59.4 152 −11.7 −78.8 −1.15 −2109
−13.6 70.2 −78.8 −27.4 −154 54.1
111 1559 −1.15 −154 −21.3 −18.1
126 −68 −2109 54.1 −18.1 −37.9

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We observe that the variance of the regression decreases from 209 to 130. The
weights help to ”sort out” observations that do not behave well and thus make
variance higher in order to reach them.
The variances of the error terms are reduced, except for the 1 car alternative.
This result improves the efficiency of the model, given that high variance in the
utilities makes it more difficult to distinguish between alternatives, whose utilities
are too volatile.
Covariance terms do not change much. We note that the weights boost the co-
variance of number of miles traveled and utility of owning 2 cars (the most popular
alternative). This result is particularly interesting as high error terms for high car
ownership alternatives (2, 3, 4+ cars) correspond to high error terms in the number
of miles traveled. High error terms in low car ownership alternatives (0 or 1 car)
correspond to negative error terms in the number of miles traveled. Previously, we
got similar results but we were not able to correlate miles traveled with the utility
of owning 2 cars.
Covariance between utilities error are shrunk in the pseudo maximum likeli-
hood. However, it is not easy to give a clear explanation for this result. Covariance
terms help to understand how people trade between alternatives. Overestimating
them suggests an artificial understanding of how people trade off between different
car ownership possibilities.
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6.6 Pros and Cons
6.6.1 SLL Computation
The computation of the scaled SLL function is absolutely not more difficult
than the ordinary SLL function. The only counter-indication has to do with the scale
of the weights. Extremely small weights may give a too flat pseudo SLL function,
causing the solver to stop earlier than we would expect. Extremely high weights may
cause failure in the optimization process since the calibration we use for gradient
computations and predictor scales will be canceled by weights.
In addition, ignoring the sampling design does not help in the computation of
the standard errors. Due to all numerical problems in the computation of the SLL
and its derivatives, we are not comfortable estimating the standard errors with the
hessian matrix. It is not more complicated to use bootstrap for the evaluation of the
pseudo-SLL than it is for the ordinary SLL. In fact, the generation of new Y s does
not involve sampling weights. Assuming that we are able to maximize the pseudo




7.1 DC Model Review
In this dissertation, we have been able to combine two of the most elementary, yet
powerful, models: the multinomial probit and the linear regression. We successfully
correlated the total number of miles traveled with not only the number of cars owned,
but also with the utilities household have for any car ownership option available.
We present in this Section the major contributions from this research work and
suggestions for future research.
Our problem involved formulating a simulated likelihood function problem and
maximizing it. The deriving likelihood function is not tractable numerically and
should be solved trough simulation. However, simulated likelihood suffers from
discontinuity problems that prevented us from computing the standard errors of our
estimates. As a consequence, we used bootstrap re-sampling technique to calculate
confidence intervals of our estimates, to the expense of an increased computational
effort.
The Discrete Continuous model was successfully calibrated on data extracted from
the 2009 National Household Travel Survey. The model correctly estimates (1) the
positive correlation between the 3 and 4 cars ownership options, (2) the error terms
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of number of miles driven as well as (3) the negative correlations between the 0 and
1 car ownership options and the number of cars driven.
Also, we have been able to incorporate sampling weights in the estimation pro-
cedure and their effects were quantified. This resulted into variance reduction for
the errors on the estimated coefficients. Thus, the sampling weights helped us to
reduce the importance of the observations that were ill-behaved with respect to the
model. In particular, by incorporating the weights, the variance of the regression
for the number of miles traveled was reduced by nearly 40 %
7.2 Future research
In the optimization process, it was necessary to deal with ”meta-parameters”
that affect convergence, computing time, etc. We fixed those parameters by setting
very strict rules, yet allowing the solver to optimize the SLL function within a
reasonable amount of time:
• derivatives’ δ as small as possible
• number of simulations as big as possible
• relative tolerance on coefficients as small as possible
• absolute tolerance on coefficients as small as possible
When approaching the solution these strict values might not longer be required.
Adaptative algorithm could be developped to control the number of simulations
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and in particular, the number of draws can be reduced in the initial stages of the
optimization process when less precision is required. A higher number of simulations




The probability involved in the computation of the probit likelihood is:
P (Y = y) =
∫
Rk
I(XTy βy + εy > XTj βj + εj ∀j 6= y)φ(ε)dε
It is possible to rewrite the utilities and error terms into a (k−1)-dimensional vector
of error terms for which the indicator function will be true over D ⊂ Rk, thus we
can integrate the normal density alone on D without the indicator. Furthermore,
D’s lower bound is minus infinity and its upper bound is some value (α1, . . . , αk−1),
such that the integral is only the normal cdf. [Tra09, p. 98]. The multivariate nor-
mal cdf is not analytically tractable but approximations for it have been suggested




In the earlier stage of our work, we have been using by-products of the probit
simulations. As a consequence, any improvement in the probit estimation that
removes the simulation must also provide a way to estimate the conditional density
of the regression:
(X1, . . . , Xk) ∼ N(µ,Σ)
It is necessary to be able to derive this distribution, or at least an approximation of
it:
X1|X2 < x2, . . . , Xk < xk
Our empirical observations suggest that this conditional distribution is normal. If
we were able to derive this conditional distribution, our DC model would have a
closed form. The payoff of such a closed form is very high since it would eliminate
almost all the numerical issues that we discussed. In particular:
• Computation time would be sensibly reduced;
• Accurate derivative computations would improve the precision of the maxi-
mum we compute;
• Accurate mixed derivative computations would help to calculate reliable Hessian-
based t-statistics.
• The DC model would handle higher predictor dimension better.
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7.3.3 Variable Selection Implications
Also, such a closed form would greatly improve the variable selection involved
in the use the DC model. As it is currently possible to estimate coefficient estimates
relatively fast, the calculation of their statistical significance is computationally very
expensive. However, it is possible to monitor the evolution of the values of the SLL
at the maximum by adding predictors, but this method lacks flexibility for the
researcher that wants to test different specifications.
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