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Introduction
With the large-scale introduction of computers, tablets, and mobile phones Western society has rapidly become more literate over the last two decades. E-mail and text messages are replacing oral face-to-face and telephone communication, increasing people's need to be able to communicate adequately in writing. Individuals who do not sufficiently master the basic skills of writing will eventually encounter serious problems in participating fully in daily life. More than ever it is essential that children develop their writing competence at a young age, as writing skills play a crucial role in educational and occupational success (National Commission on Writing, 2003) . Despite the fact that composition skills are of vital importance for a successful academic and professional career, it was established that a majority of students in the Netherlands do not attain the desired level of writing skills (Henkens, 2010) . A Dutch national assessment study demonstrated that at the end of elementary school (grade 6) most students were not capable of writing texts that sufficiently convey a single, simple message to a reader (Kühlemeier, Van Til, Feenstra, & Hemker, 2013) . Further, this study showed that students hardly progress in their writing competencies from grade 4 to grade 6. A national writing assessment in the US yielded similar results: of all grade 8 students only one-third performed at or above proficient level (Salahu-Din, Persky, & Miller, 2008) . This is a serious cause for concern, because weaker writers are at a disadvantage in their secondary school and college years, when writing becomes increasingly important as a tool for learning (e.g. Bangert-Drowns, Hurley, & Wilkinson, 2004) . Kühlemeier and colleagues (2013) found that in the Netherlands the time and attention devoted to writing education is limited at elementary school. At the same time the Dutch Inspectorate for Education (Henkens, 2010) concluded that only a minority of schools succeed in effectively teaching writing. Besides, during their own professional education, Dutch teachers do not receive adequate training in writing themselves, nor are they sufficiently prepared for teaching writing (Leeuw, 2006; Smits, 2009 ). Furthermore, it was established that language teaching materials (i.e. textbooks and teacher manuals) often do not provide sufficient directions for teachers to enable them to support their students' writing processes and to give proper feedback (Stoeldraijer, 2012) . It can be concluded that an improvement in the way writing is taught at elementary school in the Netherlands is clearly required.
Above all, any improvement of the teaching of writing in elementary school must be based on interventions that have proven to be effective in enhancing the quality of students' written texts. The aim of this study was to identify effective instructional practices for teaching composition to students in the upper grades of elementary school. An increasing amount of research has been done on writing interventions, resulting in an accumulation of studies testing various instructional approaches. To gain insight into which instructional approaches are specifically effective for elementary students in grade 4 to 6, we conducted a meta-analysis of experimental and quasiexperimental writing intervention studies aimed at students in the upper elementary grades. A meta-analysis is the designated method for this purpose, as the magnitude and the directions of effects of a large number of studies are reviewed in a systematical way.
In the field of writing research, a number of meta-analyses have already been conducted. Some of these analyses focused on a specific type of intervention: for instance, in a review of 39 studies conducted with students from grade 1 to 12, Graham (2006) found that strategy instruction significantly improved students' writing performance. In a meta-analysis on the process approach to writing, Graham and Sandmel (2011) analyzed 29 studies, involving students grade 1 to 12, and found that process writing instruction had a significant, but modest, positive effect on the quality of students' writing. Furthermore, three meta-analyses (Bangert-Drowns et al., 1993; Goldberg, Russell, & Cook, 2003; Morphy & Graham, 2012) investigated the effect of word processing on text quality in grade K to 12, and all found positive effect sizes for this type of treatment, especially for weaker writers.
So far, there have been three comprehensive meta-analyses of experimental and quasi-experimental writing intervention studies, investigating multiple treatments: firstly Hillocks (1984) investigating 60 studies ranging from elementary grades to the first year of college; secondly Graham and Perin (2007) examining 123 writing intervention studies with adolescents (grades 4-12); and, thirdly, Graham, McKeown, Kiuhara, and Harris (2012) analyzed 115 (quasi-) experimental studies involving elementary students, grade 1 to 6. All three analyses used slightly different intervention categories, due to differences in the populations under investigation. Despite this, there was substantial overlap in results. All three meta-analyses consistently found grammar instruction to have a negative effect on text quality with effect sizes [ES] ranging from -.29 (Hillocks, 1984) to -.41 . Hillocks (1984) and Graham and Perin (2007) both found sentence combining (combining simple sentences into more complex ones), with an ES of .35 and .46 respectively; the study of models (study and imitation of model pieces of writing), with an ES of .22 and .17; and inquiry (present students with data and initiate activities designed to help students develop skills or strategies for dealing with the data in order to write about it), with an ES of .56 and .28, to have a positive effect on students' writing performance. Further, Graham and Perin (2007) , as well as Graham and colleagues (2012) , found that the process approach to writing, (ES .09 and .40 respectively); strategy instruction, (ES = 1.03 and 1.02); prewriting activities, (ES of .42 and .54); peer assistance when writing, (ES = .70 and .89); setting product goals (ES of 1.00 and .76); and word processing, (ES = .56 and .47), all had a significant positive impact on text quality. In addition, in their elementary meta-analysis, Graham and colleagues (2012) identified seven other effective practices to improve the writing of elementary students writing: feedback (adult and peer), with respective effect sizes of .80 and .37, the use of creativity and imagery (ES = .70), text structure instruction (ES = .59), teaching transcription skills (ES = .55), assessing writing (ES = .42), comprehensive writing programs (ES = .42), and extra writing time (ES = .30). Rogers and Graham (2008) conducted a meta-analysis of 88 single subject design studies, and found, consistent with the results of the extensive meta-analyses of experimental and quasi-experimental studies, that strategy instruction, word processing, prewriting activities, goal setting, and sentence construction were effective in improving students' writing performance. Additionally, Rogers and Graham (2008) found that reinforcing writing productivity, teaching strategies for editing text, and teaching strategies for constructing paragraphs were effective for both typical and struggling writers. In contrast to other findings, Rogers and Graham (2008) found a positive effect for the teaching of grammar. As a possible explanation for this divergent finding Rogers and Graham suggested that weaker writers, opposed to typical writers, may have profited from specific grammar instruction, or that the teaching method (teacher modeling) may have contributed positively to the effect of grammar instruction.
The meta-analysis that we conducted can be regarded as a refinement of the previously conducted meta-analyses of writing instruction, as we specifically focused on effective instructional practices for beginning writers (grade 4-6) in a regular educational setting. All previous meta-analyses investigating multiple treatments included a broad range of students: all elementary grades , adolescents (Graham & Perin, 2007) , or elementary to college students (Hillocks, 1984) . We expected, however, that different types of treatment would be effective for different groups of students. It was our expectation that the effectivity of types of intervention would differ between elementary students, secondary students, and college students. Further, we even expected this to differ between lower and upper elementary students. Bourdin and Fayol (1994) have demonstrated that students until the fourth or fifth grade in general perform better orally than in writing, when producing narratives. Their study shows that young students, due to less automation, have to allocate their cognitive resources mostly to the low-level activities of writing, such as lexical access, sentence generating, and graphic execution, which interferes with the higher order skills, such as planning and content generation. Berninger, Yates, Cartwright, Rutberg, Remy, and Abbott (1992) have shown that in the early elementary grades students' writing performance is highly dependent on the degree to which the lower level skills that are conditional to writing are developed. In the upper grades of elementary school it is expected that these lower level skills have been automatized through maturation and practice, in such a way that students are able to focus on the composing process itself (Kress, 1994) . It is anticipated that during this stage students will be more sensitive to instruction and practice in basic composition skills. Therefore we decided, unlike Graham and colleagues (2012) , to exclude studies aimed at the lower levels of elementary school, and only include studies targeted at students grade 4 to 6.
Further, the prior analyses also included studies targeted at specific groups of students, for example struggling writers, learning disabled students, bilingual students, or high-achieving students. In our opinion, one should be cautious to generalize results from studies targeted at such specific groups to the general population of all students in a regular school setting, as the instructional needs of these groups are bound to differ. For instance, bilingual students might need more grammatical and linguistic support, while the struggling writer might be helped more by instruction in mastering the basics of writing, whereas gifted students could need more challenging writing tasks and approaches. For this reason, we chose to include only studies focused at the full range of students in a regular classroom.
But, above all, none of the previous reviews went beyond summarizing effect sizes and statistically compared interventions to examine whether they differed significantly from each other in effectiveness. In that sense they could be considered statistical reviews more than that they provided answers on the level of differential effectiveness of specific interventions. With our analysis we expanded the previous meta-analyses by not only identifying effective interventions, but by also statistically determining their level of effectiveness by comparison.
Lastly, our meta-analysis can also be considered as an update of the previous body of meta-analytical research: a quarter of the studies we located were not included in prior meta-analyses.
In summary, the research question guiding this meta-analysis was: Which instructional practices effectively improve the writing performance of students in the upper elementary grades? To answer this question, we systematically reviewed 32 (quasi-) experimental writing intervention studies aimed at students grade 4-6. The findings from this meta-analysis have important implications for designers of teaching materials and teacher educators, on how the teaching of composition in upper elementary education can be improved.
Method

Inclusion criteria and search procedure
In order to be included in the meta-analysis, studies had to meet the following five criteria. First, the study had to involve students in the upper grades of elementary school (grade 4-6) in a regular school setting. Studies that were conducted in a special educational setting or only involving struggling writers were excluded from the analysis. Second, we only included experimental or quasi-experimental studies in which at least two instructional conditions were compared: an experimental condition and a control condition. This could either be a 'pure' control condition, in which no extra instruction was given, or a control condition in which an alternative treatment was provided. As a consequence, correlational and qualitative studies were excluded from this metaanalysis. Third, each study had to include a measure of text quality at posttest, as this provided the best indication of the impact of an intervention on students' writing performance. Scores for text quality are based on a reader's overall impression of the student's text, taking into account several factors, such as content, organization, vocabulary, as well as style and tone. Other outcome measures, such as text length or students' motivation were reported only in some of the studies and could therefore not be included in the meta-analysis. Fourth, to be included in the analysis, studies had to provide the statistics necessary to compute a weighted effect size. Lastly, only studies presented in English were included in the meta-analysis.
The studies for this meta-analysis were located by searching the electronic databases of PsychINFO, ERIC and Google Scholar. For our study, we replicated the search procedure employed by Graham and colleagues (2012) , using the keywords 'writing' or 'composition', combined with keywords indicating the type of 'intervention', such as: assessment, collaborative learning, creativity, dictation, free writing, genre, goal setting, grammar, handwriting, imagery, inquiry, mechanics, models, motivation, peer collaboration, peers, planning, pre-writing, process approach, process writing, self-evaluation, self-monitoring, sentence combining, sentence construction, spelling, strategies, strategy instruction, summary, technology, word processing, and word processor. Subsequently, we added the following keywords to locate potentially promising practices from recent research: editing, feedback, intervention, modeling, observational learning, outline, outlining revising, and revision. Further, references of previous meta-analyses, reviews, and obtained papers were examined for relevant studies.
Databases of theses, dissertations, and conference proceedings were searched for unpublished studies on the topic. Additionally, a cited reference search of previous reviews and meta-analyses was conducted in Web of Knowledge to identify relevant studies.
This search procedure yielded approximately 2000 results, of which titles and abstracts were closely examined. First, we removed all non-intervention studies, as well as all studies that were not aimed at grades 4-6. Next, we omitted all studies that were not experimental or quasi-experimental. Subsequently, we removed all studies that lacked a proper control condition, and finally we excluded all studies only investigating specific groups of students, such as, for example, struggling writers, learning disabled students, bilingual students, or high-achieving students. We located 37 studies that met all inclusion criteria. However, despite this, five studies did not provide the necessary statistics to calculate effect sizes. We have contacted the authors of these studies to obtain these statistics, but unfortunately received no reply. Regrettably, these studies had to be excluded. The procedure described above resulted in the location of 32 studies that were suitable to be included in our meta-analysis.
Coding procedure
To obtain an adequate description for each study included in the meta-analysis, we coded the following variables: grade, number of participants, description of experimental and control condition, publication type (journal/dissertation/report/conference presentation/paper), and the genre of posttest measure (expository/narrative/ informative/persuasive). It should be noted that coding was restricted to posttest measures, as we used these measures to calculate effect sizes. Further, we coded a number of variables of which we expected that they could account for heterogeneity in effect sizes between studies. For this purpose we coded: design of the study (random assignment or quasi-experimental), attrition (% of total sample), period (in days) and intensity (in minutes) of intervention, person providing instruction (researcher, teacher, teaching assistant), and random assignment of teachers to conditions. Due to considerable differences between the scoring procedures that were used, and differences in the interpretation of reliability of scoring, it was not possible to administer one overall reliability score per study. Therefore, we coded aspects of the studies of which is known that they are related to the reliability of writing quality scores: type of assessment of writing quality (holistic or analytical), number of writing tasks at posttest and number of raters assessing the quality of posttest measure (e.g. Rijlaarsdam et al., 2011) . All studies were coded by the first author and a trained assistant, a random sample of ten studies (one third of the total sample) were coded by both coders, with 97% agreement.
Categorizing interventions
For the analysis, all studies were thoroughly examined and grouped according to their focus of intervention. Subsequently, studies with a comparable focus of intervention were grouped into categories, based on the categories used in previous meta-analyses (e.g. Graham & Perin, 2007; Graham et al., 2012; Hillocks, 1984) . For our study, we maintained the following categories from these meta-analyses: strategy instruction, text structure instruction, peer assistance, process approach, feedback, grammar instruction, and prewriting activities. We decided to use 'goal setting' instead of 'product goals', because our sample also included a study involving the setting of process goals, as well as setting product goals. Two types of intervention in our sample did not fit into the categories that were used by previous reviews, therefore we added two new categories: evaluation and revision. This resulted in a total of ten intervention categories, which are summarized in Table 1 . It should be noted that the intervention categories are not completely mutually exclusive, for instance, prewriting activities and revision also are components of the process approach and strategy instruction. We classified studies according to the main focus of instruction as described by the authors. For example, Bui, Schumaker, and Deshler (2006) characterize their intervention as a strategic writing program, in which they also apply the process approach to writing. As the emphasis of this intervention is on teaching students strategies for writing, it was decided to place this study in the strategy instruction category. Another example of a study of which the intervention has elements of more than one category is the study of Wong, Hoskyn, Jai, Ellis, and Watson (2008) which combines self-regulated strategy development with feedback. As the main intervention under investigation is strategy instruction, the study was placed in this category, rather than in the category feedback. Strategy instruction involves the explicit teaching of strategies for planning, translating and revising. The majority of studies in this category uses the Self Regulatory Strategy Development (SRSD) model of Harris and Graham (1996) , in which students are additionally taught self-regulation strategies to manage the writing process, as well as declarative and procedural knowledge about writing. Text structure instruction is the explicit teaching of the structure of a text in a specific genre, such as the organizational structure of a persuasive essay, the story constituents and interrelations of narrative texts, or a compare/contrast essay. Peer assistance involves studies where students have to collaborate during different stages (planning, formulating, or revising) of the writing process, or where some form of tutoring is applied. Evaluation involves teaching students how to reflect on and to assess their own work. Most studies in this category used the 6 (+1) Traits Writing Model, which was developed in the 1980's in the US (Northwest Regional Educational Library, 2013). The 6 (+1) Traits Writing Model asks students to assess their compositions on ideas, organization, voice, word choice, sentence fluency, conventions, and presentation by using reflective questions and rubrics. Goal setting involves assigning students goals for their writing before they begin: either a product goal (e.g. writing paragraphs), or a process goal (e.g. acquiring a learning strategy). Feedback involves studies in which students receive comments on (aspects of) their writing, either from the teacher or from a peer. Grammar instruction involves interventions that are aimed at the construction of correct sentences. Revision involves studies in which students receive instruction in improving draft versions of texts. Prewriting activities involve studies that focus on techniques for generating content and planning, such as brainstorming, or using graphic organizers. The process approach is a comprehensive intervention where students engage in cycles of planning, formulating, and revising, and in writing for real audiences with real purposes. Instruction is often at individual level, tailored to the student's needs through minilessons, writing conferences, and teachable moments. Further, self-reflection and evaluation is stressed, to stimulate student's ownership of their written products. Students collaborate when writing, in a supportive and nonthreatening writing environment (Graham & Sandmel, 2011) . There were three studies in our sample, Arter, Spandle, Culham, and Pollard (1993) , Saddler and Graham (2005) , and Dejarnette (2008), comparing two intervention conditions. We calculated an effect size for both interventions and subsequently placed them in two intervention categories. Finally, a number of studies investigated multiple conditions, e.g. the study of Schunk and Swartz (1993) investigated the effectiveness of setting product goals, as well as the effectiveness of setting process goals. In these instances we calculated separate effect sizes for all conditions.
Calculation of effect sizes and statistical analysis
For each individual study included in the analysis an effect size was calculated for writing quality at posttest. If a holistic score was available, then this score was used to calculate the effect size. If writing quality was scored on separate aspects, such as organization, ideas, or word choice, separate effect sizes were calculated for each aspect and subsequently averaged into one single effect size. Means and standard deviations were used to obtain effect sizes. Effect sizes were calculated using Hedges' g (the standardized mean difference) by subtracting the mean performance of the control group at posttest from the mean performance of the treatment group at posttest, dividing by pooled standard deviation of the two groups. Hedges' g provides a slightly better estimate than Cohens d, especially for smaller sample sizes (Borenstein, Hedges, Higgins, & Rothstein, 2011) .
For the meta-analysis a random effects model was used, as it was assumed that the true effect varied from study to study, due to differences in participants as well as differences in interventions and implementation of interventions. Rather than estimating one true effect size, a random effects model estimates the mean of a distribution of effects. This allows for generalization to populations beyond the included studies (Borenstein, et al., 2011) . For each treatment category, an average effect size was calculated as well as the confidence interval and statistical significance of the obtained effect sizes. In this way the effect of various treatments could be compared. Additionally, a test of homogeneity was conducted, to determine whether variability in effect sizes was larger than expected based on sampling error alone. When the homogeneity test was statistically significant, a moderator analysis was conducted to determine whether the variability could be explained by identifiable factors, such as treatment duration, publication type, or grade. Table 2 contains a description of all studies included in the analysis and their effect sizes, grouped per intervention category. The intervention categories are ranked according to the amount of effect sizes they contain, starting with strategy instruction as the largest category (11 effect sizes). Within the categories, studies are arranged per grade, in alphabetical order. For each study the following information is given: reference, publication type, grade, number of participants, short description of intervention and control condition, genre of text written at posttest measure, and the effect size. As can be seen, there are seven categories containing four or less effect sizes. We acknowledge the fact that these sample sizes do not allow for firm conclusions. Nevertheless, for the sake of completeness, it was decided to retain these categories in the analysis, as this would at least provide an indication of the possible efficacy of these types of interventions. In total, we calculated 55 effect sizes from 32 studies, and divided them into 10 intervention categories. 
Description of studies included in the meta-analysis
Results
First, a random effects model was used to obtain an overall average effect size for all studies included in the meta-analysis. This overall effect size was g = .72, with a 95% confidence interval of [.49 -.94] . As effect sizes are highly dependent on study characteristics, additional analysis was needed to establish whether the various effect sizes together in the sample provide a proper estimate of the effect size in the population. This can be determined by conducting a homogeneity test. This test indicates if the variability in effect sizes is larger than the expected variability based on sampling error alone. As the studies in our sample varied widely in focus and approach, we expected significant heterogeneity, which was confirmed by the homogeneity test: Q = 511.51, df = 54, p < .001. This indicated that a common effect size for the total sample of studies could not be assumed. First, we investigated possible publication bias by conducting a moderator analysis with publication type as moderator on all studies in the meta-analysis. This analysis yielded no significant result (p = .22), indicating that the effect sizes of studies published in peer reviewed journals did not differ systematically in their effect sizes from studies from other publication types. The next step in our analysis was to examine the effectiveness of the various intervention categories, by including these 10 categories in our model as explanatory variables. The inclusion of the intervention categories significantly improved the model, according to a likelihood ratio test, with Χ 2 = 19.69, df = 9, p < .001. This means that differences in effect sizes were (at least partly) explained by the type of intervention. Table 3 gives the summary statistics for all intervention categories, presented in the same order as Table 2 . These statistics include, per intervention category, the number of effect sizes, the average effect size and standard error, the 95% confidence interval, and the heterogeneity statistics Q (test statistic for heterogeneity) and I 2 (percentage of total heterogeneity/variability).
As can be seen in Table 3 , we found two negative effects, for grammar instruction and the process approach. These interventions did not improve the quality of students'
writing. However, all other main effects were positive. Of these positive effects, five main effects significantly deviated from zero. These were, in order of effect size: goal setting, strategy instruction, feedback, text structure instruction, and peer assistance. Post-hoc analysis was conducted by a contrast analysis in which all interventions were compared pairwise. Results from these analyses showed that goal setting was by far the most effective intervention (Χ 2 ≥ 36.81, df = 1, p < .001). However, as can be seen in Table 2 , all effect sizes in the category goal setting were calculated from one study in which multiple conditions and grades were compared (Schunk & Swartz, 1993) . This result should therefore be interpreted with caution. Goal setting was followed by strategy instruction (Χ 2 ≥ 26.06, df = 1, p < .001), text structure instruction (Χ 2 ≥ 12.82, df = 1, p < .001), and peer assistance (Χ 2 ≥ 7.64, df = 1, p = .006) respectively. These three categories were all based on nine or more effect sizes from different studies. Feedback also proved to be an effective intervention, however, not more effective than prewriting activities.
The homogeneity test indicated that there was still a significant amount of residual heterogeneity in the sample (QE = 283.18, df = 45, p < .001). Therefore, we inspected the funnel plot (see Figure 1 ) to locate outliers that could be a potential source of heterogeneity. A funnel plot is a scatterplot of the intervention effect against a measure of study size. In the funnel plot in Figure 1 the residuals of the model with the intervention categories as explanatory variables were plotted against the standard error. The straight lines in Figure 1 define the region in which 95% of the studies was expected, in the absence of homogeneity. It can be seen that the studies were more or less symmetrically spread around the overall average effect size, and that most points were located in the region between the straight lines. This was an indication that there was no systematic heterogeneity in our sample. Two outliers (6.25% of the total sample) were located. The forest plot that we subsequently created (see Appendix), identified these outliers to be the studies of Torrance et al. (2007) , and Saddler and Graham (2005) . The effect size in the study of Torrance et al. (2007) was underestimated in the analysis whereas the observed effect size in the study of Saddler and Graham (2005) was smaller than expected, which meant that the effect size of the first study was larger, whereas in the latter study the effect size was smaller than in comparable studies (see also Figure 1 ). The analysis was repeated without these studies, but the outcome of this analysis did not significantly differ from the previous analysis (Χ 2 = 3.61, df = 2, p = 0.16). Hence, it was decided to maintain these studies, and to retain the previously estimated model for further analysis. Subsequently, a moderator analysis was conducted to examine whether the variability between studies could be attributed to one or more identifiable factors. We examined whether there were systematical differences in effect sizes between studies with a proper control condition and studies comparing different intervention conditions. In six intervention categories there were one or more studies without a no extra instruction control condition. Contrary to expectations, the inclusion of control condition as a moderating variable did not result in a significant reduction of residual heterogeneity (QE = 220.37, df = 37, p < .001), and for none of the intervention categories the parameter estimate for control condition was significant (p-values ranging from .29 to .90). Next, grade, duration of intervention, type of assessment of writing quality (holistic or analytical), number of writing tasks in posttest, and number of raters assessing the quality of posttest measure were considered as moderating factors. None of these factors significantly reduced the heterogeneity between studies in the total sample. In the next step of the analysis, closer examination of the intervention categories separately revealed no significant heterogeneity in four categories: text structure instruction, process approach, revision, and prewriting (p-values ranging from .08 to .16). We further investigated the heterogeneity within the remaining intervention categories. This analysis was limited to categories containing more than five effect sizes, i.e. strategy instruction, peer assistance, evaluation and goal setting, as in the smaller categories the heterogeneity can largely be attributed to differences between individual studies. In the larger categories systematic factors may have caused heterogeneity, and this was examined by performing a moderator analysis on the separate categories with grade, duration of intervention, type of assessment of writing quality (holistic or analytical), number of writing tasks in posttest, and number of raters assessing the quality of posttest measure as potential moderators.
Residual
In strategy instruction, grade appeared to be a significant moderator: effect sizes were systematically larger in grade 6 (2.19) than in either grade 4 or 5 (0.59). Further, we found that effect sizes in this category were smaller (-0.86) for studies in which text quality at posttest was assessed analytically compared to studies in which holistic assessment was applied. In the category evaluation, genre of posttest was a significant moderator: effect sizes were smaller (-0.11) for expository texts. In the category peer assistance, heterogeneity could largely be attributed to one large study (Puma et al., 2007) with a relatively low effect size. In goal setting, heterogeneity could be attributed to differences between conditions. However, from the 95% confidence interval statistics reported in Table 3 can be concluded that, despite significant heterogeneity within the categories of interventions that significantly improve writing proficiency, the effects in these categories were still largely positive, even at the lower bound of the confidence interval.
Discussion
Effective interventions to improve elementary students' writing
It has been established that, in the Netherlands, the way writing is taught in elementary school needs to be improved. The aim of this meta-analysis was to identify evidencebased effective instructional practices for teaching writing to students in grade 4 to 6.
To determine this, we calculated average effect sizes for 10 types of interventions. The results show that the most effective interventions to improve students' writing are, in order of effect sizes: goal setting, strategy instruction, text structure instruction, feedback, and peer assistance. Post hoc analysis demonstrates that goal setting is the most effective intervention, followed by strategy instruction, text structure instruction, peer assistance, and feedback. This is in line with the findings of recent previous reviews (Graham & Perin, 2007; Graham et al., 2012) , even though we limited our analysis to students in grade 4 to 6 in a regular educational setting. However, our findings are corroborated by statistical analysis.
The results of our analysis show that goal setting was by far the most effective intervention. However, as stated before, it should be noted that all effect sizes in this category come from one (twenty year old) study (Schunk & Swartz, 1993) , comparing multiple conditions and multiple grades. Thus, these results only allow for tentative conclusions. Support for the positive effect of setting product goals can be found in previous meta-analyses (Graham & Perin, 2007; Graham et al., 2012 ) albeit for (partly) different populations of students (special needs learners, struggling writers, and slightly older students). This indicates that setting goals could help to improve students' writing.
Strategy instruction is the next effective intervention. Strategy instruction is the largest intervention category in our analysis, which allows for robust conclusions. Of all types of intervention, strategy instruction is by far the most investigated. It should be noted that that the majority of studies in this category examined the self-regulated strategy development (SRSD) approach of Harris and Graham (1996) to strategy instruction or a variation thereof. The SRSD approach seems to have developed into the 'standard' in strategy instruction, which is hardly surprising as studies examining SRSD invariably yield large effect sizes. Previous meta-analyses (Graham, 2006; Graham & Perin, 2007; Graham et al., 2012) also found SRSD to be a highly effective intervention for all types of learners (struggling writers, learning disabled, average, gifted) in a wide range of grades (grade 2 to 10). A subsequent moderator analysis, which we performed in all categories containing more than five effect sizes from different studies, shows that, in our sample, in grade 6 the (average) effect of strategy instruction appears to be much higher than in either grade 4 or 5. A possible explanation for this finding may be that in grade 6 students' lower level skills have been developed to such an extent that they profit the most from the explicit teaching of writing strategies. Further, we find that effect sizes in this category are smaller in studies where text quality is assessed analytically, compared to studies in which holistic assessment is used. In analytical assessment scoring rubrics are used: a set of criteria and standards that are linked to the learning objectives of the task at hand. Therefore, analytical assessments are more taskspecific than a holistic assessment, which makes them harder to generalize to writing proficiency (Schoonen, 2005; Rijlaarsdam et al., 2011) . As all different aspects of a text are evaluated separately, and subsequently combined into one final total score, analytical scores tend to be lower than holistic scores (Schoonen, 2005) .
The next effective intervention category is text structure instruction. This category is a homogeneous sample of studies. The studies in this category investigate the effect of explicit teaching of (elements of) text structure, in different types of texts: narrative, persuasive, and compare-contrast texts. In all studies in this category the explicit teaching of text structure leads to a significant improvement of students' writing performance.
Text structure instruction is followed by peer assistance. Peer assistance is a diverse category: collaboration between students is applied in different phases of the writing process, with diverse types of interventions. As can be seen in Table 2 , the effect of peer assistance depends on how it is applied, and on the focus of the intervention.
Studies with mainly cooperative writing (e.g. Puma et al., 2007) have smaller effects than studies combining peer assistance with more targeted types of interventions, such as the teaching of specific genre knowledge (Hoogeveen, 2013) or sentence combining (Saddler & Graham, 2005) . Peer tutoring is also an effective practice to improve students' writing, as is shown by the study of Yarrow and Topping (2001) . This study further shows that the writing scores of tutors improved more than those of the tutees. An explanation for this result may be that students learn more from explaining the material to others: you can only adequately explain something if you understand it yourself.
With only four effect sizes from two studies, feedback is one of the smaller intervention categories. Although seemingly effective, more research is needed to allow for more robust conclusions, as feedback can take many forms (e.g. peer feedback vs. teacher feedback) and can be applied in different ways (e.g. product-focused vs. process-focused). Further research should examine how and in what form feedback can be applied in teaching writing to improve students' writing performance.
Grammar instruction and the process approach to writing yield negative average effect sizes. The negative effect for grammar instruction confirms the findings in previous meta-analyses (Graham & Perin, 2007; Graham et al., 2012; Hillocks, 1984) . Apparently, attention for the construction of correct sentences does not lead to improvement in text quality. This may be due to lack of transfer effects: when grammar is taught in isolation, and not in a 'real' writing context, it may not be clear to students how to apply what they learned when writing a text.
The negative effect for process approach may be explained by several factors. First, it is a small, but nevertheless homogeneous, intervention category of only three studies. In two out of these three studies, process approach is the control condition, thus compared with another (in this case: more effective) intervention type. We suspected that this could have resulted in lower effect sizes than when process approach would have been compared to a 'pure' control group. However, our suspicions were not confirmed by subsequent analysis with type of control condition as a moderator. There are several possible explanations for this result: the most straightforward one is that there are indeed no differences, but it can also be that our sample is too small and therefore lacking power to reveal systematic differences. However, it can also be that the process approach is too comprehensive for beginning writers: working on too many aspects at the same time. Beginning writers may profit more from a targeted intervention, such as text structure or strategy instruction. It must be noted that Graham and Perin (2007) found a (small) positive effect, for the process approach in their metaanalysis for adolescent students. This might indicate that the process approach is an effective approach for teaching writing to more experienced writers, but that this approach is less suitable for beginning writers.
Limitations of the study
We recognize the fact that some categories were small (≤ 4 effect sizes) and therefore only allow for tentative conclusions on the overall effectivity of these intervention categories. Nevertheless, since we wanted to obtain as much information as possible from the available data, these categories were included in the analysis, to examine their potential effectiveness.
A complicating factor in interpreting the results of the analysis is the fact that there was a considerable heterogeneity between studies that could not fully be accounted for by identifiable factors. However, it should be noted that the heterogeneity is overestimated due to the amount of small studies in our sample. A large amount of small studies in a category results in considerably more heterogeneity between studies, whereas in larger studies there is more heterogeneity within the study, and less between studies. In our sample, we see that the heterogeneity in the smaller categories is often caused by differences between individual studies. For instance, variation between studies may have been caused by differences in operationalization, such as the materials that were used, and the instruction that was given. Further, the number and nature of assignments that students had to work on varied considerably: from one writing task in one genre, to several writing tasks in various genres. The period of intervention varied even more: from one day to one year. A complicating factor in the analysis is that key aspects, such as the control condition, the nature of the posttest, the exact period of intervention, and the exact time spent on the intervention were not always described explicitly, which made it troublesome to code for these variables. These aspects can contribute to heterogeneity, but they cannot be included in a metaanalysis in a meaningful way if they are not reported accurately.
Suggestions for further research
From our study it becomes clear that there is not much writing intervention research conducted for students in the upper grades of elementary school. We can conclude that more research in this area is clearly needed. Some of the intervention categories in our meta-analysis were too small to draw firm conclusions about their effectiveness. Especially in these categories more research should be conducted. Particularly the effectiveness of goal setting needs further investigation, as our results indicate that it might be very effective in improving writing. It would certainly be worthwhile to investigate whether the positive results of the study of Schunk and Swartz (1993) can be replicated in other studies. But also feedback and prewriting activities need to be studied more closely. Additionally it should be examined if a combination of highly effective interventions will lead to even better student outcomes. In other words: is it worthwhile to add one highly effective intervention to another highly effective intervention, or does this only lead to marginal improvement? Further, other types of interventions, and new approaches should be developed and tested.
Furthermore, of the studies in our sample, 34% employs a posttest-only design and 47% a pretest-posttest design in which the effect is measured directly at the end of an intervention. However, to make substantiated claims about the effectiveness of an intervention, a delayed posttest should be included to measure retention. Often, the posttest closely resembles what is taught during the intervention, which may lead to an overestimation of the effects. A delayed posttest could provide more information on the long-term effects of interventions on students' writing. Therefore, to make any claims about the 'real' effectiveness of interventions, delayed posttest data are essential. Unfortunately, this is still not common practice in intervention research.
Recommendations for teaching
This meta-analysis provides some valuable clues as to what works in teaching writing. Certainly more in-depth research is needed into what specifically works and what not, but we were already able to identify promising interventions for successfully teaching writing to students in the upper grades of elementary education. On the basis of our results, we must conclude that, to successfully improve the quality of writing of beginning writers, the writing curriculum should include goal setting, strategy instruction, text structure instruction, feedback and peer interaction. Setting process goals, such as learning to apply a certain strategy, was highly effective. Strategy instruction was more effective when combined with teaching self-regulatory skills. Overall, we found that specific, targeted interventions, such as explicit instruction in applying strategies or how to structure a text were particularly effective for elementary students. What we still do not know, is what the ideal instructional program for teaching composition skills should look like: which materials should we use, how much students have to write, how much practice students need, how we support the students' writing process, how we give appropriate feedback, and so on. In that respect, this analysis provides only rough guidelines for teaching, not a ready to use panacea. To determine what really works, extensive testing in classrooms is still needed. 
