We construct a quantum mechanical model of the Calogero type for the icosahedral group as the structural group. Exact solvability is proved and the spectrum is derived explicitly.
Introduction
We have emphasized in [1] that the exactly solvable models known so far [2] are characterized by a structural group, which is a Coxeter group. The crystallographic property which turns a Coxeter group into a Weyl group [3] can be abandoned. Doing this we neither have a simple Lie group at our disposal to analyse the model, nor the symmetric spaces etc. To verify our conjecture we consider the icosahedral group H 3 [4] which is non-crystallographic.
The differential operator techniques to construct exactly solvable models are explained in detail in [1] . In the weight space of H 3 which is a Euclidean space R 3 , we introduce Cartesian coordinates and construct from them the basis of invariants {I n , n ∈ {2, 6, 10}} (section 2). In section 3 we express the Laplacian in R 3 in coordinates {I n }. In general the determinant of the inverse Riemann tensor is a polynomial in these {I n } and factorizes in further real polynomials ("prepotentials") in the {I n }, one factor for each orbit of the group H 3 . However, H 3 has only one orbit. The factorization is therefore trivial. Thus we obtain one prepotential from the determinant, in the Calogero case we have in addition an oscillator prepotential. We return then to the most general Schrödinger operator. In section 4 we prove exact solvability of this operator and calculate its spectrum. A discussion of the problems arising in an attempt to define a Sutherland model can be found in section 5.
The invariants of H 3 .
The icosahedral group is generated by reflections s 1 , s 2 , s 3 denoting reflections along the simple weights
where
A reflection s α along a weight vector α acts on a vector x according to 
e.g.
Among the rotations of cyclicity 3 are the cyclic permutations
Group actions on functions over the weight space are defined as usual
so that for a polynomial
defines invariance. We can produce invariant polynomials by averaging over the group p inv (x) = 1 120
This approach is simplified if the ansatz is already chosen invariant under s 4 , s 5 , s 6 , w and w 2 . A possible (non unique) algebraic basis of invariant polynomials is
(2.20)
If we combine the transposition
with the sign change
At least a unique I 10 can be defined by requiring this "symmetry".
The Riemannian
We introduce the inverse Riemannian by
kl (x) is an invariant polynomial and can be expressed by the {I n } (Chevalley's theorem) and does not factorize in real polynomials of {I n }. But in original Cartesian coordinates it factorizes [5] det
permutations of(1,2,3)
We normalize the roots to length one. As prepotentials we set
(3.9)
so that with
we get
The differential operator to start with is then
with free coupling constants γ 0,1 ∈ R.
The gauge transformation
is found from (see [1] )
Since each factor (α, x) 2 in (3.8) implies a second order pole (α, x) −2 in W (x), e −χ should possess a zero at H α because the potential is repulsive. This implies due to (3.16)
The potential W (x) is
The polynomial eigenfunctions of D From (3.1) to (3.5) it seems to us a complicated guessing procedure to conceive a Lie algebraic approach to the eigenfunctions of D. We proceed rather by a mixed technique. First we separate a "radial" variable R by
so that D separates in a "radial" equation
and an "angular" equation
The eigenfunctions of the Schrödinger operator (3.15) have the form
We shall see at the end that the last two factors in (4.7) can be written as one polynomial in {I n }. First we analyse the angular equation (4.5). We define a space of real polynomials
We call a polynomial in S, T "homogeneous of degree r" if all of its monomials have
Then ∆ can be expanded (finitely) is typical for ∆ (1) . We diagonalize
where N=2q mod 1 (4.14)
The eigenvalue equation
leads to the recursion relation
The eigenvalues are therefore
Due to (3.17) the eigenvalues are positive and (for fixed N only) nondegenerate. The corresponding eigenvector ξ N,k has expansion coefficients
The full eigenfunction p N,k ∈ V N is split in two pieces
Similarly we decompose ∆ ∆ = ∆ (0) +∆ (4.20)
Then it followsp
Since each power of
lowers the degree by 1 3 at least, we have
However, one or more terms in (4.21) may be infinite if
Then the eigenvector of the larger N must be skipped. In general, from a sequence of degenerate eigenvalues
only the lowest N contributes an eigenfunction. As a consequence, the Schrödinger operator (3.15), (3.16) is selfadjont in a space smaller than an L 2 -space. Finally we turn our attention to the radial equation (4.6). The index equation is
Inserting (4.17) into (4.26) we obtain
Regular solutions correspond to α + . It follows 
Thus the regular eigenfunctions of D are polynomials in R, T, S which inserting (4.1) -(4.3) turn into polynomials in I 2 , I 6 , I 10 .
Problems with an H 3 Sutherland model
We define trigonometric invariants for H 3 by sums over invariant subsets of the root set R (remember the normalization of all roots is (α, α) = α 2 = 1)
etc. We leave it unproven whether n-tupels of roots with fixed angles between them constitute one or more than one orbit. All invariants are normalized so that
Instead of cosines of angles we can characterize such n-tupels by lengths
The angles assume only finitely many values
where ξ = −1 can be eliminiated because it is trivial. Denote, say
then the φ i can be expanded into a power series in the polynomial invariants I n (x), n ∈ {2, 6, 10} can be used as coordinates for the Riemann tensor. From
we obtain e.g. 11 as a polynomial in the {φ i }. The expansion is infinite.
