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Abstract
We consider the following nonlinear elliptic equation with singular nonlinearity:
u − 1
uα
+ a 1
uβ
= 0 in Ω,
where α > β > 1, a > 0, and Ω is an open subset of Rn, n 2. Let u ∈ H 1(Ω) with ∫Ω u1−α dx < ∞ and ∫Ω u1−β dx < ∞ be a
nonnegative stationary solution. If we denote the zero set of u by
Σ =
{
x ∈ Ω: lim
r→0+
1
|B(x, r)|
∫
B(x,r)
udx exists, and is equal to 0
}
,
we shall prove that the Hausdorff dimension of Σ is less than or equal to n − 2 + 4
α+1 .
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let Ω be an open subset of Rn (n 2). In this paper, we consider the following equation:
u − 1
uα
+ a 1
uβ
= 0 in Ω, (1.1)
where α > β > 1, a > 0.
We are interested in the partial regularity of nonnegative solutions u of (1.1) and wish to give a Hausdorff measure
estimate of the zero set Σ of u:
* Corresponding author.
E-mail addresses: guozm@public.xxptt.ha.cn (Z. Guo), housb10@163.com (S. Hou).0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2007.09.002
Z. Guo, S. Hou / J. Math. Anal. Appl. 340 (2008) 806–816 807Σ =
{
x ∈ Ω: lim
r→0+
1
|B(x, r)|
∫
B(x,r)
u dx exists, and is equal to 0
}
, (1.2)
where B(x, r) is the ball with center at x and radius r .
The equation in (1.1) arises in the study of steady states of thin films. Equations of the type
ut = −∇ ·
(
f (u)∇u)− ∇ · (g(u)∇u) (1.3)
have been used to model the dynamics of thin films of viscous liquids, where z = u(x, y, t) is the height of the
air/liquid interface. The zero set Σ defined in (1.2) is the liquid/solid interface and is sometimes called set of ruptures.
Ruptures play a very important role in the study of thin films. The coefficient f (u) reflects surface tension effects—a
typical choice is f (u) = u3. The coefficient of the second-order term can reflect additional forces such as gravity
g(u) = u3, van der Waals interactions g(u) = um − κup with κ  0 and m < 0, p < 0 and |p| < |m|. For background
on (1.3), we refer to [6,7,11] and the references therein.
In general, let us assume f (u) = u3, g(u) = um − κup , where m,p ∈ R. Then if we consider the steady-state
of (1.3), we see that u satisfying
f (u)∇u + g(u)∇u = C in Ω
is a steady state of (1.3), where C = (C1,C2, . . . ,Cn) is a constant vector. Assuming C = 0, we see that
u + 1
m − 2u
m−2 − κ
p − 2u
p−2 = C in Ω,
where C is a constant. If we assume C = 0 and v = (|m| + 2)1/(3−m)u, we see that v satisfies
v = vm−2 − κ(|m| + 2)
(3−p)/(3−m)
(|p| + 2) v
p−2 in Ω,
which is the required form of (1.1).
The Hausdorff dimension of the zero set of nonnegative solutions u of the equation
u − 1
uα
+ h(x) = 0 in Ω, (1.4)
where α > 1, h ∈ C1(Ω), has been studied recently by Jiang and Lin [5], Guo and Wei [3]. In [5], under the assump-
tions u ∈ H 1loc(Ω) and
∫
Ω
u−α dx < ∞, Jiang and Lin found the Hausdorff dimension of the zero set of u is less
or equal to n − 2 + 4
α+2 . In [3], under the assumption u ∈ H 1(Ω) and
∫
Ω
u1−α dx < ∞, Guo and Wei established
a monotonicity inequality for u and obtained that the Hausdorff dimension of the zero set of u is less or equal to
n − 2 + 4
α+1 .
In this paper, we consider the case that the nonlinearity has a lower order term u−β and see that this term does not
contribute much to the zero set of u. Combining the ideas in [3] and this paper, we can also see that under the same
assumptions on u as in this paper, the Hausdorff dimension of the zero set of nonnegative solutions u of the equation
u = 1
uα
− a 1
uβ
− h(x) in Ω
is also less or equal to n−2+ 4
α+1 . Note that if Ω is bounded, we can obtain
∫
Ω
u1−β dx < ∞ from ∫
Ω
u1−α dx < ∞.
Therefore, if Ω is a bounded open set of Rn, our assumptions on u are u ∈ H 1(Ω) and ∫
Ω
u1−α dx < ∞.
We start with some definitions. We say that u is a nonnegative finite energy solution of (1.1) in Ω if u 0 in Ω ,
u satisfies (1.1) pointwise in Ω\Σ , and the energy of u, i.e.
E(u) = 1
2
∫
Ω
|∇u|2 dx + 1
1 − α
∫
Ω
u1−α dx − a
1 − β
∫
Ω
u1−β dx (1.5)
is finite. We say that such a finite energy solution u is stationary if, in addition, it satisfies
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Ω
[
∂u
∂xi
∂u
∂xj
∂φj
∂xi
− 1
2
|∇u|2 ∂φ
i
∂xi
− 1
1 − αu
1−α ∂φi
∂xi
+ a
1 − β u
1−β ∂φi
∂xi
]
dx = 0 (1.6)
for all regular vector field φ = (φ1, φ2, . . . , φn) with compact supports in Ω (summation over i and j is understood).
For solutions u ∈ H 1(Ω), ∫
Ω
u1−α(x) dx < ∞ and ∫
Ω
u1−β(x) dx < ∞, the identity (1.6) is obtained by assuming
that the functional E(u) is stationary with respect to domain variations, that is,
d
dt
E(ut )|t=0 = 0,
where ut (x) = u(x + tφ(x)) is defined on the domain Ωt := {x ∈Rn: x + tφ(x) ∈ Ω}.
Define
Eα,β =
{
u ∈ H 1(Ω): u 0 in Ω,
∫
Ω
u1−α(x) dx < ∞,
∫
Ω
u1−β(x) dx < ∞
}
.
Let u ∈ Eα,β be a stationary solution of (1.1). Then u is a finite energy stationary solution. It is easy to see that Σ is
the singular set of u−1. Moreover, Σ is a relatively closed subset of Ω . The main result of this paper is the following
theorem.
Theorem 1.1. Let α > β > 1, a > 0. If u ∈ Eα,β is a stationary solution of (1.1), then the zero set Σ of u has a locally
finite μ-dimensional Hausdorff measure, where μ = n − 2 + 4
α+1 . In other words, the Hausdorff dimension of Σ is
less than or equal to μ.
The proof of Theorem 1.1 is closely related to [3]. We shall first establish a monotonicity inequality for nonneg-
ative stationary solution u ∈ Eα,β of (1.1). Then, using such monotonicity of the energy of u, we obtain the measure
estimate of the zero set Σ of u. The main idea behind establishing this monotonicity inequality comes from Evans [1],
Schoen [10], Pacard [8], Price [9].
Remark. If α > 1 > β > 0, we can easily obtain the similar results by the similar arguments.
2. A monotonicity inequality
In this section, we derive a monotonicity inequality for nonnegative stationary solution u ∈ Eα,β of (1.1). The main
idea is to obtain an estimate of
r−μ
(
1
2
∫
B(x0,r)
|∇u|2 dx + 1
1 − α
∫
B(x0,r)
u1−α dx − a
1 − β
∫
B(x0,r)
u1−β dx
)
by means of (1.6), where μ is as in Theorem 1.1 and B(x0, r) is a ball centered at x0 ∈ Ω with radius r > 0 sufficiently
small. As in [8,9], we use identity (1.6) with φ(x) := |x − x0|ξ(|x − x0|) for any x0 ∈ Ω , where
ξ(s) ≡
⎧⎪⎨
⎪⎩
1, for s < r,
1 + r−s
h
, for r  s  r + h,
0, for s > r + h.
Letting h go to 0, we see
n
α − 1
∫
B(x0,r)
u1−α dx − n − 2
2
∫
B(x0,r)
|∇u|2 dx + r
2
∫
∂B(x0,r)
|∇u|2 ds + an
1 − β
∫
B(x0,r)
u1−β dx
− r
α − 1
∫
∂B(x0,r)
u1−α ds − ar
1 − β
∫
∂B(x0,r)
u1−β ds = r
∫
∂B(x0,r)
(ur)
2 ds, (2.1)
where ur = ∂u .∂r
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−
∫
B(x0,r)
u1−α + a
∫
B(x0,r)
u1−β −
∫
B(x0,r)
|∇u|2 = −
∫
∂B(x0,r)
uur ds. (2.2)
We can take the derivative of (2.2) with respect to r and see
−
∫
∂B(x0,r)
u1−α ds + a
∫
∂B(x0,r)
u1−β ds −
∫
∂B(x0,r)
|∇u|2 ds = − d
dr
{ ∫
∂B(x0,r)
uur ds
}
. (2.3)
Eliminating the terms
∫
B(x0,r)
|∇u|2 dx and ∫
∂B(x0,r)
|∇u|2 ds in (2.1) by using (2.2) and (2.3) we finally obtain
(
n
α − 1 +
n − 2
2
) ∫
B(x0,r)
u1−α + a
(
n
1 − β −
n − 2
2
) ∫
B(x0,r)
u1−β −
(
1
2
+ 1
α − 1
)
r
∫
∂B(x0,r)
u1−α
+ a
(
1
2
− 1
1 − β
)
r
∫
∂B(x0,r)
u1−β + r
2
d
dr
{ ∫
∂B(x0,r)
uur ds
}
− n − 2
2
∫
∂B(x0,r)
uur ds
= r
∫
∂B(x0,r)
(ur )
2 ds. (2.4)
Thus,
− α + 1
2(α − 1)
d
dr
{
r−μ
∫
B(x0,r)
u1−α
}
+ a β + 1
2(β − 1)
d
dr
{
r−μ
∫
B(x0,r)
u1−β
}
+ C1r−(μ+1)
∫
B(x0,r)
u1−β
+ 1
2
r−μ d
dr
[ ∫
∂B(x0,r)
uur
]
= r−μ
∫
∂B(x0,r)
[
(ur)
2 + n − 2
2
r−1uur
]
ds,
where
μ = (n − 2)α + (n + 2)
α + 1 ,
C1 = a
(
n
1 − β −
n − 2
2
)
+ a β + 1
2(β − 1)μ < 0.
Therefore,
− α + 1
2(α − 1)
d
dr
{
r−μ
∫
B(x0,r)
u1−α
}
+ a β + 1
2(β − 1)
d
dr
{
r−μ
∫
B(x0,r)
u1−β
}
+ 1
2
r−μ d
dr
[ ∫
∂B(x0,r)
uur
]
 r−μ
∫
∂B(x0,r)
[
(ur)
2 + n − 2
2
r−1uur
]
ds. (2.5)
Using the identity
d
dr
[ ∫
∂B(x0,r)
u2
]
ds = 2
∫
∂B(x0,r)
uur ds + (n − 1)
∫
∂B(x0,r)
u2r−1 ds (2.6)
we have that
1
2
d2
dr2
[
r−μ
∫
∂B(x0,r)
u2 ds
]
− d
dr
[
r−μ
∫
∂B(x0,r)
uur ds
]
= (n − μ − 1)r−μ
∫ [
(n − 2 − μ)
2
r−2u2 + r−1uur
]
ds. (2.7)∂B(x0,r)
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r−μ d
dr
[ ∫
∂B(x0,r)
uur ds
]
= d
dr
[
r−μ
∫
∂B(x0,r)
uur ds
]
+ μr−μ−1
∫
∂B(x0,r)
uur ds. (2.8)
Substituting (2.7) and (2.8) into (2.5), we obtain that
− α + 1
2(α − 1)
d
dr
{
r−μ
∫
B(x0,r)
u1−α
}
+ a β + 1
2(β − 1)
d
dr
{
r−μ
∫
B(x0,r)
u1−β
}
+ 1
4
d2
dr2
[
r−μ
∫
∂B(x0,r)
u2 ds
]
 r−μ
∫
∂B(x0,r)
[
(ur)
2 + 2n − 2μ − 3
2
r−1uur + 14 (n − μ − 1)(n − μ − 2)r
−2u2
]
ds
which yields that
− α + 1
2(α − 1)
d
dr
{
r−μ
∫
B(x0,r)
u1−α
}
+ a β + 1
2(β − 1)
d
dr
{
r−μ
∫
B(x0,r)
u1−β
}
+ 1
4
d2
dr2
[
r−μ
∫
∂B(x0,r)
u2 ds
]
− 1
4
d
dr
[
r−μ−1
∫
∂B(x0,r)
u2 ds
]
 r−μ
∫
∂B(x0,r)
[
(ur)
2 + (n − μ − 2)r−1uur + 14 (n − μ − 2)
2r−2u2
]
ds
= r−μ
∫
∂B(x0,r)
(
ur + (n − μ − 2)2 r
−1u
)2
ds  0. (2.9)
We conclude from the computation that
Eu(x0, r) ≡ − α + 12(α − 1) r
−μ
∫
B(x0,r)
u1−α dx + a β + 1
2(β − 1) r
−μ
∫
B(x0,r)
u1−β dx + 1
4
d
dr
[
r−μ
∫
∂B(x0,r)
u2 ds
]
− 1
4
r−μ−1
∫
∂B(x0,r)
u2 ds
is an increasing function of r .
Now we obtain another formulation of Eu(x0, r). First we have
d
dr
[
r−μ
∫
∂B(x0,r)
u2 ds
]
= (n − μ − 1)r−μ−1
∫
∂B(x0,r)
u2 ds + 2r−μ
∫
∂B(x0,r)
uur ds. (2.10)
Then by (2.2),∫
∂B(x0,r)
uur ds =
∫
B(x0,r)
u1−α − a
∫
B(x0,r)
u1−β +
∫
B(x0,r)
|∇u|2, (2.11)
we obtain an equivalent formulation for Eu(x0, r):
Eu(x0, r) = − 1
(α − 1) r
−μ
∫
B(x0,r)
u1−α dx + a 1
(β − 1) r
−μ
∫
B(x0,r)
u1−β dx + 1
2
r−μ
∫
B(x0,r)
|∇u|2 dx
− 1
(α + 1) r
−μ−1
∫
∂B(x0,r)
u2 ds. (2.12)
All the derivatives in the above expressions are to be understood in the sense of distributions.
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Lemma 2.1. If u ∈ Eα,β is a nonnegative stationary solution of (1.1), then Eu(x0, r) is an increasing function of r .
Lemma 2.2. Eu(x0, r) is continuous function of x0 ∈ Ω and r > 0.
Proof. Similar to the proof of Lemma 2 of [8]. 
3. The regularity results
In this section, we shall prove Theorem 1.1. For any fixed  > 0 sufficiently small and u ∈ Eα,β being a stationary
solution of (1.1), by Lemma 2.1, one easily sees that if x0 ∈ Σ , there are two cases for x0:
(i) limr→0+ Eu(x0, r)−,
(ii) limr→0+ Eu(x0, r) < −.
In the first case, we have the following lemma.
Lemma 3.1. There exists ∗ > 0 such that if limr→0+ Eu(x0, r)−∗, then
lim
r→0+
r−μ
∫
B(x0,r)
(|∇u|2 + u1−β)dx  ∗. (3.1)
Proof. The monotonicity of Eu(x0, r) in r implies that, if limr→0+ Eu(x0, r)  −, for some  > 0, there exists
r0 > 0 such that for 0 < r < r0,
Eu(x0, r)−.
It follows from the second formulation for Eu(x0, r) that
Eu(x0, r) = − 1
(α − 1) r
−μ
∫
B(x0,r)
u1−α dx + a 1
(β − 1) r
−μ
∫
B(x0,r)
u1−β dx
+ 1
2
r−μ
∫
B(x0,r)
|∇u|2 dx − 1
(α + 1) r
−μ−1
∫
∂B(x0,r)
u2 ds
−.
Then
− 1
(α − 1) limr→0+
[
r−μ
∫
B(x0,r)
u1−α dx
]
+ a 1
(β − 1) limr→0+
[
r−μ
∫
B(x0,r)
u1−β dx
]
+ 1
2
lim
r→0+
[
r−μ
∫
B(x0,r)
|∇u|2 dx
]
− 1
(α + 1) limr→0+
[
r−μ−1
∫
∂B(x0,r)
u2 ds
]
−. (3.2)
Suppose that limr→0+ r−μ
∫
B(x0,r)
(|∇u|2 + u1−β) dx < . In the following, we denote C for positive constants which
may vary from line to line. We derive from (3.2) that
1
(α − 1) limr→0+
[
r−μ
∫
B(x0,r)
u1−α dx
]
+ 1
(α + 1) limr→0+
[
r−μ−1
∫
∂B(x0,r)
u2 ds
]
C,
since limr→0+ r−μ
∫
(|∇u|2 + u1−β) dx < . This shows that there exists 0 < r1 < r0 such that for 0 < r < r1,B(x0,r)
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∫
B(x0,r)
u1−α dx  C, (3.3)
r−μ−1
∫
∂B(x0,r)
u2 ds  C. (3.4)
It follows from (3.4) that for 0 < r < r1,∫
B(x0,r)
u2 dx  Crμ+2. (3.5)
Thus, we have from (3.3), (3.5) and the Hölder inequality that
Crn =
∫
B(x0,r)
u−2(α−1)/(α+1)u2(α−1)/(α+1) dx

( ∫
B(x0,r)
u1−α dx
)2/(α+1)( ∫
B(x0,r)
u2 dx
)(α−1)/(α+1)
 Cr
2μ+(μ+2)(α−1)
α+1
= Crn,
which is a contradiction if we choose  > 0 sufficiently small. Thus, we conclude that there exists ∗ > 0 such that
lim
r→0+
r−μ
∫
B(x0,r)
(|∇u|2 + u1−β)dx  ∗,
which completes the proof. 
In the following, we shall study the second case. First, we introduce a Poincaré type inequality from [5] (see
Theorem 2.1 of [5]).
Lemma 3.2. Let B be any ball in Rn with radius , and T ⊂ B be an Hμ measurable set, such that
Hμ(T ) θ1μ, (3.6)
and for any x ∈Rn, and r > 0,
Hμ(T ∩ Br(x)) θ2rμ (3.7)
holds. Then for any u ∈ H 1(B) such that T ⊂ Σ , where Σ is defined in (1.2), we have∫
B
u2  c(n,μ)
θ22
θ21
2
∫
B
|∇u|2. (3.8)
The following lemma is important to the proof of Theorem 1.1.
Lemma 3.3. Let T ⊂ Σ be as in Lemma 3.2. Let u ∈ Eα,β be a stationary solution of (1.1) and x0 ∈ T . Then, for
0 < 2r < d(x0, ∂Ω) sufficiently small,
r−μ−1
∫
∂B(x0,r)
u2 ds  Cr−μ
∫
B(x0,r)
[|∇u|2 + u1−α − au1−β]dx, (3.9)
where C = C(n,α, θ1, θ2) > 0.
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of generality, we assume that x0 = 0. We first show the following fact:∫
B(0,t)
[
u1−α − au1−β]dx > 0, (3.10)
for t > 0 sufficiently small. We prove (3.10) by a contradiction argument. Suppose that∫
B(0,t)
[
u1−α − au1−β]dx  0.
We use Young’s inequality to see that∫
B(0,t)
u1−α dx  a
∫
B(0,t)
u1−β dx  β − 1
α − 1
∫
B(0,t)
u1−α dx + a(α−1)/(α−β) α − β
α − 1
∣∣B(0, t)∣∣.
Thus, ∫
B(0,t)
u1−α dx  a(α−1)/(α−β)
∣∣B(0, t)∣∣. (3.11)
On the other hand, using Young’s inequality, we obtain that
∣∣B(0, t)∣∣ a 1α−β α − 1
α
∫
B(0,t)
u dx + a 1−αα−β 1
α
∫
B(0,t)
u1−α dx.
Since limt→0+
∫
B(0,t) u dx
|B(0,t)| = 0, for any 0 <  < min{a
1
β−α ,1}, there is t0 = t0() > 0 such that for 0 < t < t0,∫
B(0,t)
u dx  
∣∣B(0, t)∣∣.
Then, ∫
B(0,t)
u1−α dx > a(α−1)/(α−β)
∣∣B(0, t)∣∣ (3.12)
which gives a contradiction to (3.11) and finishes the proof of (3.10).
Now we use the trace embedding theorem to obtain (3.9). By the trace embedding theorem, we have that
H 1
(
B(0, r)
)
↪→ W 12 ,2(∂B(0, r)) ↪→ L 2(n−1)n−2 (∂B(0, r))
for n 3 and
H 1
(
B(0, r)
)
↪→ W 12 ,2(∂B(0, r)) ↪→ L∞(∂B(0, r))
for n = 2. Thus, by the Hölder inequality,
r−1
∫
∂B(0,r)
u2 ds C
( ∫
∂B(0,r)
u
2(n−1)
n−2
) n−2
n−1
 C‖u‖2
H 1(B(0,r))
for n 3 and
r−1
∫
∂B(0,r)
u2 ds C‖u‖2L∞(∂B(0,r))  C‖u‖2H 1(B(0,r))
for n = 2. Thus, for n 2, we see that
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∫
∂B(0,r)
u2 ds C
∫
B(0,r)
(
u2 + |∇u|2)dx.
Then Lemma 3.2 and (3.10) imply that
r−μ−1
∫
∂B(0,r)
u2 ds  Cr−μ
∫
B(0,r)
[|∇u|2 + u1−α − au1−β]dx,
where C = C(n,α, θ1, θ2) > 0. This is (3.9) and the proof is completed. 
Now we consider the second case:
lim
r→0+
Eu(x0, r) < −∗
for ∗ > 0 being given in Lemma 3.1.
Lemma 3.4. If x0 ∈ Σ and limr→0+ Eu(x0, r) < −∗, then
lim
r→0+
[
1
(α − 1) r
−μ
∫
B(x0,r)
u1−α dx + 1
(α + 1) r
−μ−1
∫
∂B(x0,r)
u2 ds
]
 ∗. (3.13)
Proof. This follows from the second formulation of Eu(x0, r). 
Proof of Theorem 1.1. We shall show Hμ(Σ) = 0. We prove it by contradiction. Suppose Hμ(Σ) > 0 (possibly
with infinite measure). Then since Σ is a Souslin set, Theorem 5.6 and its proof in [2] say that, there is a closed subset
T ⊂ Σ , with 0 <Hμ(T ) < ∞, and for some constant θ > 0,
Hμ(T ∩ Br(x)) θrμ
holds for any x ∈Rn, r > 0.
For such T , the basic density lemma says that for Hμ, a.e. x ∈ T ,
1
2μ
 lim
r→0 sup
Hμ(T ∩ Br(x))
c(μ)rμ
 1
for some c(μ) > 0.
Let
T ∗ =
{
x ∈ T : lim
r→0 sup
Hμ(T ∩ Br(x))
c(μ)rμ
 1
2μ
}
.
Let ∗ > 0 be given in Lemma 3.1 and x0 ∈ T . Then either
lim
r→0+
Eu(x0, r)−∗
or
lim
r→0+
Eu(x0, r) < −∗.
For the first case, we have by Lemma 3.1
lim
r→0+
r−μ
∫
B(x0,r)
(|∇u|2 + u1−β)dx  ∗.
Thus,
lim
r→0+
r−μ
∫
B(x0,r)
(|∇u|2 + u1−α)dx  C∗
for some constant C = C(a), where we use (3.10).
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lim
r→0+
r−μ
∫
B(x0,r)
(|∇u|2 + u1−α)dx  C∗
for some constant C = C(n,α, θ).
In conclusion, we have proved that there exists ∗ > 0 such that if x0 ∈ T , then
lim
r→0+
r−μ
∫
B(x0,r)
(|∇u|2 + u1−α)dx  C∗ (3.14)
for some constant C = C(n,α, a, θ). This implies that there exists δ0 > 0 sufficiently small such that for 0 < r < δ0,
r−μ
∫
B(x0,r)
(|∇u|2 + u1−α)dx  C
2
∗. (3.15)
Then for any 0 < δ < δ010 and for any U open, such that T
∗ ⊂ U ,
{
Br(x): x ∈ T ∗, 0 < r < 12δ, Br(x) ⊂ U, r
−μ
∫
Br (x)
(|∇u|2 + u1−α)dx  C
2
∗ and
Hμ(T ∩ Br(x))
c(μ)rμ
 1
2μ+1
}
is a finite covering of T ∗. Hence, by Vitali covering lemma, there is a pairwise disjoint subcollection {Brk (xk)}∞k=1,
such that T ∗ ⊂⋃∞k=1 B5rk (xk). Hence, it follows from (3.15) that
Hμ5δ
(
T ∗
)
 C(μ)
∞∑
k=1
(5rk)μ
 C
(
n,α, a, θ, ∗
) ∞∑
k=1
∫
B(xk,rk)
(|∇u|2 + u1−α)dx
 C
(
n,α, a, θ, ∗
)∫
U
(|∇u|2 + u1−α)dx.
Since Hμ(T ∗) < ∞, we can choose U with arbitrary small Hn-measure so that the right-hand side of the inequality
can be arbitrarily small. Thus, we have Hμ5δ(T ∗) = 0. Letting δ → 0, we conclude Hμ(T ∗) = 0, hence Hμ(T ) = 0,
which gives the contradiction and completes the proof of Theorem 1.1. 
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