Comparisons of several treatments with a control represent a standard situation in preclin-
INTRODUCTION
MULTIPLE ENDPOINTS CAN occur in many different situations. A variable may be observed under different conditions or in the course of time, or there may also be different variables related t o a common object. I f a testing problem with multiple endpoints is treated by more-fold univariate tests. then problems arise. for example, the type I error of the whole procedure can exceed the nominal level by far. A correction for the multiplicity is possible, for example, by the Bonferroni method. but then the correlation structure between the variables is still ignored and information is lost. Traditional multivariate methods, however, are derived under very general conditions. Thus, these tests have to handle a lot of parameters. and they require large samples when the dimension of the vectors of variables is high.
Various authors, among them O'Brien (4). have proposed tests that utilize special parameter structures and combine advantages o f univariate and multivariate tests. They did it, however. mainly in a heuristic approach which yields only approximate distributions of the test statistic under the null hypothesis. In two recent papers. Liiuter (3) and Lauter. Glirnm. and Kropf (3) proposed a new class o f so called 'stabilized' parametric tests. In a similar manner as in the tests o f O'Brien, linear scores are computed from the variables, and these scores are handled in standard tests. Special rules for the derivation of the weight vectors for the scores ensure that the final tests with the scores exactly keep the type I error despite the preprocessing. Within the framework of these rules, there is a variety of special realizations. allowing for an adjustment t o a broad field o f practical demands. such as the utilization of symmetry assumptions among the parameters or of factorial parameter structures, the choice of one-sided or two-sided problems. the inclusion of a selection of relevant variables, and s o on. For the one-way layout which is the basis for the present paper, the results of the two papers can be summari/.ed as follows.
Let IKI be K samples of independent p-dimensional observations of size it1", n'", . . . , n . let X = (x:~', . . . , ~~1~1 ) be the combined ( p x 11)-sample matrix, .v = ~ c c = X I,, with I' , = ( I . . . . . I ) 1 the total sample mean vector, and X = .t I ' n = ~ X I ,, I' , the corresponding mean value matrix.
I1
From the vectors .v;" o f observations. the score values are computed with weight vector\ (1 which are some unique function of the matrix G , , = ( X -X ) ( X -X ) ' = X ( I , , -I I,,l',,]X' (I,, i s t h e n X U identitymatrix).
' 1
Then an exact level a test of the null hypothesis H,,:pI = . . . = p, can be carried out in the usual ANOVA with the scores :;I1 as input ( F test with K -1 and n -K degrees of freedom). The mathematical basis for the proof is the theory o f spherical distributions ( 5 ) . Due to the sample-based weights. the usual normality and independence assumptions regarding the sample elements are n o longer fulfilled for the scores. Special choices for the scores are. for example:
SS scores with weights d,, = [Diag(G,)]-"p. SS scores are favorable when the mean differences of all variables have equal directions and approximately equal magnitudes (in units of the corresponding standard deviations), and 0 PC scores with the weight vector dpC, that is, the eigenvector belonging to the largest eigenvalue of the problem Go dK = Diag(Go)hdK, &G,& = 1. These scores do not suppose such a symmetric behavior in the p variables as in the SS method. They are advantageous if there is one latent variable behind the observed variables which is responsible for the differences among the groups. For one-sided problems the absolute values of the coefficients of weight vectors are used. As a generalization, q-dimensional scores can be derived with a weight matrix consisting of the first q > 1 eigenvectors of the above eigenvalue problem.
The power of the tests with the different approaches is demonstrated in the following fictional example. Suppose there are two independent samples of high-dimensional normal vectors (p 222). each of sample size 12. All p variables have a variance of one, painvise correlation coefficients of 0.3 (compound symmetry), and mean differences between the two populations of one. Figure 1 shows the power of the 'Bonferronized' univariate r tests (probability of at least one significance in the p tests), the power of the classical Hotelling's T' test (6.7). and the power of the PC test (SS test gives very similar results) when the number of variables enclosed rises from only one up to 22 (beyond this value the TZ test would not be applicable). The nominal level of both tests is 0.05. The power of the TZ test is derived from the noncentral F distribution; for the other tests simulations with 1O. OOO replications each have been done. Figure 1 demonstrates the advantages of the stabilized tests. Even in small samples, they can efficiently utilize the information from a large number of variables. In these weak correlated special data the T? test has no advantages with respect to the univariate r test procedure with a Bonferroni correction.
The aim of the present paper is the transfer of these ideas to the many-to-one procedures. Such procedures are usually considered when a control group has to be compared to several ..... treatment groups. The transfer is not a trivial step because the procedures have to keep the multiple error level, that is, even if some treatments differ from the control, then the error of the first kind has to be controlled for the remaining comparisons. In the computation of the scores, however, it is not known which treatments are equal to the control, so that the sphericity assumptions have to be restricted.
In the next section multivariate many-to-one procedures are described. They are followed by simulation studies for the power of the procedures and by an example with data from experiments with Wistar rats.
MANY-TO-ONE PROCEDURES
The following situation is considered in this paper: A control group is to be compared to K treatment groups. The sample elements are assumed to be independent p-dimensional normal vectors with common covariance matrix in all groups xjt' -N , ( P '~' .
. . . , K ; J = I . . . . , nit'). The hypotheses to be tested are H k : p'" = pIk' ( k = I , . . . , K ) . As the K comparisons treat a common phenomenon, the type I error is to be kept for the whole procedure regardless of the actual classification into true and false hypotheses. Regarding the alternative several cases can be considered: 
Procedures for Univariate Data
For univariate data a variety of parametric multiple test procedures has been proposed for the many-to-one problem. They are based on the multivariate t distribution (Dunnett test [I]) or on an approximate multinormal distribution as in the paper of James (9) . taking the correlation structure into account, or on a-adjustment methods applied on the pairwise comparisons. Furthermore, the proposals can be classified into single-step procedures and stepwise procedures (step-down: Holm [ 101, Marcus, Peritz, In this paper, the focus is on three basic methods: " ' I n lkl n + n statistics T,?,, = -( ; ' " -X"")'S-'(X"' -X"") ( k = I , . . . , K ) with mean vectors and the pooled covariance matrix with v = n -K -1 degrees of freedom are compared to critical values given in their paper for p I 5 and for the assumption of equal sample sizes at least in the K treatment groups.
The corresponding closed testing procedure can be used analogously because the closed testing procedure works independently of the special constructions of the tests, 2. Pairwise comparisons with Bonferroni/Holm adjustment are based on the same statistics with an additional constant factor, so that the F distribution can be applied: F,,, = Tfkl with p and f'" degrees of freedom, where f I k ' = n'"' + n"' -p -I , if the variance is estimated only from those two groups which are compared at that moment, ""
(f"' + P -1 )P
Multivariate Tests Based on Linear Scores
These tests are stabilized alternatives to the T' based tests. The basic methodology of the score method is simple: Compute a weight vector d according to the rules given in the introduction, and use it to transform all observation vectors into scores z:"=d'x:"' ( k = 0. . . . , K,j = I , . . . , n k ) . These scores are treated with the standard tests for univariate data (see above) though they do not meet the standard assumptions of these procedures (independence, normality). In the same way, a p x 4 weight matrix can be evaluated, and 4 scores can be computed per sample element (one per column of the weight matrix). Then the scores have to be treated with the multivariate tests from the last subsection, but now with a reduced dimension 4 < p . This would be advantageous if more than one important latent factor is suspected behind the observed data. But this aspect is not considered here in more detail. For pairwise f tests with the covariance estimate based only on the two enclosed groups, it seems natural to also determine the scores on the basis of these two groups only, and to recompute them for each comparison. The validity of this procedure is given by the results reviewed in the introduction.
In order to carry out tests with a variance estimate from all K + I groups, such as in the Dunnett test or in multiple t tests. the matrix Go from the introduction is calculated from all K + 1 groups, too. Hence, the scores need to be computed only once. The theoretical justification is not straightforward here, because for a comparison of one treatment group against the control group, the null hypothesis of equal expectations in these two groups does not include the assumption that all other treatment groups have the same expectation, too. The corresponding theorems, however, can be generalized for this many-to-one situation. Thus, for the univariate tests considered here, the null distribution of the test statistics applied to the scores is the same as if they were applied to original independent univariate normal data, even though the global null hypothesis of equality among the expectations of all groups is not necessarily true. The parameter structures under the alternative hypothesis are chosen in such a manner that a one-sided pairwise r test between the control group and treatment 3 based on the 'optimal' choice of weights for known parameters d = Z-'(p''' -p"')) would always have a power of 0.95. In structures labeled 's' (symmetric) all variables have equal mean differences and equal pairwise correlation coefficients of 0.66. In the asymmetric structures ('a') the same is true for half of the variables, whereas the other variables are uncorrelated and have no mean difference with respect to the control group. The other two treatment groups have reduced mean differences (factor 113 in Treatment 1 and 213 in Treatment 2) for all variables in the structures characterized by '0/1/2/3' and have the same parameters as Treatment 3 in the structures characterized by '0/3/3/3'.
Tables la and Ib show the rejection rates in 1OO.OOO replications for the comparisons with Treatment 1 and Treatment 3 (local power). In Table la The results reflect very well the intentions and basic assumptions of the different procedures. The advantages of the score methods compared to the T2 based methods are obvious for the structures considered. That is remarkable insofar as the relationship of sample size and number of variables is not an extreme one. The differences decrease with increasing sample size and increase with an increasing number of variables.
The SS scores and the PC scores yield similar results in the 'symmetric' structures. In the asymmetric structures the PC scores clearly have better results. Even in the asymmetric situations, however, the power of the SS versions is still greater than that of the T2 based methods. It should be noted here that all the parameter constellations of Tables l a and l b are compatible with the idea of one latent variable (one-factor model, cf. Lauter [24] ) and thus, support the PC scores.
Comparing the results of the Dunnett-like procedure with those of its closure, one can state a distinct improvement by the closure. The amount of improvement is small only for Treatment 3 when the other two treatments have smaller mean differences than the control group and, hence, Treatment 3 is compared as the first group to the control group in most cases. In all other situations the gain in power is considerable.
The power in the pairwise tests with a Bonferroni/Holm adjustment is less than the power Results of simulation experiments as in Table 1 a, but now the number of variables is fixed to four and the sample size per groups varies.
in the Dunnett-like tests, but the differences are not very large. Of course, the power of the procedures with a priori ordering is always greater than that of the other procedures with respect to the comparison of the control group to Treatment 3, which is compared first. This difference can be considerable. For Treatment 1, which is compared last, this advantage disappears in the constellations with equal group spacing ('0/1/2/3'), and it is reversed in the cases where all treatments have equal effects ('0/3/3/3'). In the latter case, the procedures with a priori ordering are the only ones that have different results for Treatments 1 and 3 (up to random variations in the other procedures).
EXAMPLE
As an example, a chronic toxicological study in Wistar rats is considered. A control group is compared with a low dose group and a high dose group of some substance. From each animal the liver mass and the concentration of ASAT, ALAT, and AP in the serum is recorded. For the purpose of demonstration only six animals per group are used ( Table 2) . To characterize the example, groupwise means and standard deviations and pooled correlation coefficients are calculated: (25) . In any case, the results would state no significance for the low dose group and only a significance at level 0.05 for the high dose group, thus having weaker results than the HigaziDayton test. Using the covariance estimate from all groups, however, corrects this disadvantage. Then The score values for both methods are given in Table 3 . When the pairwise comparisons with t tests are based on scores that are derived from the two involved samples only, then in the t tests with 10 degrees of freedom the following unadjusted one-sided P values are found: SS: low dose 0.0081, high dose 0.0006, and 0 PC: low dose 0.0047, high dose 0.0002.
The adjustment for two-sided tests and the BonferronikIolm correction is done in the same way as above.
Though carried out with fewer degrees of freedom, the results for the low dose group are better (P < 0.01) than those with scores based on all three samples. This could be a hint that the 'global' scores are dominated by the more distinct differences between the control group and the high dose group, whereas the 'pairwise' scores are better adapted to each individual comparison. Summarizing, this example demonstrates: 
DISCUSSION
The simulation experiments and the example also demonstrate the advantages of the use of stabilized linear scores. The exactness of these tests with regard to the type I error is a consequence of the theory of spherical distributions and is guaranteed under the usual ANOVA assumptions. The rules for the derivation of the weight vectors are general enough to allow for a variety of adoptions to practical problems.
These rules utilize special restrictions in the data structures such as information on underlying factorial structures or on a 'similar behavior' of the variables. In particular, they enable one-sided tests to be conducted. The power of the resulting tests is dependent on the validity of the special assumptions. But in small samples andor with high-dimensional data, stabilized procedures have advantages compared to T2 based methods, even if the assumed models are given only in rough approximation. Thus, the stabilized tests are of special interest for practical problems with restricted sample sizes, as, for example, in toxicology.
Earlier proposals for stabilized tests such as those from O'Brien (4) or from Tang, Geller, and Pocock (26) have the same intentions, but are not exact tests. They should be replaced by the new versions.
As exact level a tests, the score tests can be used in a closed test procedure in order to evaluate the influence of single variables or of subgroups of variables (as proposed by Kropf [27] and Lehmacher, Wassmer, and Reitmeir [28] ). In the example in the last section the difference between the control group and Treatment 3 can be found not only with all four variables, but also with ASAT or ALAT alone and with all combinations of these variables with others at a multiple 0.05 level when the one-sided Dunnett like test with PC scores is used.
PC scores are more flexible than SS scores. The score versions SS and PC are only examples, however, other proposals can be given (3) . This includes the possibility of selection procedures for important variables (without loosing exactness!), otherwise summary score tests would not be effective when only a small part of the variables had the expected effects. In the end, however, summary statistics need some kind of common behavior of several variables to be effective. If only a single variable or very few variables is/are effective, then univariate tests with Bonferroni adjustment or the control of the multiple error (with regard to the p variables) by permutation or bootstrap techniques (29, 30 ) might be more powerful.
The extension of the Spherical theory to multiple test problems given here can also be used with other tests for univariate data to make them the basis for score tests. In that way, for example, contrast tests (eg [20] ) can be used with scores.
In pairwise tests, the inclusion of all samples into the estimation of variance enhances the degrees of freedom for the tests. On the other hand, with regard to robustness considerations it can be better to avoid the information from other samples, for example, in order to restrict the influence of samples with enlarged variances.
When heavy deviations from the normal distribution are known or suspected, then a rank transformation can have positive effects on the type I error and on the power of the score tests The calculation of scores from the data is easy with standard tools in the statistical packages, especially for SS scores and PC scores in the one-way layout. Macros for the packages SAS or SPSS can be obtained from the authors.
The results of the Bonferroni (Bonferroni/Holm) procedure are not much worse than those of the Dunnett (Dunnett closure) test. The use of a priori ordering can be very effective, but only when the order, given in advance, meets the real situation.
