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a b s t r a c t
This paper deals with the second order nonlinear neutral delay difference equation
∆

a(n)∆

x(n)+ b(n)x(n− τ)− c(n)

+ f

n, x(f1(n)), x(f2(n)), . . . , x(fk(n))

= d(n), n ≥ n0.
By using Krasnoselskii’s fixed point theorem and some new techniques, we obtain the
existence results of uncountably many bounded positive solutions for the above equation.
Examples that cannot be solved by known results are given to illustrate the results
presented in this paper.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In the past twenty years, the oscillation, nonoscillation, asymptotic behavior and existence of solutions for various second
order difference equations have been deeply investigated [1–3,5–15].
By using the contraction principle, Jinfa [6] obtained the existence of a nonoscillatory solution for the second order neutral
delay difference equation with positive and negative coefficients
∆2

x(n)+ px(n−m)+ p(n)x(n− k)− q(n)x(n− l) = 0, n ≥ n0, (1.1)
where p ∈ R\{−1}. Zhang et al. [15] studied the oscillation of bounded solutions for the unstable type second order neutral
difference equation
∆2

x(n)− p(n)x(n− τ) = q(n)xg(n), n ≥ n0. (1.2)
Thandapani and Mahalingam [14] gave the oscillation and nonoscillation criteria for the second order neutral delay
difference equation
∆

c(n)∆(x(n)+ p(n)x(n− k))+ q(n)xβ(n+ 1−m) = 0, n ≥ n0, (1.3)
where k,m are positive integers and β is a ratio of odd positive integers. By applying the Schauder fixed point theorem,
Agarwal et al. [2] proved the existence of solutions for the second order difference equation
∆

p(n)∆(x(n)+ h(n)x(n− k))+ q(n+ 1)f x(n+ 1− l) = 0, n ≥ 0. (1.4)
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By employing the generalized Riccati transformation technique, Saker et al. [13] established some oscillation criteria and
studied the asymptotic behavior of nonoscillatory solutions of the second order nonlinear neutral delay dynamic equation
∆

r(n)∆(x(n)+ p(n)x(τ (n)))+ q(n)f x(δ(n)) = 0, n ≥ 0. (1.5)
By means of a nonlinear alternative of Leray–Schauder type for condensing operators, Agarwal et al. [1] discussed the
existence of a nonoscillatory solution for the second order neutral delay difference equation
∆

a(n)∆(x(n)+ px(n− τ))+ Fn+ 1, x(n+ 1− σ) = 0, n ≥ 0, (1.6)
where p ∈ R \ {±1}. Recently, Liu et al. [10] utilized the contraction principle to investigate the global existence of
uncountably many bounded nonoscillatory solutions for the second order nonlinear neutral delay difference equation
∆

a(n)∆

x(n)+ bx(n− τ)+ f n, x(n− d1(n)), x(n− d2(n)), . . . , x(n− dk(n)) = c(n), n ≥ n0 (1.7)
relative to all b ∈ R under the Lipschitz continuity condition.
Motivated and inspired by the research work in [1–3,5–15], we introduce and study the following more general second
order nonlinear neutral difference equation
∆

a(n)∆

x(n)+ b(n)x(n− τ)− c(n)+ f n, x(f1(n)), x(f2(n)), . . . , x(fk(n)) = d(n), n ≥ n0 (1.8)
where τ , k ∈ N, n0 ∈ N0, {a(n)}n∈Nn0 , {b(n)}n∈Nn0 and {d(n)}n∈Nn0 are real sequences with a(n) ≠ 0 for each n ∈
Nn0 , {c(n)}n∈Nn0 is bounded, f ∈ C(Nn0 × Rk,R) and fl : Nn0 → Zwith
lim
n→∞ fl(n) = +∞, l ∈ {1, 2, . . . , k}.
By using Krasnoselskii’s fixed point theorem and some new techniques, we establish some sufficient conditions of the
existence of uncountably many bounded positive solutions for Eq. (1.8) without the Lipschitz continuity. In particular, the
results obtained in this paper improve essentially Theorems 4.4–4.7 in [10] by removing the Lipschitz continuity condition
and generalize Theorem 2.1 in [1] under p ≠ 1. Suitable examples are given to demonstrate the effectiveness of our results.
2. Preliminaries
Throughout this paper,we assume that∆ is the forwarddifference operator definedby1x(n) = x(n+1)−x(n),∆2x(n) =
∆(1x(n)),R = (−∞,+∞),Z,N and N0 stand for the sets of all integers, positive integers and nonnegative integers,
respectively, and
Nn0 = {n : n ∈ N0 with n ≥ n0}, n0 ∈ N0,
α = inf{fl(n) : 1 ≤ l ≤ k, n ∈ Nn0},
β = min{n0 − τ , α}, Zβ = {n : n ∈ Zwith n ≥ β}.
Let A and B be positive constants, c∗ and c∗ be constants, {c(n)}n∈Zβ , {A(n)}n∈Zβ and {B(n)}n∈Zβ be bounded sequences in R
such that
B(n) = c(n)+ B > A(n) = c(n)+ A > 0, n ∈ Zβ ,
c(n) = c(n0), β ≤ n ≤ n0 − 1,
c∗ ≤ inf
n∈Zβ
c(n), c∗ ≥ sup
n∈Zβ
c(n).
Let l∞β denote the Banach space of all bounded sequences in Zβ with norm
‖x‖ = sup
n∈Zβ
|x(n)| for x = {x(n)}n∈Zβ ∈ l∞β
and
Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ  = x = {x(n)}n∈Zβ ∈ l∞β : A(n) ≤ x(n) ≤ B(n), n ∈ Zβ.
It is easy to see thatΩ
{A(n)}n∈Zβ , {B(n)}n∈Zβ  is a bounded closed and convex subset of l∞β .
By a solution of Eq. (1.8), we mean a sequence {x(n)}n∈Zβ with a positive integer T ≥ n0 + τ + |α| such that Eq. (1.8) is
satisfied for all n ≥ T .
Lemma 2.1 ([3]). A bounded, uniformly Cauchy subset D of l∞β is relatively compact.
Lemma 2.2 ([4]). Let X be a Banach space, D be a bounded closed convex subset of X and S,G : D → X be mappings such that
Sx+ Gy ∈ D for every pair x, y ∈ D. If S is a contraction and G is completely continuous, then the equation
Sx+ Gx = x
has a solution in D.
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3. Existence of uncountably many bounded positive solutions
Now we study the existence of uncountably many bounded positive solutions for Eq. (1.8) by using Krasnoselskii’s fixed
point theorem.
Theorem 3.1. Assume that there exist a positive integer n1 ∈ N, a constant b∗ and a sequence {P(n)}n∈Nn0 satisfying
A+ b∗(c∗ + B) < B, 0 ≤ b(n) ≤ b∗ < 1, ∀n ≥ n1; (3.1)
|f (n, u1, . . . , uk)| ≤ P(n), ∀(n, ul) ∈ Nn0 × [c∗ + A, c∗ + B], 1 ≤ l ≤ k; (3.2)
∞−
i=1
1
|a(i)|
i−1
j=n0
max

P(j), |d(j)| < +∞. (3.3)
Then Eq. (1.8) has uncountably many bounded positive solutions inΩ
{A(n)}n∈Zβ , {B(n)}n∈Zβ .
Proof. Let L ∈ A+ b∗(c∗ + B), B. It follows from (3.3) that there exists T ≥ n1 + τ + |α| satisfying
∞−
i=T
1
|a(i)|
i−1
j=n0

P(j)+ |d(j)| ≤ minL− A− b∗(c∗ + B), B− L. (3.4)
Define two mappings SL and GL : Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ → l∞β by
(SLx)(n) =

L+ c(n)− b(n)x(n− τ), n ≥ T
(SLx)(T ), β ≤ n < T (3.5)
and
(GLx)(n) =

∞−
i=n
1
a(i)
i−1
j=n0

f

j, x(f1(j)), . . . , x(fk(j))
− d(j), n ≥ T
(GLx)(T ), β ≤ n < T
(3.6)
for any x = {x(n)}n∈Zβ ∈ Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ .
Now we show that
SLx+ GLy ∈ Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ , ∀x, y ∈ Ω{A(n)}n∈Zβ , {B(n)}n∈Zβ ; (3.7)
‖SLx− SLy‖ ≤ b∗‖x− y‖, ∀x, y ∈ Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ  (3.8)
and
‖GLy‖ ≤ B, ∀y ∈ Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ . (3.9)
Using (3.1), (3.2) and (3.4)–(3.6), we get that for any x = {x(n)}n∈Zβ , y = {y(n)}n∈Zβ ∈ Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ  and n ≥ T
(SLx)(n)+ (GLy)(n) = L+ c(n)− b(n)x(n− τ)+
∞−
i=n
1
a(i)
i−1
j=n0

f

j, y(f1(j)), . . . , y(fk(j))
− d(j)
≤ L+ c(n)+
∞−
i=T
1
|a(i)|
i−1
j=n0

P(j)+ |d(j)|
≤ L+ c(n)+minL− A− b∗(c∗ + B), B− L
≤ B(n),
(SLx)(n)+ (GLy)(n) = L+ c(n)− b(n)x(n− τ)+
∞−
i=n
1
a(i)
i−1
j=n0

f

j, y(f1(j)), . . . , y(fk(j))
− d(j)
≥ L+ c(n)− b∗(c∗ + B)−
∞−
i=T
1
|a(i)|
i−1
j=n0

P(j)+ |d(j)|
≥ L+ c(n)− b∗(c∗ + B)−minL− A− b∗(c∗ + B), B− L
≥ A(n),
|(SLx)(n)− (SLy)(n)| = b(n)|x(n− τ)− y(n− τ)|
≤ b∗‖x− y‖
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and
|(GLy)(n)| =
 ∞−
i=n
1
a(i)
i−1
j=n0

f

j, y(f1(j)), . . . , y(fk(j))
− d(j)
≤
∞−
i=T
1
|a(i)|
i−1
j=n0

P(j)+ |d(j)|
≤ minL− A− b∗(c∗ + B), B− L
≤ B,
which yield that (3.7)–(3.9) hold.
It follows from (3.3) that for each given ε > 0, there existsM > T satisfying
∞−
i=M
1
|a(i)|
i−1
j=n0
(P(j)+ |d(j)|) < ε
4
. (3.10)
Next we show that GL is completely continuous. Let xν = {xν(n)}n∈Zβ and x = {x(n)}n∈Zβ ∈ Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ 
satisfy that
lim
ν→∞ xν = x. (3.11)
It follows from (3.11) and the continuity of f that there exists V ∈ N such that
M−1−
i=T
1
|a(i)|
i−1
j=n0
|f (j, xν(f1(j)), . . . , xν(fk(j)))− f (j, x(f1(j)), . . . , x(fk(j)))| < ε2 , ∀ν ≥ V .
Combining (3.6), (3.10) and the above inequality, we infer that
‖GLxν − GLx‖ = max

sup
β≤n<T
|(GLxν)(n)− (GLx)(n)|, sup
n≥T
|(GLxν)(n)− (GLx)(n)|

≤
∞−
i=T
1
|a(i)|
i−1
j=n0
|f (j, xν(f1(j)), . . . , xν(fk(j)))− f (j, x(f1(j)), . . . , x(fk(j)))|
≤
M−1−
i=T
1
|a(i)|
i−1
j=n0
|f (j, xν(f1(j)), . . . , xν(fk(j)))− f (j, x(f1(j)), . . . , x(fk(j)))| + 2
∞−
i=M
1
|a(i)|
i−1
j=n0
P(j)
< ε, ∀ν ≥ V ,
which implies that GL is continuous inΩ
{A(n)}n∈Zβ , {B(n)}n∈Zβ .
It follows from (3.6) and (3.10) that for any x = {x(n)}n∈Zβ ∈ Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ  and t, h ≥ M
|(GLx)(t)− (GLx)(h)| ≤
 ∞−
i=t
1
a(i)
i−1
j=n0

f

j, x(f1(j)), . . . , x(fk(j))
− d(j)
+
 ∞−
i=h
1
a(i)
i−1
j=n0

f

j, x(f1(j)), . . . , x(fk(j))
− d(j)
≤ 2
∞−
i=M
1
|a(i)|
i−1
j=n0
[P(j)+ |d(j)|]
< ε,
which means that GL

Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ  is uniformly Cauchy, which together with (3.9) and Lemma 2.1 yields
that GL

Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ  is relatively compact. Consequently GL is completely continuous in Ω{A(n)}n∈Zβ ,
{B(n)}n∈Zβ

. Thus (3.1), (3.8) and Lemma 2.2 ensure that the mapping SL + GL has a fixed point x = {x(n)}n∈Zβ , which
together with (3.5) and (3.6) implies that
x(n) = L+ c(n)− b(n)x(n− τ)+
∞−
i=n
1
ai
i−1
j=n0

f

j, x(f1(j)), . . . , x(fk(j))
− d(j), n ≥ T ,
which gives that
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∆

x(n)+ b(n)x(n− τ)− c(n) = − 1
a(n)
n−1
j=n0

f

j, x(f1(j)), . . . , x(fk(j))
− d(j), n ≥ T + τ
and
∆

a(n)∆

x(n)+ b(n)x(n− τ)− c(n)+ f n, x(f1(n)), x(f2(n)), . . . , x(fk(n)) = d(n), n ≥ T + τ .
That is, x = {x(n)}n∈Zβ ∈ Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ  is a bounded positive solution of Eq. (1.8).
Let L1, L2 ∈

A + b∗(c∗ + B), B and L1 ≠ L2. Similarly we can prove that for each l ∈ {1, 2}, there exist a constant
Tl ≥ n1 + τ + |α| and two mappings SLl and GLl : Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ → l∞β satisfying (3.4)–(3.6), where T , L, SL and
GL are replaced by Tl, Ll, SLl and GLl , respectively, and SLl +GLl possesses a fixed point zl ∈ Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ , which
is a bounded positive solution of Eq. (1.8), that is,
zl(n) = Ll + c(n)− b(n)zl(n− τ)+
∞−
i=n
1
a(i)
i−1
j=n0

f

j, zl(f1(j)), . . . , zl(fk(j))
− d(j), n ≥ Tl. (3.12)
Note that (3.3) implies that there exists T3 > max{T1, T2} satisfying
∞−
i=T3
1
|a(i)|
i−1
j=n0
P(j) <
|L1 − L2|
4
. (3.13)
In view of (3.2), (3.12) and (3.13), we infer that for any n ≥ T3
|z1(n)− z2(n)+ b(n)(z1(n− τ)− z2(n− τ))|
=
L1 − L2 + ∞−
i=n
1
a(i)
i−1
j=n0

f

j, z1(f1(j)), . . . , z1(fk(j))
− f j, z2(f1(j)), . . . , z2(fk(j))

≥ |L1 − L2| − 2
∞−
i=T3
1
|a(i)|
i−1
j=n0
P(j)
>
|L1 − L2|
2
> 0,
which implies that z1 ≠ z2. Therefore Eq. (1.8) possesses uncountably many bounded positive solutions in Ω
{A(n)}n∈Zβ ,
{B(n)}n∈Zβ

. This completes the proof. 
Theorem 3.2. Assume that there exist a positive integer n1 ∈ N, a constant b∗ and a sequence {P(n)}n∈Nn0 satisfying (3.2),
(3.3) and
A < B+ b∗(c∗ + B), −1 < b∗ ≤ b(n) ≤ 0, ∀n ≥ n1. (3.14)
Then Eq. (1.8) has uncountably many bounded positive solutions inΩ
{A(n)}n∈Zβ , {B(n)}n∈Zβ .
Proof. Let L ∈ A, B+ b∗(c∗ + B). In view of (3.3), there exists T ≥ n0 + τ + |α| satisfying
∞−
i=T
1
|a(i)|
i−1
j=n0
[P(j)+ |d(j)|] < min{B+ b∗(c∗ + B)− L, L− A}. (3.15)
Let the mappings SL,GL : Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ → l∞β be defined by (3.5) and (3.6), respectively. The rest of the proof
is similar to that of Theorem 3.1 and is omitted. This completes the proof. 
Theorem 3.3. Assume that there exist a positive integer n1 ∈ N, two constants b∗ and b∗ and a sequence {P(n)}n∈Nn0 satisfy-
ing (3.2), (3.3) and
0 < b∗(c∗ + A)− c∗ + b
∗
b∗
(c∗ + B) < b∗(c∗ + B)− c∗ + b∗b∗ (c∗ + A),
c∗ > 0, 1 < b∗ ≤ b(n) ≤ b∗, ∀n ≥ n1. (3.16)
Then Eq. (1.8) possesses uncountably many bounded positive solutions inΩ
{A(n)}n∈Zβ , {B(n)}n∈Zβ .
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Proof. Set L ∈ b∗(c∗+A)−c∗+ b∗b∗ (c∗+B), b∗(c∗+B)−c∗+ b∗b∗ (c∗+A). It follows from (3.3) that there exists T ≥ n0+τ+|α|
satisfying
∞−
i=T+τ
1
|a(i)|
i−1
j=n0
[P(j)+ |d(j)|]
< min

−b∗(c∗ + A)+ b∗c∗b∗ − (c
∗ + B)+ b∗L
b∗
, b∗(c∗ + B)− c∗ + b∗b∗ (c∗ + A)− L

. (3.17)
Define two mappings SL and GL : Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ → l∞β by
(SLx)(n) =

L
b(n+ τ) +
c(n+ τ)
b(n+ τ) −
x(n+ τ)
b(n+ τ) , n ≥ T
(SLx)(T ), β ≤ n < T
(3.18)
and
(GLx)(n) =

1
b(n+ τ)
∞−
i=n+τ
1
a(i)
i−1
j=n0

f

j, x(f1(j)), . . . , x(fk(j))
− d(j), n ≥ T
(GLx)(T ), β ≤ n < T
(3.19)
for any x = {x(n)}n∈Zβ ∈ Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ .
It follows from (3.2) and (3.16)–(3.19) that for any x = {x(n)}n∈Zβ , y = {y(n)}n∈Zβ ∈ Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ  and
n ≥ T
(SLx)(n)+ (GLy)(n) = Lb(n+ τ) +
c(n+ τ)
b(n+ τ) −
x(n+ τ)
b(n+ τ)
+ 1
b(n+ τ)
∞−
i=n+τ
1
a(i)
i−1
j=n0

f

j, y(f1(j)), . . . , y(fk(j))
− d(j)
≤ L
b∗
+ c
∗
b∗
− c∗ + A
b∗
+ 1
b∗
∞−
i=T+τ
1
|a(i)|
i−1
j=n0

P(j)+ |d(j)|
≤ L
b∗
+ c
∗
b∗
− c∗ + A
b∗
+ 1
b∗
min

−b∗(c∗ + A)+ b∗c∗b∗ − (c
∗ + B)
+ b∗L
b∗
, b∗(c∗ + B)− c∗ + b∗b∗ (c∗ + A)− L

≤ c∗ + B
≤ B(n),
(SLx)(n)+ (GLy)(n) = Lb(n+ τ) +
c(n+ τ)
b(n+ τ) −
x(n+ τ)
b(n+ τ)
+ 1
b(n+ τ)
∞−
i=n+τ
1
a(i)
i−1
j=n0

f

j, y(f1(j)), . . . , y(fk(j))
− d(j)
≥ L
b∗
+ c∗
b∗
− c
∗ + B
b∗
− 1
b∗
∞−
i=T+τ
1
|a(i)|
i−1
j=n0

P(j)+ |d(j)|
≥ L
b∗
+ c∗
b∗
− c
∗ + B
b∗
− 1
b∗
min

−b∗(c∗ + A)+ b∗c∗b∗ − (c
∗ + B)
+ b∗L
b∗
, b∗(c∗ + B)− c∗ + b∗b∗ (c∗ + A)− L

≥ c∗ + A
≥ A(n),
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|(SLx)(n)− (SLy)(n)| = 1b(n+ τ) |x(n− τ)− y(n− τ)|
≤ 1
b∗
‖x− y‖
and
|(GLy)(n)| =
 1b(n+ τ)
∞−
i=n+τ
1
a(i)
i−1
j=n0

f

j, y(f1(j)), . . . , y(fk(j))
− d(j)
≤ 1
b∗
∞−
i=T+τ
1
|a(i)|
i−1
j=n0

P(j)+ |d(j)|
≤ 1
b∗
min

−b∗(c∗ + A)+ b∗c∗b∗ − (c
∗ + B)+ b∗L
b∗
, b∗(c∗ + B)− c∗ + b∗b∗ (c∗ + A)− L

≤ 2c∗ + A+ B,
which imply that (3.7) and the below
‖SLx− GLy‖ ≤ 1b∗ ‖x− y‖, ∀x, y ∈ Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ  (3.20)
and
‖GLy‖ ≤ 2c∗ + A+ B, ∀y ∈ Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ  (3.21)
hold.
It is clear that (3.3) implies that for each given ε > 0, there existsM > T satisfying
∞−
i=M+τ
1
|a(i)|
i−1
j=n0
(P(j)+ |d(j)|) < εb∗
4
. (3.22)
Next we show that GL is completely continuous. Let xν = {xν(n)}n∈Zβ and x = {x(n)}n∈Zβ ∈ Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ 
satisfy (3.11). Using (3.11) and the continuity of f , we infer that there exists V ∈ Nwith
M+τ−1−
i=T+τ
1
|a(i)|
i−1
j=n0
|f (j, xν(f1(j)), . . . , xν(fk(j)))− f (j, x(f1(j)), . . . , x(fk(j)))| < εb∗2 , ∀ν ≥ V .
In view of (3.16), (3.19), (3.22) and the above inequality, we conclude that
‖GLxν − GLx‖ = max

sup
β≤n<T
|(GLxν)(n)− (GLx)(n)|, sup
n≥T
|(GLxν)(n)− (GLx)(n)|

≤ 1
b∗
∞−
i=T+τ
1
|a(i)|
i−1
j=n0
|f (j, xν(f1(j)), . . . , xν(fk(j)))− f (j, x(f1(j)), . . . , x(fk(j)))|
≤ 1
b∗
M+τ−1−
i=T+τ
1
|a(i)|
i−1
j=n0
|f (j, xν(f1(j)), . . . , xν(fk(j)))− f (j, x(f1(j)), . . . , x(fk(j)))|
+ 2
b∗
∞−
i=M+τ
1
|a(i)|
i−1
j=n0
P(j)
< ε, ∀ν ≥ V ,
which implies that GL is continuous inΩ
{A(n)}n∈Zβ , {B(n)}n∈Zβ .
By means of (3.19) and (3.22), we infer that for any x = {x(n)}n∈Zβ ∈ Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ  and t, h ≥ M
|(GLx)(t)− (GLx)(h)| ≤ 1b(t + τ)
 ∞−
i=t+τ
1
a(i)
i−1
j=n0

f

j, x(f1(j)), . . . , x(fk(j))
− d(j)
+ 1
b(h+ τ)
 ∞−
i=h+τ
1
a(i)
i−1
j=n0

f

j, x(f1(j)), . . . , x(fk(j))
− d(j)
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≤ 2
b∗
∞−
i=M+τ
1
|a(i)|
i−1
j=n0
[P(j)+ |d(j)|]
< ε,
which means that GL

Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ  is uniformly Cauchy, which together with (3.21) and Lemma 2.1 gives
that GL

Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ  is relatively compact. Consequently GL is completely continuous in Ω{A(n)}n∈Zβ ,
{B(n)}n∈Zβ

. Thus (3.16), (3.20) and Lemma 2.2 guarantee that the mapping SL + GL has a fixed point x = {x(n)}n∈Zβ , which
together with (3.18) and (3.19) yields that
x(n) = L
b(n+ τ) +
c(n+ τ)
b(n+ τ) −
x(n+ τ)
b(n+ τ)
+ 1
b(n+ τ)
∞−
i=n+τ
1
a(i)
i−1
j=n0

f

j, x(f1(j)), . . . , x(fk(j))
− d(j), n ≥ T ,
which gives that
∆

x(n)+ b(n)x(n− τ)− c(n) = − 1
a(n)
n−1
j=n0

f

j, x(f1(j)), . . . , x(fk(j))
− d(j), n ≥ T
and
∆

a(n)∆

x(n)+ b(n)x(n− τ)− c(n)+ f n, x(f1(n)), x(f2(n)), . . . , x(fk(n)) = d(n), n ≥ T .
That is, x = {x(n)}n∈Zβ ∈ Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ  is a bounded positive solution of Eq. (1.8).
Let L1, L2 ∈

b∗(c∗ + A) − c∗ + b∗b∗ (c∗ + B), b∗(c∗ + B) − c∗ + b∗b∗ (c∗ + A)

and L1 ≠ L2. Similarly we conclude that for
each l ∈ {1, 2}, there exist a constant Tl ≥ n1 + τ + |α| and two mappings SLl and GLl : Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ  → l∞β
satisfying (3.17)–(3.19), where T , L, SL and GL are replaced by Tl, Ll, SLl and GLl , respectively, and SLl + GLl possesses a fixed
point zl ∈ Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ , which is a bounded positive solution of Eq. (1.8), that is,
zl(n) = Llb(n+ τ) +
c(n+ τ)
b(n+ τ) −
zl(n+ τ)
b(n+ τ)
+ 1
b(n+ τ)
∞−
i=n+τ
1
a(i)
i−1
j=n0

f

j, zl(f1(j)), . . . , zl(fk(j))
− d(j), n ≥ Tl. (3.23)
It follows from (3.3) and (3.16) that there exists T3 > max{T1, T2} satisfying
∞−
i=T3
1
|a(i)|
i−1
j=n0
P(j) <
b∗|L1 − L2|
4b∗
,
which together with (3.2), (3.16) and (3.23) yields that for any n ≥ T3z1(n)− z2(n)+ 1b(n+ τ) (z1(n+ τ)− z2(n+ τ))

=
 L1 − L2b(n+ τ) + 1b(n+ τ)
∞−
i=n
1
a(i)
i−1
j=n0

f

j, z1(f1(j)), . . . , z1(fk(j))
− f j, z2(f1(j)), . . . , z2(fk(j))

≥ |L1 − L2|
b∗
− 2
b∗
∞−
i=T3
1
|a(i)|
i−1
j=n0
P(j)
>
|L1 − L2|
2b∗
> 0,
which implies that z1 ≠ z2. Therefore Eq. (1.8) possesses uncountably many bounded positive solutions in Ω
{A(n)}n∈Zβ ,
{B(n)}n∈Zβ

. This completes the proof. 
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Theorem 3.4. Assume that there exist a positive integer n1 ∈ N, two constants b∗ and b∗ and a sequence {P(n)}n∈Nn0 satisfying
(3.2), (3.3) and
b∗(c∗ + B)− b
∗c∗
b∗
+ c∗ + B < b∗(c∗ + A)− b∗c
∗
b∗
+ c∗ + A < 0, c∗ > 0, b∗ ≤ b(n) ≤ b∗ < −1, ∀n ≥ n1. (3.24)
Then Eq. (1.8) has uncountably many bounded positive solutions inΩ
{A(n)}n∈Zβ , {B(n)}n∈Zβ .
Proof. Let L ∈ b∗(c∗+B)− b∗c∗b∗ +c∗+B, b∗(c∗+A)− b∗c∗b∗ +c∗+A. In view of (3.3) and (3.24), there exists T ≥ n0+τ+|α|
satisfying
∞−
i=T
1
|a(i)|
i−1
j=n0
[P(j)+ |d(j)|]
< min

L− b∗(c∗ + B)+ b
∗c∗
b∗
− c∗ − B,−b
∗L
b∗
+ b∗(c∗ + A)− c∗ + b
∗
b∗
(c∗ + A)

. (3.25)
Let themapping SL,GL : Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ → l∞β be defined by (3.18) and (3.19), respectively. It follows from (3.2),
(3.18), (3.19) and (3.25) that for any x = {x(n)}n∈Zβ , y = {y(n)}n∈Zβ ∈ Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ  and n ≥ T
(SLx)(n)+ (GLy)(n) = Lb(n+ τ) +
c(n+ τ)
b(n+ τ) −
x(n+ τ)
b(n+ τ)
+ 1
b(n+ τ)
∞−
i=n+τ
1
a(i)
i−1
j=n0

f

j, y(f1(j)), . . . , y(fk(j))
− d(j)
≤ L
b∗
+ c∗
b∗
− c
∗ + B
b∗
− 1
b∗
∞−
i=T
1
|a(i)|
i−1
j=n0

P(j)+ |d(j)|
≤ L
b∗
+ c∗
b∗
− c
∗ + B
b∗
− 1
b∗
min

L− b∗(c∗ + B)+ b
∗c∗
b∗
− c∗ − B,−b
∗L
b∗
+ b∗(c∗ + A)− c∗ + b
∗
b∗
(c∗ + A)

≤ c∗ + B
≤ B(n),
(SLx)(n)+ (GLy)(n) = Lb(n+ τ) +
c(n+ τ)
b(n+ τ) −
x(n+ τ)
b(n+ τ)
+ 1
b(n+ τ)
∞−
i=n+τ
1
a(i)
i−1
j=n0

f

j, y(f1(j)), . . . , y(fk(j))
− d(j)
≥ L
b∗
+ c
∗
b∗
− c∗ + A
b∗
+ 1
b∗
∞−
i=T
1
|a(i)|
i−1
j=n0

P(j)+ |d(j)|
≥ L
b∗
+ c
∗
b∗
− c∗ + A
b∗
+ 1
b∗
min

L− b∗(c∗ + B)+ b
∗c∗
b∗
− c∗ − B,−b
∗L
b∗
+ b∗(c∗ + A)− c∗ + b
∗
b∗
(c∗ + A)

≥ c∗ + A
≥ A(n),
which implies (3.7). The rest of the proof is similar to that of Theorem 3.3 and is omitted. This completes the proof. 
Remark 3.1. Theorems 3.1–3.4 extend and improve Theorem 2.1 in [1] under p ≠ 1 and Theorems 4.4–4.7 in [10].
4. Applications
Now we display four examples as applications of the results presented in Section 3.
Example 4.1. Consider the second order nonlinear neutral delay difference equation
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∆

(−1)n+1n4∆

x(n)+ n− 2
2n
x(n− τ)− (−1)
n−1(5n3 − 1)
n3 + 3n+ 1

+
√
n8 − n5 + 1x2(n3 − 3n+ 1)
(n+ 1)3 + (n−√n2 − 2)x2(2n5 + n− 5) = 5n+ 1, n ≥ 3, (4.1)
where n0 = 3 and τ ∈ N is fixed. Let k = 2, A = 6, B = 27, b∗ = 12 , α = 19, c∗ = −5, c∗ = 5 and
a(n) = (−1)n+1n4, b(n) = n− 2
2n
, c(n) = 5(−1)n, d(n) = (−1)
n−1(5n3 − 1)
n3 + 3n+ 1 ,
f (n, u, v) =
√
n8 − n5 + 1u2
(n+ 1)3 + (n−√n2 − 2)v2 , f1(n) = n
3 − 3n+ 1,
f2(n) = 2n5 + n− 5, P(n) = 1024n, ∀(n, u, v) ∈ Nn0 × [c∗ + A, c∗ + B]2.
It is easy to show that (3.1)–(3.3) are satisfied. It follows from Theorem 3.1 that Eq. (4.1) possesses uncountably many
bounded positive solutions in Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ . Obviously, Theorem 2.1 in [1] and Theorems 4.4–4.7 in [10] are
invalid for Eq. (4.1).
Example 4.2. Consider the second order nonlinear neutral delay difference equation
∆

n2∆

x(n)+ 2− 5n
10n
x(n− τ)− (−1)
n + (−1)n+19n
n+ 1

+ n
2x3(n3 − n+ 1)− (−1)nx4(n2 + 1)
n6 + 6n5 + 2 =
(−1)n−1n2 +√3n2 − 2
n5 + 1 , n ≥ 1, (4.2)
where n0 = 1 and τ ∈ N is fixed. Let k = 2, A = 10, B = 43, α = 1, b∗ = − 12 , c∗ = −9, c∗ = 9 and
a(n) = n2, b(n) = 2− 5n
10n
, c(n) = (−1)
n + (−1)n+19n
n+ 1 , d(n) =
(−1)n−1n2 +√3n2 − 2
n5 + 1 ,
f (n, u, v) = n
2u3 − (−1)nv4
n6 + 6n5 + 2 , f1(n) = n
3 − n+ 1, f2(n) = n2 + 1,
P(n) = 140 608n
2 + 7 311 616
n6
, ∀(n, u, v) ∈ Nn0 × [c∗ + A, c∗ + B]2.
It is easy to verify that (3.2), (3.3) and (3.14) hold. Consequently Theorem3.2 guarantees that Eq. (4.2) possesses uncountably
many bounded positive solutions inΩ
{A(n)}n∈Zβ , {B(n)}n∈Zβ . However Theorem 2.1 in [1] and Theorems 4.4–4.7 in [10]
are inapplicable for Eq. (4.2).
Example 4.3. Consider the second order nonlinear neutral delay difference equation
∆

(n5 − 2n+ 3)∆x(n)+ 6+ 2(−1)nx(n− τ)− 2− cos(n4 + 5n+ 1)
+ (n− 1)x3(n4 − 2n+ 1)+ (−1)n(n+ 1)x4(n5 − 2n+ 2)
= (−1)n−1 sinn3 − 2n+ 1+ ln(1+ n+ n2), n ≥ 2, (4.3)
where n0 = 2 and τ ∈ N is fixed. Let k = 2, A = 1, B = 100, α = 11, b∗ = 4, b∗ = 8, c∗ = 1, c∗ = 3 and
a(n) = n5 − 2n+ 3, b(n) = 6+ 2(−1)n, c(n) = 2+ cos(n4 + 5n+ 1),
d(n) = (−1)n−1 sinn3 − 2n+ 1+ ln(1+ n+ n2),
f (n, u, v) = (n− 1)u3 + (−1)n(n+ 1)v4, f1(n) = n4 − 2n+ 1, f2(n) = n5 − 2n+ 2,
P(n) = 112 550 881+ 113 643 608n, ∀(n, u, v) ∈ Nn0 × [c∗ + A, c∗ + B]2.
It is clear that (3.2), (3.3) and (3.16) are fulfilled. Thus Theorem 3.3 guarantees that Eq. (4.3) possesses uncountably many
bounded positive solutions in Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ . But Theorem 2.1 in [1] and Theorems 4.4–4.7 in [10] are useless
for Eq. (4.3).
Example 4.4. Consider the second order nonlinear neutral delay difference equation
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∆

n2∆

x(n)− 2+ e−2n2−3n−1x(n− τ)− 5− (−1)3n−1
+
√
n2 − n+ 1x(5n2 + n− 2)
n3 + (n− 1)x3(4n4 − 3n+ 2) =
sin(n3 − 4n+ 1)
n2 +√2n− 1 , n ≥ 1, (4.4)
where n0 = 1 and τ ∈ N is fixed. Let k = 2, A = 10, B = 100, α = 3, b∗ = −3, b∗ = −2, c∗ = 4, c∗ = 6 and
a(n) = n2, b(n) = −2− e−2n2−3n−1, c(n) = 5+ (−1)3n−1, d(n) = sin(n
3 − 4n+ 1)
n2 +√2n− 1 ,
f (n, u, v) =
√
n2 − n+ 1u
n3 + (n− 1)v3 , f1(n) = 5n
2 + n− 2, f2(n) = 4n4 − 3n+ 2,
P(n) = 106
n2
, ∀(n, u, v) ∈ Nn0 × [c∗ + A, c∗ + B]2.
It is clear that (3.2), (3.3) and (3.24) hold. Hence Theorem 3.4 guarantees that Eq. (4.4) possesses uncountablymany bounded
positive solutions in Ω
{A(n)}n∈Zβ , {B(n)}n∈Zβ . However Theorem 2.1 in [1] and Theorems 4.4–4.7 in [10] are null for
Eq. (4.4).
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