Abstract-This paper reports on a study conducted to investigate the effects of using immersive virtual humans in natural multi-modal interaction to teach users cultural conversational verbal and non-verbal protocols in south Indian culture. The study was conducted using a between-subjects experimental design. We compared instruction and interactive feedback from immersive virtual humans against instruction based on a written study guide with illustrations of the cultural protocols. Participants were then tested on how well they learned the cultural conversational protocols by exercising the cultural conventions in front of videos of real people. Subjective evaluations of participants' performance was conducted by three south Indian reviewers who were blind to the condition the participants were assigned. Objective evaluations of participants' performance were conducted on the motion tracking log data recorded during the testing session. We also measured the participants' pre and post positive and negative affect of training in both conditions, as well as the effect of co-presence with the life-size virtual south Indians. The results of our subjective evaluation suggest that participants who trained with the virtual humans performed significantly better than the participants who studied from literature. The results also revealed that there were no significant differences in positive or negative affect between conditions. However, overall for all participants in both conditions, positive affect increased and negative affect decreased from before to after instruction.
INTRODUCTION
Research evidence has demonstrated that advances in virtual human interfaces and immersive virtual reality technology are effective in supporting multi-modal interaction with users for a variety of tasks. Anthropomorphic immersive virtual characters can use several modalities for communicating information, such as gestures and facial expressions, which are "transparent" to the user [5] . Virtual humans have been used successfully in diverse inter-personal collaborative tasks such as patient interview training [11, 25] , virtual tutoring [12] , mission rehearsal exercises in high stress scenarios [8] , and virtual task-oriented companions in social settings [5, 1] . The benefits of using virtual human interface agents comes from the strength of the virtual human metaphor and leverages people's experience with real social interaction to enrich the human-virtual human interaction.
Virtual humans have the potential to engage and train human users in tasks that involve interpersonal verbal and non-verbal conversational behaviors and face-to-face social contact. In order to assess the potential of using immersive virtual humans in natural multi-modal interaction to train users in social verbal and non-verbal behaviors, we investigated two basic questions in this study:
1. Is it possible to train users in the verbal and non-verbal behaviors associated with real life novel cultural conversational protocols through interaction with immersive virtual humans?
2. How effective is the use of immersive virtual humans as a tool for training users in cultural conversational protocols as compared to a text-based approach using a written study guide with illustrations?
This study explores the use of immersive virtual humans to train users in cultural conversational behaviors pertaining to conversation initiation and disengagement in south Indian culture. Conversational behaviors in south Indian culture are highly structured and specific to the gender, age, and status of the interlocutor. The temporality, intensity, and synchronicity of the verbal greetings, non-verbal gestures, and eye gaze are well-defined by the rules of etiquette for conversation initiation and disengagement [20, 7, 10] . Learning of these cultural social behaviors for most people comes through social grounding, interactive feedback, and reinforcement from an immersive experience in the culture.
Our hypothesis: Natural multi-modal interaction with immersive virtual humans can successfully train naï ve users in south Indian social conversational protocols.
In order to evaluate our hypothesis we performed a novel study where we compared natural multi-modal interaction with immersive virtual humans to reading a written study guide with illustrations of cultural protocols. Participants in both conditions were given equal amounts of training time, and were then asked to demonstrate their ability to greet and say goodbye in response to video presentations of real south Indians. This paper extends results of a previous paper published at the IEEE VR 2007 [2] .
In section 2, we address related works in systems that explore the benefits of simulating human-virtual human dialogue towards pedagogy and affective interfaces. Section 3 describes the design of the immersive virtual human system that includes multi-modal interaction and feedback. Section 4 details our study design and procedures. Section 5 presents a discussion of our results.
Virtual humans in virtual environments that are used to teach and train cultural conversational behaviors in foreign culture are important in applications such as military training simulators, inter-cultural awareness for business professionals, and for general education in inter-cultural communication. Our novel contributions in this work are in the design, development and initial evaluation of immersive virtual humans in interactive virtual environments to teach and train users in inter-personal social verbal and non-verbal behaviors in a foreign culture.
II. RELATED WORK

Virtual Humans in Pedagogy
Researchers have shown that a virtual human interface can provide feedback to human users using multiple verbal and non-verbal channels such as speech, gestures, and facial expressions. Anecdotal evidence suggests that human communication consists of a high bandwidth of modalities such as gestures, facial expressions, speech, and body language [5] . In addition, researchers have found that users can learn a task from demonstrations, far more effectively than learning to perform a task from text-based instructions alone, especially when that task involves spatial motor skills [13] .
Many virtual human interfaces have been developed for training, pedagogy, and education. Thorisson et al, presented Gandalf, a communicative humanoid to guide planetary exploration [21] . Gandalf's behavior rules for face-to-face conduct are derived from psychology literature on human-human interaction. Rea, built by Cassell et al. is a virtual real estate agent capable of understanding speech and gaze, and is capable of planning multimodal utterances from propositional abstract representations [5] . Rea also keeps a model of interpersonal distance with the user and uses small talk to reduce interpersonal distance if she notices a lack of closeness with the users. Slater et al. examined the extent to which virtual humans could be used by actors and a director to rehearse for a live performance. The authors suggest that a performance level was reached which led to a successful live performance [17] . The Mission Rehearsal Exercise (MRE) system is an immersive virtual reality system with life-size virtual humans that was created to teach users leadership skills in task oriented social situations using fictional scenarios [8] . The MRE uses fictional scenarios in virtual environments in communicative training. Immersive virtual humans are also being used to allow medical students to experience the interaction between a patient and a medical doctor using natural methods of interaction with a high level of immersion [11] . Babu et al. have shown that an immersive virtual human physiotherapist can be used in training users in rehabilitation exercises by engaging users in natural multi-modal communication [3] .
Each of these virtual human interfaces includes characteristics that are important for both perception of user behavior and conveying information. Nass has suggested that any interface that ignores a user's emotional state or fails to manifest the appropriate emotion and social behavior can dramatically impede performance and risk being perceived as cold, socially inept, untrustworthy, and incompetent [16] . Using both speech and gestures also contributes to making virtual human interfaces more lifelike and believable [5] . Thorisson and Cassell also point out that non-verbal behaviors are important in supporting conversation, e.g. gaze gives cues for turn taking, a nod conveys understanding, and propositional hand gestures and facial expressions can direct the user's attention [22] .
Social Effects of Virtual Humans
Researchers have investigated how people respond to computers and virtual humans. Nass and Moon have shown that people react to and attribute very human characteristics to computers, such as the computer's helpfulness, expertise, and friendliness [16] . Using a virtual human interface minimizes the need for training users, since they already know how to interact with other people [22] . Zanbaka et al., found that people respond to virtual humans similarly to the way they respond to real humans. The authors were able to elicit social inhibition from female participants in response to a virtual human observer [24] . Mel Slater's group at UCL has conducted studies of the social ramifications of having avatars in virtual environments. They were able to elicit emotions such as embarrassment, irritation, and self-awareness in virtual meetings. They found that the presence of avatars was important for social interaction, task performance, and presence [19] . Raij et. al. examined perceived similarities and differences in experiencing an interpersonal scenario with a real and virtual patient [18] . They found lower ratings on participants' rapport and conversational flow with the virtual patient was attributed to the limited expressiveness of the virtual patient. Level of immersion and natural interaction also facilitated the participants' ability to perform a training task with a virtual patient as effectively as with a real patient.
Virtual Humans in Inter-Cultural Communication Education
We have found little work that directly focuses on using virtual humans in training users in performing social verbal and non-verbal behaviors in a foreign culture. The research that is closest to ours is the Virtual Environment for Operational Readiness (VECTOR) [6] and ELECT BiLAT [9] . VECTOR trains solders in the critical communication skills for survival and mission success. The effects of the trainee's positive and negative conversational input with indigenous virtual Iraqi civilians result in behavioral outcomes (such as hostility, helpfulness, and aggression) in virtual Iraqi civilians based on the cultural expectations or norms. ELECT BiLAT is a PC based virtual environment for US army students to practice their skills in conducting meetings and negotiations in a specific cultural context. The trainee has to engage in bi-lateral meetings with local leaders to achieve their mission objectives. The system also features an intelligent coach to teach and train students in the appropriate cultural communicative behaviors when engaging in negotiations.
Our novel contribution is on training users in performing the verbal and non-verbal (gestures and gaze) social conversational behaviors in a foreign culture, using immersive virtual reality technology with life size virtual humans and multi-modal interaction. The existing training systems described in the literature are focused on training users in social communication skills that are primarily verbal, or in decision making regarding the use of verbal and non-verbal behaviors during negotiations to achieve higher level goals. In contrast, the novelty of our work primarily focuses on learning how to perform non-verbal behaviors such as gestures, gaze, and facial expressions in addition to verbal phrases during discourse in a foreign culture. We specifically explore a subset of social conversational protocols pertaining to conversational initiation and disengagement pertaining to south Indian culture, and study the pedagogy and training of the co-occurrence of timing, synchronicity, and intensity of the verbal and non-verbal cultural elements of conversation. Our innovation allows users to interactively learn with an intelligent tutor and practice acting out the verbal and non-verbal behaviors with a conversation partner in a foreign culture in a natural manner.
III. VIRTUAL REALITY SETUP
Immersive Virtual Reality Conversational Protocol System
The immersive virtual reality conversational protocol training system was housed in an office where participants could experience training with the virtual characters with no one else present (Fig. 1) .
Our system used two networked PCs. One computer perfomed speech and gesture recognition, while the second handled the visual rendering component of the system. A data projector was used to display the virtual humans at life-size. The rendering PC was an Alienware Aurora with dual nVidia 7900 GT SLI graphics cards. The virtual humans were rendered at 40-45 FPS. Fig. 2 shows a schematic of the hardware and software infrastructure of our system.
The virtual humans were projected on a large screen in front of the participant. The dimensions of the projected image measured 1.8 meters in width by 1.35 meters in height. The participant stood 2 meters from the projection screen. The trainee's head, hands, and waist were tracked in 6 Degrees of Freedom (Position and Orientation) using a Polhemus Fastrack electro-magnetic tracker. This tracking data served as input for non-verbal gesture and gaze recognition (Fig. 2) . Additionally, the head tracker data was also used in rendering the image according to the correct perspective warping effects. Speech input was taken through a microphone attached to a head band. Audio output of the system was provided by speakers positioned on either side of the screen. Participants were requested to stand on a marked spot on the floor facing the screen when training with the virtual humans. A student-apprentice pedagogical model was chosen as the basis of the instruction, similar to Johnson et al. [11] . The virtual south Indian rendered on the right (Fig. 1) , who is also the same gender as the participant, acts as the virtual instructor. The virtual south Indian rendered on the left (Fig. 1) , acts as a conversational partner for the user, with whom the user practices the conversational protocols while observed by the instructor
Virtual Human Software Framework
Our system was built using our Virtual Human Interface Framework (VHIF), as described in [1] . VHIF integrates best-existing, widely available components and agent technologies to ensure high quality graphics, speech recognition and generation, animation, and virtual human representation. The speech recognition module was built using Microsoft SAPI 5.1 and Dragon Speech Recognition engine 9.0. Interactive 3D characters from Haptek Inc. were used to create and animate the virtual humans, and Simple Virtual Environments framework (SVE) [14] was used to process motion tracking input and renders the graphics. To ensure high visual fidelity the virtual humans were carefully modeled using pictures of real south Indians using tools provided by Haptek Corp. for virtual human authoring. Speech utterances of the virtual humans were implemented using AT&T Natural Voices text-to-speech. Speech utterances were tailored to provide appropriate intonation and pitch. Verbal and non-verbal behaviors of the virtual humans including timing, and synchronization of gestures, body movements, postures, facial expressions based on emotion, and speech utterances were implemented as a finite state machine of behavior states in VHIF. VHIF also featured a cognitive model, which consisted of pre-scripted tree of behavior states towards instruction, and a discourse planner which selected a set of behavioral actions to be dynamically executed during interactive feedback. Implementation details of the underlying Virtual Human Interface Framework are given in [1] .
Virtual Human Instruction and Interactive Feedback
Pedagogical Instruction
The immersive virtual human conversational protocol training system presented two life-size virtual humans to the user. Female participants were presented with a female virtual instructor (Radha), depicted on the right of the screen. Male participants were presented with a male virtual instructor (Sameer). The content of the instructions came from literary sources describing south Indian social customs, norms, and etiquette [20, 10] . Four inter-personal cultural conversational tasks were chosen:
1. Greeting someone of the same gender 2. Saying goodbye to someone of the same gender 3. Greeting someone of the opposite gender 4. Saying goodbye to someone of the opposite gender
The sequence and presentation of each protocol instruction were carefully designed to ensure consistent descriptions of each step. Each protocol task description consisted of a sequence of five steps. The instructions provided by the virtual south Indian instructor in virtual condition (VR) were also consistent with the instructions in the handout provided in the literature condition (L). In condition VR, the virtual instructor also demonstrated each step of the protocol to the participant using animated gestures and facial expressions. Images of the virtual instructor's non-verbal behaviors were also included along with the instructions in the literature provided to participants in condition L (Table 1) . Each participant learned a total of 20 steps (4 tasks x 5 steps) consisting of verbal and non-verbal behaviors.
A sample protocol excerpt of verbal and non-verbal instructions for a female participant greeting a person of the opposite gender, taken from the instruction manual provided to female participants in condition L, is shown in Table 1 .
Virtual Human Response and Feedback
For every cultural conversational task, the virtual instructor first describes the steps involved in the task using a combination of verbal speech instructions as well as non-verbal gestures and facial expressions in a step-by-step manner. A male or female virtual partner either enters the scene or leaves depending on the nature of the social conversational protocol being currently simulated. Every participant in the study learned to greet and say goodbye to someone of the same gender and opposite gender. The order of instruction was randomized based on gender of the virtual interlocutor. Hence, each participated either learned how to greet and say goodbye to a person of the same gender first or learned how to greet and say goodbye to a person of the opposite gender first. For each cultural conversational protocol, the virtual instructor provides instruction, demonstration, and interactive feedback in the following steps to the participant/trainee.
Step 1: The virtual instructor provides verbal and non-verbal instructions similar to the list of instructions detailed in the instructional handout provided for participants in condition L.
Step 2: After providing the instructions, the virtual instructor demonstrates to the participant by either greeting or saying goodbye to the virtual conversation partner standing next to him/her (Fig. 3 ).
Step 3: After providing instructions and showing how it is performed with the aid of the virtual conversation partner, the virtual instructor then asks the participant to initiate the conversational protocol to the virtual partner. At this time the virtual instructor observes the participant carrying out the conversational protocol with the virtual conversational partner.
Step 4: After a certain delay the virtual conversation partner responds similarly, and then the virtual instructor provides feedback on what the participant had done wrong, and reiterates the step of the conversational protocol the participant had performed incorrectly. If the participant had carried out the protocol correctly, then the virtual instructor commends the trainee on his/her performance.
Step 5: Next, steps 2 through 4 are repeated two more iterations. The only exception is that on the second iteration, in step 3 instead of initiating the conversational protocol, the trainee is asked to respond to the social conversational protocol from the virtual conversation partner.
Step 6: After learning how to greet and say goodbye to either a person of the same gender or a person of the opposite gender. The virtual conversation partner corresponding to the gender learned leaves the scene and a male or a female virtual conversation partner corresponding to the gender not learned then enters the scene. Next steps 1 through 5 are carried out in learning how to greet and say goodbye interactively with the new virtual conversation partner. Hence, for each of the four cultural conversational tasks (greeting a person of the same gender, saying goodbye to a person of the same gender, greeting a person of the opposite gender, and saying goodbye to a person of the opposite gender), the participant receives instruction, a demonstration, and interactive practice and feedback iteratively three times.
Gesture and Gaze Processing
One of the novel aspects of our system was the ability of users to practice the verbal and non-verbal conversational conventions in a foreign culture in a natural manner in simulated inter-cultural situations with a virtual instructor and virtual conversational partner. The virtual instructor upon observing the user's performance of the cultural conversational protocols with the virtual conversational partner would then provide feedback to the trainee. In order to provide this personalized feedback of the user's practice performance of the inter-personal cultural protocols, our system performed a method of automatic gesture and gaze processing in a manner specified below.
The participant's head, hands, and waist were tracked in 6 Degrees of Freedom (Position and Orientation) using a Polhemus Fastrack electro-magnetic tracker. The head-tracked data were used to control the gaze direction of the virtual humans. Gesture events were represented as a finite state machine of behavior states, as described in [1] . Each behavior state encapsulates the timing and sequence of non-verbal behaviors such as gestures, pose, and gaze pertaining to each step of the conversation task. Using the state machine of behavior states as well as the tracking data of the user's head, hands, and waist, the following types of non-verbal behaviors were evaluated:
• Did the participant bring his/her hands together?
• What was the orientation of the hands when brought together? Were they positioned forwards, backwards, left, or right?
• Participant head gaze was detected by finding the intersection of a ray from the tracked head to a virtual sphere representing the head of the virtual conversation partner. Hand clasping gestures were detected by the surface intersections of tracked virtual objects that corresponded to the position and orientation of the participant's real hands.
IV. EVALUATION
An initial study was conducted between two conditions to determine the effectiveness of using immersive virtual humans in teaching users verbal and non-verbal cultural conversational protocols, as compared to an existing method such as learning the protocols from a study guide with illustrations (a non-technological, traditional learning approach). Participants were randomly assigned to one of two conditions:
Condition L: Participants were provided an 8-page study guide with illustrations (Table 1) .
Condition VR: Participants received instructions from a virtual south Indian instructor and interactively practiced with a virtual conversation partner.
Measures
The following measures were used to compare the performance of participants in condition L to condition VR.
Performance of Cultural Protocols
Participants were tested immediately after completing either the virtual reality (VR) or text-based (L) instruction. During testing, each participant was told that they would be presented with videos of real south Indians on the screen, and were instructed to carry out the appropriate protocol (either greeting or saying goodbye). In every testing scenario the participant always initiated the greeting or the goodbye. They were also told that after a certain delay, the person presented on the screen would respond appropriately. The participant's greetings or goodbyes were recorded by video camera and the video recordings were used to score how well the participants performed the south Indian cultural conversational conventions.
Subjective evaluation was performed by three south Indian raters who were blind to each participant's condition. They viewed the digital videos and scored each participant's performance. The raters were asked to use the training instructions to evaluate each participant's performance. The raters assigned a score between 1 and 7 for each step in the protocol (1 = not at all, 7 = perfectly), to evaluate each step's correctness and Fig. 3 . Screenshot of Sameer on the right, the virtual instructor for male participants, demonstrating how to greet someone of the opposite gender in south India. Radha, the virtual conversation partner, is shown on the left.
proper order.
Objective evaluation of participants' performance was made using the tracker log data recorded for each participant during the testing session. Each participant was scored on how well he/she performed each step of the south Indian conversational protocol using the same motion analysis technique mentioned in section 3.3.3. The system scored each participant on a scale of 0 to 10 for each task performed by the participant during the testing session (0 = not at all, 10 = perfectly).
Subjective raters were given a smaller rating scale (7 point scale) to reduce the effects of rater bias. A 10 point scale was used for the automated objective evaluation since the score for each participant could be computed accurately based on our gesture processing technique. The scores from the objective and subjective evaluations were later normalized for comparative analysis.
Positive and Negative Affect
Learning takes place in a social atmosphere [Watson et al. 1988] . We believe that learning with immersive virtual characters should provide a fun, interesting, and social atmosphere for users to learn the cultural conversational protocols as compared to learning the cultural conventions0 from text. Conversely, if user's experiences of the learning environment were stressful, anxious, or boring then we expect negative affect to be increased. Our hypotheses:
（1） Positive affect measures should be greater in participants who learn the cultural protocols from immersive virtual characters as compared to participants who learn the proto cols from the written study guide. （2）Negative affect measures should be less in participants who learn the cultural protocols from immersive virtual characters as compared to participants who learn the protocols from a written study guide.
Participants' positive and negative affect were measured prior to the training session and also immediately after the training session using the Watson, Clark, and Tellegan Positive and Negative Affect Test [23] . The test consisted of 10 positive affect questions and 10 negative affect questions were measured on a Likert scale (1 = very slightly or not at all, 5 = extremely).
Co-Presence Questionnaire
Co-presence of the immersive virtual humans was measured using the 14 question Slater Co-Presence Questionnaire incondition VR only [15] . Responses were on a scale of 1 to 7 (1 = not at all, 7 = a great deal).
System Usability Questionnaire
The System Usability Scale questionnaire, developed by Digital Equipment Corporation [4] , consists of 10 questions on a Likert scale (1 = strongly disagree, 5 = strongly agree) and was administered to participants in condition VR only. This section of the questionnaire included questions such as "I think I would like to use the Virtual Human Training System frequently." The questions came from four categories: Satisfaction, Simplicity, System Design, and Learn-ability. Satisfaction measured the extent to which the participant enjoyed working with the virtual human social conversational protocol training system.
Virtual Humans Questionnaire
This survey was created to evaluate which aspects of the natural interaction and which characteristics of the immersive virtual humans helped or hindered the learning process. It was administered to participants in condition VR only. The set of questions addressed in this questionnaire were scored on a 7-point Likert scale (1 = not at all, 7 = a great deal). This section included questions such as "How clear were the virtual human's responses?" and "How much did you enjoy working with the virtual conversational partner?"
Post-Experiment Qualitative Questionnaire
The post-experiment questionnaire consisted of 10 questions about each participant's experience. The questionnaire was administered to participants in both conditions. This section included questions such as, "Did you feel you would have performed better, worse, or the same with another method of practice? If so, what?" The questions allowed us to evaluate the qualitative aspects of the participant's mode of training (L vs. VR) and the participant's subjective experiences. 
Participant Information
Participants were randomly assigned to either condition VR or condition L. 40 participants completed the study, with 20 participants in each condition. Participants were recruited by classroom announcements to summer school students, responses to fliers, and by word-of-mouth. The average age of the participants was 27 . Participants were required to be of non-Asian culture and able to communicate comfortably in English. Out of a total of 40 participants, 18 participants were female, and 22 participants were male.
Experiment Procedure
The pre-experiment session, training session, testing session, and post-experiment session took each participant approximately one hour to complete.
Pre-Experiment Session
The participant in each condition first read the Participant Informed Consent sheet and was asked if he/she had any questions. The participant then read and signed the Informed Conse
Training Session
Next, participants in both conditions were asked to take the positive and negative affect (PANAS) pre-training questionnaire. The participants were then trained in cultural conversational protocols based on their assigned condition.
Condition VR:
Participants were fitted with the electro-magnetic tracking equipment for head, hands, and waist. The trackers were affixed to a pair of gloves, a head band, and a belt. Each participant then trained the speech recognition program by reading from a short passage. A short training exercise was then performed to help the participant become accustomed to moving while wearing the motion tracking equipment (Fig. 4) .
The participant was then told that he/she would now be trained in south Indian cultural protocols by virtual humans and that the training session would last for approximately 20 minutes. During the training session, the participant was left alone in the experiment room with the virtual reality training system. At the conclusion of the training session, the participant was administered the post-training PANAS questionnaire, and the Co-Presence questionnaire.
Condition L:
Participants were given a written study guide with illustrations of the cultural conversational protocols, and were told that they had a maximum of 20 minutes to study the material provided. During this time, the participant was left alone in the experiment room. If the participant felt that he/she was ready with less than 20 minutes of study, he/she could knock on the door of the experiment room to alert the experimenter, who then initiated the next part of the experiment. At the conclusion of the training session, the participant was administered the post-training PANAS questionnaire.
Testing Session
Participants were tested on how well they learned the cultural conversational protocols using videos of real south Indians as described in section 3.1.1 (Fig. 5). 
Post-Experiment Session Condition VR:
Participants filled out a System Usability Questionnaire, followed by the Virtual Humans Evaluation Questionnaire and the Qualitative Questionnaire.
Condition L:
Participants filled out the Qualitative Questionnaire.
Finally, participants in both conditions were orally debriefed.
V. RESULTS AND ANALYSIS
How well did participants in condition VR learn the cultural conversational protocols as compared to participants in condition L?
Subjective Evaluation
The video recordings were rated by three independent evaluators who were blind to the subjects' condition. The ratings from the three subjective evaluators for each participant nt Form. were summed and translated to provide a score on a scale from 0 to 96. Participants in condition VR (M = 91.97, SD = 2.41) scored higher than participants in condition L (M = 84.90, SD = 4.79). A t-test was used to compare the differences in video evaluation scores between conditions L and VR (Table 2 ). Levene's test for equality of variances was significant, F = 5.04, p = .031, and so results were generated without assuming homogenous variances. There was a significant difference between the two groups, t(28.02) = 5.90, p < .001, indicating that the participants who were instructed in condition VR were able to learn the relevant cultural conventions better than those in condition L. Additionally, there was less variation in scores for those in condition L. This experimental design provided an estimated power of .46 to detect medium-size effects. An assessment of inter-reviewer difference was performed using a one-way Analysis of Variance (ANOVA). The scores of participants across three reviewers were evaluated. An ANOVA revealed a significant effect due to rater on the mean score on the ratings of each reviewer F(2, 37) = 5.82, p = 0.004. Multiple group comparison tests, using the Tukey HSD test (p = 0.05), indicated that the mean scores from reviewer 1 (M = 105.25, SD = 4.93) and reviewer 3 (M = 105.92, SD = 5.18) were not significantly different. However, reviewer 2 (M = 102.12, SD = 5.78) scores were significantly lower than reviewer 1 (p = 0.26) and also significantly lower than reviewer 3 (p = 0.005). This indicates, that reviewer 2 was significantly stricter than reviewer 1 and 3. The relationships among the three reviewer's scores were assessed using Pearson's Correlation coefficients. There was a significant positive relationship between the scores of reviewer 1 and reviewer 2, r(4) = +0.92, p < 0.001, a significant positive relationship between the scores of reviewer 1 and reviewer 3, r(4) = +0.93, p <0.001, and a significant positive relationship between the scores of reviewer 2 and reviewer 3 scores, r(4) = +0.93, p < 0.001. Hence, Pearson's correlation analysis revealed that the scores of all three reviewers were significantly positively correlated and consistent.
The average scores for both conditions L and VR were high. Participants learned the cultural conversational protocols with either type of training (Fig. 6) . However, participants in condition VR performed significantly better than participants in condition L. An important difference between the two conditions was that the variance in test performance scores for the VR condition was four times lower than the variance for the L condition. This suggests that training with virtual humans provides a more consistent and reliable result.
Objective Evaluation
The objective evaluation was performed on the tracker log data collected during the testing session. Due to experimenter error, data from only 34 participants were recovered; data from 6 participants were lost (3 participants in condition VR and 3 participants in condition L). The log data was scored by the system using the same criteria used in interactive feedback for participants in condition VR. Scores for each task were summed to provide a total score on a scale from 0 to 50. Participants in condition VR (M = 41.97, SD = 3.34) scored higher than participants in condition L (M = 39.12, SD = 2.46). A t-test was used to compare the differences in objective evaluation scores between conditions L and VR. The differences in scores between the two groups was not significant, t(18.16) = 2.07, p = 0.066, however there seemed to be a strong trend with participants in condition VR performing better than participants in condition L.
Correlation between Subjective and Objective scores
The relationship between the two scores measured on the performance of each participant (Objective Evaluation Score and Subjective Evaluation Score) was assessed using Pearson Correlation Coefficients. The Correlation analysis was performed on Objective and Subjective Evaluation Scores of 34 participants. There was a significant positive relationship between Objective Evaluation Scores (M = 40.21, SD = 3.48) and Subjective Evaluation Scores (M = 87.64, SD = 4.86), r(2) = +0.694, p=0.021, indicating higher Objective Evaluation Scoreswere associated with higher Subjective Evaluation Scores for each participant. In summary the Pearson Correlation analysis revealed that the Objective measures, obtained from automated analysis of logs, were indeed a reliable metric for measuring the participant's performance of the social protocols in the testing session. 
Was there a difference in affect of participants learning cultural conversational protocols with immersive virtual humans as compared to learning from a study guide?
To interpret influence on positive and negative affect scores (PANAS), two 2x2 analyses of variance were performed, testing the within-subjects effect of the respective PANAS score before and after instruction (ranging from 10 to 50, with higher numbers corresponding to greater affect) and the between-subjects effect of type of instruction (study guide vs. immersive virtual humans). This experimental design provided an estimated power of 0.67 to detect medium-size effects. Table  3 summarizes the results of PANAS positive and negative scores. Fig.7 shows the interaction plot for PANAS positive score, and Fig. 8 shows the interaction plot for PANAS negative score. Analysis of PANAS positive score revealed a non-significant interaction between the score and type of instruction, F(1,38) = .28, p = .603, partial eta2 = .007, and a significant main effect for time (pre-vs. post-instruction) of PANAS score, F(1,38) = 9.01, p = .005, partial eta2 = 0.192. The main effect for instruction type was not significant, F(1,38) = .453, p = .505, partial eta2 = .012. These results indicate that participants who were instructed by virtual humans reported similar positive affect to those who were instructed using the study guide. Overall, positive affect increased from before instruction (M = 30.50, SD = 7.55) to after instruction (M = 32.50, SD = 8.38), though the effect size was small.
Analysis of PANAS negative score revealed a non-significant interaction between score and type of instruction, F(1,38) = 3.91, p = .055, partial eta2 = .093, and a non-significant main effect for time of PANAS score, F(1,38) = 0.02, p = .888, partial eta2 = .001. The main effect for instruction type was not significant, F(1,38) = 3.84, p = .057, partial eta2 = .092, indicating that participants who were instructed by virtual humans reported similar negative affect to those learning from a study guide. Additionally, overall negative affect did not change from before instruction (M = 12.53, SD = 3.14) to after instruction (M = 12.58, SD = 3.14). In discussion, positive affect corresponds to positive emotions such as excitement and interest, and negative affect corresponds to negative emotions such as stress and anxiety. Overall, results suggests that participants in condition VR and condition L experienced increase in positive affect, and a decrease in negative affect, between pre-and post-instruction. There was a close to significant (p = 0.057) decrease of negative affect in participants in condition VR as compared to participants in condition L.
Co-Presence
Co-presence for participants in condition VR was assessed using the questionnaire proposed by Mortensen et al in 2002 [19] . Co-presence measured the extent to which participants felt that they had been interacting with another human being. The questionnaire contained 6 questions pertinent to co-presence, each rated from 1 (not at all) to 7 (a great deal) on a Likert-type scale. The co-presence score for each participant is a count of the number of high scores (responses of 5, 6, or 7) on these questions after adjusting direction so that a higher score is correlated with higher co-presence. The scores varied across the scale (M = 3.16, SD = 1.19) as there were participants who received a score of 0 and others who received the maximum score of 6. The raw mean was slightly higher (M = 4.36, SD = 1.18) suggesting that at some moderate level, users treated the virtual conversation partner and the virtual instructor as other humans as opposed to software agents.
System Usability Scale
System usability for participants in condition VR was evaluated using the System Usability Scale developed by the Digital Equipment Corporation [4] . Overall, the system exhibited a high degree of reported usability (M = 81.75, SD=11.15) with a highest usability score of 97.5 and a lowest score of 60.0 on a scale of 0 to 100 (100 being the highest usability score).
Virtual Humans Evaluation Questionnaire
Overall, the results for the quantitative evaluation scores were quite high (M = 5.41, SD = 0.663). Users indicated that they thought the virtual human training system would be useful for training in cultural conversational protocols in a foreign culture (M = 6.15, SD = 1.04). Users also indicated that the virtual human training system provided instructions with clarity (M = 6.45, SD = 0.61). Users also suggested that the virtual human training system was also appropriate for the task of teaching and training in inter-personal cultural conversational conventions (M = 6.21, SD = 1.08).
Scores on other dimensions such as likelihood that the participant will use the system if made available, appearance of the virtual humans, intuitiveness of the interface, enjoyment of the interface, and appearance of the virtual humans all had mean scores greater than 5.0 on a scale of 1 to 7.
Post-Experiment Qualitative Evaluation
Participants' post-experiment comments, feedback, and suggestions for conditions L and VR are summarized as follows:
While some participants in the L condition felt that the training was adequate, many participants indicated that this method of training was not sufficient.
" Several participants also indicated that the delay in the virtual humans' response time was too long. Additionally, imprecision in the head-tracked data occasionally caused the virtual human to incorrectly report that the user failed to maintain eye gaze.
"At the onset of the testing I was consistently told that I was not maintaining eye-contact when I believed very much that I was."
Finally, almost all participants in the VR condition indicated that they would use a system for training social conversational etiquette if it were made available to them.
"I think it could be very helpful for people who travel frequently and are concerned about interacting with people in the proper way."
VI. FUTURE WORK
Based on the results of this initial study, we have shown that immersive virtual humans in natural multi-modal interaction can be used as a tool for teaching cultural conversational protocols. However, in future studies we would like to investigate the following: (1) We would like to determine the effectiveness of instruction and demonstration with virtual humans alone vs. instruction and demonstration with interactive practice and feedback with virtual humans, in order to ascertain what aspect of our VR system contributes most effectively to learning the cultural conventions. (2) We would also like to investigate the impact of desk-top based VR systems such as ones with instruction and minimal interactive feedback, as well as scenario based training systems with virtual humans as a part of a narrative scenario in teaching cultural conversational customs. (3) We are also interested in using game platforms to investigate the effectiveness of context specific training in teaching cultural conventions in an interactive game-like scenario. (4) In future studies, we are also interested in comparing virtual human based teaching and demonstration vs. videos of real south Indians teaching and demonstrating the cultural conversational protocols.
VII. CONCLUSION
In this initial study, we explored the applicability of immersive virtual humans in training and teaching users cultural conversational protocols in natural interaction, specifically in the verbal and non-verbal behaviors associated with conversation initiation and disengagement in south Indian culture. Our virtual human social conversational protocol training system provides instruction as well as interactive multi-modal practice and feedback from the virtual instructor and virtual conversation partner in real-time.
Results of our study suggest that participants who trained with and gained interactive feedback from the immersive virtual humans performed significantly better than participants who learned from the written study guide. The average scores for both conditions L and VR were high. Participants learned the cultural conversational protocols with either type of training. However, participants in condition VR performed significantly better than participants in condition L. An important difference between the two conditions was that the variance in test performance scores for the VR condition was four times lower than the variance for the L condition. This suggests that training with virtual humans provides a more consistent and reliable result. Our results also revealed that there was no significant difference in positive and negative affect between participants in conditions VR and L, although, overall, positive affect increased and negative affect decreased from before to after instruction in both conditions. Our evaluations on co-presence of participants in condition VR suggest that to a moderate level, users treated the virtual instructor and the virtual conversation partner as another human as opposed to software components. Our quantitative evaluations suggest that participants in the VR condition generally enjoyed interacting with the virtual humans. Participants commented that the multi-modal interaction with the virtual humans to be intuitive, and the instructions provided by the virtual instructor to be clear. Participants also found the appearance of the virtual instructor and virtual conversation partner to be human-like. Users also suggested that the virtual human training system was appropriate for the task of inter-cultural conversational conventions training. Comments and suggestions from our participants indicate that a great number of participants in condition L found the written study guide not as useful as learning from example, practice, and feedback. Although movements of the virtual humans were sometimes not as fluid or the feedback sometimes not as accurate, almost all participants claimed that they found the system very helpful for users who travel frequently and are concerned about interacting with people according to appropriate cultural etiquette. Based on our participants' comments, we believe that our system can also be useful in training users in cultural conversational protocols in other cultures as well.
