In the last 25 years approximation algorithms for discrete optimization problems have been in the center of research in the fields of mathematical programming and computer science. Recent results from computer science have identified barriers to the degree of approximability of discrete optimization problems unless P --NP. As a result, as far as negative results are concerned a unifying picture is emerging. On the other hand, as far as particular approximation algorithms for different problems are concerned, the picture is not very clear. Different algorithms work for different problems and the insights gained from a successful analysis of a particular problem rarely transfer to another.
Introduction
Given our inability to efficiently solve several discrete optimization problems (in particular NP-hard problems) exactly, it is natural to ask whether it is possible to approximate them. We will focus on minimization problems, but a parallel theory can be developed for maximization problems (see for example [1] ). Algorithm A constitutes an approximation algorithm for minimization problem II with guarantee f(n), if for each instance I of size n of 17, Algorithm A runs in polynomial time in n and returns a value ZA (I) 
such that ZA (I) <<, f(n)Z* (I), where Z* (I) is the optimum solution value for instance I. The obvious question is: Is it possible to approximate optimization problems, whose decision version is in NP within a certain guarantee f(n)?
Recent progress in interactive proof systems [2, 3] showed that there are classes of problems which cannot be approximated with a guarantee better than f(n) unless P = NP.
In the last 25 years there have been several approximation algorithms proposed for NP-hard problems. Unfortunately, the proposed algorithms are problem specific. Typically, a particular approximation algorithm works for a specific problem and the insights gained from a successful analysis of a particular problem rarely transfer to another.
As a result, in our opinion, the following questions have not yet received satisfactory answers:
What is the reason that certain problems can be approximated better than others? 2. Is there a systematic way to generate good (in particular best possible) approximation algorithms?
In the present paper we attempt to provide some insights to these questions by focusing on general covering problems of the type:
xcX,
where the entries in A, b, c are nonnegative integers and the set X is either {0, 1}" or Z+. There is a very large collection of discrete optimization problems that have covering formulations (see Sections 2 5) . Our contributions in this paper are as follows.
1. We propose and analyze a randomized rounding heuristic with a nonlinear rounding function. With the exception of the work of Raghavan and Thompson [4] , and Srivastav and Stangier [5, 6] most applications of randomized rounding have been to problems in which all 0 1 solutions to an integer programming problem are feasible. The papers just mentioned used linear rounding functions to obtain approximation results for special cases of the set packing problem. We expand the power of the method by considering nonlinear rounding functions as well as applications of the method to problems, in which there is a probability that the rounded solution is infeasible. We apply the heuristic to set covering, facility location, network design and general covering problems. We show that our method matches the best possible approximation bounds for all these problems. 2. Motivated by the problem of covering cuts in a graph that encompasses several important graph problems (the minimum spanning tree, connectivity problems, the steiner tree problem, the matching problem, etc.) we identify an interesting connection between the analysis of approximation algorithms and random graph theory. In particular, we formulate a natural general conjecture that could have interesting applications in approximation algorithms.
3. We propose and analyze a generalization of a well known generic dual heuristic for general covering problems. Our analysis in this part of the paper illustrates the importance to the design of a good approximation algorithm for a discrete optimization problem of a deep understanding of the structural properties of its LP relaxation. Our method can be seen as an extension of the work of Goemans and Williamson [7] , Williamson et al. [8] and Goemans et al. [9] in the approximability of cut covering problems to general covering problems. The outline of the paper is as follows: In Section 2, we propose our first generic heuristic that uses randomization and apply it to the following problems: set covering, facility location and arbitrary covering problems. In Section 3, we propose our second generic heuristic that uses information from the LP dual problem and apply it to general covering problems obtaining the best known guarantee for the problem. In Section 4, we examine a special covering problem involving covering cuts in an undirected graph. We identify connections between the design of approximation algorithms for this problem and the theory of random graphs with nonuniform probabilities. As an application, we use the randomized heuristic in a particular network design problem. The last section contains some discussion of open problems.
Randomized rounding with nonlinear rounding functions
In this section we study discrete optimization problems for which we have an integer programming formulation:
where the entries in A, b, c are nonnegative integers. We consider its LP relaxation:
Throughout the paper we denote with IZ (Z) the value of the optimal IP (LP) solution. We propose the following general randomized scheme to approximate Problem (IP1):
A generic randomized heuristic 1. Solve the LP relaxation (LP1) obtaining the solution x*. 2. Round the solution as follows: P{xj = 1 } = f(x~).
3. Use a derandomization procedure to find a deterministic approximation. Randomized rounding heuristics were first proposed by Raghavan and Thompson [4] to approximate a VLSI design problem (a min max-type of problem). They used f(x) = x to round. Yannakakis [10] interprets an algorithm of Johnson [11] for MAXSAT as a randomized rounding heuristic with a linear rounding function (f(x) = x) and Goemans and Williamson [12] use nonlinear rounding functions f(x) to round, matching the best known guarantee (obtained in [10] using maximum flow techniques) of 3 for MAXSAT. The natural questions that arise in the context of the generic randomized heuristic are: 1. How does one choose the rounding function f(x)? 2. Is it possible to find an integer feasible solution always? 3. How does the cost of the obtained solution compare with that of the LP relaxation? 4. How does one derandomize? Our plan is to address these issues with respect to particular examples.
The set covering problem
Given a set N = {1,..., n}, weights cj /> 0 forj E N and a family ofm sets Si _c N, find a set S C N such that IS fq Si[ ~> 1, such that ~jcs @ is minimized. In order to formulate the problem we let aij = 1 if j E Si. Then the set covering problem can be formulated as follows:
(0, 1}.
Lund and Yannakakis [3] proved that the set covering problem cannot be approximated within a factor smaller than O(logm) unless P = NP, i.e., if there exists a polynomial time algorithm within ¼1ogre from the optimal value, then P = NP. Johnson [11] and Lovfisz [13] propose a greedy heuristic with value Z~ for the problem with cj = 1, such that g~
where H(D) = ~iD=a 1/i and D is the maximum columns sum. Chvfital [14] extends the heuristic for the case of general cj ~> 0 proving the same guarantee. Bronniman and Goodrich [15] describe an approximation algorithm with a bound that is a logarithmic function of the VC dimension of the constraint matrix A = {ai;}. Applying the randomized heuristic, we solve the LP relaxation and find the solution x} with value Z2. We round as follows:
where D = maxj [Di] , with Dj = {i: j E Si}. The interpretation is that we flip a coin that has probability x} of giving heads, k times. If, in any of these k flips the coin shows heads, we round xj to one, otherwise we round to zero. Let XH be the solution vector given by the heuristic (notice that the solution is not always feasible). Let Zn be the cost of the proposed solution. 
E[ZnIxH is feasible]
logD Z2
In particular,
IZ2
logD ~<
22
( 
We will now derandomize this randomized scheme to find a feasible solution with value within O(logm) from Z2. Notice that the guarantee is somewhat weaker as D ~< m. We introduce the following potential function:
• 2. Another rounding function that also leads to an O(logm) approximation algorithm is the following. If xj ~> 1/log m, then set xj = 1. If xj < 1/log m, then set xj = 1 with probability xj logm. The proof that this leads to an O(logm) approximation proceeds along the same lines as before. We will next generalize this randomized rounding scheme to general covering problems.
Constrained general covering problems
We consider the problem where aij, bi, cj are nonnegative integers. Notice that we can assume without loss of generality that aij ~< b~ for all i,j, because otherwise we can replace a~j with bi and the optimal value IZ3 will remain unchanged. Let Z3 be the value of the LP relaxation. The best known approximation bounds for the problem are due to:
1. Hall and Hochbaum [17] , generalizing earlier work of Hochbaum [18] , Balas [19] and Bar-Yehuda and Even [20] , who propose a dual heuristic H for the case that n aij are restricted to be 0 or 1 such that ZH/Z3 <~ f, where f = maxi ~j=~ aij. We refer to this bound as the row-sum bound.
2. Dobson [21] and independently Fisher and Wolsey [22] , generalizing earlier work of Johnson [11] , Lovfisz [13] and Chv~ital [14] for the set covering problem, who propose a greedy heuristic for the problem and prove that if d = maxl~j~n ~iml a~, then Za/Z3 <~ H(d). If amax is the largest entry in matrix A, then the result is essentially Z~/Z3 <~ O(logmamax). We refer to this bound as the columnsum bound.
In this section we show that the generic rounding heuristic with different rounding functions produces a stronger approximation than the row sum bound and a somewhat weaker version of the column sum bound. In particular, using deterministic rounding we first obtain a heuristic H with guarantee Zn/Z3 <~ f for all covering problems (not restricted to aij = 0 or 1), thus generalizing all previous work regarding the row-sum bound (in Section 3 we also propose a generic rounding heuristic, but this time using dual information to achieve the same bound that has a much faster running time).
Moreover, using randomized rounding, we obtain a heuristic H with guarantee
Zn/Z3 ~< O(a .... logm), thus establishing a somewhat weaker version of the column-sum bound.
Determin&tic rounding
We apply the generic rounding heuristic but with a deterministic rounding function as follows. 1. Solve the LP relaxation replacing xj E {0, 1 } with 0 ~< xj ~< 1. Let x* be an optimal solution. 2. Ifx~ ~> I/f, then set xj = 1.
Hochbaum [18] proposes this heuristic for set covering problems. Let ZH be the value of the above heuristic. 
which is a contradiction. Moreover,
Randomized rounding
We next apply the generic randomized heuristic with a rounding function similar to the one used in remark 2 in the end of the previous subsection as follows. In order to analyze the heuristic we need some tail estimates for sums of independent, but not identical random variables. Let X~, i = 1,..., n be independent random variables. N takes values rq with probability pq. Let 1~ = mini rq, ui = maxj rq. Let Y = ~'~inl X/.
Proof. Let t > 0.
E[e ,x]
since e x <<. 1 -x + x2/2 for x i> 0. Therefore,
Substituting to (5) we obtain 
Similar bounds are to be found in [4] . We next analyze the generic randomized heuristic using Proposition 1.
Theorem

The application of the generic randomized heur&tic gives a feasible solution of value ZH such that ZH --
~< O(amax lOg m). Z3
Proof.
We consider the set R = {j: kx) ~< 1 } and its complement R e. Let V, be the event that constraint i is violated and Ui = Vi c the event that constraint i is satisfied. Our first goal is to find an upper bound on
P{ Vi } = P I Z aijxj + ~-~ aij < bi } jcR j~R c
If ~j~R ¢ aij ~ hi, then constraint i is satisfied. So, we assume that ~jER c aij ~ bi -1. 
For k = 2ama~ log m + 2, we obtain
By derandomizing as in the proof of Theorem 1 we can find deterministically a solution xn that satisfies
ZH = O(amax log m). [] Z3
Dobson [21] achieves a bound O(logmaxj ~iaij) by analyzing a greedy heuristic. The bound in this case is O(logm-Flogamax) as opposed to our weaker bound O(amax log m). For amax constant both bounds are O(log m).
Facility location
We are given an undirected graph G = (V,E) (IVI = n) with costs cij ~> 0 for (i,j) E E and di ~> 0 for each i E V. The goal is to find a set S _c V of facilities that minimizes ~icsd + ~i~vminjcsCij • The problem is NP-hard [1] . Hochbaum [24] presents a greedy algorithm for the problem with cost within O(log n) of the optimum. Since the problem can be formulated as a set covering problem (this is a nonstandard formulation) involving O(n 2) rows, this is not a surprise. Here we show that the O(log n) can be obtained directly from the standard formulation of this problem.
In this section we show that the generic randomized heuristic returns a solution with cost within O(logn) of the optimum cost, i.e., it performs as well as any heuristic can (unless P = NP). We start with the classical strong integer programming formulation of the problem. Let y~ = 1 if we locate a facility at node i 6 V, 0 otherwise. Let x~ 2 = 1 if customer i 6 V is assigned to facility j. Then, the problem can be formulated as follows. In this way the constraints xij ~< yj are always satisfied. Let xn be the solution generated by this algorithm and Zn its cost. Notice that
P{xij=l}=l-(1-x~j)
~ and P{~j
We bound the performance of the heuristic as follows.
Theorem 4.
E[ZHIxH is feasible]
By derandomizing the randomized scheme we can find in polynomial time a feasible solution H such that
Proof. Let Ai be the event that customer i is not assigned after the randomization. Let m Ui = ACi. Let F = (-]~=1 Ui be the event that the solution xn is feasible. Then
< II e-ai; ~< e k.
jEv Therefore, as before
Therefore, In order to derandomize the above procedure, we introduce the following potential function:
E[ZH] >>. E[ZH [F]P{F} >~ E[Zn
where I{Ai(X)} = { 1, ~jn_lXij = O, 0, otherwise, and M is a large constant to be chosen later. Proceeding in exactly the same way as in the set covering problem we obtain that if we pick k = log n + log ~ and log n + log 6 m --] ~1~ ZLP, 6 we can deterministically find using the method of conditional expectations a feasible solution Xn, YH to the facility location problem with guarantee ZH/ZLp = O(logn).
[]
Deterministic rounding through duality theory
We refer again to the general covering problem The dual heuristic is as follows.
A generic dual heuristic: 1. Find an optimal solution x*,y* of the LP relaxation (LPs) and its dual (Ds), respectively. 2. If the jth constraint in the dual problem is tight, i.e., (y*A)j = cj, then xj = [x)~.
Otherwise, xj = 0. Hochbaum [18] proposed the heuristic for the case of A having 0-1 entries and b, c are arbitrary nonnegative integers. To connect this generic heuristic with the randomized rounding heuristic of the previous section, let us observe that this dual heuristic can also be interpreted as a deterministic rounding heuristic as follows: If x*, y* is a pair of eomplementary optimal solutions of (LPs) and (Ds), then the heuristic is clearly equivalent to the following deterministic rounding heuristic: 1. Find an optimal solution x*, y* for problems (LPs) and (Ds).
Let xj = [x~ be the solution proposed by the heuristic.
Critical to our analysis is an understanding of the structure of an optimal dual solution. In the dual heuristic we use a particular dual optimal solution that satisfies certain structural properties. In Sections 3.1 and 3.2 we apply the dual heuristic to unconstrained (X = Z+) and constrained (X = {0, 1}") covering problems respectively. In Section 3.3 we show that the dual heuristic leads to an O(n 2) approximation algorithm that works without solving the LP relaxation.
Unconstrained general covering problems
We first apply the generic dual heuristic for the case X=Z~_. Let f = max/~:"-a au ~> 2, otherwise (IPs) is trivial. We apply the generic dual heuristic to (IP5) starting with an optimal solution x*,y*. Let ZH be the value of the heuristic. 
Z5
Proof. Let x* and y* be an optimal primaLdual pair for (LP5) and (D5). The heuristic solution xj = Fx)] is feasible, since 
Constrained general covering problems
In this section we consider the case X = {0, 1 }n, which we call the constrained covering program. We denote by IZ6 and by Z6 the optimal objective function value of this integer program and its linear relaxation, respectively. We prove that if we apply the generic dual heuristic, with a particular dual optimal solution, we obtain a feasible solution with
ZH <~ f Z6,
where, as before, f = max/~j=1 aij. The analysis is considerably more complicated, but it leads to an O(n 2) approximation algorithm. This algorithm can be seen as the generalization of the algorithms of Goemans and Williamson [7] , Williamson et al. [8] and Goemans et al. [9] for the cut covering problem (see Section 4).
The linear programming dual of the problem is: 
Either z~ = 0 forall j or y~ = 0 forall i E A(y*,z*) U C(y*,z*).
Property 2:
Proof. We prove (7) first. Let (y,z) be an optimal dual solution. Note that if j EK(y,z), then by complementarity, xj= 1. Notice that 0 > 0. We define a new dual solution (y', z') as follows:
The process by which we obtain (y',z') from (y,z) we call reduction. We show first that the solution (y',z') is dual feasible:
By the definition of 0, y~ /> 0, 4 ~> 0. Moreover, ifj C K(y,z)
If j ¢ K(y, z), then, Each time we perform a reduction operation either yp = 0 or ~ = 0 for some j such that apj > 0. Therefore, by repeating the reduction operation either we find an optimal dual solution that has z) = 0 for allj ory~* = 0 for all i c A(y*,z*). In addition, since (y*, z*) is optimal, it should satisfy complementary slackness, i.e., ?,* = 0 for all i E C(y*,z*). Therefore, we have proved (6) .
We now proceed to prove (7) If y* = 0, z* = 0 then (7) is satisfied. Since y* = 0 and z) > 0 cannot be optimal in the dual (notice that y = 0, z = 0 is feasible in the dual), there exists a yp > 0 for some p c B(y*,z*). We apply a reduction operation again, i.e., construct a dual solution: We then want to show that L(y*,z*) <~ R(y*,z*). The second important observation is that after a reduction operation this inequality is preserved, i.e.,
L(y*,z*) <<, R(y*,z*) if and only if L(y',z') <<. R(y',z').
The reason is that 
l)r = yi* --O r, i = pr, [ apdO , j E K(yr-l,f" I).
• =0 ~ cj, Therefore, this case cannot happen, otherwise (y*, z*) is not optimal. This proves (7) . [] Notice, that the proof above is constructive. Starting with an arbitrary optimal dual solution found by a polynomial LP algorithm, we apply the reduction operation at most rain(m, n) times to arrive at a dual solution that satisfies the properties (6) and (7). We then apply the generic dual heuristic to this particular optimal dual solution to obtain a feasible solution xn with value Zn.
Theorem 6. If we run the generic dual heuristic with an optimal dual solution (y*, z*) satisfying (6) and (7), Zn <~ f Z6.
Proof. We showed in Proposition 2 that there exists an optimal dual solution (y*, z*) satisfying (6) and (7). Moreover, we can construct such a solution in polynomial time starting with an arbitrary optimal dual solution. Under the generic dual heuristic In both cases Zn ~< f Z6. []
Algorithmic implications of the generic' dual heuristic
The generic dual heuristic does not provide a better guarantee than the deterministic rounding heuristic of Section 2.2. Moreover, the analysis is considerably more complicated• The importance of the dual heuristic lies not so much in the guarantee it produces but rather in its proof. It suggests how a fast approximation algorithm for the constrained covering problem with performance guarantee f can be designed• Specifically, it is sufficient to construct a dual feasible solution (y, z) with the following properties: 2. Ej lzj 4 -1)yi.
The proof of Proposition 2 hints at how such a dual solution is to be constructed; by working the reduction process in reverse. We now describe an O(n 2) approximation algorithm designed along these lines. Note that Hall and Hochbaum [17] propose an O(n 2) approximation algorithm for the special case of the problem with agj = 0, 1. Our algorithm is different. The algorithm works in phases (very much in the spirit of Williamson et al. [8] ).
The output of phase t is a dual feasible solution (yt, i) and a vector x t. Each phase consists of a greedy type set covering algorithm. In the first phase, a primal solution, x ~ that covers every row at least once is generated. Any column j such that @ = 1 is deleted as well as any row i such that ~-~/aijx) >1 b~. This ensures that no column is ever selected twice and constraints that are satisfied are ignored. In the second phase we generate a primal solution x 2 using the remaining columns that covers all remaining rows at least once. At the end of this phase we delete all columns j such that x 2 = 1 and all rows i such that ~jaijx 2 >/ bi-~j aijx~. In general, at the end of the tth phase we generate a solution x t such that:
aijx} ~> 1 if and only if bi -~_~ aij~ >~ 1.
Hence, if the algorithm terminates after k phases, the vector x = ~pk=l x p will be primal feasible. The input to phase t + 1 is: 
I(t)= {,: bi-~p=l ~j=la~j~ ~ 1} (theset ofrowsnot yet completely covered).
J(t)
=
(yt, zt).
Given I(t), J(t) and (yt,zt) from phase t, then phase t + 1 is as follows.
PHASE t + 1
Step 1: For all j EJ(t) (set of columns to be picked in this phase) set
Sj= {i: i c I(t),aij > O}; g(Sj) = ~-~iesjaij; K t+1 =~; yi=O, i E /(t); Wj=Cj--m t ~i=1 aijYi, j E J(t).
Step 2: Let 0 = minj~d(t)wjg(Si); r = argminju(t)wJg(Sj) (select the column with smallest reduced cost to column sum ratio).
Step 3: Set K ~+1 = K t+~ tO {r}; yg = 0, i C & (selection of Yi in this manner ensures that ~i~s~ aijYi = Wr).
Step 4: Set wj = wj -EiEl(t) aiJy i, J ~ J(t) (update the reduced cost of column j); Sj = Sj \ & (remove rows that are covered; updating the reduced costs in this way and the choice of 0 ensure that at termination, EiCSj aijy~ <<. wjVj C J(t)).
Step 5: If Uj~K,+~ Sj = l(t), (every remaining row covered at least once) go to step 6. Otherwise go to step 2.
Step 6 Notice that the algorithm will terminate after at most n phases, i.e., every primal variable is set to 1. Let the algorithm terminate after phase p. From the last part of step 6, (yP, z p) will be dual feasible. We show next that the vector x = ~tP=I x t satisfies m the complementary slackness condition, xk = 1 if ~/=1 aik~ -~ = ck. Now xk = 1 implies that at the end of some phase, t + 1, say, x~ +l = 1. Observe that at end of phase t + 1: Finally we use induction to show that n in
At the end of phase 1, z~ =0. 
ZeEE cexe ~-~eE6(s)Xe ~ f(S) VS, X e EX,
where X is either {0, 1 } or Z+. In Table 1 we list classical combinatorial problems formulated using the cutset formulation (IPs) (see [7] ).
Let Zf be the value of the LP relaxation. We first note that if the set function f is arbitrary, then the guarantees of the previous cannot be further improved. Even if we restrict our attention to set functions f taking values in {0, 1}, IZu/Zf = ~(n) as can be seen from the following example: f(S) = 1 for all S such that IS] = n/2 and Table 1 Some classical problems encompassed using a cutset formulation Ce = 1. Then since Xe =4/n 2 is a feasible solution to the LP relaxation ZT ~ (4/n 2) (n(n -1)/2) ~< 2. However, every integral solution should have at least n/2 edges implying that IZf >~ n/2, and therefore the ratio grows linearly with n. Notice that a bound of O(n) follows immediately from the column sum bound, (O(log 2")).
Problem
If we impose, however, some conditions on f we can approximate (IPf) significantly better. In particular if f satisfies f(O)=0, f(S)=f(V-S) and f(AUB) ~ max{f(A),f(B)}, when ANB = (~ (proper functions) Goemans and Williamson [7] propose a dual heuristic with value ZH such that zs where A = {i E V : f({i}) = 1}. These results are further generalized in [8, 9] for more general set functions. For f being proper, taking arbitrary integer values and X = {0, 1 }, the bound is extended in [9] to
The technique used in these papers is the construction of a dual feasible solution that in addition to the properties in Proposition 2 has further special properties that follow from the particular properties off and then the use of the idea of the dual heuristic of the previous section (when the dual constraint is tight the corresponding primal variable is set to 1). In this way these results can be seen as an application of the dual heuristic. A natural idea is to apply the randomized heuristic of Section 2. Our goal is to show that the application of the randomized heuristic gives rise: (a) to an interesting, we believe, extension of classical random graph theory and (b) to a connection of random graphs to approximability. Table 2 Thresholds properties for the uniform random graph model 
Potential applications of random graphs in approximation algorithms
The theory of random graphs has developed independently from the study of approximation algorithms in trying to understand the properties of randomly generated graphs. The most widely used model (see for example [25] ) involves a graph Gn,p on n nodes, where each edge is present independently with the same probability p. The typical theorem proved under this model (for example [25] ) is of the threshold type:
Let A be a graph property; let p = (g(n) + c,)/n. As examples, we list some important properties together with the corresponding critical probabilities p. Let us attempt to apply the generic randomized heuristic for the class of problems (IPf). We consider the LP relaxation and find the optimal solution x*. Let
where kf will be chosen later. In this way we obtain a random graph, in which each edge e has a probability Pe of being present. The properties of the random graph under this nonuniform random model have not been extensively studied in the theory of random graphs. We conjecture an intimate connection between properties of random graphs and approximation algorithms. z/ Alon [26] proved the conjecture for f(S) = 1, i.e., for the minimum spanning tree.
We use his result to propose an O(logn) algorithm for a network design problem. For example, suppose we solve the LP relaxation of the k-connected problem (f(S) = k). The corresponding critical probability is p = (logn + (k-1)loglogn+ c,)/n. Then, the conjecture would imply that there exists a solution ZH such that ZH ~f ~< O(logn).
We next use the result of Alon [26] result to propose a log n approximation algorithm for a special network design problem.
In this section we consider the application of the generic randomized heuristic to a generic network design problem, that can be viewed as a variation of the shared fixed cost problem first considered by Rhys [27] . We are given a graph G = (V, E) and we want to select edges at cost de, so that we can construct m trees each with costs Ce ~, where k denotes the k tree (k = 1,..., m). The problem can be formulated as follows. We apply the randomized heuristic as follows: 1. Solve the LP relaxation. Let x*, y* be the optimal solution. 2. Let k = log n. 
Concluding remarks
We presented two methods to construct approximation algorithms for covering problems:
• Randomized rounding with nonlinear rounding functions and • Deterministic rounding using dual information. We saw that these two approximation methods match the best known bounds for several covering problems. Related to the question that motivated our research, whether there exists a systematic way to construct approximation algorithms, we believe that these two algo-rithmic ideas provide a unification of methods for approximating discrete optimization problems.
We close the paper with a summary of research directions-conjectures that, we believe, will enhance our understanding of approximation methods: 1. Related to the question of which problems can be approximated better than others, we believe that as far as mimsum (as opposed to rain-max) problems, we believe that only covering problems can be approximated within a O(logn) factor. Although this is not a formal mathematical statement we do not know of any example of a min-sum problem with a logarithmic or a sublogarithmic guarantee that cannot be formulated as a covering problem. 2. The randomized rounding heuristic uses the nonlinear rounding function f(x).
While we specified several rounding functions, we did not propose a systematic method to construct the rounding function. The problem of finding the best rounding function f(x) in order to minimize E[Zu (f)] reduces to a calculus of variations problem, which seems to be difficult to solve at its full generality. 3. Investigation of Conjecture 1 seems interesting as an extension of random graph theory; a first step in this direction was taken by Alon [26] . Applications to approximability could also be interesting to explore.
