Abstract. We propose a cheaper version of a posteriori error estimator from [7] for the linear second-order wave equation discretized by the Newmark scheme in time and by the finite element method in space. The new estimator preserves all the properties of the previous one (reliability, optimality on smooth solutions and quasi-uniform meshes) but no longer requires an extra computation of the Laplacian of the discrete solution on each time step.
Introduction
In this paper, we are interested in a posteriori time-space error estimates for finite element discretisations of the wave equation. Such estimates were designed, for instance, in [2] for the case of implicit Euler discretization in time, in [5] , [6] for the case of second order discretizations in time by Cosine (or, equivalently, Newmark) scheme, and in [7] for a particular variant of the Newmark scheme (β = 1/4, γ = 1/2). In both [6] and [7] , the error is measured in a physically natural norm: H 1 in space, L ∞ in time. Another common feature of these two papers is that the time error estimators proposed there contain the Laplacian of the discrete solution which should be computed via auxiliary finite element problems at each time step. This requires thus a non-negligible extra work in comparison with computing the discrete solution itself. In the present paper, we propose an alternative time error estimator for the particular Newmark scheme considered in [7] that avoids these additional computations.
In deriving our a posteriori estimates, we follow first the approach of [7] . First of all, we recognize that the Newmark method can be reinterpreted as the Crank-Nicolson discretization of the reformulation of the governing equation as the first-order system, as in [1] . We then use the techniques stemming from a posteriori error analysis for the Crank-Nicolson discretization of the heat equation in [8] , based on a piecewise quadratic polynomial in time reconstruction of the numerical solution. Finally, in a departure from [7] , we replace the second derivatives in space (Laplacian of the discrete solution) in the error estimate with the forth derivatives in time by reusing the governing equation. This leads to the new a posteriori error estimate in time and also allows us to easily recover the error estimates in space that turn out to be the same as those of [7] . The resulting estimate is referred to as the 5-point estimator since it contains the fourth order finite differences in time and thus involves the discrete solution at 5 points in time at each time step. On the other hand, the estimate [7] involves only 3 points in time at each time step and will be thus referred to as the 3-point estimator.
Like in the case of the 3-point estimator, we are able to prove that the new 5-point estimator is reliable on general regular meshes in space and non-uniform meshes in time (with constants depending on the regularity of meshes in both space and time). Moreover, the 5-point estimator is proved to be of optimal order at least on sufficiently smooth solutions, quasi-uniform meshes in space and uniform meshes in time, again reproducing the results known for the 3-point estimator. Numerical experiments demonstrate that 3-point and 5-point error estimators produce very similar results in the majority of test cases. Both turn out to be of optimal order in space and time, even in situations not accessible to the current theory (non quasi-uniform meshes, not constant time steps). It should be therefore possible to use the new estimator for mesh adaptation in space and time. In fact, the best strategy in practice may be to combine both estimators to take benefit from the strengths of each of them: the relative cheapness of the 5-point one, and the better numerical behavior of the 3-point estimator under abrupt changes of the mesh.
The outline of the paper is as follows. We present the governing equations and the discretization in Section 1. Since our work based on techniques from [7] , Section 2 is devoted to reminding the a posteriori bounds in time and space from there. In Section 3, the 5-point a posteriori error estimator for the fully discrete wave problem is derived. Numerical experiments on several test cases are presented in Section 4.
The Newmark scheme for the wave equation
We consider initial-boundary-value problem for the wave equation. Let Ω be a bounded domain in R 2 with boundary ∂Ω and T > 0 be a given final time.
where f, u 0 , v 0 are given functions. Note that if we introduce the auxiliary unknown v = ∂u ∂t then model (1.1) can be rewritten as the following first-order in time system
The above problem (1.1) has the following weak formulation [4] 
Higher regularity results with more regular data are also available in [4] . Let us now discretize (1.1) or, equivalently, (1.2) in space using the finite element method and in time using an appropriate marching scheme. We thus introduce a regular mesh T h on Ω with triangles K, diam K = h K , h = max K∈T h h K , internal edges E ∈ E h , where E h represents the internal edges of the mesh T h and the standard finite element space V h ⊂ H 1 0 (Ω):
Let us also introduce a subdivision of the time interval [0, T ] 0 = t 0 < t 1 < · · · < t N = T with non-uniform time steps τ n = t n+1 − t n for n = 0, . . . , N − 1 and τ = max
The Newmark scheme [9, 10] with coefficients β = 1/4, γ = 1/2 as applied to the wave equation
and then compute u n+1 h ∈ V h for n = 1, . . . , N − 1 from equation
where f n is an abbreviation for f (·, t n ). Following [1] and [7] , we observe that this scheme is equivalent to the Crank-Nicolson discretization of the governing equation written in the form (1.2): taking u
Note that the additional unknowns v h n are the approximations are not present in the Newmark scheme (1.5)-(1.6). If needed, they can be recovered on each time step by the following easy computation
From now on, we shall use the following notations
We apply this notations to all quantities indexed by a superscript, so that, for example,
We shall measure the error in the following norm
Here and in what follows, we use the notations u(t) and ∂u ∂t (t) as a shorthand for, respectively, u(·, t) and ∂u ∂t (·, t). The norms and semi-norms in Sobolev spaces H k (Ω) are denoted, respectively,
. We call (1.11) the energy norm referring to the underlying physics of the studied phenomenon. Indeed, the first term in (1.11) may be assimilated to the kinetic energy and the second one to the potential energy. Let us introduce e
(Ω) → V h is a Clément-type interpolation operator which is also a projection, i.e.
Let us recall, for future reference, the well known properties of these operators (see [3] ): for every sufficiently smooth function v the following inequalities hold
with a constant C > 0 which depends only on the regularity of the mesh. Moreover, for all K ∈ T h and E ∈ E h we have
Here ω K (resp. ω E ) represents the set of triangles of T h having a common vertex with triangle K (resp. edge E) and the constant C > 0 depends only on the regularity of the mesh.
The 3-point time error estimator
The aim of this section is to recall a posteriori bounds in time and space from [7] for the error measured in the norm (1.11). Their derivation is based on the following piecewise quadratic (in time) 3-point reconstruction of the discrete solution.
Definition 2.1. Let u n h be the discrete solution given by the scheme (1.6). Then, the piecewise quadratic reconstructionũ hτ (t) : [0, T ] → V h is constructed as the continuous in time function that is equal on [t n , t n+1 ], n ≥ 1, to the quadratic polynomial in t that coincides with u ) at time t n+1 (respectively t n , t n−1 ). Moreover,ũ hτ (t) is defined on [t 0 , t 1 ] as the quadratic polynomial in t that coincides with u
The quadratic reconstructionsũ hτ ,ṽ hτ are thus based on three points in time (normally looking backwards in time, with the exemption of the initial time slab [t 0 , t 1 ]). This is also the case for the time error estimator (2.3), recalled in the following Theorem and therefore referred to as the 3-point estimator. given by (1.9):
where the space indicator is defined by
here C 1 , C 2 are constants depending only on the mesh regularity, [·] stands for a jump on an edge E ∈ E h , andũ hτ ,ṽ hτ are given by Definition 2.1. The error indicator in time for k = 1, . . . , N − 1 is
We also recall the optimality result for the 3-point time error estimator.
Theorem 2.3. Let u be the solution of wave equation (1.1) and
. Suppose that mesh T h is quasi-uniform, the mesh in time is uniform (t k = kτ ), and the initial approximations are chosen as
Then, the 3-point time error estimator η T (t k ) defined by (2.3, 2.5) is of order τ 2 , i.e.
with a positive constant C depending only on u, f , and the regularity of mesh T h .
Remark 2.4. Note that the approximation of initial conditions (2.6) is crucial for optimality of our time and space error estimators. As explained theoretically and demonstrated numerically in [7] , this is due to the boundedness of higher order discrete derivatives that contains in time and space error estimators (2.3, 2.5, 2.2).
3. The 5-point a posteriori error estimator
As already mentioned in the Introduction, the time error estimator (2.3) contains a finite element approximation to the Laplacian of u k h , i.e. z k h given by (2.4) . This is unfortunate because z k h should be computed by solving an additional finite element problem that implies additional computational effort. Having in mind that the term
4 at time t n our goal now is to avoid the second derivatives in space in the error estimates and replace them with the forth derivatives in time.
We introduce a "fourth order finite difference in time"
2)
and ∂ 2 w h stands for the collection of ∂ 2 k w h with k = 1, 2, . . ., so that the notation∂ 2 n ∂ 2 w h means that one should substitute ∂ 2 k w h for w k h , k = n, n−1, n−2, in the definition of∂ 2 n w h . In particular, ∂ 4 n w h is indeed the standard fourth order finite difference in time at t n−1 of w h in the case of constant time steps τ n = τ :
However, ∂ 4 n is not necessarily consistent with the fourth time derivative in the general case τ n = const.
We denotew
Consistently with the conventions above,w h will stand for the collection ofw k h , k = 0, 1, . . . We shall need a connection between second order discrete derivatives∂ 2 n and ∂ 2 n which we establish in the following technical lemma.
where c and C are positive constants depending only on the mesh regularity in time, i.e. on max k≥0
. Proof. We first note that relation (3.4) does not contain any derivatives in space and thus it should hold at any point x ∈ Ω. Consequently, it is sufficient to prove this Lemma assuming that w n h , ∂ 2 n w h , etc. are real numbers, i.e. replacing V h by R. This is the assumption adopted in this proof. We shall thus drop the sub-indexes h everywhere. Furthermore, it will be convenient to reinterpret w n in (3.1), (3.2) and (3.3) as the values of a real valued function w(t) at t = t n . We shall also use the notations likew n , ∂ 2 n w, and so on, where w is a continuous function on R, always assuming w n = w(t n ). Observe that∂ 2 nw is a linear combination of 5 numbers {w n−3 , . . . , w n+1 }. Thus, it is enough to check equality (3.4) on any 5 continuous functions φ (k) (t), k = n − 3, . . . , n + 1, such that the vector of values of φ (k) at times t l , l = n − 3, . . . , n + 1, form a basis of R 5 . For fixed n, let us choose these functions as
First we notice that for every linear function u(t) on [t n−3 , t n+1 ] we have∂
is fulfilled on functions φ (n−3) , φ (n+1) with any coefficients α k , k = n − 2, n − 1, n. Now we want to provide coefficients α k , k = n − 2, n − 1, n for which (3.4) is fulfilled on functions φ (n−2) , φ (n−1) and φ (n) . For brevity, we demonstrate the idea only for function φ (n) (t). Function φ (n) (t) is linear on [t n−3 , t n ] and thus
From direct computations it is easy to show that
where ∼ hides some factors that can be bounded by constants depending only on the mesh regularity. Thus we are able to establish expression for coefficient α n =∂ 2 nφ(n) shows that α n−1 =∂ 2 nφ(n−1)
The next step is to show boundedness from below of n k=n−2 α k . We will show it by applying equality (3.4) to second order polynomial function s(t) = t 2
. Using a Taylor expansion of s(t)
aroundt n in the definition ofs n gives
Substituting this into the definition of∂ 2 ns we obtain
Using (3.4) and the fact that ∂ 2 k s = 1 for k = n − 2, n − 1, n we note that
For all n ≥ 3 there exist coefficients
where coefficients α k , k = n − 2, n − 1, n are introduced in Lemma 3.1. Moreover
where C is a positive constant depending only on the mesh regularity in time, i.e. on max k≥0
Proof. As in proof of Lemma 3.1, we assume V h = R, drop the sub-indexes h and interpret w n , s n as the values of continuous real valued functions w(t), s(t) at t = t n . Using (3.6) and notations (1.10) implies ∂ 2 k w = ∂ k s. Now, we are able to rewrite (3.7) in terms of s n only n k=n−2
As in the proof of Lemma 3.1 we take into account the fact that equation (3.8) should hold for every 5 numbers {s n−3 , . . . , s n+1 } and therefore it's enough to check equality (3.8) on 5 linearly independent piecewise linear functions φ (k) introduced by (3.5). Using the reasoning as in Lemma 3.1 leads to desired result (3.7).
We can now prove an a posteriori error estimate involving ∂ 4 n u h . Since the latter is computed through 5 points in time {t n−3 , . . . , t n+1 }, we shall refer to this approach as the 5-point estimator. For the same reason, this estimator is only applicable from time t 4 . The error at first 3 time steps should be thus measured differently, for example using the 3-point estimator from Theorem 2.2. The deriving of 5-point time error estimator is based on main ideas from the proof of Theorem 2.2 using Lemma 3.1. given by (1.9):
where the space indicator is defined by (2.2) and the error indicator in time iŝ
with a constant C > 0 depending only on the mesh regularity in time, i.e. on max k≥0
.
Finally. h.o.t. (higher order terms) in (3.9) hide terms of order O(τ 3 ).
Proof. Rewrite scheme (1.6) as
for n = 0, . . . , N − 1 where f n h = P h f (t n , ·) and operator A h defined in (3.20). Taking a linear combination of instances of (3.11) at steps n, n − 1, n − 2 with appropriate coefficients gives 
We can now reproduce the proof of Theorem 2.2. In the following, we adopt the vector notation
where v = ∂u/∂t. Note that the first equation in (1.2) implies that
by taking its gradient, multiplying it by ∇ϕ and integrating over Ω. Thus, system (1.2) can be rewritten in the vector notations as
where
Similarly, Newmark scheme (1.7)-(1.8) can be rewritten as
and F n+1/2 = 0 f n+1/2 . The a posteriori analysis relies on an appropriate residual equation for the quadratic recon-
so that, after some simplifications,
Consider now (3.14) at time steps n and n − 1. Subtracting one from another and dividing by
Introduce the error between reconstructionŨ hτ and solution U to problem (3.13) :
or, component-wise
Taking the difference between (3.17) and (3.13) we obtain the residual differential equation for the error valid for t ∈ [t n , t n+1 ], n = 1, . . . , N − 1
(Ω) → V h is a Clément-type interpolation operator which is also a projection [3, 11] . Noting that (A∇E, ∇E) = 0 and
we get
Note that equation similar to (3.19) also holds for t ∈ [t 0 , t 1 ]
That follows from the definition of the piecewise quadratic reconstructionũ hτ (t) for t ∈ [t 0 , t 1 ]. Integrating (3.19) and (3.21) in time from 0 to some t * ≥ t 1 yields
and assume that t * is the point in time where Z attains its maximum and t * ∈ (t n , t n+1 ] for some n. For the first and second terms in (3.22) we have
Indeed, it follows from integration by parts with respect to time, see the proof of Theorem 3.2 in [7] . The third and the fourth term in (3.22) are responsible for the time estimator. We neglect the error at first 3 time steps, in other words we forget about the fourth term in (3.22) and do not take into account terms at time steps before t 3 . Thus the third term can be now written as
We now observe for t ∈ [t m , t m+1 ], m = 1, . . . , N − 1
and integrate by parts in time in the terms in (3.23) involving
The first two terms above will result in a contribution to the error estimator ∼ τ
while the remaining term is of a higher order. Thus the order of term h.o.t in error estimator (3.9) is
Thus noting the fact we obtain (3.10).
Finally we show the upper bound for 5-point time estimator at least for sufficiently smooth solutions, quasi-uniform meshes in space and uniform meshes in time. 
. Suppose that mesh T h is quasi-uniform and the mesh in time is uniform (t k = kτ ). Then, the 5-point time error estimatorη T (t k ) defined by (3.10) is of order τ 2 , i.e.η
with a positive constant C depending only on u, f , and the mesh regularity.
Proof. The result follows from Theorem 2.3 by using (3.12) and Lemma 3.1
Remark 3.5. Note, that as in the case for 3-point error estimator, the approximation of initial conditions and right-hand-side function is crucial for optimality of our time and space error estimators.
Numerical results

A toy model: a second order ordinary differential equation
Let us consider first the following ordinary differential equation
with a constant A > 0. This problem serves as simplification of the wave equation in which we get rid of the space variable. The Newmark scheme reduces in this case to
and the error become e = max
. 3-point and 5-point a posteriori error estimates ∀n : 0 ≤ n ≤ N simplify to this form:
We define the following effectivity indexes in order to measure the quality of our estimators
We present in Table 1 the results for equation (4.1) setting f = 0, the exact solution u = cos( √ At), final time T = 1, and using constant time steps τ = T /N . We observe that 3-point and 5-point estimators are divided by about 100 when the time step τ is divided by 10. The true error e also behaves as O(τ 2 ) and hence both time error estimators behave as the true error. In order to check behaviour of time error estimators for variable time step (see Table 2 ) we take the previous example with time step
where τ * is a given fixed value. As in the case of constant time step we have the equivalence between the true error and both estimated errors. We have plotted on k=3η T (t k ) compared to e. Table 3 contains the results for even more non-uniform time step ∀n : 0 ≤ n ≤ N τ n = 0.01τ * , mod(n, 2) = 0 τ * , mod(n, 2) = 1 (4.6) on otherwise the same test case. Note that in case when A = 100 and N = 19800 5-points error estimatorη T blows up, while 3-point estimator behaves as the true error. This effect is consistent with Theorem 2.2. Indeed, the constants in the bounds of this Lemma may depend on the meshes regularity in time.
Our conclusion is thus that for toy model classic and alternative a posteriori error estimators are sharp on both constant and variable time grids. Table 2 . Effective indices for variable time step (4.5) and f = 0. Table 3 . Effective indices for variable time step (4.6) and f = 0.
The error estimator for the wave equation on Delaunay mesh
We now report numerical results for initial boundary-value problem for wave equation with non-uniform time steps when using 3-point time error estimator (2.3, 2.5) and 5-point time error estimator(3.10). We compute two parts of the space estimator (2.2) in practice as follows:
7)
The quality of our error estimators in space and time is determined by following effectivity indices: (4.9) Thus, u is a Gaussian function, whose center moves from point (0.3, 0.3) at t = 0 to point (0.7, 0.7) at t = 1. The transport velocity 0.8t (1, 1) T is peaking at t = 1. We choose non-uniform time Table 4 . Note that this case is chosen so that the non-uniform time step is required, see Fig.2 . Referring to Table 4 , we observe that when setting initial time step as τ 2 ∼ O(h) the error is divided by 2 each time h is divided by 2, consistent with e ∼ O(τ 2 + h). The space error estimator and the two time error estimators behave similarly and thus provide a good representation of the true error. Both effectivity indices tend to a constant value.
We therefore conclude that our space and time error estimators are sharp in the regime of non-uniform time steps and Delaunay space meshes. They separate well the two sources of the error and can be thus used for the mesh adaptation in space and time. In particularly, 3-point and 5-point time estimators become more and more close to each other when h and τ tend to 0.
