We propose an interior point constraint generation (IPCG) algorithm for semi-infinite linear optimization (SILO) and prove that the algorithm converges to an ε-solution of SILO after a finite number of constraints is generated. We derive a complexity bound on the number of Newton steps needed to approach the updated µ−center after adding multiple violated constraints, and a complexity bound on the total number of constraints that is required for the overall algorithm to converge.
Introduction
In this paper we present an interior point constraint generation (IPCG) algorithm for problems with a linear objective function and exponentially large, or infinitely many, constraints. This class of problems essentially contains semi-infinite linear optimization (SILO) and convex optimization (CO); in particular, semidefinite optimization (SDO) and second-order cone optimization (SOCO).
Although there exist many efficient software packages based on polynomial interior point methods for convex conic optimization (such as SDPT3 (Toh et al. 1999) , SeDuMi (Sturm 1999 , SeDuMi 2003 , and CSDP (Borchers 1999) ), and based on low-rank factorization (such as SDPLR (Burer and Monteiro 2003) ), but we would still like to keep this class of problems within our domain as we develop this algorithm. While today's software packages perform extremely well on small to moderate size convex conic problems, they can't handle efficiently large-scale problems arising in various real-life applications. For example, a problem with a few thousand conic constraints of large size, say 10 4 , especially when dense, would be a challenging problem for classical primaldual interior point methods, and thus would require significant computation time to solve even by today's state-of-the-art software packages.
We present our algorithm in the context of SILO and prove its theoretical convergence and complexity in this general setting. We then implement the algorithm on SOCO models arising in max {b T y : a
where Ω is a compact set, b ∈IR m , a ω ∈IR m , and c ω ∈IR 1 , for ω ∈ Ω. This problem has been wellstudied in the literature and has numerous applications in engineering, healthcare and management.
See Goberna and Lopez (2002) for a theoretical survey and Lopez and Still (2007) for a more recent survey on this topic.
We propose a constraint generation build-up technique to solve problem (1), and show that a finite number of iterations is required to obtain an ε-optimal solution. The idea of this principle is that if a model is too large, or a function is too complex, it is better not to know it entirely, but to discover it as needed by intelligent queries (questions). Let
be the feasible region of problem (1), assumed to be compact. Consider a discretization of problem (1), where the feasible region is an outer approximation of F Ω , and is defined by a finite number of constraints:
where A ∈IR m×n is a full row rank matrix composed of column vectors a i 's and c ∈IR n is composed of scalars c i 's. Problem (2) is a relaxation of the original problem. Let us call it the dual problem.
The corresponding primal problem reads min c T x : Ax = b, x ≥ 0 .
The main idea of our algorithm is as follows: We start from problem (2) with only an artificial box constraint whose bounds (RHS) are dynamically updated. Using a point in the vicinity of the central path of problem (2), multiple violated (deep) constraints from F Ω are identified. The feasible region of the dual problem is updated by adding the violated constraints and the barrier function is simultaneously updated by reducing the barrier parameter. This is equivalent to adding Article submitted to ; manuscript no. (Please, provide the mansucript number!)
columns to primal problem (3). Then the strict feasibility for the new feasible region is recovered and the central path is updated. This process continues until the barrier parameter is small enough, i.e., the duality gap approaches to zero.
There are many algorithms in the literature based on cutting plane methods for SILO. See, for instance, Ferris and Philpott (1989) , Wu et al. (1998) , Li et al. (2006) , and Luo et al. (1999) .
The method that we describe in this paper is a variant of Luo et al. (1999) with major differences both from the theoretical and implementation viewpoints. There are three main theoretical enhancements. First, our algorithm adds violated constraints with no changes to the right hand side. In Luo et al. (1999) , when a violated constraint is identified, it is relaxed by changing its right hand side to make the current µ−center strictly feasible, which of course results in loss of information. We keep the violated constraints as deep as they are. Second, we extend the analysis to the case where multiple violated constraints are added simultaneously instead of adding one constraint at a time. Finally, at each iteration we update the barrier parameter together with updating the feasible region in the same step. All of these modifications contribute to the efficiency of the method as documented in the implementation section of this paper. We implement our algorithm to solve SOCO problems and show that our method outperforms primal-dual interior point methods on a class of large-scale problems.
We also derive two theoretical complexity results. After adding p violated constraints and simultaneously updating the centering parameter µ by µ
, we show that only O(p log(p + 1)) Newton steps are required to obtain a point in the vicinity of the new µ + -center.
We also show that our IPCG algorithm stops with an ε-solution to the SILO problem after adding at most
constraints, where δ is the radius of the largest full dimensional ball contained in F Ω , andp is the maximum number of constraints added simultaneously. We implement our algorithm to solve an optimization model arising in healthcare applications.
Specifically, we solve a set of sector duration optimization models which are a component of the is based on the intensity modulated radiation therapy (IMRT) treatment planning approach proposed by Aleman et al. (2008) . We implement our algorithm to solve the SOCO model developed by Ghaffari et al. (2009) , and use real patient data. Using 100 instances, we illustrate that on average our algorithm is over 7 times faster than a projected gradient algorithm on the original formulation of the sector duration optimization model.
We also compare the computational results of our algorithm with that of SeDuMi on the SOCO model of the sector duration optimization problem. Unfortunately, SeDuMi runs into numerical problems after a few iterations and stops with an error message. We suspect this failure is due to the nature of the application which is numerically hard. However, we show that our IPCG algorithm outperforms the classical primal-dual interior point methods on a certain class of large scale SOCO problems using randomly generated data.
Since the algorithm is presented in the SILO setting, we also test our algorithm on classical SILO problems selected from the literature. These tests illustrate the convergence behavior of our algorithm in terms of the number of iterations that it takes for the upper and lower bounds to approach the optimal value with a high precision.
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The paper is organized as follows: Section 2 presents preliminaries and some technical lemmas that are needed throughout this paper. In Section 3, we describe our IPCG algorithm in detail.
Complexity of recovering the µ−center and complexity and convergence of the algorithm are given in Sections 4 and 5, respectively. In Section 6, we present our computational experience with the sector duration optimization model for Perfexion TM treatment planning. In Section 7, we compare our numerical results with that of SeDuMi on randomly generated problems, and illustrate the performance of our algorithm on a set of classical SILO problems.
Preliminaries
We denote the primal, dual and primal-dual feasible regions of the discretization problem by F p , F d , and F, respectively:
Let µ > 0 be the barrier parameter. The corresponding barrier functions read as
Due to the one-to-one correspondence between y and s in F d , we drop the argument y from the barrier function. The unique minimizer of ϕ(x, s, µ) over F, denoted by (x(µ), s(µ)), is a point on the central path, and it satisfies the primal-dual feasibility and the centering condition xs = µe, where xs is the Hadamard product of x and s, i.e., it is an n-vector composed of x i s i , and e ∈ R n is the vector with all its components equal to 1. We also call this point the µ-center. For the µ-center
A θ-approximate µ-center (x,s) is a point in the vicinity of the central path that satisfies
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We now state some technical lemmas that are needed throughout this paper. The proofs of those lemmas that are not given here can be found in interior point methods books, such as Roos et al. (1997) , Ye (1997b), and den Hertog (1994) .
Lemma 1 Let z ∈IR n , and z < 1. Then
where ψ(z) = e T z − n j=1 log(1 + z j ), and φ(α) = α − log(1 + α).
Lemma 2 If z ∈IR n and z ∞ < 1, then
Lemma 3 Let (x,s) be a θ-approximate µ-center. Then
Moreover if µ + = (1 − η)µ with 0 < η < 1, then
Corollary 4 For n ≥ 2, η = 1 9 √ n , and arbitrary θ ≤ 1/4, one has xs µ + − e ≤ 0.40.
Interior point constraint generation algorithm
In this section we present our IPCG algorithm for solving problem (1). We make the following assumptions:
Assumption 1 The set Ω is compact, and the mappings t → a t and t → c t are continuous in t.
Assumption 2 The feasible region F Ω contains a δ-radius full dimensional ball.
Assumption 3 F Ω is contained in the unit cube [0, 1] m , and all m-vectors b and a t are normalized.
Assumption 1 is made to ensure that the optimal solution of the constraint generation algorithm coincides with that of problem (1) (see Lemma 6). Assumption 2 is needed to establish a bound on the number of constraints, and Assumption 3 is a scaling assumption that will help to keep the complexity bound simple.
We now describe the algorithm. Letȳ be a point in the vicinity of the central path of F d (see (4)) andā T j y ≤c j , for j = 1, . . . , p be p constraints in F Ω such thatc j <ā T jȳ . The feasible region of the updated discretization therefore reads as
whereĀ ∈IR m×p is composed of the p column vectorsā i 's andc = (c 1 ; . . . ;c p ). Let µ + = (1 − η)µ be the updated barrier parameter for a later-specified value 0 < η < 1. The task is now to find a point in the vicinity of the central path of the updated discretization, close to the µ + -center of 
where
, where X is a diagonal n × n matrix with the components of vector x as its diagonal elements. Also defined
Notice that sinceĀ Tȳ −c > 0, andt > 0, thend > 0. Let α < 1 − θ be fixed. We consider two cases:
1. Moderately deep constraints:d < αe. In this case we show that all violated constraints cross the Dikin ellipsoid aroundȳ, and the dual feasibility can be recovered using the current pointȳ.
2. Very deep constraints: There exists a constraint for whichd i ≥ α. In this case, dual feasibility cannot be recovered. We show that one can recover feasibility in the primal space
and obtain the new µ + -center using the primal barrier function. The concept of shallow and deep cuts was first introduced in the context of analytic center cutting plane method by Goffin and Vial (1999) .
Lemma 5 Let F p and F d be the primal and dual feasible regions of the discretization problem, respectively. Let µ be the barrier parameter, and (x,s) be a point in the vicinity of the central path that satisfies (4). Let p violated constraintsĀ T y ≤c be added to
where the p-vectort −1 is the component-wise inverse of vectort. Then s + = (s + α∆s;r) is strictly
Proof: A similar lemma is presented in Goffin and Vial (2000) for multiple cutting plane algorithm where µ = 1 andd = 0. The directions ∆x and ∆s defined in this lemma are similar to those of Goffin and Vial (2000) . Therefore, to some extent, their proof remains valid here. In particular,
A(∆x) +Āt = 0 is obtained by construction. Also, the strict feasibility of the updating directions
x + α∆x > 0 ands + α∆s > 0 are obtained by Lemma 7 below, and by the fact that α < 1 − θ.
We prove thatĀ T y + +r =c andr > 0. Notice that A T (ȳ +∆y)+s+∆s = c, implies A T ∆y = −∆s
and from the KKT optimality conditions of problem (5), we havē
=c.
Now sinced < αe, we haver > 0.
Lemma 5 shows that if the violated constraints are moderately deep, then Newton's method can be initiated from x + and s + to obtain a point in the vicinity of the new central path. In the next section we derive a bound on the number of Newton steps required to update the µ + -center.
When there is at least one very deep inequality, dual feasibility cannot be recovered because it is not clear how far the constraint is away from the Dikin ellipsoid. In this situation one can still recover primal feasibility by using x + and Newton's method can be applied in the primal space to update the µ + -center. This procedure is repeated until the barrier parameter µ falls within the desired accuracy.
The next lemma, due to Luo et al. (1999) , shows that the constraint generation algorithm delivers an ε-optimal solution for problem (1).
Lemma 6 Let ε > 0 be given. Under Assumption 1, ifȳ ∈ F Ω is in the vicinity of µ <
y is an ε-maximizer of problem (1).
We now formally present our algorithm.
, θ = 0.25 and k = 1.
Step 1.
Step 2.
Step 3. Computet from (5) andd from (6).
Step 4.1.Ifd < αe, then use s + to start a dual Newton procedure to obtain s k , and define
Step 4.2. Otherwise, use x + to start a primal Newton procedure to obtain x k , and define
Step 5. k=k+1.
End 4. Complexity of recovering the µ-center
In this section we derive a bound on the number of Newton steps that is required to obtain a point in the vicinity of the µ + -center when all violating constraints are moderately deep.
First, we recall a lemma from Goffin and Vial (2000) :
Lemma 7 For directions ∆x and ∆s in Lemma 5, we have
We also need the following technical lemma:
Lemma 8 Let (x,s) be a θ-approximate µ-center. Then
Proof: In view of Lemma 2, the first inequality is straightforward. Let us prove the second inequality. Since (x,s) is in the vicinity of the µ-center, from Lemma 2 we have
The second inequality follows from Corollary 4 and
The third inequality implies from the second one.
Notice that the bounds on the primal-dual barrier function in Lemma 8 are also valid for the primal and the dual barrier functions. The following corollary simplifies these bounds for some given values.
Corollary 9 For n ≥ 2, η = 1 9 √ n , and arbitrary θ ≤ 1/4 we have
Proof: Since 0 < η < 1, we have
For η = 1 9 √ n and n ≥ 2, the bound simplifies as follows
The proof follows by the assumption θ ≤ 0.25. Now we establish an upper bound on the primal barrier function at (x + , µ + ).
Lemma 10 Let (x,s) be a θ-approximate µ-center, µ + = 1 − 1 9 √ n µ, and all the violated constraints are moderately deep, i.e.,d < αe. Then for α < 1 − θ and 0 < θ ≤ 1/4, one has
log αt j + 0.40.
Proof:
The primal barrier function at (x + , µ + ) reads
On the other hand,
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In view of (6) one hasc
whereD is a diagonal matrix composed by vectord. Thus, the term in brackets in (9) reads as
and using the Cauchy-Schwartz inequality we have
Now, from (10), Corollary 4, Lemma 7, and the assumption that µ ≤ 1, we have
The proof follows from (8).
Notice that sinced > 0, the term e Td can be eliminated from the bound in Lemma 10. We now bound the dual barrier function.
Lemma 11 Let the assumptions of Lemma 10 be satisfied. Then
Proof: Observe that
Now since α < 1 − θ, in view of Lemma 1 and Lemma 7 we have
On the other hand,x
where the last inequality is due to Corollary 4 and Lemma 7.
We now present the main result of this section.
Theorem 12 Let (x,s) be a θ-approximate µ-center, µ + = 1 − 1 9 √ n µ, and all the violated constraints are moderately deep. Moreover, letd < (α/2)e. Then for α < 1 − θ and 0 < θ ≤ 1/4 we have
Proof: Adding inequalities in Lemma 10 and Lemma 11 gives
From (7) we have
where the inequality is valid becaused j < α/2, for j = 1, . . . , p. Thus,
and from Lemma 8 and Corollary 9, we have
The proof follows from (11).
Note that at each iteration of the Newton method the barrier function is reduced by a constant amount. Therefore, Theorem 12 shows that after adding p moderately deep constraints and simultaneously updating µ, only O(p log(p + 1)) Newton steps are required to obtain a point in the vicinity of the new µ + -center. We remark that the assumption µ ≤ 1 has been made only to simplify this bound. If µ > 1, the complexity changes to O(p log(µp + 1)).
Complexity analysis and convergence
The complexity analysis and convergence of Algorithm 1 is presented for the general case. Let A T y ≤c be the p violated constraints such thatc <Ā Tȳ . In this section, we do not differentiate between moderate and very deep constraints. for simplicity we treat all constraints as deep. This approach covers the worst case behavior of our algorithm.
Lemma 13 For n ≥ 2, η = 1 9 √ n , θ = 0.25 and α = 0.50, we have
where v ∈IR p is composed of the diagonal elements of matrix V as defined in Section 3.
Proof: First observe that
and from Lemma 10 we have
Now, from Corollary 9 we have
log αt j − 0.50.
On the other hand, Goffin and Vial (2000) prove that
Therefore,
The proof follows by substituting θ = 0.25 and α = 0.50.
Lemma 13 establishes a bound on the optimal value of the updated dual barrier function after adding p deep constraints and updating µ. Notice that inequality (12) derived in this lemma is the same inequality that was derived for central cuts by Ye (1997a) , and Goffin and Vial (2000) . Here, we simply ignore e Td > 0 from the bound because we do not have any information on the depth of the cut. However, in practice, having deep constraints are beneficial in the sense that a feasible solution to the original problem is reached faster when constraints are added with no changes to their right hand side.
Lemma 14 At the kth iteration of the algorithm, let µ k ≤ µ 0 := 1, n k := n 0 + n p := 2m + k i=1 p i , and
where p i 's are the number of deep constraints added at iteration i. Then
where δ is the radius of the full dimensional ball contained in F Ω .
Proof: The right hand side inequality follows from Lemma 13
and the fact that
where the inequality is due to b ≤ 1, as presented in Assumption 3.
To prove the left hand side inequality, let (y c , s c ) be the center of the δ-ball. Then s
, for all i = 1, . . . , 2m + n p . Also from Assumption 2, since F Ω is contained in the unit cube, we have y ∞ ≤ 1. Therefore, at the kth iteration
The lemma now follows from ϕ
The following lemma is due to Ye (1997a) .
We now present the main theoretical result of this paper:
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constraints, the IPCG algorithm stops with an ε-solution to the SILO problem.
Proof: From Lemma 14 we have
Since p ≥ 1 and n k ≥ n p one has
where (13) is due to the Geometric Mean Inequality, and (14) is due to Lemma 15. Notice that inequality (14) is valid at each iteration of the IPCG algorithm. Therefore, a feasible solution in the δ-ball is obtained when this inequality is violated. That is,
On the other hand, from Lemma 6, an ε-solution of the original problem is reached when
holds. The proof now follows from this inequality.
Gamma Knife r Perfexion TM treatment planning
In this section we implement our algorithm to solve the sector duration optimization problem for latest model of Gamma Knife r treatment units, known as Leksell Gamma Knife r Perfexion TM , developed and maintained by Elekta, Stockholm, Sweden (http://www.elekta.com/). The Leksell Gamma Knife r Perfexion TM radiosurgery provides several technological advancements to the Gamma Knife r unit which greatly increases its treatment accuracy.
Gamma Knife r is a highly specialized unit that provides treatment of brain tumors and lesions wherein. Individual proton beams from several directions are directed into the brain tumor or malformation, also known as the gross tumor volume (GTV). The size and dose intensity of each of these beams can be controlled independently of the other beams. The focal point of all of these beams is called the isocenter. A simultaneous collection of beams pointed at a particular isocenter is called a shot. Several shots are placed inside the target region at different isocenters, and sufficient radiation dose in those shots eliminates the tumorous cells. The neurosurgeons and the radiation oncologists plan the treatment by determining the isocenters (where the radiation shots should be centered), and the dose intensity (radiation duration at an isocenter).
The dose is calculated by discretizing the patient into several cubes, called voxels (volume pixels).
The desired amount of dose delivered to each voxel is determined by clinicians. The purpose of the sector duration optimization problem, given a set of isocenters, is to achieve that desired dose.
Although we can use our method to solve the sector duration optimization problem, optimally locating the isocenters is not trivial. Physicians traditionally rely on their experience and judgment in determining the isocenter locations, which may lead to a non-optimal treatment plan. The ideal plan is to deliver a high dose of radiation to the malformation within the brain in such a way that the damage to the healthy tissues surrounding it is minimized.
In the Perfexion TM units, each beam originates from one of eight sectors spaced around the patient. Unlike older Gamma Knife r machines, it has unlimited access to cranial volume, fully automated couch positioning capability, and fully automated sector selection. It also has the capability of delivering different beam sizes in different sectors.
Mathematical models for Gamma Knife r treatment planning have been well-studied in the literature. See, for instance, Lim and Lee (2008) and Ganz (1997 We implement the algorithm developed in this paper to solve the sector duration optimization arising in Perfexion TM treatment planning as proposed in Ghaffari (2009) , and test it using real patient data. All the test problems were done on a desktop computer using Intel(R) Core(TM)2
Quad CPU 2.66 GHz processor with 4 GB RAM.
Sector Duration Optimization Model
Sector duration optimization is the problem of finding the optimal shot shape for a given set of isocenters. The shot shape is determined by the amount of time each sector delivers radiation at each of the three available beam diameter sizes (4mm, 8mm, or 16mm). This problem essentially minimizes the damage to the healthy tissues around the tumor. The model that we use here is based on the fluence map optimization model presented by Aleman et al. (2008) . In this model, each voxel is assigned a penalty related to the amount of under or overdosage it receives. The penalties are weighted according to the structure to which the voxel belongs so that some structures can be given priority over other structures. Similarly, the penalties for underdosing may be different from the penalties for overdosing so that the optimization model has a preference for certain structure dose. The sector duration optimization model is to minimize the total penalty in the treatment plan.
In the following formulation, S is the set of structures, v s is the number of voxels in structure s, T s is the threshold (desired) dose level for structure s, B is the set of sectors, C is the set of feasible sector sizes, I is set of feasible isocenters, t Ibc ≥ 0 is the time (sec) of radiation delivery at isocenter I ∈ I from sector b ∈ B with size c ∈ C (decision variable), D Ibcjs is the dose deposition coefficient for radiation delivered at isocenter I ∈ I from sector b ∈ B with size c ∈ C to voxel j = 1, . . . , v s in structure s ∈ S, and z js is the total dose received by voxel j = 1, . . . , v s in structure s ∈ S in the treatment plan.
For a given finite set of isocenters Θ ⊆ I,
is the penalty function for the dose z js received by voxel j in structure s and v s is the number of voxels in structure s. w s , w s , T s are weighting parameters used to influence the quality of the treatment plan.
One approach to solve problem (15) is the projected gradient method. This method is based on the projection of a descending direction into the feasible set. However, as we see in our computational results, the projected gradient algorithm can get into zig-zag situations which result in very slow convergence. Since functions F s are quadratic convex functions, Problem (15) is a convex problem with only non-negativity constraints. Thus one can reformulate it into an SOCO:
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that receive significant dose are visible in this figure. We use marked lines to differentiate the curves. The DVH in this figure shows that more than 70% of the brainstem receives more than the prescribed dose, which will kill the brainstem.
We first solved problem (15) using the projected gradient method and stopped the algorithm when the relative improvement of the objective value fell below 1E-8. Figure 2 shows the final dose distribution on the PTV, GTV and brainstem produced by projected gradient algorithm. The solution time in this case is 47 minutes with an objective function value 1.7769.
We then implemented our IPCG algorithm to solve the equivalent model (17). In this instance the dimension of the dual space is m = 250, the number of linear constraints is 240, and since we The optimal treatment plan produced by IPCG algorithm have 10 isocenters, there are 10 second-order cones. Dimensions of the second-order cones are 6084, 5741, 160, 1337, 163, 1590, 18301, 775, 7179, and 8358 . Figure 3 shows the final dose distribution on the PTV, GTV and brainstem and the optimal treatment plan produced by our constraint generation algorithm. The solution time in this case is only 11 minutes with more accurate objective value 1.7316 (improvement of approximately 3%).
We also solved (17) using SeDuMi. The coefficient matrix in SeDuMi is a sparse 49,678 by 49,929 matrix. After 30 iterations and 13 minutes, SeDuMi ran into numerical problems and stopped with this error message: "No sensible solution found". As a matter of fact, SeDuMi gives a solution which is not too far from optimal, but it cannot compute the optimal solution with high precision.
We tested many other instances with different number of isocesnter, but the result was the same.
This might be due to the fact that the sector duration optimization problems are numerically hard in nature (personal communication with Polik (2009) ).
The time advantage of the IPCG algorithm over the projected gradient algorithm is significant.
We compared the two algorithms using 100 instances of 15 randomly placed isocenters, and mea- The time comparison between the IPCG algorithm and the projected gradient algorithm on 100 instances with 15 isocenters mean solution time of the IPCG algorithm is only 22 minutes. Consequently we may conclude that on average our algorithm is over 7 times faster than the projected gradient algorithm when solving these radiation therapy treatment planning problems. Additionally our algorithm returns a more accurate solution which is vital for this type of application.
More computational experience
In this section we present some additional computational results to illustrate the behavior of our interior point constraint generation algorithm. We test two sets of problems. First we show the convergence behavior of the algorithm on some classical SILO problems selected from Coope and Watson (1985) , and then we show the power of our algorithm on a class of SOCO problems using randomly generated data.
In the following examples we solve an optimization problem of the form
where g(y, ω) is a linear function of y for a given ω in the compact set Ω.
To solve this form of problem with our IPCG algorithm, we need to convert problem (18) to the form of problem (1). To do this, at each iteration an oracle is used to discretize Ω and identify multiple violated constraints using a random search. The violated constraints are then added to the relaxation problem as new constraints and the µ + −center is updated.
At each iteration of the algorithm, therefore, we deal with a relaxation problem (2), and its corresponding primal problem (3), which is a restricted form of the primal of the original problem.
Solving this problem using our IPCG algorithm yields the optimal solution y * = (0.089073; 0.423147; 1.0450756) and the optimal objective value b T y * = −0.6490412. This figure illustrates that IPCG algorithm quickly approaches the optimal value with a reasonable duality gap. Observe that a good approximation of the optimal solution is achieved in less than 40 iterations. However, to get a high precision (10 −8 ) solution, we let the algorithm run for 90 iterations.
Notice that since the feasible region of problem (3) is also feasible for the primal of the original problem, c T x at the µ−center always gives an upper bound for the optimal objective value, that is, the upper curve never crosses the optimal value line. However, this is not true for the lower curve.
This curve is obtained by evaluating b T y, the objective value of the dual problem at a feasible point of the relaxation. Therefore this point is not necessarily feasible for the original problem, which is why the lower curve may cross the optimal value line in the early iterates. Convergence behavior of IPCG algorithm on Example 2 to 10 −8 precision and the optimal objective value is b T y * = −2.4338899. The convergence behavior of this problem is shown in Figure 6 . 4] , and
elsewhere . Notice that in Figures 5-7 the lower and upper curves are not monotonically approaching each other when the current iterate is far from the optimal solution. This phenomenon is due to the fact that these bounds are computed by evaluating the objective functions of the relaxed dual problem and its corresponding primal problem at the current µ−center. When violated constraints are identified, the feasible region of the relaxed dual is updated by adding new constraints. Since this problem is not solved to optimality, but evaluated at the µ + −center, the value of the objective function is unpredictable at early stages of the algorithm. However, as we get closer to the optimal solution of the original problem, the fluctuations decrease and the lower and upper curves become lower and upper bounds on the optimal objective value, and finally they approach the optimum value monotonically.
As the second large-scale test set, we implement our algorithm to solve SOCO problems using randomly generated data. Consider the following SOCO:
where b is a non-zero vector in R m , l b < u b are real vectors indicating lower and upper bounds of y respectively, and L n is an n−dimensional Lorentz Cone, defined by:
The bound constraints l b ≤ y ≤ u b are added to ensure bounded feasible and finite optimal objective value. We use the MATLAB function randn.m to generate data for matrices A j and vectors c j from a normal distribution with mean zero and standard deviation one. We let
to ensure feasibility.
At each iteration of the constraint generation algorithm an oracle is called to return an outer approximation of the violated second-order cone constraints. This is obtained by computing the gradient of the constraint functions at the current µ−center. If no violated constraint is detected the algorithm is continued by updating the centering parameter. Our oracle uses a random search for identifying violated constraints. This technique works well when the number of cones (k) is relatively small. Note that a more efficient technique is needed to detect violated constraints for problems with large number of conic constraints. Tables 1 and 2 show the numerical results of this experiment. Each row shows a different random problem with characteristics given in the first two columns: k, the number of second-order cone constraints in problem (19) andn, the size of each cone, respectively. The column under "cuts"
reports the number of gradient inequalities needed to add until the optimal solution is reached.
The next pair of columns in Table 1 duality gap at the final solution. The CPU times needed to achieve these values by IPCG algorithm and SeDuMi, rounded to the nearest integer in seconds, are reported in the last two columns of these tables. For our algorithm we report IPCG/Oracle to report the CPU time of the whole algorithm and the CPU time of the oracle.
A close study of these results reveals that our IPCG algorithm outperforms the classical interior point methods when we deal with problems with a large number of conic constraints of large size, when m, the dimension of y, is relatively small. Except for the last two instances of Table 2, our algorithm outperforms SeDuMi in terms of CPU time. However, it should be mentioned that primal-dual interior point methods, and in particular SeDuMi, are superior to our interior point constraint generation algorithm for problems with small to moderate values of k, n, and m. Oskoorouchi and Goffin (2007) and Oskoorouchi and Mitchell (2008) ). As m increases, the algorithm returns to its traditional performance. This is the reason that in Table 2 , we run the test problems to only three digits of accuracy. In this table, we show that our algorithm can reach an approximate solution with reasonable precision faster than SeDuMi.
A disadvantage of our algorithm is that it requires the value of m to be relatively small. When the dimension of this space is large, the IPCG algorithm is required to add too many constraints before the desired accuracy is reached. Also the IPCG/Oracle data in Table 2 shows that a substantial portion of the CPU time is consumed by the oracle in the random search. Clearly, a more efficient search could reduce this time and consequently enhance the performance of our algorithm.
Conclusions and future research
We presented an interior point constraint generation algorithm for semi-infinite linear programming and showed that the algorithm converges to an ε-solution after a finite number of iterations. We constraints, where δ is the radius of the largest full dimensional ball contained in F Ω , andp is the maximum number of constraints added simultaneously.
We implemented our algorithm to solve the sector duration optimization model of the Gamma Knife r Perfexion TM treatment planning problem and showed that our algorithm can efficiently handle real-life problems in healthcare applications.
We also illustrated the convergence behavior of our algorithm on some classical SILO problems and reported numerical results by implementing it on SOCO problems. We showed that our IPCG method outperforms classical primal-dual interior point methods on problems with a large number of conic constraint, of large size, when m, the dimension of y, is small.
There are a number of directions we can take to continue this research in the future. The sector duration optimization model is one component of the Perfexion TM treatment planning. Another component of treatment planning is isocenter optimization which determines the optimal locations of isocenters. As an immediate extension, our algorithm can be modified to solve the isocenter optimization model. This work is currently in progress.
The algorithm that we described in this paper has the potential to be combined with branchand-cut algorithms and to be implemented to solve mixed integer conic programming problems. An efficient technique for problems of this kind is the use of outer approximation of the second-order cone constraints. See, for instance, Bonami et al. (2008) and Abhishek et al. (2008) . The main reason to use polyhedral approximation is the opportunity to have a warm start in the branch-andbound algorithm after adding an integer cut. Ben-Tal and Nemirovski (2001) develop a polyhedral approximation for second-order cone optimization that is used by Vielma et al. (2008) in their approach to mixed integer conic programming.
The advantage of this approximation is that it is computed once and used at every relaxation node. However, this approximation, although tight, yields an LP with a large number of constraints and variables. For example the polyhedral approximation of a single second-order cone of dimension 4, creates an LP with over 10,000 variables and 22,000 constraints (with high precision). This could be costly for ILOG CPLEX, especially when the number of cones and their dimensions are large.
We see a potential advantage of our algorithm in solving a class of mixed conic integer programming problems. At each node of branch-and-cut algorithm, a conic optimization relaxation is formed. In this paper we showed, using an outer approximation, that we can efficiently solve a class of SOCO problems. Given that the algorithm works by gradually generating constraints, an integer cut could be treated as a new added constraint in the solution process of our algorithm.
This could potentially be an efficient process in the frame of branch-and-cut algorithms. We intend to explore these avenues in our future research.
