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Abstract
This thesis presents a number of novel computational methods for the analysis and
design of protein-protein complexes, and their application to the study of the interac-
tions of phosphopeptides with phosphopeptide-binding domain interactions. A novel
protein-protein interaction type, the action-at-a-distance interaction, is described in
the complex of the TEM1 P-lactamase with the 3-lactamase inhibitor protein (BLIP).
New action-at-a-distance interactions were designed on the surface of BLIP and com-
puted to enhance the affinity of that complex. A new method is described for the
characterization and prediction of protein ligand-binding sites. This method was used
to analyze the phosphoresidue-contacting sites of known phosphopeptide-binding do-
mains, and to predict the sites of phosphoresidue-contact on some protein domains
for which the correct site was not known. The design of a library of variant WW
domains that is predicted to be enriched in domains that might have specificity for
"pS/pT-Q" peptide ligands is detailed. General methods for designing libraries of
degenerate oligonucleotides for expressing protein libraries as accurately as possible
are given, and applied to the described WW domain variant library.
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Chapter 1
Introduction
Phosphoproteins are of tremendous importance in eukaryotic cellular signaling and
regulation. Protein kinases are the 3rd most common family of protein in the human
genome, with 575 members [1]. It has been estimated that 30% of human proteins
are substrates for these kinases [2], with resulting effects in nearly every aspect of
biology.
Protein kinases generate phosphopeptides and
phosphoproteins
Protein kinases catalyze the transfer of a phosphate moiety from ATP to a protein.
Although other residues can be phosphorylated, the vast majority of stable protein
phosphorylations in eukaryotes occur on the hydroxyl moiety of serine, threonine, and
tyrosine amino acid side chains. An analysis of several eukaryotic genomes suggests
that 75% of eukaryotic kinases phosphorylate serine and threonine residues, while
the remaining 25% are tyrosine-specific [3]. Phosphorylation of proteins by protein
kinases is regulated at several levels. First, the kinase and potential ligand must be
co-localized in the cell. Second, the kinase must be in an active form. The catalytic
domains of most protein kinases share a similar active state conformation, but are
often activated by a conformational change from a less similar inactive state, driven by
a variety of mechanisms [reviewed in 4]. These mechanisms include phosphorylation of
the kinase itself on a flexible "activation" loop [5-7], inter- or intramolecular allostery
[8-10], and release of an intramolecular substrate-competitive inhibitor sequence [11-
15]. It has been noted [4] that the diversity among kinase domain inactive state
conformations lends itself to the design of kinase inhibitors that function specifically
by stabilization of the kinase-specific inactive states, as the anticancer drug Gleevec
does in the case of the Abl kinase [16, 17], rather than less specifically by obstructing
the relatively well-conserved nucleotide-binding site. Finally, kinase activity is also
regulated by recognition of substrate amino acid sequence surrounding the phosphate
receptor side-chain [18].
In general, the experimental demonstration that a particular protein kinase phos-
phorylates a particular protein substrate is onerous. There are three generally-
accepted requirements [19]. First, the kinase must be capable of phosphorylating
the putative substrate in vitro with physiologically relevant K, and vx. Second,
the substrate must be phosphorylated in vivo at the same amino acid side chain in
response to a signal that activates the protein kinase. Finally, since there are kinases
that share both activating signal and substrate specificity, the substrate should be
shown not to be phosphorylated when the kinase of interest is specifically inactivated,
either chemically, genetically, or at the transcriptional or translational level. Because
of the difficulty of such a characterization, experimental tools have been developed
for generating hypotheses connecting phosphoproteins and kinases.
Identifying the products of a kinase of interest
There are two families of techniques for identifying potential downstream products
of an individual kinase. The first is direct: individual proteins are identified that
are phosphorylated, generally in vitro, as a response to the activity of a kinase of
interest. The laboratory of Kevan Shokat has made notable advances in this area,
designing variant kinases that accept as a phosphate donor a radiolabeled analog of
ATP that does not interact with wild-type kinases [20-23]. The analog is added to cell
lysates, and radiolabeled proteins, putatively phosphorylated by the variant kinase,
are subsequently identified. Other "direct" approaches include affinity reagents such
as phosphomotif antibodies that can be used in some cases to purify phosphorylated
peptides and proteins [24-26] for identification. A number of other techniques exist
for querying the phosphorylation state of the proteome more globally that can be
used to generate hypothetical kinase-substrate relationships [27] for further testing,
including 2-D gel electrophoresis, and mass spectroscopy.
The second set of techniques is more indirect. A motif-based characterization of
the substrate sequence specificity of the kinase is generated, and that characterization
is used to search a protein sequence database to generate hypotheses. Phosphoryla-
tion motifs have been determined by peptide library screening [28, 29], in which a
pool of degenerate peptides containing a fixed, or "oriented", serine, threonine, or
tyrosine is exposed to a kinase, and the phosphorylated subset of the pool is puri-
fied by chromatography and batch sequenced to provide a consensus sequence. In
a modification to this technique, libraries of degenerate phosphopeptides have been
spotted on membranes, and exposed to a kinase of interest and radiolabeled ATP
[30]. The spotting allows for parallelization; libraries can be searched with every
amino acid fixed at every positon relative to the fixed phosphate acceptor residue in
a high throughput manner. In an alternative approach, peptide libraries have been
immobilized on beads, exposed to a kinase, and then sorted by FACS after incubation
with a phosphospecific fluorophore [31]. Libraries containing fusions of peptides to
the mRNAs that encode them have also been screened by immunoprecipitation with
a phosphospecific antibody, followed by analysis on a cDNA microarray [32].
Once the phosphorylation motif for a particular kinase is determined, database
techniques can be applied to scan the set of known protein sequences for matches,
which can all be considered for further testing as putative kinase targets. The method
of Yaffe et al. [33, 34], implemented in the Scansite program, scores potential phos-
phorylation sites by matching protein sequences against a matrix of kinase motif
selectivity values generated by library screening, and provides a measure of statistical
relevance by percentile-ranking the site in question among all potential sites in known
protein sequences. It is possible to discover a great number of leads for experimental
validation quickly in this manner, though the identification of motif sequences by a
database search provides no direct experimental evidence for the phosphorylation of
target proteins.
Identifying the kinase generating a site of interest
There is, to date, no method of identifying the kinase responsible for a phospho-
rylation of interest from the entire kinome without some prior hypothesis. Such a
hypothesis can be generated based on knowledge of what kinases are active under the
circumstances and in the location in which the site of interest is phosphorylated, on
knowledge of what kinases have motif specificity compatible with the phosphorylated
sequence [33, 34], or on knowledge of what antagonists inhibit the phosphorylation
of interest.
In vivo function of protein phosphorylation
Induction of conformational change
The steric bulk and strong anionic charge of the phosphate ion can prompt a con-
formational change in a peptide upon phosphorylation. The first known example of
conformational change as the effect mechanism of phosphorylation was in the protein
glycogen phosphorylase [35]. Phosphorylation of glycogen phosphorylase at residue
serine 14 prompts a local conformational rearrangement that leads to large-scale al-
losteric shift of both the monomeric and multimeric protein structure, resulting in the
activation of the enzyme. The activities of some protein kinases, including IRK [5, 36]
and the MAP kinases ERK2 [6] and p3 8 [37] are also regulated by a phosphorylation-
dependent conformational change in the kinase activation loop, again resulting in a
conformational change that results in enzyme activation.
Generation of a docking site for a phosphopeptide-binding do-
main
Rather than a conformational change, it is possible for protein phosphorylation to
affect protein function by the creation of a binding site for a phosphopeptide-binding
domain [see 38-42, for reviews]. Generally, phosphopeptide-binding domains have
specificity for a phosphorylated amino acid, as well as at least partial specificity for
some amino acids in a short sequence motif surrounding the phosphorylated residue.
In 1990, it was recognized in the research groups of Tony Pawson and Hidesaburo
Hanafusa that a noncatalytic domain conserved among several tyrosine kinases, in-
cluding Src, Abl, and Fps, was responsible for binding to receptor tyrosine kinases, in
a manner directed by the autophosphorylation of those kinases [43-47]. This domain,
named the "Src homology region 2", or SH2 domain, was the first discovery of a
growing number of proteins and protein domains that bind phosphorylated proteins
and peptides through a short sequence motif in the surrounding amino acids. An
energetics-based analysis of the SH2 domain of the proto-oncogenic tyrosine kinase
Src, showed that half of free energy of binding of a high-affinity peptide came from
binding the phosphotyrosine itself, and that the rest of the peptide conferred the
other half [48]. The next domain to be characterized, the PTB, or "phosphotyrosine-
binding" domain [49, 50], was also shown to bind phosphotyrosine-containing pep-
tides specifically, though with differences in the surrounding motif. It was thought for
some time later, therefore, that while tyrosine phosphorylation could result in either a
conformational change, or the generation of a phosphotyrosine-binding protein dock-
ing site, phosphorylated serines and threonines acted solely through conformational
change.
This changed with the identification of the ubiquitous 14-3-3 proteins as a phos-
phoserine binding domain in 1996 [51, 52]. There are 7 genetically distinct mammalian
14-3-3 isotypes, with a great deal of sequence similarity [53]. More than 50 substrates
for members of the family have been identified to date, with wide-ranging effects.
Since the discovery of the capacity of 14-3-3 to bind phosphopeptides, a number of
other phosphoserine- and phosphothreoinine-binding domains, including the WW do-
main [54] of the phosphodirected proline isomerase Pin1 [55], the FHA domain [56],
the Polo-box domain [57], and the BRCT domain [58] have been identified. It seems
certain that more domains remain to be found. In particular, the existence of the
W•W domain, a family of peptide binding domain within which only a subset are
phosphospecific, seems to indicate that perhaps even modular domains that are al-
Table 1.1: Phosphopeptide-binding domains and their specificities.
Domain Example Specificity Reference
SH2 Src pY-E-E-I [59]
PTB SHC N-P-x-pY [60]
14-3-3 14-3-3 ( R-(S/Ar)-X-(pS/pT)-X-P [52]
R-X-(Ar/S)-X-(pS/pT)-X-P
Group IV WW Pinl (pS/pT)-P [54]
FHA Rad53 FHA1 pT-X-X-D [61]
WD40 /3-TrCP D-pS-G-X-X-pS [62]
MH2 Smad2 S-pS-M-pS-COOH [63]
Polo-box Plk1 S-(pS/pT)-P [64]
BRCT BRCA1 (pS/pT)-X-X-(F/Y) [58]
ready known, such as the SH3 and PDZ domains, will eventually be shown to have
some phosphospecific members.
The phosphopeptide-binding domains that have been discovered have disparate
specificities, and differing modes of phosphate coordination. A list of the known
phosphopeptide-binding domains, and their canonical specificities, is given as Ta-
ble 1.1. Several phosphopeptide-binding domain structures are shown in Figure 1.1,
showing the lack of similarity in the structure of the domains, both in the global fold
and in the mechanism by which phosphopeptides are bound.
A number of roles have been discovered for phosphopeptide-binding domains in
a range of important biological processes from apoptosis to cell-cycle control and
differentiation. Some of the isoforms of the phosphopeptide-binding protein 14-3-3
exert a tumor-suppressing function in the DNA damage pathway by isolating the pro-
mitotic phosphatase Cdc25 in the cytosol when Cdc25 has been phosphorylated by
the DNA damage kinase Chkl [68-72]. The S. cerevisiae protein Essl, the budding
yeast homologue of Pinl, contains a WW domain that exerts regulatory effects in
transcription by phosphodependently binding the C-terminal domain of RNA poly-
merase II, which is then isomerized by a second, catalytic, domain on Essl [73]. The
Polo-box domain of Plk family kinases, which regulate aspects of mitosis and cytoki-
nesis [74], is required for protein localization, and likely for substrate targeting as
A. 14-3-3 ( B. Pin1 WW domain
C. Rad53 FHA1 domain D. p56 Lck SH2 domain
Figure 1.1: Structures of phosphopeptide-binding domains. Backbone struc-
tures of (A) a dimer of 14-3-3 ( [65], (B) the Pinl WW domain [66], (C) the FHA1
domain of Rad53 [61], and (D) the p56 Lck SH2 domain [67] in complex with cognate
phosphopeptides. In all cases, the domain backbone is colored blue, and the peptide
backbone is colored red. Note the dissimilarity in secondary and tertiary structure.
well by binding to peptides containing the motif "S-(pS/pT)-P" [57, 75]. A defect in
the wild-type ability of the BRCA1 BRCT domain to bind phosphopeptides [58, 76]
predisposes women to breast and ovarian cancer [77, 78]. BRCA1 mutations linked
to inherited cancer-related phenotypes are enriched in the BRCT domains of the pro-
tein. In conjunction with kinases and phosphatases with which they have fully or
partially overlapping ligand specificities, phosphopeptide-binding domains are capa-
ble of exerting combinatorial control over cell signaling by temporally and spatially
controlling the assembly and disassembly of signaling complexes.
Identification of the substrates of a phosphopeptide-binding domain
The process of identifying the substrates of a phosphopeptide-binding domain is quite
similar to the identification of kinase substrates. Targets can be identified directly,
by affinity purification using as bait the domain of interest [79]. Oriented peptide
library screening has been used extremely successfully as a more indirect technique
to first identify in batch all peptides from a random library that bind to a domain of
interest [52, 80], and then use the consensus profile to predict in vivo ligands [33, 34].
Identifying phosphopeptide-binding domains specific for a site of interest
The two most recently described phosphopeptide binding domains, the Polo-box do-
main [57] and the BRCT domain [58], were identified using a proteomic screen for
proteins that bind to a target peptide library phosphospecifically. Proteins were
translated in vitro in pools, and pools were tested for binding to phosphorylated
and nonphosphorylated peptide libraries. Members of pools that showed specificity
were searched for specific clones responsible for the activity. The Plk-1 Polo-box was
identified in a search for proteins specific to the motif "pS/pT-P" generated by mi-
totic kinases. The WW domain of Pinl, known to share that specificity, was also
re-identified. The BRCT domains of BRCA1 and PTIP were identified in an equiv-
alent screen for domains that bound the motif "pS/pT-Q", generated by the DNA
damage kinases. Interestingly, though in the optimal motif for the BRCT domain,
a phenylalanine at the pS/pT+3 position seems to be much more important than a
pS/pT+1 glutamine. In both cases, the experimental design was driven by a desire
to understand the downstream regulation prompted by the activity of a particular ki-
nase family; however, neither domain had identical specificity to that of the targeted
kinase. Kinases and phosphatases, by having incompletely-overlapping specificity, are
able to exert a combinatorial control in signaling.
Disruption of sequence-specific effects
In some cases, the effect of phosphorylation is to disrupt some other sequence-
mediated function. It has been shown, for example, that phosphorylation of 14-3-3 C
by MAPKAP kinase 2 impairs the ability of 14-3-3 ( to dimerize [81]. Phosphoryla-
tion of Cdc25C at serine 214 prevents phosphorylation at serine 216, preventing the
binding and cytosolic sequestration of Cdc25C by 14-3-3 [82]. Phosphorylation of the
Forkhead transcription factor AFX at serine 193 in the middle of a nuclear localiza-
tion sequence motif results in an increase of cytosolic AFX, and a decrease in AFX
transcriptional activity [83]. Because phosphorylation results in a significant change
in the steric and electrostatic properties of any local peptide sequence, it is quite easy
to imagine the direct disruption of nearly any nonphosphorylated sequence motif-
mediated effect by phosphorylation. Function can also be altered indirectly, through
binding a phosphopeptide binding domain. 14-3-3 binds to the transcription factor
FKHRL1, and in so doing exposes on FKHRL1 a nuclear export sequence, prompting
it to leave the nucleus [84].
Protein phosphatases remove protein phosphoryla-
tion
Protein phosphorylations are removed by the action of protein phosphatases, provid-
ing the aspect of reversability to phosphoregulation. Protein phosphatases are fewer
in number than protein kinases [3], and demonstrate a much broader specificity in
vitro. In vivo, regulation and targeting of phosphatases is handled, in at least some
cases (including the protein phosphatase 1 family of serine/threonine phosphatase),
by the complexing of phosphatase with other proteins to form a number of separate
holoenzymes [2, 85, 861. Many protein tyrosine phosphatases, on the other hand,
are found in tandem with other protein domains that seem to have the capacity for
generating target specificity through localization or direct binding through SH2 and
PTB domains [87]. Interestingly, this modular multidomain structure is similar to
that found in protein tyrosine kinases. Unlike serine/threonine phosphatases, there
are similar numbers of tyrosine kinases and phosphatases [24], indicating that perhaps
in the case of phosphotyrosine regulation, there is more mechanism shared between
kinases and phosphatases.
The present work
In this thesis, we have developed general methods for the analysis and design of
protein-protein interactions. We have applied these methods in particular to the
interaction of phosphopeptide-binding domains with their cognate phosphopeptides.
The work described here brings together research in a number of different fields in-
cluding computational biophysics, biochemistry, molecular biology, computer science,
mathematics, and biotechnology, as needed to make headway against the problems
encountered. There is experimental and theoretical research described here; it is our
feeling that each is more powerful when informed by the other.
Protein-protein interactions are governed by a balance of the energetics between
the. proteins involved, in the bound state, and between the individual proteins and
their environment in the unbound state. Because water-water interactions are, by
and large, more favorable than the water-protein interactions with nonpolar atoms at
the surface of a protein molecule, proteins are generally driven to reduce their surface
area [88]. For a single molecule, this is the process of protein folding; multiple folded
proteins can likewise reduce their total surface area by forming a multimolecular
complex. The details of when and how these processes occur depend minutely on the
energetic details of solvent-solute and solute-solute interactions.
A variety of novel methods are developed and employed in this work to solve
problems of computational protein-protein complex analysis and design with a focus
on phosphodependent interactions. With a single exception, the problems solved
were motivated by a desire to understand or design the interactions phosphopeptide-
binding domains with their cognate phosphopeptides in a phosphorylation-dependent
manner.
In Chapter 2 of this thesis, we have proposed a novel description of a type of
protein-protein interaction that we term the action-at-a-distance interaction. A study
of the wild-type complex of the TEM1 /f-lactamase with the 3-lactamase inhibitor
protein (BLIP), along with some previously-characterized mutants [89] revealed the
existence of a region of the surface of BLIP, but away from the TEM1-BLIP interface,
on which negatively-charged amino acids may interact particularly favorably with
TEM1. These charged residues lie outside the direct binding interface, paying a
negligible desolvation penalty, but are capable nonetheless of interacting strongly, for
1 kcal/mol or more of favorable binding free energy.
While protein design typically entails in-depth consideration of the atomic-scale
details of molecular interactions, the action-at-a-distance interaction suggests a more
subtle, but possibly more forgiving means of introducing mutations outside of protein-
protein binding interfaces in an appropriate manner to resolve unsatisfied residual
electrostatic potential within the interface. We have identified several novel surface
mutations to BLIP that we expect to improve affinity to TEM1. These mutations do
not make any intimate contact with TEM1, and some are further than 7 A from the
closest TEM1 -atom.
In Chapter 3, we attempted to gain an understanding of the nature of phospho-
peptide binding via the structural analysis of a set of known phosphopeptide-binding
domains. Though the biochemical bases for recognition of the phosphorylated ligand
side chain vary greatly among the domains, we theorized that some chemical and
physical characteristics must nonetheless be shared. A machine learning method was
used to obtain an understanding of the chemical and physical properties important in
the recognition of phosphorylated amino acids by phosphopeptide-binding domains.
A framework was developed in which chemical and physical characteristics are evalu-
ated at the vertices of finely-discretized meshes describing the surfaces of the known
phosphopeptide-binding domains. The capacity of these characteristics to differenti-
ate the phosphoresidue contact surfaces of the domains from the surfaces in general
was evaluated. Jack-knife validation indicated that a mathematical model based on
the calculation of enrichment propensities of physical and chemical characteristics was
capable of identifying the phosphoresidue contact site of a phosphopeptide-binding
domain not used to train the model.
As a test of its utility, we used this model to identify putative phosphoresidue
contact sites on the surfaces of two phosphopeptide-binding domains for which the
site was not known at the time of the work, the Chkl kinase domain and the BRCA1
BRCT domain. One of two predictions on the Chkl kinase domain was in good
agreement with published biochemical data [90], while several groups have published
crystal structures [78, 91, 92] in agreement with one of the two predictions made
on the BRCT domain surface. The method described is not limited to use in the
prediction of phosphopeptide-binding sites, but can be applied to any protein-ligand
interaction type. In particular, the evaluation of properties on a very fine mesh can
be an aid in situations where few crystal structures of complexes are available for use
in training, although there are obvious dangers here in overfitting data. Moreover, we
have developed a framework within which any chemical or physical property, either
discrete or continuous in nature, which can be evaluated at a point on the surface of a
molecule can be evaluated for its contribution to the likelihood of binding a particular
ligand.
The development of variant phosphopeptide-binding domains with putative novel
specificity is described in Chapter 4. The design target was a WW domain capable
of binding to protein products phosphorylated on "S/T-Q" sequence motifs by the
kinases ATM and ATR [reviewed in 93, 94], which phosphorylate ligands as an early
response to DNA damage by IR and UV irradiation. Such a domain would be a
valuable laboratory reagent for identifying unknown, and potentially therapeutically
relevant, new proteins in the DNA damage signaling pathway. Traditional single-
protein design of a mutant Pinl WW domain capable of forming a stable complex
with peptides containing the phosphorylated sequence motif "pS/pT-Q", rather than
the wild-type Pinl target "pS/pT-P", gave results that looked unlikely to function
as desired in vitro.
A WW domain variant library was designed based on the hypothesis that any
domain that binds tightly and specifically to the glutamine residue of the "pS/pT-
Q" motif must do so through hydrogen bonding. The guiding philosophy in the
development of this library was that the library itself should be liberal in including all
protein sequences that might have the desired specificity. In practice, that means that
we have decided to rely on experimental screening to identify those sequences that can
make flexible adjustments in backbone structure in order to form the desired complex.
We have used computation only to determine for what protein sequences such a
backbone relaxation might be plausible. The designed library contains every variant
WW domain sequence that might be capable of making three or more hydrogen bonds
to the peptidyl glutamine ligand. The ongoing development of an experimental system
for screening this library, based on the yeast cell surface display system developed by
Boder and Wittrup [95] is described in Appendix A.
Finally, in Chapter 5, a suite of tools was developed for the design of oligonu-
cleotide libraries based on the well-studied mathematical optimization method of
linear integer programming [96]. A method is described for finding the smallest set of
degenerate oligonucleotides that encode an arbitrary list of protein sequences exactly,
with no extras. An extension is described that allows for the generation of smaller
oligonucleotide libraries by allowing the inclusion of a user-selected number of un-
desired sequences. A related extension can be used to generate a list of degenerate
oligonucleotides of a given size that encodes all desired proteins, and as few undesired
proteins as possible. We also give a sample procedure for using known information
about the method by which an oligonucleotide library will be expressed to inform the
design of that library.
These methods were applied to the design of oligonucleotide libraries that express
the protein library of WW domain variants described in Chapter 5, where we found
that surprisingly small sets of degenerate nucleic acids could encode all members of our
protein library, with only a small number of undesired additional protein sequences.
Though the library contained over 100,000 protein sequences, a set of 69 double-
stranded oligonucleotides could encode it exactly with no extra full-length proteins.
A smaller library of 23 double-stranded degenerate oligonucleotides can be designed
that encodes all desired proteins, and a roughly equal number of undesired protein
sequences. The most powerful improvements in oligonucleotide library size come from
accounting for the experimental method by which the library will be expressed. A
library of 64 single-stranded oligonucleotides can exactly encode the desired protein
library, while a smaller library of only 50 single-stranded oligonucleotides encodes
the desired protein library, along with approximately 10% more undesired protein
sequences. This can be compared with the traditional combinatorial oligonucleotide
library, which is a double-stranded oligonucleotide that encodes 3.2 x 106 proteins,
only 3% of which are specified by the target protein library.
In this thesis, we have attempted to gain a better understanding of protein-
protein interactions in general, and specifically of the binding of phosphopeptides
to phosphopeptide-binding domains. We have identified a novel interaction type,
the action-at-a-distance interaction, and designed several such interaction that we
propose will enhance the affinity of the TEM1/BLIP protein complex. We have
performed an analysis of the important determinants of phosphopeptide binding, and
used the resultant model to predict the phosphopeptide binding site on at least one
phosphopeptide-binding domain, the BRCA1 BRCT domain. We have designed a
library of variant phosphopeptide-binding domains that may be enriched for domains
with a novel specificity for "pS/pT-Q"-containing peptide ligands, and are working
toward experimental screening of this library. We have developed tools for designing
degenerate oligonucleotide libraries that can express this and other protein libraries
with higher fidelity than combinatorial libraries, the current standard. We expect the
methods developed to be of broad utility beyond the field of phosphopeptide-binding
domain interactions, to the analysis and design of protein-protein interactions in
general.
Chapter 2
Action-at-a-Distance Interactions
Enhance Protein Binding Affinity 1
Abstract
The identification of protein mutations that enhance binding affinity may be achieved
by computational or experimental means, or by a combination of the two. Sources of
affinity enhancement may include improvements to the net balance of binding inter-
actions of residues forming intermolecular contacts at the binding interface, such as
packing and hydrogen-bonding interactions. Here we identify non-contacting residues
that make substantial contributions to binding affinity and that also provide oppor-
tunities for mutations that increase binding affinity of the TEM1 3-lactamase (TEM)
to the P-lactamase inhibitor protein (BLIP). A region of BLIP not on the direct
TEM1-binding surface was identified for which changes in net charge result in par-
ticularly large increases in computed binding affinity. Some mutations to this region
have previously been characterized [89], and our results are in good correspondence
with this results of that study. In addition, we propose novel mutations to BLIP that
were computed to improve binding significantly without contacting TEM1 directly.
This class of non-contacting electrostatic interactions could have general utility in the
design and tuning of binding interactions.
'This chapter has previously been published as:
Brian A. Joughin, David F. Green, and Bruce Tidor. Action-at-a-distance interactions en-
hance protein binding affinity. Protein Science, 14:1363-1369, 2005.
2.1 Introduction
The field of protein design has made substantial advances over the last twenty years,
based largely on phrasing the appropriate inverse problem and developing methods
capable of addressing inverse design [97, 98]. Much current protein design work
involves the construction of stabilizing protein side-chain arrangements by methods
such as dead-end elimination [99-107], self-consistent mean-field theory [108-111],
simulated annealing [112-116], genetic algorithms [117-121], and combinatorial search
[117-119]. That is, successful design has been achieved by consideration of detailed
atomic interactions and their effect on packing geometry and energetics [122-125].
The design of protein binding interfaces may be achieved by a similar overall approach,
although the additional requirement to treat solvation and electrostatic interactions
adds a further layer of complexity [126].
An alternative strategy that does not demand the same detailed packing of side
chains into an exquisite three-dimensional jigsaw puzzle may be desirable in many
cases. One such method involves the enhancement of affinity through relatively long-
range electrostatic effects by the mutation of surface residues located somewhat out-
side of the binding interface. When surface mutations are not located directly at the
binding interface, a detailed consideration of packing may be unnecessary. Moreover,
when the effects of mutations act over a relatively long range, such as through elec-
trostatic interactions, design attributes should be more tolerant of local imperfections
in structural models. Less apparent, however, is how effective these types of muta-
tions can be (since much of the interaction may be screened by solvent), and how
particularly favorable mutations of this class can be identified. An important design
consideration is the counterplay of favorable intermolecular electrostatic interactions
made between the partners in the bound state and unfavorable desolvation costs in-
curred by each partner due to binding; this balance leads to counterintuitive behavior
for the energetics of electrostatic interactions in biological systems [e.g., 127-129]. The
lessons learned from detailed analyses of short-range electrostatic interactions, such
as salt-bridges and hydrogen-bond networks, may or may not prove to be extendible
in a straight-forward manner to longer-range electrostatic interactions of this nature
(termed here "action-at-a-distance" interactions).
2.2 Results and Discussion
We have begun to address these issues by analyzing the affinity of the p-lactamase
inhibitor protein (BLIP) for binding the TEM1 f-lactamase, with a focus on electro-
static interactions. Using methods based on a continuum solvation model, we com-
puted the electrostatic contributions to the energetics of TEM1 binding for wild-type
BLIP and for a set of BLIP mutants whose changes were focused at surface positions.
The degree of electrostatic complementarity between binding partners correlates well
with the experimentally determined binding affinities, which suggests that these com-
plementarity tools may be particularly useful both in understanding and in designing
surface mutations. To complete the binding analysis, both van der Waals and hy-
drophobic contributions to the binding energetics were also calculated. Preliminary
analysis indicated that change in side-chain entropy was not a significant component
of binding energy for the residues examined in this study, and is not considered here.
Our laboratory has previously described a measure of electrostatic complemen-
tarity between two binding partners [130, 131]. Termed the residual potential and
computed from continuum electrostatic calculations, this measure can be expressed
numerically as a statistical quantity or viewed graphically overlaid on the structure,
which highlights regions of particularly high or low electrostatic complementarity.
The consideration of electrostatics in binding involves balancing favorable interac-
tions made between the members of the complex in the bound state with the loss
of favorable interactions that each component makes with solvent upon binding. For
perfect complementarity, this balance is met such that the interaction potential of
the receptor is opposite in sign and equal in magnitude to the ligand desolvation po-
tential. Thus, we may derive a measure, termed the residual potential, that describes
the balance:
#resid = inter + desolv (2.1)
The residual potential is near zero in regions of high complementarity and is larger
in magnitude in regions of poorer complementarity. It is important to note that the
definition of the residual potential is fundamentally asymmetric, describing the com-
plementarity of the ligand for binding the receptor. A complex for which the ligand is
perfectly complementary to its receptor may not be as complementary when the roles
of its components are reversed; the receptor may not be perfectly complementary to
the ligand [131]. Also, the definition here applies to binding with no conformational
change. This is a reasonable approximation of TEM-BLIP binding, as the RMSD
values for main-chain atoms of TEM and BLIP upon complex formation from the
apo states [132, 133] are 0.35 and 0.70 A, respectively [134]. A numerical statistic for
the complementarity of a ligand for its receptor can be obtained from the correlation
of the interaction and desolvation potentials, 9 oter and odesolv,
E[(Pnter < inter >). (desolv < desolv >)1 (2.2)R = (2.2)
- < i(tnter >)2 . Z(desolv_ < desolv >)2]1/2
where the summations run over the points of interest (typically sampling the mole-
cular surface of the ligand) and quantities in angle brackets represent averages over
the points. For perfect complementarity the correlation coefficient is -1. Negative
values smaller in magnitude indicate imperfect complementarity, while positive values
indicate anticomplementarity.
Wild-type BLIP binds to TEM1 with a Kd of 1.25 nM [89], burying 2560 A2 of sol-
vent exposed surface and forming eleven hydrogen bonds and four salt-bridges across
the binding interface, making it a fairly typical enzyme-inhibitor complex [137]. The
residual potential for TEMI1 binding on the surface of BLIP was computed and is
displayed in Figure 2.1C, along with an overview of the structure in Figures 2.1A
and B. The desolvation potential of BLIP is quite complementary to the interaction
potential of TEM1 projected onto the BLIP surface; most regions of positive desol-
vation potential are well matched by regions of negative interaction potential, and
vice versa. However, examination of the residual potential makes it clear that BLIP
is not perfectly complementary to TEM1. Specifically, the net residual potential is
A. Complex Structure
D. N89K E. D163K F. N89K/D135K/
D163K/V165K
G. D133K H. D133K/D163K I. D133K/D135K/D163K
Figure 2.1: Structure and residual potential of the TEM1-BLIP complex.
(A) Structure of the complex between BLIP and TEM1. Selected mutated side
chains are included. Locations of high-activity mutations are labeled individually.
Olive-colored residues indicate sites of low-activity mutations. Figure made with
MOLSCRIPT [135] and RASTER3D [136]. (B) Structure of BLIP at the TEM1-BLIP
interface, with residues shown as described in (A). (C)-(I) Residual potentials for
TEM1-BLIP binding on the surface of BLIP variants: (C) wild-type; (D) N89K;
(E) D163K; (F) N89K, D135K, D163K, V165K; (G) D133K; (H) D133K, D163K; (I)
D133K, D135K, D163K. Residual potentials are colored on linear scales from 0 to
-20 kT/e in red and 0 to 20 kT/e in blue.
C. Wild typeB. BLIP Interface
negative over a large area of the binding surface. This can be viewed as either an
excess negative interaction potential from TEM1 or as an insufficiently positive des-
olvation potential from BLIP. Thus, this suggests that the binding affinity of BLIP
for TEM1 may be improved by appropriate mutations that increase the relative posi-
tive charge on the inhibitor (mutations of acidic residues to neutral or basic residues,
and mutations of neutral residues to basic residues) or by mutations that decrease
the relative negative charge on the enzyme. However, the asymmetry of the residual
potential suggests that such mutations should be targeted to particular regions of the
periphery of the interface.
In order to address the question of asymmetry in the effectiveness of mutations,
a set of surface residues near, but not at, the the binding interface (the "periphery"
of the interface) were chosen. The potential for improving the electrostatic comple-
mentarity of BLIP for TEM-1 by mutation of each of these residues to lysine was
then investigated. Mutant structures were built, and their relative electrostatic com-
plementarity and binding affinities were estimated computationally (see Table 2.1).
The results show two classes of single mutants, "low activity" and "high activity".
The low-activity mutations produced little change in AG• ut and in R (the residual
potential measure of electrostatic complementarity), with estimated enhancements in
binding affinity of 1 kcal/mol or less relative to wild-type. When the residual poten-
tial was examined on a high-resolution computer graphics system, no change could
be seen visually (see Figure 2.1D). By contrast, high-activity mutations resulted
in significant changes in computed electrostatic complementarity and binding affin-
ity. Three of the four BLIP amino-acid positions for which high-activity mutations
were found, Asp 133, Asp 135 and Gln 161, are a sufficient distance from the TEM1
binding site that no solvent-accessible surface area is buried for these positions upon
binding, and negligible changes in van der Waals binding free energy result (less than
0.1 kcal/mol relative to wild-type upon mutation to lysine). Nevertheless, computa-
tions predict that these mutations improve binding the free energy of the TEM/BLIP
complex by 1.9, 1.4, and 1.2 kcal/mol, respectively. The other, Asp 163, does not
contact TEM1 in the wild-type complex structure, but does in the computed model
Table 2.1: Energetic details of mutations to BLIP.
BLIP Mutations
Wild-type
V3K
T5K
E28K
T32K
H45K
S60K
A61K
A77K
L85K
N89K
V93K
V134K
T140K
D153K
Q157K
Q161K
V165K
D133K
D135K
D163A
D163K
T140K/Q157K
N89K/D163K/V165K
V134K/D135K/D163K
N89K/D135K/
D163K/V165K
D133K/D163K
D133K/D135K/D163K
aExperimental results from [89]
AAGes AAGvdw AAGSASA
-0.63 0.00 0.00 0.00
-0.64 -0.09 -0.05 0.00
-0.64 -0.32 -0.02 0.00
-0.64 -0.02 -0.01 0.00
-0.64 -0.64 0.05 0.00
-0.65 -0.41 0.01 0.00
-0.63 -0.12 -0.01 0.00
-0.63 -0.21 -0.08 0.00
-0.64 -0.23 -0.02 0.00
-0.64 -0.35 -0.01 0.00
-0.63 -0.14 0.00 0.00
-0.64 -0.27 -0.03 0.00
-0.64 -0.41 -0.02 0.00
-0.63 0.37 -0.54 -0.15
-0.64 -0.28 -0.01 0.00
-0.64 -0.28 0.00 0.00
-0.65 -1.15 -0.01 0.00
-0.64 -0.64 -0.03 0.00
-0.66 -1.85 -0.04 0.00
-0.65 -1.32 -0.06 0.00
-0.69 -5.00 0.93 0.17
-0.71 -4.46 -3.22 -0.55
-0.64 -0.46 -0.54 -0.15
-0.76 -5.26 -3.12 -0.96
-0.73 -5.19 -3.29 -0.55
-0.77 -5.64 -3.18 -0.96
-0.74 -5.63 -3.21 -0.554
-0.75 -6.15 -3.22 -0.554
AAGcalc
0.00
-0.14
-0.35
-0.04
-0.59
-0.40
-0.12
-0.29
-0.25
-0.35
-0.14
-0.29
-0.42
-0.32
-0.29
-0.28
-1.16
-0.67
-1.88
-1.38
-3.90
-8.23
-1.14
-9.34
-9.03
-9.78
-9.45
-9.87
0.00
N/D
N/D
N/D
0.19
N/D
N/D
N/D
N/D
N/D
-0.47
-0.49
N/D
-0.02
N/D
N/D
N/D
N/D
N/D
N/D
-1.34
-1.99
-0.41
-2.40
-3.06
-3.36
N/D
N/D
mutation to lysine. To determine whether the contact involving Lys 163 is important
for its ability to stabilize the TEM/BLIP complex, we also studied Lys 163 in an
extended conformation that is not significantly buried upon TEM1 binding. In both
conformations we find calculated binding improvements of over 5 kcal/mol, relative to
wild-type, although the minimized conformation is significantly more favorable than
the extended form. Each member of the high-activity class exhibits enhanced electro-
static complementarity as measured by visual examination of the residual potential.
Although the strongest patches of noncomplementarity remain, the background of
negative residual potential, which fills the TEM1 binding site of BLIP, is reduced.
The residual potentials for TEM binding of the BLIP mutants D163K and D133K
are shown in Figure 2.1E and G. When the three highest-activity mutations were
combined, the computed effects were almost completely additive. This is consistent
with the picture that adding just enough positive charge in appropriate locations on
the surface of BLIP works to partially cancel the overly negative residual potential,
but adding too much positive charge in one region overcancels the negative residual
potential and makes it positive. Taken together, these results suggest that changing
overall molecular charge alone is insufficient to improve binding affinity in this "elec-
trostatically unbalanced" complex, but that when applied in the appropriate regions,
increases in positive charge density can lead to computed enhancements in binding
affinity.
A number of the mutations studied computationally here were also made and
studied experimentally and computationally by Selzer and co-workers [89]. For these
single mutations the qualitative agreement between experiment and computation is
excellent. The low-activity class of mutation, with predicted electrostatic binding
enhancements of 0.5 kcal/mol or less, all produced small binding enhancements ex-
perimentally (less than 1 kcal/mol, relative to wild type). The orly single mutation
for which our computations predict high activity that was studied, D163K, was shown
experimentally to enhance binding affinity by 2.0 kcal/mol. A D163A mutant was
also studied experimentally, and calculations made for this mutant show similar re-
sults (see Table 2.1). Four multiple mutants included in the study by Selzer et al. [89]
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Correlation Coefficient of BLIP Desolvation and TEM1 Interaction Potentials
Figure 2.2: Variation of experimental binding free energies with R, the corre-
lation coefficient between the BLIP desolvation potential and the TEM1 interaction
potential, calculated on the surface of BLIP. Squares indicate mutants previously
characterized [89]. The correlation coefficient of R and the experimental binding free
energy is 0.96. The diagonal line indicates the least-squares best-fit. Circles indi-
cate novel mutants characterized computationally, and are placed on the best fit line.
Error bars on novel mutants indicate the standard deviation of points for which an
experimental binding affinity has been calculated from the best-fit line.
were modeled and subjected to the same computational analysis. Again, the compu-
tational analysis reproduces the experimental division between a single low-activity
mutant and three high-activity mutants. Overall, the calculated results show good
agreement with the experimental data. One illustration of this is the strong correla-
tion of the experimental binding free energies to those calculated here. The fact that
similarly strong correlation is found between experimentally determined binding free
energy and the residual potential statistic, R, (Fig. 2.2) suggests that electrostatic ef-
fects are a primary means by which these mutants act, as reflected in an improvement
of overall electrostatic complementarity. Thus the residual potential and its quanti-
tative analysis show significant promise as tools for understanding, and potentially
designing, these types of surface mutations, some of which act via through-solvent
interactions, to promote binding.
Three of the multiple mutants studied by Selzer et al. [89] con-
tained the D163K mutation: N89K/D163K/V165K, V134K/D135K/D163K and
N89K/D135K/D163K/V165K. These multiple mutants alter the total charge on
BLIP by +4e, +5e, and +6e, respectively, and we calculate for them improvements
in binding free energy of -9.3, -9.0, and -9.8 kcal/mol, respectively, relative to
wild-type. Two of these contain the additional high-activity mutation D135K. The
correlation of the interaction and desolvation potentials is improved for these mu-
tants relative to D163K, and a decrease in the excess negative residual potential
can be seen (see residual potential for the +6e mutant, Figure 2.1F). These re-
sults also agree with experiment; N89K/D163K/V165K, V134K/D135K/D163K and
N89K/D135K/D163K/V165K have experimental improvements in binding free en-
ergy of 2.4, 3.1, and 3.4 kcal/mol, respectively, all higher affinity than D163K alone.
Despite the fact that each of these multiple mutants has a significant steric improve-
ment in computed binding affinity, this improvement is prompted by the D163K mu-
tation in every case. The strong correlation of the residual potential statistic, R, with
experimentally determined binding free energies for these multiple mutants leads us
to believe that electrostatics is nonetheless the primary cause for improvement with
these mutations, and that the high computed steric improvement is the source of
most of the discrepancy between experimental and computed values of AAGbind (see
Figure 2.2).
The calculations suggest that the best previously uncharacterized mutant, D133K,
could likewise be improved by combination with other favorable mutations. The
multiple mutants D133K/D163K and D133K/D135K/D163K alter the net charge
on BLIP by +4e and +6e. For these structures, our calculations predict binding
free energies of -9.4 and -9.9 kcal/mol relative to wild-type. It is noteworthy that
the D133K/D135K/D163K triple mutant has a better computed binding free energy
than any other mutant considered in this study. The residual potential for this triple
mutant is shown as Figure 2.11.
We have examined the computed binding free energy and electrostatic complemen-
tarity of a series of mutants of the 3-lactamase inhibitor protein and analyzed the
results with comparison to experimental binding free energies to TEM1 P-lactamase.
We find that the correlation coefficient of the BLIP desolvation potential and the
TEM1 interaction potential on the surface of BLIP is strongly correlated to the ex-
perimental binding free energies. In addition, this increased correlation can be seen
visually as a reduced residual potential in many cases. A previously uncharacterized
mutation of Asp 133 to Lys is proposed, which calculations suggest would enhance
binding affinity both alone and in concert with previously identified mutations. The
effects of these mutations are localized to the extent that they act on patches of the
surface, somewhat locally improving the residual potential. However, the interactions
are not specific; three of the four most effective mutation locations (D133, D135, and
Q161) are more than 7 A from TEM1, and the D163K mutation has similar computed
effects even in different conformations. This helps to confirm the overall mechanism by
which these mutations act; relatively long-range electrostatic interactions act through
a region of solvent to improve the overall electrostatic complementarity of the ligand
for its target receptor. More generally, favorable action-at-a-distance electrostatic
interactions may occur at regions of the protein surface that are close enough to the
binding site to allow for a significant charge-charge attraction between ligand and
receptor, but far enough away that the desolvation penalty incurred by placement of
the charge is small. We expect that the action-at-a-distance interaction is used widely
in biology, both as a means of improving binding when tight binding is required, and
as a more general means of modulating free energy of binding to achieve a desired
degree of affinity. Further work investigating the design of surface mutations that
permute the residual potentials toward increased complementarity is on-going.
2.3 Materials and Methods
All calculations were performed using the 1.7 A crystal structure of the BLIP-TEM1
complex solved by James and co-workers as an initial model [134]. Hydrogen atoms
were added using the HBUILD facility [138] within the CHARMM computer program
[139] with the PARAM22 all-atom parameter set [140]. Visual analysis of the hydrogen-
bonding patterns including ionizable groups indicated that all ionizable residues
should retain their standard protonation states (structure solved at pH 8.8). This
resulted in a net charge of -2e for BLIP and -7e for TEM1. Moreover, all water
molecules were removed in the calculations (there was no interfacial solvent).
Residues on BLIP were selected for mutation by visual examination of all residues
between 6 and 15 A from any atom in TEMI in the bound complex that also expose
more than 40 A2 of solvent accessible surface area. From these, proline, cysteine,
and glycine residues were discarded, as were any residues that appeared to make
structurally significant intramolecular hydrogen bonds. In addition, we chose repre-
sentative positions to mutate from strings of positions contiguous in sequence space.
Finally, we chose to model the mutations to D163 suggested by Selzer et al. [89],
and to D133 based on a continuum electrostatic analysis of the detailed contribu-
tions of the individual side chains of BLIP to TEM1 binding (DFG, BAJ, & BT, in
preparation).
Model structures of single mutants to BLIP were generated by holding all back-
bone atoms and all non-mutated side-chains fixed, while allowing mutated side chains
to take the lowest-energy conformation achieved by minimizing in CHARMM with a
distance-dependent dielectric of 4r from seed locations generated by combinatori-
ally scanning all side chain dihedral angles in 300 increments in the TEMI-bound
state. Multiple mutant model structures were created by combining independently
generated single mutant side chains when the mutations were located more than two
residues apart in the BLIP sequence. When mutant residues were in closer proximity,
the side-chain structures were generated simultaneously in the same manner as single
mutants, but with coarser dihedral scanning in 1200 increments.
Binding free energies were calculated as the sum of van der Waals, solvent-
accessible surface area, and continuum electrostatic terms, using the approximation
of rigid-body docking. The van der Waals contribution to binding free energy was
calculated with the PARAM22 set of parameters for the program CHARMM. The
solvent-accessible surface area contribution was calculated in the manner suggested
by Sitkoff et al. [141], with the surface area contribution to the free energy of a struc-
ture calculated as 5.4 calories per square Angstrom of surface area plus a constant of
920 calories. The contribution of burying surface area to binding free energy is then
calculated as the difference between the complex free energy and the sum of the free
energies contributed by the unbound BLIP and TEM1 surface areas.
Continuum electrostatic calculations were performed by numerical solution of the
Poisson-Boltzmann equation, using a locally modified version of the program DELPHI
[142-144] with PARSE atomic radii and partial atomic charges [141]. A grid of 257 x
257 x 257, with a spacing of 0.29A, was used to calculate electrostatic binding free
energy. Residual potentials were calculated from a coarser 129 x 129 x 129 grid to
decrease the difficulty of storing and plotting surface potentials. For all electrostatic
calculations, a protein dielectric constant of 4 and a solvent dielectric of 80 were
used, along with an ionic strength of 0.145 M and a 2.0 A ion exclusion layer. Surface
potentials were displayed and numerically analyzed with locally developed software.
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Chapter 3
A Computational Method for the
Analysis and Prediction of
Protein: Phosphopept ide-Binding
Sites1
Abstract
Phosphopeptide-binding domains, including the FHA, SH2, WW, WD40, MH2, and
Polo-box domains, as well as the 14-3-3 proteins, exert control functions in impor-
tant processes such as cell growth, division, differentiation, and apoptosis. Struc-
tures and mechanisms of phosphopeptide binding are generally diverse, revealing
few general principles. A computational method for analysis of phosphopeptide-
binding domains was therefore developed to elucidate the physical and chemical na-
ture of phosphopeptide binding, given this lack of structural similarity. The sur-
faces of nine phosphopeptide-binding proteins, representing seven distinct classes of
phosphopeptide-binding modules, were discretized, and encoded with information
about amino acid identity, surface curvature, and electrostatic potential at every point
on the surface in order to identify local surface properties enriched in phosphoresidue
contact sites. Cross-validation indicated that propensities corresponding to this en-
richment calculated from a subset of the training data could be use to predict the
phosphoresidue contact site on proteins not used in training with no false negative re-
sults, and with few unconfirmed positive predictions. The locations of phosphoresidue
contact sites were then predicted on the surfaces of the checkpoint kinase Chkl and
the BRCA1 BRCT repeat domain, and these predictions are consistent with recent
experimental evidence.
'This chapter has previously been published as:
Brian A. Joughin, Bruce Tidor, and Michael B. Yaffe. A Computational Method for the
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3.1 Introduction
Many aspects of cellular biology, including cell cycle control, differentiation, and apop-
tosis, are regulated by the complex interplay of protein substrates with protein ki-
nases, phosphatases, and phosphopeptide-binding domains [39-42]. Phosphopeptide-
binding domains participate in signal transduction by recognizing and binding pref-
erentially to the phosphorylated forms of specific proteins. In addition to bind-
ing directly to the phosphoserine, phosphothreonine, or phosphotyrosine residue,
phosphopeptide-binding domains also recognize distinct linear sequence motifs sur-
rounding the phospho-amino acid to achieve substrate specificity. To date, however,
no comprehensive study has identified a unified set of physical-chemical, structural,
or energetic requirements necessary and sufficient for phosphopeptide binding.
The structures of eight distinct classes of phosphopeptide-binding modules in
complex with phosphorylated peptides or proteins have been solved (WW, PTB,
SH2, MH2, FHA, WD40, Polo-box, 14-3-3). An examination of these structures re-
veals little structural similarity among the phosphopeptide-binding sites, apart from
the evolutionary conservation seen among members of the same domain family [41]
(see Figure 3.1). We reasoned that, despite the lack of gross structural similarity,
there should be some underlying chemical and physical characteristics that define the
phosphopeptide-interacting surface. We therefore analyzed a representative collection
of these domains in detail and evaluated a set of physical and chemical properties at
discrete points along their molecular surfaces. These properties were used to calculate
a propensity value for each property to occur within a phosphoresidue contact site.
We found that these propensity values were able to correctly identify the phos-
phoresidue contact site on phosphopeptide-binding domains for which the site was
known, in a cross-validation procedure. We used these propensities to predict the lo-
cation of phosphopeptide-binding sites on the surface of two domains for which there
was no published phosphopeptide co-crystal structure; the BRCT-repeat domain of
the protein BRCA1, and the kinase domain of the checkpoint protein Chkl. BRCA1
is a tumor-suppressing protein whose dysfunction predisposes women to breast and
A. 14-3-3 ( B. Plk1 Polo-box domain
C. Chk2 FHA domain D. Pin1 WW domain
Figure 3.1: Structures of known phosphopeptide binding sites. (A) 14-3-3
([65]. (B) Plk1 Polo-box domain [64]. (C) Chk2 FHA domain [145]. (D) Pinl WW
domain [66]. Note that these proteins do not share a common secondary structure,
nor do they make a common set of contacts with the phosphorylated side chain of
their cognate peptide. This figure was rendered using the program RASTER3D [136].
ovarian cancer. The BRCT-repeat domains of BRCA1 and several other proteins
were recently shown to bind phosphopeptides as part of the DNA damage response
[58, 76]. The checkpoint kinase Chkl plays a critical role in the cell cycle response to
DNA damage, and appears to be regulated by binding to phosphopeptides at a site
distinct from that of its catalytic activity [90]. The resulting predictions are corrobo-
rated with experimental data identifying the sites of phosphopeptide interaction. We
anticipate that this computational approach to identifying phosphopeptide-binding
sites will find general utility in the functional annotation of the structural genome, in
the characterization of the structure and function of new phosphopeptide-binding do-
mains as they are discovered, and in the identification of sites to target with inhibitors
of protein/phosphopeptide interaction.
3.2 Results
To investigate the unifying principles involved in phosphopeptide recognition,
we examined nine X-ray crystal structures representing seven phosphoserine-,
phosphothreonine-, and phosphotyrosine-binding domains (Table 3.1). We observed
little, if any, identity in the amino acids or their three dimensional arrangements
within the phosphopeptide-binding sites [41]. Nevertheless, we felt that the physical
and chemical requirements for phosphopeptide binding were in some manner encoded
in these sites. We therefore built the phosphate-accessible molecular surfaces for each
phosphopeptide-binding domain using a triangular mesh [146], and a probe radius of
3 A, corresponding to the approximate radius of a phosphate ion. Each vertex on the
mesh was encoded with information corresponding to a set of characteristics including
amino acid identity, local mean surface curvature, and solvated electrostatic potential
(see Materials and Methods). For each characteristic, the likelihood of occurrence at
the contact sites for phosphorylated side chains was calculated. This likelihood was
normalized by comparison with the likelihood of finding that same characteristic over
the total phosphate-accessible surface area of the nine proteins studied, to derive a
propensity for that characteristic being found in a phosphoresidue contact site.
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Figure 3.2: Calculation of phosphoresidue contact propensities from global
and phosphoresidue contact probability distributions. Probability distribu-
tions over the total protein surface (upper panels), over the phosphoresidue contact
surface (middle panels), and the phosphoresidue contact propensity (lower panels)
were calculated for the properties (A) amino acid identity, (B) mean surface curva-
ture, and (C) solvated electrostatic potential. Error bars in lower panels indicate
twice the standard deviation of the mean for removing each crystal structure from
the dataset, one at a time (N=9). The horizontal lines in the bottom panels indicate
the mean phosphoresidue contact propensity, which is always equal to 1.
3.2.1 Phosphoresidue contact site properties
Amino acid identity
For the set of phosphopeptide-binding domains studied, the distribution of amino
acids at all surface points unsurprisingly shows large contributions from charged
amino acids, with arginine, lysine, and glutamic acid having the highest percent-
ages observed (Fig. 3.2A, upper panel). In contrast, the highest percentages within
the portion of the surface that contacts a phosphorylated side chain are contributed
by arginine, lysine, serine, and tyrosine, while the acidic amino acids are almost never
present (Fig. 3.2A, middle panel). Propensities for each amino acid to contact the
phosphorylated serine, threonine or tyrosine side chains were calculated by normaliz-
ing the frequency of each amino acid at surface points in the phosphoresidue contact
site by the frequency of that amino acid over the entire set of protein surfaces studied.
This revealed the highest specific enrichment of tryptophan, histidine, tyrosine, and
arginine, in that order, at phosphoresidue contact sites (Fig. 3.2A, lower panel).
While it might be expected that the positively charged amino acids lysine and
arginine would be the most over-represented in sites that bind negatively charged
phosphates, this appears not to be the case, since lysine and arginine are extremely
common on the surface of proteins in general, while tryptophan is not. While it would
be quite surprising to find a phosphopeptide-binding site without lysine or arginine
in it, the mere presence of a lysine or arginine on the surface of a protein carries
less predictive weight than the presence of a tryptophan. There are three tryptophan
residues in phosphoresidue contact sites in our data set, one on each of the pro-
teins Pinl, Cdc4, and Plkl. In addition to contacting the phosphoresidue, all three
tryptophans contact proline residues to the C-terminal side of the phosphoresidue
of the phosphopeptide. This indicates a strong possibility that the high incidence of
phosphoresidue-contacting tryptophans in our dataset may indicate the favorability of
tryptophan/proline interaction in the context of the common phosphoresidue-proline
motif. Interestingly, the contacts made between an arginine and a phosphorylated
side chain typically involve a bidentate interaction with the guanadino group, while
a tryptophan often stacks a large amount of its side chain surface against a phos-
phoresidue. Based on this observation, we independently calculated propensities for
points on the surface of the three guanadino nitrogen atoms of the arginine side chain,
and for the points on the remainder of the arginine residue. This revealed that the
points associated with the nitrogen atoms have a high contact propensity, second only
to that of tryptophan, while points on the rest of the amino acid are unlikely to be
contacted (data not shown). This indicates that calculating propensities based on
chemical functional groups, rather than amino acid identity per se, may serve to im-
prove this analysis in the future, particularly once more structures are available from
which to derive propensities. Several amino acids, including cysteine, glutamine, and
proline were not observed to contact phosphorylated side chains, although this may
be due to the relatively small size of the data set of known phosphopeptide-binding
domain structures.
Surface curvature
A measure of the mean local curvature about each surface point was calculated [147],
and used to produce a propensity value related to surface curvature. There is a spike in
the overall distribution of surface curvatures at approximately 0.3 A-1, corresponding
to the local concavity at any location where the 3 A probe used to derive the molecular
surface contacted three or more protein atoms (Fig. 3.2B, upper panel). There is
also a small shoulder in the distribution centered at a convex curvature of -0.5 A- 1,
corresponding to regions where the probe touches only a single atom. The remainder
of the distribution corresponds to saddle regions on the protein surface where the
probe touches two atoms, and the surface has both concave and convex character.
Qualitatively, the distribution of surface points that bind to a phosphorylated
side chain appears quite similar to the global distribution (Fig. 3.2B, middle panel).
Quantitatively, however, the propensity for phosphoresidue contact, obtained by di-
viding the phosphoresidue contact site frequency distribution by the overall frequency
distribution, is enriched in two regions (Fig. 3.2B, lower panel). One of these regions,
with relatively high negative curvature values, is the ratio of sparsely populated re-
gions of the contact site and global frequency distributions (Fig. 3.2B, upper and
middle panels), making the predictive validity of propensities in this region ques-
tionable. The second region of high propensity lies between curvature values of 0.1
and 0.6 A- 1 (Fig. 3.2B, lower panel), and corresponds to regions of concavity in the
protein surface that are highly populated in the global distribution. The data in this
region quantifies the well accepted tendency of ligands to bind to concave regions
of protein surface, in the specific context of phosphopeptide-binding domain/ligand
interactions.
Electrostatic potential
To examine the effect of electrostatic potential on phosphopeptide binding, we used
a continuum electrostatic model to calculate the solvated state potential of each
phosphopeptide-binding domain in our dataset in the absence of the cognate phos-
phopeptide ligand. The distribution of potentials on the phosphate-accessible surfaces
of all proteins studied was bell-shaped, and centered approximately at zero (Fig. 3.2C,
upper panel). As expected, the distribution of electrostatic potentials for the sub-
set of the domain surfaces that contact a phosphorylated side chain is significantly
shifted toward positive values (Fig. 3.2C, middle panel). As a result, the propensity
distribution over electrostatic potentials, calculated as the distribution of electrosta-
tic potentials in phosphoresidue contact sites divided by the global distribution of
electrostatic potentials, peaks in the range between +7 and +9 kT/e.
As might be expected, the propensity for binding to phosphorylated side chains
trails off as the electrostatic potential at a surface point becomes more negative from
this peak, falling to almost zero at neutral electrostatic potential. Interestingly, the
propensity also falls off for surface points having the highest electrostatic potential.
The implication, then, is that surface points with such high positive electrostatic
potentials are not as well suited for binding phosphopeptides as points with more
moderate potentials, despite the high negative charge of a phosphorylated amino
acid side chain. This is likely due to the high energetic cost of desolvating a region
of such extreme positive potential [128].
3.2.2 Predictive ability for known phosphoresidue contact
sites
To determine whether the calculated propensities were unduly influenced by any single
structure in the data set, a cross-validation procedure was used ("jack-knifing") in
which each structure was individually removed, and the propensities recalculated.
The nine resulting sets of propensities were quite similar (shown by error bars in
Figure 3.2, lower panels), with individual propensity values in well populated regions
of the distributions differing on average from those calculated for the full dataset by
less than 10% in the case of surface curvatures and electrostatic potentials, and by
less than 25% for amino acid identities.
Of the three independent propensities calculated for amino acid identity, surface
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Figure 3.3: Calculation of joint propensity for phosphoresidue contact.
Propensities were calculated independently for amino acid identity (upper left), local
mean surface curvature (middle left), and solvated electrostatic potential (lower left).
These propensities were combined multiplicatively to obtain a joint propensity for
phosphoresidue contact (right). Two linear scales were used to depict unfavorable
and favorable propensity. Unfavorable propensity values from 0 to 1 are colored from
red to white. Favorable propensity values are colored from white to blue over the val-
nes 1 to 4 for amino acid identity, 1 to 2.5 for surface curvature, 1 to 12 for solvated
electrostatic potential, and 1 to 20 for joint phosphoresidue contact propensity. In
some regions, as with the area outlined in yellow, the three individually calculated
propensities combine constructively to create a large region of favorable joint propen-
sity. In other regions, such as the area outlined in green, an area that looks favorable
for phosphoresidue contact by one measure, such as electrostatic potential, combines
with the propensities generated by other characteristics to define a site that is less
favorable, overall, for phosphoresidue contact.
curvature, and electrostatic potential, none was sufficient on its own to unambigu-
ously identify the site of known phosphoresidue contact on the set of phosphopeptide-
binding domains studied here (Fig. 3.3, left panels). However, the scales of propensi-
ties encountered in this analysis provide a framework for understanding the contribu-
tion of each characteristic studied to phosphoresidue binding. The scales of propensity
values encountered indicate the most favorable values of electrostatic potential are
more predictive, with respect to phosphoresidue contact, than the most favorable val-
ues of amino acid identity or surface curvature. Nevertheless, unfavorable propensity
values contributed by amino acid identity or surface curvature are capable of counter-
ing false positive favorable contributions from positive electrostatic potential in order
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to improve the accuracy of our predictions, as shown in Figure 3.3.
We next investigated whether the amino acid identity, surface curvature, and
electrostatic potential propensities could be combined in a prospective manner to
identify phosphoresidue contact sites (see Figure 3.3, Materials and Methods) us-
ing cross-validation. For each structure in our set of known phosphopeptide-binding
domains, the joint propensities calculated from every other member of the set were
painted onto the surface of the domain of interest and visually inspected. As shown
in Figure 3.4, the correct phosphate binding site was easily identified in every case
as a contiguous region of mixed high and neutral joint propensity. No false nega-
tive prediction of a phosphoresidue contact site was made. In most cases, including
that of the protein 14-3-3 (, the Smad MH2 domain, and both FHA and both SH2
domains studied, only a single site of significant size and propensity was observed.
However, for Pinl, Cdc4, and the Polo-box domain of Plkl, a second site of compara-
ble size and propensity to a known real phosphopeptide-binding site was also observed
(see Figure 3.5). Intriguingly, the second predicted phosphoresidue contact region on
the Pinl surface lies at the catalytic site in Pinl's proline isomerase domain. This
site is known to bind specifically to, and isomerize, phosphopeptides containing the
same motif as that recognized by the WW domain [55], and therefore corresponds
to a phosphopeptide-binding site. In the case of Cdc4 and the Polo-box domain of
Plkl, the second predicted phosphopeptide-binding site may represent false positive
predictions, or may indicate sites of further interaction with as-yet-unidentified phos-
phopeptides or other anionic ligands. It is also of interest to note that in most cases,
the region of favorable propensity detected is quite a bit larger than the sites of phos-
phoresidue contact on which the method was trained. This indicates that the local
properties most enriched in sites of phosphoresidue contact are also highly enriched in
the surrounding regions. This may be reflective of a kinetic mechanism for attracting
the phosphopeptide ligand to its binding site.
B. Rad53 FHA1
D. Smad MH2 E. p56 SH2
G. 14-3-3 ( H. Src SH2
F. Cdc4 WD40
I. Plk1 Polo-box
Figure 3.4: Cross-validation of phosphoresidue contact site predictions on
known phosphopeptide binding domains. Phosphopeptides are shown in a
licorice representation, with the phosphate phosphorus atom colored green. Sur-
face coloring is linear from red to white for unfavorable propensity values from 0 to
1, and from white to blue for favorable propensity values of 1 to 30. Predicted phos-
phoresidue contact sites are outlined in yellow. The phosphopeptide-binding domain
shown is indicated within each panel. The skinny sticks in panel (D) indicate the
Smad monomer that contains the bound phosphopeptide. The phoshotyrosine phos-
phates in panels (E) and (H) are buried beneath the phosphate accessible surface.
A. Pin1 WW C. Chk2 FHA
A. Cdc4 B. Plk1
Figure 3.5: Additional phosphoresidue contact site predictions. Additional
site predictions were made on the surfaces of the indicated proteins. Surface coloring
is linear from red to white for unfavorable propensity values of 0 to 1 and from white
to blue for favorable propensity values from 1 to 30. Predicted phosphoresidue contact
sites are outlined in yellow. The predictions for Cdc4 and Pinl did not lie on the
phosphopeptide-binding domains of those proteins.
3.2.3 Prediction of the phosphoresidue contact sites of Chkl
kinase and the BRCA1 BRCT-repeat domain
The method under development here is capable of predicting the location of phos-
phoresidue contact sites on the surface of phosphopeptide-binding domains whose
unliganded structures are known. These predictions can then be investigated ex-
perimentally. Two such cases are currently available. The checkpoint kinase Chkl
has been found to be regulated by binding to the phosphorylated form of the pro-
tein claspin [90] at a site within the kinase domain. The BRCT-repeat domains of
several proteins, including BRCA1 and PTIP [58, 76] have recently been identified
as phosphopeptide-binding domains. One crystal structure of the Chkl kinase do-
main, and three crystal structures of BRCA1 BRCT-repeat domains, in the absence
of bound phosphopeptide are available. We therefore applied our method to these
structures.
Application of local surface propensity analysis to the Chkl kinase domain surface
identified two possible sites for phosphopeptide binding (Fig. 3.6A). These sites are
connected by a small region of neutral propensity. The first site, located at the inter-
C. Pin1
A. Chkl kinase domain B. BRCA1 BR.CT
Figure 3.6: Predicted phosphoresidue contact sites on the surfaces of Chkl
and BRCA1. Surface phosphoresidue contact propensity plots (top panels) and
secondary structure (bottom panels) with residues named in the text shown in licorice.
(A) Chkl kinase domain. On the surface plot, site one is outlined in yellow on the
right, and site two is outlined in yellow on the left. In the secondary structure
diagram, the small lobe of the Chkl kinase domain is colored blue, and the large lobe
is colored red. (B) BRCA1 BRCT repeat domain. The left panel indicates the first
predicted site, which has been shown experimentally to be the site of phosphopeptide
binding [78, 91, 92], and the right panel indicates the second predicted site. The
axis shown indicates the axis of rotation between the shown molecular faces. In
the secondary structure diagrams, the first BRCT repeat, the linker, and the second
repeat are colored blue, green, and red, respectively. Surface coloring is linear from
red to white over the unfavorable propensity values 0 to 1 and from white to blue
over favorable propensity values from 1 to 30. Portions of this figure were generated
using the programs MOLSCRIPT [135] and RASTER3D [136].
s>4
I
C"
~l~le~~
/ |
face between the large and small lobes of the kinase, but not in the kinase catalytic
site, is made up of the amino acid side chains K54, R129, T153, R162, and N165
(Fig. 3.6A, rightmost indicated site). The mutations K54A, R129A, and T153A,
and R162A have all been shown to abrogate claspin binding in the frog Chkl ho-
molog Xchkl [90]. Our results suggest that those residues are directly responsible
for phosphoclaspin binding. The second site we identified, on the small lobe of the
kinase domain, is adjacent to the first, and is made up of the Chkl amino acid side
chains K53, K60, H73 and R75 (Fig. 3.6A, leftmost indicated site). While this site
has not previously been identified as a site of phosphopeptide binding, it is known
that phosphoclaspin binding to Xchkl requires two separate claspin phosphorylation
events, on residues S864 and S895. It is possible, therefore, that the two phospho-
peptide residues pS864 and pS895, separated by 31 amino acids, are recognized by
two distinct phosphopeptide-binding sites on the Chkl surface.
Two predicted phosphopeptide-binding sites were also identified on the surface of
the rat BRCA1 BRCT-repeat domain. The first of these is a bowl-shaped depression
entirely within the first of the two BRCT repeats in the structure. The surface that
composes the site is contributed by three amino acid side chains - K1648, S1601, and
T1646 (Fig. 3.6B, upper panel). This triad of residues is conserved in the BRCA1
protein of humans. The other potential binding site is found in a channel composed
of four amino acids at the interface between the second BRCT repeat and the he-
lix linking the two repeats - R1697, R1791, H1692, and R1793 (Fig. 3.6B, lower
panel). R1697 and H1692 are conserved in humans, while R1791 and R1793 are
both glutamine in human BRCA1. Thus, the method presents two hypotheses for
the site responsible for phosphopeptide-binding activity, which are readily tested by
site-directed mutagenesis experiments.
During the preparation of this manuscript, the crystal structure of the human
BRCA1 BRCT domain in complex with a phosphopeptide was solved [78, 91, 92]. In
this structure, the phosphoresidue contact site was shown to correspond to the first of
the two sites on the BRCA1 surface predicted by our method, indicating that for this
site at least, our prediction was correct. This result, together with the experimentally
corroborated prediction on the surface of the Chkl kinase domain, indicates that the
methodology described here has captured a large portion of the chemical and physical
nature of phosphopeptide binding in a manner that is useful for predicting binding
sites.
The phosphoresidue contact site predictions described here were originally made
by visual inspection of the joint phosphoresidue contact potential on the surfaces of
Chkl and BRCA1 and selection of the largest site of favorable propensity. We are
currently exploring a vertex-clustering algorithm designed to identify large regions of
favorable propensity in an automated fashion.
3.3 Discussion
We have developed a novel framework for phosphopeptide-binding site prediction.
Our method is based on finely discretizing the surface of proteins, identifying physical
and chemical properties that are over-represented on those surfaces at sites of contact
with phosphorylated amino acid side chains, and locating contiguous patches of those
properties on the surfaces of proteins for which a prediction is to be made. Previous
methods for the discovery of functional sites on proteins include patch analysis [148,
149], in which properties are calculated for a number of large overlapping surface
patches, and used in conjunction with heuristics to identify functional sites; and
evolutionary trace analysis [150], which depends on a large number of homologous
protein sequences to find clusters of evolutionarily conserved residues. In contrast, the
method described here, which uses discretized surface propensities, is capable of using
a relatively small number of structures to determine local surface properties enriched
in a functional site. The local nature of the surface properties analyzed appears to
capture some of the physical and chemical properties required for phosphopeptide
binding, despite the larger-scale dissimilarity of the binding sites used in training.
There are three important caveats to the computational method. First, we as-
sume the independence of propensities calculated from a set of properties - amino
acid identity, mean surface curvature, and electrostatic potential - which are not
themselves independent. In the limit of a large volume of data, it is possible to aban-
don this approximation by calculating an exact propensity value for every possible
combination of property values. As more data become available, it should be possible
to learn correct parameters for the combination of these propensity values.
Sites with the highest propensities for phosphoresidue contact have strong favor-
able propensity contributions from each of the three properties considered here. In
the limit of currently available data, we find that all three properties considered here
are necessary for accurate site prediction. Although strong favorable propensity for
phosphoresidue contact is driven by the solvated electrostatic potential, false positive
predictions that would be generated by the consideration of electrostatics alone are
avoided by combining information about surface curvature and amino acid identity.
Second, we calculate and cross-validate propensity values from a set of crystal
structures solved in the presence of phosphopeptide. These structures may involve
some induced fit to their cognate peptides, whereas structures for which useful predic-
tions can be made would be in their unliganded apo conformation. Despite this, we
make predictions for the Chkl kinase domain and the BRCA1 BRCT-repeat domain
that are validated by experiment, indicating that the physical and chemical aspects
of a phosphoresidue contact site that are captured by our model are not lost in the
apo state.
Finally, the method described here is designed to identify the site of phospho-
residue contact on the surface of a known phosphopeptide-binding domain. It is
clear that as novel phosphopeptide-binding domains are discovered, and as struc-
tural genomics efforts come to fruition, this approach will prove useful in rapidly
identifying the functional sites on unliganded crystal structures without necessitating
further crystallographic effort. Because the propensities calculated here are trained
to differentiate phosphoresidue contact surface from the remainder of the surface of
phosphopeptide-binding domains, this may be less useful in mining structural data-
bases for novel phosphopeptide-binding domains. We expect, based on the emphasis
given by our propensity scale to positive electrostatic potential, that this scale might
score some anion- and phosphate-binding sites quite favorably. This has been con-
firmed by our examination of several nonphosphopeptide-binding proteins (data not
shown). However, if the goal of future work is to differentiate among different types of
anion-binding sites, appropriate propensity scales and other machine learning tools
could certainly be developed, for example for the differentiation of phosphoresidue
contact sites from such "decoy" sites.
The method described here is highly extendable, both in terms of the type of func-
tional site examined, and in the characteristics for which propensities are calculated.
Propensity calculations can be performed on continuous properties such as curvature
and electrostatic potential, which have been discretized via binning, as well as on tra-
ditional discrete properties such as amino acid identity. Therefore, any property that
can be assigned to the vertices of a protein surface can be applied to site predictions
within this methodological framework. Moreover, predictions can be made within
this framework for any functional categorization for which predictive physical surface
properties can be found. Our successes in the identification of phosphoresidue con-
tact sites on the surfaces of the Chkl kinase domain and the BRCA1 BRCT-repeat
domains indicate the utility of this methodology in functional site annotation.
3.4 Materials and Methods
3.4.1 Structures
The structures used as a training set in this study (Table 3.1) were selected
as being the best high-resolution crystal structures representative of the known
phosphopeptide-binding domain/peptide interactions. Structures of one 14-3-3 pro-
tein, one group IV WW domain, one WD40 domain, one MH2 domain, two FHA
domains, and two SH2 domains were used to gather propensity data. The single
most well resolved structures of the Chkl kinase domain (PDB Code 1IA8) [151] and
BRCA1 BRCT-repeat domain, from the rat BRCA1 protein, (PDB Code 1LOB) [152]
were used for phosphoresidue contact site predictions.
Table 3.1: Structures used to calculate propensity data.
PDB ID Protein Domain Type/ Surface Ref.
Phosphorylated AA Points
1F8A Pinl WW / 2x pS 35,582 [66]
1G6G Rad53 FHA / pT 24,372 [61]
1GXC Chk2 FHA / pT 24,293 [145]
1KHX Smad MH2 / 2x pS 40,832 [63]
1LCJ p56Lck SH2 / pY 21,905 [67]
1NEX Cdc4 WD40 / pT 76,798 [153]
1QJB 14-3-3( 14-3-3 / pS 46,068 [65]
1SPS Src SH2 / pY 21,954 [154]
1UMW Plkl Polo-box / pT 40,426 [64]
3.4.2 Propensity calculation
For each property associated with a surface point - amino acid identity, surface cur-
vature, and electrostatic potential - a propensity for phosphoresidue contact was
calculated. The propensity of a property i was calculated as:
nb(i)/lb
P(i) = n(i)/nb (3.1)nt(i)/nt '
where nb(i)and nt(i)are the number of surface points with characteristic i contacting
phosphoresidues and in total, respectively, and nb and nt are the number of surface
points contacting phosphoresidues and total number of surface points in the data set,
regardless of characteristic.
When attempting to predict the phosphoresidue contact site on a protein, the
propensity assigned to each surface point was computed, under the simplifying as-
sumption that propensities generated using amino .acid identity, local mean surface
curvature, and solvated electrostatic potential combine noncooperatively, as
P = Paa x Pa,rv x Pes. (3.2)
Figure 3.3 shows one example of the combination of these three individual propensities
to derive a joint propensity.
3.4.3 Surface and contact calculation
The program MSMS [146] was used to obtain a triangular surface mesh for each
phosphopeptide-binding domain, using a probe radius of 3.0 A, the approximate
radius of a phosphate ion, and a surface density of 5.0 vertices/A2 . Calculations
were performed on a monomer of each phosphopeptide-binding domain in the pres-
ence and absence of only the phosphorylated side chain of the corresponding binding
peptide. Surface points contacted by the phosphoresidue were identified as those
that were surface accessible on the unliganded protein surface but buried in the pro-
tein/phosphoresidue complex surface such that it was further than 0.3 A from the
nearest point on the bound-state surface.
3.4.4 Amino acid identity assignment
The amino acid identity of each surface point was recorded as identified by MSMS,
with points on the reentrant phosphate-accessible molecular surface assigned to the
nearest atomic van der Waals sphere.
3.4.5 Mean surface curvature assignment
The mean surface curvature at each point was calculated according to the method
of Meyer et al. [147]. In order to discretize the space of curvatures for propensity
calculation, surface curvatures were binned with a bin width of 0.1 A-1 between the
values of -0.6 and 1.4 A-1, with curvatures above and below the extrema placed in
the highest and lowest bin, respectively. Calculated propensities were found to be
insensitive to the bin size selected over a range of bin sizes from 0.05 to 0.5 A-1
3.4.6 Solvated electrostatic potential assignment
The electrostatic potential at each surface point was calculated with a continuum
electrostatic model with a locally modified version of the program DELPHI [142-144].
The calculation used the phosphopeptide-binding domain alone, a solvent dielectric
of 80, a salt concentration of 0.145 M, a protein dielectric of 4, and PARSE parameters
[141]. Prior to calculating potentials, hydrogen atom positions were added to the
protein structures using the program REDUCE [155]. Electrostatic potentials were
discretized for propensity calculation by binning, with bin with 0.5 kT/e, with data
below -15 kT/e or above +15 kT/eassigned to the lowest and highest bin, respectively.
Calculated propensities were found to be insensitive to the bin size selected over a
range of bin sizes from 0.25 to 5.0 kT/e.
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Chapter 4
Computational Design of a Library
of WW Domain Variants Targeting
an Altered Ligand Specificity
Abstract
We have attempted to use both traditional single-sequence computational protein
design and protein library design to identify WW domain variants capable of specif-
ically binding peptides containing the motif phosphoserine-glutamine, "pS/pT-Q".
Such peptides are potential products of phosphorylation by the DNA damage kinases
ATM and ATR. Traditional protein design methods produced protein-peptide com-
plex structures that looked, in silico, unlikely to be specific. However, we were able
to design a library of protein sequences that might be able to bind "pS/pT-Q" pep-
tides specifically by positioning amino acids to make multiple simultaneous hydrogen
bonds to the peptidyl glutamine residue, while maintaining an intact phosphoserine
binding site from the wild-type Pin1 WW domain. The Pin1 WW domain binds
peptides containing the motif "pS/pT-P". This library is over 30-fold smaller than
the corresponding combinatorial protein library, but contains all sequences that were
computationally predicted to have the potential to make three hydrogen bonds to
a peptidyl glutamine. It is likely, particularly in designs involving more than the
five amino acid positions considered in this design, that focusing on noncombinato-
rial regions of sequence space enriched in a function of interest will prove useful in
increasing the odds of success in experimental screening.
4.1 Introduction
The kinases ATM, ATR, and p38 are responsible for initiating the downstream re-
sponse to DNA damage [93, 94, 156]. ATM and ATR share the same ligand phos-
phorylation motif; they tend to phosphorylate their ligands on a serine or threonine
residue that is followed by a glutamine residue ("S/T-Q"), with particular affinity for
ligands containing the sequence "L-S-Q-E" [157, 158]. Many important in vivo ATM
and ATR ligands have been identified as being phosphorylated as a response to DNA
damage, including Chk1, Chk2 [159], BRCA1 [160, 161], p53 [162-166], and others.
It is unlikely, however, that all ATM and ATR ligands, or even all ATM and ATR
ligands with clinical importance, have been identified.
We decided, therefore, to attempt the design and development of a laboratory
reagent that would specifically bind to peptides and proteins containing the motif
"pS/pT-Q". Such a reagent would be useful in the identification in cell lysates of
potential products of ATM and ATR phosphorylation. Several other techniques are
available for the identification of kinase targets [167]. Of these, the use of a designed
reagent is conceptually most similar to the use of phosphomotif-directed antibodies
[24]. Because phosphomotif-directed antibodies are raised in animals against degener-
ate libraries containing the motif of interest, it is difficult to ensure that the antibody
binds specifically to all of the motif elements of interest. The development of a frame-
work for the computational design of motif-specific affinity reagents would allow for
specification by the researcher of the important determinants of specificity.
Successful instances of computational protein design [122-125, 168] have generally
phrased design as an inverse of the protein folding problem [97, 98]: given a protein
backbone structure of interest, identify the amino acid sequence that best stabilizes it.
The analogous problem in the design of peptide binders is the identification of protein
sequences that best stabilize a target complex structure relative to the separated
components, given backbone structures for both ligand and binder. Specificity design
has directly been considered a number of times. Design strategies have ranged from
simple affinity optimization of the desired complex, without an explicit consideration
of specificity [169-171], to the incorporation of negative design elements to prevent
interactions of the with wild-type molecules [172-177].
In designing a novel protein-ligand complex, rather than stabilizing an existing
protein or altering the affinity of an existing complex, it is not obvious what existing
complex or structure to use as a model for computation. Two feasible choices here
are the ATM or ATR kinase domains themselves, which already bind to the "pS/pT-
Q" ligand of interest after catalyzing its formation but before product release. In a
sense however, these domains have evolved to release their product, and it is not clear
that it would be straightforward to design a catalytically inert kinase domain variant
that would bind phosphopeptides more tightly than its original peptide and ATP
substrates. Moreover, there is no crystal structure of ATM or ATR in complex with
its "S/T-Q" substrate to use as a model. We chose instead to alter the specificity of
an existing phosphopeptide-binding domain.
Phosphopeptide domains operate in many major biological processes, including
control of the cell cycle and cell fate determination [39-42]. Of the known phospho-
peptide binding domains, we selected the group IV WW domain [54] as the strongest
candidate for use as a design scaffold. Group IV WW domains bind to targets on the
basis of a "pS/pT-P" motif, which matches the pattern we wish to bind - a phospho-
rylated residue, and one residue neighboring it on the C-terminal side. On this basis,
we selected the structure of the Pinl WW domain in complex with a "pS-P" peptide
(PDB code 1F8A [66]) as the scaffold for our design.
A preliminary attempt to design individual WW domain variants with high affin-
ity for "pS/pT-Q" gave disappointing results, leading us to develop instead a large
library of possible binders to be screened experimentally. Computational design pro-
cedures have traditionally been used to generate a small number of protein sequences
for individual testing. More recently, however, researchers have begun applying sim-
ilar techniques to the design of protein libraries [178-180]. Computational design of
protein libraries has generally been focused on the development of combinatorial li-
braries, which are more easily expressed and screened than irregularly shaped protein
spaces. Here we attempt simply to generate a list of the protein sequences most likely
to bind "pS/pT-Q" ligands, without requiring that the resultant library be combi-
natorial. In conjunction with the oligonucleotide library design method presented in
Chapter 5, we expect noncombinatorial libraries to be a powerful way to focus an
experimental library screen on the portions of sequence space most likely to contain
the protein function of interest.
4.2 Materials and Methods
4.2.1 Structure Preparation
An all-atom model of the Pinl WW domain in complex with a "pS-P" peptide was
generated, using a 1.84 A resolution crystal structure [66] as a basis. The proline
isomerase domain (residues 55-167) was removed. Density was missing from Pinl
residue 43 to 54, leaving only the WW domain (residues 1-42) and its ligand. Upon
visual examination of hydrogren-bonding patterns, histidine residues 3 and 31 were
designated as being neutrally charged and protonated on the c nitrogen. The well-
coordinated phosphoserine residue of the ligand peptide (174) was left in the doubly
anionic deprotonated state based on an examination of the hydrogen-bonding pattern
of the residue, the strongly cationic environment, and the fact that the pKa of methyl
phosphate at biological temperature is about 6.6 [181], only slightly more acidic than
the cellular pH. The more solvent-exposed phosphoserine (residue 171) was trimmed
back to serine after preliminary calculations indicated that the excess negative charge
of the second phosphoserine residue biased the results of design calculations in favor
of cationic WW variants, and this phosphoserine will not be present in most bio-
logical ligands of interest. The rotation about the terminal X angle of asparagine,
glutamine, and histidine residues was examined, but left in the state chosen by the
crystallographer. We switched the coordinates of the carbonyl (C,O) and side-chain
(CB, OG) atoms of the C-terminal residue of the WW-domain itself, serine 42, as
the crystallographic designations left no room for a subsequent residue to be placed
without a steric clash. Hydrogens were positioned using the HBUILD functionality
[138] of the program CHARMM [139] using the PARAM22 parameter set [140] with a
constant dielectric of 1. The WW domain and peptide ligand were patched with pro-
tonated N-terminal amino groups. The WW domain was patched with a C-terminal
N-methylamide, as the residues following 42 were missing crystallographic density.
The phosphopeptide C terminus was also patched with N-methylamide, to avoid bi-
asing the design with an excess of negative charge on the peptide.
4.2.2 Individual Protein Design
A design of individual WW-domains in stable complexes with a "pS-Q" ligand was
undertaken, using a two-level treatment of electrostatics and solvation [182-185] per-
formed as described in [176]. Briefly, nonpolar hydrogens were removed from the
model structure generated according to the method given above. The peptide lig-
and residue 175 (a proline directly to the C-terminal side of phosphoserine 174) was
mutated to glutamine and allowed to adopt any conformation in the Dunbrack and
Karplus backbone-independent rotamer library (May 2002) [186, 187], supplemented
with additional rotamers at ± 100 at X1 and X2. Notably the ¢ and i backbone
dihedrals of the mutated proline are accessible to the amino acid glutamine, as well.
Residue 176 was truncated to alanine to leave room for coordination of the glutamine
by the WW domain. On the WW domain itself, five amino acid positions (23, 25,
27, 36, and 38) were selected as being capable of reaching the peptidyl glutamine
while leaving the phosphoserine binding site essentially intact, and the five positions
were given the ability to mutate to any of the natural amino acids excluding proline
using the same rotamer library as the peptidyl glutamine. Notably, residue B38 is a
tryptophan, one of the two "W" residues that gives the WW domain its name. In
the wild-type Pin1 WW domain structure, this tryptophan stacks against the proline
residue of the "pS-P" ligand, and we hypothesize that it is not required for the folding
or binding activity of a "pS-Q"-binding variant.
A locally-authored version [184] of the DEE/A* algorithm [99, 101-103, 106,
107] was used to identify all protein sequences with an approximate sequence energy
within 30 kcal/mol of the global minimum sequence energy using a pairwise energy
function consisting of internal geometry terms, a van der Waals term, and Coulombic
electrostatics with a 4r dielectric, as calculated by CHARMM [139] using the PARAM19
parameter set [188, 189]. A model compound consisting of separated single side
chains with neutrally-blocked termini was used to represent the unfolded protein state.
Because we had no explicit decoy state that we wanted to develop specificity against,
we optimized on the stability of the protein-"pS-Q" complex, which is calculated as
the difference in energies between the bound-state energy and the unfolded model
compound. The approximation of the global minimum stability of each sequence
considered is made using the method of Mendes et al. [105], treating all conformations
of an amino acid at a position as a flexible rotamer family. For the 20,000 sequences
with the best sequence energy (a range of about 27 kcal/mol), the 10 lowest-energy
structures were generated that varied to the extent that no two structures had all
residues in the same cluster of + 100 of X1/X2 sampling. In this step, no sequence
approximation is used; the 10 structures generated have exact energies calculated,
though by the inaccurate pairwise function described above. The lowest of these is
termed the "low-accuracy" energy of the protein sequence.
All of these structures were re-evaluated by replacing the 4r-dielectric Coulom-
bic electrostatics with linearized Poisson-Boltzmann electrostatics and a SASA-
dependent hydrophobic term of 5 cal/(mol A2) [141]. The linearized Poisson-
Boltzmann equation was solved using a locally-modified version of the program DEL-
PHI [142, 143, 190]. The linearized Poisson-Boltzmann solution was performed by
placing the WW-domain/peptide complex on a 129x129x129 grid, filling first 23%
of the grid using Coulombic electrostatics with Debye-Hiickel screening at the exter-
nal dielectric constant to fix boundary conditions, and then 92% of the grid using
the 23%-fill solve to set boundary conditions. Protein dielectric was set at 4, solvent
dielectric at 80, and salt was set to a concentration of 145 mM. Atomic radii and
partial atomic charges were set according to the PARSE parameter set [141]. The
molecular surface, using a probe radius of 1.4 A to define the dielectric boundary,
and an ion-exclusion layer of 2 A, were used. The lowest energy, calculated over the
10 structures used for each protein sequence, is termed the "high-accuracy" energy
of the sequence.
4.2.3 Protein Library Design
It was our intuition, guided by previous studies of the role of electrostatics in protein-
protein interaction [172, 191-193] and the coordination by several hydrogen-bonding
groups of glutamine by the glutamine binding protein [194] that any protein with
specific glutamine binding would achieve that specificity through hydrogen bonding.
The procedure by which a WW domain variant library was designed is summarized in
Figure 4.1. The wild-type Pinl WW domain as prepared above was used as an initial
model (Figure 4.1A). WW domain side chains 23, 25, 27, 36, and 38 and peptidyl
residue 175 were removed from the structure (Figure 4.1B). The Dunbrack and
Karplus backbone-independent rotamer library (May 2002), [186, 187], supplemented
with additional rotamers at + 100 at X1 and X2, was used to identify every way of
placing a side chain on the WW domain design positions and a glutamine side chain on
peptidyl residue 175 such that a hydrogen bond was made and no steric clashes were
generated (Figure 4.1C). We used a very permissive definition of a hydrogen bond;
any two side chains that put a donor group hydrogen within 2.4 A of a receptor atom
on the opposite residue was kept. We considered as clashing any rotamer that had an
interaction energy of greater than 25 kcal/mol with the fixed portion of the protein,
or any pair of rotamers that had an interaction energy of greater than 25 kcal/mol
with each other. We then built up sequentially from this data all ways of placing a
peptidyl glutamine rotamer with 2, and then 3 rotamers on the WW domain such
that all WW domain residues made simultaneous hydrogen bonds to the glutamine,
and no residue or pair of residues clashed (Figure 4.1D). This produced a list of
487,005 structures.
The results of this procedure were evaluated by eye, in conjunction in some cases
with minimization using the program CHARMM [139] with the PARAM22 parameter
set [140] and an ACE implicit solvent model [195-197]. The goal of this evaluation was
to find structures that might, with backbone, relaxation and the ability to fill the two
design positions not-yet-filled with any amino acid, feasibly form three simultaneous
A. Wild-type Pin1 WW domain
C. Single hydrogen bond D. Triple hydrogen bonds
Figure 4.1: Library Design Method. In all images, the WW domain is blue and
the peptide is red. WW mutable residues 23, 25, 27, 36, and 38 are shown in licorice,
as is the peptidyl residue 175. (A) The wild-type Pinl WW domain in complex
with a "pS-P" peptide (red). The peptidyl proline stacks between a tryptophan and
tyrosine. (B) WW side chains 23, 25, 27, 36, and 38 and peptidyl side chain 175 are
removed. (C) All ways of placing a glutamine rotamer on the peptide and any rotamer
on any WW domain position such that each residue has an energy of interaction with
the fixed portion of the protein of less than 25 kcal/mol, the pair of residues has
an interaction energy of less than 25 kcal/mol, and a hydrogen bond donor from
one residue is placed within 2.4 A of an acceptor from the other are found. (D) All
ways of placing a glutamine residue on the peptide and any rotamer that hydrogen-
bonds to it according to the criteria of (C), such that no pair of residues has an
interaction energy of greater than 25 kcal/mol. Resultant structures were screened
by eye, and if it looked plausible that three hydrogen bonds could be made to the
peptidyl glutamine if the backbone were relaxed and the two indeterminate side chains
were allowed sequence flexibility, then all 400 protein sequences consistent with the
three determined and two indeterminate amino acids of the structure were added to
the library of variant WW domains of interest.
B. Side chains removed
hydrogen bonds with the glutamine residue of the ligand peptide. As reasonable-
looking structures were found, all 400 protein sequences consistent with the identified
3 positions were listed by filling the two indeterminate positions with all 20 natural
amino acids and added to the library of interest. As any unreasonable-looking single
amino acid, pair of amino acids, or higher-order grouping was seen, all structures that
contained it were removed from the set without further visual examination.
4.3 Results and Discussion
4.3.1 Individual Protein Design
Visual examination of low-energy protein sequences selected by the individual protein
design algorithm indicated that variant WW domains designed for high affinity to a
variant "pS-Q" ligand were unlikely to demonstrate affinity and specificity in vitro.
Low-energy protein structures appeared to be gaining a great deal of their ligand
affinity by through-solvent electrostatic interactions with the ligand phosphoserine
residue. Interactions made with the glutamine were largely steric in nature, and not
the type of hydrogen-bonding contacts that seem, intuitively, to be necessary for tight
specific binding.
Table 4.1: Characterization of wild-type Pinl compared to designed WW
variants.
Wild-type Average of 20,000
Pinl designed sequences
Net Charge 1.00 0.85
Number of Charged Residues 1.00 3.00
Number of Heavy Atoms 29.00 23.84
In order to determine whether the lack of structures that appeared to have the
capacity to bind "pS/pT-Q" ligands tightly and specifically was an artifact of our
search and evaluation procedure or an effect of the physical and chemical reality for
the Pin1 WW domain backbone used, we explored the relation between our low- and
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Figure 4.2: Correlation of low- and high-accuracy energy evaluations. The
low- and high-accuracy energy evaluations of the 20,000 protein sequences with the
best approximate sequence energy are plotted. Low-accuracy energy consists of in-
ternal geometry terms, 4r Coulombic electrostatics, and a van der Waals term. High-
accuracy energy evaluation replaces the 4r electrostatics with a linearized Poisson-
Boltzmann model, and adds a SASA-dependent hydrophobic term. The reported
low- and high-accuracy energies are the best from among the ten structures with the
lowest low-accuracy energy designed for each protein sequence. The plotted quan-
tity is the difference between the folded, bound-state energy and separated unfolded
model compounds. An arbitrary but constant grid-energy term is the cause of the
high absolute values of high-accuracy energy evaluations. The correlation coefficient
of the two evaluations is 0.41. The least-squares best-fit line is shown in black.
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high-accuracy energy evaluations in this system. There is a moderate correlation (R
= 0.41) between the low-accuracy energy of a protein sequence and the more accurate
recalculation (see Figure 4.2), as is expected. We calculated the average net charge,
number of charged residues, and number of heavy (non-hydrogen) atoms among the
5 designed WW domain amino acid positions for the 20,000 sequences analyzed with
both low- and high-accuracy energy evaluation, and compared these with those of the
"pS/pT-P"-binding wild-type Pin1 (see Table 4.1). We found that on average, our
sequences had a lower net charge, but more charged residues than wild-type Pinl,
and were smaller, with fewer heavy atoms. Though it is hard to draw conclusions
from comparison to a single wild-type sequence, the fact the more charged residues
are found in our designed proteins than in Pinl may indicate a systematic tendency
in our design process to design overcharged protein sequences.
We sorted all 20000 protein sequences independently by low- and high-accuracy
energy, and split each group by decile into sets of 2000. We then calculated average
net charge, average number of charged residues, and average number of heavy atoms
with each decile from each set (Figure 4.3). Here, the results are somewhat surpris-
ing. Despite the bulk correlation of low- and high-accuracy energies (Figure 4.2),
there are some major differences in what features are highly ranked by the two func-
tions. Average net charge (Figure 4.3A) is roughly flat across deciles in low-accuracy
energy, but increases monotonically by decile when sequences are sorted on high-
accuracy energies. More strikingly, average number of charged residues (Figure 4.3B)
monotonically decreases by decile when sequences are sorted by low-accuracy energy,
and monotonically increases when sequences are sorted by high-accuracy energy. Like-
wise, average number of heavy atoms per designed sequence (Figure 4.3C) tends to
decrease by decile when sorted on low-accuracy energy, and rise with high-accuracy
energy. Because the van der Waals component of the energy function is shared be-
tween the high- and low-accuracy evaluations, and the SASA-dependent component
is very small, it seems likely that this last reversal is primarily a consequence of the
fact that the positively charged amino acids are large.
On average, our pairwise low-accuracy energy evaluation highly ranks protein se-
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Figure 4.3: Characterization of designed WW variants by low- and high-
accuracy energy. Protein sequences were split into deciles by calculated low-
accuracy (red) and high-accuracy (blue) energy. The (A) average net charge, (B)
average number of charged residues, and (C) average number of heavy atoms within
each decile are plotted.
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quences that contain a large number of charged residues. On the other hand, on
average, a more computationally expensive, yet more accurate, energy evaluation
reranks sequences with a small number of charged residues more highly. Because an
approximation to the low-accuracy function was used to identify the 20,000 protein se-
quences used here, it is quite possible that there are undiscovered sequences of higher
low-accuracy energy that would be evaluated well by our more accurate function and
that might be more likely to specifically bind "pS/pT-Q"-containing peptides. That
we encountered this problem may be a function of a number of difficulties unique
to the design we were performing. The presence of a highly charged anionic residue
on the ligand drives the low-accuracy energy search process, which contains only a
Coulombic force-field with a distance-dependent dielectric as a model of electrostat-
ics, toward highly charged proteins; positively charged residues accumulate near the
phosphoserine residue, and negatively charged residues are placed to interact favor-
ably with the cationic residues. Moreover, the Pinl ligand binding site redesigned
here is largely solvent-exposed. This has the two effects. First, since the binding site
does not constrain designed amino acid side chains very much sterically, many more
protein sequences can be made to fit the binding site than would be true in a more
constrained protein core. Second, the exposed site reduces the desolvation penalty
paid by charged amino acids in our high-accuracy energy evaluation, permitting the
overcharged interactions favored by our low-accuracy optimization function.
In addition, it is clear that complex stability and binding affinity are not necessar-
ily good surrogates for specificity as optimization functions. Specificity is, by nature,
not a pairwise decomposable function, however, making global exact optimization on
binding specificity a difficult task. Indeed, in the absence of specific decoy ligands to
develop specificity against, it is unclear how to proceed without using some heuristics,
such as requiring that particular numbers and types of interaction are made with the
ligand of interest.
4.3.2 Protein Library Design
Because a traditional single-sequence protein design proved unpromising, we at-
tempted the design of a library of variant WW domains with potential specificity for
"pS/pT-Q" peptide binding. We felt that it was important, in designing the library,
to be quite liberal in allowing protein sequences with a reasonable chance at having
the desired specificity into the library. On the other hand, if complete coverage of the
library space by 10-fold oversampling is desired, rather than sampling, experimental
library screening techniques such as yeast cell surface display [198] and phage display
[199] have maximum library sizes of about 107 and 108, respectively. Moreover, any
sequence added to the protein library for which there is no expectation of the desired
specificity would act only as noise in the experimental screen. We therefore decided
not to use a completely combinatorial protein library, with complete degeneracy at all
five amino acid positions that we were interested in varying. Such a protein library
contains only 3.2 x 106 protein sequences, although the smallest DNA library that en-
codes them all contains 3.3x 107 nucleotide sequences and encodes the rarest protein
sequences only once. It would, however, be quite informative to screen experimentally
both the designed and a combinatorial library, and compare their relative utilities.
Table 4.2: Designed "pS/pT-Q"-binding library.
Residue Number Residue Number Residue Number Residue Number
23 25 27 36 38 23 25 27 36 38 23 25 27 36 38 23 25 27 36 38
ARG XXX ASN ASN XXX ARG XXX ASN ASP XXX ARG XXX ASN GLU XXX ARG XXX ASP ASN XXX
ARG XXX ASP ASP XXX ARG XXX ASP GLU XXX ARG XXX GLN XXX GLU ARG XXX GLU ASN XXX
ARG XXX XXX ASN LYS LYS XXX ASN ASN XXX LYS XXX ASN ASP XXX LYS XXX ASN GLU XXX
LYS XXX ASN XXX LYS LYS XXX ASP ASN XXX LYS XXX ASP ASP XXX LYS XXX ASP GLU XXX
LYS XXX ASP XXX LYS LYS XXX GLU ASN XXX LYS XXX GLU XXX LYS LYS XXX XXX ASN LYS
LYS XXX XXX ASP LYS LYS XXX XXX GLN LYS LYS XXX XXX GLU LYS XXX ARG ASN ASN XXX
XXX ARG ASN ASP XXX XXX ARG ASN GLU XXX XXX ARG ASP ASN XXX XXX ARG ASP ASP XXX
XXX ARG ASP GLU XXX XXX ARG GLU ASN XXX XXX GLN ARG XXX ASN XXX GLN ARG XXX ASP
XXX GLN ARG XXX GLN XXX GLN ARG XXX GLU XXX GLN ARG XXX HIS XXX GLN ARG XXX THR
XXX GLN ASN ASN XXX XXX GLN ASN ASP XXX XXX GLN ASN CYS XXX XXX GLN ASN GLU XXX
XXX GLN ASN XXX ASN XXX GLN ASN XXX ASP XXX GLN ASN XXX GLN XXX GLN ASN XXX GLU
XXX GLN ASN XXX HIS XXX GLN ASN XXX LYS XXX GLN ASP ASN XXX XXX GLN ASP ASP XXX
XXX GLN ASP GLU XXX XXX GLN ASP XXX LYS XXX GLN CYS ASN XXX XXX GLN CYS XXX ASN
XXX GLN CYS XXX ASP XXX GLN CYS XXX GLN XXX GLN CYS XXX GLU XXX GLN CYS XXX HIS
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23 25 27 36 38 23 25 27 36 38 23 25 27 36 38 23 25 27 36 38
XXX GLN GLN ASN XXX XXX GLN GLU XXX LYS XXX GLN HIS ASN XXX XXX GLN HIS XXX ASN
XXX GLN HIS XXX ASP XXX GLN HIS XXX GLN XXX GLN HIS XXX GLU XXX GLN HIS XXX HIS
XXX GLN LYS ASN XXX XXX GLN LYS XXX ASN XXX GLN LYS XXX ASP XXX GLN LYS XXX GLN
XXX GLN LYS XXX GLU XXX GLN LYS XXX HIS XXX GLN SER ASN XXX XXX GLN SER XXX ASN
XXX GLN SER XXX ASP XXX GLN SER XXX GLN XXX GLN SER XXX GLU XXX GCLN SER XXX HIS
XXX GLN THR ASN XXX XXX GLN THR XXX ASN XXX GLN THR XXX ASP XXX GLN THR XXX GLN
XXX GLN THR XXX GLU XXX GLN THR XXX HIS XXX GLN XXX ASN ASN XXX GLN XXX ASN ASP
XXX GLN XXX ASN GLN XXX GLN XXX ASN GLU XXX GLN XXX ASN LYS XXX GLN XXX ASP LYS
XXX GLN XXX GLN LYS XXX GLN XXX GLU LYS XXX GLN XXX HIS ASN XXX GLN XM HIS ASP
XXX GLN XXX HIS GLN XXX GLN XXX HIS GLU XXX GLN XXX LYS ASN XXX GLN XXX LYS ASP
XXX GLN XXX LYS GLN XXX GLN XXX LYS GLU XXX GLN XXX LYS HIS XXX GLN XXX LYS THR
XXX GLU ARG XXX ASN XXX GLU ARG XXX ASP XXX GLU ARG XXX GLN XXX GLU ARG XXX GLU
XXX GLU ARG XXX HIS XXX GLU ARG XXX THR XXX GLU ASN ASN XXX XXX GLU ASN CYS XXX
XXX GLU ASN XXX ASN XXX GLU ASN XXX ASP XXX GLU ASN XXX GLN XXX GLU ASN XXX GLU
XXX GLU ASN XXX HIS XXX GLU ASN XXX THR XXX GLU CYS ASN XXX XXX GLU CYS GLN XXX
XXX GLU CYS LYS XXX XXX GLU CYS XXX ASN XXX GLU CYS XXX ASP XXX GLU CYS XXX GLN
XXX GLU CYS XXX GLU XXX GLU CYS XXX HIS XXX GLU CYS XXX THR XXX GLU GLN ASN XXX
XXX GLU GLU ASN XXX XXX GLU GLU CYS XXX XXX GLU HIS ASN XXX XXX GLU HIS CYS XXX
XXX GLU HIS XXX ASN XXX GLU HIS XXX ASP XXX GLU HIS XXX GLN XXX GLU HIS XXX GLU
XXX GLU HIS XXX HIS XXX GLU HIS XXX THR XXX GLU LYS ASN XXX XXX GLU LYS XXX ASN
XXX GLU LYS XXX ASP XXX GLU LYS XXX GLN XXX GLU LYS XXX GLU XXX GLU LYS XXX HIS
XXX GLU LYS XXX THR XXX GLU SER ARG XXX XXX GLU SER ASN XXX XXX GLU SER CYS XXX
XXX GLU SER GLN XXX XXX GLU SER LYS XXX XXX GLU SER XXX ASN XXX GLU SER XXX ASP
XXX GLU SER XXX GLN XXX GLU SER XXX GLU XXX GLU SER XXX HIS XXX GLU SER XXX THR
XXX GLU THR ASN XXX XXX GLU THR XXX ASN XXX GLU THR XXX ASP XXX GLU THR XXX GLN
XXX GLU THR XXX GLU XXX GLU THR XXX HIS XXX GLU THR XXX THR XXX GLU XXX ARG ASN
XXX GLU XXX ARG ASP XXX GLU XXX ARG GLN XXX GLU XXX ARG GLU XXX GLU XXX ARG HIS
XXX GLU XXX ARG THR XXX GLU XXX ASN ASN XXX GLU XXX ASN ASP XXX GLU XXX ASN GLN
XXX GLU XXX ASN GLU XXX GLU XXX ASN THR XXX GLU XXX HIS ASN XXX GLU XXX HIS ASP
XXX GLU XXX HIS GLN XXX GLU XXX HIS GLU XXX GLU XXX LYS ASN XXX GLU XXX LYS ASP
XXX GLU XXX LYS GLN XXX GLU XXX LYS GLU XXX GLU XXX LYS HIS XXX GLU XXX LYS THR
XXX HIS ARG XXX ASN XXX HIS ARG XXX ASP XXX HIS ARG XXX GLN XXX HIS ARG XXX GLU
XXX HIS ARG XXX HIS XXX HIS ASN ASN XXX XXX HIS ASN ASP XXX XXX HIS ASN CYS XXX
XXX HIS ASN GLU XXX XXX HIS ASN XXX ASN XXX HIS ASN XXX ASP XXX HIS ASN XXX GLN
XXX HIS ASN XXX GLU XXX HIS ASN XXX HIS XXX HIS ASN XXX LYS XXX HIS ASP ASN XXX
XXX HIS ASP ASP XXX XXX HIS ASP GLU XXX XXX HIS ASP XXX LYS XXX HIS CYS ASN XXX
XXX HIS CYS GLN XXX XXX HIS CYS XXX ASN XXX HIS CYS XXX ASP XXX HIS CYS XXX GLN
XXX HIS CYS XXX GLU I XXX HIS CYS XXX HIS XXX HIS GLN ASN XXX XXX HIS GLU ASN XXX
XXX HIS GLU XXX LYS XXX HIS HIS ASN XXX XXX HIS HIS CYS XXX XXX HIS HIS XXX ASN
XXX HIS HIS XXX ASP XXX HIS HIS XXX GLN XXX HIS HIS XXX GLU XXX HIS HIS XXX HIS
XXX HIS LYS ASN XXX XXX HIS LYS XXX ASN XXX HIS LYS XXX ASP XXX HIS LYS XXX GLN
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XXX HIS LYS XXX GLU XXX HIS LYS XXX HIS XXX HIS SER ASN XXX XXX HIS SER GLN XXX
XXX HIS SER LYS XXX XXX HIS SER XXX ASN XXX HIS SER XXX ASP XXX HIS SER XXX GLN
XXX HIS SER XXX GLU XXX HIS SER XXX HIS XXX HIS THR ASN XXX XXX HIS THR XXX ASN
XXX HIS THR XXX ASP XXX HIS THR XXX GLN XXX HIS THR XXX GLU XXX HIS THR XXX HIS
XXX HIS XXX ASN GLN XXX HIS XXX ASN GLU XXX HIS XXX ASN LYS XXX HIS XXX ASP LYS
XXX HIS XXX GLU LYS XXX HIS XXX LYS ASN XXX HIS XXX LYS ASP XXX HIS XXX LYS GLN
XXX HIS XXX LYS GLU XXX HIS XXX LYS HIS XXX LYS ARG XXX ASN XXX LYS ARG XXX ASP
XXX LYS ARG XXX GLN XXX LYS ARG XXX GLU XXX LYS ASN ASN XXX XXX LYS ASN ASP XXX
XXX LYS ASN GLU XXX XXX LYS ASN XXX LYS XXX LYS ASP ASN XXX XXX LYS ASP ASP XXX
XXX LYS ASP GLU XXX XXX LYS ASP XXX LYS XXX LYS GLU ASN XXX XXX LYS GLU XXX LYS
XXX LYS XXX ASN LYS XXX LYS XXX ASP LYS XXX LYS XXX GLN LYS XXX LYS XXX GLU LYS
XXX LYS XXX LYS GLU XXX XXX ASN ASN ASN XXX XXX ASN ASN ASP XXX XXX ASN ASN GLN
XXX XXX ASN ASN LYS XXX XXX ASN ASN THR XXX XXX ASN ASP LYS XXX XXX ASN GLU LYS
XXX XXX ASP ASN LYS XXX XXX ASP ASP LYS XXX XXX ASP GLU LYS XXX XXX CYS ASN ASP
XXX XXX CYS ASN GLN XXX XXX CYS ASN GLU XXX XXX LYS ASN ASN XXX XXX LYS ASN ASP
XXX XXX LYS ASN GLN XXX XXX LYS ASN GLU XXX XXX LYS ASN THR XXX XXX SER ARG ASN
XXX XXX SER ARG ASP XXX XXX SER ARG GLN XXX XXX SER ARG GLU XXX XXX SER ARG HIS
XXX XXX SER ARG THR XXX XXX SER ASN ASN XXX XXX SER ASN ASP XXX XXX SER ASN GLN
XXX XXX SER ASN GLU XXX XXX SER ASN THR XXX XXX THR ASN GLN XXX XXX THR ASN GLU
Table 4.2: Designed "pS/pT-Q"-binding library. Each
by replacing each "XXX" with each of the 20 amino acids.
element in the table represents the 400 sequences made
4.4 Conclusion
Here, we found 296 ways to place 3 amino acids on the Pin1 WW domain backbone
such that they might possibly simultaneously hydrogen bond to a peptidyl glutamine
after backbone relaxation and with sequence freedom at the other two design positions
(see Table 4.2). This corresponds to 102,421 individual WW domain sequences, as
some individual sequences are members of more than one of the 296 groupings. This
library is more than 30-fold smaller than the combinatorial library. Although every
amino acid appears at every position, there are strong interpositional correlations.
Because we have included all structures in our library that might make three or
more hydrogen bonds to a peptidyl glutamine, we do not expect any WW domain
sequence not in this library to bind "pS/pT-Q" ligands specifically. We have also
developed a suite of software tools to attempt to express this protein library accurately
as a nucleotide library for biological expression (see Chapter 5.) We have begun
attempting to screen this library (see Appendix A), although significant technical
hurdles remain. In combination, we are hopeful that using protein design methods
to focus on relevant areas of protein sequence space and novel oligonucleotide design
algorithms to express these relevant areas accurately will prove useful in the design
of proteins with modified affinities, activities, and specificities.
Chapter 5
Designing Optimally Small
Degenerate DNA Libraries for
Accurate Expression of Protein
Libraries
Abstract
The traditional mode for computational protein design has been a "design one-test
one" paradigm. In many instances, it may be more productive to design a large
library of related proteins and screen them experimentally. Computational protein
design methods may be capable of focusing an experimental screen on a region of
protein space greatly enriched for desired characteristics compared to a randomly or
combinatorially mutagenized library of the same size. To address the difficulty of
synthesizing a large collection of proteins spanning an irregularly shaped region of
protein sequence space, we have developed a suite of tools based on the mathematical
optimization method of linear integer programming to design degenerate oligonu-
cleotide libraries that encode all desired protein sequences, and only a small number
of undesired protein sequences.
This suite of tools has been applied to a large library of over 100,000 variants of
the Pinl WW domain computationally selected for the potential to bind ligand pep-
tides containing the sequence motif "pS-Q". A number of degenerate oligonucleotide
libraries are found that encode the complete set of desired variants. Interestingly, the
most experimentally tractable of these is made up of just 50 single-stranded oligonu-
cleotides, and encodes only about 11,000 additional undesired protein sequences. In
comparison, the smallest traditional combinatorial library that encodes all desired
protein sequences is made from only two oligonucleotides, but encodes over 3,000,000
undesired proteins, masking the desired protein library in a 30-fold excess of noise.
5.1 Introduction
The standard mode of operation in computational protein design has been to design,
express, and test one or a small number of individual protein sequences. There
has been a number of high-profile successes of protein design in this mode [122-
125, 168]. Only recently have researchers begun to harness the power of computational
protein design to design libraries of proteins, rather than individual sequences [178-
180]. Such libraries are generally expressed in combinatorial fashion, leading to some
research into methods for picking combinatorial degenerate oligonucleotide libraries
(see Table 5.1 for a list of the 15 degenerate nucleotides) that best-fit the designed
protein libraries [200].
Table 5.1: The fifteen degenerate nucleotide mixtures.
Degenerate Singular Degenerate Singular
Nucleotide Nucleotide Nucleotide Nucleotide
Mixture Composition Mixture Composition
A A C C
T T G G
R A,G Y C,T
M A,C K G,T
S C,G W A,T
H A,C,T B C,G,T
V A,C,G D A,G,T
N A,C,G,T
There are two major problems with attempting to express proteins from a single
combinatorial degenerate oligonucleotide library (see Figure 5.1). First, the genetic
code does not allow for the expression of any arbitrary list of amino acids at a sin-
gle protein position with a single degenerate codon (Fig. 5.1A and B) without the
addition of some undesired amino acids, or a stop codon. Second, the very nature
of a combinatorial library is such that all of the combinatorially combined elements
appear independently in all combinations. If the library of proteins being consid-
ered contains a great deal of interdependency among designed amino acid positions,
a combinatorial oligonucleotide library that encodes all of the desired proteins will
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Figure 5.1: Complications in Combinatorial Oligonucleotide Library Design.
(A) Many amino acids can be made with any of several codons. Here, in order to
perfectly produce the desired amino acids valine and methionine, the degenerate
codon RTG should be used, or else isoleucine will also be produced. Degenerate
nucleotide definitions are as given in Table 5.1. (B) The nature of the genetic code
is such that not all subsets of the amino acids can be encoded perfectly in a single
position by a single degenerate codon. Here, in order to encode tryptophan (TGG)
and methionine (ATG) with a single degenerate codon, the amino acids arginine
(AGG) and leucine (TTG) must also be accepted. (C) The graph axes represent
two amino acid positions in a protein which are being allowed to vary in sequence.
When desired protein sequences (green circles) exhibit cross-positional dependency, a
combinatorial library (black box) cannot contain all desired protein sequences without
also containing undesired sequences (red circles). Here, the problems inherent to the
genetic code are neglected for clarity.
Desired Degenerate Resultant
Amino Acids Codon Amino Acids
ATG (Met) ATG (Met)
ATT (lie) ATC (0le)
GTG (Val) or GTG (Val)
Met (ATG) - RTK or RTS or GTT (Val) GTC (Val)
Val (GTT, GTC, GTA, GTG) RTR or RTG
ATG (Met)
ATA (lie) ATG (Met)
or GTG (Val) or GTG (Val)
GTA (Val)
necessarily contain undesired proteins as well (Fig 5.1C).
These undesired proteins can cause difficulty in experimental library screening at
two different levels. First, experimental screening techniques are limited in the num-
ber of protein sequences that can be screened. Assuming that 10-fold redundancy is
needed to screen a library, rather than sample it, phage display is useful for library
sizes up to about 108 [199], while yeast display techniques are limited to about 107
unique clones [198]. These sizes correspond to protein libraries with complete degener-
acy at fewer than 7 and 6 positions, respectively. Adding undesired protein sequences
to a library to be screened may cause the library to grow to a size that can only be
sampled, rather than exhaustively screened. Second, there is some expectation that
as a library of proteins enriched for a particular function is designed, the undesired
proteins left behind will be less likely than average to exhibit the desired function.
Adding them into the expressed library of designed proteins adds noise to the ex-
perimental screening procedure; in effect the researcher is enlarging the haystack in
which he or she will search for a needle. That is, each undesired protein sequence in
the library acts as a potential false positive.
In many cases it may be desirable to create a larger number of degenerate oligonu-
cleotides that more accurately encode the designed protein library. Here we present
a method for finding the smallest possible set of degenerate oligonucleotides that en-
codes a set of desired proteins sequences exactly, with no extras (see Figures 5.2A
and B). Moreover, we extend the method to find the smallest set of degenerate
oligonucleotides encoding all desired proteins along with any predetermined allow-
able number of extras (see Figure 5.2C).
Properly formulated, this problem is isomorphic to a well-studied method in math-
ematics, the set-cover problem [201], which can be solved by linear programming.
Linear programming is a means of finding the optimum of some function, subject
to some constraints [201] (see Figure 5.3). Both the constraints and the objective
function itself must be linear in the problem variables (Figure 5.3A). Variables can
additionally be constrained to integer values [96]; this subproblem is called linear in-
teger programming (Figure 5.3B). This framework is consistent with the problem we
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Library
S S : ·
* 5 5 I 0 0
* 0 S
* 0 5
CLIZ..·
* 0 5 5
Amino Acid 1
C. Smaller Inexact Degenerate D. Higher Dimensionality Exact
Library Degenerate Library
Figure 5.2: Oligonucleotide Library Design. Here, graph axes represent amino
acid positions in a protein which are being allowed to vary in seqence. (A-C) are two
dimensional examples. (D) is a sample problem in three dimensions. Green circles
represent protein sequences that the researcher is interested in screening experimen-
tally in the shown sequence space. Red circles represent undesired sequences. Black
boxes represent a single degenerate oligonucleotide that encodes the enclosed pro-
teins. The problems inherent to the genetic code (Fig. 5.1A and B) are neglected
for clarity. (A) Representation of the entire set of desired sequences with a single
combinatorial degenerate oligonucleotide requires that at least five undesired protein
sequences are also represented. (B) If three degenerate oligonucleotides are used, the
set of desired protein sequences can be encoded, with none of the undesired sequences.
Other ways of using three oligonucleotides to cover the space exactly also exist. (C)
If it is acceptable to encode one undesired protein sequence, along with the fifteen
desired sequences, than two degenerate oligonucleotides can be used. One other way
of using two oligonucleotides to cover the same sixteen sequences exists as well. (D)
Depending on the interdependency across positions, this problem can become signif-
icantly more complicated at higher dimensionality. A three-dimensional example is
shown here.
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Figure 5.3: Linear Programming. (A) Given a convex shape formed by a set
of linear constraints on variable values, linear programming solves the problem of
finding the variable values that optimize a linear objective function. (B) Linear
integer programming is the same as linear programming, with some or all variables
constrained to integer (and often binary) values.
wish to solve: minimize the number of oligonucleotides that must be made, subject
to the constraints that every protein is made at least once, and no more than some
limited number of undesired proteins are made. For any problem that can be formu-
lated as an integer program, well studied algorithms and heuristics exist for finding
the global optimum. There are several pre-existing software packages for identifying
the solutions to linear programming problems. In this work, we use the commercial
software GAMS [202, 203].
5.2 Methods
5.2.1 Protein library design
For a complete description of the design of the protein library used in this work,
see Chapter 4. Briefly, a list of 102,401 variant WW domains potentially capable of
binding to peptides containing the sequence motif "pS-Q" were identified by screening
computationally for WW domain sequences capable of making multiple simultaneous
hydrogen bonds to the glutaminyl residue of the "pS-Q" ligand. In order to increase
a)
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the computational tractability of solving the oligonucleotide design problem for this
protein library, the library was broken into seven sublibraries. Each sublibrary had
complete and independent degeneracy of all twenty amino acids at two positions, with
interdependency at the three remaining positions. The degenerate codon NNS, which
encodes all twenty amino acids as well as a single stop codon, was chosen and fixed at
the two independently degenerate positions in each sublibrary. This was a requirement
in order to make the problem solvable my a computer within the limits of the default
memory allowances of the linear program solver used. The oligonucleotide library
designs for the seven sublibraries were interdependently and simultaneously performed
as a single linear program, such that when some undesired protein sequences are
allowed into the oligonucleotide library design, the undesired sequences are distributed
across the sublibraries in an optimal manner. When no undesired sequences are
allowed, identical results are achieved when generating oligonucleotide libraries for
the protein libraries simultaneously or independently.
5.2.2 Solution of linear integer programs
All linear integer programs were solved using the CPLEX [204] solver, in the commer-
cial software package GAMS [202, 203].
5.2.3 Design of oligonucleotide libraries to represent protein
libraries exactly
The most basic implementation of linear programming to design oligonucleotide li-
braries involves identifying the smallest possible set of degenerate oligonucleotides
that exactly encodes a list of proteins, and no others.
Codon selection and precomputations
The space of degenerate codons is quite large - the 15 degenerate nucleotides combine
to form 153, or 3375, degenerate codons. To simplify the formulation of the linear
integer program and the computational requirements for its solution, it is extremely
useful to do some amount of precomputation to screen out codons and oligonucleotides
that provably cannot be part of the final solution. First, at each mutable codon
position, a list of feasible degenerate codons is generated. All codons at each position
that encode any amino acid not desired at that position are removed. Also, sets of
degenerate codons that coded for identical sets of amino acids are reduced, and only
one is kept.
Next, oligonucleotides that could feasibly be part of the optimal set are built
up by combining codons at the relevant positions, one position at a time. After
each step of combination, the list of oligonucleotides is checked to ensure that each
oligonucleotide will not encode any undesired proteins. This positionwise method of
combining codons and checking against the list of desired proteins serves to avoid the
combinatorial explosion that would come from generating all possible oligonucleotides
first, and then checking against the desired protein library.
Program formulation
Once a feasible set of nonredundant oligonucleotides has been identified, a linear
program can be composed to identify the smallest subset of that feasible set that
encodes all desired proteins. The requirement that no undesired protein is encoded is
automatically fulfilled because no individual degenerate oligonucleotide in the allowed
set encodes any undesired protein. The formulation is as follows, and is exactly
isomorphic to the standard set-cover problem [201]:
Minimize
Y Xd,
d
subject to the constraints,
for eachp, Zxd XYl >-
d
for each d, Xd E {0, 1},
where d is the set of feasible oligonucleotides, p is the set of proteins to encode, Xd
is a binary variable set to 1 if oligonucleotide d is to be part of the library, and 0
otherwise, and Ypd is a binary precalculated constant that is set to 1 if oligonucleotide
d encodes protein p and 0 otherwise. The solution of this program ensures that the
smallest possible number of oligonucleotides is used to make every protein at least
once.
5.2.4 Design of oligonucleotide libraries with representation
of undesired proteins allowed
Smaller oligonucleotide libraries can be generated by allowing the inclusion of unde-
sired proteins in the expressed library (see Figure 5.2C. This requires modification
of both the codon selection and the formulation of the integer program to allow the
representation of protein libraries inexactly.-
Codon selection and precomputations
Here, rather than keeping only codons that encode only desired amino acids, it is
necessary to allow codous that encode undesired amino acids, but might ultimately
yield a smaller oligonucleotide library. For every subset of amino acids desired at
each position, one codon is selected that encodes those amino acids, and as few other
amino acids as possible. These are combined positionwise, as above, to generate
a list of feasible oligonucleotides. During the combination process, oligonucleotides
are checked to ensure that they encode a unique subset of the desired proteins. An
oligonucleotide is eliminated if it encodes an identical set of desired protein to another
oligonucleotide. The number of undesired proteins encoded by each oligonucleotide
is also stored during this precomputation process.
Program formulation
Given this list of oligonucleotides, and knowledge of what undesired proteins they
encode, and a preselected maximum number of allowable undesired protein sequences,
a linear integer program can be composed that identifies the smallest subset of the
oligonucleotides that encodes all desired proteins and fewer undesired proteins than
a specified limit, as follows:
Minimize
d
subject to the constraints,
SSd X Xd • Srnax
d
for eachp, zxd ypd>_1
d
for each d, Xd E {0, 1},
where d, p, Xd, and ypd are the same as in the basic formulation, Sd is the precomputed
number of undesired proteins encoded by oligonucleotide d, and sma is the maximum
allowable number of undesired proteins.
Interestingly, the nature of this program can be reversed, finding the smallest
number of undesired protein sequences that can be made by a set of degenerate
oligonucleotides with a given maximum size, as follows:
Minimize
E8d X Xd,
d
subject to the constraints,
E Xd • Xmax
d
foreachp, XdX ypd >
d
for each d, Xd E {O, 1},
where xmax is the maximum allowable number of degenerate oligonucleotides. This
formulation is useful in two instances, either when the first formulation has been run
to get an minimally sized set of oligonucleotides as a way to select the best library
from among all libraries of the same size, or when the researcher has a fixed limitation
to the amount of money to be spent on oligonucleotide synthesis and wishes to find
the best oligonucleotide library that satisfies that constraint.
55'R
Figure 5.4: Cloning Strategy. Forward and reverse strands are separately syn-
thesized such that they have a small region of complementarity. Three of the five
mutable positions are located on the forward strand, and two are located on the re-
verse (colored "X" symbols). These primers are combined and extended by PCR to
form a double-stranded gene with all five mutated positions.
5.2.5 Incorporation of cloning strategy-dependent informa-
tion
If it is known in advance what strategy will be used to clone the oligonucleotide library
and express it as a protein library, this information can be used to design an integer
program best-suited to that strategy. In the case of the sample problem discussed
here, the Pin1 WW domain is small enough to be cloned fairly straightforwardly. One
coding and one anticoding strand are separately synthesized, with a small amount
of overlap (see Figure 5.4). These are extended to a complete double-stranded gene
by PCR, and then are ligated into an expression vector and transformed into the
expressing organism. Three of the positions mutated within the protein design are
located on the coding strand, and two are on the anticoding strand. Since the first
three and last two mutations are encoded independently on two separate pieces of
DNA, a single forward strand can be combined with multiple reverse strands, and
vice versa, to encode all desired proteins. The specific pairings of forward and reverse
strands returned by the solution of the linear program can be combined in individual
PCR reactions, experimentally, to match the computational results. This practical
consideration can be added to the formulation of an integer program of either of
the types described above, either requiring an exact representation of the desired
list of proteins, or allowing some prespecified number of undesired proteins. Similar
modifications can be made in any case in which the experimental strategy can inform
the oligonucleotide library design.
Codon selection and precomputations
While the set of allowed codons at each position is identical to that used in either of the
above formulations, the precomputation of feasible degenerate oligonucleotides differs;
after computing full-length double-stranded oligonucleotides, these are separated into
sets of coding and anticoding single-stranded primers that contain only an appropriate
subset of mutable positions.
Program formulation
Given a list of feasible coding and anticoding primers, the following integer program
finds the smallest set of single-stranded primers that can be synthesized to encode
all of the desired proteins, and no others. The program can be straightforwardly
extended to allow any number of extra undesired proteins.
Minimize
Z a + -3br,
f r
subject to the constraints,
for each d, Xd • afd
for each d, Xd • b,,
for eachp, ZXdXYpd>l
d
for each d, Xd e {O, 11
for each f, af E {0,1}
for each r, br e {0, 1),
where f and r are the sets of feasible forward and reverse oligonucleotides, and af
and br are binary variables indicating whether each f and r oligonucleotide is made.
fd and rd refer to the particular members of f and r that make up a particular
oligonucleotide d - these correspondences are determined prior to the composition
of the linear integer program and included explicitly. All other symbols retain their
meanings from above. The objective function minimizes the total number of forward
and reverse primers used. The first two constraints require that a double-stranded
oligonucleotide may only be used if the forward and reverse primers that it is made
from are also used. The third constraint requires that each protein is made at least
once, while the remaining constraints fix the Xd, a1 , and br variables to be binary.
5.3 Results
In order to evaluate the utility of this linear integer program method of oligonucleotide
library design, the protein library designed in Chapter 4 was used as a sample case.
A variety of linear programs were solved in which a wide range of numbers of unde-
sired sequences were allowed. Moreover, programs were solved that designed double-
stranded oligonucleotides as a unit, blind to the experimental strategy by which the
protein library would be expressed, as well as programs that were formulated with
a knowledge of a likely expression strategy. The results are given in Figure 5.5 and
Table 5.2.
Table 5.2: Size and content of oligonucleotide libraries.
Library Number of Undesired Fraction of
Description Single-stranded Full-length Proteins Desired
Oligonucleotides Proteins
Traditional Libraries
Combinatorial Library 2 3097579 0.03
Individual Protein Sequences 204842 0 1.00
Degenerate Protein Sequences 592 0 1.00
Libraries designed as double-stranded oligonucleotides
Designed Oligo Dimers 1 138 0 1.00
Designed Oligo Dimers 2 136 400 1.00
Designed Oligo Dimers 3 132 800 0.99
Designed Oligo Dimers 4 130 1199 0.99
Designed Oligo Dimers 5 98 11597 0.90
Designed Oligo Dimers 6 46 99658 0.51
Designed Oligo Dimers 7 20 551244 0.16
Designed Oligo Dimers 8 14 1144967 0.08
Libraries designed as separate forward and reverse primers
Designed Oligo Monomers 1 64 0 1.00
Designed Oligo Monomers 2 62 400 1.00
Designed Oligo Monomers 3 61 800 0.99
Designed Oligo Monomers 4 60 1200 0.99
Designed Oligo Monomers 5 50 10933 0.91
It is informative to compare the oligonucleotide libraries generated by this method
with other, more traditional oligonucleotide libraries. Because all twenty amino acids
appear at all five mutable positions of this protein library, the traditional combi-
natorial library approach would use two oligonucleotides (a forward and a reverse
strand) to encode every amino acid at each position, for a total of 205 or 3,200,000
proteins (see Table 5.2, "Combinatorial Library"). Of these, 102,421 are members of
the desired protein library, and 3,097,579 are not. Only 3% of the resulting proteins
S-- --- Oligonucleotides designed as dimers.
-.--- Forward/reverse strands designed separately.
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0010 0100 
1000
Fraction undesired sequences in library
Figure 5.5: Size and content of designed oligonucleotide libraries. Degen-
erate oligonucleotide library size as a function of the number of undesired protein
sequences included. The red line is composed of libraries designed as double-stranded
oligonucleotides, without knowledge of experimental expression strategy. The blue
line is made up of libraries designed as independent forward and reverse primers with
a knowledge of how the primers would be combined experimentally to express the
desired protein library. This line could not be extended further to the right without
exceeding the default memory allowances of the GAMS software.
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are those that were identified by protein design as being potential pSQ-binding WW
domains. The rest are predicted simply to act as noise in the experimental screening
process, and are in more than 30-fold excess over the desired protein sequences.
Alternatively, one might consider separately synthesizing each sequence in the pro-
tein library, or more conservatively synthesizing each of the 296 families of proteins
within the library. This results in libraries of 102,421 or 296 degenerate double-
stranded oligonucleotides, respectively (Table 5.2, "Individual Protein Sequences"
and "Degenerate Protein Sequences"). The smaller of these is not outside the reach
of some researchers, financially, although the experimental complexity of dealing with
so many oligonucleotides, even if they are pooled as early as possible, is daunting.
These libraries encode the entire desired protein library, and the only undesired pro-
teins encoded are those that have a stop codon in one of the degenerate positions.
These proteins are easily removed from consideration in many experimental screening
procedures by requiring the presence of a C-terminal affinity tag fused to the protein
of interest. The stop codons can be removed from the library at a maximum cost of
9-fold expansion of the library size; three degenerate codons are required to encode
all twenty amino acids with no stop codons, and each sequence currently has two
codons that encode all amino acids along with a stop codon.
In contrast, the linear integer program methodology described here is able to
identify a set of 69 double-stranded oligonucleotides that encode all of the desired
proteins and no others, except for those containing stop codons, as above (Table 5.2,
"Designed Oligo Dimers 2"). This is less than 1/4 as many oligonucleotides as the best
library described above, and certainly within experimental reach of many research
groups. Moreover, the library can be made smaller still by the allowance of some
number of undesired protein sequences to be encoded, along with all desired sequences.
It is possible, for example, to generate a list of just 23 degenerate double-stranded
oligonucleotides, or 46 monomers, that encode all desired protein sequences and a
roughly equal number of undesired sequences (Table 5.2, "Designed Oligo Dimers
6"). This library contains a relatively inexpensive and easily managed number of
oligonucleotides, while containing only about 1/30 as many undesired sequences as
the full combinatorial library.
Knowledge of the experimental strategy that will be used to express and screen an
oligonucleotide library can be used to further reduce the size of the set of degenerate
oligonucleotides needed to express a protein library. Here we have designed separate
forward and reverse overlapping oligonucleotides (see Figure 5.4) that will be reused
in a number of combinations to generate the full protein library. Since the forward
primer contains the first three mutable positions only, and the reverse primer contains
the other two, we have essentially made the two sets of mutations independently
of each other, reducing the combinatorial complexity of the oligonucleotide library
design. Only 64 single-stranded oligonucleotides are required to encode the desired set
of protein sequences exactly, with no undesired sequences (Table 5.2, "Designed Oligo
Monomers 1"). This is fewer than half of the monomeric oligonucleotides required to
create the same protein library blind to expression strategy.
Finally, by combining the ability to allow a controlled number of undesired protein
sequences into the library with separate design of forward and reverse oligonucleotides,
we were able to design a set of just 50 single-stranded degenerate oligonucleotides that
encode every protein sequence of interest, along with only about 10% more undesired
protein sequences (Table 5.2, "Designed Oligo Monomers 5"). This library is shown
in Table 5.3.
5.4 Discussion
It remains to be seen what the effect of different types and shapes of designed protein
spaces is on the degenerate oligonucleotide libraries output by this method. Because
any single degenerate oligonucleotide describes a many-dimensional box in protein
sequence space, it seems likely that protein libraries containing densely populated
and regularly shaped regions of sequence space will benefit the most from the use
of libraries of multiple degenerate oligonucleotides. Indeed, the use of the methods
described here on the protein library of Mena and Daugherty [200], which sparsely
populates a ten-dimensional amino acid space, required almost as many oligonu-
Table 5.3: A designed oligonucleotide library.a
Forward Strands Reverse Strands
Amino Acid Position Number
23 25 27
NNS
NNS
NNS
NNS
NNS
NNS
NNS
NNS
NNS
NNS
NNS
NNS
NNS
NNS
NNS
NNS
NNS
NNS
NNS
NNS
NNS
NNS
NNS
AAG
ARG
ARG
ARG
CGG
NNS
NNS
NNS
NNS
AAG
ARG
CAC
CAC
CAK
CAK
CAK
CAK
CAK
CRM
GAA
GAA
GAA
GAA
MAA
MAA
MAS
SAG
SAG
NNS
NNS
NNS
NNS
NNS
AAK
AGT
RAC
WST
NNS
GAA
CAC
WGT
NNS
AAC
ARM
VAK
WST
RAC
NNS
AMK
VAK
WGT
CGG
RAC
GAS
NNS
CRC
NNS
NNS
GAA
RAC
CAG
36 38
NNS
NNS
NNS
NNS
NNS
AAC
AAC
AAC
AAC
AAG
AAG
ARG
CAC
CGG
GAA
MAA
MAT
RAC
RAC
SAG
TGC
YGT
AAG
AMC
GAS
RAC
SAW
NNS
AMC
GAC
SAG
SAG
VAC
ACA
SAG
VAK
NNS
NNS
RAC
NNS
AAG
AAG
NNS
NNS
a By combining one of 28 forward strands with one of 22 reverse strands in 80 different
ways, all 102,421 desired protein sequences can be made, along with 10,933 undesired
full-length proteins. The library also produces approximately 6% protein containing a
stop codon, due to the degenerate codon "NNS", which encodes the amber ("UAG")
stop codon 1/32 of the time but is allowed in this library to reduce computational
complexity. Forward (coding) sequences are given for the degenerate positions on
both the forward and the reverse oligonucleotides.
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cleotides as proteins to exactly create the desired protein sequence space, with no
extra sequences (data not shown). Further work in this direction may lead to gen-
eral observations that will help in the development of methods of designing protein
libraries that are particularly amenable to expression by relatively simple degenerate
oligonucleotide libraries of the sort discussed here.
It is worth noting that the time-limiting step in the problem formulations, par-
ticularly as the number of variable positions increases, is the precomputation of fea-
sible lists of oligonucleotides, which grows exponentially with the number of posi-
tions varying in protein sequence. Algorithmic improvements to this portion of the
oligonucleotide library design process will be particularly useful, and may lead to an
implementation fast enough to be made publicly available as a web server. Solution
of integer program formulations for exact representations of protein libraries is much
faster than for inexact representations for this reason.
Phrasing oligonucleotide library design as a linear integer program has particular
merit, however, in that for any given formulation of the problem, a globally optimal
answer can be guaranteed. The problem can be formulated such that the protein
library must be encoded exactly, with no extra proteins, or with any given number of
protein sequences allowed. The maximum allowable number of oligonucleotides to be
purchased can be fixed, and the least noisy way of expressing the desired set of protein
sequences given that constraint can be found. Moreover, knowledge of the means by
which an oligonucleotide library will be expressed allows the researcher to tune a
linear integer program to that strategy as a further optimization. As a result, it is
possible to simultaneously tune the costs of a library-screening experiment, including
monetary cost, researcher time, and the practical scientific costs of 'masking' design
targets with undesired protein sequences.
Chapter 6
General Conclusions
In this work, we have developed and described a set general methods relating to the
computational analysis and design of protein-protein interactions. Although we have
applied the methods in almost all instances to the study of the direct interactions
of phosphopeptide-binding domains with phosphorylated peptides, our methods are
easily extended to other complexes.
In Chapter 2, we described the action-at-a-distance interaction, and showed that
charged amino acids can interact favorably with a partner protein from outside what
is traditionally considered to be the "binding interface". This is achieved by re-
maining solvated in the bound state, with little or no solvent-accessible surface area
lost, while projecting electrostatic potential that corrects noncomplementarity at the
interface. Action-at-a-distance interactions are a tempting target in tuning the affin-
ity of a protein-protein interaction, in either direction, because their effect does not
require the detailed consideration of an interfacial steric and electrostatic jigsaw puz-
zle, as most direct interactions do. An alternative, kinetic explanation of many of
the mutations we study thermodynamically is given by Selzer et al. [89], who show
that a number of the mutations operate primarily through an enhancement of as-
sociation kinetics. Recent work has indicated that action-at-a-distance interactions
are both present and designable across a wide range of protein-protein complexes
[205]. Moreover, the thermodynamically enhanced action-at-a-distance mutations
that are predicted by our methods and the kinetically enhanced mutations predicted
by the Schreiber group's HYPARE server [206] only overlap slightly, indicating that
the mechanisms are largely distinct.
We moved to an analytical consideration of the requirements for phosphopeptide
binding in Chapter 3. We developed a framework for building statistical models
of protein-ligand interactions, and used that framework to discover the chemical
and physical properties enriched at sites of phosphoresidue contact. Despite a gross
dissimilarity among the phosphate-coordinating resides of known phosphopeptide-
binding domains, we quantified the propensity of phosphoresidue contact surface to
be contributed by each of the twenty amino acids. We also calculated the contribution
of surface curvature and electrostatic potential to phosphoresidue contact propensity.
We found enrichment of a number of amino acids in sites of phosphoresidue contact.
Notably, these were not only the cationic amino acids, which are common on protein
surfaces in general, but also tryptophan, histidine, and tyrosine. We found that
the phosphate moiety of phosphopeptides has a tendency to bind in concave protein
pockets, and quantified that tendency. We also found that the negatively charged
phosphate moiety bound protein surface with positive electrostatic potential, but that
there was a peak in the propensity at about +8 kt/e, with more positive potential
being less favorable.
After building a model of the contribution of all of these characteristics to the like-
lihood of phosphoresidue contact and validating this model on the known domains,
we predicted the location of phosphoresidue contact on two phosphopeptide-binding
domains for which the correct site was not known, the Chkl kinase domain and the
BRCAl BRCT domain. Two predictions were made on each domain. One of the
predictions on the Chkl surface corresponded well to biochemical data [90], and the
solved crystal structures of the BRCT domain of BRCA1 in complex with phospho-
peptide [78, 91, 92] matched exactly one of our two predictions on that domain.
We expect the described statistical model building and site prediction methods
to be generally applicable to problems involving any protein-ligand complex. The
method is most appropriate to instances of convergent evolution, where the mech-
anism of binding is quite different among all family members. If the mechanism of
action is in common among known structures, existing sequence-based and structural
techniques for finding conserved motifs may be more appropriate. Care must be also
be taken that appropriate propensity scales are used. A model built as ours was, to
distinguish contact from non-contact surface on domains known to have contact sites,
is not sufficient to mine structure databases prospectively for novel domains, or to
distinguish phosphopeptide-binding sites from other sites that have similar properties.
For these more specialized tasks, more appropriate propensity scales and models must
be computed. It is very likely that no single propensity scale of this sort is sufficient
to mine novel phosphopeptide binding sites from the protein data bank. Instead, a
first-pass model might be used to identify sites consistent with phosphopeptide bind-
ing, and a set of second models might be used to resolve true phosphopeptide-binding
sites specifically from decoy sites with similar characteristics that bind other anionic
ligands.
In Chapter 4, we described the design of novel phosphopeptide-binding domains.
We attempt the design first of single WW domain variants with affinity and speci-
ficity for peptides containing the motif "pS/pT-Q", and then of a library of variants
enriched for the same specificity relative to random variants in the same design space.
Such a variant would be a useful laboratory reagent for the affinity purification of pu-
tative targets of the DNA damage kinases ATM and ATR. We evaluated the results of
the individual sequence design, and found that designed structures appeared to have
affinity for a "pS-Q" ligand primarily by the interaction of charged residues with the
ligand phosphoserine, rather than through specific interaction with the peptidyl glu-
tamine. There are two likely, related causes for this. The first is that complex stability
relative to unfolded models was the objective set for the design. Though specificity
for glutamine was not an explicit requirement of the design, it had been hoped that
a designed, highly stable complex would use all available means of gaining increased
stability, including tight binding between the designed domain and the peptidyl glu-
tamine. Instead, it appeared that making long range electrostatic interactions with
the peptidyl phosphoserine residue was favorable to, and to an extent precluded, mak-
ing short-range interactions with glutamine. The second problem, which is related,
was that the fast, inaccurate, searchable energy function used to generate designed
protein sequences and structures had some systematic disagreements with a slower,
more accurate energy function used to reevaluate search results. The inaccurate en-
ergy function, in particular, favored charged amino acids in a way that the accurate
energy function did not. It is possible, therefore, that if protein sequence space were
searched using the slow, accurate function, the problem of favoring non-specific, long
range electrostatics might be solved. Though the more accurate energy function is not
pairwise-additive, and therefore not compatible with systematic, globally-optimizing
search methods such as dead-end elimination and A*, it is attractive to consider
using this more accurate function in a stochastic, Monte Carlo-style search starting
from locations identified through the current design, to better evaluate the relative
contributions of energy evaluation function and search function.
Theorizing that WW domains specific for "pS/pT-Q" would have to make hydro-
gen bonds to the ligand's glutamine side chain, we additionally designed a library of
WW domain variants with hydrogen bonding as the primary design criterion. Using a
very liberal definition of hydrogen bonding, we found all protein structures that could
make 3 hydrogen bonds simultaneously to the glutamine side chain of the "pS/pT-Q"
motif. We evaluated these structures by eye, and in some cases by energetic mini-
mization, to decide whether after relaxation of the protein and peptide backbones,
the hydrogen bonds could be made according to a more conservative definition. The
resultant library contained 102,421 sequences. This library has not been screened ex-
perimentally, although work to evaluate the library is ongoing (see Appendix A). In
developing the library, a strategy was actively pursued of including all sequences that
might have the specificity of interest. This is particularly important, as the search
for hydrogen-bonding structures did not account explicitly for the potential favorable
effects of backbone relaxation.
Finally, in Chapter 5 we have developed methods for the design of DNA libraries
capable of accurately representing protein libraries of the sort developed in Chap-
ter 4. By using methods from the mathematical optimization field of linear integer
programming, we have phrased the DNA design problem as a variant of the well-
studied "set-cover" problem [201]. We have given methods for finding the smallest
degenerate oligonucleotide library that encodes every protein in an arbitrary list ex-
actly and for finding the smallest degenerate oligonucleotide library that encodes
every desired protein while allowing an arbitrary, predetermined number of undesired
sequences. We also have shown how to design a degenerate oligonucleotide library
of a given size that encodes all desired proteins, and the smallest possible number of
undesired protein. Finally, we have shown an example of how to use knowledge about
the protocol by which an oligonucleotide library will be expressed in vivo to inform
its design. These methods were applied to the WW domain variant library described
in Chapter 4. Surprisingly, we were able to design a library of just 50 degenerate
single-stranded oligonucleotides that encodes all 102,421 proteins in our WW domain
variant library, and only 10% as many undesired sequences.
Although the monetary cost and experimental complexity of expressing such a
library are significantly greater than those of expressing a combinatorial library gen-
erated from a single oligonucleotide, there are important gains to be had from in-
creasing the fidelity of expression of a protein library. The standard combinatorial
library that encompasses all of the variant WW designs in our library encodes over
30 times as many undesired proteins as desired, and raises the probability of finding
false-positive signals during experimental screening. The tools we have developed will
allow researchers to find a happy medium. By using linear integer programming effec-
tively, the monetary costs, expression complexity, and fidelity of DNA libraries that
encode protein libraries can be tuned to suit the needs of the researcher. Application
of this methodology to a broad variety of library design problems will help in the
development of an understanding of what characteristics of a protein library make it
easy or difficult to design a corresponding DNA library. This understanding may be
useful in the development of protein libraries which are particularly easily expressed.
Driven by a desire to understand and design phosphodependent protein-protein
interactions, we have developed a number of computational methods that we expect
to have a broad utility. We have analyzed existing phosphopeptide-binding domains
using a framework inspired by machine-learning algorithms, and described the proper-
ties of those domains that favor phosphopeptide binding. We have developed methods
for the design of protein-protein interactions using computational biophysical meth-
ods. The action-at-a-distance interaction gives a relatively straightforward method
for the tuning of protein-binding affinities. We have described some methods and
philosophy for the design of libraries of proteins with novel specificity, and explored
experimental methods for screening this library. Finally, we have also developed a set
of novel methods for the design of oligonucleotide libraries for the expression of pro-
tein libraries by borrowing ideas from mathematics and combinatorial optimization
theory. By being willing to, and interested in, studying and developing methods in
a number of fields, we have arrived at some novel solutions to problems in protein-
protein complex analysis, design, and expression.
Appendix A
Testing the specificity of the Pin1
WW Domain
A.1 Introduction
The display of proteins on the yeast cell surface is a powerful technique for the detec-
tion of protein-protein interactions in a high-throughput manner [95]. In this assay,
displayed protein is covalently bound to the surface of a yeast cell containing the
DNA that encoded it. As with phage display [199], cells displaying proteins with
the desired function can be isolated by affinity purification. However, a powerful
advantage that yeast display has over phage display is the ability to assay yeast cells
by fluoresence-activated cell sorting (FACS). Large libraries of 108 yeast cells can be
rapidly sorted, either throughly searching a space of about 107 clones exhaustively, or
sampling a larger space [198]. Cells that bind a fluorescently-labeled ligand of interest
can be saved, and the identity of the protein of interest determined by sequencing
following plasmid recovery. Moreover, by incubating a single clone of yeast cells in a
variety of ligand concentrations, FACS can be used to determine the affinity of the
protein displayed by the cells for the ligand. We have also adapted an ELISA-based
assay from work by Russ et al. [207] to test the specificity of individual WW domains
for particular phosphorylated ligands.
A.2 Materials and Methods
A.2.1 Cloning of the WW domain into pCT-CON2 in
EBY100 yeast
The wild-type Pin1 WW domain (GenPept accession number NP.006212,
residues 1-54) was amplified from a laboratory stock expression vector using
a forward primer with an NheI endonuclease site (sequence GATGCTAGC-
ATGGCGGACGAGGAGAAGCTG, NheI site underlined) and a reverse primer with
a BamHI site (sequence GATGGATCCCCTGGCAGGCTCCCCCTG, BamHI site
underlined). The resultant Pinl WW gene and the yeast display vector pCT-CON2
were digested with NheI and BamHI, and ligated to generate the fusion protein
[Aga2p-Xa-HA-(G 4S) 3-(Pinl WW)-c-myc]. This vector was transformed into the
EBY100 strain of yeast [95] using the method described by Schiestl and Gietz [208]
for galactose-inducible cell surface display of the wild-type Pinl WW domain.
A.2.2 Cell surface expression of the Pini WW domain
Colonies of transformed EBY100 were stored on selective SD-CAA (non-inducing
glucose-containing growth medium) plates at 40C. For experimental screening, a single
colony was grown overnight in liquid SD-CAA at 300C to an OD 600 of 2.0-5.0, diluted
to an OD 600 of 1, and induced overnight at room temperature in liquid SG-CAA
(inducing, galactose-containing growth medium).
A.2.3 FACS analysis of surface-displayed WW domains
0.2 OD 600 mis of yeast cells per sample were washed in TBS and 1 mg/ml BSA,
and then simultaneously incubated in varying concentrations of a labeled phospho-
or nonphospho-peptide ligand, a 1:100 dilution of anti-c-Myc mouse monoclonal an-
tibody 9E10 (Berkeley Antibody Company; Richmond, CA) to detect cell-surface
display of the C-terminal c-Myc tag, or both, for times ranging from 1 to 4 hours,
although we never noted any time dependence within that range. Peptide ligands
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examined included biotinylated phosphphorylated and nonphosphorylated peptide
libraries with the sequence Biotin-G-AHA-G-AHA-G-G-A-X-X-X-X-(phospho)T-P-
X-X-X-X-A-Y-K-K-K (where X indicates any of the amino acids except cysteine,
and AHA indicates aminohexanoic acid, which is used here as a linker) correspond-
ing to the wild type Pinl substrate motif, and FITC-labeled phosphorylated and
nonphosphorylated "Pintide" with the sequence FITC-G-G-G-W-F-Y-(phospho)S-P-
F-L-E-G, which has a previously reported affinity of 44 4M for Pin1 WW when phos-
phorylated and no detectable binding when dephosphorylated [66]. Cells were then
chilled on ice, pelleted, and washed again in TBS with 1 mg/ml BSA. A secondary
incubation was then performed. If a FITC-labeled peptide was used in the primary
incubation, the secondary incubation was in a 1:1000 dilution of DyeMer 488/630 goat
anti-mouse antibody (Molecular Probes; Eugene, OR). If a biotinylated peptide was
used, secondary incubation was in a 1:100 dilution of streptavidin-conjugated phyco-
erythrin (Molecular Probes; Eugene, OR) and a 1:1000 dilution of FITC-conjugated
goat anti-mouse antibody (Invitrogen; Carlsbad, CA). Secondary incubation was for
30 minutes, followed by a final wash in TBS and 1 mg/ml BSA. Cells were then
analyzed by FACS for labeling with FITC and phycoerythrin or DyeMer 488/630.
A.2.4 ELISA analysis of Pinl WW domain specificity
The method of Russ et al. [207] was modified as follows. DNA
expressing the Pinl WW domain (GenPept accession number NP_006212,
residues 1-54) flanked by NdeI and XhoI endonuclease sites was ampli-
fied from two primers (Forward: AAGGTGCCCATATGATGGCGGACGAGGA-
GAAGCTGCCGCCCGGCTGGGAGAAGCGCATG ; Reverse: TGGTGGTGC-
TCGAGCCTGGCAGGCTCCCCCTGCCCGTTTTTGCCACCACTGCTGCTGT-
T, endonuclease sites underlined) and a single-stranded template (sequence
CCCGGCTGGGAGAAGCGCATGAGCCGCAGCTCAGGCCGAGTGTACTACT-
TCAACCACATCACTAACGCCAGCCAGTGGGAGCGGCCCAGCGGCAACAG-
CAGCAGTGGTGGCAAA). To make a mutant WW domain with mutations only
between residues 9 and 46, one would need only to replace the template. The re-
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sultant DNA and a pET28-derived expression vector were digested with NdeI and
XhoI and ligated to form a vector that expresses the fusion protein [GST-Pinl WW-
His6] when induced by IPTG. This vector was transformed into and amplified in
DH5a E. coli cells. Plasmid was recovered using a Qiagen miniprep kit (Qiagen;
Valencia, CA). Sequence-verified plasmid was transformed into the BL21 strain of
E. coli. Cells were grown overnight, and then induced with IPTG. Cells were lysed
and GST-WW was purified on glutathione-sepharose beads. The protein was eluted
with 10 mM glutathione and dialyzed into TBS. Wells in a streptavidin-coated 96
well plate (Sigma-Aldrich; St. Louis, MO) were washed in TBST (TBS with 0.05%
Tween-20) and incubated for 1 hour with 10 plg of a biotinylated peptide or peptide
library in TBS at 40C. Wells were washed again with TBST and incubated with 1
or 100 1Lg of either GST, or GST-Pinl WW in TBS for 2 hours at 40C. Wells were
washed again with TBST, and incubated with a 1:5000 dilution in TBS of anti-GST
antibody conjugated to horseradish peroxidase (Amersham; Piscataway, NJ) for 1
hour at 40C. Wells were washed a final time in TBST, and 100 Il of TMB solution
(Sigma-Aldrich; St. Louis, MO) was added as a peroxidase ligand to each well. The
reaction was stopped after 5 minutes with 50 il of H2SO 4 , and the A450 of each well
was read using a 96-well plate reader.
A.3 Results and Discussion
A.3.1 FACS analysis of surface-displayed WW domains
A typical FACS analysis of surface-expressed Pin1 WW domain is shown as Fig-
ures A.1 and A.2. As shown in Figure A.1, a similar percentage of cells show labeling
of the C-terminal c-Myc for both the Pin1 WW domain, and D1.3, an scFv specific to
hen egg lysozyme [209] (88.1% and 72.3%, respectively, cross the gate set for Pinl C-
terminal c-Myc labeling). D1.3 is used here as a negative control for phosphopeptide
binding. The FITC label signal shown requires a primary incubation with anti-c-Myc
antibody (data not shown). While the Pinl WW domain appears to bind to a pT-P
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Figure A.1: The Pinl WW domain is cell surface expressed. Both the Pin1
WW domain and D1.3, here used as a negative control, can be seen expressed on the
yeast cell surface by the fluorescent detection of an anti-C-Myc antibody. 50,000 cells
are plotted in each graph.
peptide library, the c-Myc-negative population of the same sample and D1.3 bind
pT-P just as well, as shown in Figure A.2. No specific binding is detected.
No specific binding was likely detected for one of two reasons. First, it is possible
that the WW domain is not properly folded or competent to bind phosphopeptide
in the context of yeast cell surface display. This could be due to steric hindrance by
the yeast display fusion construct, intracellular glycosylation by the yeast secretory
pathway, or some component present or absent in the yeast extracellular environment
that is different from the intracellular space where Pin1l normally functions. In the
case that this is true, it is difficult to see how to proceed with a yeast display method-
ology, although altering induction conditions might prompt more accurate folding of
the domain. It is reported, however, that the Pin1 WW domain is stably folded on
its own in solution [210], so any misfolding or binding-site obstruction in this system
is likely to be system-induced, and difficult to escape.
Second, and perhaps more likely, it is possible that the dissociation kinetics of the
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Figure A.2: The surface expressed Pinl WW domain does not bind "pT-P"
peptide library specifically. While biotinylated "pT-P" peptide library sticks to
cells surface expressing the Pini WW domain, it sticks as well to the expression-
negative subpopulation of the same sample, and to D1.3. No specific phosphopeptide
binding is detected. 50,000 cells are plotted in each graph.
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Pinl WW domain are too fast for examination by this protocol. The reported affinity
of the Pinl WW domain for phosphorylated Pintide is quite weak, just 44 pM [66].
Protein-protein association rates are generally in the vicinity of 105-106 M-1s-1, and
may be faster here given the small protein and peptide ligand involved. This gives an
estimated dissociation rate of 4.4-44 s-1, corresponding to a complex half-life of about
0.02-0.16 s in dilute solution. It is possible, therefore that it will be a necessity in the
future to study WW domain/peptide interactions only under equilibrium conditions,
or in other ways where the possibility of an extremely high off-rate is not a hindrance.
It is also possible that by utilizing avidity effects, either by surface expressing tandem
WW domains, or by creating large clusters of ligand peptides in close proximity, as
with MAP peptides [211].
A.3.2 ELISA analysis of Pinl WW domain specificity
While not well suited to the screening of a WW domain variant library, we have also
recently tested an ELISA assay for the elucidation of the specificity of individual WW
domains, roughly as described in [207] (see Figure A.3). We found that more active
horseradish peroxidase conjugated to an anti-GST antibody was found in wells where
GST-fused Pin1 WW domain had been incubated with peptides and peptide libraries
containing a "pS/T-P" motif than with "pS/T-Q" or "S/T-P" motifs. This indicates
that Pinl WW domain is specific for "pS/T-P" relative to these other motifs, as
expected [54, 66]. This assay is sufficient to test the specificity of any individual WW
domains designed in the future for "pS/T-P" relative to "pS/T-Q".
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Protein 1pg GST-Pinl WW Domain GSTI 100 pg GST-Pinl WW Domain I GSTI
Peptide 4 •
on a V)0. 0. oC
A450  1.39 0.57 0.55 0.78 0.55 0.00 1.38 0.67 0.70 0.88 0.72 0.00
Figure A.3: A GST-Pinl WW domain fusion is specific for "pS/T-P"
peptides and peptide libraries. The Pini WW domain shows specificity to
"pT-P" library, relative to "pS-Q" library and "T-P" library, and to Pintide relative
to a "pS-Q" peptide derived from a site on the protein p53. The A4 5 0 of GST alone
is subtracted from all samples at the same protein concentration. The sequences of
the peptides used are:
pTP Library: Biotin-G-AHA-G-AHA-G-G-A-X-X-X-X-pT-P-X-X-X-X-A-Y-K-K-K
TP Library: Biotin-G-AHA-G-AHA-G-G-A-X-X-X-X-T-P-X-X-X-X-A-Y-K-K-K
pSQ Library: Biotin-G-AHA-G-AHA-G-G-A-X-X-X-X-pS-Q-X-X-X-X-A-Y-K-K-K
Pintide: Biotin-G-AHA-G-AHA-G-G-W-F-Y-pS-P-F-L-E-A-Y-K-K-K
p53tide: Biotin-G-AHA-G-AHA-G-G-E-P-P-L-pS-Q-E-T-F-A-Y-K-K-K
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