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Abstract
We study a stochastic control system involving both a standard and a fractional Brownian
motion with Hurst parameter less than 1/2. We apply an anticipative Girsanov transformation
to transform the system into another one, driven only by the standard Brownian motion with
coefficients depending on both the fractional Brownian motion and the standard Brownian motion.
We derive a maximum principle and the associated stochastic variational inequality, which both
are generalizations of the classical case.
Keywords: fractional Brownian motion, stochastic control system, backward stochastic differen-
tial equation, variational inequality, maximum principle, Girsanov transformation, Galtchouk-Kunita-
Watanabe decomposition.
AMS Subject Classification: 60H05, 60G22, 93E20
1 Introduction
We study a control problem which controlled state process is driven by both a standard Brownian mo-
tion and a fractional Brownian motion with Hurst parameter H ∈ (0, 1/2), and we derive the stochastic
maximum principle and the associated variational inequality. To be more precise, we consider the state
process governed by the following controlled stochastic differential equation{
dXu(t) = σ(t)Xu(t)dBH(t) + β(t,Xu(t), u(t))dW (t) + b(t,Xu(t), u(t))dt, t ∈ [0, T ],
Xu(0) = x0,
(1.1)
where the functions σ, β and b are introduced in Section 2, and the control process u takes values in
a metric space U . Thus, in our framework, the diffusion part consists of two parts: one is represented
by a stochastic integral with respect to the fractional Brownian motion BH , which integrand is linear
in the state process, and the other by an Itoˆ integral with respect to the Brownian motion W , which
∗Corresponding author. E-mail: shuaijingsj@gmail.com. Supported by National Natural Science Foundation of China
(Project No. 11301560).
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integrand is nonlinear in the state process. The control problem consists in minimizing the cost
functional defined as follows
J(u) = E
[
Φ(Xu(T )) +
∫ T
0
f(t,Xu(t), u(t))dt
]
,
where the functions Φ and f are introduced in Section 2.
Stochastic differential equations driven by both a standard Brownian motion and a fractional Brow-
nian motion have been studied by several authors, for example, for the case H ∈ (1/2, 1) by Guerra
and Nualart [9], Mishura and Shevchenko [17]. The properties of the fractional Brownian motion with
Hurst parameter H ∈ (1/2, 1) and H ∈ (0, 1/2) are quite different. Besides a pathwise definition of
the integral, the classical divergence operator is widely used to define the stochastic integral when
H ∈ (1/2, 1). However, in the case H ∈ (0, 1/2), the domain of the divergence operator becomes
too small. For instance, Cheridito and Nualart [8] showed that even the fractional Brownian motion
itself is not included in the domain. To overcome this difficulty, Cheridito and Nualart [8] and Leo´n
and Nualart [15] defined a new type of operator and called it the extended divergence operator. By
using the extended divergence operator, Leo´n and San Mart´ın [16] studied linear stochastic differential
equations driven by a fractional Brownian motion with H ∈ (0, 1/2) with the help of the chaos decom-
position. Jien and Ma [12] worked on stochastic differential equations driven by fractional Brownian
motions by applying anticipative Girsanov transformations developed by Buckdahn [4], while Jing and
Leo´n [13] also made use of the Girsanov transformation method to deal with semilinear backward dou-
bly stochastic differential equations driven by a Brownian motion and a fractional Brownian motion
with H ∈ (0, 1/2) and the associated stochastic partial differential equations driven by the fractional
Brownian motion.
The variational inequality and stochastic maximum principle for controlled systems driven by a
Brownian motion have been investigated by many authors. Without being exhaustive, let us mention
among them, for instance, Bismut [3], Bensoussan [1], Peng [19] and Buckdahn et al. [5]. However,
for controlled systems involving fractional Brownian motions, there are only very few works. Biagini
et al. [2] studied a stochastic maximum principle for processes driven only by an m-dimensional
fractional Brownian motion with H ∈ (1/2, 1)m and derived an adjoint linear fractional backward
stochastic differential equation. Hu and Zhou [11] considered an optimal control problem of stochastic
linear systems involving a fractional Brownian motion with Hurst parameter H ∈ (0, 1/2), and they
introduced a Riccati equation which is a backward stochastic differential equation driven by the
fractional Brownian motion and a classical Brownian motion. It is worth noting that this Brownian
motion is the one that generates the fractional Brownian motion, hence they are not independent. Han
et al. [10] obtained a stochastic maximum principle for a stochastic control problem defined through a
general controlled system driven by a fractional Brownian motion with H > 1/2. Similar to [11], their
adjoint backward stochastic differential equation is driven by the fractional Brownian motion and its
underlying Brownian motion.
Here, in our framework, the controlled system involves both a standard and a fractional Brownian
motion with H ∈ (0, 1/2). We use the extended divergence operator to define the stochastic integral
with respect to the fractional Brownian motion. The linearity of the integrand of the integral with
respect to BH in the state process allows, similarly to [13], to apply the anticipative Girsanov trans-
formation to transform the original controlled system into another one driven only by the standard
Brownian motion W , but with coefficients depending on the paths of both W and BH . Our adjoint
backward stochastic differential equation involves, besides the Brownian martingale, also an orthogo-
nal martingale, which is a Brownian martingale in the classical case (see Section 4). This orthogonal
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martingale comes from the Galtchouk-Kunita-Watanabe decomposition. Such backward stochastic
differential equations were employed by Buckdahn and Ichihara [6] and Buckdahn et al. [7] to study
optimal control systems and associated Hamilton-Jacobi-Bellman equations. In our work here, we
compare our main result with the classical characterization of an optimal control and we show that,
if we replace the fractional Brownian motion with a standard Brownian motion, i.e., if we apply our
Girsanov transformation in the classical, Brownian framework, we get the same result. Hence, our
result indeed generalizes the classical one.
In this paper we deal only with the case H ∈ (0, 1/2) since we use the extended divergence operator
as stochastic integral with respect to the fractional Brownian motion. Nevertheless, when using the
divergence operator in the case H ∈ (1/2, 1), our method is still valid and the computations are
even easier. The key difference between the two cases relies mainly on the distinct definitions of the
divergence operator and the extended divergence operator.
The paper is organized as follows: In Section 2 we recall some preliminaries, i.e., some basic
settings and some basics on the fractional Brownian motion, the extended divergence operator and
the Girsanov transformation. Our main results, the variational inequality and the stochastic maximum
principle, are stated in Section 3. Finally, in Section 4 we compare our result with Peng’s criterion
for the optimality of a stochastic control in the Brownian setting [19]. The proofs of the results in
Section 3 are given in the Appendix to improve the readability.
2 Preliminaries
2.1 General Setting and Fractional Brownian Motion
Let T > 0 be a fixed time horizon. Let {W (s), s ∈ [0, T ]} be a standard Brownian motion on a complete
probability space (Ω1,F1,P1) and {B
H(s), s ∈ [0, T ]} be a fractional Brownian motion with Hurst
parameter H ∈ (0, 1/2) defined on another complete probability space (Ω2,F2, P2). We introduce
(Ω,F ,P) as the product space (Ω,F ,P) = (Ω1,F1,P1) ⊗ (Ω2,F2,P2) = (Ω1 × Ω2,F1 ⊗ F2,P1 ⊗ P2)
which we suppose to be completed. The processes W and BH are canonically extended from (Ω1,F1,
P1) and (Ω2,F2, P2), respectively, to the product space (Ω,F ,P).
We define three filtrations: one is generated by the Brownian motion: FW = {FWt = σ{W (s), 0 ≤
s ≤ t}∨N , t ∈ [0, T ]}, one is generated by the fractional Brownian motion: FB = {FBt = σ{B
H(s), 0 ≤
s ≤ t} ∨ N , t ∈ [0, T ]}, and another one is generated by the Brownian motion W and the fractional
Brownian motion BH over the time interval [0, T ] : H = {Ht = F
W
t ∨ F
B
t ∨ N , t ∈ [0, T ]}. Here N
denotes the set of all P-null sets.
For p > 1, we denote by Lp
H
(Ω× [0, T ]) the space of real valued H-adapted processes such that
‖ϕ‖Lp
H
=
(
E
[∫ T
0
|ϕ(t)|p dt
])1/p
< +∞.
It is well-known that, for H ∈ (0, 1/2), there exists another canonical Wiener process W 0 on
(Ω2,F2, P2) such that we have the following representation:
BH(t) =
∫ t
0
KH(t, s)dW
0(s),
where
KH(t, s) = CH
[(
t
s
)H−1/2
tH−1/2 − (H − 1/2)s1/2−H
∫ t
s
uH−3/2(u− s)H−1/2du
]
,
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and
CH =
√
2H
(1− 2H)β(1 − 2H,H + 1/2)
.
Hence, the process BH is a centered Gaussian process with covariance function
RH(t, s) = E
[
BH(t)BH(s)
]
=
1
2
(
t2H + s2H − |t− s|2H
)
.
2.2 Extended Divergence Operator
We briefly recall the definition of the extended divergence operator as the stochastic integral with
respect to the fractional Brownian motion BH ; for more details, we refer to [13]. The extended
divergence operator was first studied by Cheridito and Nualart [8] and further investigated by Leo´n
and Nualart [15].
To this end, we define a Hilbert space HH as the completion of the space of step functions over
[0, T ] with respect to the inner product
〈I[0,t], I[0,s]〉HH = RH(t, s), t, s ∈ [0, T ].
On the space HH , an isometry HH ∋ ϕ → B
H(ϕ) ∈ L2(Ω,F ,P) is defined by extending the map
I[0,t] → B
H
t . Moreover, by the transfer principle (see Nualart [18]), one has the existence of an
operator K : HH → L
2([0, T ]) such that
BH(ϕ) =
∫ T
0
(Kϕ)(s)dW 0(s), ϕ ∈ HH , and (KI[0,t])(s) = KH(t, s), s, t ∈ [0, T ].
We denote by K∗ its adjoint operator.
Let SK be the class of all smooth functionals of the form
F = f
(
BH(ϕ1), · · · , B
H(ϕm),W (ψ1), · · · ,W (ψn)
)
, m, n ≥ 1,
where ϕ1, · · · , ϕm are elements of HH , ψ1, · · · , ψn ∈ L
2([0, T ]), W (ψ1), · · · ,W (ψn) are Wiener inte-
grals of ψ1, · · · , ψn with respect to W , and f ∈ C
∞
p (R
m+n) - the space of all C∞ function over Rm+n,
which together with all their derivatives are of polynomial growth.
A smooth functional F ∈ SK of above form has Malliavin derivatives with respect to B
H and W
defined as follows:
DBF =
m∑
i=1
∂f
∂xi
(
BH(ϕ1), · · · , B
H(ϕm),W (ψ1), · · · ,W (ψn)
)
ϕi,
and
DWF =
n∑
i=1
∂f
∂xm+i
(
BH(ϕ1), · · · , B
H(ϕm),W (ψ1), · · · ,W (ψn)
)
ψi.
We remark that both DBF and DWF are in Lp(Ω× [0, T ];HH ), for all p ≥ 2.
For u ∈ L2(Ω × [0, T ]), we define the following stochastic integrals with respect to BH and W ,
respectively.
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Definition 2.1. Let u ∈ L2(Ω × [0, T ]). If there exists a random variable δB(u) ∈ L2(Ω,F ,P) such
that
E
[
〈K∗KDBF, u〉L2([0,T ])
]
= E
[
FδB(u)
]
, for all F ∈ SK, (2.2)
we say u ∈ Dom δB and call δB(u) the extended divergence operator of u with respect to BH .
Definition 2.2. Let u ∈ L2(Ω × [0, T ]). If there exists a random variable δW (u) ∈ L2(Ω,F ,P) such
that
E
[
〈DWF, u〉L2([0,T ])
]
= E
[
FδW (u)
]
, for all F ∈ SK, (2.3)
we say u ∈ Dom δW and call δW (u) the Skorohod integral of u with respect to W .
Remark 2.3. 1. Given u ∈ L2(Ω × [0, T ]) and t ∈ [0, T ] such that uI[0,t] ∈ Dom δ
B, we write∫ t
0 u(s)dB
H(s) for δB(uI[0,t]).
2. If u ∈ L2(Ω× [0, T ]) is H-adapted, then the Skorohod integral δW (u) exists and it coincides with
the Itoˆ integral
∫ T
0 u(s)dW (s) (Recall that W is an H-Brownian motion).
2.3 Girsanov Transformations
The Girsanov transformation with respect to the fractional Brownian motion constitutes an essential
tool in our approach for our stochastic control problem.
Throughout this paper we use the following hypothesis.
(H1) Let σ : [0, T ]→ R be a square integrable Borel function such that σI[0,t] belongs to HH , for
every t ∈ [0, T ], and sup0≤t≤T
∫ t
0 ((KσI[0,t])(r))
2dr < +∞.
Recall that hypothesis (H1) is in particular satisfied if σ(t) = σ, t ∈ [0, T ], for some constant
σ ∈ R, and (KσI[0,t])(r) = KH(t, r), (t, r) ∈ [0, T ]
2.
For t ∈ [0, T ], we consider the following transformations on Ω2:
Tt(ω2) = ω2 +
∫ ·∧t
0
(KσI[0,t])(r)dr, ω2 ∈ Ω2, t ∈ [0, T ],
and
At(ω2) = ω2 −
∫ ·∧t
0
(KσI[0,t])(r)dr, ω2 ∈ Ω2, t ∈ [0, T ].
The Girsanov Theorem (see for example Buckdahn [4]) gives that for any square integrable random
variable F , we have
E[F ] = E[F (At)κt] = E[F (Tt)κ
−1
t (Tt)], (2.4)
where
κt = exp
(∫ t
0
σ(r)dBH(r)−
1
2
∫ t
0
((KσI[0,t])(r))
2dr
)
. (2.5)
From Lemma 2.4 in [13] we have that
E
[
sup
0≤t≤T
κpt
]
< +∞, E
[
sup
0≤t≤T
κpt (Tt)
]
< +∞, for all p ∈ R. (2.6)
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3 Variational Inequality and the Maximum Principle
3.1 The Stochastic Control Problem
Let U be a nonempty subset of Rk. Let {u(s), 0 ≤ s ≤ T} be an admissible control process, which
takes values in U and is H-adapted, such that
esssup
0≤t≤T
E[|u(t)|p] < +∞, for p ≥ 1.
The set of admissible control processes is denoted by Uad. From (H1) and (2.6) we get that if
{u(s), 0 ≤ s ≤ T} is an admissible control, then both {u(s,Ts), 0 ≤ s ≤ T} and {u(s,As), 0 ≤ s ≤ T}
are admissible controls. In particular, we have
esssup
0≤t≤T
E[|u(t,Tt)|
p] < +∞ and esssup
0≤t≤T
E[|u(t,At)|
p] < +∞, p ≥ 1. (3.7)
We consider the following stochastic control system:{
dXu(t) = σ(t)Xu(t)dBH(t) + β(t,Xu(t), u(t))dW (t) + b(t,Xu(t), u(t))dt, t ∈ [0, T ],
Xu(0) = x0.
(3.8)
Notice that only the coefficients β and b depend on the control, but not σ. Moreover, the stochastic
integral with respect to the fractional Brownian motion is linear in Xu and is interpreted in the
extended divergence sense. The cost functional is defined by
J(u) = E
[
Φ(Xu(T )) +
∫ T
0
f(t,Xu(t), u(t))dt
]
. (3.9)
Our control problem consists in minimizing the cost functional J(u) over Uad.
Now we state the assumptions on the coefficients:
β, b, f : [0, T ]× R× Rk → R, Φ : R→ R.
(H2) The functions β, b, f,Φ are twice differentiable with respect to x. Moreover, β, b, f,Φ and
their derivatives βx, bx, fx,Φx βxx, bxx, fxx,Φxx are continuous in (x, u) and bounded, uniformly with
respect to (t, u) ∈ [0, T ]× U .
3.2 Main Results
In this subsection we state our main results, i.e., the variational inequality and the maximum principle.
First we state the following important theorem. It helps us to establish a link between the semi-
linear stochastic differential equation (3.8), driven by both the standard Brownian motion W and the
fractional Brownian motion BH , and a stochastic differential equation driven only by the standard
Brownian motion W , with coefficients depending on the fractional Brownian motion.
Theorem 3.1. The process Xu := {Xu(t) = ζu(t,At)κt, t ∈ [0, T ]} is the unique solution of equation
(3.8) in L2
H
(Ω× [0, T ]), where ζu is the unique solution of the pathwise stochastic differential equation{
dζu(t) = κ−1t (Tt)β(t, ζ
u(t)κt(Tt), u(t,Tt))dW (t) + κ
−1
t (Tt)b(t, ζ
u(t)κt(Tt), u(t,Tt))dt, t ∈ [0, T ];
ζu(0) = x0.
(3.10)
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For the reader’s convenience we give the proof; it is shifted to the Appendix.
The above theorem allows to rewrite the cost functional (3.9) as follows:
J(u) = E
[
Φ
(
ζu(T )κT (TT )
)
κ−1T (TT ) +
∫ T
0
f
(
t, ζu(t)κt(Tt), u(t,Tt)
)
κ−1t (Tt)dt
]
. (3.11)
We have transformed our stochastic control problem into a formally classical control problem which
contains the fractional Brownian motion implicitly.
Since the control process u(t,Tt) appearing in (3.10) and (3.11) contains always the transformation
Tt, for the simplicity of notations, we denote it by v(t), i.e., v(t) = u(t,Tt). From (3.7) we know that
both u and v are admissible controls.
Let us now suppose that (y(·), v(·)) is an optimal solution of the control problem, i.e.,{
dy(t) = κ−1t (Tt)β(t, y(t)κt(Tt), v(t))dW (t) + κ
−1
t (Tt)b(t, y(t)κt(Tt), v(t))dt, t ∈ [0, T ],
y(0) = x0,
(3.12)
and
J(v) = inf
u∈Uad
J(u).
Following Peng’s approach [19], we construct a perturbed admissible control as follows:
vε(t) =
{
v˜(t) τ − ε ≤ t ≤ τ + ε,
v(t) otherwise,
where 0 < τ < T is arbitrarily fixed, ε > 0 is arbitrarily chosen such that [τ − ε, τ + ε] ⊂ [0, T ], and
v˜ is an arbitrary bounded admissible control from Uad. Let y
ε(·) be the solution of (3.12) with vε at
the place of v. Then from the setting of the control problem, we have
J(vε)− J(u) ≥ 0.
Let y1(·) and y2(·) ∈ L
∞,−
H
([0, T ])(:=
⋂
p≥2 L
p
H
(Ω× [0, T ])) be the solutions of the equations
y1(t) =
∫ t
0
[
bx(s, y(s)κs(Ts), v(s))y1(s)
+ κ−1s (Ts)
(
b(s, y(s)κs(Ts), v
ε(s))− b(s, y(s)κs(Ts), v(s))
)]
ds
+
∫ t
0
[
βx(s, y(s)κs(Ts), v(s))y1(s)
+ κ−1s (Ts)
(
β(s, y(s)κs(Ts), v
ε(s))− β(s, y(s)κs(Ts), v(s))
)]
dW (s),
(3.13)
and
y2(t) =
∫ t
0
[
bx(s, y(s)κs(Ts), v(s))y2(s) +
1
2
κs(Ts)bxx(s, y(s)κs(Ts), v
ε(s))y21(s)
]
ds
+
∫ t
0
[
βx(s, y(s)κs(Ts), v(s))y2(s) +
1
2
κs(Ts)βxx(s, y(s)κs(Ts), v
ε(s))y21(s)
]
dW (s)
+
∫ t
0
(
bx(s, y(s)κs(Ts), v
ε(s))− bx(s, y(s)κs(Ts), v(s))
)
y1(s)ds
+
∫ t
0
(
βx(s, y(s)κs(Ts), v
ε(s))− βx(s, y(s)κs(Ts), v(s))
)
y1(s)dW (s).
(3.14)
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We need the following estimates for y1 and y2.
Lemma 3.2. Under our hypotheses (H1) and (H2), for any p ≥ 2, there is some Cp ∈ R+ indepen-
dent of ε such that
E
[
sup
0≤t≤T
|y1(t)|
p
]
≤ Cpε
p/2, (3.15)
E
[
sup
0≤t≤T
|y2(t)|
p
]
≤ Cpε
p. (3.16)
Proof: First we prove inequality (3.15). From equation (3.13), using (H2) and the Buckho¨lder-Davis-
Gundy inequality, we obtain that, for p ≥ 2,
E
[
sup
0≤r≤t
|y1(r)|
p
]
≤ CpE
[
sup
0≤r≤t
∫ r
0
|y1(s)|
pds
]
+ CpE
[(∫ t
0
I[τ−ε,τ+ε]κ
−2
s (Ts)ds
)p/2]
≤ CpE
[∫ t
0
sup
0≤r≤s
|y1(r)|
pds
]
+ Cpε
p/2
E
[
sup
0≤s≤T
κ−ps (Ts)
]
≤ CpE
[∫ t
0
sup
0≤r≤s
|y1(r)|
pds
]
+ Cpε
p/2,
(3.17)
where the constant Cp can be chosen independent of t. By the Gronwall inequality we get that
E
[
sup
0≤t≤T
|y1(t)|
p
]
≤ Cpε
p/2.
Now we prove (3.16). From equation (3.14) and (H2), applying Cauchy-Schwarz inequality and
Buckho¨lder-Davis-Gundy inequality, we have
E
[
sup
0≤r≤t
|y2(r)|
p
]
≤CpE
[∫ t
0
(
sup
0≤r≤s
|y2(r)|
p + sup
0≤r≤s
κpr(Tr)|y1(r)|
2p
)
ds
]
+ CpE
[∣∣∣∣
∫ t
0
|I[τ−ε,τ+ε](s)y1(s)|ds
∣∣∣∣p
]
+ CpE
[∫ t
0
I[τ−ε,τ+ε](s) |y1(s)|
2 ds
]p
2
≤CpE
[∫ t
0
sup
0≤r≤s
|y2(r)|
pds
]
+ Cp
(
E
[
sup
0≤r≤T
κ2pr (Tr)
]) 1
2
(
E
[
sup
0≤r≤T
y4p1 (r)
])1/2
+ Cpε
p
E
[
sup
0≤t≤T
|y1(t)|
p
]
+ Cpε
p/2
E
[
sup
0≤t≤T
|y1(t)|
p
]
.
Hence, from (3.15) and the Gronwall inequality, we obtain
E
[
sup
0≤t≤T
|y2(t)|
p
]
≤ Cpε
p.
The proof is complete. ✷
Set y3 = y1+y2. To derive our variational inequality, it is necessary to prove the following estimate.
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Lemma 3.3. Under the hypothesis (H2), for any p ≥ 2, we have
sup
0≤t≤T
E [|yε(t)− y(t)− y3(t)|
p] = o(εp). (3.18)
For convenience of the reader the proof is given in the Appendix.
The next lemma plays an important role in deriving the variational inequality.
Lemma 3.4. Under the hypothesis (H2) we have
− E
[∫ T
0
(
fx(s, y(s)κs(Ts), v(s))y3(s) +
1
2
fxx(s, y(s)κs(Ts), v(s))y
2
1(s)κs(Ts)
)
ds
]
− E
[∫ T
0
(f(s, y(s)κs(Ts), v
ε(s))− f(s, y(s)κs(Ts), v(s))) κ
−1
s (Ts)ds
]
− E
[
Φx(y(T )κT (TT ))y3(T ) +
1
2
Φxx(y(T )κT (TT ))y
2
1(T )κT (TT )
]
≤ o(ε).
(3.19)
The proof of this lemma is given in the Appendix.
For a pair of processes (ϕ(·), ψ(·)) in L2
H
(Ω × [0, T ]) × L2
H
(Ω × [0, T ]), we consider the following
stochastic system:{
dz(t) =
(
bx(t, y(t)κt(Tt), v(t))z(t) + ϕ(t)
)
dt+
(
βx(t, y(t)κt(Tt), v(t))z(t) + ψ(t)
)
dW (t),
z(0) = 0.
(3.20)
With the help of this equation we define a linear functional
I(ϕ(·), ψ(·)) = E
[∫ T
0
fx(t, y(t)κt(Tt), v(t))z(t)dt +Φx(y(T )κT (TT ))z(T )
]
, (3.21)
which is continuous in L2
H
(Ω× [0, T ])× L2
H
(Ω× [0, T ]). The Riesz representation theorem yields that
there exists a unique pair of processes (p(·),K(·)) ∈ L2
H
(Ω× [0, T ]) × L2
H
(Ω× [0, T ]) such that
I(ϕ(·), ψ(·)) = E
[∫ T
0
(p(t)ϕ(t) +K(t)ψ(t))dt
]
, (ϕ,ψ) ∈ L2
H
(Ω× [0, T ]) × L2
H
(Ω× [0, T ]). (3.22)
Notice that the processes of p and K do not depend on (ϕ(·), ψ(·)). By applying the above represen-
tation result to the definition of y1 in (3.13), we get that
E
[∫ T
0
fx(s, y(s)κs(Ts), v(s))y1(s)ds+Φx(y(T )κT (TT ))y1(T )
]
=E


∫ T
0
p(s)
(
b(s, y(s)κs(Ts), v
ε(s))− b(s, y(s)κs(Ts), v(s))
)
κ−1s (Ts)︸ ︷︷ ︸
=ϕ(s)
ds


+ E


∫ T
0
K(s)
(
β(s, y(s)κs(Ts), v
ε(s))− β(s, y(s)κs(Ts), v(s))
)
κ−1s (Ts)︸ ︷︷ ︸
=ψ(s)
ds

 ,
(3.23)
9
and with the above indicated choice of ϕ and ψ, z defined by (3.20) coincides with y1 defined by (3.13).
Thus, (3.21) and (3.22) yield (3.23). With similar argument applied to (3.14), we have
E
[∫ T
0
fx(s, y(s)κs(Ts), v(s))y2(s)ds+Φx(y(T )κT (TT ))y2(T )
]
=E
[
1
2
∫ T
0
(
p(s)bxx(s, y(s)κs(Ts), v(s)) +K(s)βxx(s, y(s)κs(Ts), v(s))
)
y21(s)κs(Ts)ds
]
+ E
[∫ T
0
p(s)
(
bx(s, y(s)κs(Ts), v
ε(s))− bx(s, y(s)κs(Ts), v(s))
)
y1(s)ds
]
+ E
[∫ T
0
K(s)
(
βx(s, y(s)κs(Ts), v
ε(s))− βx(s, y(s)κs(Ts), v(s))
)
y1(s)ds
]
.
(3.24)
We define a new (random) function H by putting
H(s, x, v, p,K) =
(
f(s, xκs(Ts), v) + pb(s, xκs(Ts), v) +Kβ(s, xκs(Ts), v)
)
κ−1s (Ts).
Then, using (3.23) and (3.24), we can rewrite inequality (3.19) as
− E
[∫ T
0
(
H(s, y(s), vε(s), p(s),K(s))−H(s, y(s), v(s), p(s),K(s))
)
ds
]
− E
[
1
2
∫ T
0
Hxx(s, y(s), v(s), p(s),K(s))y
2
1(s)ds+
1
2
Φxx
(
y(T )κT (TT )
)
y21(T )κT (TT )
]
≤o(ε).
(3.25)
Now we deal with the quadratic term. Let Y (s) := y21(s). Applying the Itoˆ formula to Y (s), we
get
dY (s) =
[
2Y (s)
(
bx(s, y(s)κs(Ts), v(s)) +
1
2
β2x(s, y(s)κs(Ts), v(s))
)
+ Ξε(s)
]
ds
+
[
2Y (s)βx(s, y(s)κs(Ts), v(s)) + Ψ
ε(s)
]
dW (s),
(3.26)
where
Ξε(s) =2y1(s)ε
−1
s (Ts)
(
b(s, y(s)κs(Ts), v
ε(s))− b(s, y(s)κs(Ts), v(s))
+ βx(s, y(s)κs(Ts), v(s))
(
β(s, y(s)κs(Ts), v
ε(s))− β(s, y(s)κs(Ts), v(s))
))
+ ε−2s (Ts) (β(s, y(s)κs(Ts), v
ε(s))− β(s, y(s)κs(Ts), v(s)))
2
and
Ψε(s) = 2y1(s)κ
−1
s (Ts)
(
β(s, y(s)κs(Ts), v
ε(s))− β(s, y(s)κs(Ts), v(s))
)
.
For any (Ξ(·),Ψ(·)) in L2
H
(Ω× [0, T ]) × L2
H
(Ω× [0, T ]), we consider the following stochastic system:

dZ(s) =
[
2Z(s)
(
bx(s, y(s)κs(Ts), v(s)) + β
2
x(s, y(s)κs(Ts), v(s))
)
+ Ξ(s)
]
ds
+
[
2Z(s)βx(s, y(s)κs(Ts), v(s)) + Ψ(s)
]
dW (s),
Z(0) = 0.
(3.27)
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We define a new linear functional
L(Ξ(·),Ψ(·)) = E
[∫ T
0
Z(s)Hxx(s, y(s), v(s), p(s),K(s))ds + Z(T )Φxx
(
y(T )κT (TT )
)
κT (TT )
]
, (3.28)
which too is continuous on L2
H
(Ω× [0, T ])×L2
H
(Ω× [0, T ]). Using the same argument as above we see
that there exists a unique pair of (P (·), Q(·)) in L2
H
(Ω × [0, T ]) × L2
H
(Ω× [0, T ]) such that
L(Ξ(·),Ψ(·)) = E
[∫ T
0
(
P (s)Ξ(s) +Q(s)Ψ(s)
)
ds
]
. (3.29)
Now we apply the above result with Z(s) := Y (s) = y21(s),Ξ(s) := Ξ
ε(s),Ψ(s) := Ψε(s), s ∈ [0, T ].
By using the estimates in Lemma 3.2, we obtain that, for 1 < p, q <∞ with 1p +
1
q = 1,
E
[∫ T
0
y1(s)κ
−1
s (Ts)
(
b(s, y(s)κs(Ts), v
ε(s))− b(s, y(s)κs(Ts), v(s))
)
P (s)ds
]
≤CE
[
sup
s∈[0,T ]
|y1(s)| sup
s∈[0,T ]
(κ−1s (Ts))ε
1/2
(∫ T
0
|P (s)|21[τ−ε,τ+ε](s)ds
)1/2]
≤C
(
E
[
sup
s∈[0,T ]
|y1(s)|
2p
])1/2p(
E
[
sup
s∈[0,T ]
|κs(Ts)|
−2q
])1/2q
ε1/2
(
E
[(∫ T
0
|P (s)|21[τ−ε,τ+ε](s)ds
)])1/2
≤Cεh(ε),
where, from the Dominated Convergence Theorem
h(ε) =
(
E
[(∫ T
0
|P (s)|21[τ−ε,τ+ε](s)ds
)])1/2
→ 0, when ε→ 0.
Hence, we have
E
[∫ T
0
y1(s)κ
−1
s (Ts)
(
b(s, y(s)κs(Ts), v
ε(s))− b(s, y(s)κs(Ts), v(s))
)
P (s)ds
]
= o(ε).
Similarly, we get
E
[∫ T
0
2y1(s)κ
−1
s (Ts)
(
β(s, y(s)κs(Ts), v
ε(s))− β(s, y(s)κs(Ts), v(s))
)
Q(s)ds
]
= o(ε).
Therefore, the relations (3.26), (3.27), (3.28) and (3.29) allow to rewrite inequality (3.25) as
− E
[∫ T
0
(
H(s, y(s), vε(s), p(s),K(s)) −H(s, y(s), v(s), p(s),K(s))
)
ds
]
−
1
2
E
[∫ T
0
κ−2s (Ts)
(
β(s, y(s)κs(Ts), v
ε(s))− β(s, y(s)κs(Ts), v(s))
)2
P (s)ds
]
≤ o(ε).
(3.30)
Hence, by letting ε tend to zero, we deduce that
H(τ, y(τ), v, p(τ),K(τ)) −H(τ, y(τ), v(τ), p(τ),K(τ))
+
1
2
κ−2τ (Tτ )
(
β(τ, y(τ)κτ (Tτ ), v) − β(τ, y(τ)κτ (Tτ ), v(τ))
)2
P (τ) ≥ 0
(3.31)
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holds for any U -valued FBτ -measurable random variable v, dτ -a.e., a.s., where we recall
H(s, x, v, p,K) =
(
f(s, xκs(Ts), v) + pb(s, xκs(Ts), v) +Kβ(s, xκs(Ts), v)
)
κ−1s (Ts).
Inequality (3.31) is the stochastic variational inequality of our control problem. Since in our case the
variational inequality is different from those in Peng [19] and Buckdahn et al. [5], we prefer to give a
detailed proof of deriving (3.31) from (3.30) in the Appendix.
Following similar arguments as the classical results of Bensoussan [1] and Peng [19], the pair
of processes (p(·),K(·)) is determined by an adjoint backward stochastic differential equation, i.e.,
(p(·),K(·)) is the unique solution of

−dp(s) =
[
bx(s, y(s)κs(Ts), v(s))p(s) + βx(s, y(s)κs(Ts), v(s))K(s) + fx(s, y(s)κs(Ts), v(s))
]
ds
−K(s)dW (s)− dN(s), s ∈ [0, T ],
p(T ) = Φx(y(T )κT (TT )),
(3.32)
and (P (·), Q(·)) is the unique solution of the following adjoint backward stochastic differential equation:

−dP (s) =
[
2bx(s, y(s)κs(Ts), v(s))P (s) + β
2
x(s, y(s)κs(Ts), v(s))P (s)
+2βx(s, y(s)κs(Ts), v(s))Q(s) +Hxx(s, y(s), v(s), p(s),K(s))
]
ds
−Q(s)dW (s)− dM(s), s ∈ [0, T ],
P (T ) = Φxx(y(T )κT (TT ))κT (TT ),
(3.33)
where N(·) and M(·) are H-adapted square integrable martingales orthogonal to W . One can easily
verify that the solutions (p(·),K(·)) and (P (·), Q(·)) satisfy (3.23) and (3.24).
Remark 3.5. The two martingales N(·) and M(·) are introduced here from the Galtchouk-Kunita-
Watanabe decomposition (we refer to [14]); this allows to guarantee the adaptedness of (p(·),K(·))
and (P (·), Q(·)) with respect to H. Such backward stochastic differential equations with respect to a
non-Brownian filtration have been well studied, and they were also employed to study control problems,
for instance, in Buckdahn and Ichihara [6] and Buckdahn et al. [7].
As a consequence, we obtain the maximum principle theorem.
Theorem 3.6. Let (H1) and (H2) hold. If (y(·), v(·)) is the optimal solution of the control problem
(3.10) and (3.11), then we have
(p(·),K(·)) ∈ L2
H
(Ω× [0, T ])× L2
H
(Ω× [0, T ]) and (P (·), Q(·)) ∈ L2
H
(Ω × [0, T ]) × L2
H
(Ω× [0, T ]),
are the solutions of backward stochastic differential equations (3.32) and (3.33) respectively, such that
the (stochastic) variational inequality (3.31) holds.
4 Comparison with the Classical Case and Conclusion
In this part we compare our result with the classical case, i.e., Peng’s result [19].
First, if σ ≡ 0, i.e.,if there is no fractional Brownian motion part, then obviously our result reduces
to Peng’s. Second, if σ 6= 0 but H = 1/2, i.e., the fractional Brownian motion BH is nothing else but
a standard Brownian motion B, we show that our result coincides with Peng’s characterisation of the
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optimal control. Here we only show that from equation (19) in Peng [19] we can obtain (3.32). With
our notations, equation (19) in Peng [19] becomes

−dp(s) =
[
bx(s,X
u(s), u(s))p(s) + βx(s,X
u(s), u(s))K(s) + σ(s)K1(s) + fx(s,X
u(s), u(s))
]
ds
−K(s)dW (s)−K1(s)dB(s), s ∈ [0, T ],
p(T ) = Φx(X
u(T )).
(4.34)
We notice that in the classical case H = 1/2, (2.5) yields κs = exp
{∫ s
0 σ(r)dB(r)−
1
2
∫ s
0 σ
2(r)dr
}
.
We put p(s) := p(s,Ts), K1(s) = K1(s,Ts) and K(s) = K(s,Ts). Applying now standard arguments
as above, and recalling the definition of (y(·, ), v(·)) through (3.12), we deduce that

−dp(s) =
[
bx(s, y(s)κs(Ts), v(s))p(s) + βx(s, y(s)κs(Ts), v(s))K(s) + fx(s, y(s)κs(Ts), v(s))
]
ds
−K(s)dW (s)−K1(s)dB(s), s ∈ [0, T ],
p(T ) = Φx(y(T )κT (TT )).
(4.35)
Equation (4.35) coincides with equation (3.32) with N(t) =
∫ t
0 K1(s)dB(s). Hence our result is really
a generalization of the classical one.
5 Appendix
In the Appendix we state some proofs of the results in Section 3.
Proof of Theorem 3.1: The proof is a bit technical and we split it into 3 steps.
Step 1: First we prove the existence and uniqueness of ζu in Lp
H
(Ω × [0, T ]), p ≥ 2. To this end,
we define βˆ and bˆ as
βˆ(t, x, u) := κ−1t (Tt)β(t, xκt(Tt), u), bˆ(t, x, u) := κ
−1
t (Tt)b(t, xκt(Tt), u), (t, x, u) ∈ [0, T ]× R× U.
Then, from (H2) and (2.6), βˆ(·, 0, 0) and bˆ(·, 0, 0) ∈ Lp
H
(Ω× [0, T ]), p ≥ 2. Furthermore, from (H2),
we know that there exists a constant C > 0, such that
|βˆ(t, x1, u)−βˆ(t, x2, u)| ≤ C|x1−x2|, |bˆ(t, x1, u)−bˆ(t, x2, u)| ≤ C|x1−x2|, x1, x2 ∈ R, (t, u) ∈ [0, T ]×U.
Hence, equation (3.10) admits a unique solution ζu ∈ Lp
H
(Ω× [0, T ]), p ≥ 2.
Step 2: Next we prove that Xu is a solution of equation (3.8). Observe, that from the definition
of Xu and the above property of ζu, it follows that Xu ∈ L2
H
(Ω × [0, T ]). Let us choose an arbitrary
F ∈ SK. Then we have from (2.4), for t ∈ [0, T ],
E [FXu(t)− Fx0] = E [F (Tt)ζ
u(t)− Fζu(0)]
=E
[
F (Tt)x0 − Fx0 + F (Tt)
∫ t
0
κ−1s (Ts)β(s, ζ
u(s)κs(Ts), u(s,Ts))dW (s)
]
+ E
[
F (Tt)
∫ t
0
κ−1s (Ts)b(s, ζ
u(s)κs(Ts), u(s,Ts))ds
]
.
We recall that, from (2.3),
E
[
F (Tt)
∫ t
0
κ−1s (Ts)β(s, ζ
u(s)κs(Ts), u(s,Ts))dW (s)
]
=E
[∫ t
0
κ−1s (Ts)β(s, ζ
u(s)κs(Ts), u(s,Ts))D
W
s F (Tt)ds
]
.
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From the fact that F ∈ SK and the definition of Tt, we deduce that (see, Jing and Leo´n [13] Page 7),
dF (Tt)
dt
= σ(t)(K∗KDBF )(Tt, t).
Using the above result, we obtain
E [FXu(t)− Fx0]
=E
[
x0
∫ t
0
σ(s)(K∗KDBF )(Ts, s)ds
]
+ E
[∫ t
0
κ−1s (Ts)β(s, ζ
u(s)κs(Ts), u(s,Ts))D
W
s F (Ts)ds
]
+ E
[∫ t
0
(∫ t
s
DWs (σ(r)(K
∗KDBF )(Tr, r))dr
)
κ−1s (Ts)β(s, ζ
u(s)κs(Ts), u(s,Ts))ds
]
+ E
[∫ t
0
κ−1s (Ts)b(s, ζ
u(s)κs(Ts), u(s,Ts))F (Ts)ds
]
+ E
[∫ t
0
(∫ t
s
σ(r)(K∗KDBF )(Tr, r)dr
)
κ−1s (Ts)b(s, ζ
u(s)κs(Ts), u(s,Ts))ds
]
.
(5.36)
By applying the Fubini theorem, we get
I1 =E
[∫ t
0
(∫ t
s
DWs
(
σ(r)(K∗KDBF )(Tr, r)
)
dr
)
κ−1s (Ts)β(s, ζ
u(s)κs(Ts), u(s,Ts))ds
]
=
∫ t
0
E
[∫ r
0
DWs (σ(r)(K
∗KDBF )(Tr, r))κ
−1
s (Ts)β(s, ζ
u(s)κs(Ts), u(s,Ts))ds
]
dr.
Thus, taking into account that σ(r)(K∗KDBF )(Tr, r) ∈ SK, we conclude from Remark 2.3 that
I1 =
∫ t
0
E
[
σ(r)(K∗KDBF )(Tr, r)
∫ r
0
κ−1s (Ts)β(s, ζ
u(s)κs(Ts), u(s,Ts))dW (s)
]
dr
=E
[∫ t
0
σ(r)(K∗KDBF )(Tr, r)
∫ r
0
κ−1s (Ts)β(s, ζ
u(s)κs(Ts), u(s,Ts))dW (s)dr
]
.
Consequently, using the Fubini Theorem now also for the latter double integral in (5.36), we get
E [FXu(t)− Fx0] =E
[ ∫ t
0
σ(r)(K∗KDBF )(Tr, r)
{
x0 +
∫ r
0
κ−1s (Ts)β(s, ζ
u(s)κs(Ts), u(s,Ts))dW (s)
+
∫ r
0
κ−1s (Ts)b(s, ζ
u(s)κs(Ts), u(s,Ts))ds
}]
+ E
[∫ t
0
κ−1s (Ts)β(s, ζ
u(s)κs(Ts), u(s,Ts))D
W
s F (Ts)ds
]
+ E
[∫ t
0
κ−1s (Ts)b(s, ζ
u(s)κs(Ts), u(s,Ts))F (Ts)ds
]
.
14
Hence, from (3.10) and by applying the Girsanov Theorem again, we get
E [FXu(t)− Fx0]
=E
[∫ t
0
(K∗KDBF )(Ts, s)σ(s)ζ
u(s)ds
]
+ E
[∫ t
0
κ−1s (Ts)β(s, ζ
u(s)κs(Ts), u(s,Ts))D
W
s F (Ts)ds
]
+ E
[∫ t
0
κ−1s (Ts)b(s, ζ
u(s)κs(Ts), u(s,Ts))F (Ts)ds
]
=E
[∫ t
0
(K∗KDBF )(s)σ(s)Xu(s)ds
]
+ E
[∫ t
0
β(s,Xu(s), u(s))DWs Fds
]
+ E
[
F
∫ t
0
b(s,Xu(s), u(s))ds
]
.
Since β(·,Xu, u)I[0,t] is H-adapted and square integrable, its Skorohod integral with respect to W is
well defined and coincides with the Itoˆ integral. Thus, from (2.3), we have
E
[∫ t
0
β(s,Xu(s), u(s))DWs Fds
]
= E
[
F
∫ t
0
β(s,Xu(s), u(s))dW (s)
]
.
Consequently,
E
[∫ t
0
(K∗KDBF )(s)σ(s)Xu(s)ds
]
= E [FG(t)] ,
where
G(t) = Xu(t)−
(
x0 +
∫ t
0
β(s,Xu(s), u(s))dW (s) +
∫ t
0
b(s,Xu(s), u(s))ds
)
.
Observing that σXu ∈ L2
H
(Ω × [0, T ]) and G(t) ∈ L2(Ω), we conclude from (2.2) that σXuI[0,t] ∈
Dom δB and ∫ t
0
σ(s)Xu(s)dBH(s) = δ(σXuI[0,t]) = G(t).
This proves Xu ∈ L2
H
(Ω× [0, T ]) is a solution of (3.8).
Step 3: Now we prove the uniqueness. Suppose Xu ∈ L2
H
(Ω × [0, T ]) is a solution of (3.8) such
that σXuI[0,t] ∈ Dom δ
B , for every t ∈ [0, T ]. Define η as η(t) = Xu(t,Tt)κ
−1
t (Tt), t ∈ [0, T ]. Then
we have η ∈ Lq
H
(Ω× [0, T ]), 1 < q < 2. For any F ∈ SK, we have
E [Fη(t) − FXu0 ] = E [F (At)X
u
t − FX
u
0 ]
=E
[
F (At)
{
Xu0 +
∫ t
0
σ(s)Xu(s)dB(s) +
∫ t
0
b(s,Xu(s), u(s))ds +
∫ t
0
β(s,Xu(s), u(s))dW (s)
}]
− E [FXu0 ] .
From the fact that
dF (At)
dt
= −σ(t)(K∗KDBF )(At, t),
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and applying the same method as in Step 2, we deduce
E [Fη(t)− Fx0]
=E
[
− x0
∫ t
0
σ(s)(K∗KDBF (As))(s)ds +
∫ t
0
(K∗KDBF (As))(s)σ(s)X
u(s)ds
−
∫ t
0
∫ r
0
σ(r)K∗KDB(K∗KDBF (Ar)(r))(s)σ(s)X
u(s)dsdr
+
∫ t
0
F (As)b(s,X
u(s), u(s))ds −
∫ t
0
∫ r
0
σ(r)K∗KDBF (Ar)(r)b(s,X
u(s), u(s))dsdr
+
∫ t
0
(DWF (As))(s)β(s,X
u(s), u(s))ds
−
∫ t
0
∫ r
0
σ(r)DW (K∗KDBF (Ar)(r))β(s,X
u(s), u(s))dsdr
]
.
Since Xu is a solution of (3.8), we derive that
E [Fη(t)− Fx0] = E
[∫ t
0
F (As)b(s,X
u(s), u(s))ds +
∫ t
0
(DWF (As))(s)β(s,X
u(s), u(s))ds
]
.
We apply again the Girsanov Theorem and (2.3). Then
E [Fη(t)− Fx0]
=E
[
F
∫ t
0
b(s, η(s)κs(Ts), u(s,Ts))κ
−1
s (Ts)ds+ F
∫ t
0
β(s, η(s)κs(Ts), u(s,Ts))κ
−1
s (Ts)dW (s)
]
.
From the arbitrariness of F ∈ SK, we get
η(t) = x0 +
∫ t
0
b(s, η(s)κs(Ts), u(s,Ts))κ
−1
s (Ts)ds+
∫ t
0
β(s, η(s)κs(Ts), u(s,Ts))κ
−1
s (Ts)dW (s),
t ∈ [0, T ]. But the H-adapted continuous solution of this equation is unique and standard estimates
show that it belongs to S2
H
. Hence, η ∈ L2
H
(Ω × [0, T ]) is a solution of (3.10). Since equation (3.10)
admits a unique solution, we have proved the uniqueness. ✷
Let us present now the
Proof of Lemma 3.3: In this proof, for simplicity of notations, we make the conventions that V ε(s) :=
(s, y(s)κs(Ts), v
ε(s)) and V (s) := (s, y(s)κs(Ts), v(s)). Putting
I =
∫ t
0
b
(
s, (y(s) + y3(s))κs(Ts), v
ε(s)
)
κ−1s (Ts)ds+
∫ t
0
β
(
s, (y(s) + y3(s))κs(Ts), v
ε(s)
)
κ−1s (Ts)dW (s),
we have, from the Taylor expansion, that
I =
∫ t
0
[
b
(
V ε(s)
)
κ−1s (Ts) + bx
(
V ε(s)
)
y3(s)
+
(∫ 1
0
∫ 1
0
λbxx
(
s, y(s)κs(Ts) + λµy3(s)κs(Ts), v
ε(s)
)
dλdµ
)
y23(s)κs(Ts)
]
ds
+
∫ t
0
[
β
(
V ε(s)
)
κ−1s (Ts) + βx
(
V ε(s)
)
y3(s)
+
(∫ 1
0
∫ 1
0
λβxx
(
s, y(s)κs(Ts) + λµy3(s)κs(Ts), v
ε(s)
)
dλdµ
)
y23(s)κs(Ts)
]
dW (s),
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which can be rewritten as
I =
∫ t
0
b
(
V (s)
)
κ−1s (Ts)ds+
∫ t
0
β
(
V (s)
)
κ−1s (Ts)dW (s)
+
∫ t
0
bx
(
V (s)
)
y3(s)ds+
∫ t
0
βx
(
V (s)
)
y3(s)dW (s)
+
∫ t
0
(
b
(
V ε(s)
)
− b
(
V (s)
))
κ−1s (Ts)ds+
∫ t
0
(
β
(
V ε(s)
)
− β
(
V (s)
))
κ−1s (Ts)dW (s)
+
1
2
∫ t
0
bxx (V
ε(s)) y23(s)κs(Ts)ds+
1
2
∫ t
0
βxx
(
V ε(s)
)
y23(s)κs(Ts)dW (s)
+
∫ t
0
(
bx
(
V ε(s)
)
− bx
(
V (s)
))
y3(s)ds+
∫ t
0
(
βx
(
V ε(s)
)
− βx
(
V (s)
))
y3(s)dW (s)
+
∫ t
0
(∫ 1
0
∫ 1
0
λ
(
bxx
(
s, y(s)κs(Ts) + λµy3(s)κs(Ts), v
ε(s)
)
− bxx
(
V (s)
))
dλdµ
)
y23(s)κs(Ts)ds
+
∫ t
0
(∫ 1
0
∫ 1
0
λ
(
βxx
(
s, y(s)κs(Ts) + λµy3(s)κs(Ts), v
ε(s)
)
−βxx
(
V (s)
))
dλdµ
)
y23(s)κs(Ts)dW (s).
Consequently, according to the definitions of y1 and y2, we get
I = y(t) + y3(t) + x0 +
∫ t
0
Gε(s)ds+
∫ t
0
Λε(s)dW (s), (5.37)
where
Gε(s) =
1
2
bxx
(
V ε(s)
) (
y22(s) + 2y1(s)y2(s)
)
κs(Ts) +
(
bx
(
V ε(s)
)
− bx
(
V (s)
))
y2(s)
+
(∫ 1
0
∫ 1
0
λ
(
bxx
(
s, y(s)κs(Ts) + λµy3(s)κs(Ts), v
ε(s)
)
− bxx
(
V (s)
))
dλdµ
)
y23(s)κs(Ts)
(5.38)
and
Λε(s) =
1
2
βxx
(
V ε(s)
) (
y22(s) + 2y1(s)y2(s)
)
κs(Ts) +
(
βx
(
V ε(s)
)
− βx
(
V (s)
))
y2(s)
+
(∫ 1
0
∫ 1
0
λ
(
βxx
(
s, y(s)κs(Ts) + λµy3(s)κs(Ts), v
ε(s)
)
− βxx
(
V (s)
))
dλdµ
)
y23(s)κs(Ts).
(5.39)
We consider now the estimate of sup0≤t≤T E
[∣∣∣∫ t0 Λε(s)dW (s)∣∣∣2
]
. From the Burkho¨lder-Davis-Gundy
inequality we have
sup
0≤t≤T
E
[∣∣∣∣
∫ t
0
Λε(s)dW (s)
∣∣∣∣2
]
≤ CE
[∫ T
0
|Λε(s)|2 ds
]
≤CE
[ ∫ T
0
(
y22(s) + 2y1(s)y2(s)
)2
κ2s(Ts)ds+
∫ T
0
(
βx
(
V ε(s)
)
− βx
(
V (s)
))2
y22(s)ds
]
+
∫ T
0
y43(s)κ
2
s(Ts)
(∫ 1
0
(∣∣βxx(s, y(s)∣∣ κs(Ts) + θ |y3(s)| κs(Ts), vε(s))+ ∣∣βxx(V (s))∣∣) dθ)2 ds.
17
By using the estimates in Lemma 3.2 and applying the Dominated Convergence Theorem, we obtain
sup
0≤t≤T
E
[∣∣∣∣
∫ t
0
Λε(s)dW (s)
∣∣∣∣2
]
= o(ε2).
Similar arguments can be applied to estimate sup0≤t≤T E
[∣∣∣∫ t0 Gε(s)ds∣∣∣2
]
. Hence we have
sup
0≤t≤T
E
[∣∣∣∣
∫ t
0
Gε(s)ds
∣∣∣∣2 +
∣∣∣∣
∫ t
0
Λε(s)dW (s)
∣∣∣∣2
]
= o(ε2).
Therefore, from (5.37) and the definition of yε, we get that
yε(t)− y(t)− y3(t) =
∫ t
0
Aε(s)(yε(s)− y(s)− y3(s))ds+
∫ t
0
Θε(s)(yε(s)− y(s)− y3(s))dW (s)
+
∫ t
0
Gε(s)ds+
∫ t
0
Λε(s)dW (s),
with the both factors
Aε(s) = bx(s, (y
ε(s)− θ(y(s) + y3(s))), v
ε(s)), θ ∈ [0, 1],
and
Θε(s) = βx(s, (y
ε(s)− λ(y(s) + y3(s))), v
ε(s)), λ ∈ [0, 1],
which are being uniformly bounded according to (H2). Finally, we can derive our estimate by applying
standard arguments. ✷
Proof of Lemma 3.4: From the optimality of (y(·), v(·)), we have
0 ≤ J(vε)− J(v) =E
[∫ T
0
f(s, yε(s)κs(Ts), v
ε(s))ε−1s (Ts)ds+Φ(y
ε(T )κT (TT ))κ
−1
T (TT )
]
−E
[∫ T
0
f(s, y(s)κs(Ts), v(s))ε
−1
s (Ts)ds+Φ(y(T )κT (TT ))κ
−1
T (TT )
]
.
(5.40)
The Lemmata 3.2 and 3.3 lead to
0 ≤ E
[∫ T
0
(
f(s, (y(s) + y3(s))κs(Ts), v
ε(s))− f(s, y(s)κs(Ts), v(s))
)
κ−1s (Ts)ds
]
+E
[(
Φ((y(T ) + y3(T ))κT (TT ))− Φ(y(T )κT (TT ))
)
κ−1T (TT )
]
+ o(ε)
= E
[∫ T
0
(
f(s, (y(s) + y3(s))κs(Ts), v(s)) − f(s, y(s)κs(Ts), v(s))
)
κ−1s (Ts)ds
]
+E
[(
Φ((y(T ) + y3(T ))κT (TT ))− Φ(y(T )κT (TT ))
)
κ−1T (TT )ds
]
+E
[∫ T
0
(
f(s, (y(s) + y3(s))κs(Ts), v
ε(s))− f(s, (y(s) + y3(s))κs(Ts), v(s))
)
κ−1s (Ts)ds
]
+ o(ε).
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Hence, by applying Taylor’s expansion up to the second order, we obtain
0 ≤ E
[∫ T
0
(
fx(s, y(s)κs(Ts), v(s))y3(s) +
1
2
fxx(s, y(s)κs(Ts), v(s))
)
y23(s)κs(Ts)ds
]
+E
[∫ T
0
(
f(s, y(s)κs(Ts), v
ε(s))− f(s, y(s)κs(Ts), v(s))
)
κ−1s (Ts)ds
]
+E
[∫ T
0
(
fx(s, y(s)κs(Ts), v
ε(s))− fx(s, y(s)κs(Ts), v(s))
)
y3(s)ds
]
+E
[
1
2
∫ T
0
(
fxx(s, y(s)κs(Ts), v
ε(s))− fxx(s, y(s)κs(Ts), v(s))
)
y23(s)κs(Ts)ds
]
+E
[
Φx(y(T )κT (TT ))y3(T ) +
1
2
Φxx(y(T )κT (TT ))y
2
3(T )κT (TT )
]
+ o(ε).
The desired inequality is obtained by using the hypothesis (H2) and Lemma 3.2. ✷
Proof (of (3.31)): For any v˜ ∈ Uad, we define a new admissible control
v˜ε(t) =
{
v˜(t), t ∈ [τ − ε, τ + ε];
v(t), t ∈ [0, T ]\[τ − ε, τ + ε].
Let us put
Θv˜(s) :=H(s, y(s), v˜ε(s), p(s),K(s)) −H(s, y(s), v(s), p(s),K(s))
+
1
2
κ−2s (Ts)
(
β(s, y(s)κs(Ts), v˜
ε(s))− β(s, y(s)κs(Ts), v(s))
)2
P (s),
and assume that (3.31) does not hold. Then there exist δ > 0 and an admissible control v˜ such that
the set Λv˜ := {(s, ω) : Θv˜(s)(ω) ≤ −δ} satisfies
E
[
λ
(
Λv˜
)]
≥ δ > 0, (5.41)
where λ
(
Λv˜
)
=
∫ T
0 IΛv˜ (s)ds. We derive from (5.41) that
E
[
λ
(
Λv˜ ∩ [0, T/2]
)]
≥ δ/2 or E
[
λ
(
Λv˜ ∩ [T/2, T ]
)]
≥ δ/2. (5.42)
Hence there exists τ1 ∈ [0, T/2] such that
E
[
λ
(
Λv˜ ∩ [τ1, τ1 + T/2]
)]
≥ δ/2. (5.43)
Similarly, from (5.43), we get that there exists τ2 ∈ [τ1, τ1 + T/4] such that
E
[
λ
(
Λv˜ ∩ [τ2, τ2 + T/4]
)]
≥ δ/4, (5.44)
etc. Consequently, for n ≥ 2, there exists τn ∈ [τn−1, τn−1 + T/2
n] such that
E
[
λ
(
Λv˜ ∩ [τn, τn + T/2
n]
)]
≥ δ/2n. (5.45)
Furthermore, there exists τ ∈ [0, T ] with τn → τ (n → ∞), and |τn − τ | ≤ T/2
n, n ≥ 1. Hence, we
have
E
[
λ
(
Λv˜ ∩ [τ − εn, τ + εn]
)]
≥ E
[
λ
(
Λv˜ ∩ [τn, τn + εn/2]
)]
≥ δεn/2T, (5.46)
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where εn = 2T/2
n, n ≥ 1.
We define
vεn(t) =
{
v(t), t ∈ [τ − εn, τ + εn];
v(t), t ∈ [0, T ]\[τ − εn, τ + εn],
where v(t) := v˜(t)I{Θv˜≤−δ, t∈[τ−εn,τ+εn]} + v(t)I{Θv˜>−δ or t/∈[τ−εn,τ+εn]}. It follows that
Θv(t) = Θv˜(t)I{Θv˜≤−δ, t∈[τ−εn,τ+εn]}(t).
From (3.30), we derive that
o(εn) ≤E
[∫ τ+εn
τ−εn
Θv(t)dt
]
= E
[∫ τ+εn
τ−εn
Θv(t)I{Θv˜≤−δ}dt
]
≤− δE
[
λ
(
Λv˜ ∩ [τ − εn, τ + εn]
)]
≤ −δεn/2T, n ≥ 1.
This leads to contradiction. Consequently, Θv˜ ≥ 0, a.s., ds-a.e., for any v˜ ∈ Uad, in particular, for
v˜ ≡ v, an FBτ -measurable random variable. ✷
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