Computing a basis for the exponent lattice of algebraic numbers is a basic problem in the field of computational number theory with applications to many other areas. The bottleneck of the computation of a well-known algorithm [4, 7] solving the problem is the computation of the primitive element of the extended field generated by the given algebraic numbers. When the extended field is of large degree, the problem seems intractable by the tool implementing the algorithm. In this paper, a special kind of exponent lattice basis is introduced. An important feature of that basis is that it can be inductively constructed, which allows us to deal with the given algebraic numbers one by one and to work in smaller fields while computing the basis. Based on this, an effective framework for constructing exponent lattice basis is proposed. Through computing a so-called pre-basis first and then solving some linear Diophantine equations, the basis can be efficiently constructed. A new certificate for multiplicative independence and some techniques for decreasing degrees of algebraic numbers are provided to speed up the computation. The new algorithm has been implemented with Mathematica and its effectiveness is verified by testing various examples.
Introduction
We denote by Q * the set of nonzero algebraic numbers, by [k] the set {1, ..., k} for any k ∈ Z >0 and by v(i) the i-th coordinate of a vector v ∈ C n . Then for x = (x 1 , . . . , x n ) T ∈ (Q * ) n , the exponent lattice of
Such a basis exists since Z is Noetherian. Computing an exponent lattice basis is a significant problem from both practical and theoretical points of view.
Exponent lattice has various applications. For example, based on computing exponent lattice, an algorithm was proposed to compute the Zariski closure of a finitely generated group of invertible matrices in [3] . Recently in [1] , the growth behavior of rational linear recurrence sequence when k → ∞ was also studied base on exponent lattice. Additionally, the problem of finding integers k 1 , . . . , k n such that G k 1 1 · · · G k n n is a rational function for G−solutions G j in [2] is reduced to a problem of computing an exponent lattice as well. What's more, an algorithm containing a subroutine which computes an exponent lattice was provided to compute the ideal of algebraic relations among C-finite sequences in [8] . Lastly, a class of loop invariants called L-invariants introduced in [10] for linear loops are closely related to exponent lattice: each vector in the lattice corresponds to an L-invariant. Interestingly, a part of the invariant ideal of the linear loop is exactly the lattice ideal defined by the exponent lattice [11] . This lattice ideal accepts a set of finite generators which can be computed from the lattice basis [5] .
The first result leading to the computability of the exponent lattice basis was presented in [12] . It bounds a basis of the lattice inside a box that contains finitely many vectors, allowing one to do exhaustive search inside the box to obtain a basis. A more efficient algorithm to solve this problem was proposed in [4] . It was redescribed in [7] §7.3 and implemented as a Mathematica package called FindRelations.
According to [7] , "the runtime is usually negligible compared to the time needed for computing the primitive element". It means that FindRelations usually takes much time to compute a primitive element of the extended field generated by the given algebraic numbers. When the degree of the extended field is slightly large, this package tends to fail to return an answer within one hour. In this paper, a special kind of exponent lattice basis (so-called a triangular basis) is introduced. An important feature of the basis is that it can be inductively constructed, which allows us to deal with the given algebraic numbers one by one and to work in smaller fields while computing the basis. Based on this, an effective framework for constructing exponent lattice basis is proposed. Through computing a so-called pre-basis first and then solving some linear Diophantine equations, a triangular basis can be efficiently constructed.
Before showing an example that indicates how this "2-step" procedure works, we need to describe the representation of an algebraic number. A rectangle on the complex plane C is a set defined by rational numbers a ≤ b and c ≤ d in the following way:
An isolating interval of an algebraic number α with minimal poly-
. Then we represent α as the 2-tuple (p(X), [z 1 , z 2 ]) and write α = (p(X), [z 1 , z 2 ]). This kind of representation is convenient to obtain by using some builtin functions provided by Mathematica. All algorithms in this paper accept algebraic numbers represented in this way as their inputs.
Throughout this paper, a vector x = (x 1 , ..., x n ) T ∈ (Q * ) n (or
, otherwise it is called multiplicatively independent (independent for short).
Now we describe roughly the 2-step procedure to compute a triangular basis of R x with x = (x 1 , ..., x 6 ) T .
• Step 1: Compute a pre-basis (See Section 2).
a root of unity), the value of I is renewed:
There is no dependent vector for it, thus it is also independent. Again the value of I is renewed:
This time one finds a dependent vector w 3 = (2 1 , 2 2 , 2 3 ) T for it. Hence {x 1 , x 2 , x 3 } is dependent and the value of J is renewed:
The set of vectors {w 3 , w 6 } obtained here is called a pre-basis. • Step 2: Convert a pre-basis into a triangular basis (See Section 3).
It can be done quite efficiently since we only need to solve some linear Diophantine equations in this step.
▷ w 3
The set {u 3 , u 6 } is called a triangular basis, which eventually turns out to be a basis of R x . This 2-step procedure turns out to be efficient since it works in the field of the form Q[{x i } i ∈I ∪{j } ] for some j ∈ [n] each time, which has less generators than the field Q[x 1 , ..., x n ] does. The latter one is where the algorithm FindRelations works.
Additionally, a new certificate for multiplicative independence (Prop. 2.7) and some techniques for decreasing degrees of algebraic numbers ( [14] Section 5) are proposed to speed up the computation in this paper.
The paper is organized as follows. Section 2 introduces the concept of a pre-basis and the algorithms that compute it. The main result (Thm. 3.4) and algorithm (Algorithm 4) on constructing a basis of the lattice is given in Section 3. Some remarks on the complexity of our algorithm is made in Section 4 while experiments are carried out in Section 5. Finally, the paper is concluded in Section 6.
Computing A Pre-Basis
For any x = (x 1 , ..., x n ) T ∈ (Q * ) n and j = 1, ..., n, define
This definition coincides exactly with the renewing rules of the set I in Example 1.1. One notes that {x i } i ∈I x j is independent for every j ∈ [n] by definition and the convention that an empty sequence is independent. We denote by J x the set of those indexes j ∈ [n] such that
, denote by Z A the lattice consisting of all integer vectors whose coordinates are indexed by A (in particular, the notation Z [j] is simplified to Z j ). For any two subsets A ⊂ B ⊂ [n], each vector in Z A is regarded as a vector in Z B with extra coordinates, indexed by B\A, equal to 0. The ambiguity does not lead to any trouble but brings convenience. For x = (x 1 , . . . ,
. This value remains the same if one regards v as a vector in Z B , for any B ⊃ A, and computes according to
Since
is not, any dependent vector w for the former satisfies w(j) 0. Hence sgn(w(j))·w ∈ U x j and U x j ∅ for each j ∈ J x .
Given an x ∈ (Q * ) n , usually we do not compute a pre-basis of R x directly from x. Instead, we preprocess x into another η ∈ (Q * ) n that might be easier to deal with. Then we compute a pre-basis of R η and convert it into a triangular basis of R η . Lastly, we recover a basis of R x using this triangular basis of R η .
Preprocessing Algebraic Numbers
In this part we describe how x is preprocessed into η. We need two definitions to begin with.
The smallest such k is called the rational order of α, denoted by rord(α). For α that is not a root of rational, define rord(α) = 0. For convenience, define R(α) = α rord(α ) .
Note: If α ℓ ∈ Q for an integer ℓ, then rord(α) divides ℓ. and f (X) the minimal polynomial of the number α pr od over Q.
The latter two functions are developed in [14] Section 5. Using these functions, we permute numbers x 1 , x 2 , . . . , x n as follows
are roots of rational but none of which is a root of unity and none of {γ i } m i=1 is a root of rational. We compute a positive p i ∈ rexp(γ i ) and define:
The relations among x, η and y are shown below:
Applying this to η and y, one concludes that I
Now that the matrix D is given by those three functions introduced above, it is sufficient to compute a pre-basis of R y and then convert it into a pre-basis of R η .
Computing A Pre-Basis of R η
In Algorithm 1, we compute a pre-basis of R y first, then obtain a pre-basis of R η by multiplying D. The algorithm works in the same way as Step 1 of Example 1.1. However, since we know that y 1 = · · · = y r = 1, which are apparently roots of unity, the set J is directly initialized to [r ] (if r = 0, set [r ] = ∅) at the beginning. Apparently, the first r pre-basis vectors of R η can be De 1 , ..., De r , where e i is the vector satisfying e i (i) = 1 and e i (j) = 0 for j i.
Algorithm 1: GetPreBasis
Input: Numbers y in (3); D = diag(d) with d in (4); r , s and m in (2) . Output: A pre-basis of R η and the set J η .
Finding A Dependent Vector-The Rational Case In
Step 3 of Algorithm 1, when j ≤ r + s, we have to find a dependent vector for some rational numbers. In this part we show by an example how to find a dependent vector for given (nonzero) rational numbers.
We solve the equation r k 1 1 r k 2 2 r k 3 3 r k 4 4 = 1 with unknown integers k i . One factors those rational numbers and collects factors sharing a same base:
By the fundamental theorem of arithmetic, any vector (l 1 , ..., l 4 ) T in Z 4 \{0} satisfies 2 l 1 3 l 2 5 l 3 7 l 4 1. Hence (5) is equivalent to the equations
which have a unique solution 0. Therefore
We see that computing a dependent vector for some given rational numbers is equivalent to computing a solution to some linear Diophantine equations. If the latter equations have a unique solution 0, then those rational numbers are independent. Otherwise, every nonzero solution is a dependent vector for them. In Step 3 of Algorithm 1 (when j ≤ r + s), since {y i } i ∈I is independent, every nonzero solutionw (if there is any) to the corresponding linear Diophantine equations satisfiesw(j) 0. Thus one can take w = sgn(w(j)) ·w there.
Finding A Dependent Vector-The General Case In
Step 3 of Algorithm 1, when j > r + s, y j is no more a root of rational. We should deal with the general problem of finding a dependent vector for some given nonzero algebraic numbers. To be precise, the following function is needed in this case:
There are two methods to implement this function. The first one is to apply directly the package FindRelations to the sequence {y i } i ∈I ∪{j } . The function FindRelations accepts some nonzero algebraic numbers as its inputs and returns a basis of their exponent lattice. If the returned basis is an empty set, then we return {False, 0}. If it returns a nonempty basis {v 1 , ..., v k }, then v ι (j) 0. We take w = sgn(v ι (j)) · v ι (any value of ι will do) and return {True, w}. The second method is due to the following result: Theorem 2.5. ( [13] Thm. 1, [9] Thm. 3 and [12] Thm. G m ) Suppose that x ∈ (Q * ) n is dependent, then there is an efficiently com-
The number B is given by those corresponding theorems in [9, 12, 13] . The second method, called BoxSearch, works as follows:
▷ If the "box search" does not find a dependent vector then
A Certificate for Independence
The two methods introduced above can be time-consuming, especially when those algebraic numbers input are independent. A certificate for independence of algebraic numbers is provided in this part. It speeds up the computation in some situations. 3 From Pre-Basis to Triangular Basis
Triangular Basis
In this part we define a triangular basis of an exponent lattice and prove that a triangular basis is indeed a basis of the exponent lattice.
For any x ∈ (Q * ) n and j ∈ J
In particular, T(u) = j for every u ∈Ṽ x j and j ∈ J x .
For i ∈ [j − 1] such that i ∈ I x j−1 , let r i = 1, a ιi = 1 if ι = i and a ιi = 0 otherwise, then (6) still holds. To conclude, (6) holds for each i ∈ [j − 1] with r i 0. Set P = r 1 · · · r j−1 and p ι = P/r ι then P = r ι p ι and
Since P · (−v(j)) 0, this means that
Proof. We prove this theorem for j = n. The proof for any other value of j is essentially the same. Set T x = {j 0 , j 1 , j 2 , ...} with 0 = j 0 < j 1 < j 2 · · · . We use induction on T(v) to prove
In Section 2 a pre-basis of R η is obtained, in this part we convert it into a triangular basis of R η . Then we recover a basis of R x from this triangular basis. Through the rest of this section, {w j } j ∈J η (with w j ∈ U η j ) denotes a known pre-basis of R η . The goal is to compute some vectors {u j } j ∈J η such that u j ∈Ṽ η j . The strategy is to compute inductively. That is, if J η = {j 1 , j 2 , . . .}, we compute u j 2 based on w j 2 and u j 1 , then compute u j 3 based on w j 3 , u j 1 and u j 2 , and so forth.
Computing A Vector u j 1 ∈Ṽ
η j 1 By applying Thm. 3.4, with j = j 1 , to η, we see that w j 1 = τu j 1 for an integer τ > 0. Set д = GCD(w j 1 (1), w j 1 (2), . . . , w j 1 (j 1 )). Considerw = w j 1 /д, then u j 1 = kw for an integer k > 0. Since u j 1 (j 1 ) = s η j 1 is minimal, k = min K with K = {q ∈ Z >0 |η q ·w = 1}. Noting that (ηw ) д = η w j 1 = 1, we compute by Algorithm 2 an integer 0 ≤ a < д so that ηw = e 2aπ √ −1/д . Then η q ·w = 1 ⇔ д|q · a. Thus K = {q ∈ Z >0 |qa is a multiple of д} = {q ∈ Z >0 |qa is a common multiple of a and д}.
Hence if a > 0, min K = LCM(a, д)/a = д/GCD(a, д). If a = 0 then ηw = 1 and min K = 1 = д/GCD(a, д). In a nutshell u j 1 = д/GCD(a, д) ·w = w j 1 /GCD(a, д).
For any x ∈ (Q * ) n , v ∈ Z n and λ ∈ Z >0 such that x λv = 1, we give Algorithm 2 to compute an integer 0 ≤ a < λ such that x v = e 2aπ √ −1/λ . First we isolate each x(j) by a rectangle R j on the complex plane by methods in [6] (assuming in addition that 0 R j ). Then for each R j , we chose an interval θ j = [θ j , θ j ] with rational
This can be done by, e.g., series expansion. The interval arithmetic technique is used in Step 4. In Step 3, the number "50%" makes sure that the length of each θ j converges to 0 (hence so does the length of Θ) so that the algorithm terminates.
Algorithm 2: GroupIso
Input: x ∈ (Q * ) n ; v ∈ Z n ; λ ∈ Z >0 so that x λv = 1.
Output: An integer 0 ≤ a < λ so that
Isolate each x(j) by a smaller rectangle R j and re-compute an interval θ j with length decreases by at least 50%; 4 Θ = v(1)θ 1 + v(2)θ 2 + · · · + v(n)θ n ; 5 end 6 Return the only integer a so that 2a/λ ∈ Θ;
Converting A Pre-Basis into A Triangular Basis Assuming that
with v ∈ Z j k +1 unknown vector and q ι unknown integers.
Here
Proposition 3.5. For λ ∈ Λ, the following conditions are equivalent :
satisfies condition (ii). Thus condition (i) holds for v. So E τ has a solution. DefineΛ = {λ ∈ Λ | E λ has a solution}, we have
and each solution to E λ m can be projected to a vector inṼ
by definition. □ According to Prop. 3.6, we arrange the numbers in Λ decreasingly as: λ (1) > λ (2) > · · · > 1, then solve E λ (1) , E λ (2) , . . . , and E 1 in order. We stop as soon as some E λ (i ) has a solution (otherwise we move to the next one). Since E λ (i ) is the first one to have a solution,
, which we take as the value of u j k +1 .
Solving the Equations E λ First, solve the linear Diophantine equation (8b)
. If it has no solutions, then neither has E λ . Suppose that (8b) has general solutions of the form:
where L i ∈ Z j k +1 −1 , Q i ∈ Z k and z i are any integers. L gives the value of v while Q gives the value of the vector (q 1 , . . . , q k ) T . Moreover, the following equations hold:
We concern ourselves with the problem whether there are integers z 1 , . . . , z t so that while taking v = (L T , w j k +1 (j k +1 )/λ) T according to (9) , (8c) holds. If there are, then E λ has a solution, otherwise it has not. In fact
By equations (10b), we have (η L i ) λ = η λL i = 1. Hence
are solutions to the equation Γ λ − 1 = 0. By using Algorithm 2, for each Γ i , i = 0, 1, . . . , t, one obtains an integer 0 ≤ a i < λ s.t. Γ i = e 2a i π √ −1/λ . The set of all solutions to the equation Γ λ − 1 = 0 is isomorphic to the group Z/⟨λ⟩ = {0, 1, . . . , λ − 1} with addition modulo λ. The problem is reduced to whether there are integers
This equation with z 1 , . . . , z t , p unknown integers can be efficiently solved. If (12) has no solutions, neither has E λ . Otherwise we get a set of values of z i and obtain L and Q from (9) .
nally, assign u j k +1 = (L T , w j k +1 (j k +1 )/λ) T . We summarize all these by Algorithm 3.
Algorithm 3: PreBasis2Basis
Input: A pre-basis vector w j k +1 ∈ U η j k +1
; η in (2); some triangular basis vectors: (2) > · · · > 1 be all positive numbers that divide w j k +1 (j k +1 ); 2 for (λ = λ (1) , λ (2) , . . . , 1) do
Solve (12) for z 1 , z 2 , . . . , z t , p; 
3.2.4 Recovering A Basis of R x Suppose that {u j } j ∈J η is a triangular basis of R η and that x = Pη holds for a permutation matrix P. Noting that η u = (Pη) Pu = x Pu for any u ∈ Z n , we observe that {Pu j } j ∈J η is a basis of R x . Algorithm 4 computes this basis.
Algorithm 4: GetBasis
Input: Nonzero algebraic numbers x = (x 1 , x 2 , . . . , x n ) T . Output: A basis of R x . 1 Preprocess x to obtain η, r , s, m in (2), y in (3) and D = diag (d) with d in (4); 2 Compute the permutation matrix P such that x = Pη; 3 {PreBasis, J } = GetPreBasis(y, D, r , s, m); 4 if (J == ∅) {Return ∅; } endif 5 Set J = {j 1 , j 2 , · · · }, j 1 < j 2 < · · · , PreBasis = {w j 1 , w j 2 , · · · }; 6 д = GCD(w j 1 (1), . . . , w j 1 (j 1 )); a = GroupIso(η, w j 1 /д, д); 7 u j 1 = w j 1 /GCD(a, д); Basis = {Pu j 1 }; 8 for (k = 2, 3, . . . , |J |) do 9 u j k = PreBasis2Basis(w j k , η, u j 1 , u j 2 , . . . , u j k −1 ); 10 Basis = Basis ∪ {Pu j k }; 11 end 12 Return Basis;
Remarks On Complexity
We do not have any estimate about the time complexity of the Get-Basis algorithm. However, the numerical experiments in Section 5 suggest its powerfulness in many cases. We only give some remarks on the time complexity in this section.
For x ∈ (Q * ) n , the rank (i.e., the cardinality of any basis) of The number (rank(x) + 1) is an important index indicating the difficulty of the problem: when it is small, GetBasis tends to return a basis quite fast; when it is large, GetBasis has to work in some fields generated by many algebraic numbers (which can be very large), thus it can take a lot of time for the algorithm to return an answer. In other words, the algorithm is efficient when the quotient |J x |/n is close to one (since |J x | + rank(x) = n).
One may ask how the algorithm scales as both n and the maximum degree of the input numbers d m grow. The point is that: given only n and d m , it is not sufficient to decide rank(x). Thus it is not sufficient to decide the time complexity of the algorithm, either. One may compare the first example in Table 2 with the last example in Table 5 in Section 5. For both examples, n = d m = 6, but the former (with rank(x) + 1 = 2) is efficiently solved and the latter (with rank(x) + 1 = 7) cannot be solved within one hour. One may also compare the first two examples in Table 5 similarly.
Numerical Experiments
In this section, we show experimental results verifying the effectiveness of the framework proposed in this paper with comparison to FindRelations. Since examples in the literature are rare and usually too small, we generate examples randomly from different classes so that the comparison can be carried out. The details of our examples can be found at: https://github.com/zt007/exm/blob/maste r/details, while the Mathematica package FindRelations is available at: https://www3.risc.jku.at/research/combinat/software/. We implement our algorithms also with Mathematica. All results are obtained on a laptop of WINDOWS 7 SYSTEM with 4GB RAM and a 2.53GHz Intel Core i3 processor with 4 cores.
Roots of rationals
Some exponent lattices of roots of rationals are computed in Table 2 , where Φ k (X) denotes the k-th cyclotomic polynomial. The rational numbers multiplied to X and the values of k are chosen casually, since they make no significant differences. We see that GetBasis is extremely powerful compared to FindRelations in this case.
Besides, we randomly generate some roots of rationals {ror i } i ≤20 so that: (1) each R(ror i ) is a rational number of a random sign with at most 5 prime factors, which are all ≤ 31; (2) each factor is with exponent between -10 and 10, and (3) each ror i is a random n i -th root of R(ror i ) for a random n i ≤ 100. In this case, GetBasis also outperforms FindRelations.
Checking Effectiveness of the Certificate for Independence
A polynomial in the class randpoly 1 (d 1 , d 2 , coe) is generated as follows: first, select an integer between d 1 and d 2 randomly to be its degree; then generate the coefficients by choosing integers between −coe and coe. A polynomial in the class randpoly 2 (d 1 , d 2 , coe) is generated in a similar way, except that we require in addition that (its constant term) = ± (its leading coefficient). In Table 3 each α i is a (randomly chosen) root of a random f i ∈ randpoly 1 (2, 5, 10). It turns out that the certificate for independence usually holds for these randomly generated numbers and proving the independence of them by checking this certificate can be more efficient than doing that by using the FindRelations algorithm.
Checking Effectiveness of Degree Reduction
Each number δ i in Table 4 is generated as follows: first we generate an algebraic number with minimal polynomial in randpoly 1 (2, 5, 10) . Then if it is real, we multiply a random root of unity to it, otherwise we drop it and generate a new one. The random root of unity used here is of the form e r π √ −1 with r a random rational number whose denominator and numerator are both chosen between -10 and 10. Any algebraic number α generated in this way is degree-reducible since α/α is a root of unity ( [14] Prop. 5.5). We see that the values in the "MaxFieldDeg" column are much smaller than those corresponding ones in the "FieldDeg" column. It is convincing that the degree reduction routine may help reduce computation dramatically.
How the Difficulty of the Problem Varies When the Value (#basis/#inputs) Decreases
The numbers σ i in Table 5 are generated with minimal polynomials in randpoly 1 (2, 5, 10) . Those products are written casually with small exponents (for their factors) in order that the exponent lattices are of the proper ranks.
We also consider the case in which the input numbers are exactly all the roots of some randomly generated polynomial. The particular polynomials used here make no significant differences, the results would be similar if each of them is replaced by another polynomial belonging to the same class.
In both cases, we see that the problem becomes more difficult when the quotient (#basis/#inputs) decreases (if we fix the number #inputs), as remarked in Section 4. Our framework is extremely efficient when the quotient (#basis/#inputs) is relatively large; when it is small (the problem is hard to solve), our algorithm performs better than FindRelations does since the GetBasis algorithm works in some fields expressed by less generators. This is the most essential advantage of working inductively.
Conclusions
This paper provided an effective framework to construct exponent lattice basis in an inductive way. In many situations (as showed in Section 5) the framework can handle larger problems compared to FindRelations. It is efficient especially when the degrees of the input algebraic numbers can be intensively reduced (including the root of rational case), when the rank of the input algebraic numbers is small and when the non-degenerate condition holds for many of the input algebraic numbers, although we do not know at present how often these situations occur in practice. The experimental results for randomly generated inputs indicate that our framework, combined with the FindRelations package, is more powerful than FindRelations itself in many cases, no matter whether those abovementioned conditions hold or not. 
