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Recent Milestones in Unraveling
the Full-Field Structure of
Dynamic Shear Cracks and Fault
Ruptures in Real-Time: From
Photoelasticity to Ultrahigh-
Speed Digital Image Correlation
The last few decades have seen great achievements in dynamic fracture mechanics. Yet, it
was not possible to experimentally quantify the full-ﬁeld behavior of dynamic fractures,
until very recently. Here, we review our recent work on the full-ﬁeld quantiﬁcation of the
temporal evolution of dynamic shear ruptures. Our newly developed approach based on
digital image correlation combined with ultrahigh-speed photography has revolutionized
the capabilities of measuring highly transient phenomena and enabled addressing key ques-
tions of rupture dynamics. Recent milestones include the visualization of the complete
displacement, particle velocity, strain, stress and strain rate ﬁelds near growing ruptures,
capturing the evolution of dynamic friction during individual rupture growth, and the
detailed study of rupture speed limits. For example, dynamic friction has been the big-
gest unknown controlling how frictional ruptures develop but it has been impossible,
until now, to measure dynamic friction during spontaneous rupture propagation and to
understand its dependence on other quantities. Our recent measurements allow, by simul-
taneously tracking tractions and sliding speeds on the rupturing interface, to disentangle its
complex dependence on the slip, slip velocity, and on their history. In another application,
we have uncovered new phenomena that could not be detected with previous methods, such
as the formation of pressure shock fronts associated with “supersonic” propagation of
shear ruptures in viscoelastic materials where the wave speeds are shown to depend
strongly on the strain rate. [DOI: 10.1115/1.4045715]
Keywords: earthquake source physics, rupture dynamics, dynamic friction, supershear and
supersonic ruptures, digital image correlation
1 Introduction
Dynamic shear ruptures propagating along incoherent (or fric-
tional) interfaces are relevant to a wide range of applications
from engineering [1,2] to geophysics [3–6], including composite
delamination and earthquake ruptures propagating along faults in
the Earth’s crust. Friction and its evolution determine how these
ruptures propagate and arrest, ultimately affecting failure and
damage [7,8]. Yet friction during dynamic ruptures has been the
subject of vigorous debate and capturing its evolution has been
one of the greatest challenges in experimental mechanics. Full-
ﬁeld visualization of dynamic ruptures has been conﬁned for
decades to optical techniques such as coherent gradient sensing
(CGS) and photoelasticity providing only limited ﬁeld information
near the rupture tip. In particular, CGS provides gradients of
out-of-plane displacements when used in reﬂection and gradients
of direct stress when used in transmission, while photoelasticity
furnishes maximum shear stress ﬁelds, being insensitive to dilata-
tional information. While none of these techniques is capable of
providing individual displacement, strain, and stress components,
they have been invaluable in enabling our ﬁrst important steps
in the experimental discovery of “intersonic” or “supershear” rup-
tures in a wide variety of bimaterial, composite, and frictional
systems of relevance to both Engineering and Geophysics [9]
and for the creation of the “laboratory earthquake” concept for
studying model earthquakes under controlled conditions in the
laboratory [10].
We start this paper by brieﬂy summarizing some milestones
achieved in our laboratory over the last 30 years using previous tech-
nology including photoelasticity and CGS. We then review our
recent progress in the study of dynamic ruptures enabled by the
leap from previous diagnostics to ultrahigh-speed digital image cor-
relation (DIC). The new diagnostics has allowed us to visualize and
quantify dynamic ruptures at a level of detail that until recently was
only available with numerical simulations.We then describe some of
the main advances enabled by the new approach, including (1) track-
ing the evolution of dynamic frictionwhich has given us the possibil-
ity of testing proposed friction formulations; (2) imaging the
variation of mechanical ﬁelds of dynamic ruptures, which has
allowed us to quantify ground shaking signatures near rupturing
faults and to discover new phenomena, such as the formation of pres-
sure shock fronts associated with the propagation of “supersonic”
shear ruptures in viscoelastic materials; (3) pushing beyond our
current capabilities to estimate the out-of-plane displacement and
velocity ﬁelds near the growing ruptures with an outlook towards
future 3D measurements.
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2 Milestones in the Characterization of Dynamic
Ruptures in Our Laboratory Using Photoelasticity and
Coherent Gradient Sensing
Shear cracks are usually not observed experimentally in homoge-
neous and isotropic solids, since cracks subjected to mode II or
mixed loading typically curve or kink in order to propagate in a
direction with locally mode I conditions at the crack tip [11–13].
There are three conditions that promote mode II crack propagation:
a high conﬁning stress level preventing crack opening [14,15], a
speciﬁcally designed specimen geometry [16,17], and the presence
of a weak layer determining the crack path. Indeed, dynamic mode
II cracks have been observed experimentally in inhomogeneous
solids containing a weak layer, typically a glued bond with a
lower fracture toughness [9]. One question that has attracted
researchers for decades is that of crack speed in relation to radiated
energy, due to its importance across many disciplines [1,5,9,10,18–
22]. Due to energy considerations and singular elastodynamics,
mode II cracks propagating in linear elastic isotropic solids have
two permissible crack speed regimes: below the Raleigh wave
speed cR (so-called sub-Rayleigh cracks) or between the shear cs
and longitudinal cp wave speeds [1,9,23]. Cracks in the latter
regime are referred to as “intersonic” or “supershear.” The speed
regime between the Rayleigh and the shear wave speed is forbidden
based on energy considerations. As a consequence, according to
singular elastodynamics, shear cracks could be either sub-Rayleigh
or purely intersonic and could not transition between the two
regimes with a continuous variation of crack speed [1]. However,
no experimental evidence of intersonic crack growth was available
at that time.
In bimaterial systems involving different elastic properties across
the interface, there are two sets of wave speeds associated with dif-
ferent elastic properties. When there is a sufﬁciently high mismatch
in the wave speeds of the two constituents, theoretical studies
showed that a shear crack propagating at sub-Rayleigh speed with
respect to the stiffer solid may propagate at intersonic speed with
respect to the wave speeds of the more compliant solid [24]. The
ﬁrst experiments aimed at the observation of intersonic shear
crack growth were conducted in bi-materials bonded along a
weak interface [25–28] and were indeed able to provide the ﬁrst
experimental proof of intersonic rupture in such systems. An
example of intersonic rupture along the bimaterial Homalite/steel
interface is reported in Fig. 1(a) [29]. The isochromatic fringe pat-
terns, produced by photoelasticity, reveal the formation of multiple
Mach fronts, revealing the intersonic nature of the crack. Note that
the formation of multiple fronts is due to the ﬁnite contact zone
behind the crack tip in a bimaterial interface [29–31].
Intersonic cracks in a constitutive homogeneous, linear elastic
system involving weakly bonded identical solids were not
thought to be possible. The experimental discovery [32] of the
elusive intersonic cracks growing along the weak interface in a con-
stitutively homogeneous solid, with only one set of wave speeds,
demonstrated that this was not the case. It was shown that, as the
crack propagated under sufﬁciently high shear loading, provided
by asymmetric impact loading, it developed a distinct “Shear
Mach Cone,” the existence of which provided conclusive proof of
Fig. 1 Fringe patterns showing the formation of shock fronts associated with the
propagation of intersonic or supershear cracks, produced using photoelasticity or
coherent gradient sensing (CGS) techniques. (a) Photoelastic isochromatic fringe
pattern displaying a crack propagating along the bimaterial Homalite/steel interface
at a speed of 1.15cs [29] with the formation of multiple Mach fronts. (c) Photoelastic
images showing unilateral crack propagating along the coherent interface separat-
ing two weakly bonded plates of Homalite [32], (b) CGS interferograms showing
shear crack propagation along the ﬁbers of a unidirectional graphite-epoxy compos-
ite laminate at a speed in excess of 7.5 km/s [33]; (d ) Photoelastic images showing
bi-lateral rupture propagating along a purely frictional (incoherent) interface in
Homalite displaying two symmetric Mach cones associated with supershear
rupture propagation [21].
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the existence of intersonic cracks in nature (Fig. 1(b)). Another dra-
matic example of intersonic propagation is the shear crack growing
parallel to the ﬁbers of a unidirectional graphite-epoxy composite
laminate [33,34]. The propagating crack again develops visible
shock fronts (Fig. 1(c)), showing that it has exceeded the shear
wave speed along the ﬁber direction. The rupture presented in
Fig. 1(b) actually propagates at speeds in excess of 7.5 km/s
which is comparable to the P-wave speeds in the ﬁber direction
of the anisotropic, but homogenized graphite ﬁber/epoxy matrix
system, and is the fastest cracks recorded to date. In that experiment,
the technique of CGS by reﬂection, which is sensitive to the gradi-
ents of the out-of-plane displacements along the direction parallel to
the interface, is used to visualize the shock waves associated with
this nearly “sonic” shear rupture in this opaque solid.
The discovery of supershear ruptures in constitutively homoge-
neous systems with weak interfaces, created a strong resonance
with the geophysics community where dynamic rupture propaga-
tion is at the heart of seismology because of its role in creating earth-
quakes and its importance in the study of earthquake hazard
mitigation. Supershear propagation of earthquakes had been sus-
pected by a number of early seismic inversion studies, e.g., Refs.
[35–37], but one conceptual difﬁculty in widely accepting these
studies, in addition to the non-unique nature of the inversion
problem, was how an earthquake rupture could possibly overcome
the energy barrier found at the Rayleigh wave speed and thus tran-
sition to supershear speed [9].
One theoretical mechanism for the sub-Rayleigh to supershear
transition that had been proposed many years before was the
Burridge-Andrews transition mechanism [38,39]. According to
this mechanism, a rupture propagating at a sub-Rayleigh speed fea-
tures a growing peak in shear stress ahead of the rupture tip. The
shear stress peak travels at the shear wave speed, above the
energy barrier. When the peak in stress reaches shear strength, a sec-
ondary rupture is nucleated ahead of the main one and travels at
supershear speeds. Despite these theoretical studies, the seismologi-
cal community remained largely unconvinced that frictional inter-
faces, such as geological faults, could host supershear ruptures.
Indeed, and until 1999, there was no experimental evidence that
interfacial ruptures in homogeneous systems could either be born
supershear or ever transition to such high speeds. Furthermore,
there were no laboratory evidence that these phenomena could
ever happen in frictional (rather than in coherent) interfaces and
under conditions of static tectonic loading mimicking the conditions
in the earth’s crust. This proof was not furnished until the early
2000s when Xia et al. [21] created the ﬁrst “Laboratory Earthquake”
setup. Through this setup, which involved frictionally held plates
subjected to compression and shear, mimicking frictional faults
under tectonic loading conditions, they were able to again
observe the occurrence of “spontaneous” rupture propagation at
supershear speeds. Furthermore, they provided the ﬁrst experimen-
tal observation of sub-Rayleigh to supershear transition in the lab-
oratory that conﬁrmed beyond doubt the possibility of this
phenomenon [21]. One important advancement of this setup
versus previous experimental conﬁgurations featuring impact
loading, e.g., Refs. [32,40] is that, while the nucleation is con-
trolled, once nucleated, ruptures propagate spontaneously [10].
An example of bi-lateral rupture propagation featuring the forma-
tion of two Mach cones is shown in Fig. 1(d ). The experimental dis-
covery of supershear transition has motivated seismologist to look
closer at ﬁeld evidence for earthquakes propagating at supershear
speed, and as a result, the reporting of such events, formerly
thought to be rare, have signiﬁcantly multiplied [41–45]. Observa-
tions of supershear ruptures were also paralleled by numerous
experimental and numerical studies [46–55].
Since year 2000, the “Laboratory Earthquake” concept and setup
[10,21] has been extensively used to study a number of fundamental
rupture dynamics phenomena, including rupture directionality in
bimaterial and damaged media [56–58], pulse-like to crack-like
transition with changing pre-stress [59,60], dynamic off-fault
damage creation [61], properties of sub-Rayleigh and supershear
ruptures and attenuation [62,63], and rupture interaction with the
free surface [64,65]. The diagnostics used in these early “Labora-
tory Earthquake” studies was based on either dynamic photoelasti-
city, which provides the full-ﬁeld maximum shear stress in a
semi-quantitative fashion (using the stress optic law) with tempo-
rally sparse acquisition or temporally active but spatially sparse
laser velocimeters, which were available only at two to three loca-
tions per test [10]. One limitation of the diagnostics used in earlier
studies is that it could not quantify the full-ﬁeld temporal evolution
of displacements, velocities, strains or stress components. This
called for a shift in paradigm in the laboratory measurements.
3 From Photoelasticity to Digital Image Correlation
The advent of DIC has transformed the ﬁeld of experimental
mechanics with multifold new applications [66–68]. Digital
image correlation is a versatile optical technique that compares
images of the deformed and reference/undeformed conﬁgurations
to determine the displacement ﬁelds, which can then be used to
compute derived quantities such as velocities and strains [66].
The correlation can be performed using either a local or a global
approach [69,70]. In the local methods, image matching is per-
formed over small windows referred to as “subsets” separated by
a distance known as the “step” size [66,71,72]. In the global
approaches, the correlation is performed accounting for the entire
domain, typically using ﬁnite element formulations [73,74].
In the new phase of evolution of our “Laboratory Earthquake”
setup, we have recently been able to quantify the full-ﬁled behavior
of dynamic ruptures using digital image correlation combined
with ultrahigh-speed photography [75–78]. The setup (Fig. 2) com-
prises a specimen loaded in compression and shear (similar to
earlier versions of this setup, e.g., Ref. [10]) made of a brittle
polymer (typically Homalite-100), an ultrahigh-speed camera
(with a frame rate up to 10 million frames/s), a white light source
(capable of providing enough illumination for the short exposures
used), and a high-voltage capacitor (providing a controlled
rupture initiation through a small wire burst). The specimen is char-
acterized by an interface inclined at an angle α (Fig. 2). The uniaxial
compressive load P results in resolved shear stress τ0=P sin α cos α
and normal stress σ0=P cos
2α. One important property of the rup-
tures produced in this setup is that, once initiated, they propagate
spontaneously driven by the level of applied pre-stress (similarly
to Ref. [21]). The high-speed camera has a resolution of 400 ×
250 pixels2 and is equipped with a number of different prime
lenses, in order to focus on ﬁelds of view of different sizes,
ranging from 145 × 91 mm2 to 5.6 × 3.5 mm2. The inset of Fig. 2
shows the position and orientation of two ﬁelds of view that we
discuss in this work.
3.1 Static Measurements of Dynamic Ruptures Using
Digital Image Correlation. As a ﬁrst step toward the implementa-
tion of digital image correlation to capture dynamic ruptures, we
started quantifying the static ﬁelds associated with arrested
dynamic ruptures (Fig. 3; Ref. [79]). While using DIC in these lab-
oratory measurements offers a unique opportunity to study rupture
features in its own right, one motivation for this work was to inves-
tigate the feasibility of real-time full-ﬁeld earthquake measurements
from space, enabled by the development of the space optical seism-
ometer [79,80]. This new concept would be based on a geostation-
ary satellite featuring an optical telescope capable of a high-density
spatiotemporal sampling. The telescope would be acquiring digital
images in real-time during earthquake propagation. Concurrently,
the laboratory-based static measurements can also help interpret
current air- and space-borne measurements, obtained by taking
images before and after earthquakes, whose interpretation is not
straightforward due to the inherent complexity of natural faults
and deformation ﬁelds. In our experiments, the lateral portions of
the specimens were glued in order to conﬁne the rupture in the
central portion of the interface.
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Images of the specimen taken with a high-resolution and
low-frame-rate camera before and after rupture propagation allow
capturing the static ﬁeld of the arrested cracks. As the rupture
encountered the glued edges, it was arrested abruptly forming sec-
ondary cracks (Fig. 3). The resulting wing cracks were more pro-
nounced for higher pre-load cases. The formation of wing cracks
is an interesting phenomenon that has been found in a wide range
of earth and planetary science phenomena. For example, secondary
cracks have been observed on opposite ends of a fault, as a result of
the faulting process [81–86], associated with splitting, exfoliation,
and rock burst [12], and have also been observed at the tip of strike-
slip faults in the ice shell of Europa, Jupiter’s moon [87]. While
these initial static measurements allowed interesting observations,
they did not allow to capture the evolution of dynamic ruptures.
3.2 Challenges in Developing Ultrahigh-Speed Digital
Image Correlation to Capture Dynamic Ruptures. The digital
image correlation method has been successfully applied in a
variety of dynamic applications [88–94]. However, quantifying
with DIC the full-ﬁeld evolution of dynamic ruptures traveling at
speeds in the range of several kilometers per second (typically
1 km/s for a sub-Rayleigh rupture and up to about 2.6 km/s for a
supershear rupture) has its own set of challenges, requiring a tempo-
ral acquisition on the order of 1–2 MHz, in order to capture the
Fig. 2 The second-generation “laboratory earthquake” setup at Caltech employed
to study dynamic rupture propagation with ultrahigh-speed digital image correlation
(DIC) and laser velocimeters. Earthquakes are mimicked in the laboratory by
dynamic rupture propagation along the frictional interface of two Homalite plates
pre-loaded in compression and shear. An ultrahigh-speed camera captures a
sequence of deformed images that are analyzed with pattern matching algorithms
to produce full-ﬁeld maps of displacements, velocities, and strains. Velocimeters
are simultaneously employed either to compare with the DIC time histories or to
have measurements outside the ﬁeld of view imaged with DIC. Top right inset
shows an image of the strike-slip the San Andreas fault2 (copyright David
K. Lynch). Bottom right inset shows a specimen conﬁguration with two typical
ﬁelds of view.
Fig. 3 Fault-parallel displacement maps of two dynamic ruptures arrested at the glued
boundaries of the specimen. (a) Sub-Rayleigh and (b) supershear rupture produced with
P=5 MPa and P=15 MPa, respectively. Both specimens have a fault inclination angle of
α=29 deg. The specimens have glued regions at the lateral portions of the interface in
order to conﬁne the propagating dynamic rupture to a ﬁnite length and to capture the dis-
placement ﬁeld associated with the arrested rupture. In both cases, rupture attests result
in the formation of wing cracks, which are more pronounced in the case of higher load.
2www.sanandreasfault.org
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rapid temporal variations associated with highly transient phenom-
ena, as well as an adequate spatial sampling to describe the spatial
gradients associated with the presence of shock fronts and other
sharp features. In addition, when processing digital images with
DIC algorithms, the noise level of the camera needs to be extremely
low, as it affects the quality of the displacement ﬁelds and especially
the ﬁelds obtained through temporal and spatial differentiation, such
as velocities and strains. These are very stringent requirements for a
high-speed camera, since cameras in the ultrahigh-speed range (0.5
million frames/s and above) were traditionally based either on gate-
intensiﬁed technology (which produces noisy images) or rotating
mirror systems (which can produce operational challenges at high-
frame rates due to the elevated rotating speeds) [77,95–97]. On the
other hand, cameras that have low noise levels typically are in the
low range of frame rates, below what is needed for highly dynamic
ruptures [77,96,97]. In addition, the high-speed systems acquire
images via the presence of multiple sensors, which can introduce
further complications in the process of correlation [77]. An alterna-
tive camera technology, based on image acquisition and recording
on an individual sensor and with lower noise levels, started being
developed in the early 2010s [98,99]. In our ﬁrst attempts to
capture dynamic rupture propagation, we used early versions of
this camera technology (i.e., the Shimadzu HPV-2), which allowed
us to quantify the displacement ﬁeld of supershear ruptures [100].
However, the noise level of these measurements was not low
enough to accurately compute strains and stresses and to describe
other important quantities, such as the evolution of dynamic friction.
A technology complyingwith all the speciﬁcationsmentioned above
did not become available in the market until the mid-2010s (Shi-
madzu HPV-X), when we were ﬁnally able to measure velocities,
strains, and stresses of supershear ruptures [101].
3.3 Full-Field Measurements of the Evolution of Dynamic
Ruptures. These advances enabled the leap from photoelasticity
to digital image correlation (Fig. 4; Ref. [77]). Images of the
deformed specimens are typically acquired at 1–2 million frames/s.
The ﬁeld of view is marked with a random speckle pattern in order
to provide a characteristic texture for image correlation. The acquired
images are processed with (local) DIC algorithms to produce evolv-
ingmaps of displacements. Correlations are typically performedwith
a subset size of 41 × 41 pixels2 and a step size of 1 pixel [77]. Dis-
placements are then ﬁltered using a non-local means ﬁlter [79,102–
104]. Particle velocityﬁelds are determined by applying a central dif-
ference scheme in time. Strain changes are computed with a central
difference scheme in space, and stress changes are obtained assum-
ing linear elasticity and by using a dynamic Young’s modulus. The
total levels of stress are obtained by adding the resolved level of
applied pre-stress [77].
Another challenge involved in themeasurements of shear ruptures
with DIC is that most image matching algorithms are developed
assuming a continuous displacement ﬁeld. These approaches
cannot be used to quantify shear cracks, which are characterized
by a displacement jump across the interface. Other DIC approaches
have been developed to analyze discontinuous ﬁelds [105–111], but
they are based on theoretical assumptions, which limit the range of
applicability of these methods. In our studies, we employ a commer-
cial software package (VIC-2D; Correlated Solutions Inc.) enhanced to
treat interfaces with displacement discontinuities [77]. In this
approach, image correlation is performed based on local methods;
the displacements are computed up to half a subset away from the
interface and are extrapolated to the interface using afﬁne transfor-
mation functions. The ﬁelds obtained using this approach may
suffer from slight deviations from symmetry for quantities that are
supposed to be symmetric. Another limitation is that the stresses
computed from the displacements and strain ﬁelds may not satisfy
traction continuity conditions. In order to tackle these issues and
reduce the effects of measurement errors, we have developed ameth-
odology to enforce traction continuity along the interface [78] and
symmetry/anti-symmetry of the analyzed ﬁelds [77].
Using the new ultrahigh-speed DIC diagnostics, we are able to
see beyond the limited information provided by previous diagnos-
tics and can continuously map quantities that were not possible to
measure before, including the displacement and strain components.
An example of displacement and strain ﬁelds for a rupture captured
with the small ﬁeld of view shown in Fig. 2 (19 × 12 mm2) is
reported in Fig. 5. Note that the processed ﬁelds are slightly
cropped compared with the imaged ﬁeld of view. The fault-parallel
displacement clearly shows the shear motion experienced by the
fault (Fig. 5(a)). More interestingly, the full-ﬁeld maps of the fault-
normal displacement reveal that the fault has an upward motion in a
small region near the rupture tip, followed by a motion in the oppo-
site direction involving not only the near-tip region but also the
far-ﬁeld (Fig. 5(b)). The shear strain (Fig. 5(c)) is used to
compute the shear stress, and it is the key to compute the evolution
of dynamic friction, as explained in Sec. 5.
4 Advancement Over Previous Velocimeter
Measurements
We have veriﬁed the accuracy of DIC measurements by com-
paring the velocity-time histories produced by DIC to independent
(b)(a)
Fig. 4 Comparison of the Mach cone displayed by supershear ruptures imaged by photoelasticity and
ultrahigh-speed digital image correlation (DIC) measurements (modiﬁed after Ref. [77]). (a) Isochromatic
fringe pattern obtained with photoelasticity [21] associated with the maximum shear stress, (b) full-ﬁeld
map of the maximum shear stress with overlaid contour plot, obtained using DIC. The dynamic DIC mea-
surements not only allow visualization of key rupture features, as it was the case with previous techniques
such as photoelasticity or CGS, but also allow direct quantiﬁcation of the dynamic rupture behavior by
tracking the full-ﬁeld evolution of a range of other quantities not accessible by other techniques.
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measurements obtained with the well-developed techniques of laser
velocimetry [62,112] at the same locations and during the same
experiments. The position of velocimeter measurements is shown
in Fig. 6(a), together with the size of the ﬁeld of view selected
for this comparison (50 × 31 mm2). Note that ﬁelds of view much
smaller than the one indicated in Fig. 6(a) cannot be used for the
comparison, as the size of the reﬂective tape becomes too large
when compared with the subset size used for the correlation. The
comparison of Fig. 6(b) shows excellent agreement between the
two sets of measurements [75]. The velocity-time histories obtained
with DIC are also in agreement with laser velocimeter measure-
ments obtained at various locations in numerous other experiments
reported in previous studies [62,63]. These comparisons give conﬁ-
dence that the DIC measurements can accurately describe the veloc-
ities time histories at any point within the ﬁeld of view with a spatial
resolution of 400 × 250 pixels2, corresponding to having virtually
100,000 velocimeters. This is a major development since previous
velocimeter measurements, only available at two to three locations
per test, required a large number of tests to have a still sparse cov-
erage of the velocity structure.
We can use the temporal evolution of the particle velocity maps
to visualize their spatiotemporal structure (Figs. 6(c) and 6(d )) and
study key rupture features (see Secs. 5–7). The dense spatial res-
olution together with high-frequency temporal sampling allows
reconstructing with high ﬁdelity the combined spatiotemporal
behavior of dynamic ruptures (Fig. 6(e)). One note of caution is
that while laser velocimeters are point-wise measurements, DIC
involves spatial averaging through subsets, in order to regularize
the non-uniqueness of the pixel-by-pixel correlation problem.
The spatial smoothing increases with larger subset sizes. As the
ﬁeld of view increases, so does the subset size, in order to main-
tain the same level of noise as smaller ﬁelds of view. When the
physical size of the subset becomes comparable or larger than
characteristic length-scales of the rupture, these features are ﬁl-
tered out. At the same time, if the physical size of the subset is
maintained constant with increasing size of the ﬁeld of view, the
displacement ﬁelds become too noisy to produce velocity, strain
or strain rate ﬁelds. For example, the velocity proﬁle traced
along the interface with an intermediate-sized ﬁeld of view (50 ×
31 mm2) and a subset size of 41 × 41 pixels2 shows the presence
of two peaks (light green line in Fig. 6(c)), reﬂecting the time
history of Fig. 6(b). Conversely, the velocity proﬁle obtained
with a larger ﬁeld of view (131 × 81 mm2) and a subset of the
same size (41 × 41 pixels2) ﬁlters out the double peak feature
(light green line in Fig. 6(d )), since the physical size of the
subset increases with the ﬁeld of view. Yet, the particle velocity
map of Fig. 6(d ) has important information that would not be pos-
sible to interpret from maps with higher noise level resulting from
using smaller subset sizes. Hence, a compromise is to use small
ﬁelds of view to capture ﬁne details and large imaging windows
Fig. 5 Full-ﬁeld sequence of the displacements and strains associated with a supershear rupture, produced
under a compressive pre-stress of P=23 MPa, and a fault inclination angle α=29 deg. (a) Fault-parallel and
(b) fault-normal displacements; (c) shear strain change using the pre-loaded state as reference conﬁguration.
The rupture presented here is the same reported in Refs. [75,77]. While the fault-parallel displacement maps
highlight the shear motion, the fault-normal displacement maps show that the fault line itself does not remain
straight during rupture propagation but that it rather undulates up and down. The shear strain illustrates an
initial small change at the rupture tip followed by a more pronounced variation.
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to study the far-ﬁeld structures [77]. The next two sections show
how to quantify key rupture phenomena by appropriately selecting
the size of the ﬁeld of view.
5 Capturing the Evolution of Dynamic Friction
The way dynamic ruptures propagate along faults in the Earth’s
crust and release waves that cause destructive shaking is controlled
by the evolution of friction [8,113]. Assumptions about dynamic
friction affect a wide range of earthquake science studies, including
energy partitioning, rupture modes, stress levels on faults, and pat-
terns of seismic/aseismic slip [59,114–122]. Yet how dynamic fric-
tion evolves during earthquake ruptures remains one of the key
questions in earthquake science [8]. As an earthquake rupture prop-
agates, the two sides of a fault slide past each other, accumulating rel-
ative displacement, or slip, with average slip rates on the order of
1 m/s. One point to address regarding dynamic friction is whether
its evolution is controlled by slip or slip rate. In a recent study
[75], we have reported local measurements of evolving friction,
Fig. 6 Comparison between digital image correlation (DIC) and velocimeter measurements.
(a) Schematic of the specimen conﬁguration showing the size of the ﬁeld of view used for DIC as
well as the location of the velocimeter measurements; (b) particle velocity time history obtained
from the velocimeters and extracted at corresponding locations from the full-ﬁeld DIC measure-
ments [75]; (c) full-ﬁeld velocitymap fromwhich the time histories of (b) are extractedwith overlaid
selected curves of particle velocity versus x1 at different values of x2; (d ) full-ﬁeld velocity map
obtained from DIC [77] with overlaid particle velocity curves along lines parallel to the interface;
(e) particle velocity time histories plotted along the (negative) x2-axis, for a point at the center of
the ﬁeld of view of the measurements in (c). While previous velocimeter measurements could
only achieve a sparse coverage at two to three locations, the DIC-based measurements can
achieve a nearly continuous mapping of the velocity ﬁeld with comparable accuracy.
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during spontaneously propagating dynamic ruptures, using the setup
shown in Fig. 2. One advantage of our approach is that we have the
dynamic recording capability to follow individual ruptures and to
study the evolution of friction as these ruptures pass by at very
high speeds. We thus do not have to assume that interfaces slide uni-
formly as is done in traditional methods of studying friction. Another
advantage is that our laboratory setup (Fig. 2) allows us to produce
dynamic ruptures with markedly different slip and slip rate histories,
resulting in signiﬁcantly different friction behavior.
Let us consider a rupture produced with an applied vertical load of
P= 23 MPa and α= 29 deg (Fig. 7). As the rupture arrives,
the fault-parallel velocity ﬁeld shows the particle velocity rapidly
increasing, with opposite sign on each side of the interface, up to an
absolute value ∼10 m/s and then decreases to a lower steady-state
level revealing the crack-like nature of this rupture (Figs. 7(a) and
7(c)). The shear stress increases up to a peak of τp ∼ 11.8 MPa
from the uniform pre-stress level of τ0=P sin α cos α= 9.8 MPa
before rupture arrival (Figs. 7(b) and 7(d )). Behind the rupture tip,
the shear stress decreases to a dynamic level of τd ∼ 4.6 MPa.
Using the fault-parallel displacement and velocity maps, we deter-
mine the slip and slip rate, respectively, by computing the difference
between pixels just above and below the interface. Friction is
obtained by the ratio of the shear to normal stress along the interface.
Let us now consider another rupture, produced with an applied verti-
cal loadofP= 7.4 MPaandα= 29 deg.Tracking theparticlevelocity
and shear stress along the interface (Figs. 7(c) and 7(d ), respectively)
reveals that the behavior in this case is qualitatively similar to the
previous test but with lower levels of particle velocities (with a
peak level of ∼2 m/s) and shear stress (peak of τp ∼ 11.8 MPa).
The dependence of friction on the slip and slip rate for these two
cases is reported in Figs. 8(a) and 8(b), respectively. The friction
versus slip curves show that, in both cases, friction initially
rapidly increases and then gradually drops to a residual level,
which remains nearly constant with increasing levels of slip
(Fig. 8(a)). This behavior qualitatively resembles that described
by a linear slip-weakening friction law, where the friction coefﬁ-
cient f evolves with slip δ according to
f =
fs − ( fs − fd)
δ
Dc
, δ ≤ Dc
fd, δ > Dc
⎧⎨
⎩ (1)
where fs and fd are the static and dynamic friction coefﬁcients, and
Dc is the slip distance over which fd is reached. In the linear slip-
weakening friction law, the parameters fd and Dc are material prop-
erties. However, the two ruptures of Fig. 8(a) result in different
values of fd and Dc, indicating that a unique slip-dependent law
cannot describe the friction evolution of the interface and that the
parameters fd and Dc are effective quantities and not material prop-
erties characteristic of the interface.
The friction versus slip rate curves display a dramatically differ-
ent response for the two ruptures. They indicate that the friction
evolution cannot be captured by a purely rate-dependent friction
law either. The two curves exhibit some common features, includ-
ing initial strengthening with slip rate, subsequent weakening, and
attainment of steady-state for nearly constant slip rate. The rupture
produced with a higher pre-load (P= 23 MPa) reaches a dynamic
level of fd= 0.26 for a steady-state slip rate level of Vss= 6.5 m/s,
while the rupture produced with lower pre-stress (P= 7.4 MPa)
attains fd= 0.39 at Vss= 0.87 m/s (Fig. 8). These observations are
consistent with the rate-and-state friction formulation, where friction
is a function of the slip rate δ˙ = V and of a state variable θ describing
the evolution of the contacting asperities [123–129]:
f = f* + a log
V
V*
( )
+ b log
V*θ
L
( )
(2)
(a) (b)
(d )(c)
Fig. 7 Particle velocity and shear stress for two supershear ruptures under different experimental conditions.
(a) Fault-parallel velocity and (b) shear stress ﬁelds for the supershear rupture of Fig. 4 (P=23 MPa and α=
29 deg), fromRefs. [75,77]. (c) On-fault particle velocity and (d ) shear stress versus position for two supershear
ruptures, obtained with a pre-stress of P=23 MPa and P=7.4 MPa (blue and red curves, respectively), both
with α=29 deg.
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dθ
dt
= 1 −
Vθ
L
(3)
where f* is the reference friction coefﬁcient at the reference slip rate
V*, a and b are rate-and-state parameters, and L is the characteristic
slip for the evolution of the state variable. The evolution law of the
state variable described by Eq. (3) is the so-called aging law [124–
126] and is widely used in the literature. Several other evolution
laws have been proposed, including the slip law [126] and the com-
posite law [130,131]. Note that in rate-and-state laws, friction has
history-dependent effects, described by the state variable, during
changes of slip velocity but becomes solely rate-dependent at cons-
tant slip rate and once enough slip has occurred. At steady-state, it
takes the form:
fss = f* + (a − b) log
V
V*
( )
(4)
We can use this expression to study the steady-state behavior of
our ruptures. Equation (4) is plotted as a straight line in Fig. 9,
where the measurements of Fig. 8 are reported (red and blue
solid symbols), together with measurements obtained from other
experiments [75]. The curve is plotted using the rate-and-state
parameters constrained for Homalite by low-velocity experiments
[132]: (a− b)=−0.005, f* = 0.58, and V* = 1 μm/s.
It is evident that our measurements exhibit a more substantial
weakening than that predicted by pure logarithmic rate-and-state
friction, which can only produce modest weakening. This suggests
the activation of a dynamic weakening mechanism in our experi-
ments resulting in a more pronounced reduction of the friction coef-
ﬁcient. We have found [75] that our measurements are consistent
with a combined formulation of rate-and-state laws supplemented
with the ﬂash heating formulation [8,133–135] (Fig. 9). Flash
(a)
(b)
Fig. 8 Evolution of dynamic friction obtained from measurements performed during the spon-
taneous propagation of two individual dynamic ruptures (modiﬁed from Ref. [75]). (a) Friction
versus slip and (b) friction versus slip rate. Friction weakens with slip, qualitatively resembling
some slip-weakening friction laws. However, the intensity of weakening, i.e., the coefﬁcient of
dynamic friction, is not a function of slip only. Indeed, the evolution of friction with slip rate
shows a complex relation, revealing a strong but complex dependence of friction on the
sliding rate as well as on other memory effects related to sliding history.
Fig. 9 Experimental measurements of the steady-state friction
versus slip rate and ﬁt using the steady-state version of the
rate-and-state friction formulation (green curve), and the com-
bined ﬂash heating with rate-and-state friction formulation
(black curve, modiﬁed from Ref. [75]). Steady-state shear
stress and slip rate data are obtained at the trailing edges of
each of the ruptures analyzed. The red and blue data points cor-
respond to the two experiments discussed here (presented in
Figs. 6 and 7). The ﬁt with the combined ﬂash heating law in
this ﬁgure only considers the two tests that have the highest
accuracy, while the other tests are reported for completeness
(experimental conditions detailed in Ref. [75]). Green dots are
low-velocity measurements obtained in collaboration with
Kilgore, Beeler, and Lu and ﬁrst reported in Ref. [132]. Our mea-
surements are consistent with the combined formulation of ﬂash
heating with rate and state.
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heating is a dynamic weakening mechanism in which the contacting
asperities heat up and weaken due to the shear motion of the prop-
agating rupture. This produces a marked 1/V dependence of friction
with slip velocity:
f = fw + ( f0 − fw)Vw/V (5)
where fw and Vw are the residual friction coefﬁcient and weakening
velocity, respectively, and f0 is the friction coefﬁcient for V<Vw.
The weakening velocity Vw is given by [134]
Vw =
παth
Da
( )
ρcp
τc
(Tw − Tf )
[ ]2
(6)
where αth is the thermal diffusivity, ρcp is the heat capacity per unit
volume, Da is the average diameter of the contacts, τc is the shear
strength of the contact (roughly one-tenth of the bulk shear
modulus [136]), and Tw− Tf is the temperature change activating
ﬂash heating.
In the combined formulation of rate-and-state laws enhanced
with ﬂash heating, the coefﬁcient f0 is replaced by the rate-and-state
expression (1) and V is replaced by L/θ [75,137,138]
f = f (c)w +
f* + a log
V
V*
( )
+ b log
V*θ
L
( )[ ]
− f (c)w
1 +
L
θV (c)w
(7)
where f (c)w and V
(c)
w are the residual friction coefﬁcient and the weak-
ening slip velocity of the combined law, respectively. At
steady-state, the state variable evolves into θss= L/V, and the
steady-state expression of the combined law is
fss = f (c)w +
f* + (a − b) log
V
V*
( )[ ]
− f (c)w
1 +
V
V (c)w
(8)
The steady-state form of the combined friction law provides a
good ﬁt to our data (Fig. 9), indicating that our measurements are
consistent with the enhanced weakening produced by ﬂash
heating. Note that, in Fig. 9, we plot additional steady-state data
from several other tests [75], the ﬁt is performed employing only
the two tests of Fig. 8. The least-square ﬁt produces f (c)w = 0.22
and V (c)w = 1.33 m/s. The weakening velocity of the standard
ﬂash heating mechanism estimated using Eq. (6) is of the order of
Vw= 0.1− 1 m/s [75]. While this estimate has some uncertainty
as the thermal diffusivity, heat capacity, and shear contact strength
of Homalite are not well constrained, it is broadly consistent with
the velocity weakening V (c)w of the combined friction law estimated
from the ﬁt.
Our measurements are consistent with the combined friction law
of rate and state enhanced with ﬂash heating, but we cannot exclude
the activation of other weakening mechanisms. It is not possible to
directly observe ﬂash heating in our experiments. Flash heating
occurs when tips of contacting asperities (on the order of 1 μm)
heat up and weaken. This process is highly transient and does not
leave any trace that can be examined after the test has completed.
Currently, there is no experimental diagnostic tool that would
enable capturing this behavior. Because of these technological
and experimental limitations, we can conclude that our measure-
ments are consistent with the combined law of ﬂash heating but
we cannot conclusively claim that ﬂash heating is the actual operat-
ing weakening mechanism in our experiments.
In order to test whether the rate-and-state and combined friction
law can also describe the transient evolution of dynamic friction, we
track the friction coefﬁcient predicted by the combined law using
the measured slip rate history, including the transient variations
associated with the rupture arrival, as input in Eq. (7) and we
compare it to the independently measured friction coefﬁcient. Let
us consider as example the rupture studied above, produced with
P= 23 MPa and α= 29 deg, and use the measured slip rate of
Fig. 7(a). Equation (6) has two evolving variables, the slip rate V,
which we measure, and the state variable θ, which we can
compute from the slip rate history, using an evolution law, such
as the aging law of Eq. (3). In Eq. (7), we use the rate-and-state
parameters (a− b)=−0.005, f* = 0.58, and V* = 1 μm/s, con-
strained by Lu [132] with low-velocity friction experiments, and
the combined ﬂash heating parameters f (c)w = 0.22 and
V (c)w = 1.33 m/s, obtained from the steady-state ﬁt (Fig. 9). The
remaining parameters needed in Eq. (6) are either a or b of rate
and state (since their difference is constrained) and the characteristic
slip distance L for the evolution variable θ. In order to constrain
these two parameters, we develop a least-square procedure mini-
mizing the difference between the estimated friction coefﬁcient
via Eq. (2) or (7) and the measured datapoints. The evolution of
the state variable is computed recursively using a numerical discre-
tization [139] of Eq. (3): θn+1= θn+ (1−Vnθn/L)Δt, where Vn and
θn are the values of slip rate and state variable at the time-step n,
and Δt is the time-step interval. In order to compute θ recursively,
we need an initial value. One route to compute an initial value is to
assume steady-state before rupture arrival and compute the initial
value of θ as L/V. However, we know from previous measurements
[140] that the interface is not in steady-state but it is rather contin-
uously evolving, at very low values of V in the range of 10−9−
10−11 m/s. Here, we estimate the initial value of the state variable
θini considering the ﬁrst measurement of slip rate Vini above the
noise ﬂoor in combination with the corresponding value of mea-
sured friction fini and inverting Eqs. (2) and (7) for the rate-and-state
and combined formulations, respectively. For example, when using
the rate-and-state law, θini is computed as
θini =
L
V*
exp
fini − f* − a log (Vini/V*)
b
( )
(9)
where a and L are tentative values. Once the evolution of θ is com-
puted using the discretized form of Eq. (3), its time history is used,
together with the slip rate time history, as input in Eq. (2) or (7),
The resulting friction obtained using Eqs. (2) and (7) is plotted
versus slip and slip rate in Figs. 10(a) and 10(b), respectively,
and it is compared with the measured friction evolution. The com-
parison shows that the rate-and-state law is able to reproduce the
initial strengthening and part of the initial weakening. However,
the weakening provided by the rate-and-state law is rather modest
and does not capture the full friction reduction displayed by our
measurements. Conversely, the combined law provides a good ﬁt
to the experimental data, providing an even stronger evidence of
our measurements being consistent with the combined rate-and-
state friction law enhanced with ﬂash heating. Note that this is an
initial attempt to use friction laws to reproduce transient features
of the friction measurements, and future work is needed to reﬁne
the approach. One aspect to study is whether it is possible to ﬁt mul-
tiple tests simultaneously. Considering a collection of tests will
challenge existing friction laws and will help to either verify them
or propose new ones.
6 Imaging the Formation of Pressure Shock Fronts
The limiting speed of propagating ruptures has been a highly
debated topic for several decades [1,5,9,10,18,20–22,141–143].
As we have seen above, shear ruptures can exceed the shear wave
speed. When that happens, wavelets emitted at the rupture tip coa-
lesce and give rise to the formation of shear Mach fronts [21,32].
According to singular elastodynamics, shear ruptures propagating
in an isotropic solid should not be able to propagate faster than
the pressure wave speed. Spontaneously, propagating ruptures are
powered by elastodynamic waves, with the energy released by the
rupture motion being transferred through the solid at the rupture
tip, at the (higher) pressure and (lower) shear wave speed. As a con-
sequence, rupture cannot propagate at a speed faster than the fastest
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way to transfer energy, the pressure wave [1,5,9,10,18]. Since rup-
tures cannot travel faster than the pressure wave speed, pressure
shock fronts should not be able to form.
In a recent study [76], we have observed the formation of pressure
shock fronts associated with the spontaneous propagation of shear
ruptures in viscoelastic polymers, apparently contradicting classic
linear elasticity theory. This contradiction is explained with the
high-strain-rate dependence of the polymers inducing local stiffen-
ing of the material and locally increasing the effective wave
speeds as the crack tip is approached, resulting in the rupture tip
propagating slightly less than, or equal to, the local, near-tip pressure
wave speed but above the wave speed prevailing in far-ﬁeld, thus
giving rise to the formation of a pressure shock front, in addition
to a trailing shear Mach Cone [76]. In other words, the wave
speeds, instead of having a single value as in linear elasticity,
depending on the local value of the strain rate ﬁeld at each point,
and as such, they exhibit a ﬁeld variation themselves. In such a
case, and if the rupture tip propagates at a speed close to the
dynamic (near-tip) p-wave speed, a detached bow shock curved
pressure wave shock just ahead of the rupture becomes possible.
This is a situation analogous to what happens in gas dynamics [144].
Ruptures are produced in the laboratory setup of Fig. 2, employ-
ing specimens made either of Homalite-100 or Polymethyl methac-
rylate. Numerous tests have been conducted, under various loading
and geometrical conﬁguration with both materials, to check the
repeatability of results. In the following, we will be discussing
tests conducted on Homalite under the following experimental con-
ditions: P= 25 Pa and α = 29 deg. The full-ﬁeld maps of particle
velocities and strain rates clearly show two sets of shock fronts, a
shear and a pressure one (Fig. 11). In order to conﬁrmed that the
shock fronts visualized are indeed Mach features, rather than
some other manifestation of the corresponding waves, we have ver-
iﬁed that the characteristic geometric feature of such fronts (i.e.,
inclination angle β with respect to the interface) satisﬁes the kine-
matic relation characteristic of Mach waves [76]: β= sin−1(c/Vr),
where Vr is the measured rupture speed and c is either the pressure
or shear wave speed (depending on the front considered). We
have explained this behavior by the viscoelastic effects of the poly-
mers resulting in a signiﬁcant increase in the elastic moduli and
effective wave speed with strain rates [76]. The high degree of var-
iability of elastic moduli with strain rates is extensively documented
in the literature [145–149]. Using a quasi-elastic approximation
[150,151], the material properties can be taken as linear elastic
with the effective material constant depending on the local value
of strain rate. In this framework, as the strain rate magnitude |ε˙|
increases (Fig. 11(b)), so do the effective wave speeds. The
rupture speed, estimated by tracking the rupture tip along the
interface, is nearly constant throughout the ﬁeld of view and
approaches 2.4 km/s, which is higher than both far-ﬁeld wave
speeds of the solid. Note that ruptures propagating at this speed
have been observed before [32,49,54,62,63]; however, previous
studies did not acknowledge their relevance as they compared the
rupture speed to uniformly higher wave speeds and assumed
these ruptures were supershear, a well-known phenomenon
[9,10,22]. Our work highlights the role of the viscoelastic behavior
resulting in spatially heterogeneous stiffening, induced by a highly
inhomogeneous ﬁeld of strain rates, and ultimately in the formation
of pressure shock fronts. These observations are enabled by our
capability of quantifying the full-ﬁeld particle velocities, as well
as the strain and strain rate tensors.
Shear shock fronts have been visualized in the past by techniques
sensitive to the shear deformations, using photoelasticity
[10,21,32,62,63] or CGS [33] (Fig. 1), as we have seen in Sec. 2,
and can be similarly imaged with DIC [77] (Fig. 4). Since the
pressure shock fronts are most visible by imaging quantities sensi-
tive to the dilatational/compressive behavior, it was not possible to
observe them before. Using the new ultrahigh-speed DIC technique
(Sec. 3, [77]), the pressure shock fronts become clearly visible when
plotting the volumetric strain rate tr(ε˙) (Fig. 11(c)), while the shear
shock fronts are prominent in the shear strain rate ε˙12 [76]. At the
crack tip where |ε˙| is the highest, the effective wave speeds are
higher compared with the undeformed solid in the bulk, and the
rupture speed can approach this higher limit. In the far-ﬁeld,
where much lower levels of |ε˙| are attained, wave speeds are
lower, so the rupture can propagate at a speed that is higher com-
pared with the pressure wave speed prevailing in the far-ﬁeld,
giving rise to the formation of characteristic shock fronts. In this
sense, ruptures can become globally “supersonic.” The sequence
of fault-parallel velocity (Fig. 11(a)) indicates that the shear
shock front is well developed even in the early stages of rupture
propagation (e.g., t= 26.5 μs in Fig. 11), while the pressure shock
front has not fully formed since the strain rate magnitude ﬁeld is
not well established yet. As the strain rate magnitude increases
(e.g., t≥ 47.5 μs in Fig. 11(b)), it induces a higher contrast of
wave speeds and the pressure shock front develops to maturity, as
shown by the fault-parallel velocity and volumetric strain rate
ﬁelds (Figs. 11(a) and 11(c)). While the ﬁeld of view adopted in
Fig. 11 well represents the behavior in the far-ﬁeld and the forma-
tion of shock features, as it was pointed out in Sec. 3 and Fig. 6,
such a large ﬁeld of view is not able to capture the maximum mag-
nitude of the strain rate (Figs. 12(a) and 12(c)). In order to better
quantify the level of strain rate magnitude |ε˙| attained in the
near-tip region (Figs. 12(b) and 12(d )), we employ a smaller ﬁeld
of view (inset of Fig. 2).
(a) (b)
Fig. 10 Fit of the transient experimental measurements of friction employing the standard
rate-and-state friction formulation and rate-and-state law enhanced with ﬂash heating (measure-
ments from Ref. [75]). Our measurements are consistent with the rate-and-state friction law sup-
plemented with ﬂash heating, while the standard rate-and-state law alone cannot explain the
pronounced weakening observed in the experiments.
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(a) (b)
(c) (d )
Fig. 12 Strain rate magnitude |ε˙|, obtained with (a) large (124×75.4 mm2) and (b) small (17.6 ×
10.4 mm2) ﬁeld of view. Strain rate magnitude traced along the interface for the large (c) and
small (d ) ﬁelds of view. The large ﬁeld of view is used to display features extending in the far-ﬁeld,
while the small ﬁeld of view is used to quantify the strain rate magnitude attained in the near-tip
ﬁeld.
Fig. 11 Formation of pressure shock fronts in Homalite-100, a high-strain rate sensitive material:
(a) particle velocity in the fault-parallel direction u˙1, (b) strain rate magnitude |ε˙|, and (c) volumetric
strain rate tr(ε˙) (ﬁgure produced using the data from Ref. [76]). The sequence shows that the pres-
sure shock front fully developing as the strain rate magnitude increases.
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7 Estimating Out-Plane Displacements and Velocities:
Toward Applying 3D-Digital Image Correlation to
In-Plane Shear Ruptures
So far, we have discussed the measurements of the in-plane com-
ponents of displacement and velocity, obtained using a 2D-DIC
approach based on a single camera system. Direct measurements
of the out-of-plane components would require a stereo-vision
system and a 3D-DIC analysis [66]. As a ﬁrst approximation, we
can estimate the out-of-plane displacement component using the
measured in-plane displacements and strains and assuming
plane-stress conditions. The free-surface condition requires
σ33(x1, x2,± h/2)= 0. Due to the small thickness of the specimen
(h= 10 mm) compared with its in-plane dimensions (200 ×
200 mm2), one can assume the plane-stress condition ∂(·)/∂x3= 0
and therefore σ33(x1, x2, x3)= 0 for any −h/2≤ x3≤ h/2. This
assumption may not strictly hold in our experiments, as a 3D
state of stress can develop within the specimen thickness especially
at in-plane distances less than a quarter to half the plate thickness
[152]. However, the plane-stress approximation can be used to
provide a ﬁrst-order estimate of the out-of-plane displacements
and velocities.
The out-of-plane strain ɛ33(x1, x2, x3) can be expressed, under a
3D state of stress, as a function of the stress components as ɛ33=
−ν/E(σ11+ σ22)+ σ33/E, where ν and E are the Poisson’s ratio
and Young’s modulus, respectively. Under the plane-stress assump-
tion, the out-of-plane strain becomes ɛ33(x1, x2)=−ν/E(σ11+ σ22)
for any −h/2≤ x3≤ h/2. The out-of-plane displacement at x3= ±
h/2 is obtained by integrating ɛ33 through the half-thickness as:
u33(x1, x2)=−νh/2E (σ11+ σ22), and the out-of-plane velocity is
simply its time derivative, calculated at the frame tk using a
central difference scheme, as u˙3(x1, x2, tk) = (u˙3(x1, x2, tk+1)−
u˙3(x1, x2, tk−1))/(tk+1 − tk−1). The in-plane stress components, σ11
and σ22, are also computed using the plane-stress assumption,
e.g., σ11=E/(1− ν2) (ɛ11+ νɛ22). Note that this expression is
strictly valid on the free surfaces x3=± h/2, where σ33(x1, x2,± h/
2)= 0, even when the plane-stress assumption does not hold
through the thickness. The out-of-plane displacement and velocity
ﬁelds at x3=± h/2 can be expressed as a function of the strain
and strain-rate ﬁelds as u33(x1, x2)=−νh/2(1− ν) (ɛ11+ ɛ22) and
u˙33(x1, x2) = −νh/2(1 − ν) (ε˙11 + ε˙22), respectively.
The out-of-plane displacements and velocities are shown in
Fig. 13 for three different rupture scenarios: a sub-Rayleigh
rupture propagating at Vr < cHSRR (Figs. 13(a) and 13(b)), a
(a) (b)
(c)
(e) (f )
(d )
Fig. 13 Estimated out-of-plane displacements (left) and velocity (right) of the (a) and (b) sub-Rayleigh rupture
and of the two supershear ruptures traveling at (c) and (d ) Vr ∼
NameMeNameMe
2
√
cHSRs and (e) and ( f ) Vr >
NameMeNameMe
2
√
cHSRs , respec-
tively. The out-of-plane displacement and velocity are estimated from in-plane, surface, measurements under
the plane-stress assumption. While this assumption may not strictly hold for the present ruptures, these esti-
mates give an order of magnitude for the out-of-plane full-ﬁeld displacements and velocities.
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supershear rupture propagating at Vr ∼
NameMeNameMe
2
√
cHSRs (Figs. 13(c) and
13(d )), and a supershear rupture propagating at Vr >
NameMeNameMe
2
√
cHSRs
(Figs. 13(e) and 13( f )). These three cases correspond to three differ-
ent experiments featuring: (1) P= 12 MPa and α = 24 deg, (2) P=
4.5 MPa and α = 29 deg, and (3) P= 23 Pa and α = 29 deg,
respectively. These in-plane components of these ruptures are dis-
cussed in Ref. [153]. Note that the supershear rupture of Figs.
13(a) and 13(b) is the same rupture shown here in Fig. 5. The
maximum values of the out-of-plane displacements are smaller
when compared with the in-plane components. For example, the
sub-Raleigh rupture has maximum in-plane displacements on the
order of 15 µm [153], while the estimated out-of-plane component
is on the order of 2 µm. For the case of the supershear rupture prop-
agating at Vr >
NameMeNameMe
2
√
cHSRs , the fault-parallel displacement component
is on the order of 50 µm at a time t= 37.6 µs after rupture nucle-
ation, and it occurs behind the rupture tip where slip accumulates.
At the same time after nucleation, the maximum estimated
out-of-plane displacement is u3 ∼ 10 μm and occurs near the
rupture tip (Fig. 13(e)), where the fault-parallel strain ɛ11, the dom-
inant strain component in the expression of u3, is maximum [77].
Note that the out-of-plane motion can compromise the in-plane
measurements. In-plane strain errors due to out-of-plane translation
scale with ΔZ/Z, where Z is the stand-off distance, i.e., the distance
between the camera and the specimen, and ΔZ= u3 is the change of
stand-off distance associated with the out-of-plane displacement
[66]. In-plane strain errors due to the out-of-plane rotation depend
on both the rotation angle and the stand-off distance Z [66]. In
our setup, featuring one high-speed camera with its axis perpendic-
ular to the specimen, Z is on the order of several 100 s mm whereas
ΔZ is on the order of microns, so out-of-plane motion has no signif-
icant effect on the measurement of in-plane quantities.
In contrast with the out-plane displacements, the out-of-plane
velocity components are of the same order of magnitude as the
in-plane components. For the sub-Rayleigh rupture, the maximum
of each of the in-plane velocity components is u˙max1 ∼ 1m/s and
u˙max2 ∼ 2.5 m/s, respectively (Figs. 4(a) and 5(a)), while the
maximum of out-of-plane velocity is u˙max3 ∼ 1m/s (Fig. 13(b)).
For the supershear rupture propagating at the special speed of
Vr ∼
NameMeNameMe
2
√
cHSRs , the maximum out-of-plane velocity is u˙
max
3 ∼
1m/s (Fig. 13(d )) and is also comparable to the in-plane compo-
nents. For the stronger supershear rupture, propagating at
Vr >
NameMeNameMe
2
√
cHSRs , the maximum out-of-plane velocity is u˙
max
3 ∼
10m/s (Fig. 13( f )). Both are of the same order of magnitude as
their fault-parallel velocity components [153]. To summarize, this
analysis indicates that (i) the out-of-plane velocities are more impor-
tant than the out-of-plane displacements when compared with the
respective in-plane components and (ii) the out-of-plane velocities
are much more important for strong supershear ruptures
Vr >
NameMeNameMe
2
√
cHSRs
( )
than they are for sub-Rayleigh or supershear rup-
tures propagating at the Eshelby speed, which has important impli-
cations for ground motion scenarios associated with these types of
earthquakes.
In order to directly measure the out-of-plane displacements, an
ultrahigh-speed stereo-vision system and 3D-DIC analysis are
required. While we are planning to perform these measurements
in future studies, our initial computation of out-of-plane displace-
ments and velocities assuming plane stress and using the measured
in-plane displacements provide an order of magnitude estimate,
useful to gain insight into the out-of-plane ﬁelds. These estimates
underline the importance of the out-of-plane components and
motivate future experiments including diagnostics for 3D measure-
ments. These measurements will also help to quantify the discre-
pancy between the plane-stress state assumed here and the 3D
state of stress developing through the specimen’s thickness.
8 Conclusions
Several important developments have changed the face of exper-
imental fracture mechanics over the last few decades. In our
laboratory, the development of the new generation of the “Labora-
tory Earthquake” setup involving ultrahigh-speed digital image cor-
relation has brought in a revolution by allowing us to quantify the
full-ﬁeld temporal evolution of dynamic ruptures in both transpar-
ent and opaque solids and by uncovering extraordinary behaviors
that could not be to visualized until very recently. The measure-
ments enabled by DIC are consistent with previous photoelasticity
and velocimeter measurements but allow us to quantify full ﬁelds,
including all strain and stress components. The velocity-time histo-
ries obtained with DIC can be produced for any point in the ﬁeld of
view and are equivalent to velocimeter measurements, which we
previously employed in our laboratory setup but that could only
be performed only up to three locations per test. In particular, the
following milestones have been achieved:
(1) Being able to produce these velocity measurements over a
dense spatial domain at the vicinity of the fault is an invalu-
able advancement in the capability to monitor the ground
shaking signatures of dynamically propagating ruptures
and is equivalent of having almost an unlimited number of
seismometers in the ﬁeld.
(2) Measuring the local evolution of dynamic friction is a
key milestone in the study of shear ruptures. We have devel-
oped a non-conventional methodology to study friction
without imposing slip-velocity histories to the sliding inter-
face or assuming uniform sliding, but rather by tracking
how friction evolves in spontaneously propagating ruptures.
These measurements will allow us to verify the capability of
current history-dependent friction formulations to accurately
describe a wide range of behaviors and to potentially
improve the formulations.
(3) We have also been able to uncover new phenomena, such as
the apparent “supersonic” growth of shear cracks in visco-
elastic solids and the associated formation of curved pressure
shock fronts associated with the spontaneous propagation of
shear ruptures in such materials, apparently contradicting
classical theories. This unexpected behavior is explained
by recognizing and quantifying the ﬁeld dependence of the
stress waves speeds on the local strain rate ﬁeld induced by
the growing rupture tip The new technique allowed us to
measure both the highly heterogeneous strain rate ﬁelds
responsible for this behavior, and the volumetric strain
rates and shear strain rates clearly displaying the formation
of the pressure as well as the shear shock fronts.
(4) We have been able to estimate out-of-plane displacement and
velocity ﬁelds on the free specimen surface by using in-plane
ﬁelds and the assumption of plane stress. These estimates
indicate that the out-of-plane velocities are of the same
order of magnitude as the in-plane velocities for shear rup-
tures. Both out-of-plane displacements and velocities are
particularly large for the case of strong supershear ruptures
when compared with slower supershear or sub-Rayleigh rup-
tures. While these observations need to be conﬁrmed by fully
3D measurements employing a stereo-vision system, which
will be the subject of future studies, these preliminary
results give important insights into the potential ground
motion associated with the out-of-plane component.
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