Neural network ensemble is a learning paradigm where a collection of neural networks is trained for the same task. In this paper, the relationship between the generalization ability of the neural network ensemble and the correlation of the individual neural networks constituting the ensemble is analyzed in the context of combining neural regression estimators, which reveals that ensembling a selective subset of trained networks is superior to ensembling all the trained networks in some cases. Based on such recognition, an approach named GASEN is proposed. GASEN trains a number of individual neural networks at first. Then it assigns random weights to the individual networks and employs a genetic algorithm to evolve those weights so that they can characterize to some extent the importance of the individual networks in constituting an ensemble. Finally it selects an optimum subset of individual networks based on the evolved weights to make up the ensemble. Experimental results show that, comparing with a popular ensemble approach, i.e. averaging all, and a theoretically optimum selective ensemble approach, i.e. enumerating, GASEN has preferable performance in generating ensembles with strong generalization ability in relatively small computational cost. This paper also analyzes the working mechanism of GASEN from the view of error-ambiguity decomposition, which reveals that GASEN improves generalization ability mainly through reducing the average generalization error of the individual neural networks constituting the ensemble.
Introduction
Since neural computing does not have a clear practical methodology until now, whether a neural network based application will be successful or not is almost fully determined by that who is the practitioner. In general, the more experiences the practitioner has on neural computing, the more chances the application will have in gaining success. However, in real-world applications, the practitioners are often those with little knowledge on neural computing. Therefore the rewards that neural network techniques may return do not always appear.
In the beginning of the 1990s, Hansen and Salamon showed that the generalization ability of a neural network system can be significantly improved through ensembling neural networks, i.e. training a number of neural networks and combining their results in some way. 1 Since it behaves remarkably well and is easy to use, neural network ensemble is regarded as a promising methodology from which not only experts in neural computing but also ordinary engineers in real-world applications can profit.
Most current ensemble approaches train a number of neural networks and then utilize all the trained networks to constitute an ensemble. This paper shows that in the context of combining neural regression estimators, ensembling an appropriate subset of trained networks may be superior to ensembling all the trained networks in some cases. Since the appropriate subset of the trained individual neural networks is hard to be found out directly, a genetic algorithm based approach named GASEN (Genetic Algorithm based Selective ENsemble) is proposed, which trains a number of individual neural networks and then employs a genetic algorithm to select an optimum subset of individual networks to constitute an ensemble. Experiments show that GASEN is superior to a popular ensemble approach, i.e. averaging all that averages the outputs of all the individual networks at each output unit. Experiments also show that GASEN is superior to a selective ensemble approach that is theoretically optimum, i.e. enumerating that estimates the generalization ability of every possible subset of individual networks on a validation set and then selects the best subset to make up the ensemble.
The rest of this paper is organized as follows. In Section 2, the developments in the area of neural network ensemble are briefly reviewed. In Section 3, the relationship between the generalization ability of the ensemble and the correlation of the individual neural networks is analyzed. In Section 4, GASEN is proposed to find out an appropriate subset of individual networks to constitute an ensemble. In Section 5, experiments on averaging all, enumerating, and GASEN are reported. In Section 6, the working mechanism of GASEN is analyzed from the viewpoint of error-ambiguity decomposition. Finally in Section 7, conclusions are drawn and several issues for future investigation are indicated.
Previous Work Review
Since Hansen and Salamon showed the great potential of neural network ensemble, 1 many researchers have run into this area and such a technology has been successfully applied to many domains such as handwritten digit recognition, 2 scientific image analysis, 3 face recognition, 4,5 OCR, 6 medical diagnosis, 7 seismic signals classification, 8 etc. In general, a neural network ensemble is constructed in two stages, i.e. training a number of individual neural networks and then combining their results.
As for training individual neural networks, the most prevailing approaches are Boosting and Bagging. Boosting is proposed by Shapire 9 and improved by Freund et al. 10, 11 . It generates a series of neural networks whose training sets are determined by the performance of former ones. Training instances that are wrongly predicted by former networks will play more important roles in the training of later networks. Bagging is proposed by Breiman 12 based on bootstrap sampling 13 . It generates several training sets from the original training set and then trains an individual neural network from each generated training set. There are also many other approaches for training individual neural networks. Examples are as follows. Hampshire and Waibel utilize different object functions to train individual neural networks.
14 Cherkauer trains individual networks with different number of hidden units. 3 Maclin and Shavlik initialize individual networks in different points of the weight space. 15 Krogh and Vedelsby employ cross-validation to create individual networks. 16 Opitz and Shavlik exploit a genetic algorithm to train diverse knowledge based neural networks. 17 Yao and Liu ensemble all the individuals in an evolved population of neural networks. 18 Liu and Yao use negative correlation learning to simultaneously generate negatively correlated individual neural networks.
19
As for combining the results of individual neural networks, the most prevailing approaches are plurality voting or majority voting for classification tasks, 1 and simple averaging 20 or weighted averaging 21 for regression tasks. There are also many other approaches for combining individual results. Examples are as follows. Wolpert utilizes learning systems to combine individual results. 22 Jimenez employs dynamic weights determined by the confidence of the individual networks to combine the results. 23 Ueda exploits optimal linear weights to combine individual networks. 
Generalization and Correlation
Suppose the learning task is to use an ensemble that comprises N individual neural networks to approximate a function f : R m → R n . The predictions of the individual networks are combined through weighted averaging, where a weight w i (i = 1, 2, ..., N ) satisfying Eq. (1) and Eq. (2) is assigned to the individual neural network f i .
The k-th output component of the ensemble is computed according to Eq. (3), where f i,k is the value of the k-th output component of the i-th individual network.
For convenience of discussion, here we assume that each individual network has only one output component, i.e. the function to be approximated is f : R m → R. But note that the following derivation can be easily generalized to situations where each individual network has multiple output components.
Suppose x ∈ R m is randomly sampled according to a distribution p(x). The expected output of x is d(x). The actual output of the i-th individual neural network is f i (x). Then the output of the neural network ensemble is:
The generalization error E i (x) of the i-th individual network on input x and the generalization error E(x) of the ensemble on input x are respectively:
Then the generalization error E i of the i-th individual neural network on the distribution p(x) and the generalization error E of the ensemble on the distribution p(x) are respectively:
The average generalization error of the individual neural networks on input x is:
Then the average generalization error of the individual neural networks on the distribution p(x) is:
Now we define the correlation between the i-th and the j-th individual neural networks as:
Note that C ij satisfies Eq. (12) and Eq. (13):
Considering Eq. (4) and Eq. (6) we get:
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Then considering Eq. (14) and Eq. (11) we get:
Krogh and Vedelsby derive that the generalization error of a trained neural network ensemble equals the averaged generalization error of the individual networks constituting the ensemble minus their averaged ambiguity, 16 i.e.
Differing from Eq. (16), Eq. (15) utilizes the correlation between the individual neural networks to represent the generalization error of the ensemble. Since the computation of C ij only refers to f i and f j , Eq. (15) is easier to use than Eq. (16) in real-world applications.
Assume that w i = 1/N (i = 1, 2, ..., N ), i.e. the predictions of the individual neural networks are combined via simple averaging. Then Eq. (15) becomes:
Now assume that the k-th individual neural network is removed from the ensemble. Then the generalization error of the new ensemble is:
Considering Eq. (17) and Eq. (18) we get:
It is obvious that E > E when Eq. (20) is satisfied, which means that the new ensemble that excludes f k is more accurate than the original one that includes f k .
Considering Eq. (20) and Eq. (17) we get the constraints on f k :
Now one comes to the conclusion that after the individual neural networks are trained, in some cases ensembling an appropriate subset of individual neural networks is superior to ensembling all the individual networks, and the individual networks that should be excluded satisfy Eq. (21) . Note that the individual neural networks to be excluded are hard to be found out directly by Eq. (21) due to the excessive computation required.
GASEN
An approach named enumerating can be utilized to find out the appropriate subset of individual networks, which estimates the generalization error of all the possible subsets of {f 1 , f 2 , ..., f N } on a validation set and then selects the best subset to make up an ensemble. When N is a small number and the validation set represents well the distribution of the function to be approximated, enumerating achieves optimum results. However, if N is a big number, such as N > 30, then it is hard to apply enumerating due to the excessive computational cost (enumerating will estimate the generalization error of 2 N − 1 number of ensembles). Now we present a practical routine to find out the appropriate subset of individual neural networks. Assume we can assign to each individual neural network a weight that characterizes its importance in constituting the ensemble. Then we can select the individual networks whose weight is bigger than a pre-set threshold λ to make up the ensemble via simple averaging. Suppose the weight of the i-th individual neural network is w i , which satisfies both Eq. (1) and Eq.(2). Then we get a weight vector w = (w 1 , w 2 , ..., w N ). Since the optimum weights should minimize the generalization error of the ensemble, considering Eq. (15), the optimum weight vector w opt can be expressed as:
w opt.k , i.e. the k-th (k = 1, 2, ..., N ) component of w opt , can be solved by lagrange multiplier. w opt.k satisfies:
Eq. (23) can be simplified as:
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Considering that w opt.k satisfies Eq. (2), we get:
Although Eq. (25) can be used to solve for w opt in theory, it rarely works well in real-world applications. This is because in the ensembles of real-world applications there are often some individual neural networks that are quite similar in performance, which makes the correlation matrix (C ij ) N ×N of the ensemble be an inreversible or ill-conditioned matrix so that Eq. (25) cannot be solved.
Since Eq. (22) can be viewed as an optimization problem, considering the success that has been obtained by genetic algorithms in optimization area, 25 GASEN is proposed. It trains a number of individual neural networks at first. Then it assigns a random weight to each of the individual networks and employs a genetic algorithm to evolve those weights so that the optimum weight vector w opt is approximated, i.e. the evolved weights can characterize to some extent the importance of the individual networks in constituting an ensemble. Finally it selects the individual networks whose weight is bigger than a pre-set threshold λ to make up the ensemble. It is worth noting that if no individual network is washed out, i.e. every evolved weight is bigger than λ, all the individual networks are used to constitute the ensemble. We believe that this corresponds to the situation in which no individual networks satisfy Eq. (21) . Note that the output of the ensemble is generated via simple averaging. In other words, the evolved weights are only used in the selection of the individual neural networks. This is because we believe that using the weights both in the selection of the individual networks and the combination of the individual predictions is easy to cause overfitting.
Here GASEN is realized by utilizing the standard genetic algorithm 25 and a floating coding scheme that represents each weight in 64 bits. Therefore each individual in the evolving population is coded in 8N bytes where N is the number of the individual networks. Note that GASEN can also be easily realized by employing other kinds of genetic algorithms and coding schemes.
Let V denote the validation set. The estimated value of the correlation between the i-th and the j-th individual neural networks is:
Considering Eq. (15), the estimated generalization error of the neural network ensemble corresponding to the individual w in the evolving population is:
It is obvious that E V w expresses the goodness of w. The smaller E V w is, the better w is. So we use f (w) = 1/E V w as the fitness function. Note that the components of w may violate Eq. (1) or Eq. (2) during its evolution. Therefore the evolved w should be normalized so that its components can be compared with λ. Here we use a simple normalization scheme:
5. Experiments
Summary
We use four regression problems, among which two are artificial problems and the other two are real-world ones, to compare the performance of three ensemble approaches, i.e. averaging all, enumerating, and GASEN. The first artificial problem is Plane proposed by Ridgeway et al. 26 There are 2 continuous attributes. The data set comprising 1, 000 instances is generated according to Eq. (29) where "N (0, 0.05)" denotes the normal distribution with standard deviation 0.05, and "U (0, 1)"denotes the uniform distribution over the unit interval.
The second artificial problem is Friedman #1 proposed by Friedman. 27 There are 5 continuous attributes. The data set comprising 1, 000 instances is generated according to Eq. (30) where "N (0, 1)" denotes the standard normal distribution and "U (0, 1)" denotes the uniform distribution over the unit interval.
The first real-world problem is Boston Housing from UCI machine learning repository. 28 There are 12 continuous attributes and 1 categorical attribute. The data set comprises 506 instances.
The second real-world problem is Ozone proposed by Breiman and Friedman. 
Eq. (31) reveals that Bagging only uses about 63% instances of the original training set to generate training sets of the individual networks. Therefore for each network we use the remaining 37% instances that have not been included in its training set as its validation set.
After the individual BP networks have been trained, we use averaging all, enumerating, and GASEN to generate ensembles. In our experiments the genetic algorithm employed by GASEN is realized by the GAOT toolbox developed by Houck et al. 31 . The genetic operators, including select, crossover, and mutation, and the system parameters, including crossover probability, mutation probability, and stopping criterion, are all set to the default values of GAOT. The pre-set threshold λ used by GASEN is set to 0.05. The validation set used by both GASEN and enumerating is generated via bootstrap sampling from the training set. Since the genetic algorithm has inherent randomness, in our experiments the results of GASEN are attained by averaging the results of five runs with the same configuration.
Comparison with 5-fold cross validation
In the first series of experiments, for each problem we run 5-fold cross validation to attain the experimental results. That is, we divide the original data set into five subsets with similar sizes, and in each run we use one subset as the test set while using the union of the remaining ones as the training set. The recorded results are the average of those five runs where all the subsets have been used as the test set. a The generalization error, i.e. error on the test set, of averaging all, enumerating, and GASEN on the four data sets measured in mean square error are tabulated in Table 1 . Note that enumerating is not always the best approach. This may be because the validation sets used in our experiments do not well represent the distribution of the functions to be approximated.
Pairwise one-tailed t-tests indicate that the generalization ability of GASEN is significantly better than that of averaging all on all the data sets except Plane where the generalization ability of those two approaches is not significantly different. Therefore we believe that GASEN is superior to averaging all because ensembles generated by it are more accurate than that generated by averaging all in most cases.
a It is worth noting that since we adopt cross validation instead of hold-out test, here the experimental results are slightly different to those presented in our IJCAI-01 paper. Pairwise one-tailed t-tests also indicate that the generalization ability of GASEN and enumerating is not significantly different on all the data sets except Boston Housing where GASEN is significantly better than enumerating. Considering that enumerating can hardly work when there are lots of individual networks due to its extensive computational cost, we believe that GASEN is superior to enumerating because it can generate comparable or even more accurate ensembles with much smaller computational cost.
Since both GASEN and enumerating are selective ensemble approaches, we compare the ensembles generated by them in terms of the size of the ensembles, i.e. the number of selected individual neural networks, and the number of the same individual networks that are selected by both approaches. The comparison is shown in Table 2 . Table 2 indicates that the ensembles generated via GASEN and enumerating are strikingly similar. Considering that enumerating is an optimum approach when the size of ensemble is small and the validation set represents well the distribution of the function to be approximated, we believe that the resemblance revealed by Table 2 substantiates the goodness of GASEN from another aspect. However, the reason for the resemblance should be further explored.
Comparison with progressive training sets
In the second series of experiments, for each problem we divide the original data set into ten subsets with similar sizes. At the first time, we use one subset to train; at the second time, we use two subsets to train; at the third time, we use three subsets to train; and so on. The earlier training sets are proper subsets of the later ones. The test set is always the original data set. Note that at the tenth time, the training set is the same as the test set. The recorded results are the average of five runs, which is depicted in Fig. 1 to Fig. 4 . Fig. 4 show that as the training set size increases, the generalization error of all the three ensemble approaches gradually decreases. This reveals that very accurate ensembles can be generated if enough training instances are available. However, the gradient of the generalization error also decreases as the training set size increases, which suggests that the generalization ability of ensembles can not be infinitely improved by increasing the number of training instances.
Note that the generalization ability of GASEN and that of enumerating is so close that their curves are difficult to be distinguished in the figures. On Plane and Ozone, the generalization ability of all the three approaches is not significantly different. But on Friedman #1 and Boston Housing, GASEN and enumerating are significantly better than averaging all in most of the experiments.
It is worth noting that on Boston Housing, the generalization error of GASEN and enumerating increases when the training set size increasing from 50 to 100. We believe that this is because the validation set employed by both GASEN and enumerating in this experiment does not represent well the distribution of the function to be approximated. Therefore GASEN and enumerating select inappropriate subsets of individual neural networks to make up ensembles. However, we believe this can be solved when enough instances are available, or validation sets are elaborately organized, or some specific mechanisms such as selecting the individual networks based on the average error on several validation sets are employed.
Discussion
Krogh and Vedelsby decompose the generalization error of a trained neural network ensemble, i.e. E, to a subtraction of two terms as shown in Eq. (16) , where the minuend is the average generalization error of the individual neural networks constituting the ensemble, i.e. E, and the subtrahend is the average ambiguity of those individual neural networks, i.e. A. 16 It is obvious that the smaller the value of E and the bigger the value of A are, the better the ensemble is. In this section, we try to explain the working mechanism of GASEN from the view of Krogh and Vedelsby's decomposition. Now examine the experiments described in Section 5.2. From Table 1 , we can get the value of E. Through averaging the generalization error of the individual neural networks constituting the ensembles, we can get the value of E. Then we can get the value of A from subtracting E from E according to Eq. (16) . The values of E, E, and A of the three experimented ensemble approaches, i.e. averaging all, enumerating, and GASEN, on the four data sets are depicted in Fig. 5 , where "E bar" and "A bar" denote E and A respectively. Fig. 5 reveals that on Friedman #1, Boston Housing, and Ozone, selective ensemble approaches, i.e. enumerating and GASEN, are significantly better than the non-selective ensemble approach, i.e. averaging all. Both E and A are greatly reduced by selective ensemble approaches. However, the reduction in E is greater than that in A, therefore E is significantly reduced. Fig. 5 also reveals that on Boston Housing and Ozone, although the reduction in E of enumerating is greater than that of GASEN, the reduction in A of enumerating is even more greater than that of GASEN. Therefore the E of GASEN is smaller than or close to that of enumerating.
Based on those observations, we believe that GASEN generates neural network ensembles with strong generalization ability mainly through reducing the average generalization error of the individual neural networks constituting the ensembles. 
Conclusion
In this paper, the relationship between the generalization ability of the neural network ensemble and the correlation of individual neural networks is analyzed, which reveals that in some cases ensembling a selective subset of individual networks is superior to ensembling all the individual networks. Then a genetic algorithm based ensemble approach named GASEN is proposed. Experimental results show that GASEN is superior to both averaging all and enumerating. Moreover, the working mechanism of GASEN is analyzed from the view of error-ambiguity decomposition, which shows that GASEN improves the generalization ability mainly through reducing the average generalization error of the individual neural networks constituting the ensemble.
In the near future, we want to compare GASEN against more ensemble approaches on more data sets. We also want to find out the relationship between the pre-set threshold λ, which determines the selection of individual neural networks, and the generalization ability of the ensemble so that we can set λ to appropriate values in real-world applications. Moreover, we want to explore whether GASEN can be extended for combining classifiers.
