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Ljubljana, 2019
Copyright. Rezultati diplomske naloge so intelektualna lastnina avtorja in
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Pri razvoju API-jev pogosto uporabimo obstoječa ogrodja, ki nam olaǰsajo
delo. Eden najbolj priljubljenih pristopov je zagotovo razvoj mikrostoritev,
ki jih lahko nato gostimo v oblaku ali v okolju Docker. Obstaja pa pri razvoju
programske opreme tudi pristop brez strežnika, kjer izdelamo aplikacijo, se-
stavljeno iz mikrostoritev, ki se izvaja kot odziv na dogodke, se samodejno
prilagaja in obračunava samo takrat, ko se dejansko izvaja. To močno znižuje
skupne stroške vzdrževanja aplikacij, kar nam omogoča, da hitreje zgradimo
več programske logike. V okviru diplomske naloge na praktičnem primeru
poslovne spletne aplikacije izvedite primerjavo tradicionalnega pristopa in
pristopa brez strežnika. Implementiran prototip tudi kritično ovrednotite.
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4.5 Čelni del prototipa . . . . . . . . . . . . . . . . . . . . . . . . 22
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PaaS Platform as a service platforma kot storitev
FaaS Function as a service funkcija kot storitev
AWS Amazon web services Amazon spletne storitve
IDE Integrated development envi-
ronment
integrirano razvojno okolje
JSON Javascript object notation Javascript objektna notacija




SMS Short message service sistem kratkih sporočil
URL Uniform resource locator enolični krajevnik vira
REST Representational state transfer način interoperabilnosti med
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UTC Coordinated universal time univerzalni koordinirani čas
ORM Object-relational mapping objektno-relacijsko mapiranje
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Naslov: Prednosti in slabosti arhitekture brez strežnika
Avtor: Blaž Rupnik
V današnjem času se za gostovanje spletnih aplikacij vse bolj pogosto upo-
rablja oblak. Ena izmed možnosti arhitekture, ki je gostovana v oblaku,
je brezstrežnǐska arhitektura. Značilnost le te je, da namesto za plačevanje
strežnika uporabljamo funkcije, ki se kličejo dogodkovno. Tako plačujemo
le število izvedb funkcij in porabljene vire. V diplomski nalogi je s pomočjo
zaledja napisanega v .NET Core standardu in z uporabo Microsoft Azure
oblačnih storitev ustvarjena spletna poslovna aplikacija v taki arhitekturi.
Aplikacijo smo testirali lokalno ter jo nato še objavili v oblak, kjer je na voljo
v produkcijskem okolju. Njeno delovanje smo nato testirali še preko dodatnih
storitev, ki jih ponuja Azure in opazovali prednosti in slabosti pri glavnih la-
stnostih razvoja ter delovanja. Na koncu smo naredili povzetek primerjave
in ugotovili, da je brezstrežnǐska arhitektura že dovolj zrela za podjetnǐsko
uporabo ter da imamo z njeno uporabo veliko manj dela pri zagotavljanju
ustrezne konfiguracije za nemoteno delovanje.
Ključne besede: funkcije, oblak, arhitektura.

Abstract
Title: Serverless architecture pros and cons
Author: Blaž Rupnik
It is more and more common to host our web applications in the cloud.
One of options that we can choose when deciding to host our website is
serverless architecture. Instead of paying for hosted server we make our
backend with functions that are event based so we pay only for amount of
times the functions were invoked and the amount of memory they used. In
this diploma thesis we use .NET Core standard and cloud service provider
Microsoft Azure for making a web business application in such architecture.
We test the application locally and then publish it in the cloud provider,
where it goes into production mode. We used additional Azure services to
test the application in action and observed main strenghts and weaknesses
of key features in implementation and working action. Then we made a
conclusion that serverless architecture is mature enough for enterprise usage.
We also have much less work in configuring hardware for undisturbed work
of the application.




V zadnjih letih raste trend selitve podatkov in poslovnih storitev v oblak.
Tako je nastalo tudi več možnosti, na kakšen način izrabljamo ponujena
oblačna orodja. Najbolj znana je PaaS - to so programska orodja in storitve
ponujene s strani oblačnega ponudnika, ki jih podjetja lahko prosto uporabijo
za izdelavo lastnih poslovnih aplikacij. Pri arhitekturi storitev je velik izziv
postavitev ustrezne konfiguracije strežnikov, kjer bo lahko storitev delovala
tekoče tudi ob visoki obremenitvi, hkrati pa bo cenovno dovolj ugodna za iz-
brano podjetje. V diplomskem delu se bomo ukvarjali z novo obliko področja
izdelave takih storitev, ki zna učinkovito reševati to težavo. Hkrati je naš cilj
narediti pregledno primerjavo temeljnih lastnosti razvoja oblačnih aplikacij
z arhitekturo brez strežnika in tradicionalno.
1.1 Motivacija
Izdelane aplikacije in storitve so vedno bolj zahtevne, zato so tudi vǐsje po-
trebe po kakovostnih strežnikih, ki omogočajo nemoteno delovanje. V izve-
deni raziskavi [23] avtor ugotavlja, da je kar trideset odstotkov strežnikov v
mirujočem stanju, torej že najmanj šest mesecev niso imeli izvedenega pro-
cesa. Eden od mogočih razlogov za to je, da veliko podjetij zakupi strežnik kot
rezervo v primeru, da so njihovi primarni strežniki preveč obremenjeni in tako
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postanejo slabo izkorǐsčeni. Pred kratkim se je v razvoju storitev v oblaku
pojavilo novo področje imenovano FaaS oziroma tehnologija brez strežnika.
Pri njej je zaledje storitve implementirano iz t.i. funkcij, ki skupaj tvorijo
funkcijsko aplikacijo, ta pa je potem gostovana v oblaku. Za razliko od tra-
dicionalne arhitekture, kjer je potrebno poskrbeti tudi za ustrezen strežnik,
nam pri tej storitvi ponudnik sam zagotavlja svoje strežnike takrat, ko jih
potrebujemo. Za to, da pride do primernega skaliranja ob večjih obremeni-
tvah, poskrbi oblačni ponudnik sam, uporabnik pa plačuje le skupno število
izvedb funkcij znotraj aplikacije skupaj v razmerju s količino uporabljenih
virov na strežnikih. Cilj diplomske naloge je ugotoviti ključne prednosti in
slabosti pri takšni arhitekturi v primerjavi s tradicionalno ter presoditi, kako
zrela je za produkcijsko uporabo. Za bolǰso predstavo smo razvili prepro-
sto poslovno aplikacijo, kjer je zaledje narejeno iz funkcijske aplikacije, ki
jo želimo objaviti v oblak ter jo analizirati na področju implementacije in
delovanja.
1.2 Struktura dela
V 2. poglavju smo razjasnili, kako deluje tehnologija brez strežnika, kaj
se dogaja v ozadju in katere so ključne razlike v primerja s tradicionalnim
načinom razvoja poslovnih aplikacij. V 3. poglavju smo na kratko opisali vse
uporabljene tehnologije za naš prototip in kako se le te povezujejo med seboj.
V 4. poglavju smo naredili pregled celotnega procesa izdelave naše poslovne
aplikacije, od izgleda začetnega projekta do objave aplikacije v oblak, kjer
je potem na voljo javno. V 5. poglavju sledi analiza in ugotavljanje glav-
nih prednosti in slabosti, pri izdelavi prototipa, kjer za osnovo uporabimo
tradicionalen način razvoja aplikacij. Zaključimo s 6. poglavjem, kjer po-





Pri tradicionalnem načinu delovanja spletnih aplikacij se uporablja pristop
odjemalec-strežnik. Odjemalec se povezuje s strežnikom tako, da mu pošilja
zahteve, nazaj pa dobi podatke oziroma potrditev o izvedenih akcijah na
strežniku. Težava nastane, ko ob istem času strežnik dobi več zahtevkov
kot jih je zmožen naenkrat obdelati in v takih primerih potrebujemo bolj
zmogljivo opremo na strežniku ali več strežnikov, da se zahtevki porazdelijo.
Tako morajo razvijalci aplikacije predvideti, kakšen bo največji promet na
strani strežnikov, da ustrezno konfigurirajo strojno opremo strežnikov in s
tem omogočajo tekoče delovanje tudi ob najvǐsji obremenjenosti. S tem po-
stane oprema slabo izkorǐsčena, sploh če so intervali velike obremenjenosti
kratki in redki.
Pri arhitekturi brez strežnika nam tega ni treba več konfigurirati, saj za
to poskrbi oblačni ponudnik, katerega izberemo za gostovanje naše aplika-
cije. Ponudnik ob povečanem prometu sam priskrbi dodatne instance ali
dodatne strežnike, na katerih se izvajajo funkcije, ki si jih lahko predsta-
vljamo kot akcijo, ki jo pokliče odjemalec. Največja inovacija, ki jo ponuja
način izvedbe funkcij, je možna zaradi virtualizacije [21]. To pomeni, da
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na fizičnem strežniku z določeno strojno opremo lahko ustvarimo virtualne
računalnike, ki delujejo kot navadni računalniki z operacijskim sistemom, ki
uporablja vire strežnika, programska oprema na virtualnem računalniku pa
je izolirana. Ena od tehnologij, ki se je razvila iz virtualizacije, so vsebniki.
Vsebniki so paketi, ki vsebujejo programsko kodo in vse odvisne knjižnice,
ki jih koda vsebuje. Ob proženju funkcije se tako ustvari vsebnik, kateremu
se dodeli majhen delež virov strežnika, kjer se bo funkcija izvedla. Vsebniki
vsebujejo le nujne funkcionalnosti z vidika delovanja. Zaradi tega so zelo
hitri pri ustvarjanju nove instance in uničenju le te nekaj časa po zaključku
izvajanja funkcije [24]. V nasprotju se pri tradicionalni arhitekturi za izvaja-
nje uporabljajo virtualni računalniki, ki potrebujejo več časa za skaliranje in
spremembe v nastavitvah, saj vsebujejo veliko funkcionalnosti in program-
ske opreme, ki so za samo izvajanje nepotrebne. Vsebniki, kjer se poganjajo
funkcije, si tako delijo vire na strežnikih. Po koncu izvedbe se ne ugasnejo ta-
koj, ampak še nekaj časa čakajo na morebitno novo potrebo po izvedbi. Ker
ni potrebno novo ustvarjanje in se nova funkcija izvede v istem vsebniku, je
s tem izvajanje hitreǰse [22].
Na sliki 2.1 je grafično prikazan izgled arhitekture brez strežnika in tradi-
cionalne. Pri tradicionalni so vsi elementi monolitno združeni. To pomeni,
da imamo skupen repozitorij za vse uporabljene storitve in vmesnike, ki so
lahko na primer HTML strani ali REST storitve [30]. Pri brezstrežnǐski je
zaledna logika razdrobljena na posamezne funkcije, ki jih kličemo z logiko
na odjemalcu. Prav tako je od preostanka aplikacije možno ločiti varnostno
implementacijo z uporabo katere od oblačnih storitev, ki skrbi za hranjenje
podatkov o uporabnikih in nato ob klicu funkcij skrbi za avtentikacijo na
nivoju celotne aplikacije.
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Slika 2.1: Grafični prikaz razlike v tradicionalni in brezstrežnǐski arhitekturi
[31].
Trenutno so najbolj znani ponudniki [14] arhitekture brez strežnika AWS
Lambda, Microsoft Azure, Google Cloud ter IBM OpenWhisk. Vsi ponu-
dniki so med seboj zelo konkurenčni, čeprav so med njimi razlike [25], ki
jih je treba preveriti pri izbiri ponudnika. Ena glavnih je podpora za pro-
gramske jezike. Tu ima najbolǰso podporo Microsoftov Azure, saj omogoča
programiranje v vseh najbolj razširjenih jezikih, razen Jave, ki je podprta
le v najnoveǰsi različici. Vsi ponudniki za tipe izvajanja ponujajo časovne
ter HTTP zahtevke. Poleg tega tudi vsi omogočajo integracije z drugimi
oblačnimi storitvami istega ponudnika, zato moramo preveriti s katero mo-
rebitno storitvijo želimo narediti integracijo ter nato primerjati delovanje te
storitve med ponudniki.
Pri izvedbi je pomembno tudi, kolikšno število vzporednih izvedb dovoljuje
posamezni ponudnik. OpenWhisk in Azure nimata omejitve. Google za
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funkcije, ki so bile poklicane s HTTP zahtevkom nima omejitve, za druge
pa ima, tako kot AWS, omejitev na tisoč vzporednih izvedb. Za spremljanje
aplikacij ima vsak ponudnik svojo storitev, zato moramo preveriti, kaj točno
želimo nadzorovati v naši aplikaciji in kakšno podporo za to ima posamezna
storitev.
Pri izdelavi naše aplikacije smo se odločili za Azure. Njihova storitev, ki
ponuja arhitekturo brez strežnika, je poimenovana ”Azure Functions”. Iz-
brali smo jo zato, ker smo že prej uporabljali razvojno okolje Visual Studio
Professional skupaj z zakupljeno licenco. Microsoft uporabnikom tega oko-
lja omogoča brezplačno mesečno ugodnost v vǐsini 50 dolarjev, za uporabo
oblačnih storitev Azure [8]. Ker nismo presegli mesečne ugodnosti, z gostova-
njem funkcijske aplikacije nismo imeli stroškov, nekaj denarja pa smo morali
odšteti za gostovanje podatkovne baze ter storitve za spremljanje aplikacije.
Poglavje 3
Uporabljene tehnologije
V naslednjih podpoglavjih so predstavljena vsa glavna ogrodja in knjižnice,
ki smo jih uporabili pri delu. Delovanje in povezovanje posameznih tehnologij
pa je predstavljeno v poglavju 4.
3.1 Azure Functions
Azure funkcije so glavno ogrodje, ki ga uporabljamo v naši aplikaciji. Po-
nujeno je kot storitev znotraj oblačne platforme Azure [2]. Omogoča nam
izdelavo funkcijske aplikacije na nivoju posamezne funkcije, testiranje funk-
cije in analizo delovanja ter gostovanje.
Do sedaj sta izšle dve glavni različici, 1.x in 2.x. Za nove aplikacije je privzeta
različica 2, tako da se prva različica uporablja le za že obstoječe aplikacije.
Če bi želeli celotno aplikacijo nadgraditi iz prve različice, je to možno le, če
funkcijska aplikacija še ne vsebuje funkcij. Tako je migracija ročna, saj mo-
ramo za vsako funkcijo preveriti, če bo ustrezno delovala v novem zagonskem
okolju ter popraviti vse reference na knjižnice, ki se spremenijo.
V času pisanja je možno funkcije pisati v več programskih jezikih [15]. To so
C#, Javascript, F#, Java (možno le v najnoveǰsi različici), Python, Type-
Script. Ena glavnih prednosti pri razvoju je vezava storitev na vhod in izhod
funkcij. Delovanje bomo podrobneje predstavili v poglavju 4. Razvojnǐska
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orodja za izdelavo funkcij so vsebovana v SDK paketu, ki ga preko upra-
vljalca paketov NuGet [9] namestimo v lokalnem razvojnem okolju. V našem
primeru je že vgrajen, saj uporabljamo Visual Studio, potrebno ga je le še
namestiti.
Trenutno sta na voljo dva plana plačevanja za gostovanje take aplikacije. Prvi
je enak gostovanju tradicionalne aplikacije. Tu plačujemo za vse strežnike, ki
so dosegljivi ves čas. Tak način je smiselen, če znamo dobro presoditi, kakšno
bo največje skaliranje, hkrati pa lahko bolǰse predvidimo, kakšni bodo naši
celotni stroški. Drugi plan plačevanja se imenuje porabnǐski plan. Tukaj
lahko izkoristimo prednosti arhitekture brez strežnika, saj plačujemo le po-
rabljene vire ob izvedbi funkcije ter število izvedb. Za skaliranje nam ni treba
skrbeti, ker za to poskrbi ponudnik sam. Pri Azurju je izvajanje ene funkcije
časovno omejeno na največ deset minut.
3.2 Visual Studio Professional 2017
To je integracijsko razvojno orodje [17], ki je najbolj primerno za izdelavo
.NET spletnih aplikacij. Omogoča povezavo do oblačnega računa, tako da
lahko z ustreznim SDK-jem funkcijsko aplikacijo lokalno razvijamo in jo po-
tem objavimo v oblak preko Visual Studia. Vsebuje tudi razhroščevalnik za
lokalno testiranje in iskanje napak, hkrati pa ima že vgrajeno podporo za
orodje Git, ki se uporablja za nadzor različic aplikacij, ki jih razvijamo.
Za razvijanje našega prototipa smo uporabili različico Visual Studio 2017, v
času pisanja pa je že obstajala tudi najnoveǰsa različica 2019.
3.3 Azure SQL
Še ena storitev, ki jo ponuja Azure, je gostovanje SQL podatkovnih baz. Za
potrebe naše aplikacije smo ustvarili nov strežnik SQL na Azurju, kjer smo
potem ustvarili relacijsko podatkovno bazo Microsoft Azure Sql 2012, ki jo
strežnik kasneje gostuje. Pri podatkovni bazi lahko tudi izberemo plan zmo-
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gljivosti. Izbrali smo osnovni plan, ki omogoča 2 gigabajta prostora ter stane
6 € na mesec. Možno je tudi gostovanje večih baz na enem strežniku. V
nastavitvah strežnika lahko, glede na to, za kakšen namen želimo posamezno
bazo uporabiti, nastavimo, koliko možnih virov naj ima posamezna baza. V
našem primeru smo uporabili le eno bazo za razvoj in produkcijo, saj baz ni
možno brezplačno gostovati.
Ena od prednosti gostovanja preko Azurja je možnost pisanja SQL poizvedb
preko spletnega portala. Tako ne potrebujemo še dodatnega orodja, preko
katerega bi spreminjali shemo baze.
3.4 Angular
Vse preǰsnje navedene tehnologije so pomembne za delovanje zalednega dela.
Drugi del, ki sestavlja našo aplikacijo, je čelni. Tu je narejen grafični vmesnik
naše aplikacije ter ozadje, kjer se oblikujejo HTTP zahtevki, ki jih pošiljamo
v našo funkcijsko aplikacijo. Nazaj tako dobimo podatke, ki jih ustrezno
prikažemo uporabniku, oziroma potrditev o izvedbi akcije. Uporabnikom
sporočimo stanje uspeha želene akcije. Ena od priljubljenih platform za
gradnjo grafičnih vmesnikov je Angular [1], ki smo jo uporabili tudi mi, saj






V poglavju bomo podrobno opisali, kako je s pomočjo orodja Azure Func-
tions potekala izdelava naše poslovne aplikacije z uporabo arhitekture brez
strežnika. Naša aplikacija je razdeljena na dva glavna dela, zaledni in čelni.
Čelni del je implementiran z uporabo tehnologije Angular in deluje kot odje-
malec, ki pošilja HTTP zahtevke na zaledje. Zaledni del predstavlja aplika-
cijski vmesnik, ki je sestavljen iz brezstrežnǐskih funkcij. Poleg HTTP funkcij
imamo narejene še časovne in vezavo na izhod funkcij ter povezovanje do zu-
nanje storitve. Nekaj osnovnih entitet, za katere imamo CRUD operacije, so
uporabnik, letni dopust ter mesečna ocena. Uporabniki so mǐsljeni kot sode-
lavci znotraj našega podjetja, letni dopusti so zahteve, ki vsebujejo podatek
o sodelavcu, datumski interval za odsotnost ter status, ki nam pove, ali je
zahteva še v odobritvi oziroma ali je bila zavrnjena ali odobrena. Ko oseba
odda novo prošnjo za letni dopust, se preko SMS storitve pošlje obvestilo
uporabniku, ki je odgovoren za odobritev. Mesečna ocena je številska ocena,
ki jo vodja shrani za zaposlenega za določen mesec. Na uvodni strani tako
prikazujemo povprečno oceno za posamezen mesec v tekočem letu, hkrati pa
obveščamo uporabnika o zahtevah za letni dopust, ki jih mora še odobriti
oziroma zavrniti. Procesni diagram naše aplikacije lahko vidimo na sliki 4.1.
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Slika 4.1: Procesni diagram in primeri uporabe v naši aplikaciji.
V nadaljevanju je predstavljena struktura našega zalednega projekta in
namen posameznih datotek v njem. Sledi prikaz, kako se ustvarja posamezna
funkcija in kakšno je začetno ogrodje glede na tip funkcije. Potem predsta-
vimo, kako se funkcija povezuje na bazo in kako jo lokalno testiramo. V
zadnjem delu poglavja ob zaključenem prototipu, vidimo kako poteka obja-
vljanje aplikacije, ter nato še predstavimo storitev za spremljanje aplikacije
v živo.
4.1 Izgled zalednega projekta
Na sliki 4.2 je prikazana struktura projekta, ki je bila zgrajena v razvojnem
okolju Visual Studio, to je najpogosteje uporabljeno okoljo za izdelavo po-
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slovnih aplikacij, ki temeljijo na Microsoftovih tehnologijah. Znotraj rešitve
imamo 2 podprojekta. Prvi je glavni in vsebuje zaledje iz funkcij. Drugi
vsebuje teste enot funkcij in je namenjen zgolj testiranju, zato pri izdelavi ni
obvezen. Večino datotek v glavnem podprojektu ima končnico ”.cs”. Vsaka
izmed njih je ena funkcija, razen datoteke ”ExtensionClasses”, kjer so vsi
pomožni razredi, ki jih funkcije uporabljajo. Sodobne poslovne aplikacije
večinoma uporabljajo objektno programiranje, kjer se razrede uporablja za
definiranje objektov. Iz tega lahko vidimo, da kljub temu, da je arhitekura
drugačna, je samo programiranje enako, le pri nekaterih stvareh je potrebna
večja pazljivost. ”Dependencies”vsebuje vse reference na vse knjižnice, ki
smo jih uporabili v projektu. Privzeto imamo vgrajenih samo nekaj sistem-
skih knjižnic, saj je delovanje tako bolj optimalno, ker nimamo vsebin, ki
jih potrebujemo. Če želimo imeti novo knjižnico, jo v Visual Studiu z lah-
koto namestimo preko konzole, ki podpira Nuget upravljalec paketov. To je
osnovno orodje za nalaganje, odstranjevanje in avtomatizacijo nadgrajeva-
nja paketov ter knjižnic v projektih izdelanih z Visual Studiem. Datoteka
”.gitignore”je povezana z orodjem Git, enim od vodilnih sistemov za nadzor
različic. Tu imamo konfigurirano katere datoteke v projektu naj Git igno-
rira, saj so morda le zgenerirana koda drugih datotek ali pa so varnostno
občutljive in jih ne želimo imeti na oddaljenem repozitoriju, ki je morda ja-
ven.
Preostali dve datoteki sta specifični za lastnosti brezstrežnǐskega projekta
in obnašanje funkcij, ko je aplikacija enkrat gostovana v oblaku. Prva je
”host.json”. Končnica nam pove, da gre za datoteko, ki uporablja JSON
notacijo. To pomeni, da je njen izgled slovar ključev in vrednosti, s tem da
ima lahko vrednost zopet svoj podslovar. Tu so zapisane vse lastnosti našega
funkcijskega projekta. Ena glavnih je različica funkcij, ki jih naš projekt
podpira. Microsoft je do sedaj izdal dve glavni različici, njuna glavna razlika
pa je, v kakšen okolju se poganjajo funkcije. Prva različica podpira standard
.NET, ki je stareǰsi in je značilen za delovanje na Windows okoljih. Druga
različica, ki smo jo uporabili tudi mi, je standard .NET Core. To je nadgra-
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dnja prve različice, zanj je značilno delovanje na vseh večjih platformah, to
so Windows, Linux, Mac OS.
Nastavimo lahko tudi, koliko največ časa dovolimo za izvajanje posameznega
klica funkcije. Privzeto je to pet minut, po petih minutah delovanja tako
funkcija vrne napako, saj je presegla dovoljeno časovno mejo. Ugotovili smo,
da je to koristno, saj se vse funkcije izvedejo zelo hitro. Če bi slučajno prǐslo
do napake v delovanju in bi nadaljevali izvajanje brez zgornje časovne meje,
bi s tem po nepotrebnem zasedali vire strežniku.
V drugi JSON datoteki, ”local.settings.json”, imamo shranjene lokalne na-
stavitve za našo aplikacijo, ki se upoštevajo le v razvojni fazi. Zato moramo
paziti, da pri objavi rešitve v oblak, ustrezno nastavimo konfiguracijske na-
stavitve še tam. Torej, ko za razvoj uporabljamo razvojno bazo podatkov,
imamo v lokalnih nastavitvah nastavljen ključ in vrednost za dostop do nje.
Na oblaku na produkcijskem okolju pa ključ ostane isti, saj nam pove da gre
za podatek o dostopu na bazo. Spremenimo le vrednost, ki mora kazati na
ustrezno produkcijsko bazo. V tej sekciji lahko hranimo tudi nastavitve za
dostop do zunanjih storitev, ki jih uporabljamo. V našem primeru za Twilio
storitev za pošiljanje SMS sporočil ob določenih dogodkih. V nastavitvah
tako konfiguriramo ustrezen dostop za samodejno klicanje njihovega API-ja
in s tem lahko njihove funkcionalnosti uporabljamo v vseh funkcijah znotraj
projekta.
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Slika 4.2: Slika strukture projekta, ki deluje na principu arhitekture brez
strežnika.
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4.2 Ustvarjanje in izgled funkcije
Ko potrebujemo novo funkcionalnost, moramo ustvariti novo funkcijo. To
lahko naredimo preko desnega klika na naš projekt funkcij in izberemo ak-
cijo za dodajanje. Odpre se nam novo pojavno okno, kamor vpǐsemo ime
funkcije. Paziti moramo, da ime ne vsebuje presledkov. V primeru, da jih,
se pri kreiranju ignorirajo. Nato še izberemo kakšnega tipa bo funkcija, kar
je prikazano na sliki 4.3. Vsaka ustvarjena funkcija dobi svoj URL naslov
preko katerega je dostopna. Imamo več možnosti, najpogosteje so upora-
bljeni HTTP prožilci. Ti delujejo na enak način kot navadni API-ji. Torej,
ko se pošlje HTTP zahtevek na URL naslov, se pokliče ustrezna funkcija na
tem naslovu. V glavi funkcije definiramo, kakšne vrste REST metod bo funk-
cija podpirala. Najbolj klasičen je ”Get”, kjer le želimo določene podatke.
Druge so časovno aktivirane funkcije. Pri njih določimo čas v dnevu, kdaj
se bo funkcija izvedla oziroma določimo kakšen naj bo časovni interval med
izvedbami. V naši aplikaciji se vsak dan ob peti uri zjutraj preveri podatke
na bazi in pobrǐse nekonsistentne. S tem ohranjamo stabilno bazo podatkov.
Še en tip funkcije, ki je zelo koristen, je dirigentska funkcija. Za arhitek-
turo brez strežnika je značilno, da je brez stanj. To pomeni, da aplikacija
ne more ohranjati stanj nekaterih objektov ali delovnih tokov, saj bi se ob
ponovnem zagonu aplikacija ponastavila. To rešuje dirigentska funkcija, ki si
je sposobna zapomniti v katerem stanju izvedbe je, tudi če aplikacija preide
v neaktivno stanje.
Ostali navedeni tipi so neposredno povezani z uporabo oblačnih storitev pri
ponudniku Azure. Azure ponuja veliko storitev, za kar nekaj od njih že ob-
staja podpora s funkcijami. Primer je Cosmos DB. To je nerelacijska baza
gostovana v oblaku. Tako lahko ob vsakem dogodku na bazi pokličemo funk-
cijo, ki morda preveri podatek, do katerega želimo dostopati, ali pa naredimo
kakšno drugo funkcionalnost, ki se izvede ob vsakem novem zapisu.
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Slika 4.3: Prikaz okna, ki se nam odpre ob dodajanju nove funkcije. Na levi
izberemo njen tip, na desni pa način avtorizacije
Na desni strani dialoga 4.3 lahko nastavimo na kakšen način se bo avtori-
zirala ta funkcija. V času pisanja imamo tri možnosti, a je izbira odvisna tudi
od tipa funkcije. Avtorizacija na nivoju funkcije, ki je tudi privzeta izbira, ob
ustvarjanju zgenerira unikaten ključ, ki mora biti prisoten ob klicu funkcije
preko HTTP zahtevka. V zahtevku ga moramo poslati kot parameter v URL
naslovu in ob klicu funkcija najprej preveri, če ta parameter obstaja, in če
se ujema z zahtevanim. Tak način ni zelo varen, saj uporabnik vidi URL
naslov. Drugi način je anonimen dostop. V tem primeru se ne izvede nobena
avtorizacija in funkcijo lahko pokliče kdorkoli. Takšen način je smiselen, če
imamo narejeno svojo avtorizacijo funkcij po meri. Tretji način je ”admini-
strator”način, je zelo podoben avtorizaciji na nivoju funkcije, le da imamo
tu ključ definiran za celotno aplikacijo, torej lahko z enakim ključem kličemo
vse funkcije.
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Na sliki 4.4 lahko vidimo izgled ogrodja funkcije, ki ima za prožilec HTTP
zahtevek. Vsaka funkcija je vsebovana znotraj razreda, ki je poimenovan isto
kot funkcija. Funkcije so praviloma statične, saj ne želimo delati več instanc
iste funkcije, ker se s tem poveča kompleksnost in vzdrževanje. Zaželeno je
tudi da so funkcije asinhrone, zato tudi ključna beseda ”async”. Delovanje
aplikacije se s tem nemoteno nadaljuje, funkcija v ozadju opravi svojo na-
logo in ko jo konča, vrne rezultat. Tako vemo, da je končala izvajanje. V
parametrih imamo privzeto definiran način avtorizacije, ki je v tem primeru
anonimen. Ker imamo HTTP prožilec, je vsebovana tudi ključna beseda za
REST metodo, ki določa, kakšne tipe zahtevkov lahko funkcija sprejme. Be-
seda ”post”pomeni, da je funkcija namenjena kreiranju novega zapisa, zato
imamo zraven še parameter za HTTP zahtevek, iz katerega lahko preberemo
podatke, ki jih bomo shranili na bazo. Zadnji parameter imajo vse funkcije
že privzet, to je beležnik. Z njim si pomagamo beležiti dogajanje v telesu.
V razvojni fazi se ob zagonu uporablja tudi ukazni program, kjer se beležijo
vsi zapisi beležnika, kar nam je v pomoč pri razhroščevanju.
Slika 4.4: Ogrodje funkcije in njeni parametri ob kreiranju.
Drugi tip, ki je zelo pogosto uporabljen, so časovno prožene funkcije. Pri
njih nimamo v glavi HTTP zahtevka, ampak Cron format. To je notacija,
ki nam pove, kdaj v dnevu naj se funkcija izvede oz. na kakšnem intervalu.
Gre za šest števil, ločenih s presledkom, vsako določa neko časovno enoto
(npr. uro, dan). Možna je tudi bolj kompleksna izbira - lahko določimo,
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da se bo funkcija izvedla vsakič, ko bodo minute v trenutnem času deljive s
številko pet. Na sliki 4.5 lahko vidimo primer časovne notacije za eno od naših
funkcij, ki se izvede vsak dan ob peti uri. Pri časovnih conah je potrebno biti
pazljiv, saj je privzeta časovna cona za funkcije UTC. Če želimo uporabiti
drugo časovno cono, jo moramo specificirati kot nastavitev v konfiguracijski
datoteki.
Slika 4.5: Glava funkcije, ki ima za prožilec čas v dnevu.
4.3 Delovanje funkcije
Prikazanemu ogrodju funkcije na sliki 4.4 smo dodali še telo, ki je prikazano
na sliki 4.6. V zahtevku sprejmemo podatke za novega uporabnika in ga
shranimo v podatkovno bazo. Najprej preberemo podatke iz telesa in iz njih
naredimo objekt uporabnika, ki je definiran v naših pomožnih razredih in se
po podatkih ujema s tabelo uporabnikov na bazi. Ko podatke preberemo in
jih oblikujemo, objektu dodamo še unikatni identifikator v obliku Guida. To
je 128 bitni identifikator, katerega prednost je zelo nizka verjetnost, da bi bila
zgenerirana dva enaka identifikatorja. Z metodo ”GetEnvironmentVariable”
kličemo našo lokalno JSON datoteko, kjer imamo shranjeno našo konfigura-
cijo. V parametru navedemo ključ vrednosti, ki jo želimo dobiti - v našem
primeru je to niz za dostop do baze. Z njim odpremo novo povezavo na bazo
in znotraj povezave definiramo SQL stavek, za katerega hočemo, da se izvede.
V naši funkciji smo vnesli novo vrstico v tabelo, ki hrani naše uporabnike.
Parametre v stavku definiramo s predpono ”@”. Za vsak parameter najprej
določimo kakšnega tipa je in mu nastavimo vrednost iz našega objekta za
novega uporabnika. Nato izvedemo ta stavek in zapremo povezavo do baze.
Na koncu še vrnemo naš nov objekt kot izhod funkcije in tako sporočimo
klicatelju funkcije, da se je uspešno ustvaril nov uporabnik.
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Slika 4.6: Prikaz delovanje funkcije za kreiranje uporabnika.
Ena od prednosti funkcij je tudi t.i. ”vezava na izhod”. Pri njej nam v
telesu ni treba pisati, kaj naredi funkcija, ampak že v parametrih funkcije
vnaprej definiramo, kakšen dogodek naj se zgodi ob izhodu iz funkcije. Pri-
mer uporabe pri nas je klic zunanje storitve Twilio za sporočanje uporabniku
sporočil preko SMS storitve (glej sliko 4.7). V parametrih tako že definiramo
SMS objekt, ki se bo poslal, podrobnosti pa definiramo v ”messageOptions”,
v našem primeru je to prejemnik. Tako nam ni treba neposredno klicati sto-
ritve znotraj telesa funkcije, ampak to za nas ob izhodu naredi funkcija sama.
Paziti moramo le, da pravilno konfiguriramo dostop do storitve. Vse ključe
ki jih potrebuje, moramo definirati v naši konfiguracijski JSON datoteki, saj
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se potem samodejno berejo iz datoteke.
Slika 4.7: Slika parametrov funkcije, ki uporablja vezavo na izhod. Nekateri
osebni podatki so prekriti.
4.4 Lokalno testiranje
Če želimo testirati katero od funkcij, moramo lokalno zagnati našo funk-
cijsko aplikacijo preko Visual Studia. Pri tem moramo paziti, da nimamo
sintaktičnih napak v kodi, ker jih Visual Studio zazna že sam in ne dovoli
zagona dokler niso vse odpravljene. Ob uspešnem zagonu se nam odpre
konzolno okno, kjer se izpisujejo sistemski statusi naše aplikacije in zapisi
beležnikov znotraj naših funkcij, ko se le te izvedejo. Ob prvem zagonu se
zgenerira tudi lokalni naslov, preko katerega lahko kličemo vse funkcije, ki
uporabljajo HTTP zahtevke. Če še nimamo implementiranega čelnega dela,
s katerim bi lahko testirali naše HTTP funkcije, lahko uporabimo kakšno
drugo orodje za testiranje API-ja, kot je na primer Postman [10]. V njem
navedemo naš lokalni URL naslov želene funkcije in po potrebi vpǐsemo v
telo in glavo zahtevka še testne podatke, da lahko preverimo delovanje. Ob
izvedbi testa dobimo nazaj rezultat tipa JSON, status izvedbe, čas in veli-
kost vrnjenih podatkov. Tako lahko preverimo, če dobivamo pravilen status
in vrnjene podatke ter opzujemo v podatkovni bazi, če se podatki pravilno
manipulirajo.
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Visual Studio razhroščevalnik nam omogoča, da na poljubnem mestu znotraj
funkcije naredimo ustavitveno točko, kamor se izvedba ujame ob ustreznem
klicu. Tako lahko od tam po korakih pregledujemo, če se izvajajo pravilno
in kolikšen čas potrebuje posamezen korak, kar nam koristi v primeru, ko
želimo razjasniti, zakaj nam funkcija deluje počasneje od pričakovanega.
4.5 Čelni del prototipa
Za izgradnjo čelnega dela smo uporabili Angular platformo. Ta ima vgrajeno
podporo za izvajanje HTTP klicev preko HTTP odjemalca. Upoštevati mo-
ramo le pravilen URL naslov in ime funkcije. Pri lokalnem razvoju moramo
uporabiti lokalni URL naslov, ki se zgenerira, ko poženemo zaledje v Visual
Studiu. Ko pa aplikacijo objavimo v produkcijsko okolje, mora produkcijski
URL naslov pravilno upoštevato tudi na oblak naložen čelni del. To počne
s pomočjo dveh konfiguracijskih datotek, kamor lahko vpisujemo globalne
spremenljivke z istim imenom. V lokalnem razvoju se bo potem upoštevala
datoteka za lokalni razvoj, ko pa delamo produkcijsko izgradnjo, moramo
eksplicitno povedati, da je potrebno zgenerirati kodo za produkcijo. Če to
storimo se ustrezno upošteva druga datoteka. Na sliki 4.8 lahko vidimo, kako
izgleda metoda, ki kliče funkcijo za kreiranje letnega dopusta preko HTTP
zahtevka. Kot parameter dobi objekt, ki je definiran z razredom letnega
dopusta, objekt se pošlje v telesu zahtevka kot JSON. Kakšnega tipa bo vse-
bina v telesu, določimo v glavi zahtevka, ki jo ustvarimo s pomožno zasebno
metodo, ki jo uporabljajo vse metode za opravljanje HTTP zahtevkov, ki
zahtevajo telo.
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Slika 4.8: Izgled metode, ki opravi HTTP zahtevek na našo funkcijo za krei-
ranje letnega dopusta.
Zgenerirane datoteke ob produkcijski izgradnji čelnega dela moramo nato
naložiti na Azure, kjer imamo račun za hrambo podatkov. Ena od opcij
hranjenja podatkov je tudi statična stran, kjer lahko naložimo datoteke, ki
jih Azure obravnava kot kodo za spletno stran in jih potem hrani ter hkrati
uporablja za gostovanje. Zgenerira se URL naslov, preko katerega lahko
potem dostopamo do aplikacije. Paziti moramo le, da v funkcijski aplikaciji
dodamo varnostno izjemo za URL naslov statične strani. Ko se zahteve
pošiljajo, je to eden od varnostnih protokolov, ki jih omogoča Azure. Če
URL klicatelja funkcije ni dodan kot varnostna izjema, se le ta ne izvede in
s tem prepreči možne škodljive klice iz drugih virov.
4.6 Končni izgled prototipa
Cilj naše aplikacije je preprosto vodenje kadrovske evidence, skupaj z oce-
njevanjem dela na mesečni ravni. Pregled nad tem je prikazan na sliki 4.9.
Omogočene so osnovne operacije pregleda, dodajanja in brisanja. Vse to
se dogaja prek klicev zalednih funkcij, čakanja na rezultat ter osveževanja
podatkov. Včasih se zgodi, da lahko pride do napake na čelnem delu, pri
stranki, vendar po navadi čelnih napak ne beležimo, zato napake ne moremo
reproducirati. To bi lahko odpravili z uporabo ločene brezstrežnǐske storitve,
ki bi imela le eno funkcijo, kamor bi pošiljali spročilo o napaki, ki se zgodi
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na čelnem delu, funkcija pa bi sporočilo napake ter časovni žig shranila v po-
datkovno bazo. Tako bi lahko vedno videli tudi napake, ki se niso zgodile na
zaledju. Pri tem želimo imeti ločeno storitev, ker se veliko napak na čelnem
delu pojavi zaradi težav pri povezavi z zaledjem. V primeru takih napak bi
ob uporabi istega zaledja, bila nedosegljiva tudi sama funkcija za beleženje.
Slika 4.9: Primer seznama podatkov, uporabljenega v našem prototipu.
Omogočeno je tudi dodajanje nove zahteve za letni dopust. Tu se upora-
blja storitev Twilio, ki je vezana na izhod funkcije za dodajanje nove zahteve
za dopust. Ob dodajanju ima zahteva status v čakanju, hkrati pa se pošlje
SMS sporočilo odgovornemu za odobritev dopusta. Primer lahko vidimo na
sliki 4.10. Za uporabo storitve Twilio smo naredili brezplačni račun, zato se
začetna predpona sporočila doda sama. Ostalo vsebino sporočila smo obli-
kovali znotraj telesa funkcije za pošiljanje sporočila.
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Slika 4.10: Sporočilo, ki ga prejmemo ob novi zahtevi za letni dopust.
V ozadju so uporabljene tudi časovno prožene funkcije, ki enkrat na dan
preverjajo konsistentnost podatkov. Preverjajo zapise za letne dopuste -
koliko časa so že v statusu za odobritev. V primeru, da so zahteve v čakanju
že več kot en teden, se zapis avtomatično zavrne, ostalim zapisom, ki so še v
odobritvi, pa se poveča čakalni čas za en dan.
4.7 Objava funkcijske aplikacije v oblak
Ko smo zadovoljni z zgrajenim zaledjem in nimamo napak v kodi, lahko
aplikacijo objavimo v produkcijsko okolje na oblak. Najprej moramo biti
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prijavljeni v Azure storitev. To lahko prek Visual Studia naredimo že ob
zagonu, ko program zahteva uporabnika z ustrezno licenco, saj lahko isti
uporabnik dostopa tudi do Azure portala. Dostopna točka do naše strani
se zgenerira kot URL in ga od tu naprej ne moremo več spreminjati. Izbe-
remo lahko tudi, da se bo naša aplikacija poganjala kot paketna datoteka.
To pomeni, da se objavljeno zaledje zgenerira v ”.zip”datoteko, ki se naloži
v oblak in od tam poganja. To je zelo priporočljivo, saj v primeru pogo-
stega objavljanja razvijalcu olaǰsa delo, v tem primeru zna Azure sam ločiti
spremembe med staro in novo različico in tako pobrisati stare datoteke. Če
še nimamo storitve za gostovanje aplikacije, se ustvari tudi ta. Nastaviti
ji moramo ime ter naročnino, ki jo moramo imeti že prej, saj se prek nje
izvaja sprotno plačevanje vseh storitev, ki jih bomo uporabljali. Prvič ob
objavi nekaj časa traja, da se ustvari produkcijsko okolje. Ob vstopu na
Azure portal lahko vidimo vse ustvarjene storitve. Za našo aplikacijo so na
sliki 4.11 vidne vse vse oblačne storitve, ki so bile uporabljene. Prva je sam
storitveni plan naše funkcijske aplikacije, kjer lahko glede na porabljen pro-
stor in željeno zmogljivost spreminjamo med različnimi naročnǐskimi načrti.
Prednost naše aplikacije je, da nam ni treba skrbeti za zmogljivost, saj za
avtomatično povečanje ali zmanǰsanje virov ob spremenjeni obremenitvi po-
skrbi oblak sam. Druga storitev se imenuje ”vpogled v aplikacijo”, tu lahko
nadzorujemo delovanje našega zaledja. Vsaka izvedena funkcija uporablja
beležnik, v katerega se v produkcijskem okolju beležijo informativni zapisi in
napake. Več o tem v poglavju 4.8.
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Slika 4.11: Vse Azure storitve, ki so bile uporabljene za našo aplikacijo.
Naslednji dve storitvi sta uporabljeni za gostovanje baze. Prva je sam
SQL strežnik, kjer lahko ustvarjamo nove baze in jih konfiguriramo glede na
naše želje. Sami uporabljamo eno bazo, ki uporablja najceneǰsi možen plan,
saj jo imamo izključno za testiranje. Nato imamo še “vpogled v aplikacijo”
za samo bazo, kjer lahko nadzorujemo kdaj so se izvedli SQL stavki in v
kakšnem času ter vidimo izpis napake, če je do nje prǐslo. Shranjeni so tudi
podatki o dosegljivosti baze ter koliko virov je bilo porabljeno v nekem času.
Tu lahko preverimo, kako zahtevne stavke dobi strežnik in jih lahko ustrezno
popravimo, če zavzamejo preveč virov.
Za tem imamo skladǐsčni račun, ki je sicer namenjen za shranjevanje bolj
kompleksnih oblik podatkov, kot so na primer slike ali datoteke. V našem pri-
meru pa ga uporabljamo za gostovanje statične spletne strani, to je čelni del
kode, ki vsebuje informacijo o osnovem URL naslovu naše funkcijske aplika-
cije, preko katerega nato pošilja HTTP zahteve na zaledje. Zadnja navedena
je še naročnina, v našem primeru se imenuje po uporabljenem razvojnem
okolju, saj ob uporabi navedenega okolja uporabniku pripada ugodnost, to je
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določen mesečni znesek, ki ga lahko poljubno porabi za storitve v oblačnem
ponudniku Azure.
Ob objavi moramo paziti, da aplikacijo ustrezno konfiguriramo še na Azure
portalu, saj se lokalna konfiguracija ne prenese. Vse ključe iz lokalne JSON
datoteke dodamo še v aplikacijo na zavihku nastavitve aplikacije. Paziti
moramo na zapise, ki se razlikujejo od lokalnih. To je na primer povezava
do baze, saj imamo običajno drugo bazo kot ob lokalnem razvoju. Azure
za povezave na bazo omogoča poseben razdelek pri nastavitvah, saj gre za
občutljive podatke in so še dodatno šifrirani.
Poleg teh nastavitev obstaja še možnost dodajanja URL naslovov, ki jim
omogočimo CORS izmenjavo virov. To je mehanizem, ki omogoča spletni
aplikaciji v neki domeni pravice do uporabe virov iz strežnika, ki je v drugi
domeni. Tako arhitekturo smo uporabili tudi mi, saj imamo za čelni del po-
sebej objavljeno statično stran, katere URL naslov moramo tukaj dodati, da
se omogoči dostop do uporabe funkcij preko HTTP zahtevkov.
Našo aplikacijo smo objavili kot ZIP paket, funkcij tako ne moremo spremi-
njati na Azure portalu. Če želimo narediti spremembe, moramo tako narediti
nov paket in zamenjati starega. Ker pa uporabljamo Visual Studio, se nam
ob naslednji objavi paket zgenerira sam ter ustrezno posodobi starega. Za
vsako funkcijo se hrani JSON zapis z vsemi informacijami o njej. Primer je
na izseku kode 4.1, kjer vidimo metapodatke funkcije za ustvarjanje uporab-
nika. Vsebuje informacijo o tipu, načinu avtorizacije, aktivnosti in podetek, v
kateri skripti je zgenerirana. S temi podatki si aplikacija pomaga ob zagonu,
saj ve katere dogodke mora nadzorovati, kakšne podatke pričakuje funkcija
in kakšen bo njen izhod.




















Azure omogoča storitev “vpogled v aplikacijo” za nadzor delovanja aplikacij.
Uporabljamo jo tudi mi, saj zagotavlja pregled nad dogajanjem in ponuja
različne analize. Primer je na sliki 4.12, kjer je prikazan povprečen čas odziva
strežnika ob klicu funkcije.
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Slika 4.12: Povprečen čas odziva strežnika za zadnji mesec
Ena bolj pomembnih analiz, ki jih ponuja, je učinkovitost na nivoju po-
samezne funkcije. To je za našo aplikacijo prikazano na sliki 4.13. Vidimo
lahko, da precej izstopajo prve tri funkcije, saj je čas izvedbe večji od ene
sekunde. Vse te funkcije se izvedejo na vstopni strani naše aplikacije, kar do-
kazuje na eno od slabosti brezstrežnǐskih funkcij, to je hladen začetek. Ker
naša aplikacija še miruje, torej ni na strežniku znotraj vsebnika, mora ob
prvem klicu najprej poiskati ustrezen strežnik in porabiti še nekaj časa za
ustvarjanje vsebnika, kjer se bo funkcija pognala. Če ob uspešni naložitvi
naredimo osvežitev vstopne strani, so porabljeni časi drastično manǰsi, po-
dobni časom funkcij na sliki. Ena od možnih rešitev za to težavo je časovna
funkcija, katere izvajanje je interval malo manǰsi od petih minut. Tako bo
naša aplikacija vedno ”ogreta”, saj nikoli ne bo prǐsla v neaktivno stanje.
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Slika 4.13: Povprečen čas delovanja posamezne funkcije
Še ena zelo koristna možnost je prikaz v živo, kjer lahko vidimo vse za-
pise beležnikov, ki se kličejo znotraj funkcije, podobno kot ukazna konzola
pri lokalnem razvoju. Hkrati nam prikazuje kateri strežniki se trenutno upo-
rabljajo in koliko virov porablja posamezen.
Poleg orodij za pregledovanje tehničnih dejavnosti aplikacije, je možen tudi
pregled nad poslovnimi vidiki. Tako lahko na primer pregledujemo, koliko
uporabnikov uporablja posamezno stran znoraj aplikacije, in podatke se-




V naslednjih poglavjih bomo primerjali ključne lastnosti arhitekture brez
strežnika in tradicionalne arhitekture. Ocene za posamezne arhitekture bomo
tudi grafično prikazali, razložili ocene ter zgradili SWOT matriko za splošno
analizo arhitekture skupaj v povezavi z našim ponudnikom.
5.1 Stroški
V času pisanja Azure omogoča dva plana gostovanja funkcij [6]. Prvi se ime-
nuje aplikacija kot storitev. Tega uporabljajo tudi navadne oblačne aplikacije.
Tak način se nam obrestuje, kadar imamo zakupljen virtualni računalnik, kjer
že gostujemo druge aplikacije, vendar je računalnik slabo izkorǐsčen, tako da
lahko zraven gostujemo še funkcijsko aplikacijo. Podjetja uporabljajo tak
način, ko uporabljajo Azure funkcije kot mikrostoritev. Prav tako v tem
načinu funkcije nimajo časovne omejitve izvajanja, hkrati pa jih lahko gostu-
jemo tudi na Linux okolju. Drugi je potrošnǐski plan, kjer je trenutno možno
le gostovanje na Windows okolju in je največji možni čas izvajanja funkcije
nastavljen na deset minut. Skaliranje je tu avtomatično glede na obremeni-
tev, plačuje pa se le izvajanje funkcij, zato v času mirovanja nimamo stroškov.
Napovedujejo prihod novega plana, ki je podoben potrošnǐskemu, le da tu
ni “hladnega začetka”, saj aplikacija ne preide v neaktivno stanje in ni več
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omejitve časa delovanja posamezne funkcije. Bo pa zaradi tega precej dražji
od navadnega potrošnǐskega plana.
Potrošnǐski plan kot enoto za zaračunavanje uporablja število porablje-
nih virov na eno sekundo (GB-s, gigabajtov na sekundo) in število izvedb.
Tako na primer za milijon izvedb plačamo 0,169 € in 0,000014 € na pora-
bljeno gigabajtno sekundo. V potrošnǐskem planu je prvih milijon izvedb
in 400.000 gigabajtnih sekund v mesecu zastonj. Tako za gostovanje naše
testne aplikacije, kjer mesečno nismo dosegli več kot milijon izvedb, nismo
imeli stroškov. Pri porabljenih virih se računa z množenjem povprečne veli-
kosti porabljenega spomina v gigabajtih s številom milisekund, porabljenih
za izvedbo funkcije [5]. Pri tem pa je minimalno število milisekund 100 ter
128 megabajtov spomina.
Primer izračuna mesečnih stroškov za našo aplikacijo, če prvih milijon
izvedb ne bi imeli zastonj:
Število izvedb (če imamo funkcijo namenjeno ogrevanju ter ostalo število
izvedb): cca. 10.000
Povprečno trajanje izvedbe funkcije: cca. 0,3 s
Povprečen porabljen spomin (ker imamo preproste operacije): cca. 256 MB
Porabljeni viri (časovno) = 10.000 * 0,3 s = 3.000 s
Porabljeni viri (spomin) = 256 MB / 1.024 MB * 3.000 s = 750 GB-s
Stroški virov (spomin) = 750 GB-s * 0,000014 €/GB-s = 0,0105 €
Stroški števila izvedb = 10.000/1.000.000 * 0,169 € = 0,00169 €
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Skupaj stroški = 0,0105 € + 0,00169 € = 0,01219 €
Vidimo lahko, da bi, tudi če ne bi imeli Azurjeve mesečne ugodnosti za
potrošnǐski plan, za našo testno aplikacijo mesečno plačevali le dober cent.
Treba je poudariti, da gre tu le za stroške funkcijske aplikacije, samo podat-
kovno bazo je treba plačevati posebej.
Če bi isto aplikacijo želeli gostovati preko drugega plana, bi morali zraven
gostovati še virtualni računalnik. Glede na to, da gre za testno aplikacijo,
bi lahko uporabili najmanj zmogljivega. Pri Azurju je cena takega v času
pisanja 0,007 € na uro [18]. Mesečno bi to znašalo približno 5 €, kar je veliko





Število izvedb Mesečna cena
256 MB 0,3 s 10.000 0,00 €
256 MB 1,0 s 10.000.000 31,39 €
256 MB 2,0 s 10.000.000 66,65 €
1.024 MB 1,0 s 10.000.000 137,38 €
256 MB 1,0 s 70.000.000 254,08 €
1.024 MB 2,0 s 10.000.000 278,83 €
Tabela 5.1: Informativni stroški za različno porabljene vire in število izvedb
V tabeli 5.1 je poleg izračuna za našo aplikacijo še nekaj informativnih
izračunov za različne velikosti podatkov. Tu se upošteva tudi Microsoftova
mesečna ugodnost, vsi podatki pa so merjeni znotraj enega meseca. Vidimo
lahko, da na ceno močno vpliva povprečna poraba spomina.
Pomembna je tudi primerjava stroškov med oblačnimi ponudniki za brez-
strežnǐske funkcije. Tu je treba najprej poudariti eno od slabosti tehnologije,
to je odvisnost od ponudnika. Če funkcijsko aplikacijo gostujemo pri izbra-
nem ponudniku in bi zaradi določenih razlogov želeli zamenjati ponudnika, za
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to ne obstaja preprosta migracija, ki bi jo izvedli. Celotno zaledje bi morali
na novo prepisati v aplikacijo, ki bo skladna z zahtevami novega ponudnika.
Druga slabost odvisnosti je negotovost, saj je lastnik oblačnega ponudnika
podjetje (v našem primeru Microsoft), podjetje pa posluje znotraj določene
države in mora upoštevati morebitne regulacije, ki jih nalaga država.
V tabeli 5.2 je narejena primerjava stroškov med glavnimi ponudniki, ki
omogočajo brezstrežnǐsko arhitekturo za porabljene vire s pomočjo spletnega
računala [13]. Opazimo lahko, da so cene med seboj podobne z izjemo Google











256 MB, 0,3 s, 10.000 0,00 € 0,00 € 0,00 € 0,00 €
256 MB, 1,0 s, 10.000.000 33,18 € 31,39 € 41,86 € 32,18 €
256 MB, 2,0 s, 10.000.000 70,74 € 66,65 € 83,55 € 70,48 €
1.024 MB, 1,0 s, 10.000.000 145,86 € 137,38 € 148,90 € 147,10 €
1.024 MB, 2,0 s, 10.000.000 296,12 € 278,83 € 297,63 € 300,33 €
256 MB, 1,0 s, 70.000.000 269,37 € 254,08 € 313,62 € 262,02 €
Tabela 5.2: Informativna primerjava stroškov pri različnih ponudnikih
5.2 Implementacija
Azure omogoča pisanje brezstrežnǐskih funkcij v več različnih programskih
jezikih. Pri našem prototipu smo se odločili za C], saj ima ta največ doku-
mentacije. Drugi pogosto uporabljeni jeziki so Javascript, Java in Python,
pri vsakem pa je treba paziti, da uporabljamo ustrezno različico funkcij, saj
v prvi različici nekateri niso podprti [15].
Pri razvoju smo uporabili razvojnǐsko okolje Visual Studio. To je najbolj
priporočljivo zaradi že vgrajenih knjižnic, ki nam pomagajo pri razvoju in
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testiranju. Primer drugega možnega načina implementacije je tudi neposre-
dno preko Azure portala, kjer lahko ustvarimo funkcijsko aplikacijo in nato
posamezno funkcijo, je pa tak način priporočljiv le ob izdelavi osnovnih funk-
cionalnosti. To je ena od prednosti v primerjavi s tradicionalnim načinom
razvoja, vendar pa je možnost uporabe precej omejena.
Pri sami implementaciji smo imeli tudi nekaj težav. Za povezovanje na bazo
smo uporabili odjemalec SQL, s katerim lahko izvajamo stavke in poizvedbe
SQL ter počakamo na rezultat. Težava je, ker moramo podatke, ki ji bomo
uporabili, najprej spremeniti v obliko, ki jo SQL razume. Tudi ko podatke
dobimo v poizvedbi, jih moramo pretvoriti v vnaprej definirane razrede. Pri
tradicionalnem načinu v takih primerih ponavadi uporabimo katero od ORM
orodij, s katerimi lahko avtomatsko pretvarjamo podatke med nekompati-
bilnimi podatkovnimi sistemi. Azure funkcije trenutno še nimajo naravne
podpore za taka orodja, v zadnji različici funkcij jih je sicer možno uporabiti
preko uporabe vmesnih knjižnic, vendar rešitev ni najlepša.
Paziti moramo tudi, kako uporabljamo odjemalec SQL. V našem primeru v
vsaki funkciji ustvarimo novo instanco odjemalca SQL ter povezavo. Če je
v nekem trenutku odprtih preveč povezav, lahko pride do težav, saj obstaja
omejitev koliko aktivnih povezav ima lahko funkcijska aplikacija naenkrat.
Tako je bolj priporočljivo ustvariti eno instanco ob zagonu aplikacije, ki si jo
potem delijo vse funkcije, nova pa se ustvari le ob morebitni preobremenje-
nosti.
Kadar se pri tradicionalnem načinu odločimo za izdelavo API-ja, običajno
naredimo vse glavne operacije za neko entiteto, torej pridobivanje, ustvarja-
nje, urejanje ter brisanje podatkov. Vse skupaj postavimo v določen razred,
na katerega lahko vežemo lastnosti, ki so potem skupne vsem operacijam, na
primer avtorizacija entitete. Pri funkcijah moramo ustvariti nov razred za
vsako operacijo, kar privede do velike strukturiranosti projekta že pri majh-
nih aplikacijah. Tako je priporočljivo, da zaradi večje preglednosti funkcije
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ustrezno grupiramo po mapah.
Ena glavnih prednosti pri brezstrežnǐskem razvoju je funkcionalnost “vezava
na vhod ali izhod”. Tako lahko nekatere operacije, za katere želimo, da se
izvajajo znotraj funkcije, definiramo že v lokalni konfiguraciji ter jih potem
le še navedemo v parametrih funkcije in se tako operacije izvedejo ob vhodu
ali izhodu iz funkcije. Paziti pa moramo na morebitne napake ob izvedbi,
saj se na vezavah napake ne zaznajo same po sebi in jih moramo ustrezno
loviti v telesu funkcije. Prav tako smo pogrešali možnost vezave pri izvajanju
operacij nad SQL podatkovno bazo. Trenutno za to še ni ustrezne podpore.
Če bi hoteli enako aplikacijo narediti po tradicionalnem načinu, bi za to
morali uporabiti klasičen aplikacijski vmesnik, pri .NET tehnologijah bi tako
lahko uporabili .NET Web API 2, ki bi ga prav tako lahko razvijali v razvoj-
nem okolju Visual Studio. Uporabiti bi morali le drugačen tip projekta in si
namestiti ustrezne podporne knjižnice za pravilno delovanje.
Več truda bi morali vložiti v nadomestek za naše časovne funkcije. Tu imamo
več možnosti. Ker naša funkcija le izvaja določene SQL stavke na podatkovni
bazi, bi lahko znotraj Azurja uporabili storitev Azure urničar [12]. Pri tej
storitvi lahko ustvarimo določeno nalogo in določimo kdaj naj se ta naloga
izvede. Storitev tako ustreza našim zahtevam, vendar bi morali potem po-
sebej še plačevati za samo storitev in bi izgubili možnost pregleda zapisov
beležnika, ki ga uporabljamo znotraj naše časovne funkcije. V primeru, da
bi želeli, da se izvede na nek časovni interval programska koda in ne samo
stavki na bazi, bi lahko uporabili konzolno aplikacijo, ki bi nam služila kot
dodatna storitev. V obeh primerih bi tako morali uporabiti dodatno storitev,
ki zahteva dodatno vzdrževanje.
Za klic zunanjih storitev, kot je pri nas primer Twilio, bi lahko uporabili apli-
kacijski vmesnik, kjer bi lahko Twilio storitev bila dodatna entiteta. Tako bi
naredili REST metodo, kjer bi oblikovali sporočilo in ga poslali preko HTTP
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zahtevka. Ob uspešni izvedbi bi vrnili potrditev o opravljeni nalogi. Na
čelnem delu bi tako morali razdeliti vlogo nove zahteve za letni dopust na
dva dela. Najprej bi novo zahtevo shranili, ob uspešnem shranjevanju pa bi
morali še posebej izvesti API klic za pošiljanje sporočila.
5.3 Testiranje
Podobno kot pri izdelavi po tradicionalnem načinu, imamo tudi tukaj na vo-
ljo razhroščevalnik in postopno sledenje izvajanju funkcij, ko so te poklicane.
Prednost je tudi že vgrajen beležnik, ki ga lahko uporabimo za beleženje
korakov znotraj funkcije in njihove časovne žige. Vsi zapisi se pri lokalnem
testiranju prikazujejo v ukazni konzoli, ob objavi v oblak pa v storitvi “vpo-
gled v aplikacijo”.
Včasih moramo že ob testirani aplikaciji odpraviti napako samo v nekem delu
aplikacije, preveriti pa moramo, ali ob popravku še vedno deluje preostanek.
V takšnih primerih nam prav pridejo testi enot [16], ki preverjajo posamezne
dele kode, če ob določenih vhodih vrnejo pravilen izhod. Pri nas je razdelitev
na enote veliko lažja od tradiconalne, saj imamo aplikacijo že razdeljeno na
funkcije, ki jih lahko vzamemo kot posamezne enote ter preverimo njihovo
delovanje. Visual Studio omogoča uporabo knjižnic, ki so namenjene pisanju
takih testov. Sami smo uporabili xUnit, saj je kompatibilna z našim upora-
bljenim programskim jezikom. Primer je prikazan na sliki 5.1, kjer kličemo
našo časovno funkcijo za ogrevanje aplikacije in preverjamo kakšen zapis vrne
beležnik. Če je predpisani niz vsebovan v vrnjenem zapisu, je bil test uspešen
in lahko predpostavljamo, da funkcija pravilno deluje.
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Slika 5.1: Test enote za našo časovno funkcijo
Prav tako je možno uporabiti teste znotraj Azure portala. Biti moramo
pazljivi, saj se za izvajanje testov in delovanje celotne aplikacije uporabijo
isti viri, tako da morajo biti testi ustrezno napisani in izvajani ob ustreznih
časih, da s tem ne obremenjujemo aplikacije. Na sliki 5.2 lahko vidimo primer
za testiranje kreiranja uporabnika. Navedemo telo zahtevka in parametre, če
jih funkcija zahteva. Ob zagonu se pokaže izhod funkcije ter status izvedbe.
Možen je tudi vpogled v konzolo, kjer vidimo še zapise beležnika ob izvedbi
testa. Paziti moramo, saj se za izvajanje uporabi ista podatkovna baza kot
je v konfiguraciji. V produkcijskem okolju tako taki testi niso priporočljivi.
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Slika 5.2: Test funkcije za kreiranje uporabnika v Azure portalu
Za samo testiranje bi lahko uporabili še eno funkcijsko aplikacijo, kjer bi
funkcije vsebovale le teste za primarno aplikacijo, ki je lahko brezstrežnǐska
ali tradicionalna. Pri razvoju smo za shranjevanje kode uporabili storitev
GitHub, pri kateri spremembe preko Git orodja shranjujemo na oddaljen
oblačni repozitorij [28]. Ena od možnih storitev na GitHubu je tudi naročanje
na spremembe v repozitoriju. Tako bi ob posodobljeni izvorni kodi lahko
poslali zahtevek na HTTP funkcijo znotraj aplikacije, namenjene testiranju,
42 Blaž Rupnik
ki bi tako avtomatsko pognale teste. Na koncu bi z uporabo zunanje storitve,
kot je npr. Twilio, ki ga že uporabljamo v naši aplikaciji, poslali poročilo o
uspešnosti testov.
5.4 Objava v oblak
Objavljanje aplikacije preko Visual Studia v oblak poteka zelo hitro . Pri prvi
objavi moramo le ustrezno nastaviti v kakšni obliki bo objavljena aplikacija
ter kateri plačnǐski plan bomo uporabili. Ob vseh naslednjih objavah se le
posodablja obstoječa aplikacija, ki ostane v zagonu, dokler se ne zgenerira
nov paket, tako da je čas, ko je aplikacija nedosegljiva, minimalen. Edina
težava so konfiguracijske datoteke, ki se zaradi drugačnega okolja ne posoda-
bljajo, zato moramo biti ob objavi vedno pozorni na morebitne spremembe,
ki jih moramo narediti v aplikaciji znotraj Azure portala.
Pri testiranju smo že omenili, kako bi lahko avtomatizirali izvajanje testov
s pomočje pomožne funkcijske aplikacije. Podobno bi lahko tudi še nadgra-
dili aplikacijo, da bi ob uspešni izvedbi vseh testov naredili še avtomatsko
objavo v oblak. Eden že podprtih načinov takega izvajanja je uporaba ne-
prekinjenega nameščanja [7]. Če uporabljamo dinamičen delovni tok, kjer
kodo redno posodabljamo, se nam tako ob shranjevanju na oddaljeni repo-
zitorij naredi še avtomatska objava v oblak. Pri takem načinu je tudi nekaj
omejitev - imeti moramo pravilno strukturo datotek, kjer imamo za vsako
funkcijo svojo datoteko. Pri drugi različici je potrebno paziti, da vse funkcije
uporabljajo isti programski jezik.
5.5 Delovanje
Glavna prednost pri delovanju funkcijske aplikacije je avtomatsko skaliranje
ob večjih obremenitvah, a imajo zaradi tega funkcije tudi določene omejitve
[3], na katere moramo paziti ob izdelavi. Trajanje izvedbe je omejeno, tako,
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da se moramo izogibati dolgo delujočim funkcijam. Če imamo kakšno tako,
je priporočljivo razbitje delovanja na več funkcij.
Eden od drugačnih konceptov je tudi neuporaba stanj v aplikaciji. To najlažje
naredimo tako, da stanja zamenjamo z dodatnimi podatki. Primer v naši
aplikaciji je odobritev dopusta, kjer uporabljamo dodaten podatek o statusu
zahteve. Status potem ob ustreznih dogodkih posodobimo na bazi. Lahko
bi sicer uporabili dirigentske funkcije, kjer je možno ohranjanje funkcije v
stanju, tudi če se aplikacija ugasne, a imajo funkcije takega tipa tudi več
omejitev. Trenutno še niso podprte za vse jezike, hkrati pa je potrebno pa-
ziti na izhod funkcije, saj mora biti vnaprej definiran in ob vsaki izvedbi
istega tipa, da je stanje tako lahko deterministično.
Paziti moramo tudi na morebitne napake med izvajanjem večjih transakcij.
Vzemimo za primer, če bi radi v eni izvedbi naredili več zahtevkov za izva-
janje drugih funkcij na podlagi posameznih vrstic znotraj tabel naše baze.
V takem scenariju moramo beležiti, za katere zapise smo uspešno naredili
nove zahteve, saj lahko pride do napake zaradi preseženih omejitev ali česa
drugega. To je potrebno, da potem ne delamo novih zahtev za že uspešno
poslane zahteve nekaterih zapisov.
Ena od slabosti brestrežnǐske arhitekture je tudi omejevanje virov [19]. V po-
trošnǐskem planu ima vsaka instanca funkcijske aplikacije omejitev spomina
1,5 gigabajtov in eno jedro. Ker instanca deluje nad celotno aplikacijo, so
tako ti viri skupni vsem funkcijam. To pomeni, da se ob večji obremenitvi
ene funkcije avtomatično skalirajo vse funkcije z novo instanco. Trenutno
maksimalno število instanc je 200. Kdaj naj se aplikacija skalira, je določeno
z hevristiko glede na tip funkcije in uporabljen programski jezik.
Ena od večjih ranljivosti brezstrežnǐske arhitekture je varnost [26]. Funk-
cijske aplikacije delujejo znotraj vsebnikov. To so mikrosistemi, ki imajo
lasten datotečni sistem in programsko opremo. Vsebniki, v katerih se funk-
cijske aplikacije poganjajo, so večnamenski [20]. To pomeni, da več instanc
44 Blaž Rupnik
iste aplikacije deluje na istem fizičnem strežniku. Tako se podatki servirajo
večim podnajemnikom. To so ponavadi podjetja, ki uporabljajo našo aplika-
cijo. V takem primeru moramo paziti, da so podatki vsakega podnajemnika
izolirani od drugih in tako vidni le določeni skupini uporabnikov. Hkrati
se uporablja le ena baza, zato moramo za vse podatke uporabljati še kon-
tekst podjetja. Taka arhitektura močno zniža stroške, vendar zahteva večji
poudarek na varnosti.
Do sedaj smo vedno govorili o funkcijah kot oblačni storitvi. Azure funk-
cije lahko uporabimo tudi na lastni namestitvi. To pomeni, da se lahko
poganjajo tudi na strežnikih, ki se uporabljajo fizično znotraj podjetij. Po-
membno je vedeti, da je tak tip uporabe možen le za prvo različico Azure
funkcij. Če bi želeli imeti noveǰsno različico funkcij, bi morali uporabiti
funkcijsko aplikacijo, ki sloni na Kubernetes tehnologiji [4]. To pomeni, da
aplikacija deluje znotraj Docker vsebnika, skaliranje pa izvaja KEDA. Pojavi
se vprašanje, zakaj bi hoteli poganjati našo aplikacijo drugje kot v oblaku
in tako izgubiti prednost potrošnǐskega plana. Pri tradicionalnem načinu
imamo ponavadi aplikacijo narejeno monolitsko, torej vse na enem mestu.
Včasih imamo del kode, ki vsebinsko ne spada v preostanek aplikacije ozi-
roma želimo imeti določeno funkcionalnost izolirano od ostalih, takrat nam
pride prav implementacija z lastnim vsebnikom.
5.6 Grafična primerjava
Grafično primerjavo ključnih lastnosti pri izdelavi naše aplikacije smo naredili
na sliki 5.3 z radarskim grafom [11]. Na oseh imamo vseh pet lastnosti, ki
smo jih podrobno opisali v preǰsnjih podpoglavjih. Z modro črto označujemo
ocene lastnosti za brezstrežnǐsko arhitekturo, z rdečo pa za tradicionalno.
Vǐsja kot je ocena, bolj je točka na osi oddaljena od sredǐsča. Splošno oceno
arhitekture lahko razberemo iz velikosti ploščine. Za posamezno lastnost
imamo tako možne ocene od 0 do 5. Pri tem nam ocena 0 pomeni, da









Slika 5.3: Radarski graf, ki prikazuje primerjavo tradiconalne in brez-
strežnǐske arhitekture za našo aplikacijo
drugih ne najdemo. Z oceno 5 pa ocenimo, da je trenutno arhitektura najbolj
zrela v danem vidiku in nimamo nobenih težav. Ocene so pogojene tudi z
vsebino in uporabo naše aplikacije, pri izdelovanju aplikacije z drugačnimi
zahtevami in številom uporabnikov bi bili rezultati tako drugačni. V tabeli











Tabela 5.3: Ocene posameznih arhitektur glede na izdelan prototip in splošne
omejitve
Ocena stroškov je veliko bolǰsa za brezstrežnǐsko arhitekturo, saj smo
našo aplikacijo gostovali brezplačno, ker nam nikoli ni uspelo porabiti več
kot ponuja že splošna mesečna ugodnost. Ocena sicer ni najvǐsja, saj smo
vseeno morali plačati določen znesek za druge storitve in ker so sami stroški
v splošnem pri taki arhitekturi težko predvidljivi, ko se gre za produkcijske
aplikacije, kjer težko ocenimo kako obremenjena bo naša aplikacija.
Pri implementaciji ima bolǰso oceno tradicionalna arhitektura, saj ima manj
omejitev in trenutno bolǰso podporo za uporabo zunanjih storitev, kot je na
primer podatkovna baza. Ocena za brezstrežnǐsko arhitekturo je še vedno
visoka, saj ponuja nekaj preprostih konceptov, ki so zelo uporabni. Primer
je vezava na vhod ali izhod funkcije ter že vgrajen beležnik za spremljanje
izvajanja funkcij. Hkrati je razlog za nižjo oceno to, da večino trenutno
možnih tipov funkcij lahko le uporabljamo v povezavi z drugimi oblačnimi
storitvami, ki so možne le pri istem ponudniku. Tako smo lahko pri sami
implementaciji dodatno omejeni.
Podobno kot pri implementaciji, ima tudi delovanje pri tradicionalni arhi-
tekturi bolǰso oceno. Tu so v oceno vključene določene omejitve, ki jih imajo
funkcije. Ocena je še vedno visoka zaradi avtomatskega skaliranja, ki močno
olaǰsa delo razvijalcem aplikacije.
Pri testiranju ima vǐsjo oceno brezstrežnǐska arhitektura, saj je izvajanje te-
stov enot zelo intuitivno, ker lahko funkcijo jemljemo kot posamezno enoto,
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hkrati pa je izvajanje testov omogočeno tako v lokalnem okolju kot v oblaku,
kjer nam storitev ”vpogled v aplikacijo”omogoča pregled nad številnimi sta-
tistikami delovanja naše aplikacije.
Pri objavi je ocena v prid brezstrežnǐski arhitekturi, saj je objavljanje preko
razvojnǐskega okolja Visual Studio enostavno in hitro. Pri tradicionalni arhi-
tekturi se najpogosteje uporablja monolitski tip aplikacije, kjer je pri objavi
ena od težav lahko ta, da se zaradi napake pri objavljanju ene od funkcio-
nalnosti, ne bo objavila celotna aplikacija. Brezstrežnǐska arhitektura bolj
ustreza razdelitvi aplikacije na posamezne mikrostoritve, ki so pri objavi ne-
odvisne druga od druge.
5.7 SWOT analiza
Nad vsemi ključnimi ugotovitvami v preǰsnjih podpoglavjih bi želeli imeti
skupen pregled. Ena od tehnik, ki omogoča sistematičen pregled nad našo
arhitekturo, je SWOT analiza [27]. Pri njej analiziramo tako notranje kot
zunanje dejavnike, ki smo jih našli pri evalvaciji arhitekture brez strežnika
in jih povzamemo v SWOT matriki. Dodali smo še nekaj lastnosti, ki so
značilne le za ponudnika Azure. Notranje dejavnike ločimo na prednosti in
slabosti, oboji se nahajajo na levi strani matrike. Kot notranji dejavniki jih
poimenujemo, ker gre za lastnosti, nad katerimi imamo neposreden vpliv in
jih po svoje prilagajamo. Na desni strani imamo zunanje dejavnike, ki se
ločijo na priložnosti in nevarnosti. Nad temi nimamo neposrednega vpliva,
lahko pa se jim prilagodimo s spreminjanjem notranjih dejavnikov. Naša
SWOT matrika je prikazana na sliki 5.4.
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Notranji dejavniki Zunanji dejavniki
+ Prednosti:
- V večini primerov nižji stroški.
- Ponudnik sam poskrbi za ustrezno
strojno opremo.
- Preprosto povezovanje do drugih
storitev znotraj ponudnika.
- Enostavno in hitro objavljanje.
Priložnosti:
- Podpora za še več programskih
jezikov.
- Možnost uporabe kot podporni
sistem.
- Možnost avtomatičnega prehoda
med različicami.
- Izbolǰsava delovanja na Linux
okoljih.
- Slabosti:
- Omejitev trajanja izvedbe funkcije.
- Kompleksna struktura projekta pri
večji aplikaciji.
- Hladen začetek.
- Dokumentacija le za osnovne
primere.
Nevarnosti:
- Odvisnost od ponudnika.
- Velike razlike med glavnima
različicama Azure Functions.
- Varnostni izzivi.
Slika 5.4: SWOT matrika za arhitekturo brez strežnika v povezavi z oblačnim
ponudnikom Azure.
K prednostim smo navedli nižje stroške, klju temu je treba poudariti, da
v nekaterih primerih to ni res. Če imamo konstantno ogromno število klicev
funkcij, ki porabijo večje število virov, se nam bolj obrestuje zakup lastne
zmogljive strojne opreme, ki bo zaradi velike porabe tako primerno upora-
bljena. Pri slabostih smo omenili kompleksnost strukture projekta - to je v
primeru, ko funkcije uporabljamo kot aplikacijski vmesnik, saj za vse klasične
REST metode neke entitete potrebujemo kar pet različnih funkcij. Prav tako
je dokumentacija, ki jo ponuja Microsoft, namenjena le osnovnim primerom
uporabe. Za prirejene načine delovanja se največkrat uporablja forume, kjer
najdemo razlage razvijalcev, ki so se že srečevali z enakimi težavami. Ker pa
je tehnologija še relativno nova, je trenutno takšne podpore zelo malo.
Ena od priložnosti je možnost uporabe funkcij kot podporni sistem. S tem
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imamo v mislih podporo obstoječi aplikaciji, za katero ni nujno da deluje v
isti arhitekturi. Ker Azure mesečno ponuja zadostno količno brezplačne upo-
rabe, bi lahko to količino uporabili kot podporno storitev v smislu razvoja in
objavljanja, lahko pa tudi kot mesto, kjer bi hranili del izolirane kode, ki je
ne želimo imeti v istem projektu kot preostanek aplikacije.
Ena od težav pri izidu nove različice funkcij pri Azurju je težavna migracija
iz preǰsnje različice, saj se je posodobilo zaganjalno okolje in spremenila se
je podpora programskim jezikom, tako da je potrebna ročna migracija in
posodobitev referenc knjižnic na nove. Ob izzidu naslednjih različic bi tako
lahko ta proces naredili manj boleč za uporabnike z postopno uvedbo novih
funkcionalnosti ter možnostjo avtomatskega prenosa obstoječih aplikacij.
Še ena slabost pri Azurju, ki jo lahko vidimo kot priložnost je, slabša pod-
pora delovanja funkcijske aplikacije na Linux strežnikih. Razlog za to je
omogočitev Linux podpore šele pred kratkim, tako da so se nekatere na-
pake našle šele ob začetku uporabe. Ena takih je bila na primer dvojen klic




6.1 Možne izbolǰsave in nadgradnje
Nekaj možnih izbolǰsav smo že omenili, ko smo razmǐsljali o tem, kako bi av-
tomatizirali proces izvajanja testov in objavljanja ob posodabljanju našega
oddaljenega repozitorija na GitHubu.
V okviru implementacije našega prototipa smo imeli večino HTTP in časovnih
funkcij. Nekateri zanimivi tipi, ki bi jih lahko še preizkusili, so IoT in Blob
prožilec. Pri prvem bi lahko uporabili neko napravo, ki je zmožna internetne
povezave in zbiranja podatkov. Podatke bi pošiljali na Azurjevo storitev za
procesiranje dogodkov - ”IoT hub”, kjer bi se ob shranitvi klicalo funkcijo, ki
bi podatke ustrezno obdelala ali analizirala. Podoben je ”Blob” prožilec. Ta
je uporaben, kadar uporabljamo nerelacijsko podatkovno bazo, kjer shranju-
jemo dokumente, ki vsebujejo slike ali druge nestrukturirane podatke. Ko
se podatki shranjujejo na bazo, se proži funkcija, ki te podatke ustrezno ob-
dela. Konkreten primer bi lahko bila funkcija, ki bi dobila sliko in jo ustrezno
zmanǰsala ter bi se nato zmanǰsana slika shranila v bazi.
Z vidika implementacije bi lahko preizkusili še nekatere od varnostnih funk-
cionalnosti, ki jih ponuja Azure. Ena od takih je dostop do funkcije preko
Azure AD. To pomeni, da omogočimo dostop le tistim, ki imajo Azure račun
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znotraj podjetja ali skupine, ki jo določimo vnaprej. Tako bo oseba, ki je
vpisana v Azure, ob zahtevi dostopa do funkcije avtomatično dobila dostop
do uporabe funkcije in se ji ne bo treba vpisovati preko prijavnega okna.
Če oseba nima dostopa, je preusmerjena do prijavnega okna za dostop do
Azurja.
6.2 Sklepne ugotovitve
Naš prototip preproste poslovne aplikacije kaže na to, da je brezstrežnika
arhitekura dovolj zrela za uporabo v podjetnǐskem svetu, čeprav je stara le
nekaj let. Programska koda naše aplikacije je razdeljena na čelni in zaledni
del, oba sta shranjena v ločenih repozitorijih (čelni: [29], zaledni: [28]) na
spletni strani GitHub in sta javno dostopna. Dve ključni prednosti, ki smo
ju našli, sta znatno znižanje stroškov ter avtomatsko skaliranje ob različnih
obremenitvah. Tako se lahko bolj posvečamo izgradnji poslovne logike, saj za
ostalo skrbi oblačni ponudnik. Našli smo tudi več slabosti pri implementaciji
in delovanju, ki pa niso tako izražene, saj se tehnologija izpopolnjuje iz dneva
v dan. Brezstrežnǐska arhitektura bi lahko v prihodnosti postala eden izmed
temeljnih načinov izgradnje aplikacijskega zaledja. Pri odločitivi, ali upora-
biti to tehnologijo, je najbolǰse predvideti, kakšne obremenitve bomo imeli,
ugotoviti kolikšen del naše opreme bo neizrabljen in koliko časa na mesec,
v primeru, da bi se odločili za tradicionalno arhitekturo. Potrebno je tudi
redno spremljati nove funkcionalnosti, ki jih ponudniki razvijajo. V začetku
časa pisanja tega diplomskega dela še niso obstajale dirigentske funkcije za
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