Featured Application: This work is specifically applied to the driving decision-making system of autonomous vehicles, allowing autonomous vehicles to run safely under complex urban road environment.
Introduction
With the current rapid economic growth, vehicle ownership is fast increasing, accompanied by more than one million traffic accidents per year worldwide. According to statistics, about 89.8% of accidents are caused by driver's wrong decision-making [1] . So, in order to alleviate traffic accidents, autonomous vehicles have been the world's special attention for its non-driver's participation. Key issues in researching autonomous vehicle include autonomous positioning, environmental awareness, driving decision-making, motion planning, and vehicle control [2] . As an important manifestation of the intelligent level of autonomous vehicles, the driving decision-making has currently become the focus and difficulty for experts in the study of autonomous vehicle [3] . For autonomous vehicle, it needs to rely on driving decision-making mechanism (DDM) to decide accurate driving strategy [4] . So, in this paper, by simultaneously referring vehicle states and road conditions, an optimized SVR model is developed to obtain the inherent complexity of driving decisions, including car following, lane changing, and free driving. Specifically, this study makes the following contributions:
(1) A detailed analysis of DDM for autonomous vehicles is conducted, which suggests that the control maneuvers of autonomous vehicle depend on the extracted traffic environment feature, not only including vehicle states, but also road conditions. (2) A SVR model, optimized by a weighted hybrid kernel function and particle swarm optimization (PSO) algorithm, is developed to establish DDM for autonomous vehicle. In order to validate the effectiveness of the optimized SVR model, the SVR model with a single RBF kernel function and BP neural network (BPNN) model are tested to compare with it. (3) By comparing the reasoning results of DDM with different reference index combinations, and by the sensitivity analysis, the effect of road conditions on driving decisions is quantitatively evaluated.
The Driving Decision-Making Process of Autonomous Vehicle
As shown in Figure 1 , with the sensor equipment, the autonomous vehicle can sense and collect traffic information, including vehicle states and road conditions in real time, to input them into the designed data processing program for some data processing to obtain the input variables of DDM.
According to these input variables, the DDM searches the relevant information and matches the accurate driving decision with the learning experiences, and then transmits the decision order to the control system. These learning experiences refer to the driving decision-making rules in DDM that are obtained by learning a lot of real driving experience. Then, the control system will control the actuators (include the steering system, pedals, and automatic gearshift) to carry on with the corresponding operation.
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SVR model is a kind of machine learning method based on statistical learning theory, which can improve the generalization ability of learning machine by seeking the minimum structural risk [16, 20] . So, SVR model has been widely applied and developed in the fields of pattern recognition, regression analysis, and sequence prediction [18, 21] .
Let SV = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x m , y m )} be a set of m training samples, each of samples x m is the input variable, which is obtained from traffic environment features. y m is the output driving decision corresponding to x m . These training samples are fitted by f (x) = ω T x + b, and all of the fitted results must be satisfied with error accuracy ε, i.e.,:
According to the minimization criteria of structural risk, f (x) should make 1 2 ω 2 minimum.
When considering the exiting fitted errors, the relaxation factors are introduced as ξ j ≥ 0, ξ * j ≥ 0. The best regression result can be derived from the minimum extreme value of the following function: where C is the penalty factor value, C > 0. Then, adopt the dual principle, and set the Lagrange multiplier α, α * to establish the Lagrange equation. Through drafting the parameters ω, b, ξ j , ξ * j and making the drafted formulas equal to 0, the regression coefficient ω and constant term b can be obtained:
After that, the results are substituted into the function f (x) to get the regression function:
Finally, the original samples are mapped into a high-dimensional feature space with a kernel function K(x i , x), and calculate the parameters with the same method, as above. The obtained non-linear regression function is:
The common kernels are showed as following:
Where the dot denotes the inner-product operation in Euclidean space, d is the degree of polynomial kernel, σ is the constant term determining the width of RBF kernel [18] . With different kernels, it can be structured by different regression surfaces, then different training results may be gotten on driving decision-making. So, it is important to select the proper kernel function and kernel parameters in the SVR model.
The Optimized Support Vector Machine Regression Model

The Selection of Kernel Function
In the research field of SVR model, the selection of kernel function type is the most popular research problem. The kernel function adopted by most of SVR research is the RBF kernel function. But, for different specific problems, the selected kernel function can reflect some of the characteristics of the problem itself [22] . The kernel function specified by researchers based on experience may not be the best choice for specific problems. So, this requires some ways to choose the optimal kernel function for them. In this paper, in order to avoid complexity and one-sidedness of the selection, and to give full play to the benefits that are brought by various kernel functions for the DDM, a weighted hybrid kernel function is proposed:
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The weighting factor needs to be satisfied:
When β j = 0, it represents that the corresponding kernel function does not play a role in DDM. When β 1 = 1, e = 1 and β 2,3 = 0, then the expression of the formula is similar with the primitive type of Polynomial Kernel.
Parameter Optimization
Particle swarm optimization (PSO) algorithm is a new evolutionary and iterative optimization algorithm developed in recent years. PSO algorithm is also started from the random solution and the quality of its solution is evaluated by the fitness. It finds the global optimum following the optimal particles in the solution space [23] . PSO algorithm has a fast convergence rate, and can avoid falling into the local optimum [24, 25] . So, in this paper, we adopt PSO algorithm to optimize the undetermined parameters of the SVR model and the weighted hybrid kernel function.
In the PSO algorithm, particles dynamically adjust their positions in the n-dimensional space through their individual and peer flight experience. In n-dimensional space, the number of particles is l, and the position of particle i can be represented as x i = [x i1 , x i2 , . . . , x in ], and its flying speed is
The best position visited by the particle i so far can be noted as the particle best, i.e., Pbest i = [Pbest i1 , Pbest i2 , . . . , Pbest in ], and the best position found by all the particles so far can be noted as the global best, i.e., Gbest = [Gbest i1 , Gbest i2 , . . . , Gbest in ]. At every moment t, the particle will adjust its speed and position by:
where i = 1, 2, . . . , l, d = 1, 2, . . . , n, v max is the limited maximum flying speed, and rand(0, 1) is the uniform random number on the interval [0, 1], it can increase the searching randomness of particles based on the Pbest and the Gbest. Then, the PSO-SVR parameter optimization architecture is established in Figure 4 . We set the updated step factor as µ = 1 and the positive acceleration coefficients of particle as c 1 = c 2 = 2.0. The limited maximum flying speed v max is set to 100, and the number of particles l is 50. The number of undetermined parameters is 9, including β, e in selecting kernel function type, parameters of each single kernel function a, b, d, σ, τ, δ, and SVR penalty factor C, it is represented as the dimension of the particle space. The parameter of kernel function σ and penalty factor C are limited in the value range (−10, 10). The optimization steps are given as follows:
Step 1 randomly initialize the positions and speeds of all particles;
Step 2 the fitness value of each particle is calculated according to the fitness function of driving decision problem;
Step 3 respectively compare the fitness value of each particle with their own Pbest and Gbest. If the fitness value is larger than Pbest, then update Pbest with the fitness value. If the fitness value is larger than Gbest, then update Gbest with the fitness value; Step 4 for each update, reset the SVR penalty factor C to create a larger research space for particles, avoid falling into the local area of current optimal value;
Step 5 update the position and speed of each particle according to Formulas (8) and (9); and,
Step 6 when the number of iterations reaches the maximum set, stop it and output the optimal parameters. Otherwise, return to Step 2.
In this paper, set the training accuracy as the fitness function in the optimized process. In order to evaluate the predicting effect of model for each driving decision, the average absolute error M E and relative mean square error R E are selected as the comprehensive evaluation indexes. The former can reflect the degree of deviation between reasoning and measured values, and the latter is the changing embodiment of the error values, which reflects the output stability of SVR model. The optimization steps are given as follows:
Step 2 the fitness value of each particle is calculated according to the fitness function of driving decision problem; Step 3 respectively compare the fitness value of each particle with their own Pbest and Gbest. If the fitness value is larger than Pbest, then update Pbest with the fitness value. If the fitness value is larger than Gbest, then update Gbest with the fitness value; Step 4 for each update, reset the SVR penalty factor C to create a larger research space for particles, avoid falling into the local area of current optimal value; Step 5 update the position and speed of each particle according to Formulas (8) and (9); and,
In this paper, set the training accuracy as the fitness function in the optimized process. In order to evaluate the predicting effect of model for each driving decision, the average absolute error E M and relative mean square error E R are selected as the comprehensive evaluation indexes. The former can reflect the degree of deviation between reasoning and measured values, and the latter is the changing embodiment of the error values, which reflects the output stability of SVR model.
Experimental Set-Up
A driving experiment needs to be set up to collect relevant data for training the optimized SVR model. Driving simulation is an alternative on-road experiment when the driver desires to use more controllable traffic scenarios to manipulate under certain experimental conditions. By adjusting the light, brightness, motion, audio, etc. in the simulator, it can represent a real traffic scene and an actual vehicle for the driver, which is used to study driving behaviors safely. From the output data, we can obtain the trajectory data of the subject and surrounding vehicles, which are useful to analyze driving decisions.
Driving Simulator
Driving simulation experiment is performed using the UC-win/Road 12.0 driving simulator platform (12.0 version, Fulamba Software Technology Co., Ltd., Shanghai, China, 2016) at the intelligent transportation experimental center of Transportation College in Shandong University of Science and Technology, which is shown in Figure 5 . The hardware is made up of three networked computers and some interfaces, such as the steering system, pedals and the automatic gearshift. The traffic environment is projected onto a large visual screen (Fulamba Software Technology Co., Ltd., Shanghai, China) (this big screen is made up of 3 sub-screens), which can provide a 135 • field of view. The resolution of visual scene is 1920 × 1080, the refresh rate of the scene is 20-60 Hz depending on the complexity traffic environment. The simulator can record the position coordinates, speed, acceleration of the subject vehicle, and the surrounding vehicle in real time.
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Participants
A total of 31 drivers with different driving experiences are recruited for experiment, including 19 male and 12 female drivers. Before performing driving simulation experiments, a survey for all of the participants is conducted, which is mainly focused on personal driving habits, driving experience, car accident history, physical and psychological status, etc. The average age of the participants is 25.7 years old (std is 3.91 years), ranging from 23 to 37 years. All of the participants have a qualified driver's license, and more than five years of driving experience (std is 4.33 years). None of participant has any visual and psychological problems. Among 31 participants, three 
A total of 31 drivers with different driving experiences are recruited for experiment, including 19 male and 12 female drivers. Before performing driving simulation experiments, a survey for all of the participants is conducted, which is mainly focused on personal driving habits, driving experience, car accident history, physical and psychological status, etc. The average age of the participants is 25.7 years old (std is 3.91 years), ranging from 23 to 37 years. All of the participants have a qualified driver's license, and more than five years of driving experience (std is 4.33 years). None of participant has any visual and psychological problems. Among 31 participants, three participants (two males, one female) had car crashes in the past five years. The participants are trained to be familiar with the driving simulated operation and to complete the driving simulation on all the traffic environments as required.
Driving Scenario Setting
A two-way with four-lane urban road section is established for this experiment, as shown in Figure 5 . Setting different parameters for vehicles, roads, and traffic, we can establish different traffic simulated scenarios. Set all the vehicles running on these scenarios as standard cars, and the traffic density range to 4-32 veh/km (note: 4-16 veh/km is the low density range, 16-28 veh/km is the middle density range, and 28-32 veh/km is the high density range). The traffic flow is running randomly at each density range with a desired speed of 40-50 km/h. The reference values of the road parameters are shown in Table 1 , and the initial set of road parameters are standard values, i.e., (µ, ρ, τ, δ) = (0.75, 0, 0, 1000). The data acquisition frequency is 10 Hz. 
Data Acquisition and Preprocessing
Data Acquisition
The collected data include driving trajectory data of the subject and its surrounding vehicles, their speeds and road environment parameters. According to the following method, the useful driving trajectory data of each driving decision are extracted and classified into the driving decision data set:
(1) Lane changing: The driving trajectory data of 10 s before implementing lane changing are recorded in lane changing data set. (2) Car following: The driving trajectory data within the 50 m gaps between the subject and its leading vehicle are recorded in car following data set. (3) Free driving: The driving trajectory data beyond 50 m gaps between the subject and its leading vehicle, and the driving trajectory data output when the subject vehicle with the desired speed are recorded in free driving data set.
After data classification and statistics, a total of 3211 groups of free driving data, 5312 groups of car following data, and 1009 groups of lane changing data are obtained. Each group of driving decision data includes one group of the driving trajectory data, together with their corresponding speeds and the road environment parameters.
Preliminary Data Process
In the preliminary data process, the data contained in all driving decision data sets are calculated to obtain the driving decision samples. From the driving trajectory data, we can obtain ∆L M bf ,0 , ∆L M lf ,0 , ∆L M bl ,0 , h t and the driving decision (free driving, car following or lane changing), from the speed information, we can obtain ∆v M,M bf , ∆v M,M lf , and ∆v M,M bl , from the road environment parameters, we can obtain the values of µ, ρ, τ, δ. One sample includes one reference index vector H = ∆L M bf ,0 , ∆L M lf ,0 , ∆L M bl ,0 , ∆v M,M bf , ∆v M,M lf , ∆v M,M bl , h t , µ, ρ, τ, δ and its corresponding driving decision.
The Output and Input Variables of the Optimized SVR Model (1) The output variables
In this paper, the output variable of the optimized SVR model is a driving decision, may be free driving, car following, or lane changing. We assign the represented values and the output threshold ranges to all of the driving decisions, as seen in Table 2 . For example, if an output value of DDM falls within the threshold range (−1.5, 0.5), it represents that the driving decision is free driving. Solving practical problems often need to collect a lot of indexes to reflect more information about the research object. If the correlation between these indexes is high, then the information reflected from them will have a certain overlap, which will increase the complexity of processing information. To solve this problem, Principal Component Analysis (PCA) is proposed to analyze data indexes and obtain the needed input variables [26] .
PCA is a statistical analysis method. It can transform multiple correlated indexes into a few of uncorrelated indexes. The comprehensive indexes, called the principal components, will keep the original indexes information as much as possible. If there is a p-dimensional random vector f = ( f 1 , f 2 . . . , f p ) , using PCA, the p reference indexes can be transformed into a set of uncorrelated principal indexes x 1 , x 2 , . . . , x p as their principal components, as seen in (14) . (14) Then, m(m < p) principal components need to be selected from above p principal components to adequately reflect the information represented by f p . The number of principal components m depends on the cumulative contribution rate of the variance G(m).
where λ i is the eigenvalue of x i . Usually, when G(m) > 85%, these m principal components can adequately reflect the information of the original p reference indexes.
Then, we use PCA to make the correlation analysis of 11 reference indexes through 200 sets of samples. The analysis process of PCA is shown in Figure 6 . The calculated results of PCA for each principal component are shown in Figure 7 . According to the cumulative contribution rate of the variance of each principal component, the first five principal components X = [x 1 , x 2 , . . . , [ ] 
The Performance of the Optimized SVR Model on Driving Decision-Making
The Performance of the Weighted Hybrid Kernel Function
In the parameter optimization process of the optimized SVR model, 75% of the driving decision samples are randomly selected for training, and the remaining 25% samples are used for model validation. In order to evaluate the performance of the weighted hybrid kernel function, a SVR model with RBF kernel function is input with the same 75% samples to get its corresponding iteration results. We set to 200 the maximum number of training iterations.
With the PSO algorithm, we can obtain the weighted hybrid kernel function of the optimized SVR model, as shown in formula (16). [ ] 
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With the PSO algorithm, we can obtain the weighted hybrid kernel function of the optimized SVR model, as shown in formula (16) .
The optimal parameters of each basic kernel function incorporated in the weighted hybrid kernel function are shown in the following Table 3 . The best penalty factor C = 5.4142. In the SVR model with RBF kernel function, the optimal parameters are σ = 1.4142, C = 6.0524. The iterative comparison results of fitted values can be seen from Figure 8 . 
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. The iterative comparison results of fitted values can be seen from Figure 8 . It can be seen that the fitted accuracy of SVR model with weighted hybrid kernel function and RBF kernel function, respectively, are 92.3% after 31 generations and 89.7% after 43 generations. So, when compared with RBF kernel function, the weighted hybrid kernel function shows better performance on driving decision-making.
The Performance of SVR Model
BP (Back Propagation) neural network (BPNN) is one of the most widely used and successful learning algorithms in current research, and is particularly suitable for solving complex problems with internal mechanisms [27] [28] [29] . In order to verify the performance of SVR model, a typical feed-forward BPNN is established to compare with SVR model on the performance of driving decision-making. The BPNN model is established with five layers (an input layer, three hidden layers, and an output layer). Set the Tan-Sigmoid function as the transfer function of BPNN model. In general, the number range of nodes in the hidden layers depends on the number of nodes in the input and output layer [30] . We use our sample data to check the accuracy performance of BPNNs with different number of nodes in the hidden layers, the final number of nodes in each hidden layer is determined to 7. By the parameter adjustment and the test in MATLAB, the number of iterations is determined to 500, the learning rate is 0.01, and the training goal (mean square error) It can be seen that the fitted accuracy of SVR model with weighted hybrid kernel function and RBF kernel function, respectively, are 92.3% after 31 generations and 89.7% after 43 generations. So, when compared with RBF kernel function, the weighted hybrid kernel function shows better performance on driving decision-making.
BP (Back Propagation) neural network (BPNN) is one of the most widely used and successful learning algorithms in current research, and is particularly suitable for solving complex problems with internal mechanisms [27] [28] [29] . In order to verify the performance of SVR model, a typical feed-forward BPNN is established to compare with SVR model on the performance of driving decision-making. The BPNN model is established with five layers (an input layer, three hidden layers, and an output layer). Set the Tan-Sigmoid function as the transfer function of BPNN model. The five principal components X = {x 1 , x 2 , . . . , x 5 } obtained above are set as its input layer parameters and the corresponding driving decisions y k is set as the output layer parameter.
In general, the number range of nodes in the hidden layers depends on the number of nodes in the input and output layer [30] . We use our sample data to check the accuracy performance of BPNNs with different number of nodes in the hidden layers, the final number of nodes in each hidden layer is determined to 7. By the parameter adjustment and the test in MATLAB, the number of iterations is determined to 500, the learning rate is 0.01, and the training goal (mean square error) is 1 × 10 4 . Then, the same 75% samples are input into BPNN model for training to obtain the BPNN-based DDM (BPNN-DDM). In the training process, the weights and bias are adjusted continuously to suit the desired output corresponding to the reference indexes. After 48 iterations, the network converges to the desired error. Then, the remaining 25% samples are input into the trained BPNN-DDM and SVR-DDM with RBF kernel function, the reasoning results of SVR-DDM with weighted hybrid kernel function, SVR-DDM with RBF kernel function and BPNN-DDM can be seen in the Table 4 . It can be seen from Table 4 that the SVR-DDM with weighted hybrid kernel function has the best performance in reasoning driving decisions, with the 93.1% accuracy for free driving, 94.7% accuracy for car following, and 89.1% accuracy for lane changing. The reasoning accurate of SVR-DDM with RBF kernel function for three driving decisions is 89.3%, 92.7% and 86.8%, respectively, lower than that of the SVR-DDM with weighted hybrid kernel function, this results are from the optimization of kernel function in SVR Model. When compared with the two SVR-DDMs, the decision reasoning accuracy of BPNN-DDM is lower than SVR-DDM with weighted hybrid kernel function, and has little differences with the SVR-DDM with RBF kernel function. But, the E R values show that the reasoning stability of the SVR-DDM with RBF kernel function is better than BPNN-DDM. In addition, the three DDMs have the highest accuracy for car following decision, and the lowest accuracy for lane changing. This result may be due to the small number of samples and the complexity of lane changing itself. In summary, the above results support the superior performance of SVR than BPNN in terms of the reasoning accurate, stability, and time, so the SVR model is more suitable for driving decision-making than BPNN model.
Influence Analysis of Road Conditions on the Reasoning Accuracy of DDM
In order to verify the effects of road conditions on the accuracy of DDM, the reasoning results of three DDMs (include SVR-DDM with weighted hybrid kernel function, SVR-DDM with RBF kernel function and BPNN-DDM) with the following reference index combinations are compared:
1.
vehicle states + Road conditions are used as inputs; and, 2.
only vehicle states are used as inputs.
Three DDMs with the first reference index combination has already been trained and validated in the previous Table 4 .
For the second reference index combination, road conditions information is eliminated from the above 75% training samples and the remaining 25% testing samples. Then, three DDMs without considering road conditions are established using the same training method and tested with the testing samples. The reasoning results of three DDMs without considering road conditions are shown in the following Table 5 . As illustrated in Tables 4 and 5 , after eliminating the information of road conditions from the reference index set, the accuracy of SVR-DDM with weighted hybrid kernel function for free driving, car following and lane changing is reduced from 93.1% to 82.3%, 94.7% to 85.9% and 89.1% to 78.2%, respectively, SVR-DDM with RBF kernel function is reduced from 89.3% to 78.5%, 92.7% to 82.2% and 86.8% to 76.8% respectively, and the BPNN-DDM is reduced from 89.9% to 78.1%, 91.4% to 80.4% and 87.1% to 75.1% respectively. The results support the effectiveness of making driving decision with road conditions. In addition, although the average reasoning time of DDMs with added road conditions is higher than that of DDMs without added road conditions, the reasoning stability of DDMs with added road conditions is much better than that of DDMs without added road conditions. In general, DDM has better performance on reasoning driving decisions with added road conditions, which is further explained that the road condition cannot be ignored in driving decision-making.
Sensitive Analysis of Road Conditions on Driving Decisions
It can be seen from the above results that road conditions have a great influence on driving decisions. But how does each parameter affect driving decisions? What is the degree of their effects on each driving decision? A solution is provided to quantitatively evaluate their effects with the SVR-DDM with weighted hybrid kernel function (all of the DDMs mentioned in the following analysis refer to the SVR-DDM with weighted hybrid kernel function and with added road conditions).
We quantitatively evaluate the effects of each road parameter on driving decisions by analyzing the sensitivity of DDM to the changes in each road parameter. We take the changes in the road adhesion coefficient µ as an example. Using the driving decision samples under standard road conditions, we first count and calculate the proportions of each driving decision at different traffic density ranges. Then, we make the µ take values at 0.55, 0.28 and 0.18, respectively. The other three road parameters remain standard. Every time that the µ changes, a new set of driving decision samples is obtained and input into the DDM. From the output of DDM, the proportion of each driving decision in different traffic density is calculated. Then, we can get the trend that the proportion of each driving decision varies with the traffic density when µ taken at 0.75, 0.5, 0.25 and 0.18, respectively. In the same way, we can also get the trend that the proportion of each driving decision varies with the traffic density when the other three road parameters take different values, respectively. After this operation and data statistics, the quantitative influence is displayed in Figure 9 .
with the high traffic density range, driving decision-making is mainly limited by vehicles states, so even if road conditions are not taken into account, the reasoning results are less affected. As shown in Figure 9 , it can be seen that the changes of road conditions have the greatest influence on the driving decisions in the low traffic density range (4-16 veh/km) and almost have no influence in the high traffic density range (28-32 veh/km). In the low and middle traffic density range (4-28 km/h), road visibility δ has the greatest effect on driving decision, then followed by adhesion coefficient µ, road curvature ρ, and road slope τ. So, we can conclude: in the low traffic density range, driving decision-making is mainly restricted by the road conditions, in consequence, results are easy to be wrong without considering road conditions. on the other hand, with the high traffic density range, driving decision-making is mainly limited by vehicles states, so even if road conditions are not taken into account, the reasoning results are less affected.
Take the change rate of driving decision in low traffic density range in Figure 9b as an example, when all of the road parameters are taken as the standard values, the average rates of free driving, lane changing, and car following are about 0.469, 0.262, and 0.269, respectively, in the low traffic density range. If δ is changed to 100, the average rates of three driving decisions are changed to about 0.078, 0.034, 0.888, respectively, which means that about 61.9% of samples change their decisions when the road visibility is changed from 1000 m to 100 m. Similarly, if τ is changed to 4%, then the average rates of three driving decisions are changed to 0.515, 0.238, and 0.247, respectively, which means that about 4.6% of samples change their decisions when the road slope is changed from 0 to 4%. The same is true for the analysis of driving decisions corresponding to the changes in other two parameters. Thus, it can be seen that road conditions are important indexes that cannot be ignored in DDM for autonomous vehicle.
Conclusions
In this paper, a SVR model was developed to make accurate driving decisions for autonomous vehicle. Our model was optimized by a weighted hybrid kernel function and a PSO algorithm. Road conditions and vehicle states were simultaneously as the reference indexes of DDM. The driving decisions that were made by DDM included free driving, car following, and lane changing. Then, driving simulated experiments with different traffic environments were executed to extract the driving decision samples. The optimized SVR model was trained and validated with the training and testing samples to establish DDM. Our model was compared with: (1) a SVR model with RBF kernel function, and (2) BPNN model. The comparison results showed that the accuracy of our optimized SVR model was the best, with more than 92% accuracy. Besides, the results also showed that our optimized SVR model had a better performance in free driving and car following with 93.1% and 94.7% of accuracy, respectively, than lane changing decision with 89.1% of accuracy.
Finally, we investigated the effect of road conditions on the accuracy of DDM and quantified their effects on each driving decision through the sensitive analysis. The results showed that road conditions almost had almost no influence on driving decisions with high traffic density range, and had the greatest influence with low traffic density range. In the low and middle traffic density, road visibility δ has the greatest effect on the driving decisions, then followed by µ, ρ, and τ. To some extent, the verified results were consistent with the actual driving experience, which indicated the reasonability of the obtained DDM with added road conditions. Even though the DDM based on the optimized SVR model is able to reason driving decisions, and outperforms other models that are proposed in this paper, there are still some weak points and limits, such as the sample size of lane changing decision is smaller than that of car following and free driving, and that the DDM has not yet been implemented in real road environment, we will improve them in the future. In addition, future research will focus on establishing a DDM used in dangerous driving environments, for example, if a pedestrian or vehicle suddenly present in front of the subject vehicle, then the subject vehicle should make proper driving decision, like steering, braking, or steering and braking.
