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Abstract: In this work, we present a multi-camera surveillance system based on the use of 
self-organizing neural networks to represent events on video. The system processes several 
tasks in parallel using GPUs (graphic processor units). It addresses multiple vision tasks at 
various levels, such as segmentation, representation or characterization, analysis and 
monitoring of the movement. These features allow the construction of a robust 
representation of the environment and interpret the behavior of mobile agents in the scene. 
It is also necessary to integrate the vision module into a global system that operates in a 
complex environment by receiving images from multiple acquisition devices at video 
frequency. Offering relevant information to higher level systems, monitoring and making 
decisions in real time, it must accomplish a set of requirements, such as: time constraints, 
high availability, robustness, high processing speed and re-configurability. We have built a 
system able to represent and analyze the motion in video acquired by a multi-camera 
network and to process multi-source data in parallel on a multi-GPU architecture.  
Keywords: growing neural gas; camera networks; visual surveillance; GPU;  
CUDA; multi-core 
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1. Introduction 
The development of the visual surveillance process in dynamic scenes often includes steps for 
modeling the environment, motion detection, classification of moving objects, tracking and the 
recognition of actions. Most of the work is focused on applications related to tracking people or 
vehicles that have a large number of potential applications, such as: controlling access to special areas, 
the identification of people, traffic analysis, anomaly detection, security management or interactive 
monitoring using multiple cameras [1,2].  
The recognition of actions has been extensively investigated [3,4]. The analysis of the trajectory is 
also one of the basic problems in understanding the actions [5]. Relevant works on tracking objects can 
also be found in [6,7], among others.  
Moreover, the majority of visual surveillance systems for scene analysis and surveillance depend on 
the use of knowledge about the scenes where the objects move in a predefined manner [8,9].  
In recent years, work in the analysis of behaviors has been successful, because of the use of 
effective and robust techniques for detecting and tracking objects and people. This fact has allowed 
focused interest in higher levels of scene understanding. Moreover, thanks to the proliferation of  
low-cost vision sensors, embedded processors and the efficiency of wireless networks, a large amount 
of research has focused on the use of multiple sources of information for the analysis of behavior.  
In particular, multi-camera networks are used for interpreting the dynamics of objects moving in 
wide areas or for observing objects from different viewpoints to achieve a 3D interpretation. Multiple 
viewpoints help in dealing with ambiguities and occlusions and can lead to a more reliable analysis of 
the scene. 
Third generation surveillance systems usually refer to system conceived of to deal with a large 
number of cameras, a geographical spread of resources and many monitoring points and to mirror the 
hierarchical and distributed nature of the human process of surveillance [2].  
With the deployment of camera networks in end-user environments, such as private homes or public 
places, awareness of privacy, confidentiality and general security issues is rising. Emphasis should be 
given to the special requirements of camera networks systems, including privacy and continuous  
real-time operation. To guarantee data authenticity and to protect sensitive and private information, a 
wide range of mechanisms and protocols should be included in the design surveillance systems based 
on camera networks. 
The intrinsically parallel behavior of artificial neural networks, which were used to represent video 
events in our previous work [10], permits their implementation on GPUs (graphic processor units), 
allowing the processing of multiple camera images simultaneously. In the last few years, the high 
computing performance of GPUs and the low cost of these devices attracted a big number of 
researchers. Implementations related to neural networks [11–13] or computer vision and image 
processing [14–21] are of particular interest in this work.  
Moreover, GPUs have played a role in video and image processing for a long time. In the 
beginning, they were used to display the processed results. Quickly, application developers picked up 
GPU computing, and GPUs are becoming the main processing devices in today‘s video and image 
processing applications. The ever-increasing amount of video and image data demands ever-increasing 
computational power, while offering, at the same time, more potential for parallel computation. The 
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GPU, with its many-core architecture, is the perfect match to these challenges and delivers the 
computational performance necessary to drive the image and video-processing applications [22]. 
To accomplish the acceleration of the neural network learning algorithm used in our previous 
single-camera surveillance system work [23] and its application to the multi-camera video surveillance 
system with strong temporal constrains, a redesign of the sequential algorithm has been carried out, 
executed on the CPU to exploit the parallelism offered by the GPU. Moreover, multi-core CPU 
architecture and multiple GPU devices have been combined to manage several streams in parallel and 
also to accelerate each stream using different GPUs. Current GPUs have a large number of processors 
that can be used for general purpose computing. The GPU is specifically well suited to solving 
computationally intensive problems that can be expressed as data parallel computations [24]. However, 
implementation on a GPU requires the redesign of the algorithms, focused and adapted to its 
architecture. In addition, the programming of these devices has different restrictions, such as: the need 
for high computation in each processor to hide latencies produced by constrained memory access, 
management and synchronization of different threads running simultaneously, the proper use of the 
hierarchy of memories and other considerations. Researchers have already successfully applied GPU 
computing to problems that were traditionally addressed by the CPU [22,25]. 
The GPU implementation used in this work is based on NVIDIA‘s CUDA (Computed Unified 
Device Architecture) architecture [26], which is supported by most current NVIDIA graphics chips. 
Supercomputers that currently lead the world ranking combined the use of a large number of CPUs 
with a high number of GPUs. 
The remainder of the paper is organized as follows: Section 2 provides a description of the  
multi-core general purpose graphics processor unit (GPGPU) architecture. Section 3 presents the 
growing neural gas (GNG) algorithm and its modification to manage image sequences. In Section 4, 
we present the GPU parallel implementation of the GNG algorithm to accelerate the representation and 
tracking of objects in image sequences with a single camera. Section 5 shows the extension of this 
parallel implementation with multi-GPUs of a multi-camera visual surveillance system, followed by 
our major conclusions and further work. 
2. Multicore GPGPU Architecture 
A CUDA-compatible GPU is organized as a set of multiprocessors, as shown in Figure 1 [27]. 
These multiprocessors, called streaming multiprocessors (SMs), are highly parallel at the thread level. 
However, the number of multiprocessors varies depending on the generation of the GPU. Each SM 
consists of a series of streaming processors (SPs) that share the control logic and cache memory. Each 
of these SPs are launched in parallel with a huge amount of threads. For instance, GT200 graphics 
chips, with 240 SPs, are capable of performing a computing power of one teraflop, launching 1,024 
threads per SM, with a total of 30,000 threads. The current GPUs have up to 12 GB of DRAM 
(Dynamic Random Access Memory), referenced in Figure 1 as global memory. The global memory is 
used and shared by all the multiprocessors, but it has a high latency.  
The CUDA architecture reflects an SIMT model: single instruction, multiple threads. These threads 
are executed simultaneously working on a lot of data in parallel. Each of them runs a copy of the 
kernel (a piece of code that is executed) on the GPU and uses local indexes to be identified. Threads 
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are grouped into blocks to be executed. Each of these blocks is allocated to a single multiprocessor, 
enabling the execution of several blocks within a multiprocessor. The number of blocks that are 
executed depends on the available resources in the multiprocessor, scheduled by a system of  
priority queues.  
Figure 1. CUDA compatible GPU (graphic processor unit) architecture. 
 
 
Within each of these blocks, the threads are grouped into sets of 32 units to carry out fully parallel 
execution on processors. Each set of 32 threads is called a warp. In the architecture, there are certain 
restrictions on the maximum number of blocks, warps and threads on each multiprocessor, but it varies 
depending on the generation and model of the graphics cards. In addition, these parameters are set for 
each execution of a kernel to get the maximum occupancy of hardware resources and to obtain the best 
performance. The Experiments section shows how to fit these parameters to execute our GPU 
implementation. 
CUDA architecture also has a memory hierarchy. Different types of memory are found: constant, 
texture, global, shared and local registries. The shared memory is useful for implementing caches. 
Texture and constant memory are used to reduce computational cost, avoiding global memory access, 
which has high latencies. 
In recent years, a large number of applications have used GPUs to speed up the processing of neural 
network algorithms [11,15,28–30] applied to various computer vision problems, such as representation 
and tracking of objects in scenes [10], face representation and tracking [12] or pose estimation [17]. 
3. Growing Neural Gas and GNG-Seq 
From the neural gas model [31] and growing cell structures [32], Fritzke developed the growing 
neural gas model [33], with no predefined topology of a union between neurons, to which, from an 
initial number of neurons, new ones are added (Figure 2). 
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A new version of the GNG model, called GNG-Seq (sequence), has been created to manage image 
sequences under a time constraint. Taking advantage of the GNG representation, obtained in previous 
frames, and considering that at video frequency, the slight motion of mobile agents can be modeled, it 
is only necessary to relocate a neural network structure without the necessity of adding or  
deleting neurons. 
Figure 2. Growing neural gas (GNG) learning algorithm showing the parallel stages. 
 
3.1. GNG Algorithm 
GNG is an unsupervised incremental clustering algorithm that, given some input distribution in R
d
, 
incrementally creates a graph, or network of nodes, where each node in the graph has a position in R
d
. 
The model can be used for vector quantization by finding the code vectors in clusters. These  
code vectors are represented by the reference vectors (the position) of the nodes. They can also be used 
for finding topological structures that closely reflect the structure of the input distribution. GNG 
learning is a dynamic algorithm in the sense that if the input distribution slightly changes over time, it 
is able to adapt, moving the nodes to the new input space R
d‘.  
Starting with two nodes, the algorithm constructs a graph in which nodes are considered neighbors 
if they are connected by an edge. The neighbor information is maintained throughout the execution by 
a variant of competitive Hebbian learning (CHL). 
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The graph generated by CHL creates an ―induced Delaunay triangulation‖ that is a sub-graph of the 
Delaunay triangulation corresponding to the set of nodes. The induced Delaunay triangulation 
optimally preserves the topology in a very general sense [34]. CHL is an essential component of the 
GNG algorithm, since it is used to manage the local adaptation of nodes and the insertion of  
new nodes. 
The network is specified as: 
(1) A set, N, of nodes (neurons). Each neuron c  N has its associated reference vector wc  R
d
. The 
reference vectors can be regarded as positions in the input space of their corresponding neurons. 
(2) A set of edges (connections) between pairs of neurons. These connections are not weighted, and 
their purpose is to define the topological structure. An edge aging scheme is used to remove 
connections that are invalid, due to the motion of the neuron during the adaptation process. 
GNG uses parameters that are constant in time. Further, it is not necessary to decide the number of 
nodes used a priori, since nodes are added incrementally during the execution. Insertion of new nodes 
stops when a user-defined performance criterion is fulfilled or alternatively when a maximum network 
size has been reached. 
The adaptation of the network to the input space vectors is produced in Step 6. The insertion of 
connections (Step 4) between the winning neuron and the second closest to the input signal provides 
the topological relationship between the neurons (Figure 2). 
The edge removal step (Step 8) eliminates the edges that are no longer part of that topology. This is 
done by removing the connections between neurons that are no longer near or that have other neurons 
that are closer, so that the age of these connections exceeds a threshold. 
The accumulation of the error (Step 5) can identify those areas of the input space of vectors where it 
is necessary to increase the number of neurons to improve the mapping. 
3.2. GNG-Seq 
To analyze the movement, for each image in a sequence, objects are tracked following the 
representation obtained using the neural network structure. Therefore, the position or neuron reference 
vectors are used as stable markers in the tracking process. It is necessary to obtain a representation or 
graph that defines the position and shape of the object at each input frame in the sequence.  
One of the most advantageous features of the GNG is that it is not required to restart the learning of 
the network for each input frame in the sequence. A previous neural network structure, obtained from 
previous frames, is used as a starting point for new frames representation, provided that the sampling 
rate is sufficiently high. In this way, a prediction based on historical images and a small re-adjustment 
of the network provides a new representation in a very short time (total learning time/N), where total 
learning time is the complete learning algorithm that linearly depends on the number of input patterns, 
λ, and the number of neurons, N. This provides a very high processing speed. This GNG-based 
architecture for the representation and processing of image sequences has been called GNG for 
sequences or GNG-Seq.  
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The process of tracking an object in each image is based on the following steps:  
(1) Calculation of the transformation function, ψ, to segment the object from the background based 
on information from previous frames stored in the neural network structure.  
(2) Prediction of the new neuron reference vectors.  
(3) Re-adjustment of neuron reference vectors.  
Figure 3 outlines the process to track objects, which differentiates the processing of the first frame, 
since no previous data is available and is needed to learn the complete network. In the second level, it 
estimates and updates the positions of neurons (reference vectors) depending on the available 
information on previous frames in the sequence stored in the neural network structure. In this way, the 
objects or agents are segmented in the next frame, estimating the new position and readjusting the map 
based on the information available from previous maps.  
Figure 3. GNG-Seq (sequence) flowchart. 
 
 
The complete GNG algorithm presented in Figure 2 is used to obtain the representation for the first 
frame of the image sequence, performing the full learning process. However, for the next frames, the 
final positions (reference vectors) of the neurons obtained from the previous frame are used as the 
starting point, performing only the reconfiguration module of the general algorithm, with no insertion 
or deletion of neurons, but moving neurons and deleting edges where necessary. 
Further details of the image processing aspects of the surveillance system can be found in our 
previous work [10]. Furthermore, in [35], a comparison with other tracking and motion estimation 
methods can be found that demonstrates the accuracy of the system with a single camera. 
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4. GPU Implementation of GNG 
The GNG learning algorithm has a high computational cost. For that reason, it is proposed to 
accelerate it using GPUs and to take advantage of the many-core architecture provided by these 
devices, as well as their parallelism at the instruction level. GPUs are specialized hardware for 
computationally intensive high-level parallelism that use a higher number of transistors to process data 
and less for flow control or management of the cache, unlike in CPUs. We have used the architecture 
and set of programming tools (language, compiler, development environment, debugger, libraries, etc.) 
provided by NVIDIA to exploit the parallelism of its hardware. 
To accelerate the GNG algorithm on GPUs using CUDA, it was necessary to redesign it so that it fit 
within the GPU architecture. Many of the operations performed in the GNG algorithm are 
parallelizable, because they act on all the neurons of the network simultaneously. That is possible, 
because there is no direct dependence between neurons at the operational level. However, there exists a 
dependence on the adjustment of the network, which affects the end of each iteration and forces one to 
synchronize various parallel execution operations. Figure 2 shows GNG algorithm steps that have been 
accelerated on the GPU using kernels. 
4.1. Euclidean Distance Calculation 
The first stage of the algorithm that has been accelerated is the calculation of Euclidean distances 
performed each iteration. This stage calculates the Euclidean distance between a random pattern and 
each of the neurons. This task may take place in parallel by running the calculation on each neuron‘s 
distance on as many threads as the neurons the network contains. It is possible to calculate more than 
one distance per thread, but this is only efficient for large vectors, where the number of blocks that are 
executed on the GPU is also very high (>100,000).  
4.2. Parallel Reduction 
The second task parallelized is the search of the winning neuron: the one with lower Euclidean 
distance to the pattern generated and the second closest. For the winning search, we used a parallel 
reduction technique described in [36]. This technique accelerates operations, such as the search for the 
minimum value in parallel on large data sets. For our work, we modified the original algorithm that we 
have called 2 min parallel reduction, so that, with a single reduction, not only is the minimum 
obtained, but the two smallest values of the entire data set. Parallel reduction is described as a binary 
tree, where: log2 (n) steps operated in parallel in sets of two elements, by applying an operation on 
these elements in parallel; at the end of the log2 (n) steps, we obtained the final result of the operation 
on a set of N elements.  
 4.3. Other Optimizations 
To speed-up the remaining steps, we have followed the same strategy used during the first phase. 
Each thread is responsible for performing an operation on a neuron: check the edge connection age 
and, in case it exceeded a certain threshold, delete it, update the local error of the neuron or adjust the 
neuron weights. In the stage of finding the neuron with maximum error, the same strategy used to find 
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the winning neuron has also been followed, but in this case, the reduction is searching only for the 
neuron with the highest error.  
Regardless of the parallelism of the algorithm, we have followed some good practices for the 
CUDA architecture to get more performance. First, we used constant memory to store the neural 
network parameters, 1, 2, α, β, αmax. By storing these parameters in this memory, the access is faster 
than working with values stored in the global memory. 
Our GNG implementation on the GPU architecture is also limited by the memory bandwidth 
available. In the Experiments section, a specification report for each CUDA capable device used its 
memory bandwidth will be shown. Although this bandwidth is only attainable under highly idealized 
memory access patterns, it does provide us with an upper limit of memory performance. Moreover, 
some memory access patterns, like moving data from the global memory into shared memories and 
registers, provide better coalesced access. To get the highest advantage of the memory bandwidth, the 
shared memory within each multiprocessor has been used. Therefore, this memory acts as a cache to 
avoid frequent access to the global memory and allows threads to achieve coalesced reads when 
accessing neurons‘ data. 
For instance, a GNG network composed of 20,000 neurons and auxiliary structures requires only  
17 megabytes. Therefore, the GPU implementation, in terms of size, does not present problems, 
because currently, GPU devices have enough memory to store it. 
Memory transfers between the CPU and GPU are the main bottlenecks to obtain a speed-up. These 
transfers have been avoided as much as possible. Initial versions of the algorithm failed to obtain 
performance over the CPU version, because the complete neural network was copied from the GPU 
memory to the CPU memory and vice versa for each input pattern generated. This penalty, introduced 
due to the bottleneck of the transfer through the PCI (Peripheral Component Interconnect)-Express 
bus, was so high that we did not initially improve the CPU version. After careful consideration about 
the flow of execution, we decided to move the inner loop of the pattern generation to the GPU, 
although some tasks are not parallelizable and had to be run on a single GPU thread.  
4.4. Rate of Adjustments per Second 
We performed several experiments in which it is shown how the accelerated GNG version performs 
a faster complete learning process than the CPU version. Moreover, it allows performing more 
adjustments per second. For instance, after learning a network of 20,000 neurons, the GPU 
implementation performs 17 adjustments per second, while the CPU version only achieves 2.8. This 
means that the GPU implementation samples more data during the learning process and, therefore, 
obtains a better topological representation than the CPU implementation. This faster learning process 
allows the use of this implementation under time constraints. Figure 4 shows the adjustment rate per 
second performed by different GPU devices and the CPU. It is also shown how increasing the number 
of neurons in the CPU cannot handle a high rate of adjustments per second.  
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Figure 4. The rate of adjustments per second performed by different GPU devices and the 
CPU with different numbers of neurons and input patterns (k indicates thousands). 
 
5. Multisource Information Processing with GPU 
We have considered the following domain-specific constraints regarding a high demand  
(25 frames per second) video surveillance application in our study. In order to achieve real-time 
processing, the number of frames processed per second (fps) was determined depending on the number 
of cameras. The maximum number of cameras that can be supported in the multi-GPU architecture is 
obtained by calculating the number of video frames that can be processed simultaneously with  
this constraint. 
5.1. Tracking Multiple Agents in Visual Surveillance Systems 
The technique used for tracking multiple objects is based on the use of the GNG-Seq, described in 
Section 3.2 and previous work [10], which with its fast algorithm, segments and tracks the different 
objects present in the image. Once the objects in the image are segmented, it is possible to identify 
groups of neurons that are mapping each of them and follow them separately. These groups will be 
identified and labeled to use them as a reference keeping the correspondences between frames.  
The system has several advantages compared to other tracking systems: 
 The graph obtained with the neural network structure permits the representation of local and 
global movement. 
 The information stored in the structure of the neural network through the sequence permits the 
representation of motion and the analysis of entity behavior based on the trajectory followed by 
the neural network nodes. 
 The feature correspondence problem is solved using the structure of the neural network. 
 Real-time processing is supported, since the accelerated neural network allows obtaining fast 
representations, depending on the available time.  
However, an important drawback should be considered: 
 The quality of the representation is highly dependent on the robustness of the  
segmentation process. 
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5.2. Privacy and Security: Real-Time Constraint 
Real-time processing is of great importance, particularly in the security domain. A high number of 
cameras, combined with an increase in security risks in crowded public places, such as airports, 
underground stations or terminals and town squares, requires the automation of the surveillance 
process in real time, because it is no longer possible to carry out this process manually. Real-time 
processing is also required in other video applications, such as automated video content analysis  
or robotics. 
Figure 5 presents the representation of people appearing in the image with our system. The system 
is able to maintain the privacy of the persons under observation by using the graph representation 
provided by the GNG instead of the original video images. 
Figure 5. GNG graph representation. 
 
 
The importance of GPUs has recently been recognized for different applications, such as video and 
image processing algorithms; in particular, real-time video surveillance applications [37,38], where it 
is possible to manage information from different cameras [39], thanks to the parallel processing 
capabilities of GPUs. 
The processing of information from different cameras in the proposed architecture allows one to 
solve problems like occlusions or to interpret simultaneous actions in different areas  
under surveillance. 
5.3. Multi-Core CPU and Multi-GPU Implementation 
The processing of information from different cameras on a general purpose graphics processing unit 
(GPGPU) architecture allows fast access to the data obtained from different sources. These data are 
allocated in centralized shared memories and permit solving problems, like occlusions or interpreting 
concurrent actions in different areas under surveillance. This is possible, since the compact 
representation obtained with the GNG permits the storage of a large amount of information. 
We first developed a single camera GPU version, where the algorithm was parallelized and 
accelerated via CUDA technology. After accelerating image processing on a single node using a GPU, 
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we implemented a higher level of abstraction. This new implementation includes the use of a multicore 
processor and various GPUs connected to the same host system (Figure 6). Through an efficient 
management of multi-core CPU threads and assigning different streams on different GPUs, we can 
perform the parallel processing of different streams faster than using a traditional processing system 
composed of a single CPU. This proposed system is also fully scalable, allowing the user to add more 
CPU cores and GPU cards to further improve the number of streams that can be managed in parallel. 
The POSIX (Portable Operating System Interface) Pthreads standard has been used to manage several 
CPU threads in parallel, performing different processing tasks in each GPU device.  
Figure 6. Multi-GPU multi-camera workflow. 
 
5.4. Experiments 
In this section we present some results of experiments with the GNG used to learn features in 2D 
images with different numbers of cameras, neurons and input patterns based on our previous GNG 
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visual surveillance system with a single camera [10]. Figure 7 shows the multi-target representation 
using our previous system for images from the database, CAVIAR (Context Aware Vision using 
Image-based Active Recognition) [40]. 
Figure 7. Example of a single-image multi-target visual surveillance system. 
 
 
Figure 8 shows the results of experiments with different numbers of cameras to compare the time 
spent to characterize entities with GNG using 5,000 and 20,000 neurons, respectively, and training the 
maps with 500 and 1,000 input patterns per iteration. Experiments were developed on a computing 
node with a heterogeneous CPU-GPU architecture with multi-core CPUs and two GPU devices.  
Table 1 shows the specification of each GPU device installed in the proposed architecture and  
the multi-core processor installed. 
Table 1. GPU device and multi-core processor specifications. SM, streaming 
multiprocessor. 
Device Capability SMs Cores  Memory Bandwidth  
GTX 480 2.0 15 480 1.5 GB 177.4 GB/s 
Processor #Cores #Threads Clock  Cache Memory 
Intel i3-540 2 4 3.06 GHz 4 MB 8 GB 
 
It can be appreciated that the single-threaded CPU solution takes more and more time as the number 
of cameras grows. It can be seen how the CPU version time complexity grows much faster than the 
multi-core CPU and multi-GPU versions, and it is therefore an inadequate solution for large numbers 
of cameras. However, the proposed parallel version increases the number of cameras without 
degrading performance significantly. We also appreciated that, using a higher number of cameras, the 
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speed-up obtained using the proposed architecture is about 2.5 faster compared with the  
single-threaded CPU version.  
Figure 8. Execution times and speed-up for different GNG learning parameters and 
different numbers of cameras.  
 
 
Figure 9. The rate of adjustments per second for different GNG learning parameters and 
different numbers of cameras using the multi-GPU-multi-CPU and single-threaded  
CPU versions.  
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In Figure 9, it is demonstrated that the proposed implementation is capable of processing in parallel 
up to 16 streams from different cameras and to perform 3 adjustments per second on each stream, 
compared with the single-threaded CPU version that only can perform adjustments on one stream. 
Moreover, it is shown that the CPU version obtains a considerably lower rate of adjustments compared 
with the proposed version, obtaining rates between 5 and 10 times higher. 
6. Conclusions  
In this work, a multi-core processor and a multi-GPU system based on the GNG neural network has 
been presented that is capable of representing mobile agents under time constraints supporting the 
parallel management of multiple information sources. 
Our main contribution is the modification and acceleration of the GNG algorithm using multi-CPU 
and multi-GPU architectures in order to process several streams from multiple cameras.  
Through the implementation of surveillance applications, the capabilities of the system for tracking 
and motion analysis have been demonstrated. The system automatically handles the mergers and splits 
among mobile agents that appear in the images and can detect and interpret the actions that are 
performed in video sequences. Moreover, the graph representation provided by GNG guarantees the 
privacy of the persons under observation. 
As demonstrated in the experiments of the GPGPU implementation, the runtime of the sequential 
GNG algorithm grows as the number of neurons in the network increases. While in the parallel 
version, implemented on a GPU architecture, as we increase the number of neurons, we obtain a 
greater acceleration over the sequential version.  
In experiments of multi-core CPU and multi-GPU GNG implementation, the ability to manage 
several streams from different cameras is demonstrated without degrading performance significantly 
compared with the CPU version. The results show that the parallel version can manage up to 16 
cameras, processing a network composed of 5,000 neurons in each stream, performing three 
adjustments per image received, while the CPU version only can manage one camera with the same 
time constraint. 
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