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7 LlogL-integrability of the velocity gradient forStokes system with drifts in L∞(BMO−1)
J. Burczak∗, G. Seregin†
Abstract
For any weak solution of the Stokes system with drifts in L∞(BMO−1),
we prove a reverse Ho¨lder inequality and LlogL-higher integrability of
the velocity gradients.
1 Introduction
Let us consider the following 3D Stokes system with drift
∂tv + b · ∇v −∆v +∇q = 0,
div v = 0,
(1.1)
where b is a given vector field and v and q are unknown velocity field and
pressure.
Our interest in (1.1) is related to possible regularity improvements in the
Navier-Stokes borderline case b ∈ L∞(BMO−1), at least in the size of a
possible singular set. Hence we assume throughout this note that
div b = 0. (1.2)
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There are different definitions of the space BMO−1, see for example Koch &
Tataru [10]. In our 3D case, it is convenient to use the following one: there
exists a tensor d ∈ BMO such that
b = div d (1.3)
in the sense of distributions, while condition (1.2) implies its skew-symmetry.
Equivalently, there exists a divergence free field ω ∈ BMO such that b =
rotω. Then dij = ǫijkωk, where (ǫijk) is the Levi-Civita tensor.
The relationship between b and d shows that one may recast (1.1) as a
generalised Stokes system with the main part A = Id+D, where D = (Dijkl)
with Dijkl = δikdjl ∈ L∞(BMO). A general A ∈ L∞(BMO) is naturally too
rough even to define a standard weak solution. But here skew-symmetry
comes again to our aid. Namely, we have the following estimate∫
Rn
(D∇u) : ∇v dx ≤ c‖d‖BMO‖∇u‖2‖∇v‖2 (1.4)
for any u, v ∈ C∞0 (R3), which can be deduced from the results of Maz’ya &
Verbitsky [12]. A related discussion may be found in Silvestre, Sˇvera´k, Zlatosˇ
& coauthor [16]. We give a straightforward proof of (1.4) in the Appendix I
for completeness.
It is important to keep in mind that over the entirety of this note, while
we refer to b ∈ L∞(BMO−1) satisfying (1.2), we automatically consider (1.3)
with the related D.
Among other interesting cases, in which the system (1.1) plays an impor-
tant part, there is the question about potential Type I blowup of solutions
to the Navier-Stokes system, compare the recent paper [14] by Schonbek &
coauthor about a Liouville-type theorem via duality.
For the account of the achievable regularity results for the scalar version
of the problem (1.1) with the structural restriction (1.2) but with no pressure,
i.e.
∂tu+ b · ∇u−∆u = 0, div b = 0,
we refer to [16]. The essence of its results reads: among L∞(X) spaces
for b, X = BMO−1 is the widest one, where local ‘deep’ regularity results
for u are available (e.g. Harnack inequality) and the choice of BMO−1 is
close to being sharp. See also Nazarov & Ural’tseva [13] for b in space-time
Morrey spaces on the same scale and Liskevich & Zhang [11] for similar
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results under a ‘form boundedness assumption’ on b. One should in addition
mention Friedlander & Vicol [4], where Ho¨lder continuity of solutions to the
related Cauchy problem was proved, with b ∈ L∞(BMO−1).
In relation to the full system (1.1-1.2), the current best result for the
associated Cauchy problem is Silvestre & Vicol [18]. The authors show for
b ∈ Lp(Mβ), a Lebesgue-Morrey scale of spaces, that there exists a C(Cα) so-
lution. However, for the endpoint of this scale i.e. for L∞(M−1), M−1 ⊃ L3,
in order to conclude with the same result, an additional smallness assumption
is needed (which is automatically satisfied for C(L3), but not for L∞(L3)).
For the local setting, we refer to Zhang [22], where b must belong to a certain
Kato class.
Let us conclude with two remarks. Firstly, as already seen above, for a
scale of spaces, the regularity results in the endpoint case L∞(X) are sub-
stantially more difficult and even likely not always to hold. Secondly, the
result of Escauriaza, Sˇvera´k & coauthor [3], where b = v ∈ L∞(L3) suf-
fices to obtain regularity, utilises essentially the nonlinear structure. Hence
to study regularity of solutions to (1.1) with (1.2), even with L∞(L3), one
needs different ideas.
2 Main Results
We write B(x0, R) for the ball with radius R centred at x0 ∈ R3. Q(z0, R) =
B(x0, R)×(t0−R2, t0) is the (parabolic) cylinder with its centre z0 = (x0, t0),
where t0 ∈ R. For an open set Ω ⊂ R3 and an interval ]T1, T2[, we write
QT1,T2 = Ω×]T1, T2[.
We will use standard function spaces: L∞(]T1, T2[ ;L2(Ω)) = L2,∞(QT1,T2),
W 1,02 (QT1,T2) = {v,∇v ∈ L2(QT1,T2)}, etc.
In what follows we always adopt the following convention
Γ(z, ρ) = ‖b‖L∞(t−ρ2,t;BMO−1(B(x,ρ))) = ‖d‖L∞(t−ρ2,t;BMO(B(x,ρ)), (2.1)
where d is related with b via (1.3). Naturally, the right-hand side of (2.1) is
merely a seminorm for d, but the right-hand side is a proper norm for b, see
e.g. [10].
Where there is no danger of confusion, we may sometimes suppress certain
indices.
Definition 2.1 (Weak solution). Let us fix a space-time domain QT1,T2. A
pair v = (vi) and q is a weak solution to (1.1) on QT1,T2 if and only if
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(i) v ∈ L2,∞(QT1,T2) ∩W 1,02 (QT1,T2) and q ∈ L2(QT1,T2);
(ii) v and q satisfy (1.1) in the sense of distributions on QT1,T2.
Remark 2.2. The regularity classes appearing in Definition 2.1, in particular
L2 for the pressure q, agree with the existence result for the Cauchy problem
for (1.1) with a solenoidal drift b ∈ L∞(BMO−1), see Appendix II.
Remark 2.3. Any weak solution to (1.1-1.2) on QT1,T2 satisfies the following
local energy identity
∫
Ω
ϕ|v(x, t)|2dx+ 2
t∫
0
∫
Ω
ϕ|∇v|2dxdt′ =
=
t∫
0
∫
Ω
(|v|2(∂t +∆)ϕ− 2D∇v : v ⊗∇ϕ+ 2qv · ∇ϕ)dxdt′
for any t ∈ ]T1, T2[ and any non-negative ϕ ∈ C∞0 (QT1,T2+1).
The above remark follows from (1.4) and standard duality arguments.
Observe that it renders a notion of a suitable weak solution redundant in our
setting.
Our first result is as follows.
Proposition 2.4. For any l ∈ ]6/5, 2[, any weak solution v and q to (1.1-1.2)
on QT1,T2 satisfies
1
|Q(ρ)|
∫
Q(z0,ρ)
|∇v|2dz ≤
≤ C(l)(Γ5(z0, 2ρ) + 1)
(
1
|Q(2ρ)|
∫
Q(z0,2ρ)
|∇v|ldz
) 2
l
+ (2.2)
+C
(
1
|Q(2ρ)|
∫
Q(z0,2ρ)
|q| dz
)2
on any Q(z0, 2ρ) ⊂ QT1,T2, with constants C(l) and C.
A simple consequence of Proposition 2.4 is as follows.
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Remark 2.5. Let b ∈ L∞(R;BMO−1(R3)) satisfy (1.2). Then any weak
solution to (1.1) on R3 × R vanishes.
Indeed, let Γ∞ = ‖b‖L∞(R;BMO−1(R3)), h = |∇v|s and M denote the (cen-
tred) maximal function with respect to parabolic cylinders (they satisfy the
‘doubling’ assumptions on families of open sets, needed to provide the usual
maximal function theory, compare Stein [21], §I.1). Proposition 2.4 gives
M(h
2
s )(z) ≤ C(s,Γ∞)M 2s (h)(z) + CM2(q)(z).
The strong Lp estimates for M imply∫
R4
M(h
2
s ) dz ≤ C(s,Γ∞)
∫
R4
h
2
sdz + C
∫
R4
|q|2dz =
= C(s,Γ∞)
∫
R4
|∇v|2dz + C
∫
R4
|q|2dz ≤ C.
This means that bothM(h
2
s ) and h
2
p are integrable. On the full space it yields
that h
2
s ≡ 0, compare [21], §I.8.14. Therefore v can only be time-dependant,
but then our assumption v ∈ L2,∞ implies v ≡ 0.
Our main result reads
Theorem 2.6. Let b satisfy (1.2). Then, there exists a number C, such that
any weak solution v and q to (1.1) in QT1,T2 satisfies∫
Q(z0,r)
|∇v|2 log
(
1 +
|∇v|2
(|∇v|2)z0,r
)
dz ≤
≤ C(1 + Γ5(z0, 5r))
∫
Q(z0,5r)
|∇v|2dz + C
∫
Q(z0,5r)
|q|2 dz
for any Q(z0, 5r) ⋐ QT1,T2.
Here, (f)z0,r is the mean value of function f over the parabolic cylinder
Q(z0, r).
We would like to notice that, in [2], the authors claim even a stronger
result about higher integrability of the velocity gradient.
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3 Proof of Proposition 2.4
Over this proof, we will refer at certain times to [15]. Let us thence initially
observe, that however it deals with the case b = v, all the computations are
in fact performed there for (1.1 - 1.2).
For an x0 ∈ R3 and r < R, let ϕx0,r,R(x) be a radial nonnegative smooth
space cut-off function, such that
ϕx0,r,R ≡ 1 on B(x0, r), ϕx0,r,R ≡ 0 outside B(x0, R),
|∇iϕx0,r,R| ≤
Ci
(R− r)i .
Let us introduce the related mean value of a function f
fx0,r,R(t) =
∫
B(x0,R)
f(x, t)ϕ2x0,r,R(x) dx
( ∫
B(x0,R)
ϕ2x0,r,R(x) dx
)−1
.
We will also need a smooth nonnegative time cut-off function χt0,r,R(t) with
the following properties
χt0,r,R(t) ≡ 1 for t ≤ t0 −R2, χt0,r,R(t) ≡ 0 for t ≥ t0 − r2,
|∂tχt0,r,R(t)| ≤
C
R2 − r2 ≤
2C
(R− r)2 .
Together, let us write for brevity
ηz0,r,R(x, t) = χt0,r,R(t) ϕx0,r,R(x).
Finally, for a function f let us denote the oscillations at z = (x, t) as follows
fˆ(z) = f(z)− fx0,r,R(t), f¯(z) = f(z)− [f ]x0,R(t),
where [f ]x0,R is the mean value of f over the ball B(x0, R).
Keeping in mind Remark 2.3, it is straightforward to conclude that Lemma
2.1 of [15] (compare also Lemma 2.3 of of [16]) holds in our case in the fol-
lowing form.
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Lemma 3.1. Let b ∈ L∞(T1, T2;BMO−1(Ω)) satisfy (1.2). Consider any
weak solution v and q of (1.1) on QT1,T2. Let Q(z0, R) ⋐ QT1,T2. Then for
any t ∈ (t0 − R2, t0)
1
2
∫
Ω
|vˆ(x, t)|2η2z0,r,R(x, t) dx+
t∫
t0−R2
∫
Ω
|∇v|2η2z0,r,R dxdt′ ≤
≤
t∫
t0−R2
∫
Ω
(
1
2
|vˆ|2(∆+∂t′)η2z0,r,R− d¯jlvi,lvˆi(η2z0,r,R),j qvˆ ·∇η2z0,r,R
)
dxdt′, (3.1)
Let us assume that Q(x0, R1) ⋐ QT1,T2 with R < R1 fixed. Recall that by
definition Γ(z0, R1) = ‖d‖L∞(t0−R21,t0;BMO(B(x0,R1)). Identically as in [15] its
Lemma 2.1 implies (2.7) there, we obtain from (3.1) that for any s ∈ (1, 6/5)
sup
t∈ ]t0−R2,t0[
1
2
∫
Ω
|vˆ(x, t)|2η2z0,r,R(x, t) dx +
t0∫
t0−R2
∫
Ω
|∇v|2η2z0,r,R dz ≤
≤ C
R− r
∫
Q(z0,R)
|q||vˆ|χ2t0,r,R ϕx0,r,R dz+
+ C(s)
(Γ(z0, R1)R 3s′
R− r +
R1+
3
s′
(R− r)2
)( ∫
Q(z0,R)
|∇v|2 dz
) 1
2×
×
( t0∫
t0−R2
( ∫
B(x0,R)
|vˆ(x, t)| 2s2−s dx
) 2−s
s
dt
) 1
2
≤ (3.2)
≤ C
R− r
∫
Q(z0,R)
|q||vˆ|χ2t0,r,R ϕx0,r,R dz + C(s)
(Γ(z0, R1) + 1)R
1+ 3
s′
(R− r)2 ×
×
( ∫
Q(z0,R)
|∇v|2 dz
) 1
2
( t0∫
t0−R2
( ∫
B(x0,R)
|vˆ(x, t)| 2s2−s dx
) 2−s
s
dt
) 1
2
.
We deal with the pressure part also in a similar way as in [15], pp. 332-
33. Again, as in the case of (3.1), the only difference is our use of a cut-off
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function between any r < R, as opposed to a cutoff between R and 2R in
[15]. Nevertheless, let us present details for clarity. Since div v = 0, (1.1)
implies that for any ϕ ∈ C∞0 (Ω) and a. a. t ∈]T1, T2[∫
Ω
q(x, t)∆ϕ(x) dx =
∫
Ω
d¯jl(x, t)vi,l(x, t)ϕ,ij(x) dx.
Define qG as the solution to the related very weak homogenous boundary
problem in B(x0, R1):∫
B(x0,R1)
qG(x, t)∆ϕ(x) dx =
∫
B(x0,R1)
d¯jl(x, t)vi,l(x, t)ϕ,ij(x) dx
for all ϕ ∈ W 22s
2−s
(B(x0, R1)) satisfying boundary condition ϕ(x, t) = 0 as
x ∈ ∂B(x0, R1). The dual estimate implies then for a.a. t
( ∫
B(x0,R1)
|qG(x, t)|
2s
3s−2dx
) 3s−2
2s ≤ C(s)R
3
s′
1 Γ(z0, R1)
( ∫
B(x0,R1)
|∇v(x, t)|2dx
) 1
2
(3.3)
(compare (2.11) of [15]). The remainder qH = q − qG is harmonic on
B(x0, R1). Since R < R1, we have then
‖qH(·, t)‖L∞(B(x0,R)) ≤
C
(R1 −R)3
∫
B(x0,R1)
|qH(x, t)| dx ≤
≤ C
(R1 − R)3
∫
B(x0,R1)
(|q(x, t)|+ |qG(x, t)|) dx.
Use of (3.3) above implies
‖qH(·, t)‖L∞(B(x0,R)) ≤
C
(R1 −R)3
∫
B(x0,R1)
|q(x, t)| dx+
+
C(s)Γ(z0, R1)R
3
2
1
(R1 − R)3
( ∫
B(x0,R1)
|∇v(x, t)|2dx
) 1
2
. (3.4)
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We intend to use the above formulas to estimate the pressure part of (3).
Before that, since q = qG + qH , we rewrite it as follows
C
R− r
∫
Q(z0,R)
|q||vˆ|χ2t0,r,Rϕx0,r,R dz ≤
≤ C
R− r
t0∫
t0−R2
( ∫
B(x0,R)
|qG(x, t)|
2s
3s−2dx
) 3s−2
2s
( ∫
B(x0,R)
|vˆ(x, t)| 2s2−sdx
) 2−s
2s
dt+
+
C
R − r
t0∫
t0−R2
‖qH(·, t)‖L∞(B(x0,R))
( ∫
B(x0,R)
|vˆ(x, t)ηz0,r,R(x, t)|dx
)
dt =
= I + II. (3.5)
We estimate I using (3.3)
I ≤ C(s)R
3
s′
1 Γ(z0, R1)
R− r
( ∫
Q(z0,R1)
|∇v|2dz
) 1
2×
×
( t0∫
t0−R21
( ∫
B(x0,R)
|vˆ(x, t)| 2s2−sdx
) 2−s
s
dt
) 1
2
and II using (3) and next the Ho¨lder inequality
II ≤ C
R− r
t0∫
t0−R2
( 1
(R1 − R)3
∫
B(x0,R1)
|q(x, t)| dx
)
×
×
( ∫
B(x0,R)
|vˆ(x, t)ηt0,r,R(x, t)| dx
)
dt+
+
C
R− r
t0∫
t0−R2
C(s)Γ(z0, R1)R
3
2
1
(R1 − R)3
( ∫
B(x0,R1)
|∇v(x, t)|2dx
) 1
2×
9
×
( ∫
B(x0,R)
|vˆ(x, t)| dx
)
dt ≤
≤ sup
t∈ ]t0−R2,t0[
( ∫
B(x0,R)
|vˆ(x, t)|2η2t0,r,R(x, t) dx
) 1
2 C
R− r
R
3
2
(R1 − R)3
∫
QR1(z0)
|q| dz+
+
C
R− r
C(s)Γ(z0, R1)R
3
2
1
(R1 − R)3 R
3
2
+ 3
s′
( ∫
Q(z0,R1)
|∇v|2dz
) 1
2×
×
( t0∫
t0−R21
( ∫
B(x0,R)
|vˆ(x, t)| 2s2−sdx
) 2−s
s
dt
) 1
2
.
Finally, applying the above estimates of I and II to (3), we control the
pressure term in (3) and arrive, after absorbing the sup term into the left-
hand side, at
sup
t∈ ]t0−r2,t0[
1
4
∫
B(x0,r)
|vˆ(x, t)|2dx+
∫
Q(z0,r)
|∇v|2dz ≤
≤ C(s)(Γ(z0, R1) + 1)
( R1+ 3s′
(R− r)2 +
R
3
s′
1
R− r +
1
R − r
R
3
2
1
(R1 −R)3R
3
2
+ 3
s′
)
×
×
( ∫
Q(z0,R1)
|∇v|2dz
) 1
2
( t0∫
t0−R21
( ∫
B(x0,R1)
|vˆ(x, t)| 2s2−sdx
) 2−s
s
dt
) 1
2
+
+
C
(R− r)2
R3
(R1 −R)6
( ∫
Q(z0,R1)
|q| dz
)2
.
Choosing R = R1+r
2
we have
sup
t∈(t0−r2,t0)
1
4
∫
B(x0,r)
|vˆ(x, t)|2dx+
∫
Q(z0,r)
|∇v|2dz ≤
≤ C(s)(Γ(z0, R1) + 1)R
3
s′
−1
1
R41
(R1 − r)4
( ∫
Q(z0,R1)
|∇v|2dz
) 1
2×
10
×
( t0∫
t0−R21
( ∫
B(x0,R1)
|vˆ(x, t)| 2s2−sdx
) 2−s
s
dt
) 1
2
+
+C
R31
(R1 − r)8
( ∫
Q(z0,R1)
|q| dz
)2
, (3.6)
valid for any R1 > r. The estimate (3) counterparts (2.13) of [15].
We will use (3) twofold. Before doing so, observe that the Sobolev and
Ho¨lder inequalities yield for
l =
6s
12− 7s ∈ ]1, 2[ (3.7)
the inequality
t0∫
t0−r2
( ∫
B(x0,r)
|vˆ(x, t)| 2s2−sdx
) 2−s
s
dt ≤
≤ C(s) r 2(l−1)l sup
t∈ ]t0−r2,t0[
( ∫
B(x0,r)
|vˆ(x, t)|2dx
) 1
2
( ∫
Q(z0,r)
|∇v|ldz
) 1
l
, (3.8)
compare estimate of I∗ on p.335 of of [15] (l is denoted as r there).
Let us return to (3). Firstly, using the Poincare´-Sobolev inequality
( ∫
B(x0,R1)
|vˆ(x, t)| 2s2−sdx
) 2−s
s ≤ CR
6−4s
s
1
∫
B(x0,R1)
|∇v(x, t)|2dx,
we estimate only the evolutionary part of (3) to get
sup
t∈ ]t0−r2,t0[
1
4
∫
B(x0,r)
|vˆ(x, t)|2dx ≤
≤ C(s)(Γ(z0, R1) + 1) R
4
1
(R1 − r)4
( ∫
Q(z0,R1)
|∇v|2dz
)
+
+C
R31
(R1 − r)8
( ∫
Q(z0,R1)
|q| dz
)2
. (3.9)
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The above estimate in the sup term of (3) yields
t0∫
t0−r2
( ∫
B(x0,r)
|vˆ(x, t)| 2s2−sdx
) 2−s
s
dt ≤
≤ C(s)(Γ 12 (z0, R1) + 1)R
2(l−1)
l
1
(
R21
(R1 − r)2
( ∫
Q(z0,R1)
|∇v|2dz
) 1
2
+
+C
R
3
2
1
(R1 − r)4
( ∫
Q(z0,R1)
|q| dz
))( ∫
Q(z0,R1)
|∇v|ldz
) 1
l
. (3.10)
Secondly, let us rewrite (3) for any r > ρ in place of R1 > r, dropping
this time the evolutionary term∫
Q(z0,ρ)
|∇v|2dz ≤
≤ C(s)(Γ(z0, r) + 1)r 3s′−1 r
4
(r − ρ)4
( ∫
Q(z0,r)
|∇v|2dz
) 1
2×
×
( t0∫
t0−r2
( ∫
B(x0,r)
|vˆ(x, t)| 2s2−sdx
) 2−s
s
dt
) 1
2
+
+C
r3
(r − ρ)8
( ∫
Q(z0,r)
|q| dz
)2
(3.11)
and use for its right-hand side (3). Together with choosing r = R1+ρ
2
we
arrive at ∫
Q(z0,ρ)
|∇v|2dz ≤ 1
2
∫
Q(z0,R1)
|∇v|2dz+
+C(s)(Γ5(z0, R1) + 1)R
4( 3
s′
− 1
l
)
1
R201
(R1 − ρ)20
( ∫
Q(z0,R1)
|∇v|ldz
) 2
l
12
+C
R31
(R1 − ρ)8
( ∫
Q(z0,R1)
|q| dz
)2
, (3.12)
valid for any R1 > ρ such that Q(x0, R1) ⋐ QT1,T2 .
In order to deal with the first term on the right-hand side of (3), let us
use the following lemma.
Lemma 3.2. For 0 ≤ t0 < t1, let h : [t0, t1] → R be a nonnegative bounded
function. Suppose that there exists δ ∈ [0, 1) such that for any t0 ≤ t < s ≤ t1
the following inequality is valid:
h(t) ≤ δh(s) +
N∑
i=1
Ai(s)
(s− t)αi ,
in which αi ≥ 0, Ai : [t0, t1] → R is a bounded increasing function, i =
1, . . .N . Then, there exists a constant Cδ such that for any t0 ≤ t < s ≤ t1
h(t) ≤ Cδ
N∑
i=1
Ai(s)
(s− t)αi .
The proof is the same as in the classical case of constant Ai’s, see p. 161
of Giaquinta [5].
Invoking Lemma 3.2 with
h(ρ) =
∫
Qρ(z0)
|∇v|2dz,
A1(ρ) = C(s)(Γ
5(z0, ρ) + 1)ρ
20+4( 3
s′
− 1
l
)
( ∫
Qρ(z0)
|∇v|ldz) 2l , α1 = 20,
A2(ρ) = ρ
3
( ∫
Qρ(z0)
|q| dz)2, α2 = 8,
we dispose of the first term on the right-hand side of (3). Consequently,
choosing R1 = 2ρ we have
1
|Q(ρ)|
∫
Q(z0,ρ)
|∇v|2dz ≤
13
≤ C(s)(Γ5(z0, 2ρ) + 1)ρ4(−
1
p
+ 3
s′
)ρ−5ρ
10
p
( 1
|Q(2ρ)|
∫
Q(z0,2ρ)
|∇v|ldz
) 2
l
+
+C
( 1
|Q(2ρ)|
∫
Q(z0,2ρ)
|q| dz
)2
,
which in tandem with (3.7) and s ∈ (1, 6/5) implies (2.2). Proposition 2.4 is
proven.
4 Proof of Theorem 2.6
For simplicity of the Caldero´n-Zygmund argument below, let us use in what
follows both the usual (parabolic) cylinders Q(z0, R) = B(x0, R)×]t0−R2, t0[
and the related (parabolic) cubes C(z0, R) = {maxi=1,2,3 |xi−xi0| < R}×]t0−
R2, t0[.
Let us introduce
Definition 4.1 (Local maximal function). Let G ⊂ Rd be a fixed open set
and f ∈ L1(G). The local maximal function MG is given by
(MGf)(z) = sup
{
(|f |)C : cubes C such that z ∈ C ⊂ G
}
,
where (g)ω denotes the mean value of g in ω.
The following is true
Lemma 4.2. Let C0 be a parabolic cube. Then
2−9
∫
C0
(MC0f) dz ≤
∫
C0
|f | log
(
e+
|f |
(|f |)C0
)
dz ≤ 29
∫
C0
(MC0f) dz.
This result is classical in the case of the centred maximal function M
on Rd, under an additional restriction that f is compactly supported, see
Theorem 1 of Stein [19]. Lifting the compact support assumption by us-
ing the local maximal function MG seems virtually untapped in applications
for PDEs, despite being apparently useful (in our case, trying to produce
compactly supported functions, one may try to e.g. double-localise the es-
timates, which results in a scaling mismatch on the whole space). A range
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of results closely related to Lemma 4.2 can be found in works by Iwaniec
with coauthors, e.g. [1, 6, 7, 8]. Since these papers are inspired however
more by geometry-related considerations, the needed by us result seems not
to be explicitly stated there. Let us therefore present the proof of Lemma
4.2, emphasising that it was essentially provided to us by Piotr Haj lasz. To
this end we need the following Caldero´n-Zygmund decomposition on cubes
Lemma 4.3. Let C0 be a parabolic cube and f ∈ L1(C0). Fix any t ≥ (|f |)C0.
Then there exists sequence of pairwise disjoint parabolic cubes {C i}, C i ⊂ C0,
i ∈ N such that
|f | ≤ t almost everywhere on C0 \
⋃
i∈N
C i (4.1a)
t < (|f |)Ci ≤ 28t (4.1b)
The only difference from the classical proof as in Stein [20] §I.3.2 is a
bigger constant of (4.1b), related to the parabolicity of cubes.
Proof of Lemma 4.2. Let us define Et = {z ∈ C0 : (MC0f)(z) > t}. In the
setting of Lemma 4.3, the left inequality of (4.1b) implies
⋃
i∈N
C i ⊂ Et. Hence
µ(Et) ≥
∑
i∈N
µ(C i) ≥ 2−8
∑
i∈N
1
t
∫
Ci
|f | dz = 2−81
t
∫
⋃
i∈N
Ci
|f | dz,
with the latter inequality given by the right inequality of (4.1b). Since
Lemma 4.3 implies also that
⋃
i∈N
C i ⊃ {z ∈ C0 : |f | > t} up to a zero-
measure set (considering (4.1a) and complements), we have in tandem with
the above inequality that
µ(Et) ≥ 2−81
t
∫
{z∈C0: |f |>t}
|f | dz, (4.2)
valid for any t ≥ (|f |)C0 =: Λ. It holds
28
∫
C0
MC0fdz = 2
8
∞∫
0
µ(Et) dt ≥ Λµ(EΛ) +
∞∫
Λ
µ(Et) dt ≥
15
≥
∫
{z∈C0: |f |>Λ}
|f | dz +
∫ ∞
Λ
1
t
( ∫
{z∈C0:|f |>t}
|f | dz
)
dt,
see (4.2) for the last inequality. We estimate the last integral above with
help of the Tonelli theorem and find that
28
∫
C0
MC0fdz ≥
∫
{z∈C0: |f |>Λ}
|f | dz +
∫
{z∈C0: |f |>Λ}
|f | log |f |
Λ
dz ≥
≥ 2−1
∫
{z∈C0: |f |>Λ}
|f | log
(
e+
|f |
Λ
)
dz.
Since also
29
∫
C0
MC0fdz ≥ 29
∫
{z∈C0: |f |≤Λ}
|f | dz ≥
≥
∫
{z∈C0: |f |≤Λ}
|f | log(e+ 1) dz ≥
∫
{z∈C0: |f |≤Λ}
|f | log
(
e+
|f |
Λ
)
dz,
we have the right (less standard) inequality of the thesis. The remaining left
inequality follows in fact from the original [19]. Indeed, also for the local
maximal function, one has the usual weak-type estimate (i.e. a practical
reverse to (4.2))
µ(Et) ≤ 28 1
t
∫
{z∈C0: |f |> t2}
|f |,
by the Vitali covering of Et. Along the previous lines utilising (4.2), with
inequalities reversed, we prove now the remaining left inequality of Lemma
4.2 (in fact, not needed for our further purposes).
Let us return to the proof of Theorem 2.6. We fix a parabolic cube C1 =
C(z1, R1) such that C
′
1 = C(z1, 3R1) ⋐ QT1,T2 . Proposition 2.4, rewritten for
cubes, yields for Γ1 = Γ(z0, 2R1)
1
|C(ρ)|
∫
C(z0,ρ)
|∇v|2dz ≤ c(l)(Γ51 + 1)
(
1
|C(2√2ρ)|
∫
C(z0,2
√
2ρ)
|∇v|ldz
) 2
l
+
+ c
(
1
|C(2√2ρ)|
∫
C(z0,2
√
2ρ)
|q| dz
)2
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for all C(z0, ρ) ⊂ C1.
Since all the domains of integration of the right-hand side sit in C(z1, 2
√
2R1),
we can introduce there into integrals a smooth function ψ such that ψ ≡ 1
on C(z1, 2
√
2R1) and ψ ≡ 0 outside C ′1. Hence
1
|C(ρ)|
∫
C(z0,ρ)
|∇v|2dz ≤ c(l)(Γ51 + 1)
(
1
|C(2√2ρ)|
∫
C(z0,2
√
2ρ)
|∇v|lψ dz
) 2
l
+
+ c
(
1
|C(2√2ρ)|
∫
C(z0,2
√
2ρ)
|q|ψ dz
)2
for all C(z0, ρ) ⊂ C1.
Recalling Definiton 4.1 we have then
MC1(|∇v|2)(z) ≤ c(l)(Γ51+1)M
2
l
C(z1,2
√
2R1)
(|∇v|lψ)(z)+cM2
C(z1,2
√
2R1)
(|q|ψ)(z)
≤ c(l)(Γ51 + 1)M
2
l
R4
(|∇v|lψ)(z) + cM2
R4
(|q|ψ)(z)
and consequently∫
C1
MC1(|∇v|2) dz ≤ c(l)(Γ51 + 1)
∫
R4
M
2
l
R4
(|∇v|lψ) dz + c
∫
R4
M2
R4
(|q|ψ) dz.
Observe that MR4 is the usual non-centred maximal function with respect to
parabolic cubes. Since it enjoys the strong Lp-property, compare [21] §I.3.1,
the above inequality implies∫
C1
MC1(|∇v|2) dz ≤ c(l)(Γ51 + 1)
∫
R4
|∇v|2ψ 2l dz + c
∫
R4
|q|2ψ2 dz ≤
≤ c(l)(Γ51 + 1)
∫
C′1
|∇v|2 dz + c
∫
C′1
|q|2 dz <∞,
hence Lemma 4.2 yields∫
C1
|∇v| log
(
e+
|∇v|
(|∇v|)C1
)
dz ≤ 29c(l)(Γ51 + 1)
∫
C′1
|∇v|2 dz + 29c
∫
C′1
|q|2 dz.
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Returning to parabolic cylinders gives Theorem 2.6.
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5 Appendix I
Here, we are going to prove (1.4). Indeed, we have
(D∇u) : ∇v = ui,ldjlvi,j = ui,lǫjlsvi,jωs.
Since ω is an BMO function, it suffices to show that for any s = 1, 2, 3, the
function
x 7→ ui,l(x)ǫjlsvi,j(x)
belongs to the Hardy space and to find the corresponding estimates, compare
e.g. §VII.3 of [20] about duality between Hardy and BMO spaces. To this
end, let us fix a standard mollifier Φ̺ and consider the function
Hs(x) := sup
̺>0
|(Φ̺ ⋆ (ui,lǫjlsvi,j))(x)|.
Taking into account properties of the Levi-Civita tensor, we have
Hs(x) = sup
̺>0
|(Φ̺ ⋆ (uiǫjlsvi,j),l)(x)|,
where u = u− [u]B(x,̺). After integration by parts and applying the estimate
|∇Φ̺| ≤ c̺−4, we find
Hs(x) ≤ sup
̺>0
c
̺
1
|B(̺)|
∫
B(x,̺)
|u||∇v|dy ≤ c
̺
(
1
|B(̺)|
∫
B(x,̺)
|u|3dy
)1
3
×
×
(
1
|B(̺)|
∫
B(x,̺)
|∇v| 32dy
)2
3
.
18
Now, we can use Poincare´-Sobolev inequality and pass to the standard cen-
tred (Hardy-Littlewood) maximal functions, denoted by M , thus obtaining
Hs(x) ≤ c sup
̺>0
(
1
|B(̺)|
∫
B(x,̺)
|∇u| 32dy
)2
3
(
1
|B(̺)|
∫
B(x,̺)
|∇v| 32dy
)2
3
≤
≤ cM 23 (|∇u| 32 )(x)M 23 (|∇v| 32 )(x).
Integration over R3, together with Lp-estimates for maximal functions gives
us
‖Hs‖1 ≤ c
(∫
R3
M
4
3 (|∇u| 32 )(x)dx
) 1
2
(∫
R3
M
4
3 (|∇v| 32 )(x)dx
) 1
2 ≤ c‖∇u‖2‖∇v‖2
for any s = 1, 2, 3. Therefore, by definition, for any s = 1, 2, 3, Hs belongs
to the Hardy space. Now, estimate (1.4) follows from duality between Hardy
and BMO spaces.
6 Appendix II
Here we state an existence theorem for the Cauchy problem for system (1.1),
compare Remark 2.2. To this end we need to introduce certain energy spaces.
First, we let
C∞0,0(Ω) = {v ∈ C∞0 (Ω) : divv = 0}
and then
◦
Jp(Ω) = [C
∞
0,0(Ω)]
Lp(Ω),
◦
J1p(Ω) is the closure of the set C
∞
0,0(Ω) with respect to the semi-norm
|v|p,1,Ω =
(∫
Ω
|∇v|pdx
) 1
p
.
If Ω = R3, we shall drop Ω in the notation of the spaces. We denote R3×R+
briefly by Q+.
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Theorem 6.1. Given a skew symmetric tensor b ∈ L∞(BMO) and initial
velocity u0 ∈
◦
J2, there exists a unique pair v and q satisfying the following
properties:
(i) v ∈ L∞(0,∞;
◦
J2) ∩ L2(0,∞;
◦
J12), q ∈ L2(Q+);
(ii) v and q satisfy the problem (1.1) in the sense of distributions;
(iii) the function
t 7→
∫
R3
v(x, t) · w(x)dx
is continuous at any t ≥ 0 for each w ∈ L2(R3);
(iv) ‖v(·, t)− u0(·)‖2 → 0 as t→ 0;
(v) for all t ≥ 0
1
2
∫
R3
|v(x, t)|2dx+
t∫
0
∫
R3
|∇v|2dxdt′ ≤ 1
2
∫
R3
|u0|2dx;
(vi) for all t ≥ 0
∫
R3
ϕ|v(x, t)|2dx+ 2
t∫
0
∫
R3
ϕ|∇v|2dxdt′ =
=
t∫
0
∫
R3
(|v|2(∂t +∆)ϕ− 2D∇v : v ⊗∇ϕ+ 2qv · ∇ϕ)dxdt′
for any non-negative ϕ ∈ C∞0 (Q+).
The proof of the theorem relies essentially on the estimate (1.4). Observe
that it is also applicable to the pressure equation
−∆q = div (D∇v)
hence gives the estimate for the pressure
‖q‖2,Q+ ≤ c‖d‖L∞(BMO)‖∇v‖2,Q+.
Further details are standard.
20
References
[1] Bonami, A., Iwaniec, T., Jones, P., Zinsmeister, M., On the product
of functions in BMO and H1. Ann. Inst. Fourier (Grenoble) 57, no. 5,
1405–1439, 2007.
[2] Choe, H.-J., Yang, M., Local kinetic energy and singularities of the
incompressible Navier-Stokes equations. arXiv:1705.04561.
[3] Eskauriaza, L., Seregin, G. A., Sˇvera´k, V., L3,∞-solutions of Navier-
Stokes equations and backward uniqueness. Uspekhi Mat. Nauk 58, 2
(350), 3–44, 2003 (Russian; translation in Russian Math. Surveys 58, 2,
211–250, 2003).
[4] Friedlander, S., Vicol, V., Global well-posedness for an advection-
diffusion equation arising in magneto-geostrophic dynamics. Ann. Inst.
H. Poincare´ AN 28, 2, 283–301, 2011.
[5] Giaquinta, M., Multiple integrals in the calculus of variations and non-
linear elliptic systems. Annals of Mathematics Studies, 105. Princeton
University Press, Princeton, NJ, 1983.
[6] Greco, L., Iwaniec, T., Moscariello, G., Limits of the improved integra-
bility of the volume forms. Indiana Univ. Math. J. 44, no. 2, 305–339,
1995.
[7] Iwaniec, T., Verde, A., On the operator L(f) = flog|f |. J. Funct. Anal.
169, no. 2, 391–420, 1999.
[8] Iwaniec, T., Onninen, J.,H1-estimates of Jacobians by subdeterminants.
Math. Ann. 324, no. 2, 341–358, 2002.
[9] Koch, G., Nadirashvili, N., Seregin, A., Sˇvera´k, V., Liouville theorems
for the Navier-Stokes equations and applications. Acta Math. 203, no.
1, 83–105, 2009.
[10] Koch, H., Tataru, D., Well-posedness for the Navier-Stokes equations.
Adv. Math. 157, 1, 22–35, 2001.
[11] Liskevich, V., Zhang, Q., Extra regularity for parabolic equations with
drift terms. Manuscripta Math. 113, 2, 191–209, 2004.
21
[12] Maz’ya, V. G., Verbitsky, I. E., Form boundedness of the general second-
order differential operator. Comm. Pure Appl. Math. 59, 9, 1286–1329,
2006.
[13] Nazarov, A. I., Ural’tseva, N. N., The Harnack inequality and re-
lated properties of solutions of elliptic and parabolic equations with
divergence-free lower-order coefficients, Algebra i Analiz 23, 1, 136–168,
2011 (Russian; translation in St. Petersburg Math. J. 23, 1, 93–115,
2012).
[14] Schonbek, M. E., Seregin, G., Time decay for solutions to the Stokes
equations with drift, to appear in Commun. Contemp. Math.
[15] Seregin, G. A., Reverse Ho¨lder inequality for a class of suitable weak so-
lutions to the Navier-Stokes equations. Zapiski Nauchn. Seminar. POMI,
362, 325–336, 2008 (and J Math Sci, 159, 4, 573–579, 2009).
[16] Seregin, G., Silvestre, L., Sˇvera´k, V., Zlatosˇ, A., On divergence-free
drifts. J. Differential Equations, 252, 1, 505–540, 2012.
[17] Seregin, G., Sˇvera´k, V., On Type I singularities of the local axi-
symmetric solutions of the Navier-Stokes equations. Comm. Partial Dif-
ferential Equations, 34, 171–201, 2009.
[18] Silvestre, L., Vicol, V., Ho¨lder continuity for a drift-diffusion equation
with pressure. Ann. Inst. H. Poincare´ AN 29, 4, 637–652, 2012.
[19] Stein, E., Note on the class LlogL. Studia Math., 32, 305–310, 1969.
(available at http://matwbn.icm.edu.pl/ksiazki/sm/sm32/sm32125.pdf)
[20] Stein, E., Singular integrals and differentiability properties of functions.
Princeton Mathematical Series, 30. Princeton University Press, Prince-
ton, N.J., 1970.
[21] Stein, E., Harmonic analysis: real-variable methods, orthogonality, and
oscillatory integrals. Princeton Mathematical Series, 43. Monographs
in Harmonic Analysis, III. Princeton University Press, Princeton, NJ,
1993.
[22] Zhang, Q., Local estimates on two linear parabolic equations with
singular coefficients. Pacific J. Math. 223, 2, 367–396, 2006.
22
