In this paper, we introduce and consider a new class of general variational inclusions involving the difference of operators in a Hilbert space. We establish the equivalence between the general variational inclusions and the fixed point problems as well as with a new class of resolvent equations using the resolvent operator technique. We use this alternative formulation to discuss the existence of a solution of the general variational inclusions. We again use this alternative equivalent formulation to suggest and analyze a number of iterative methods for finding a zero of the difference of operators. We also discuss the convergence of the iterative method under suitable conditions. Our methods of proofs are very simple as compared with other techniques. Several special cases of these problems are also considered. The results proved in this paper may be viewed as a refinement and an improvement of the known results in this area.
Introduction
Variational inclusions involving the difference of operators provide us with a unified, natural, novel, and simple framework to study a wide class of problems arising in DC programming, prox-regularity, multicommodity network, image restoring processing, tomograpy, molecular biology, optimization, pure and applied sciences, see [-] and the references therein. We would like to emphasize that the variational inclusions theory is a natural development of the variational principles, the origin of which can be traced back to Fermat, Newton, Leibniz, the Bernoulli brothers, Euler, and Lagrange, has been one of the major branches of mathematical and engineering sciences for more than two centuries. It can be used to interpret the basic principles of mathematical and physical sciences in a form characterized by simplicity and elegance. The variational principles have played a fundamental and important part as unifying influence in sciences and have played a fundamental role in the development of general theory of relativity, gauge field theory in modern particle physics, and soliton theory, see [-, , -].
Variational inclusions involving the sum of monotone operators have been studied extensively in recent years. It is known that the sum of two (more) monotone operators is again a monotone operator, whereas the difference of two (more) monotone operators is not a monotone operator. Due to this fact, the problem of finding a zero of difference of monotone operators is very difficult as compared with finding a zero of the sum of monotone operators. Consequently, there does not exist a unified framework for the variational  licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. http://www.journalofinequalitiesandapplications.com/content/2014/1/98 inclusions involving the difference of operators, see [, , -, , ] and the references therein. It is worth mentioning that this type of variational inclusions includes as a special case the problem of finding the critical points of the difference of two convex functions. Our present results are a contribution towards this goal. We also show (see Lemma .) that the minimum of the difference of a nondifferentiable nonconvex function and a differentiable nonconvex function on a nonconvex set is a solution of the general variational inequality, and that it thereby extends the earlier known result for the difference of two differentiable convex functions. In addition, we have shown that the odd-order and nonsymmetric obstacle problems arising in various branches of pure and applied sciences are a special case of the general variational inclusions and can be treated in the unified framework of the general variational inclusions. This clearly shows that the field of variational inclusions involving the difference operators is very rich and offers ample opportunities for further research.
Motivated and inspired by the research activities going on in this field, we introduce and consider a new class of variational inclusions involving the difference of operators, which is called the general variational inclusion. We use the resolvent operator technique to establish the equivalence between the general mixed variational inclusions and fixed point problem, which is Lemma .. The novel feature of the technique is that the resolvent step involves the maximal monotone operator only and the other part facilitates the problem decomposition. This can lead to the development of very efficient methods, since one can treat each part of the original operator independently. We use this alternative formulation to study the existence of a solution of the general mixed variational inequality, which extends the known result.
In recent years, several numerical methods including projection and its variant forms, resolvent equations, and auxiliary principle techniques have been developed. This class of iterative methods has witnessed great progress in recent years. Apart from theoretical interest, the main advantage of these methods, which makes them successful in real world problems, is computation. These methods have the ability to handle large-size problems of dimensions beyond which other methods cease to be efficient. In brief, the field of the iterative method itself is vast, see [-] . This equivalent formulation is used to suggest and analyze a new Mann-type iterative method for solving the general variational inclusions, see Algorithm .. In the process of proving the main results (Theorem . and Theorem .), we use the resolvent operator technique.
Related with the general variational inclusions, we have the problem of solving the resolvent equations, the origin of which can be traced back to Noor [] . Using again the resolvent operator technique, we establish the equivalence between the general variational inclusions and the general resolvent equations. Here, we would like to emphasize the fact that one can show that the resolvent equations are equivalent to the Wiener-Hopf equations, which were initially introduced by Shi [] . It has turned out that this approach is more general and flexible. In Section , consider the problem of solving the general resolvent equations. It is established that the general variational inclusions are equivalent to the resolvent equations. The resolvent equations approach is used to suggest and analyze a number of new iterative methods for solving the general variational inclusions and related optimization problems. We prove the strong convergence (main Theorem .) of the new iterative method under the same conditions as in Theorem .. http://www.journalofinequalitiesandapplications.com/content/2014/1/98
In this paper, we have shown that the general variational inclusions provide us a platform to investigate some unrelated problems in a unified manner. These unified frameworks also allow a cross-fertilization among various diverse field areas such as physics, mathematics, engineering, financial mathematics, economics and optimization, where both the theory and the computational techniques have been applied. We would like to emphasize that the problems discussed and results obtained in this paper may motivate and bring a large number of novel, innovative and potential applications, extensions and interesting generalizations in this area.
Preliminaries
Let H be a real Hilbert space whose inner product and norm are denoted by · , · and · , respectively.
For given monotone operators T, A, g : H − → H, we consider the problem of finding
Inequality of type (.) is called the general variational inclusion involving the difference of operators. Note that the difference of two monotone operators is not a monotone operator as contrast to the sum of two monotone operators. Due to this fact, the problem of finding a zero of the difference of two monotone operators is very difficult as compared to finding the zeros of the sum of monotone operators, see [, , , ]. We now discuss some applications of the general variational inclusions (.).
Applications
(I) If g ≡ I, the identity operator, then problem (.) is equivalent to finding u ∈ H such that 
a problem considered and studied by Adly and Oettli [] . We note that problem (.) can be written as: find u ∈ H such that
which is known as the general mixed variational inequality or the variational inequality of the second kind. For the applications, numerical methods and other aspects of these mixed variational inequalities, see [-] and the references therein. http://www.journalofinequalitiesandapplications.com/content/2014/1/98
Example . To convey an idea of the applications of the general mixed variational inequality (.), we show that the minimum of a difference of differentiable nonconvex function and nondifferentiable nonconvex function on a nonconvex set is the solution of the mixed variational inequality (.). For this purpose, we recall the following well-known concepts, see [] .
Definition . []
Let K be any set in H. The set K is said to be relative convex (g-convex) set, if there exists a function g : H − → H such that
Note that every convex set is a relative convex, but the converse is not true, see [] . If g = I, then the relative convex set K is called a convex set.
, if there exists a function g such that
Clearly every convex function is relative convex, but the converse is not true. For the properties and various classes of the relative convex functions, see [, ].
For a given differentiable relative convex function F and a nondifferentiable relative convex function f , we consider a functional of the type
One can prove that the minimum of the functional I[v] on the relative convex set K can be characterized by a class of variational inequalities (.). For the sake of completeness and to convey an idea of the technique, we include its proof.
Lemma . Let F be a differentiable relative convex function and f be a nondifferentiable relative convex function on the relative convex set K . Then u ∈ K is the minimum of I[v], defined by (.), on K ⊂ g(H) satisfies the inequality
where 
from which we have
Dividing the above inequality by t and taking t − → , we have
which is the required result (.).
Lemma . implies that the minimum of the difference of two nonconvex functions is a solution of a general mixed variational inequality (.). However, the converse is not true. 
which is known as the general variational inequality, introduced and studied by Noor [] in . The general variational inequalities have been studied extensively in recent years, see [-] and the references therein for the formulation, numerical methods, applications, and other aspects of the general variational inequalities (.).
(IV) If g ≡ I, the identity operator, then problem (.) reduces to: find u ∈ K such that
which is known as the classical variational inequalities, introduced and studied by Stampacchia [] in . See also [-] for more details.
(V) It is well known that the necessary optimality for the problem of finding the minimum of f (x) -g(x), where f (x) and g(x) are differentiable convex functions, is equivalent to finding x ∈ H such that
under some suitable conditions. Problem of type (.) have been considered in [, , -, ]. It is clear from the above discussion that problem (.) is a special case of problem (.). In fact, a wide class of problems arising in different branches of pure and applied sciences can be studied in the unified framework of the general variational inclusion (.). 
Definition . [] If
A is a maximal monotone operator on H, then, for a constant ρ > , the resolvent operator associated with A is defined by
where I is the identity operator.
It is well known that a monotone operator is maximal if and only if its resolvent operator is defined everywhere. In addition, the resolvent operator is a single-valued and nonexpansive, that is,
Definition . An operator T : H − → H is said to be:
(i) strongly antimonotone, if there exists a constant α >  such that
(ii) Lipschitz continuous, if there exists a constant β >  such that
(iii) strongly monotone, if there exists a constant α  >  such that
We would like to point out that the differential f (·) of a strongly concave functions satisfies Definition .(i). Consequently, it is a strongly antimonotone operator.
Resolvent operator method
In this section, we establish the equivalence between the general variational inclusion (.) and the fixed point problem (.) using the resolvent operator technique. This alternative formulation is used to discuss the existence of a solution of the problem (.) and to suggest and analyze an iterative method for solving the variational inclusions (.). Proof Let u ∈ H be a solution of (.). Then
the required result.
Lemma . implies that the general variational inclusion (.) is equivalent to the fixed point problem (.). This alternative equivalent formulation is very useful from the numerical and theoretical points of view.
We rewrite the relation (.) in the following form:
which is used to study the existence of a solution of the variational inclusion (.). We now study the conditions under which the general variational inclusion (.) has a solution and this is the main motivation of our next result.
Theorem . Let the operator T : H − → H be strongly antimonotone with constant α >  and Lipschitz continuous with constants with β > , respectively. If the operator g is strongly monotone with constant σ >  and Lipschitz continuous with constant δ >  and
ρ - α β  < α  -β  k( -k) β  , α > β k( -k), k =  √  -σ + δ  < , (.)
then there exists a solution of problem (.).
Proof From Lemma ., it follows that problems (.) and (.) are equivalent. Thus it is enough to show that the map F(u), defined by (.) has a fixed point. For all u = v ∈ H, we have
where we have used the fact that the resolvent operator J A is nonexpansive. Since the operator T is strongly antimonotone with constant α >  and Lipschitz continuous with constant β > , it follows that
In a similar way, using the strongly monotonicity g with constant σ >  and Lipschitz continuity of T with constant δ > , we have
From (.), (.), and (.), we have
From (.), it follows that θ < . Thus the mapping F(u), defined by (.) is a contraction mapping and consequently has a fixed point belonging to H satisfying the general variational inclusion (.).
Using the fixed point formulation (.), we suggest and analyze the following iterative method for solving the variational inclusion (.).
Algorithm . For a given u  ∈ H, find the approximate solution u n+ by the iterative schemes
which is known as the Mann iteration process for solving the general variational inclusion (.).
If g ≡ I, the identity operator, then Algorithm . reduces to the following.
Algorithm . For a given u  ∈ H, find the approximate solution u n+ by the iterative schemes
Algorithm . is known as the Mann iteration process for solving the variational inclusion (.), which was discussed in [, ] .
If A(·) is the indicator function of a closed convex set K in H, then J A = P K , the projection of H onto the closed convex set and consequently Algorithm . reduces to the following method.
Algorithm . For a given u  ∈ H, find the approximate solution u n+ by the iterative schemes http://www.journalofinequalitiesandapplications.com/content/2014/1/98 which is known as the Mann iteration process for solving the general variational inequalities (.).
We now consider the convergence analysis of Algorithm . and this is the main motivation of our next result. Proof Let u ∈ H be a solution of the general variational inclusion (.). Then, using Lemma ., we have
where  ≤ α n ≤  is a constant. From (.) and (.), we have
From (.), (.), (.), (.), and (.), we have
From (.), it follows that θ < . Thus
Consequently the sequence {u n } converges strongly to u ∈ H satisfying the general variational inclusion (.). This completes the proof.
In recent years, much attention have been given to develop a class of two-step and threestep iterative methods for solving the variational inclusions and inequalities using the http://www.journalofinequalitiesandapplications.com/content/2014/1/98 technique of updating the solution. It has been shown that the three-step iterative methods, which are also called Noor iterations, are versatile in nature and efficient.
We now use the updating technique of the solution to rewrite (.) in the following form:
from which, we have
Using this fixed point formulation, we can suggest and investigate the following threestep iterative methods for solving problem (.).
Algorithm . For given u  , y  , w  , find u n+ , y n+ , w n+ by the iterative schemes
Algorithm . is called the Noor three-step iterative method for solving the general variational inclusion (.). This method can be considered as a Jacobi type iterative method.
We now suggest another iterative method by using the updated value of the solution. This iterative method can be viewed as a Gauss-Seidel method.
Algorithm . For given u  , y  , w  , find u n+ , y n+ , w n+ by the iterative schemes
where  ≤ α n , β n , γ n ≤ , for all n ≥ .
If γ n = , then Algorithm . and Algorithm . reduce to the following two-step iterative schemes for solving (.). http://www.journalofinequalitiesandapplications.com/content/2014/1/98 Algorithm . For given u  , y  , find u n+ , y n+ by the iterative schemes
where  ≤ α n , β n ≤ , for all n ≥ . Algorithm . For given u  , y  , find u n+ , y n+ by the iterative schemes
One can use the fixed point problem (.) to suggest the following iterative method for solving (.).
Algorithm . For a given u  , find the approximate solution u n+ by the iterative scheme
which is called the implicit or proximal point method. Using the technique of Noor [, ], one can investigate the convergence analysis of Algorithm ..
In brief, one can obtain a wide class of new iterative methods for solving the general variational inclusions and related problems by selecting suitable and appropriate choices of the operators and space. The interested readers are encouraged to study the convergence analysis of Algorithms .-., which is an interesting and challenging problem for future research. The implementation and comparison of these methods is another direction of future research.
Resolvent equations technique
In this section, we consider the problem of solving the resolvent equations. It is shown that the general variational inclusions (.) are equivalent to the general resolvent equations. This alternative equivalent formulation is used to suggest and investigate a class of iterative methods for solving the general variational inclusions (.).
We now consider the problem of solving the resolvent equations. Let R A = I -J A , where J A is the resolvent operator and I is the identity operator. For given nonlinear operators T, A, g, consider the problem of finding z ∈ H such that
Equations of the type (.) are called general resolvent equations; they were introduced and studied by Noor [] . In particular, If A(·) = ∂f (·), the subdifferential of a proper, convex, and lower-semicontinuous function f , then it is well known that J A = P K , the projection of H onto the closed convex set K . In this case, resolvent equations are the general http://www.journalofinequalitiesandapplications.com/content/2014/1/98
Wiener-Hopf equations of the type: Find z ∈ H such that 
where ρ >  is a constant.
Proof Let u ∈ H be a solution of (.). Then, from Lemma ., we have
From (.) and (.), we have
which shows that z ∈ H is a solution of the resolvent equations (.). This completes the proof.
From Lemma ., we conclude that the variational inclusion (.) and the resolvent equations (.) are equivalent. This alternative formulation plays an important and crucial part in suggesting and analyzing various iterative methods for solving variational inclusions and related optimization problems. In this paper, by a suitable and appropriate rearrangement, we suggest a number of new iterative methods for solving the variational inclusions (.).
(I) Equation (.) can be written as
which implies that, using (.),
This fixed point formulation enables us to suggest the following iterative method for solving the variational inclusion (.).
Algorithm . For a given z  ∈ H, compute u n+ by the iterative schemes
where  ≤ α n ≤ , for all n ≥  and with
(II) Equation (.) may be written as
Using this fixed point formulation, we suggest the following iterative method.
Algorithm . For a given z  ∈ H, compute u n+ by the iterative schemes
(III) If the operator T is linear and T - exists, then the resolvent equation (.) can be written as
which allows us to suggest the iterative method.
Algorithm . For a given z  ∈ H, compute z n+ by the iterative scheme z n+ = ( -α n )z n + α n I -ρ - T - R A z n , , n = , , , . . . , where  ≤ α n ≤ , for all n ≥  and with ∞ n= α n = ∞.
We would like to point out that one can obtain a number of iterative methods for solving the general variational inclusion (.) for suitable and appropriate choices of the operators T, A and the space H. This shows that the iterative methods suggested in this paper are more general and unifying ones.
We now study the convergence analysis of Algorithm .. In a similar way, one can analyze the convergence analysis of other iterative methods. This fixed point formulation enables us to suggest the following iterative method for solving (.).
Algorithm . For a given u o , find the approximate solution u n+ by the iterative scheme
Using the technique of Noor [, ], one can study the convergence criteria of Algorithm .. We leave this to the interested reader.
Conclusion
In this paper, we have shown that finding the difference of two (or more) operators is equivalent to the fixed point and resolvent equations. These alternative formulations have been used to study the existence of a zero of the difference of two (or more) operators as well as to suggest and analyze some iterative methods for solving the variational inclusions associated with difference of operators. Our method and technique is very simple as compared with other methods. The ideas and techniques presented in this paper may be used to consider the sensitivity analysis, dynamical system and other aspects of these variational inclusions. It is an interesting open problem to compare the techniques for finding the zeros of the difference of monotone operators. The interested reader is advised to explore this area further and discover novel and innovative applications of the variational inclusions. See [] for the recent development of problem (.), where it is shown that problem (.) can be seen as a new and significant generalization of the DC programming case.
