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SHIFTED MULTIPLE DIRICHLET SERIES
JEFF HOFFSTEIN AND MIN LEE
Abstract. We develop certain aspects of the theory of shifted multiple Dirichlet series and
study their meromorphic continuations. These continuations are used to obtain explicit spec-
tral first and second moments of Rankin-Selberg convolutions. One consequence is a Weyl type
estimate for the Rankin-Selberg convolution of a holomorphic cusp form and a Maass form
with spectral parameter |tj | ≤ T , namely:∣∣∣∣L
(
1
2
+ ir, f × uj
)∣∣∣∣≪N T 2/3+ǫ,
uniformly, for |r| ≤ T 2/3, with the implied constant depending only on f and the level N .
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2 JEFF HOFFSTEIN AND MIN LEE
1. Introduction
The object of this paper is to present a new technique for approaching moment formulas,
and to give several examples of applications. The foundation of the results of this paper
is a spectral identity which may be interesting in its own right. This identity is related to
some results of [Mot92] and [Ivi02], and also to [JM05], but comes from an entirely different
approach. They begin with the Kuznetsov trace formula, and follow this with a use of a Voronoi
formula. Interestingly, Motohashi-Jutila speculate at the end of their paper on the possibility
of extending their results to Rankin-Selberg convolutions without recourse to Kuznetsov and
Voronoi.
Our method uses neither Kuznetsov nor Voronoi, but depends instead on analytic properties
of shifted multiple Dirichlet series developed in [HHR] and [Hul13]. In particular, an application
of an integral transform to a spectral decomposition of a single shifted multiple Dirichlet series
leads to a certain first moment identity, presented below in Theorem 1.4. Summing over a
parameter leads to a shifted Dirichlet series in two variables, and the analytic properties of this
series lead to our second moment results.
One of the usual characteristics of this sort of work is the careful analysis of integral trans-
forms of Dirichlet series that are turned into essentially finite sums by means of the approximate
functional equation. These sums are generally broken into a number of different pieces and dif-
ferent techniques are used to estimate the contributions of the integral transforms of these
pieces. We would argue that although it certainly has its share of complicated formulas, our
approach is conceptually much simpler. Dirichlet series are dealt with as complete objects, and
are used to build shifted multiple Dirichlet series in several variables. The meromorphic prop-
erties of these series are then used to directly extract information, using standard techniques
from analytic number theory.
We will begin our discussion of the results in this paper with a second moment formula
for Rankin-Selberg convolutions of cusp forms and Eisenstein series, and some historical back-
ground.
Let f and g be holomorphic cusp forms of even weight k and level N . Assume that f and
g are newforms. We will in general take N to be square free, in order to simplify the Fourier
expansions of Eisenstein series of level N . We will write the Fourier expansions of f and g as
f(z) =
∞∑
n=1
a(n)e2πinz and g(z) =
∞∑
n=1
b(n)e2πinz
and also use the notation
a(n) = A(n)n
k−1
2 and b(n) = B(n)n
k−1
2 .
Let Γ := Γ0(N) < SL2(Z) and H = {x+ iy | x ∈ R, y > 0} be the Poincare´ upper half plane.
For any ϕ1, ϕ2 ∈ L2(Γ\H), we define the Petersson inner product
〈ϕ1, ϕ2〉 :=
∫∫
Γ\H
ϕ1(z)ϕ2(z)
dx dy
y2
.
Let {uj}j≥0 be an orthonormal basis (with respect to the Petersson inner product) for the
discrete part of the spectrum of the Laplace operator on L2 (Γ\H). We will assume the basis
is simultaneously diagonalized with respect to Hecke operators corresponding to primes not
dividing N . Let sj(1 − sj) for sj ∈ C be an eigenvalue of the Laplace operator for uj for each
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j ≥ 0. Then we have the Fourier expansion
uj(z) =
∑
n 6=0
ρj(n)
√
yKitj (2π|n|y)e2πinx . (1.1)
Here sj =
1
2 + itj for tj ∈ R or 12 < sj < 1. Also
Kν(y) =
1
2
∫ ∞
0
e−
1
2
y(t+t−1)tν
dt
t
,
for ν ∈ C and y > 0, is the K-Bessel function.
For each a | N , let E1/a(z, 1/2 + it) be the Eisenstein series at the cusp 1/a as defined in
(2.1).
The Rankin-Selberg convolutions of the cusp form f with uj is written as
L (s, f × uj) = ζ(2s)
∞∑
n=1
A(n)ρj(n)
ns
and
L
(
s, f × E1/a(∗, 1/2 + it)
)
= ζ(2s)
∞∑
n=1
A(n)σa−2it(n)n
it
ns
.
Here σa−2it(n) is given in (2.5).
If uj is a new form then ρj(n) = ρj(1)λj(n), where λj(n) is the n
th Hecke eigenvalue. In this
case
L (s, f × uj) = ρj(1)ζ(2s)
∞∑
n=1
A(n)λj(n)
ns
= ρj(1)L (s, f × uj) ,
where L (s, f × uj) is the usual normalized Rankin-Selberg convolution.
The first sub convexity result for Rankin-Selberg L-functions was obtained by Sarnak [Sar01]
in the weight aspect. He showed that for f a holomorphic cusp form of weight k for Γ0(N),
and g a fixed either holomorphic cusp form or Maass form for Γ0(N),
L (1/2 + it, f × g)≪t,g,ǫ,N k576/601+ǫ.
Here 1 represents the convexity bound and the exponent 576/601 was achieved with the input
of the θ = 7/64 bound for the Ramanujan conjecture. There were several improvements in the
next few years, culminating in 2006 in a result of Lau, Liu and Ye in [LLY06]. They showed
that for any small ǫ > 0∑
K−L≤k≤K+L
|L (1/2 + it, f × g) |2 ≪t,g,ǫ
(
NA(ǫ)KL
)1+ǫ
.
They also obtained the consequent sub convexity bound
L (1/2 + it, f × g)≪t,g,ǫ k2/3+ǫ.
In both results the constant A(ǫ) > 0 depends only on ǫ, and the implied constant depends
polynomially on t. Also f was a holomorphic Hecke eigenform for Γ0(N) of weight k, or a Maass
Hecke eigenform for Γ0(N) with Laplace eigenvalue 1/4 + k
2, and g was a fixed holomorphic
or Maass cusp form for Γ0(N), or for Γ0(N
′) with (N,N ′) = 1.
Our results are the first we are aware of giving asymptotic estimates for the second moment
of Rankin-Selberg L-functions with sharp error terms, though in [Ivi02], Ivic gives a fourth mo-
ment estimate for the value of Hecke L-functions at 1/2, with an error term of K3/2(logK)25/2.
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In our work, the parameter K is replaced by T and refers only to the special parameter, not
the weight. Our second moment result has the form
Theorem 1.1. Fix T ≫ 1, 1 ≥ α ≥ 1/3, 0 ≤ r ≤ T 2/3 and ǫ > 0. Then
∑
j
e−
(tj−T )
2
T2α
cosh(πtj)
L (1/2− ir, uj × g)L(1/2 + ir, f × uj)
+
∑
a
1
4π
∫ ∞
−∞
e−
(t−T )2
T2α
cosh(πt)
4
(
N
a
)−1
L
(
1/2 − ir, E1/a(∗, 1/2 − it)× g
)
L
(
1/2 + ir, f × E1/a(∗, 1/2 + it)
)
ζ∗(1− 2it)ζ∗(1 + 2it)∏p|N (1− p−1+2it)(1 − p−1−2it) dt
=Mf,g(T, α; r) +ON
(
T 3/2−α/2+ǫ + Tα+ǫ|r|3/2+ǫ
)
. (1.2)
The implied constant is polynomial in N . Exact formulas for Mf,g(T, α; r) are given explicitly
in (5.44), (5.45) and (5.46), and asymptotically
Mf,g(T, α; 0) = T
1+αPd(log T ) +O(T 1+α−ǫ),
where Pd(log T ) is a degree d polynomial of log T . For f = g, d = 3 and for f 6= g, d = 2. The
leading coefficient of Pd(log T ) is
cRess=1L(s, f × f¯)
for f = g, and
c′L(1, f × g)
for f 6= g. Here c, c′ are explicit positive constants which are independent of f and g.
Taking α = 1/3 and boundingMf,g(T, α; r) from above by T
4/3+ǫ, an immediate consequence
of the theorem is
Corollary 1.2. ∣∣∣∣L
(
1
2
+ ir, f × uj
)∣∣∣∣≪N T 2/3+ǫ
for |r| ≤ T 2/3, with the implied constant polynomially dependent on N but independent of r
and T .
Thus, in addition to obtaining an estimate with a sharp error term for the fourth order
Euler product which is the product of two Rankin-Selberg convolutions, we also achieve the
same Weyl type estimate as in [LLY06], with the advantage that the result is uniform in r
for r ≤ T 2/3. We are, however restricted to the spectral case and do not consider the weight
aspect.
Remark 1.3. The non-vanishing of L(1, f×g) implies that the product L (1/2, f × uj)L (1/2, g × uj)
is non-zero for infinitely many j. A more general theorem for the mean values of
L
(
1
2
+ ir, f × uj
)
L
(
1
2
+ ir1, φ× uj
)
for φ = holomorphic or non-holomorphic cusp form is given in Section 5.
The second moment estimate is built on our first moment estimate, which is given in full
generality in Theorem 3.1. Here is a special case of it:
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Theorem 1.4. Fix r ∈ R, and m ≥ 1. Let h(t) be an even function on C, which is holomorphic
on |ℑ(t)| < 1/2 + ǫ, for some ǫ > 0. As t→∞, we assume that
|h(t)| ≪ (1 + |t|)a,
for a < 0. We also assume that h(±i/2) = 0.
We have
∑
j
h(tj)
cosh(πtj)
ρj(m)L(1/2 + ir, f × uj)
+
∑
a|N
1
4π
∫ ∞
−∞
h(t)
cosh(πt)
τ1/a(1/2 − it,m)
2
(
N
a
)− 1
2
−it
L
(
1/2 + ir, f ×E1/a(∗, 1/2 + it)
)
ζ∗(1 + 2it)
∏
p|N (1− p−1−2it)
dt
=Mf (m; r) + E
(1)
f (m; r) + E
(2)
f (m; r),
Here
Mf (m; r) := ζ(1 + 2ir)
a(m)
m
k
2
+ir
1
π2
∫ ∞
−∞
h(t)t tanh(πt) dt
+ (2π)4ir
ϕ(N)ζ(1 − 2ir)
N1+2ir
∏
p|N (1− p−1−2ir)
a(m)
m
k
2
−ir
× 1
π2
∫ ∞
−∞
h(t)t tanh(πt)
Γ
(
k
2 − ir + it
)
Γ
(
k
2 − ir − it
)
Γ
(
k
2 + ir + it
)
Γ
(
k
2 + ir − it
) dt,
E
(1)
f (m; r) := −4
(2π)2ir cos (πir)
π
∏
p|N (1− p−1−2ir)
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u tan(πu)
Γ
(
k
2 + ir + u
)
Γ
(
k
2 + ir − u
)
× 1
2πi
∫
(σw=1/2−k/2−ǫ)
Γ (−w + u) Γ (−w − u) Γ
(
w +
k
2
− ir
)
Γ
(
w +
k
2
+ ir
)
×mw
m−1∑
n=1
a(m− n)σN−2ir(n)nir
nw+
k
2
dw du
and
E
(2)
f (m; r) :=
4ik(2π)2ir
π
∏
p|N (1− p−1−2ir)
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ir + u
)
Γ
(
k
2 + ir − u
)
× 1
2πi
∫
(σw=1/2+ǫ)
Γ (−w + u) Γ (w + k2 + ir)Γ (w + k2 − ir)
Γ (1 + w + u)
mw
∞∑
n=1
a(m+ n)σN−2ir(n)n
ir1
nw+
k
2
dw du.
The function σN−2ir(n) is a modified divisor function defined in (2.5).
The case r = 0 in Theorem 1.4, leads to an interesting first moment statement and an
application. For α ≥ 0 and T ≫ 1, set
hT,α(t) =
(
e−(
t−T
Tα )
2
+ e−(
t+T
Tα )
2) t2 + 14
t2 +R
,
for 1≪ R < T 2. Then, for m ≥ 1
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Theorem 1.5.∑
j
hT,α(tj)
cosh(πtj)
ρj(m)L(1/2, f × uj)
+
∑
a|N
1
4π
∫ ∞
−∞
hT,α(t)
cosh(πt)
τ1/a(1/2 − it,m)
2
(
N
a
)− 1
2
−it
L
(
1/2, f × E1/a(∗, 1/2 + it)
)
ζ∗(1 + 2it)
∏
p|N (1− p−1−2it)
dt
=
a(m)
m
k
2
{
1
π2
∫ ∞
−∞
hT,α(t)t tanh(πt)
(
ψ
(
k
2
+ it
)
+ ψ
(
k
2
− it
))
dt
+

−2 log(2π)−∑
p|N
log p
p− 1 − logm+ 2γ0

 1
π2
∫ ∞
−∞
hT,α(t)t tanh(πt) dt


+O
(
N ǫm
1
2
+ǫT 1+ǫ
)
.
The implied constant in the estimate is independent of N , m and T .
The main term on the right hand side is actually asymptotic to
a(m)
m
k
2
T 1+αcα log T,
for cα > 0, and the left hand side is dominated by the discrete spectral contribution. This
means that if g is a holomorphic cusp form and L(1/2, f × uj) = L(1/2, g × uj) for sufficiently
many j, then a(m) must be very close to b(m). If this is the case for sufficiently many m, then
by the argument in the proof of Theorem 1 in [Sen04], it follows that f = g. More precisely,
we have the following
Corollary 1.6. Let f and g be holomorphic newforms of even weight kf and kg respectively,
and level N . Let k = max{kf , kg}, and let Q≫ǫ (N(k + 1))2+ǫ. If
L(1/2, f × uj) = L(1/2, g × uj), (1.3)
for |tj| ≪ Q1+ǫ′N1/2+ǫ′′ , then f = g.
The proof is given in Section 3.4. This is the latest incarnation of a theorem that was proved
first by Luo and Ramakrishnan [LR97]. They showed that if
L(1/2, f × χd) = L(1/2, g × χd)
for all quadratic characters χd, then f = g. Generalizations of this appeared in [Luo99],
[CD05], [GHS09] and [Zha11]. The most recent result that we are aware of is [MS12], where
they prove a result similar to our corollary, generalized to the case where f, g are Hecke-Maass
new forms of full level, with eigenvalues 1/4 + ν2, 1/4 + µ2. They show that if (1.3) holds
for |tj | ≪ max(|µ|, |ν|)4θ+3+ǫ then f = g, where θ refers to the best progress toward the
Ramanujan Conjecture for Mass forms of full level. We consider any square-free level, and
improve the exponent for the analytic conductor.
We will mention one final application to non-vanishing. A combination of the first and second
moment asymptotics, along with Cauchy-Schwartz, taking α = 1/3, leads to
Corollary 1.7. Let f and uj be as above. Given T ≫ 1, let N (T ) denote the number of tj
with |T − tj | ≪ T 1/3 such that L(1/2, f × uj) 6= 0. Then
N (T )≫ T 4/3/ log T.
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The proof is elementary and is omitted.
The paper is organized as follows. In Section 2, we define our single variable shifted Dirichlet
series and obtain it’s analytic properties. In Section 3, we apply an integral transformation and
obtain the first moment identity given in Theorem 1.4, and more generally in Theorem 3.1. In
Section 4, we define the two variable shifted Dirichlet series and obtain its analytic properties.
In Section 5 we obtain our second moment identity and prove Theorem 5.1, a generalized
version of Theorem 1.1. Finally, in the last section, we estimate the error terms of Theorem 5.1
and prove Theorem 1.1.
2. Single shifted Dirichlet series
2.1. Fourier expansions of Eisenstein series. The Eisenstein series for Γ are indexed by
the cusps a ∈ Q. For each cusp a ∈ Q, let σa ∈ SL2(R), with σa∞ = a, be a scaling matrix for
the cusp a, i.e., σa is the unique matrix (up to right translations) such that σa∞ = a and
σ−1a Γaσa = Γ∞ =
{
±
(
1 b
0 1
) ∣∣∣∣ b ∈ Z
}
,
where
Γa = {γ ∈ Γ | γa = a} .
For a cusp a, define the Eisenstein series at the cusp a to be
Ea(z, s) :=
∑
γ∈Γa\Γ
ℑ(σ−1a γz)s, (2.1)
with the following Fourier expansion:
Ea (z, s) = δa,∞ys + τa (s, 0) y1−s +
∑
n 6=0
τa (s, n)
√
yKs− 1
2
(2π|n|y)e2πinx. (2.2)
When N is square-free, the cusps of Γ0(N) are uniquely represented by the rationals a = 1/a
for a | N , and we have the following explicit description of the Fourier coefficients which we
quote from [DI83]:
τa (s, 0) =
√
πΓ
(
s− 12
)
Γ (s)
ρa (s, 0)
and
τa (s, n) =
2πs
Γ (s)
ρa (s, n) |n|s−
1
2 ,
with
ρa (s, n) =
(
1
aN
)s ∑
γ≥1,
(γ, Na )=1
γ−2s
∑
δ (mod γa),(δ,γa)=1
e
−2πin δ
γa . (2.3)
Here we fix the scaling matrix for the cusp a = 1/a as
σ1/a =
(
1 0
a 1
)(√
ma 0
0
√
ma
−1
)
, (2.4)
where ma = N/a.
For each a | N , for n 6= 0, define
σa1−2s(n) :=
∑
d|n,
(d,N)=1
d1−2s
∏
p|a,pα‖n,
α≥0
p−2s
1− p1−2s
(
p− pα(1−2s)+1 − 1 + p(α+1)(1−2s)
)
. (2.5)
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Then, for each cusp a = 1/a with a | N , following [HM06], for n 6= 0, we have
ρ1/a(s, n) =
(
N
a
)−s σa1−2s(|n|)
ζ(2s)
∏
p|N (1− p−2s)
, (2.6)
so,
τ1/a(s, n) =
(
N
a
)−s 2σa1−2s(|n|)|n|s− 12
ζ∗(2s)
∏
p|N(1− p−2s)
. (2.7)
By [DI83], for n = 0, we have
ρ1/a (s, 0) =
ζ(2s − 1)∏p|N
a
(
1− p1−2s)
ζ(2s)
∏
p|N (1− p−2s)
ϕ(a)
(
1
aN
)s
. (2.8)
We thus get
E1/a (z, s) = δa,∞ys +
ζ∗(2s− 1)∏p|N
a
(
1− p1−2s)
ζ∗(2s)
∏
p|N (1− p−2s)
ϕ(a)
(
1
aN
)− 1
2
+2s
y1−s
+
2
(
N
a
)−s
ζ∗(2s)
∏
p|N (1− p−2s)
∑
n 6=0
σa1−2s(|n|)|n|s−
1
2
√
yKs− 1
2
(2π|n|y)e2πinx. (2.9)
In Lemma 3.4 in [Blo04], it is shown that for t ∈ R the ρa
(
1
2 + it, n
)
satisfy
|ζ(1 + it)|2
∑
a
∣∣∣∣ρa
(
1
2
+ it, n
)∣∣∣∣
2
≪ǫ ((1 + |t|)N)ǫ
for any ǫ > 0.
2.2. Definition and analytic properties of a single shifted Dirichlet series. Let f be
a holomorphic cusp form of even weight k for Γ. Recall that we have notated the Fourier
expansion of f as:
f(z) =
∞∑
n=1
a(n)e2πinz =
∞∑
n=1
A(n)n
k−1
2 e2πinz. (2.10)
Let φ be an automorphic form of weight k for Γ, of type ν, with the following Fourier expansion:
φ(z) = c+φ y
1
2
+ν + c−φ y
1
2
−ν +
∑
n 6=0
cφ(n)Wsign(n)k
2
,ν(4π|n|y)e2πinx. (2.11)
Assume that
cφ(±n) = cφ(±1)Cφ(n), (2.12)
for any n ≥ 1.
Here
Wα,ν(y) =
yν+
1
2 e−
y
2
Γ
(
ν − α+ 12
) ∫ ∞
0
e−yttν−α−
1
2 (1 + t)ν+α−
1
2 dt
is the Whittaker function. When α = 0, the Whittaker function is the K-Bessel function:
W0,ν(y) =
( y
π
) 1
2
Kν
(y
2
)
.
When ν = ±(α− 1/2) and 1/2 + α± ν ∈ N, we have
Wα,±(α−1/2)(y) = yαe−
y
2
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and
W1−α,±(α−1/2)(y) = y1−αe−
y
2 .
For each integer m ≥ 1 and ℜ(w) > 1, define a shifted Dirichlet series:
Df,φ(w;m) :=
∑
n≥1
a(n+m)cφ(n)
nw+
k
2
−1 . (2.13)
and define
Uf,φ(z) := y
k
2 f(z)φ(z). (2.14)
The following theorem gives a complete meromorphic continuation of Df,φ(w;m) to C:
Theorem 2.1. For ℜ(w) > 1, we have
Df,φ(w;m) =
∞∑
n=1
a(m+ n)cφ(n)
nw+
k
2
−1 . (2.15)
For ℜ(w) < 1/2 − k/2, we have
Gf,φ(w)Df,φ(m;w) = {I0,cusp(w;m) + I0,cont,Int(w;m) + Ωf,φ(w;m)}
−Gf,φ(w)Dfinitef,φ (w;m), (2.16)
where
Gf,φ(w) :=
Γ
(
w + k2 + ν¯ − 12
)
Γ
(
w + k2 − ν¯ − 12
)
(4π)1−w−
k
2
Γ(w)
, (2.17)
I0,cusp(w;m)
:= (4πm)
1
2
−w√πΓ(1− w)
∑
j
ρj(−m)
Γ
(
w − 12 − itj
)
Γ
(
w − 12 + itj
)
Γ
(
1
2 − itj
)
Γ
(
1
2 + itj
) 〈uj , Uf,φ〉 , (2.18)
I0,cont,Int(w;m) := (4πm)
1
2
−w√πΓ(1− w)
×
∑
a
1
4πi
∫
Cw
τa (1/2 − z,m)
Γ
(
w − 12 − z
)
Γ
(
w − 12 + z
)
Γ
(
1
2 − z
)
Γ
(
1
2 + z
) 〈Ea(∗, 1/2 + z), Uf,φ〉 dz, (2.19)
Ωf,φ(w;m) := −(4πm)
1
2
−w√πΓ(1− w)
⌊−ℜ(w)+ 1
2
⌋∑
ℓ=0
(−1)ℓ
ℓ!
Γ (ℓ+ 2w − 1)
Γ (1− ℓ− w) Γ (ℓ+ w)
× 1
2
∑
a
{τa (1− ℓ− w,m) 〈Ea(∗, ℓ + w), Uf,φ〉+ τa (ℓ+ w,m) 〈Ea(∗, 1 − ℓ− w), Uf,φ〉} (2.20)
and
Dfinitef,φ (w;m) :=
Γ(w)Γ(1 −w)
Γ
(
1
2 +
k
2 + ν¯
)
Γ
(
1
2 +
k
2 − ν¯
) m−1∑
n=1
a(m− n)cφ(−n)
nw+
k
2
−1 . (2.21)
For ℜ(w) < 1/2 − k/2, the functions I0,cusp(w;m) and I0,cont,Int(w;m) satisfy the following
upper bound:
I0,cusp(w;m) + I0,cont,Int ≪ m1/2−w+ǫ.
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The function Df,φ(w;m) has a meromorphic continuation to all w ∈ C, and Gf,φ(w)Df,φ(w;m)−
Ωf,φ(w;m) has simple poles at the points w = 1/2 ± itj − r for r ≥ 0 with the residues
dj,r(m) := Resw=1/2±itj−r (Gf,φ(w)Df,φ(w;m)− Ωf,φ(w;m))
=
(−1)r(4πm)∓itj+r√πΓ (12 ∓ itj + r)
r!
Γ (±2itj − r)
Γ
(
1
2 + itj
)
Γ
(
1
2 − itj
)ρj(−m) 〈uj , Uf,φ〉 . (2.22)
In particular, at w = −k/2 + 1/2± ν¯, we have
Df,φ(−k/2+1/2±ν¯ ;m) = a(m)c∓φ
(4π)−
1
2
±ν¯Γ
(−k2 + 12 ± ν¯)
Γ (±2ν¯) −D
finite
f,φ (−k/2+1/2±ν¯ ;m) (2.23)
Let
D∗f,φ(w;m) := Gf,φ(w)Df,φ(w;m) − Ωf,φ(w;m).
Then for 1/2− k/2 < ℜ(w0) < 1,
D∗f,φ(w0;m) =
∫
C

D∗f,φ(w;m)e(w−w0)2
w − w0 −
∑
0≤r≤k/2
∑
j
∑
±
dr,je
( 12−r±itj−w0)
2
w − (12 − r ± itj)

 dw, (2.24)
where C is the infinite rectangle with right hand side the vertical line ℜ(w) = 2 and left hand
side the vertical line ℜ(w) = 1/2− k/2− ǫ. In this region, away from the poles,
D∗f,φ(w0;m)≪ mk/2+ǫ. (2.25)
The proof of this theorem is similar in many ways, but a bit more complicated than, the
corresponding theorem in [HHR], which applies to a less general object; in [HHR], φ is restricted
to be a holomorphic cusp form. A completely general version of Theorem 2.1 is given in [Hul13].
3. A first moment identity
Let h(t) be an even function on C, which is holomorphic on |ℑ(t)| < 1/2+ ǫ, for some ǫ > 0.
As t→∞, we assume that
|h(t)| ≪ (1 + |t|)a,
for a < 0. In this section we will prove the following theorem.
Theorem 3.1. For m ≥ 1, we have
(4π)k−
1
2 ik


∑
j
h(tj)
cosh(πtj)
ρj(−m) 〈uj , Uf,φ〉
Γ
(
k
2 + ν¯ + itj
)
Γ
(
k
2 + ν¯ − itj
)
+
∑
a
1
4π
∫ ∞
−∞
h(t)
cosh(πt)
τa(1/2 − it,m) 〈Ea(∗, 1/2 + it), Uf,φ〉
Γ
(
k
2 + ν¯ + it
)
Γ
(
k
2 + ν¯ − it
) dt
}
=Mf,φ(m) + E
(1)
f,φ(m) + E
(2)
f,φ(m), (3.1)
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where
Mf,φ(m) = (4π)
k
2
−ν¯ Γ
(−k2 + 12 − ν¯)
Γ
(
1
2 + ν¯
)
Γ
(
1
2 − ν¯
) a(m)c+φ
m
k
2
+ν¯
1
2π2
∫ ∞
−∞
h(t)t tanh(πt) dt
+(4π)
k
2
+ν¯ Γ
(−k2 + 12 + ν¯)
Γ
(
1
2 + ν¯
)
Γ
(
1
2 − ν¯
) a(m)c−φ
m
k
2
−ν¯
1
2π2
∫ ∞
−∞
h(t)t tanh(πt)
Γ
(
k
2 − ν¯ + it
)
Γ
(
k
2 − ν¯ − it
)
Γ
(
k
2 + ν¯ + it
)
Γ
(
k
2 + ν¯ − it
) dt,
(3.2)
E
(1)
f,φ(m) = −4(4π)
k−1
2 ik
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u tan(πu)
Γ
(
k
2 + ν¯ + u
)
Γ
(
k
2 + ν¯ − u
)
× 1
2πi
∫
(σw=1/2−k/2−ǫ)
Γ (−w + u) Γ (−w − u) Γ
(
w +
k
2
− ν¯
)
Γ
(
w +
k
2
+ ν¯
)
× 1
Γ
(
1
2 +
k
2 + ν¯
)
Γ
(
1
2 +
k
2 − ν¯
)mw m−1∑
n=1
a(m− n)cφ(−n)
nw+
k
2
− 1
2
dw du (3.3)
and
E
(2)
f,φ(m) = (4π)
k−1
2 ik
4
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯ + u
)
Γ
(
k
2 + ν¯ − u
) 1
2πi
∫
(σw=1/2+ǫ)
Γ (−w + u)
Γ (1 + w + u)
× Γ
(
w +
k
2
+ ν¯
)
Γ
(
w +
k
2
− ν¯
)
mw
∞∑
n=1
a(m+ n)cφ(n)
nw+
k
2
− 1
2
dw du. (3.4)
If φ is holomorphic, then E
(1)
f,φ(m) is not present, and Mf,φ(m) is not present if φ is cuspidal.
3.1. A proof of Theorem 3.1. The left hand side of (3.1) is an integral transform of the
spectral expansion of the shifted Dirichlet series Df,φ(w + 1/2;m), in its region of absolute
convergence. To prove the theorem, we will move the line of integration from the region where
the spectral side is convergent, to the region where the Dirichlet series is convergent.
Consider
(4π)
k−1
2 ik
4
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯ + u
)
Γ
(
k
2 + ν¯ − u
) 1
2πi
∫
(σw=1/2+ǫ)
Γ (−w + u)
Γ (1 + w + u)
× Γ
(
w +
k
2
+ ν¯
)
Γ
(
w +
k
2
− ν¯
)
mwDf,φ(w + 1/2;m) dw du.
For ℜ(w) < −k/2, by (2.16), we have
D∗f,φ(w + 1/2;m) :=
Γ
(
w + k2 + ν¯
)
Γ
(
w + k2 − ν¯
)
Γ
(
w + 12
) Df,φ(w + 1/2;m)
= (4π)
k−1
2
+w {I0,cusp(w + 1/2;m) + I0,cont,Int(w + 1/2;m) + Ωf,φ(w + 1/2;m)}
− Γ
(
w + k2 + ν¯
)
Γ
(
w + k2 − ν¯
)
Γ
(
1
2 −w
)
Γ
(
1
2 +
k
2 + ν¯
)
Γ
(
1
2 +
k
2 − ν¯
) m−1∑
n=1
a(m− n)cφ(−n)
nw+
k
2
− 1
2
,
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where
Ωf,φ(w + 1/2;m) = −(4πm)−w
√
πΓ
(
1
2
− w
) ⌊−ℜ(w)⌋∑
ℓ=0
(−1)ℓ
ℓ!
Γ (ℓ+ 2w)
Γ
(
1
2 − ℓ− w
)
Γ
(
1
2 + ℓ+ w
)
×1
2
∑
a
{τa(1/2 − ℓ− w,m) 〈Ea(∗, ℓ+ w + 1/2), Uf,φ〉+ τa(ℓ+ w + 1/2,m) 〈Ea(∗, 1/2 − ℓ− w), Uf,φ〉} .
To get the left hand side of (3.1), we move the w line of integration to σw = −k/2− ǫ. As we
move the w line of integration, we pass over the poles of I0,cusp(w+1/2;m), Ωf,φ(w+1/2;m),
Γ(w+1/2), and also Γ(w+ k/2 + ν¯)Γ(w+ k/2− ν¯). Denote by Resf,φ the sum of the residues
associated with the poles of I0,cusp(w + 1/2;m) and Ωf,φ(w + 1/2;m). Then we get
(4π)
k−1
2 ik
4
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯ + u
)
Γ
(
k
2 + ν¯ − u
) 1
2πi
∫
(σw=1/2+ǫ)
Γ (−w + u)
Γ (1 + w + u)
× Γ
(
w +
k
2
+ ν¯
)
Γ
(
w +
k
2
− ν¯
)
mwDf,φ(w + 1/2;m) dw du
= (4π)
k−1
2 ik
4
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯ + u
)
Γ
(
k
2 + ν¯ − u
) 1
2πi
∫
(σw=−k/2−ǫ)
Γ (−w + u)
Γ (1 + w + u)
× Γ
(
w +
k
2
+ ν¯
)
Γ
(
w +
k
2
− ν¯
)
mwDf,φ(w + 1/2;m) dw du+Resf,φ
+ (4π)
k−1
2 ik
4
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯ + u
)
Γ
(
k
2 + ν¯ − u
) Γ
(
k
2 − ν¯ + u
)
Γ
(
1− k2 + ν¯ + u
)
× Γ (2ν¯)m− k2+ν¯Df,φ(1/2 − k/2 + ν¯;m) du
+ (4π)
k−1
2 ik
4
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯ + u
)
Γ
(
k
2 + ν¯ − u
) Γ
(
k
2 + ν¯ + u
)
Γ
(
1− k2 − ν¯ + u
)
× Γ (−2ν¯)m− k2−ν¯Df,φ(1/2 − k/2 − ν¯;m) du
+
k
2
−1∑
ℓ=0
(−1)ℓ
ℓ!
(4π)
k−1
2 ik
4
π
D∗f,φ(−ℓ;m)
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯ + u
)
Γ
(
k
2 + ν¯ − u
) Γ
(
1
2 + ℓ+ u
)
Γ
(
1
2 − ℓ+ u
) du.
For each ℓ ≥ 0, we have
(−1)ℓ
ℓ!
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯ + u
)
Γ
(
k
2 + ν¯ − u
) Γ
(
1
2 + ℓ+ u
)
Γ
(
1
2 − ℓ+ u
) du
=
1
ℓ!
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u
Γ
(
1
2 + ℓ+ u
)
Γ
(
1
2 + ℓ− u
)
Γ
(
k
2 + ν¯ + u
)
Γ
(
k
2 + ν¯ − u
) du = 0, (3.5)
since h(u/i) = h(−u/i) and h(±i/2) = 0.
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Let
If,φ(m)
:= (4π)
k−1
2 ik
4
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯ + u
)
Γ
(
k
2 + ν¯ − u
) 1
2πi
∫
(σw=−k/2−ǫ)
Γ (−w + u)
Γ (1 + w + u)
× Γ
(
w +
1
2
)
mw(4π)
k−1
2
+w {I0,cusp(w + 1/2;m) + I0,cont,Int(w + 1/2;m) + Ωf,φ(w + 1/2;m)}
× dw du+Resf,φ. (3.6)
Here
Γ
(
w +
1
2
)
mw(4π)
k−1
2
+wI0,cusp(w + 1/2;m)
= Γ
(
w +
1
2
)
Γ
(
1
2
− w
)
(4π)
k−1
2
√
π
∑
j
ρj(−m)Γ (w − itj) Γ (w + itj)
Γ
(
1
2 − itj
)
Γ
(
1
2 + itj
) 〈uj , Uf,φ〉
and
Γ
(
w +
1
2
)
mw(4π)
k−1
2
+wI0,cont,Int(w + 1/2;m)
= Γ
(
w +
1
2
)
Γ
(
1
2
− w
)
(4π)
k−1
2
√
π
∑
a
1
4π
∫ ∞
−∞
τa (1/2 − it,m) Γ (w − it) Γ (w + it)
Γ
(
1
2 − it
)
Γ
(
1
2 + it
)
× 〈Ea(∗, 1/2 + it), Uf,φ〉 dt.
By (2.23),
Df,φ(−k/2 + 1/2 ± ν¯;m) = a(m)c∓φ
(4π)−
1
2
±ν¯Γ
(−k2 + 12 ± ν¯)
Γ (±2ν¯) −D
finite
f,φ (−k/2 + 1/2 ± ν¯;m),
so we get
If,φ(m) =Mf,φ(m) + E
(1)
f,φ(m) + E
(2)
f,φ(m).
Define
h∗∗(t) :=
1
Γ
(
1
2 − it
)
Γ
(
1
2 + it
) 1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯ + u
)
Γ
(
k
2 + ν¯ − u
)
× 1
2πi
∫
(σw=ǫ)
Γ (−w + u) Γ (−w + 12)Γ (w + 12)Γ (w − it) Γ (w + it)
Γ (1 + w + u)
dw du. (3.7)
Since the integrals and series in (3.6) converge absolutely, we can change the ordering of integrals
and series, and move the w line of integration to σw = ǫ. Then Resf,φ is canceled, and applying
(3.5), we get
If,φ(m) = (4π)
k−1√πik 4
π


∑
j
h∗∗(tj)ρj(−m) 〈uj , Uf,φ〉
+
∑
a
1
4π
∫ ∞
−∞
h∗∗(t)τa(1/2 − it,m) 〈Ea(∗, 1/2 + it), Uf,φ〉 dt
}
.
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We will now compute h∗∗(t). Applying Theorem 2.4.3 in [AAR99], we get
1
2πi
∫
(σw=ǫ)
Γ (−w + u) Γ (−w + 12)Γ (w + 12)Γ (w − it) Γ (w + it)
Γ (1 + w + u)
dw =
Γ
(
1
2 − it
)
Γ
(
1
2 + it
)
(u+ it)(u − it) .
Thus
h∗∗(t) =
1
Γ
(
1
2 − it
)
Γ
(
1
2 + it
) 1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯ + u
)
Γ
(
k
2 + ν¯ − u
) Γ
(
1
2 − it
)
Γ
(
1
2 + it
)
(u+ it)(u− it) du
=
1
2
h(t)
Γ
(
1
2 − it
)
Γ
(
1
2 + it
)
Γ
(
k
2 + ν¯ + it
)
Γ
(
k
2 + ν¯ − it
) .
Then we get (3.1).
3.2. A proof of Theorem 1.4. Assume that N ≥ 1 is square-free. Let Γ := Γ0(N). The
Eisenstein series at the cusp a = 1/N is defined in (2.1):
EN (z, 1/2 + ir) =
∑
γ∈ΓN \Γ
ℑ(σ−1N γz)
1
2
+ir,
where
σN =
(
1
N 1
)
∈ Γ.
Since σ−1N ΓNσN = Γ∞, we get
EN (z, 1/2 + ir) =
∑
γ∈Γ∞\Γ
ℑ(γz) 12+ir.
Define
σN−2ir(n) :=

 ∑
d|n,
(d,N)=1
d−2ir

 ∏
p|N,pα‖n,
α≥0
p−1−2ir
1− p−2ir
(
p− pα(−2ir)+1 − 1 + p(α+1)(−2ir)
)
. (3.8)
We have the following Fourier expansion which we quote from [DI83], and following [HM06]:
EN (z, 1/2 + ir) = y
1
2
+ir +
ζ∗(2ir)
ζ∗(1 + 2ir)
∏
p|N(1− p−1−2ir)
ϕ(N)
N1+2ir
y
1
2
−ir
+
1
ζ∗(1 + 2ir)
∏
p|N (1− p−1−2ir)
∑
n 6=0
σN−2ir(|n|)|n|ir√|n| W0,ir(4π|n|y)e2πinx,
since √
πW0,ir(y) =
√
yKir
(y
2
)
.
For ℓ ∈ Z, the Maass raising operator Rℓ is defined to be the differential operator:
Rℓ := iy
∂
∂x
+ y
∂
∂y
+
ℓ
2
.
For n ≥ 1, we have(
Rk−2 ◦Rk−4 ◦ · · · ◦R0W0,ir(4πny)e2πinx
)
= (−1)k2W k
2
,ir(4π|n|y)e2πinx.
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For n ≤ −1, we have
(
Rk−2 ◦Rk−4 ◦ · · · ◦R0W0,ir(4π|n|y)e2πinx
)
=
(−1)k2Γ (ir + 12 + k2)
Γ
(
ir + 12 − k2
) W− k
2
,ir(4π|n|y)e2πinx.
Define
E
(k)
N (z, 1/2 + ir) := (−1)
k
2 ζ∗(1 + 2ir)
∏
p|N
(1− p−1−2ir) (Rk−2 ◦ · · · ◦R0EN ) (z, 1/2 + ir)
= (−1)k2 ζ∗(1 + 2ir)
∏
p|N
(1− p−1−2ir)Γ
(
ir + k+12
)
Γ
(
ir + 12
) ∑
γ=
(
a b
c d
)
∈Γ∞\Γ
(
cz¯ + d
cz + d
) k
2
ℑ(γz) 12+ir. (3.9)
Then we get
E
(k)
N (z, 1/2 + ir)
= (−1)k2 ζ∗(1+2ir)
∏
p|N
(1−p−1−2ir)Γ
(
ir + 1+k2
)
Γ
(
ir + 12
) yir+ 12+(−1)k2 ζ∗(2ir) ϕ(N)
N1+2ir
Γ
(−ir + 1+k2 )
Γ
(
1
2 − ir
) y 12−ir
+
∑
n≥1
σN−2ir(|n|)|n|ir√|n| W k2 ,ir(4π|n|y)e2πinx
+
Γ
(
ir + k+12
)
Γ
(
ir + 1−k2
) ∑
n≤−1
σN−2ir(|n|)|n|ir√|n| W− k2 ,ir(4π|n|y)e2πinx. (3.10)
Take φ(z) = E
(k)
N (z, 1/2 + ir1), so ν = ir1. Recalling (2.14),
Uf,φ(z) = Uf,E(k)N (∗,1/2+ir1)
(z) = y
k
2 f(z)E
(k)
N (z, 1/2 + ir1).
Lemma 3.2. For each j ≥ 1, we get
〈
uj , Uf,E(k)N (∗,1/2+ir1)
〉
= (−1)k2 (4π)− k2 (2π)−2ir1
∏
p|N
(1− p−1−2ir1)Γ
(
ir1 +
k
2
+ itj
)
Γ
(
ir1 +
k
2
− itj
)
× (−1)αjL(1/2 + ir1, f × uj), (3.11)
where
L(s, f × uj) = ζ(2s)
∞∑
n=1
A(n)ρj(n)
ns
.
Here αj = 0 if uj is even, and αj = 1 if uj is odd.
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For each a | N , we get
〈
E1/a(∗, 1/2 + it), Uf,E(k)N (∗,1/2+ir1)
〉
= (−1)k2 (4π)− k2 (2π)−2ir1
∏
p|N
(1− p−1−2ir1)Γ
(
ir1 +
k
2
+ it
)
Γ
(
ir1 +
k
2
− it
)
× 2
(
N
a
)− 1
2
−it
ζ∗(1 + 2it)
∏
p|N (1− p−1−2it)
L
(
1/2 + ir1, f ×E1/a(∗, 1/2 + it)
)
, (3.12)
where
L
(
s, f × E1/a(∗, 1/2 + it)
)
= ζ(2s)
∑
n≥1
A(n)σa−2it(n)n
it
ns
.
Proof. For each j ≥ 1, by (3.9), we have
〈
uj , Uf,E(k)N (∗,1/2+ir1)
〉
= (−1)k2 ζ∗(1 + 2ir1)
∏
p|N
(1− p−1−2ir1)Γ
(
ir1 +
k+1
2
)
Γ
(
ir1 +
1
2
) (2π)−ir1− k2
× (−1)αj
∑
n≥1
A(n)ρj(n)
nir1+
1
2
∫ ∞
0
Kitj (y)e
−yyir1+
k
2
dy
y
= (−1)k2 (4π)− k2 (2π)−2ir1
∏
p|N
(1− p−1−2ir1)Γ
(
ir1 +
k
2
+ itj
)
Γ
(
ir1 +
k
2
− itj
)
× (−1)αjL(ir1 + 1/2, f × uj), (3.13)
since
∫ ∞
0
Kit(y)e
−yys+
k
2
dy
y
= 2−s−
k
2
√
π
Γ
(
s+ k2 − it
)
Γ
(
s+ k2 + it
)
Γ
(
s+ k+12
) .
For each cusp a = 1/a for a | N , recalling (2.9), and by (3.9), we have
〈
E1/a(∗, 1/2 + it), Uf,E(k)N (∗,1/2+ ¯ir1)
〉
=
(
N
a
)− 1
2
−it 2(−1)k2 (4π)− k2 (2π)−2ir1 ∏p|N (1− p−1−2ir1)
ζ∗(1 + 2it)
∏
p|N(1− p−1−2it)
Γ
(
ir1 +
k
2
+ it
)
Γ
(
ir1 +
k
2
− it
)
× L
(
ir1 +
1
2
, f × E1/a(∗, 1/2 + it)
)
.

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Recalling (3.1), for m ≥ 1, by (3.11) and (3.12),
∑
j
h(tj)
cosh(πtj)
ρj(m)L(1/2 + ir, f × uj)
+
∑
a|N
1
4π
∫ ∞
−∞
h(t)
cosh(πt)
τ1/a(1/2 − it,m)
2
(
N
a
)− 1
2
−it
L
(
1/2 + ir, f ×E1/a(∗, 1/2 + it)
)
ζ∗(1 + 2it)
∏
p|N (1− p−1−2it)
dt
= (4π)−
k−1
2 (2π)2ir
∏
p|N
(1− p−1−2ir)−1
×
{
M
f,E
(k)
N (∗,1/2+ir)
(m) + E
(1)
f,E
(k)
N (∗,1/2+ir)
(m) + E
(2)
f,E
(k)
N (∗,1/2+ir)
(m)
}
.
Let
Mf (m; r) := (4π)
− k−1
2 (2π)2ir
∏
p|N
(1− p−1−2ir)−1M
f,E
(k)
N (∗,1/2+ir1)
(m),
E
(1)
f (m; r) := (4π)
− k−1
2 (2π)2ir
∏
p|N
(1− p−1−2ir)−1E(1)
f,E
(k)
N (∗,1/2+ir)
(m),
and
E
(2)
f (m; r) := (4π)
− k−1
2 (2π)2ir
∏
p|N
(1− p−1−2ir)−1E(2)
f,E
(k)
N (∗,1/2+ir)
(m).
Then we get Theorem 1.4.
3.3. A proof of Theorem 1.5. Setting r = 0 and recalling Theorem 1.4,
∑
j
h(tj)
cosh(πtj)
ρj(m)L(1/2, f × uj)
+
∑
a|N
1
4π
∫ ∞
−∞
h(t)
cosh(πt)
τ1/a(1/2 − it,m)
2
(
N
a
)− 1
2
−it
L
(
1/2, f × E1/a(∗, 1/2 + it)
)
ζ∗(1 + 2it)
∏
p|N (1− p−1−2it)
dt
=Mf (m; 0) + E
(1)
f (m; 0) + E
(2)
f (m; 0).
In this context we specialize h(t) to
hT,α(t) =
(
e(
t−T
Tα )
2
+ e(
t+T
Tα )
2) t2 + 14
t2 +R
,
for 1≪ R < T 2. We first estimate E(1)f (m; 0):
E
(1)
f (m; 0) = −4
1
π
∏
p|N(1− p−1)
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u tan(πu)
Γ
(
k
2 + u
)
Γ
(
k
2 − u
)
× 1
2πi
∫
(σw=1/2−k/2−ǫ)
Γ (−w + u) Γ (−w − u) Γ
(
w +
k
2
)
Γ
(
w +
k
2
)
×mw
m−1∑
n=1
a(m− n)σN0 (n)
nw+
k
2
dw du.
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The exponential contribution from the gamma factors is given by a factor exp(C), where
C = −π
2
(−2 |γu|+ 2max (|γw| , |γu|) + 2 |γw|) = −π
2
{
2 |γw| , if |γu| ≥ |γw|
2 |γw|+ 2 (|γw| − |γu|) , if |γw| ≥ |γu| .
Thus there is exponential decay unless |γw| ≪ 1. By the definition of h the u variable u =
σu + iγu is essentially constrained to the interval |γu − T | < Tα, so, bounding the polynomial
piece of the gamma estimates via Stirling and performing the u and w integrations we have
E
(1)
f (m; 0)≪ N ǫT 1+αT−2σw−k
∑
n≤m−1
m
1
2
− k
2
−ǫ(m− n)k−12 nǫ
n
1
2
−ǫ
= N ǫTα+2ǫ
∑
n≤m−1
m
1
2
− k
2
−ǫ(m− n)k−12 nǫ
n
1
2
−ǫ ≪ m
−ǫ
m−1∑
n=1
1
n
1
2
−2ǫ ≪ m
1
2
+ǫ.
Thus
E
(1)
f (m; 0)≪ N ǫTα+2ǫm
1
2
+ǫ.
We now estimate E
(2)
f (m; 0):
E
(2)
f (m; 0) =
4ik
π
∏
p|N(1− p−1)
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + u
)
Γ
(
k
2 − u
)
× 1
2πi
∫
(σw=1/2+ǫ)
Γ (−w + u) Γ (w + k2)Γ (w + k2)
Γ (1 + w + u)
mw
∞∑
n=1
a(m+ n)σN0 (n)
nw+
k
2
dw du.
The exponential piece is dealt with as follows: As T ≈ γu, the ratio of gamma factors has
an exponential contribution
− π
2
(|γu − γw|+ 2 |γw| − |γw + γu|) = −π
2


0, if γw > 0 and T ≥ |γw|,
2 (|γw| − T ) , if γw > 0 and T ≤ |γw| ,
4|γw|, if γw < 0 and T ≥ |γw| ,
2 |γw|+ 2T, if γw < 0 and T ≤ |γw| .
Thus there is exponential decay except for the case when γw > 0 and T ≥ |γw|. In this case,
the polynomial contribution of the ratio of gamma factors Γ(−w+u)/Γ(1+w+u) is bounded
above by
(T − γw)σu−σw−
1
2
(T + γw)
σu+σw+
1
2
.
If |γw| > T 1−α+ǫ, then (
T − γw
T + γw
)σu
=
(
1− γwT
1 + γwT
)σu
≪
(
1− T
ǫ
Tα
)σu
.
The real part of u can be moved to σu = cT
α− ǫ
2 , for fixed c > 0, and h(u/i) will still decay
exponentially outside of the interval |γu−T | < Tα. Also the Stirling approximation will remain
valid. Thus
(
T − γw
T + γw
)σu
≪
(
1− T
ǫ
2
Tα−
ǫ
2
)cTα− ǫ2
≪ e−cT
ǫ
2 ,
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which is smaller than any polynomially decaying power of T . We may thus assume that
|γw| ≤ T 1−α+ǫ.
We separate the series into two pieces:
mw
∞∑
n=1
a(m+ n)σN0 (n)
nw+
k
2
= mw
∞∑
n=m
a(m+ n)σN0 (n)
nw+
k
2
+mw
m−1∑
n=1
a(m+ n)σN0 (n)
nw+
k
2
.
For the first piece we keep σw = 1/2 + ǫ. Then
mw
∞∑
n=m
a(m+ n)σN0 (n)
nw+
k
2
≪ N ǫm 12+ǫ
∞∑
n=m
n
k−1
2
+ ǫ
2
n
1
2
+ k
2
+ǫ
= N ǫm
1
2
+ǫ
∞∑
n=m
1
n1+
ǫ
2
≪ N ǫm 12+ǫ.
For the second piece, move the w line of integration to σw = 1/2− k/2− ǫ, then we have
mw
m−1∑
n=1
a(m+ n)σN0 (n)
nw+
k
2
≪ N ǫm 12− k2−ǫ+ k−12 + ǫ2
m−1∑
n=1
1
n
1
2
−ǫ ≪ N
ǫm
1
2
+ǫ.
After performing the u and w integrations we have, (with a different ǫ)
E
(2)
f (m; 0)≪ N ǫm
1
2
+ǫT 1+ǫ.
For the main term, we have
Mf (m; 0) =
A(m)
m
1
2
{
1
π2
∫ ∞
−∞
h(t)t tanh(πt)
(
ψ
(
k
2
+ it
)
+ ψ
(
k
2
− it
))
dt
+

−2 log(2π)−∑
p|N
log p
p− 1 − logm+ 2γ0

 1
π2
∫ ∞
−∞
h(t)t tanh(πt) dt


≈ a(m)
m
k
2
T 1+α log T.
3.4. A proof of Corollary 1.6. The left hand side of Theorem 1.5 consists of two pieces,
corresponding to the discrete and the continuous spectrum. Apply the theorem to both f and
g, and set the difference of the two left hand sides equal to the difference between the two right
hand sides. For sufficiently large T , assume that
L(1/2, f × uj) = L(1/2, g × uj),
for |tj | < 2T . Then the discrete contribution will vanish, up to a small error term. The
continuous contribution is
∑
a|N
1
4π
∫ ∞
−∞
hT,α(t)
cosh(πt)
τ1/a(1/2 − it,m)
2
(
N
a
)− 1
2
−it
L
(
1/2, f × E1/a(∗, 1/2 + it)
)
ζ∗(1 + 2it)
∏
p|N(1− p−1−2it)
dt
By (2.7), τ1/a(1/2 − it,m)≪ (tmN)ǫ. We also have
L(s, f × E1/a(∗, 1/2 + it)) =
∞∑
n=1
A(n)σa−2it(n)n
it
ns
.
By (2.5), for a prime p ∤ N , for r ≥ 0, we have
σa−2it(p
r)prit =
p(r+1)it − p−(r+1)it
pit − p−it ,
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for a prime p | a, for r ≥ 0, we have
σa−2it(p
r)prit =
p−2it−1
1− p−2it p
rit
(
p− p−r(2it)+1 − 1 + p−(r+1)2it
)
,
and for a prime p | N , p ∤ a, for r ≥ 0, we have
σa−2it(p
r)prit = prit.
Assume that f is a new form. Then
L(s, f×E1/a(∗, 1/2+it)) =
∏
p|a
(A(p)p−it−s−p−2it−1)
∏
p|N/a
(1−A(p)p−it−s)L(s+it, f)L(s−it, f)
and the correction polynomial at s = 1/2 is∏
p|a
(A(p)p−it−
1
2 − p−2it−1)
∏
p|N/a
(1−A(p)p−it− 12 )≪ (N(1 + |t|))ǫ.
Taking α = 1 in Theorem 1.5, it is a simple matter to show that continuous contribution is
O(mǫN1/2+ǫTα+ǫ). This is because, in addition to the two above estimates for τ1/a(1/2− it,m)
and the correction polynomial, we also have the well known weak Lindelo¨f on average result∫ T
0
L(1/2 + it, f)L(1/2 − it, f)dt≪ (N1/2T )1+ǫ.
(This follows after using the approximate functional equation to write L(1/2 + it, f) as a
Dirichlet polynomial of length
√
NT , then integrating with respect to t, and dividing the sum
into diagonal, close to diagonal and far from diagonal pieces.)
Applying this estimate we have, assuming that L(1/2, f ×uj) = L(1/2, g×uj) for |tj| < 2T ,
A(m)
1
π2
∫ ∞
−∞
hT,1(t)t tanh(πt)
(
ψ
(
kf
2
+ it
)
+ ψ
(
kf
2
− it
))
dt
−B(m) 1
π2
∫ ∞
−∞
hT,1(t)t tanh(πt)
(
ψ
(
kg
2
+ it
)
+ ψ
(
kg
2
− it
))
dt
+ (A(m)−B(m))

−2 log(2π) −∑
p|N
log p
p− 1 − logm+ 2γ0

 1
π2
∫ ∞
−∞
hT,1(t)t tanh(πt) dt
= O (N ǫm1+ǫT 1+ǫ)+O(mǫN1/2+ǫT 1+ǫ).
Since
ψ(n+ it) =
1
it
+
1
it+ 1
+ · · ·+ 1
n− 1 + it + ψ(it),
for n = 1, 2, . . ., we get
|A(m)−B(m)|
∣∣∣∣ 1π2
∫ ∞
−∞
hT,1(t)t tanh(πt) (ψ (it) + ψ (−it)) dt
+

−2 log(2π)−∑
p|N
log p
p− 1 − logm+ 2γ0

 1
π2
∫ ∞
−∞
hT,1(t)t tanh(πt) dt
∣∣∣∣∣∣
≪ |A(m)−B(m)|T 2 log T ≪ N ǫm1+ǫT 1+ǫ +mǫN1/2+ǫT 1+ǫ.
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Therefore, we obtain
|A(m)−B(m)| ≪ N1/2+ǫm1+ǫ′T−1+ǫ′′ .
Although the proof of Theorem 1 in [Sen04] is only given for level 1, it immediately generalizes
to as follows: Taking Q≫ǫ (N(k + 1))2+ǫ, and any ǫ′ > 0. If
|A(m)−B(m)| ≪ Q−ǫ′
for all m ≪ Q, then f = g. It follows that if T ≫ N1/2+ǫQ1+ǫ then we can conclude that
f = g.
4. Shifted double Dirichlet series
Let φ1 and φ2 be automorphic forms of weight k for Γ, of type ν1 and ν2 respectively, with
the Fourier expansions as in (2.11). Then 1/4− ν2i is the Laplace eigenvalue of φi. We further
assume that cφ1(1) 6= 0 and cφ2(1) 6= 0, and
Cφ1(n)cφ1(1) := cφ1(n) and Cφ2(n)cφ2(1) := cφ2(n),
for n ≥ 1.
Recalling (2.13), for ℜ(w) > 1, we have
Df,φ1(w;m) =
∑
n≥1
a(n+m)cφ1(n)
nw+
k
2
−1
and for ℜ(s) > 1, we have
Df,φ2(s;n) =
∑
m≥1
a(n+m)cφ2(m)
ms+
k
2
−1 .
Let
s′ := s+ w +
k
2
− 1. (4.1)
For ℜ(s),ℜ(w) > 1, define
Mf,φ1,φ2 (s,w) := ζ
(
2s′
) ∑
m,n≥1
a(n+m)cφ1(n)cφ2(m)
ms+
k
2
−1nw+
k
2
−1 . (4.2)
Then
Mf,φ1,φ2(s,w) = ζ(2s′)
∞∑
m=1
cφ2(m)
ms+
k
2
−1Df,φ1(w;m) = ζ(2s
′)
∞∑
n=1
cφ1(n)
nw+
k
2
−1Df,φ2(s;n).
In this section we will prove
Theorem 4.1. The functionMf,φ1,φ2(s,w) defined in (4.2) satisfiesMf,φ1,φ2(s,w) =Mf,φ2,φ1(w, s)
and has a meromorphic continuation to C2. Let
M∗f,φ1,φ2(s,w) := Gf,φ2(s)Mf,φ1,φ2(s,w) +Gf,φ2(s)M
(3)
f,φ1,φ2
(s,w), (4.3)
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where the ratio of gamma functions Gf,φ2(s) is given in (2.17), and M(3)f,φ1,φ2(s,w) is given by
the absolutely convergent spectral expansion
M(3)f,φ1,φ2(s,w) :=
Γ(s)Γ(1− s)(4π)k2− 12√π
Γ
(
1
2 +
k
2 + ν¯2
)
Γ
(
1
2 +
k
2 − ν¯2
)
Γ
(
w + k2 + ν¯1 − 12
)
Γ
(
w + k2 − ν¯1 − 12
)
× cφ2(−1)


∑
j
〈uj, Uf,φ〉Γ
(
w − 1
2
+ itj
)
Γ
(
w − 1
2
− itj
)
L (s′, uj × φ2)
+
∑
a
1
4π
∫ ∞
−∞
〈Ea(∗, 1/2 + it), Uf,φ1〉Γ
(
w − 1
2
+ it
)
Γ
(
w − 1
2
− it
)
× L (s′, Ea(∗, 1/2 − it)× φ2) dt} , (4.4)
where
L (s′, uj × φ2) := ζ(2s′) ∞∑
m=1
ρj(m)Cφ2(m)
ms+w+
k
2
− 3
2
and
L (s′, Ea(∗, 1/2 − it)× φ2) := ζ(2s′) ∞∑
m=1
τa(1/2 − it,m)Cφ2(m)
ms+w+
k
2
− 3
2
.
In the region ℜ(w) > −ℜ(s)/2 + 7/4 − k/4 and ℜ(s) < 1/2 − k/2, the following spectral
expansion of M∗f,φ1,φ2(s,w) is absolutely convergent:
M∗f,φ1,φ2(s,w) = Scusp,f,φ1,φ2(s,w) + Scont,Int,f,φ1,φ2(s,w) + Φf,φ1,φ2(s,w), (4.5)
where
Scusp,f,φ1,φ2(s,w) := (2π)
1
2
−scφ1(1)
∑
j
M(s, tj)(−1)αjL(s′, uj × φ1) 〈uj, Uf,φ2〉 , (4.6)
Scont,Int,f,φ1,φ2(s,w)
:= (2π)
1
2
−scφ1(1)
∑
a
1
4π
∫ ∞
−∞
M(s, t)L(s′, Ea(∗, 1/2 − it)× φ1) 〈Ea(∗, 1/2 + it), Uf,φ2〉 dt
(4.7)
and
Φf,φ1,φ2(s,w) := ζ(2s
′)
∞∑
n=1
cφ1(n)
nw+
k
2
−1Ωf,φ2(s;n)
= −(4π) 12−s√πΓ(1− s)
⌊−ℜ(s)+ 1
2
⌋∑
ℓ=0
(−1)ℓ
ℓ!
Γ (ℓ+ 2s − 1)
Γ (1− ℓ− s) Γ (ℓ+ s)
× 1
2
cφ1(1)
∑
a
{L (s′, Ea(∗, 1 − ℓ− s)× φ1) 〈Ea(∗, ℓ+ s), Uf,φ2〉
+L (s′, Ea(∗, ℓ + s)× φ1) 〈Ea(∗, 1 − ℓ− s), Uf,φ2〉} . (4.8)
Here
M(s, t) =
√
π2
1
2
−sΓ
(
s− 12 − it
)
Γ
(
s− 12 + it
)
Γ(1− s)
Γ
(
1
2 − it
)
Γ
(
1
2 + it
) .
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The poles of M∗f,φ1,φ2(s,w) come from the gamma factors of Scusp,f,φ1,φ2(s,w), the gamma
factors of Scusp,f,φ2,φ1(w, s), and from Φf,φ1,φ2(s,w). These are the polar lines:
• s = 1/2 ± itj − r, r ≥ 0;
• w = 1/2 ± itj − r, r ≥ 0;
• 2s = 1− r, r ≥ 0;
• 2w = 1− r, r ≥ 0;
• s = −r, r ≥ 0;
• w = −r, r ≥ 0;
• s′ = 1± ν1 ± ν2.
Proof. For ℜ(s) < 1/2 − k/2 and for sufficiently large ℜ(w), we may substitute the spectral
expansion for Df,φ2(s;n) given in Theorem 2.1 and bring the sum over n ≥ 1 inside. The sum
over n introduces the L-series (−1)αjL(s′, uj×φ1) and L(s′, Ea(∗, 1/2− it)×φ1), for ℜ(s′) > 1,
giving us
M∗f,φ1,φ2(s,w) := Gf,φ2(s)Mf,φ1,φ2(s,w) +Gf,φ2(s)M
(3)
f,φ1,φ2
(s,w)
= Scusp,f,φ1,φ2(s,w) + Scont,Int,f,φ1,φ2(s,w) + Φf,φ1,φ2(s,w), (4.9)
where Scusp,f,φ1,φ2(s,w) is given in (4.6), Scont,Int,f,φ1,φ2(s,w) is given in (4.7), Φf,φ1,φ2(s,w) is
given in (4.8), and
M(3)f,φ1,φ2(s,w) =
cφ2(−1)Γ(s)Γ (1− s)
Γ
(
1
2 +
k
2 + ν¯2
)
Γ
(
1
2 +
k
2 − ν¯2
)ζ(2s′) ∞∑
n=1
cφ1(n)
nw+
k
2
−1
n−1∑
m=1
a(n−m)Cφ2(m)
ms+
k
2
−1 .
(4.10)
The expression (4.10) will shortly be transformed into (4.4).
We will now determine a region in which the expression given in (4.5) converges absolutely.
First, for ℜ(s′) > 1 and ℜ(s) < 1/2−k/2, the series Scusp,f,φ1,φ2(s,w) and integral Scont,Int,f,φ1,φ2(s,w)
converge absolutely, by the same argument given in Theorem 2.1.
For ℜ(s′) < 0, by the functional equation, we have
e−
π|tj |
2 L(s′, uj × φ1)≪ |tj |2−4s′ .
As given in Proposition 4.1 in [HHR], we have
∑
|tj |∼T
e
π|tj |
2 〈uj, Uf,φ1〉 ≪

 ∑
|tj |∼T
1


1
2

 ∑
|tj |∼T
eπ|tj | |〈uj , Uf,φ2〉|2


1
2
≪ T 1+k.
The ratio of the gamma factors satisfies
M(s, tj)≪ |tj|2ℜ(s)−2.
Thus, ∑
|tj |∼T
M(s, tj)L(s′, uj × φ1) 〈uj , Uf,φ2〉 ≪ T 2ℜ(s)+1+k−4ℜ(s
′),
and the series Scusp,f,φ1,φ2(s,w) converges absolutely for ℜ(s) < 2ℜ(s′)−1/2 and ℜ(s′) < 0, i.e.,
ℜ(w) > −ℜ(s)/2 + (5 − k)/4 and ℜ(w) < −ℜ(s) + 1− k/2. Applying the convexity principle
to estimate e−
π|tj |
2 L(s′, uj × φ1) in the region 0 < ℜ(s′) < 1, these conditions translate to the
condition that Scusp,f,φ1,φ2(s,w) converges absolutely in the region defined by ℜ(s) < 1/2−k/2
and ℜ(w) > −ℜ(s)/2+7/4−k/4. The integral Scont,Int,f,φ1,φ2(s,w) converges in a larger region
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than this. There is a possible pole at s′ = 1 of L(s′, Ea(∗, 1/2 − it)× φ1). Thus for ℜ(s′) < 1,
the deviation of the meromorphic continuation of Scont,Int,f,φ1,φ2(s,w) from the strict integral
definition of Scont,Int,f,φ1,φ2(s,w) is given by Φf,φ1,φ2(s,w), which is described in (4.8). For
ℜ(s) < 1/2− k/2 and ℜ(s′) < 1, we have
Scont,Int,f,φ1,φ2(s,w) =M (s, (s− 1 + ν¯1)/i)
× cφ1(1)
∑
a
〈Ea(∗, 3/2 − s− ν¯1), Uf,φ2〉Resz=−s+1−ν¯1L
(
s,Ea(∗, 1/2 − z)× φ1
)
+M (s, (s− 1− ν¯1)/i)
× cφ1(1)
∑
a
〈Ea(∗, 3/2 − s+ ν¯1), Uf,φ2〉Resz=−s+1+ν¯1L
(
s,Ea(∗, 1/2 − z)× φ1
)
+ (2π)
1
2
−scφ1(1)
∑
a
1
4π
∫ ∞
−∞
M(s, t)L(s′, Ea(∗, 1/2 − it)× φ1) 〈Ea(∗, 1/2 + it), Uf,φ2〉 dt.
The Dirichlet series expression of Mf,φ1,φ2(s,w) converges absolutely for ℜ(s),ℜ(w) > 1.
For 1/2− k/2 < ℜ(s) < 1 and ℜ(w) > 3/2, by the upper bound given (2.25), the summation
ζ(2s′)
∞∑
n=1
cφ1(n)
nw+
k
2
−1Df,φ2(s;n)
converges absolutely. Therefore, after subtracting off the poles, Mf,φ1,φ2(s,w) has a meromor-
phic continuation in the region where
• ℜ(w) > −ℜ(s)/2 + 7/4 − k/4 and ℜ(s) < 1/2 − k/2;
• ℜ(s) > 1 and ℜ(w) > 1;
• 1/2 − k/2 < ℜ(s) < 1 and ℜ(w) > 3/2.
We name this region R(1).
Similarly, for ℜ(w) < 1/2− k/2 and for sufficiently large ℜ(s), we have
Gf,φ1(w)Mf,φ1,φ2(s,w) +Gf,φ1(w)M(3)f,φ2,φ1(w, s)
= Scusp,f,φ2,φ1(w, s) + Scont,Int,f,φ2,φ1(w, s) + Φf,φ2,φ1(w, s). (4.11)
Reversing the roles of s and w, we obtain a meromorphic continuation to the corresponding
area
• ℜ(s) > −ℜ(w)/2 + 7/4 − k/4 and ℜ(w) < 1/2− k/2;
• ℜ(w) > 1 and ℜ(s) > 1;
• 1/2 − k/2 < ℜ(w) < 1 and ℜ(s) > 3/2.
We name this region R(2).
The series M(3)f,φ1,φ2(s,w) defined in (4.4) is originally defined for ℜ(s) < 1/2 − k/2 and
sufficiently large ℜ(w), and the series given in (4.4) converges absolutely for any s,w ∈ C, away
from the poles from the Gamma functions. This series can be transformed as a Dirichlet series
given in (4.10). For ℜ(s),ℜ(w) > 1, interchanging the order of summation in (4.10), we have
M(3)f,φ1,φ2(s,w) =
Γ(s)Γ (1− s)
Γ
(
1
2 +
k
2 + ν¯2
)
Γ
(
1
2 +
k
2 − ν¯2
)ζ(2s′) ∞∑
m=1
∞∑
n=m+1
a(n −m)cφ1(n)cφ2(−m)
nw+
k
2
−1ms+
k
2
−1 .
(4.12)
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The inner sum over n is essentially an inner product of f and φ1 with a standard Poincare´
series. In particular, for m ≥ 1, if
P (z, w;m) =
∑
γ∈Γ∞\Γ
(ℑ(γz))w e2πimγz ,
then
〈P (∗, w;m), Uf,φ1 〉 =
1
(2π)
k
2
+w−1
∞∑
n=m+1
a(n −m)cφ1(n)
n
k
2
+w−1
∫ ∞
0
W k
2
,ν¯1
(2y)e−yy
k
2
+w−1 dy
y
=
Γ
(
w + k2 + ν¯1 − 12
)
Γ
(
w + k2 − ν¯1 − 12
)
Γ(w)(4π)
k
2
+w−1
∞∑
n=m+1
a(n−m)cφ1(n)
n
k
2
+w−1 .
On the other hand, we also have
〈P (∗, w;m), Uf,φ〉 =
∑
j
〈P (∗, w;m), uj 〉 〈uj , Uf,φ1〉
+
∑
a
1
4π
∫ ∞
−∞
〈P (∗, w;m), Ea(∗, 1/2 + it)〉 〈Ea(∗, 1/2 + it), Uf,φ1〉 dt.
Then
〈P (∗, w;m), uj 〉 = ρj(m)
(2πm)w−
1
2
√
π2
1
2
−wΓ
(
w − 12 + itj
)
Γ
(
w − 12 − itj
)
Γ(w)
and
〈P (∗, w;m), Ea(∗, 1/2 + it)〉 = τa (1/2− it,m)
(2πm)w−
1
2
√
π2
1
2
−wΓ
(
w − 12 + it
)
Γ
(
w − 12 − it
)
Γ(w)
.
Proposition 4.2. For ℜ(w) > 1/2, the function M(3)f,φ1,φ2(s,w) has the following expression:
M(3)f,φ1,φ2(s,w) =
Γ(s)Γ(1− s)
Γ
(
1
2 +
k
2 + ν¯2
)
Γ
(
1
2 +
k
2 − ν¯2
)ζ(2s′) ∞∑
m=1
cφ2(−m)
ms+
k
2
−1
∞∑
n=m+1
a(n−m)cφ1(n)
nw+
k
2
−1
=
Γ(s)Γ(1− s)(4π)k2− 12√π
Γ
(
1
2 +
k
2 + ν¯2
)
Γ
(
1
2 +
k
2 − ν¯2
)
Γ
(
w + k2 + ν¯1 − 12
)
Γ
(
w + k2 − ν¯1 − 12
)
× cφ2(−1)


∑
j
〈uj, Uf,φ〉Γ
(
w − 1
2
+ itj
)
Γ
(
w − 1
2
− itj
)
L (s′, uj × φ2)
+
∑
a
1
4π
∫ ∞
−∞
〈Ea(∗, 1/2 + it), Uf,φ1〉
×Γ
(
w − 1
2
+ it
)
Γ
(
w − 1
2
− it
)
L (s′, Ea(∗, 1/2 − it)× φ2) dt
}
.
The sum and integral converge absolutely, and consequently the function M(3)f,φ1,φ2(s,w) has a
meromorphic continuation to all s,w ∈ C.
We have now obtained a meromorphic continuations of Mf,φ1,φ2(s,w) to the union of the
regions R(1) and R(2). By subtracting all polar lines, we can construct a function of s and w,
which is entire in the union of R(1) and R(2). As a convex closure of the union of R(1) and R(2)
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is all of C2, we have obtained the desired meromorphic continuation of Mf,φ1,φ2(s,w). This
completes the proof of Theorem 4.1.

5. Applications to second moments
Recall that f is a holomorphic cusp form of even weight k for Γ, with the Fourier expansion
given in (2.10). Also φ1 and φ2 are automorphic forms of weight k for Γ, of type ν1 and ν2
respectively (i.e., the Laplacian eigenvalue of φ1 and φ2 are 1/4−ν21 and 1/4−ν22 respectively),
with the Fourier expansions given in (2.11).
For applications we will be mostly interested in the specific case φ1 = E
(k)
N (z, 1/2 + ir1),
which is defined in (3.9), and φ2 = g(z)y
k/2, where g is a holomorphic cusp form of even weight
k for Γ. However, before specializing to this case, we will derive a second moment formula for
general φ1, φ2.
For an automorphic form φ of weight k for Γ with the Fourier expansion given in (2.11),
define
L(s, uj × φ) := ζ(2s)
∞∑
m=1
ρj(m)Cφ(m)
ms−
1
2
(5.1)
and
L(s,Ea(∗, 1/2 − it)× φ2) := ζ(2s)
∞∑
m=1
τa(m)Cφ(m)
ms−
1
2
, (5.2)
where cφ(1)Cφ(m) = cφ(m), for m ≥ 1.
Theorem 5.1. We obtain the following: Assume that φ2 is cuspidal, and cφ2(1) 6= 0. Let
αj = 1 if uj is odd and αj = 0 if uj is even. For ℜ(s) = 1/2, we have
If,φ1,φ2(s)
:= (4π)k−
1
2 ikcφ2(1)


∑
j
h(tj)
cosh(πtj)
(−1)αjL (s, uj × φ2) 〈uj , Uf,φ1〉
Γ
(
k
2 + ν¯1 + itj
)
Γ
(
k
2 + ν¯1 − itj
)
+
∑
a
1
4π
∫ ∞
−∞
h(t)
cosh(πt)
L (s,Ea(∗, 1/2 − it)× φ2) 〈Ea(∗, 1/2 + it), Uf,φ1〉
Γ
(
k
2 + ν¯1 + it
)
Γ
(
k
2 + ν¯1 − it
) dt
}
=Mf,φ1,φ2(s) + Ω
(1)
f,φ1,φ2
(s) + Ω
(3)
f,φ1,φ2
(s)
+ E
(1)
f,φ1,φ2
(s) + E
(2)
f,φ1,φ2
(s) + E
(3)
f,φ1,φ2
(s). (5.3)
Here Mf,φ1,φ2(s) is given in (5.31), Ω
(1)
f,φ1,φ2
(s) in (5.27), E
(1)
f,φ1,φ2
(s) in (5.24), Ω
(3)
f,φ1,φ2
(s) in
(5.28), E
(2)
f,φ1,φ2
(s) in (5.25), and E
(3)
f,φ1,φ2
(s) in (5.26).
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For a square-free N , when φ1(z) = E
(k)
N (z, 1/2 + ir), which is a weight k Eisenstein series
at the cusp 1/N , defined in (3.9), taking s = 1/2− ir, this specializes to (by (3.11) and (3.12))
∑
j
h(tj)
cosh(πtj)
L (1/2 − ir, uj × φ2)L(1/2 + ir, f × uj)
+
∑
a|N
1
4π
∫ ∞
−∞
h(t)
cosh(πt)
4
(
N
a
)−1
ζ∗(1 + 2it)ζ∗(1− 2it)∏p|N(1 − p−1−2it) (1− p−1+2it)
× L (1/2− ir, E1/a(∗, 1/2 − it)× φ2)L (1/2 + ir, f × E1/a(∗, 1/2 + it)) dt
=

(4π)k2− 12 (2π)−2ir∏
p|N
(1− p−1−2ir)cφ2(1)


−1
I
f,E
(k)
N (∗,1/2+ir),φ2
(1/2 − ir). (5.4)
Proof. By Theorem 3.1, for m ≥ 1, we have
If,φ1(m) = (4π)
k− 1
2 ik
∑
j
h(tj)
cosh(πtj)
ρj(−m) 〈uj, Uf,φ1〉
Γ
(
k
2 + ν¯1 + itj
)
Γ
(
k
2 + ν¯1 − itj
)
+ (4π)k−
1
2 ik
∑
a
1
4π
∫ ∞
−∞
h(t)
cosh(πt)
τa(1/2 − it,m) 〈Ea(∗, 1/2 + it), Uf,φ1〉
Γ
(
k
2 + ν¯1 + it
)
Γ
(
k
2 + ν¯1 − it
) dt
=Mf,φ1(m) + E
(1)
f,φ1
(m) + E
(2)
f,φ1
(m),
where Mf,φ1(m), E
(1)
f,φ1
(m) and E
(2)
f,φ1
(m) are given in (3.2), (3.3) and (3.4), respectively.
Taking the summation over m ≥ 1 on both sides, we have
If,φ1,φ2(s) = ζ(2s)
∞∑
m=1
cφ2(m)
ms−
1
2
If,φ1(m)
= (4π)k−
1
2 ikcφ2(1)


∑
j
h(tj)
cosh(πtj)
(−1)αjL(s, uj × φ2) 〈uj , Uf,φ1〉
Γ
(
k
2 + ν¯1 + itj
)
Γ
(
k
2 + ν¯1 − itj
)
+
∑
a
1
4π
∫ ∞
−∞
h(t)
cosh(πt)
L(s,Ea(∗, 1/2 − it)× φ2) 〈Ea(∗, 1/2 + it), Uf,φ1〉
Γ
(
k
2 + ν¯1 + it
)
Γ
(
k
2 + ν¯1 − it
) dt
}
= M˜f,φ1,φ2(s) + E˜
(1)
f,φ1,φ2
(s) + E˜
(2)
f,φ1,φ2
(s), (5.5)
where
M˜f,φ1,φ2(s) := ζ(2s)
∞∑
m=1
cφ2(m)
ms−
1
2
Mf,φ1(m), (5.6)
E˜
(1)
f,φ1,φ2
(s) := ζ(2s)
∞∑
m=1
cφ2(m)
ms−
1
2
E
(1)
f,φ1
(m) (5.7)
and
E˜
(2)
f,φ1,φ2
(s) := ζ(2s)
∞∑
m=1
cφ2(m)
ms−
1
2
E
(2)
f,φ1
(m). (5.8)
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To prove Theorem 5.1, we compute each M˜f,φ1,φ2(s), E˜
(1)
f,φ1,φ2
(s) and E˜
(2)
f,φ1,φ2
(s) explicitly in
Lemma 5.2, Lemma 5.3 and Proposition 5.6 respectively. For each lemma and proposition, we
get a meromorphic continuation for each term for ℜ(s) ≥ 1/2.
For E˜
(1)
f,φ1,φ2
(s) and E˜
(2)
f,φ1,φ2
(s), we separate the terms into main term and other terms. In
Proposition 5.6,
E˜
(1)
f,φ1,φ2
(s) = M˜
(1)
f,φ1,φ2
(s) + Ω
(1)
f,φ1,φ2
(s) + E
(1)
f,φ1,φ2
(s)
and
E˜
(2)
f,φ1,φ2
(s) = E
(2)
f,φ1,φ2
(s) + E
(3)
f,φ1,φ2
(s) + Ω
(3)
f,φ1,φ2
(s) +M
(3)
f,φ1,φ2
(s)
+ 2
k
2∑
ℓ=1
1
(ℓ− 1)! (4π)
k−ℓ Γ
(
s− 12 + ℓ+ ν¯1
)
Γ
(
s− 12 + ℓ− ν¯1
)
Γ
(
k
2 − ℓ+ 12 + ν¯2
)
Γ
(
k
2 − ℓ+ 12 − ν¯2
)M∗f,φ1,φ2
(
−ℓ+ 1, s+ ℓ− k
2
)
×H2,ℓ(s; ν¯1),
where H2,ℓ(s; ν¯1) is defined in (5.21).
Collecting the main terms in Lemma 5.7,
Mf,φ1,φ2(s) := M˜f,φ1,φ2(s) +M
(1)
f,φ1,φ2
(s) +M
(3)
f,φ1,φ2
(s),
we will show an explicit formula in (5.31).

5.1. M˜f,φ1,φ2(s). Define
H±1 (ν¯1) :=
1
π2
∫ ∞
−∞
h(t)t tanh(πt)
Γ
(
k
2 ± ν¯1 + it
)
Γ
(
k
2 ± ν¯1 − it
)
Γ
(
k
2 + ν¯1 + it
)
Γ
(
k
2 + ν¯1 − it
) dt. (5.9)
Recalling (3.2) and (5.6), we have the following lemma.
Lemma 5.2. The function M˜f,φ1,φ2(s) has a meromorphic continuation to any s ∈ C with the
following relation:
M˜f,φ1,φ2(s)
= (4π)
k
2
−ν¯1c+φ1
Γ
(−k2 + 12 − ν¯1)
Γ
(
1
2 + ν¯1
)
Γ
(
1
2 − ν¯1
) ζ(2s)
ζ(2s+ 2ν¯1 + 1)
cφ2(1)L
(
s+ 1/2 + ν¯1, f × φ2
) 1
2
H+1 (ν¯1)
+ (4π)
k
2
+ν¯1c−φ1
Γ
(−k2 + 12 + ν¯1)
Γ
(
1
2 + ν¯1
)
Γ
(
1
2 − ν¯1
) ζ(2s)
ζ(2s− 2ν¯1 + 1)cφ2(1)L
(
s+ 1/2− ν¯1, f × φ2
) 1
2
H−1 (ν¯1).
(5.10)
Taking φ1 = E
(k)
N (∗, 1/2 + ir1) and φ2(z) = g(z)yk/2,
M˜
f,E
(k)
N (∗,1/2+ir1),gyk/2
(s)
=
(4π)−ir1
π
ζ(1+2ir1)π
− 1
2
−ir1
∏
p|N
(1−p−1−2ir1) ζ(2s)
ζ(2s + 2ir1 + 1)
L (s+ 1/2 + ir1, f × g¯) 1
2
H+1 (ir1)
+
(4π)ir1
π
ζ(1− 2ir1)π− 12+ir1 ϕ(N)
N1+2ir1
ζ(2s)
ζ(2s− 2ir1 + 1)L (s+ 1/2 − ir1, f × g)
1
2
H−1 (ir1).
(5.11)
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5.2. E˜
(1)
f,φ1,φ2
(s) and E˜
(2)
f,φ1,φ2
(s).
Lemma 5.3. For ℜ(s) > 2, we have
E˜
(1)
f,φ1,φ2
(s) = −4(4π)k−12 ik 1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u tan(πu)
Γ
(
k
2 + ν¯ + u
)
Γ
(
k
2 + ν¯ − u
)
× 1
2πi
∫
(σw=1/2−k/2−ǫ)
Γ (−w + u) Γ (−w − u) Γ (w + k2 − ν¯1)Γ (w + k2 + ν¯1)
Γ
(
1
2 + w
)
Γ
(
1
2 − w
)
×M(3)f,φ2,φ1(w + 1/2, s − w − k/2 + 1/2) dw du. (5.12)
Similarly, for ℜ(s) > 1 + k/2 + ǫ, let
E˜
(3)
f,φ1,φ2
(s)
:= −(4π)k−12 ik 4
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) 1
2πi
∫
(σw=1/2+ǫ)
Γ (−w + u)
Γ (1 + w + u)
× Γ
(
w +
k
2
+ ν¯1
)
Γ
(
w +
k
2
− ν¯1
)
M(3)f,φ1,φ2
(
s− w + 1
2
− k
2
, w +
1
2
)
dw du (5.13)
and
E˜
(4)
f,φ1,φ2
(s)
:= (4π)
k−1
2 ik
4
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) 1
2πi
∫
(σw=1/2+ǫ)
Γ (−w + u)
Γ (1 + w + u)
× Γ
(
w + k2 + ν¯1
)
Γ
(
w + k2 − ν¯1
)
Γ
(
s− w + 12 − k2
)
(4π)s−w−
1
2
Γ (s− w + ν¯2) Γ (s− w − ν¯2)
×M∗f,φ1,φ2
(
s− w + 1
2
− k
2
, w +
1
2
)
dw du. (5.14)
Then, for ℜ(s) > 1 + k/2 + ǫ, we have
E˜
(2)
f,φ1,φ2
(s) = E˜
(3)
f,φ1,φ2
(s) + E˜
(4)
f,φ1,φ2
(s).
30 JEFF HOFFSTEIN AND MIN LEE
Proof. Recalling (3.3) and (5.7). For ℜ(s) > 2, we have
E˜
(1)
f,φ1,φ2
(s) = ζ(2s)
∞∑
m=1
cφ2(m)
ms−
1
2
E
(1)
f,φ(m)
= −4(4π)k−12 ik 1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u tan(πu)
Γ
(
k
2 + ν¯ + u
)
Γ
(
k
2 + ν¯ − u
)
× 1
2πi
∫
(σw=1/2−k/2−ǫ)
Γ (−w + u) Γ (−w − u) Γ
(
w +
k
2
− ν¯1
)
Γ
(
w +
k
2
+ ν¯1
)
× 1
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
)ζ(2s) ∞∑
m=1
cφ2(m)
ms−w−
1
2
m−1∑
n=1
a(m− n)cφ1(−n)
nw+
k
2
− 1
2
dw du
= −4(4π)k−12 ik 1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u tan(πu)
Γ
(
k
2 + ν¯ + u
)
Γ
(
k
2 + ν¯ − u
)
× 1
2πi
∫
(σw=1/2−k/2−ǫ)
Γ (−w + u) Γ (−w − u) Γ (w + k2 − ν¯1)Γ (w + k2 + ν¯1)
Γ
(
1
2 + w
)
Γ
(
1
2 − w
)
×M(3)f,φ2,φ1(w + 1/2, s − w − k/2 + 1/2) dw du,
where M(3)f,φ2,φ1 is given in (4.10). We are allowed to change the ordering of the series and
integrals since the series and integrals are convergent absolutely.
Similarly, recalling (3.4) and (5.8), taking a summation over m ≥ 1, for ℜ(s) > 1 + k/2 + ǫ,
we get
E˜
(2)
f,φ1,φ2
(s) = ζ(2s)
∞∑
m=1
cφ2(m)
ms−
1
2
E
(2)
f,φ1
(m)
= (4π)
k−1
2 ik
4
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯ + u
)
Γ
(
k
2 + ν¯ − u
) 1
2πi
∫
(σw=1/2+ǫ)
Γ (−w + u)
Γ (1 + w + u)
× Γ
(
w +
k
2
+ ν¯
)
Γ
(
w +
k
2
− ν¯
)
ζ(2s)
∞∑
m=1
Df,φ1(w + 1/2;m)
cφ2(m)
ms−w−
1
2
dw du.
By (2.13) and (4.2), we get
ζ(2s)
∞∑
m=1
Df,φ1(w + 1/2;m)
cφ2(m)
ms−w−
1
2
=Mf,φ1,φ2(s− w + 1/2− k/2, w + 1/2).
We have
E˜
(2)
f,φ1,φ2
(s)
= (4π)
k−1
2 ik
4
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) 1
2πi
∫
(σw=1/2+ǫ)
Γ (−w + u)
Γ (1 + w + u)
× Γ
(
w +
k
2
+ ν¯1
)
Γ
(
w +
k
2
− ν¯1
)
Mf,φ1,φ2 (s− w + 1/2− k/2, w + 1/2) dw du.
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Recalling (4.5) and (2.17),
M∗f,φ1,φ2(s,w)
=
Γ
(
s+ k2 + ν¯2 − 12
)
Γ
(
s+ k2 − ν¯2 − 12
)
(4π)1−s−
k
2
Γ(s)
{
Mf,φ1,φ2(s,w) +M(3)f,φ1,φ2(s,w)
}
.
Then
E˜
(2)
f,φ1,φ2
(s) = E˜
(3)
f,φ1,φ2
(s) + E˜
(4)
f,φ1,φ2
(s).

In Lemma 5.3, we rewrite E˜
(1)
f,φ1,φ2
(s) and E˜
(2)
f,φ1,φ2
(s) for ℜ(s) > 1 + k/2 + ǫ, associated to
the double Dirichlet series. Our goal is to get a meromorphic continuation for E˜
(1)
f,φ1,φ2
(s) and
E˜
(2)
f,φ1,φ2
(s) for ℜ(s) ≥ 1/2.
We first need to study the following three functions on s and t: for |ℑ(t)| < ǫ/2 and ℜ(s) ≥
1/2, define
h˜(1)(t; s, ν1, ν2) = −(4π)
kik√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u tan(πu)
Γ
(
k
2 + ν¯ + u
)
Γ
(
k
2 + ν¯ − u
)
× 1
2πi
∫
(σw=1/2−ǫ)
Γ
(−w + k2 + u)Γ (−w + k2 − u)Γ (w − ν¯1) Γ (w + ν¯1)
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
)
Γ
(
s−w + k2 + ν¯2
)
Γ
(
s− w + k2 − ν¯2
)
× Γ (s−w + it) Γ (s− w − it) dw du. (5.15)
For |ℑ(t)| < ǫ/2 and 1/2 ≤ ℜ(s) ≤ 1/2 + ǫ/2, define
h˜(2)(t; s, ν1, ν2) =
k
2∑
ℓ=0
(−1)ℓΓ
(−12 + s− ℓ+ it)Γ (−12 + s− ℓ− it)
Γ
(
1
2 +
k
2 + ν¯2
)
Γ
(
1
2 +
k
2 − ν¯2
)
× (4π)
k
π
√
π

− πsin(πs)
k
2∑
ℓ1=ℓ
1
ℓ1!
h ((s− ℓ1 − 1/2)/i)
(
s− ℓ1 − 12
)
Γ
(
k
2 + ν¯1 + s− ℓ1 − 12
)
Γ
(
k
2 + ν¯1 − s+ ℓ1 + 12
)
Γ (2s− ℓ− ℓ1)
+
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u
cos(π(s + u))
cos(πu)
Γ
(
1
2 − s+ ℓ+ u
)
Γ
(
1
2 − s+ ℓ− u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) du
}
− Γ
(
1
2 + s+ it
)
Γ
(
1
2 + s− it
)
Γ
(
1
2 +
k
2 + ν¯2
)
Γ
(
1
2 +
k
2 − ν¯2
) (4π)k
π
√
π
×

 πsin(πs)
k
2∑
ℓ1=0
1
ℓ1!
h ((s− 1/2 − ℓ1)/i)
(
s− ℓ1 − 12
)
Γ
(
k
2 + ν¯1 + s− ℓ1 − 12
)
Γ
(
k
2 + ν¯1 − s+ ℓ1 + 12
)
× 1
Γ (2s− ℓ1)
(
s− ℓ1 − 12 + it
) (
s− ℓ1 − 12 − it
)
+
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)
u
(u + it)(u− it)
cos(π(s+ u))
cos(πu)
Γ
(
1
2 − s+ u
)
Γ
(
1
2 − s− u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) du
}
(5.16)
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and
h˜(3)(t; s, ν1, ν2) =
(4π)kik
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
)
× 1
2πi
∫
(σw=1/2+ǫ)
Γ (−w + u)
Γ (1 + w + u)
Γ
(
w +
k
2
+ ν¯1
)
Γ
(
w +
k
2
− ν¯1
)
× Γ
(
s− w + 12 − k2
)
Γ
(−s+ w + 12 + k2)
Γ (s− w + ν¯2) Γ (s− w − ν¯2)
Γ
(
s− w − k2 − it
)
Γ
(
s−w − k2 + it
)
Γ
(
1
2 − it
)
Γ
(
1
2 + it
) dw du
+
k
2∑
ℓ=0
1
ℓ!
(4π)kik
π
√
π
Γ (s+ ℓ± it+ ν¯1) Γ (s+ ℓ± it− ν¯1) Γ (−ℓ∓ 2it)
Γ
(
k
2 − ℓ∓ it+ ν¯2
)
Γ
(
k
2 − ℓ∓ it− ν¯2
)
× 1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) Γ
(−s+ k2 − ℓ∓ it+ u)
Γ
(
1 + s− k2 + ℓ± it+ u
) du. (5.17)
Lemma 5.4. Taking t = (s − 1 ± ν¯1)/i, h˜(1)f,φ1,φ2((s − 1 ± ν¯1)/i; s, ν¯1, ν¯2) has a meromorphic
continuation to any s ∈ C. For 1/2 ≤ ℜ(s) ≤ 1/2 + ǫ/2, let
H±1 (s; ν¯1) =
1
π2
∫ ∞
−∞
h(t)t tanh(πt)
Γ
(
1− 2s+ k2 ± ν¯1 + it
)
Γ
(
1− 2s+ k2 ± ν¯1 − it
)
Γ
(
k
2 + ν¯1 + it
)
Γ
(
k
2 + ν¯1 − it
) dt (5.18)
and
h˜(1)±(s; ν¯1, ν¯2) = −(4π)
kik√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u tan(πu)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
)
× 1
2πi
∫
(σw=1−ǫ)
Γ
(
u+ k2 − w
)
Γ
(−u+ k2 − w)Γ (2s − 1± ν¯1 −w) Γ (1∓ ν¯1 − w)
Γ
(
s+ k2 + ν¯2 − w
)
Γ
(
s+ k2 − ν¯2 − w
)
× Γ (−ν¯1 + w) Γ (ν¯1 + w)
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
) dw du. (5.19)
Then we have
h˜(1) ((s− 1± ν¯1)/i; s, ν1, ν2)
=
(4π)kik
√
π
2
Γ (2∓ 2ν¯1 − 2s) Γ (2s− 1) Γ (2s − 1± 2ν¯1)
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
)
Γ
(−s+ 1 + k2 + ν¯2 ∓ ν¯1)Γ (−s+ 1 + k2 − ν¯2 ∓ ν¯1)
×H∓1 (s; ν¯1)
+ h˜(1)±(s; ν¯1, ν¯2). (5.20)
Proof. For 1 < ℜ(s) < 1 + ǫ/2 + |ℜ(ν¯1)|, i.e., |ℜ(s − 1 ± ν¯1)| < ǫ/2 and ℜ(s) > 1, taking
t = (s− 1± ν¯1)/i, we have
h˜(1)((s − 1± ν¯1)/i; s, ν1, ν2) = −(4π)
kik√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u tan(πu)
Γ
(
k
2 + ν¯ + u
)
Γ
(
k
2 + ν¯ − u
)
× 1
2πi
∫
(σw=1/2−ǫ)
Γ
(−w + k2 + u)Γ (−w + k2 − u)Γ (w − ν¯1) Γ (w + ν¯1)
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
)
Γ
(
s−w + k2 + ν¯2
)
Γ
(
s− w + k2 − ν¯2
)
× Γ (2s− w − 1± ν¯1) Γ (−w + 1∓ ν¯1) dw du.
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Let C be a path running from −∞ to +∞ in such a way that poles of the functions
Γ (−ν¯1 + w) Γ (ν¯1 + w)
lie to the left, and the poles of the functions
Γ
(
u+
k
2
− w
)
Γ
(
−u+ k
2
− w
)
Γ (2s− 1± ν¯1 − w) Γ (1∓ ν¯1 − w)
lie to the right of C. Then
h˜(1) ((s− 1± ν¯1)/i; s, ν1, ν2) = −(4π)
kik√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u tan(πu)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
)
× 1
2πi
∫
C
Γ
(
u+ k2 − w
)
Γ
(−u+ k2 − w)Γ (2s − 1± ν¯1 − w) Γ (1∓ ν¯1 − w) Γ (−ν¯1 +w) Γ (ν¯1 + w)
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
)
Γ
(
s+ k2 + ν¯2 −w
)
Γ
(
s+ k2 − ν¯2 − w
)
× dw du
and it has an analytic continuation to any s ∈ C. For 1/2 ≤ ℜ(s) ≤ 1/2 + ǫ/2, moving the
path C to ℜ(w) = 1− ǫ, gives us
h˜(1) ((s− 1± ν¯1)/i; s, ν1, ν2)
= −(4π)
kik√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u tan(πu)
Γ
(
u+ k2 − 2s+ 1∓ ν¯1
)
Γ
(−u+ k2 − 2s+ 1∓ ν¯1)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) du
× Γ (2∓ 2ν¯1 − 2s) Γ (2s− 1) Γ (2s− 1± 2ν¯1)
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
)
Γ
(−s+ 1 + k2 + ν¯2 ∓ ν¯1)Γ (−s+ 1 + k2 − ν¯2 ∓ ν¯1)
− (4π)
kik√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u tan(πu)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
)
× 1
2πi
∫
(σw=1−ǫ)
Γ
(
u+ k2 − w
)
Γ
(−u+ k2 − w)Γ (2s − 1± ν¯1 −w) Γ (1∓ ν¯1 − w)
Γ
(
s+ k2 + ν¯2 − w
)
Γ
(
s+ k2 − ν¯2 − w
)
× Γ (−ν¯1 + w) Γ (ν¯1 + w)
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
) dw du
=
(4π)kik
√
π
2
Γ (2∓ 2ν¯1 − 2s) Γ (2s− 1) Γ (2s − 1± 2ν¯1)
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
)
Γ
(−s+ 1 + k2 + ν¯2 ∓ ν¯1)Γ (−s+ 1 + k2 − ν¯2 ∓ ν¯1)
×H∓1 (s; ν¯1)
+ h˜(1)±(s; ν¯1, ν¯2).

For 1/2 ≤ ℜ(s) < 1/2 + ǫ/2, for 0 ≤ ℓ ≤ k/2, let
H2,ℓ(s; ν¯1) := − 1
π2
∫ ∞
−∞
h(t)it
cos(π(s+ it))
cos(πit)
Γ
(
1
2 − s+ k2 − ℓ+ it
)
Γ
(
1
2 − s+ k2 − ℓ− it
)
Γ
(
k
2 + ν¯1 + it
)
Γ
(
k
2 + ν¯1 − it
) dt.
(5.21)
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Lemma 5.5. Taking t = (s − 1 ± ν¯1)/i, h˜(2)f,φ1,φ2((s − 1 ± ν¯1)/i; s, ν¯1, ν¯2) has a meromorphic
continuation to 1/2 ≤ ℜ(s) < 1/2 + ǫ/2. For 1/2 ≤ ℜ(s) < 1/2 + ǫ/2, let
h˜(3)±(s; ν¯1, ν¯2) :=
(4π)kik
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
)
× 1
2πi
∫
(σw=1/2+ǫ)
Γ (−w + u)
Γ (1 + w + u)
Γ
(
w +
k
2
+ ν¯1
)
Γ
(
w +
k
2
− ν¯1
)
× Γ
(
s− w + 12 − k2
)
Γ
(−s+ w + 12 + k2)
Γ (s− w + ν¯2) Γ (s− w − ν¯2)
Γ
(−w − k2 + 1∓ ν¯1)Γ (2s − 1− w − k2 ± ν¯1)
Γ
(
3
2 − s∓ ν¯1
)
Γ
(−12 + s± ν¯1) dw du
+
k
2∑
ℓ=1
(−1)ℓ (4π)
k
π
√
π
Γ (ℓ∓ 2ν¯1) Γ (2s− 1− ℓ± 2ν¯1)
Γ
(
s+ k2 − ℓ± ν¯1 + ν¯2
)
Γ
(
s+ k2 − ℓ± ν¯1 − ν¯2
)
× 1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u (sin(π(±ν¯1))− cos(π(±ν¯1)) tan(πu))
× Γ
(
k
2 − ℓ± ν¯1 + u
)
Γ
(
k
2 − ℓ± ν¯1 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) du
−
k
2∑
ℓ=1
1
ℓ!
(4π)k√
π
Γ (2s − 1 + ℓ)
sin (π (2s± 2ν¯1))
1
Γ
(−s+ 1 + k2 − ℓ∓ ν¯1 + ν¯2)Γ (−s+ 1 + k2 − ℓ∓ ν¯1 − ν¯2)
× 1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u (sin (π(2s ± ν¯1)) + cos (π(2s ± ν¯1)) tan(πu))
× Γ
(−2s+ 1 + k2 − ℓ∓ ν¯1 + u)Γ (−2s+ 1 + k2 − ℓ∓ ν¯1 − u)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) du. (5.22)
Then
h˜(3) ((s− 1± ν¯1)/i; s, ν1, ν2) = h˜(3)±(s; ν¯1, ν¯2)
+
(4π)k
√
π
2
Γ (2s − 1) cos (π(2s± ν¯1))
sin (π (2s± 2ν¯1))
1
Γ
(−s+ 1 + k2 ∓ ν¯1 + ν¯2)Γ (−s+ 1 + k2 ∓ ν¯1 − ν¯2)H
∓
1 (s; ν¯1)
(5.23)
Proof. Recalling (5.17), let C be a path running from −∞ to +∞ in such a way that the poles
of
Γ
(
w +
k
2
+ ν¯1
)
Γ
(
w +
k
2
− ν¯1
)
Γ
(
−s+ w + 1
2
+
k
2
)
lie to the left, and the poles of
Γ (−w + u) Γ
(
s− w + 1
2
− k
2
)
Γ
(
s− w − k
2
− it
)
Γ
(
s− w − k
2
+ it
)
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lie to the right of C. For 1/2 ≤ ℜ(s) < 1/2 + ǫ/2, we get
h˜(3)(t; s, ν1, ν2) =
(4π)kik
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
)
× 1
2πi
∫
C
Γ (−w + u)
Γ (1 + w + u)
Γ
(
w +
k
2
+ ν¯1
)
Γ
(
w +
k
2
− ν¯1
)
× Γ
(
s− w + 12 − k2
)
Γ
(−s+ w + 12 + k2)
Γ (s− w + ν¯2) Γ (s− w − ν¯2)
Γ
(
s− w − k2 − it
)
Γ
(
s−w − k2 + it
)
Γ
(
1
2 − it
)
Γ
(
1
2 + it
) dw du
+
k
2∑
ℓ=1
(4π)k
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u (cos(πs)− sin(πs) tan(πu))
× Γ
(−s+ 12 + k2 − ℓ+ u)Γ (−s+ 12 + k2 − ℓ− u)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) du
× Γ
(
s− 12 + ℓ+ ν¯1
)
Γ
(
s− 12 + ℓ− ν¯1
)
Γ
(
1
2 +
k
2 − ℓ+ ν¯2
)
Γ
(
1
2 +
k
2 − ℓ− ν¯2
) 1∏ℓ
j=1
[(
1
2 − it− j
) (
1
2 + it− j
)] ,
and it has a meromorphic continuation to any s ∈ C.
For ℓ = k/2, we have
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u (cos(πs)− sin(πs) tan(πu)) Γ
(−s+ 12 + u)Γ (−s+ 12 − u)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) du
=
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u
π
cos(πu)
Γ
(
1
2 − s+ u
)
Γ
(
1
2 + s+ u
) 1
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) du,
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so we have
h˜(3)(t; s, ν1, ν2) =
(4π)kik
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
)
× 1
2πi
∫
C
Γ (−w + u)
Γ (1 + w + u)
Γ
(
w +
k
2
+ ν¯1
)
Γ
(
w +
k
2
− ν¯1
)
× Γ
(
s− w + 12 − k2
)
Γ
(−s+ w + 12 + k2)
Γ (s− w + ν¯2) Γ (s− w − ν¯2)
Γ
(
s− w − k2 − it
)
Γ
(
s−w − k2 + it
)
Γ
(
1
2 − it
)
Γ
(
1
2 + it
) dw du
+
k
2
−1∑
ℓ=1
(4π)k
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u (cos(πs)− sin(πs) tan(πu))
× Γ
(−s+ 12 + k2 − ℓ+ u)Γ (−s+ 12 + k2 − ℓ− u)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) du
× Γ
(
s− 12 + ℓ+ ν¯1
)
Γ
(
s− 12 + ℓ− ν¯1
)
Γ
(
1
2 +
k
2 − ℓ+ ν¯2
)
Γ
(
1
2 +
k
2 − ℓ− ν¯2
) 1∏ℓ
j=1
[(
1
2 − it− j
) (
1
2 + it− j
)]
+
(4π)k
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u
π
cos(πu)
Γ
(
1
2 − s+ u
)
Γ
(
1
2 + s+ u
) 1
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) du
× Γ
(
s− 12 + k2 + ν¯1
)
Γ
(
s− 12 + k2 − ν¯1
)
Γ
(
1
2 + ν¯2
)
Γ
(
1
2 − ν¯2
) 1∏ k
2
j=1
[(
1
2 − it− j
) (
1
2 + it− j
)] ,
and this description also works for 1 < ℜ(s) < 1 + ǫ/2 + |ℜ(ν¯1)|, i.e., |ℜ(s− 1± ν¯1)| < ǫ/2 and
ℜ(s) > 1.
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On 1 < ℜ(s) < 1 + ǫ/2 + |ℜ(ν¯1)|, taking t = (s− 1± ν¯1)/i, we have
h˜(3) ((s− 1± ν¯1)/i; s, ν1, ν2) = (4π)
kik
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
)
× 1
2πi
∫
C
Γ (−w + u)
Γ (1 + w + u)
Γ
(
w +
k
2
+ ν¯1
)
Γ
(
w +
k
2
− ν¯1
)
× Γ
(
s− w + 12 − k2
)
Γ
(−s+ w + 12 + k2)
Γ (s− w + ν¯2) Γ (s− w − ν¯2)
Γ
(−w − k2 + 1∓ ν¯1)Γ (2s − 1− w − k2 ± ν¯1)
Γ
(
3
2 − s∓ ν¯1
)
Γ
(−12 + s± ν¯1) dw du
+
k
2
−1∑
ℓ=1
(4π)k
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u (cos(πs)− sin(πs) tan(πu))
× Γ
(−s+ 12 + k2 − ℓ+ u)Γ (−s+ 12 + k2 − ℓ− u)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) du
× Γ
(
s− 12 + ℓ+ ν¯1
)
Γ
(
s− 12 + ℓ− ν¯1
)
Γ
(
1
2 +
k
2 − ℓ+ ν¯2
)
Γ
(
1
2 +
k
2 − ℓ− ν¯2
) 1∏ℓ
j=1
[(
3
2 − s∓ ν¯1 − j
) (−12 + s± ν¯1 − j)]
+
(4π)k
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u
π
cos(πu)
Γ
(
1
2 − s+ u
)
Γ
(
1
2 + s+ u
) 1
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) du
× Γ
(
s− 12 + k2 + ν¯1
)
Γ
(
s− 12 + k2 − ν¯1
)
Γ
(
1
2 + ν¯2
)
Γ
(
1
2 − ν¯2
) 1∏ k
2
j=1
[(
3
2 − s∓ ν¯1 − j
) (−12 + s± ν¯1 − j)]
,
and it has a meromorphic continuation to 1/2 ≤ ℜ(s) < 1/2 + ǫ/2.
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Assuming 1/2 ≤ ℜ(s) < 1/2 + ǫ/2, moving C back to σw = 1/2 + ǫ, gives us
h˜(3) ((s− 1± ν¯1)/i; s, ν1, ν2) = (4π)
kik
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
)
× 1
2πi
∫
(σw=1/2+ǫ)
Γ (−w + u)
Γ (1 + w + u)
Γ
(
w +
k
2
+ ν¯1
)
Γ
(
w +
k
2
− ν¯1
)
× Γ
(
s− w + 12 − k2
)
Γ
(−s+ w + 12 + k2)
Γ (s− w + ν¯2) Γ (s− w − ν¯2)
Γ
(−w − k2 + 1∓ ν¯1)Γ (2s − 1− w − k2 ± ν¯1)
Γ
(
3
2 − s∓ ν¯1
)
Γ
(−12 + s± ν¯1) dw du
+
k
2
−1∑
ℓ=0
(−1)ℓ (4π)
kik
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
)
× Γ
(−1 + k2 − ℓ± ν¯1 + u)
Γ
(
2− k2 + ℓ∓ ν¯1 + u
) Γ (1 + ℓ∓ 2ν¯1)
× Γ
(
s+ 12 − 1− ℓ± ν¯1
)
Γ
(−s+ 12 + 1 + ℓ∓ ν¯1)
Γ
(
s− 1 + k2 − ℓ± ν¯1 + ν¯2
)
Γ
(
s− 1 + k2 − ℓ± ν¯1 − ν¯2
) Γ (2s − 2− ℓ± 2ν¯1)
Γ
(
3
2 − s∓ ν¯1
)
Γ
(−12 + s± ν¯1) du
+
k
2∑
ℓ=0
(−1)ℓ
ℓ!
(4π)kik
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
)
× Γ
(−2s+ 1 + k2 − ℓ∓ ν¯1 + u)
Γ
(
2s− k2 + ℓ± ν¯1 + u
) Γ (2s − 1 + ℓ± 2ν¯1) Γ (2s− 1 + ℓ)
× Γ
(−s+ 32 − ℓ∓ ν¯1)Γ (s− 12 + ℓ± ν¯1)
Γ
(−s+ 1 + k2 − ℓ∓ ν¯1 + ν¯2)Γ (−s+ 1 + k2 − ℓ∓ ν¯1 − ν¯2)
Γ (−2s+ 2− ℓ∓ 2ν¯1)
Γ
(
3
2 − s∓ ν¯1
)
Γ
(−12 + s± ν¯1) du.
For 0 ≤ ℓ ≤ k/2− 1, we have
(−1)ℓ (4π)
kik
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) Γ
(−1 + k2 − ℓ± ν¯1 + u)
Γ
(
2− k2 + ℓ∓ ν¯1 + u
)
×Γ (1 + ℓ∓ 2ν¯1)
Γ
(
s+ 12 − 1− ℓ± ν¯1
)
Γ
(−s+ 12 + 1 + ℓ∓ ν¯1)
Γ
(
s− 1 + k2 − ℓ± ν¯1 + ν¯2
)
Γ
(
s− 1 + k2 − ℓ± ν¯1 − ν¯2
) Γ (2s− 2− ℓ± 2ν¯1)
Γ
(
3
2 − s∓ ν¯1
)
Γ
(−12 + s± ν¯1) du
= (−1)ℓ+1 (4π)
k
π
√
π
Γ (1 + ℓ∓ 2ν¯1) Γ (2s− 2− ℓ± 2ν¯1)
Γ
(
s+ k2 − ℓ− 1± ν¯1 + ν¯2
)
Γ
(
s+ k2 − ℓ− 1± ν¯1 − ν¯2
)
× 1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u (sin(π(±ν¯1))− cos(π(±ν¯1)) tan(πu))
× Γ
(
k
2 − ℓ− 1± ν¯1 + u
)
Γ
(
k
2 − ℓ− 1± ν¯1 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) du.
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For 0 ≤ ℓ ≤ k/2, we have
(−1)ℓ
ℓ!
(4π)kik
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
)
× Γ
(−2s+ 1 + k2 − ℓ∓ ν¯1 + u)
Γ
(
2s− k2 + ℓ± ν¯1 + u
) Γ (2s − 1 + ℓ± 2ν¯1) Γ (2s− 1 + ℓ)
× Γ
(−s+ 32 − ℓ∓ ν¯1)Γ (s− 12 + ℓ± ν¯1)
Γ
(−s+ 1 + k2 − ℓ∓ ν¯1 + ν¯2)Γ (−s+ 1 + k2 − ℓ∓ ν¯1 − ν¯2)
Γ (−2s+ 2− ℓ∓ 2ν¯1)
Γ
(
3
2 − s∓ ν¯1
)
Γ
(−12 + s± ν¯1) du
= − 1
ℓ!
(4π)k√
π
Γ (2s − 1 + ℓ)
sin (π (2s ± 2ν¯1))
1
Γ
(−s+ 1 + k2 − ℓ∓ ν¯1 + ν¯2)Γ (−s+ 1 + k2 − ℓ∓ ν¯1 − ν¯2)
× 1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u (sin (π(2s ± ν¯1)) + cos (π(2s ± ν¯1)) tan(πu))
× Γ
(−2s+ 1 + k2 − ℓ∓ ν¯1 + u)Γ (−2s+ 1 + k2 − ℓ∓ ν¯1 − u)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) du.
For ℓ = 0, we have
− 1
ℓ!
(4π)k√
π
Γ (2s − 1 + ℓ)
sin (π (2s ± 2ν¯1))
1
Γ
(−s+ 1 + k2 − ℓ∓ ν¯1 + ν¯2)Γ (−s+ 1 + k2 − ℓ∓ ν¯1 − ν¯2)
× 1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u (sin (π(2s ± ν¯1)) + cos (π(2s ± ν¯1)) tan(πu))
× Γ
(−2s+ 1 + k2 − ℓ∓ ν¯1 + u)Γ (−2s+ 1 + k2 − ℓ∓ ν¯1 − u)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) du
=
(4π)k
√
π
2
Γ (2s− 1) cos (π(2s ± ν¯1))
sin (π (2s± 2ν¯1))
1
Γ
(−s+ 1 + k2 ∓ ν¯1 + ν¯2)Γ (−s+ 1 + k2 ∓ ν¯1 − ν¯2)H
∓
1 (s; ν¯1).
Thus we have
h˜(3) ((s− 1± ν¯1)/i; s, ν1, ν2) = h˜(3)±(s; ν¯1, ν¯2)
+
(4π)k
√
π
2
Γ (2s − 1) cos (π(2s± ν¯1))
sin (π (2s± 2ν¯1))
1
Γ
(−s+ 1 + k2 ∓ ν¯1 + ν¯2)Γ (−s+ 1 + k2 ∓ ν¯1 − ν¯2)H
∓
1 (s; ν¯1).

For 1/2 ≤ ℜ(s) < 1/2 + ǫ/2, define
E
(1)
f,φ1,φ2
(s) := cφ1(−1)


∑
j
h˜(1)(tj ; s, ν1, ν2) 〈uj , Uf,φ2〉 L
(
s, uj × φ1
)
+
∑
a
1
4π
∫ ∞
−∞
h˜(1)(t; s, ν1, ν2) 〈Ea(∗, 1/2 + it), Uf,φ2〉 L
(
s,Ea(∗, 1/2 − it)× φ1
)
dt
}
, (5.24)
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E
(2)
f,φ1,φ2
(s) := −cφ2(−1)


∑
j
h˜(2)(tj ; s, ν1, ν2) 〈uj , Uf,φ〉 L
(
s, uj × φ2
)
+
∑
a
1
4π
h˜(2)(t; s, ν1, ν2)
∫ ∞
−∞
〈Ea(∗, 1/2 + it), Uf,φ1〉 L
(
s,Ea(∗, 1/2 − it)× φ2
)
dt
}
(5.25)
and
E
(3)
f,φ1,φ2
(s) := cφ1(1)


∑
j
h˜(3)(tj; s, ν1, ν2)(−1)αjL
(
s, uj × φ1
) 〈uj , Uf,φ2〉
+
∑
a
1
4π
∫ ∞
−∞
h˜(3)(t; s, ν1, ν2)L
(
s,Ea(∗, 1/2 − it)× φ1
) 〈Ea(∗, 1/2 + it), Uf,φ2〉 dt
}
. (5.26)
We define
Ω
(1)
f,φ1,φ2
(s) := cφ1(−1)
×
{
h˜(1)+(s; ν¯1, ν¯2)
∑
a
〈Ea (∗, 3/2 − s− ν¯1) , Uf,φ2〉Resz=−s+1−ν¯1L
(
s,Ea (∗, 1/2 − z)× φ1
)
+h˜(1)−(s; ν¯1, ν¯2)
∑
a
〈Ea (∗, 3/2 − s+ ν¯1) , Uf,φ2〉Resz=−s+1+ν¯1L
(
s,Ea (∗, 1/2 − z)× φ1
)}
(5.27)
and
Ω
(3)
f,φ1,φ2
(s) := cφ1(1)
×
{
h˜(3)+ (s; ν¯1, ν¯2)
∑
a
〈Ea(∗, 3/2 − s− ν¯1), Uf,φ2〉Resz=−s+1−ν¯1L
(
s,Ea(∗, 1/2 − z)× φ1
)
+h˜(3)− (s; ν¯1, ν¯2)
∑
a
〈Ea(∗, 3/2 − s+ ν¯1), Uf,φ2〉Resz=−s+1+ν¯1L
(
s,Ea(∗, 1/2 − z)× φ1
)}
.
(5.28)
Finally, we define
M
(1)
f,φ1,φ2
(s) := cφ1(−1)
×
{
(4π)kik
√
π
2
Γ (2− 2ν¯1 − 2s) Γ (2s− 1) Γ (2s− 1 + 2ν¯1)
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
)
Γ
(−s+ 1 + k2 + ν¯2 − ν¯1)Γ (−s+ 1 + k2 − ν¯2 − ν¯1)
×H−1 (s; ν¯1)
∑
a
〈Ea (∗, 3/2 − s− ν¯1) , Uf,φ2〉Resz=−s+1−ν¯1L
(
s,Ea (∗, 1/2 − z)× φ1
)
+
(4π)kik
√
π
2
Γ (2 + 2ν¯1 − 2s) Γ (2s− 1) Γ (2s− 1− 2ν¯1)
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
)
Γ
(−s+ 1 + k2 + ν¯2 + ν¯1)Γ (−s+ 1 + k2 − ν¯2 + ν¯1)
×H+1 (s; ν¯1)
∑
a
〈Ea (∗, 3/2 − s+ ν¯1) , Uf,φ2〉Resz=−s+1+ν¯1L
(
s,Ea (∗, 1/2 − z)× φ1
)}
, (5.29)
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and
M
(3)
f,φ1,φ2
(s) := cφ1(1)
×
{
(4π)k
√
π
2
Γ (2s− 1) cos (π(2s + ν¯1))
sin (π (2s+ 2ν¯1))
1
Γ
(−s+ 1 + k2 − ν¯1 + ν¯2)Γ (−s+ 1 + k2 − ν¯1 − ν¯2)H
−
1 (s; ν¯1)
×
∑
a
〈Ea(∗, 3/2 − s− ν¯1), Uf,φ2〉Resz=−s+1−ν¯1L
(
s,Ea(∗, 1/2 − z)× φ1
)
+
(4π)k
√
π
2
Γ (2s − 1) cos (π(2s− ν¯1))
sin (π (2s− 2ν¯1))
1
Γ
(−s+ 1 + k2 + ν¯1 + ν¯2)Γ (−s+ 1 + k2 + ν¯1 − ν¯2)H
+
1 (s; ν¯1)
×
∑
a
〈Ea(∗, 3/2 − s+ ν¯1), Uf,φ2〉Resz=−s+1+ν¯1L
(
s,Ea(∗, 1/2 − z)× φ1
)}
. (5.30)
Here h˜(1), h˜(2) and h˜(3) are defined in (5.15), (5.16) and (5.17) respectively; h˜(1)± and h˜(3)±
are defined in (5.19) and (5.22) respectively; H±1 (s; ν¯1) and H2,ℓ(s; ν¯1) are defined in (5.18) and
(5.21) respectively.
Then we have the following proposition.
Proposition 5.6. E˜
(1)
f,φ1,φ2
(s), E˜
(2)
f,φ1,φ2
(s) have meromorphic continuation to ℜ(s) ≥ 1/2. For
1/2 ≤ ℜ(s) < 1/2 + ǫ/2, we have
E˜
(1)
f,φ1,φ2
(s) = E
(1)
f,φ1,φ2
(s) + Ω
(1)
f,φ1,φ2
(s) +M
(1)
f,φ1,φ2
(s),
E˜
(2)
f,φ1,φ2
(s) = E
(2)
f,φ1,φ2
(s) + E
(3)
f,φ1,φ2
(s) + Ω
(3)
f,φ1,φ2
(s) +M
(3)
f,φ1,φ2
(s)
+ 2
k
2∑
ℓ=1
1
(ℓ− 1)! (4π)
k−ℓ Γ
(
s− 12 + ℓ+ ν¯1
)
Γ
(
s− 12 + ℓ− ν¯1
)
Γ
(
k
2 − ℓ+ 12 + ν¯2
)
Γ
(
k
2 − ℓ+ 12 − ν¯2
)M∗f,φ1,φ2
(
−ℓ+ 1, s+ ℓ− k
2
)
×H2,ℓ(s; ν¯1).
Proof. By Proposition 4.2, for ℜ(s− w − k/2) > 0, we have
M(3)f,φ2,φ1(w+1/2, s−w+1/2−k/2) =
Γ
(
w + 12
)
Γ
(
1
2 − w
)
(4π)
k
2
− 1
2
√
π
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
)
Γ (s− w + ν¯2) Γ (s− w − ν¯2)
× cφ1(−1)


∑
j
〈uj , Uf,φ2〉Γ
(
s− w − k
2
+ itj
)
Γ
(
s− w − k
2
− itj
)
L (s, uj × φ1)
+
∑
a
1
4π
∫ ∞
−∞
〈Ea(∗, 1/2 + it), Uf,φ2〉
×Γ
(
s− w − k
2
+ it
)
Γ
(
s− w − k
2
− it
)
L (s,Ea(∗, 1/2 − it)× φ1) dt
}
.
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Recalling (5.12), for ℜ(s) > 2, we have
E˜
(1)
f,φ1,φ2
(s) = −4(4π)k−12 ik 1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u tan(πu)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
)
× 1
2πi
∫
(σw=1/2−k/2−ǫ)
Γ (−w + u) Γ (−w − u) Γ (w + k2 − ν¯1)Γ (w + k2 + ν¯1)
Γ
(
w + 12
)
Γ
(−w + 12)
×M(3)f,φ2,φ1 (w + 1/2, s − w − k/2 + 1/2) dw du
= −cφ1(−1)
(4π)kik√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u tan(πu)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
)
× 1
2πi
∫
(σw=1/2−k/2−ǫ)
Γ (−w + u) Γ (−w − u) Γ (w + k2 − ν¯1)Γ (w + k2 + ν¯1)
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
)
Γ (s− w + ν¯2) Γ (s− w − ν¯2)
×


∑
j
〈uj , Uf,φ2〉Γ
(
s− w − k
2
+ itj
)
Γ
(
s− w − k
2
− itj
)
L (s, uj × φ1)
+
∑
a
1
4π
∫ ∞
−∞
〈Ea(∗, 1/2 + it), Uf,φ2〉Γ
(
s− w − k
2
+ it
)
Γ
(
s− w − k
2
− it
)
× L (s,Ea(∗, 1/2 − it)× φ1) dt} dw du.
For any s ∈ C, the series and integrals converge absolutely. For any t with |ℑ(t)| < ǫ/2, for
ℜ(s) ≥ 1/2, let
h˜
(1)
0 (t; s, ν1, ν2) := −
(4π)kik√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u tan(πu)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
)
× 1
2πi
∫
(σw=1/2−k/2−ǫ)
Γ (−w + u) Γ (−w − u) Γ (w + k2 − ν¯1)Γ (w + k2 + ν¯1)
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
)
Γ (s− w + ν¯2) Γ (s− w − ν¯2)
× Γ
(
s− w − k
2
+ it
)
Γ
(
s− w − k
2
− it
)
dw du.
By changing the variable w to w + k/2, we get
h˜
(1)
0 (t; s, ν1, ν2) = −
(4π)kik√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u tan(πu)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
)
× 1
2πi
∫
(σw=1/2−ǫ)
Γ
(−w + k2 + u)Γ (−w + k2 − u)Γ (w − ν¯1) Γ (w + ν¯1)
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
)
Γ
(
s−w + k2 + ν¯2
)
Γ
(
s− w + k2 − ν¯2
)
× Γ (s− w + it) Γ (s− w − it) dw du
= h˜(1)(t; s, ν1, ν2).
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For ℜ(s) = 1 + ǫ/2, we have
h˜(1)((s − 1± ν¯1)/i; s, ν1, ν2) = −(4π)
kik√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u tan(πu)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
)
× 1
2πi
∫
(σw=1/2−ǫ)
Γ
(−w + k2 + u)Γ (−w + k2 − u)Γ (w − ν¯1) Γ (w + ν¯1)
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
)
Γ
(
s−w + k2 + ν¯2
)
Γ
(
s− w + k2 − ν¯2
)
× Γ (2s− w − 1± ν¯1) Γ (−w + 1∓ ν¯1) dw du.
Then, for ℜ(s) ≥ 1/2, getting the meromorphic continuation of the integral for the continuous
spectrum, and applying the functional equation of the Eisenstein series over cusps, we have
E˜
(1)
f,φ1,φ2
(s) = cφ1(−1)


∑
j
h˜(1)(tj ; s, ν1, ν2) 〈uj , Uf,φ2〉 L
(
s, uj × φ1
)
+
∑
a
1
4π
∫ ∞
−∞
h˜(1)(t; s, ν1, ν2) 〈Ea(∗, 1/2 + it), Uf,φ2〉 L
(
s,Ea(∗, 1/2 − it)× φ1
)
dt
+h˜(1) ((s− 1 + ν¯1)/i; s, ν1, ν2)
∑
a
〈Ea (∗, 3/2 − s− ν¯1) , Uf,φ2〉Resz=−s+1−ν¯1L
(
s,Ea (∗, 1/2 − z)× φ1
)
+h˜(1) ((s− 1− ν¯1)/i; s, ν1, ν2) 〈Ea (∗, 3/2 − s+ ν¯1) , Uf,φ2〉Resz=−s+1+ν¯1L
(
s,Ea (∗, 1/2 − z)× φ1
)}
.
Again, by Proposition 4.2, for ℜ(w) > 0, we have
M(3)f,φ1,φ2(s− w + 1/2 − k/2, w + 1/2)
= cφ2(−1)
Γ
(
s− w + 12 − k2
)
Γ(−s+ w + 12 + k2 )(4π)
k
2
− 1
2
√
π
Γ
(
1
2 +
k
2 + ν¯2
)
Γ
(
1
2 +
k
2 − ν¯2
)
Γ
(
w + k2 + ν¯1
)
Γ
(
w + k2 − ν¯1
)
×


∑
j
〈uj, Uf,φ〉Γ (w + itj) Γ (w − itj)L
(
s, uj × φ2
)
+
∑
a
1
4π
∫ ∞
−∞
〈Ea(∗, 1/2 + it), Uf,φ1〉Γ (w + it) Γ (w − it)L
(
s,Ea(∗, 1/2 − it)× φ2
)
dt
}
.
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Recalling (5.13), for ℜ(s) > 1 + k/2 + ǫ, we have
E˜
(3)
f,φ1,φ2
(s)
= −(4π)k−12 ik 4
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) 1
2πi
∫
(σw=1/2+ǫ)
Γ (−w + u)
Γ (1 + w + u)
× Γ
(
w +
k
2
+ ν¯1
)
Γ
(
w +
k
2
− ν¯1
)
M(3)f,φ1,φ2
(
s− w + 1
2
− k
2
, w +
1
2
)
dw du
= −cφ2(−1)
(4π)kik
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
)
× 1
2πi
∫
(σw=1/2+ǫ)
Γ (−w + u)
Γ (1 + w + u)
Γ
(
s−w + 12 − k2
)
Γ(−s+ w + 12 + k2 )
Γ
(
1
2 +
k
2 + ν¯2
)
Γ
(
1
2 +
k
2 − ν¯2
)
×


∑
j
〈uj, Uf,φ〉Γ (w + itj) Γ (w − itj)L
(
s, uj × φ2
)
+
∑
a
1
4π
∫ ∞
−∞
〈Ea(∗, 1/2 + it), Uf,φ1〉Γ (w + it) Γ (w − it)L
(
s,Ea(∗, 1/2 − it)× φ2
)
dt
}
dw du.
For ℜ(s) > 1 + k/2 + ǫ, let
h˜
(2)
0 (t; s, ν1, ν2)
:= −(4π)
kik
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) 1
Γ
(
1
2 +
k
2 + ν¯2
)
Γ
(
1
2 +
k
2 − ν¯2
)
× 1
2πi
∫
(σw=1/2+ǫ)
Γ (−w + u) Γ (s− w + 12 − k2)Γ(−s+ w + 12 + k2 )Γ (w + it) Γ (w − it)
Γ (1 +w + u)
dw du.
Then
h˜
(2)
0 (t; s, ν1, ν2)
= −(4π)
k
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) 1
Γ
(
1
2 +
k
2 + ν¯2
)
Γ
(
1
2 +
k
2 − ν¯2
)
× 1
2πi
∫
(σw=1/2+ǫ)
Γ (−w + u) Γ (12 + s− w)Γ (12 − s+ w)Γ (w + it) Γ (w − it)
Γ (1 + w + u)
dw du.
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By Theorem 2.4.3 in [AAR99], we have
h˜
(2)
0 (t; s, ν1, ν2) =
k
2∑
ℓ=0
(−1)ℓΓ
(−12 + s− ℓ+ it)Γ (−12 + s− ℓ− it)
Γ
(
1
2 +
k
2 + ν¯2
)
Γ
(
1
2 +
k
2 − ν¯2
)
× (4π)
k
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) Γ
(
1
2 − s+ ℓ+ u
)
Γ
(
1
2 + s− ℓ+ u
) du
− Γ
(
1
2 + s+ it
)
Γ
(
1
2 + s− it
)
Γ
(
1
2 +
k
2 + ν¯2
)
Γ
(
1
2 +
k
2 − ν¯2
) (4π)k
π
√
π
× 1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) Γ
(
1
2 − s+ u
)
Γ
(
u+ 12 + s
)
(u+ it) (u− it) du.
To get a meromorphic continuation to ℜ(s) ≥ 1/2, let C and Cℓ for 0 ≤ ℓ ≤ k/2 be a path
running from −∞ to +∞ in such a way that the sequence of increasing poles and the sequence
of decreasing poles are separated. Then we get
h˜
(2)
0 (t; s, ν1, ν2) =
k
2∑
ℓ=0
(−1)ℓΓ
(−12 + s− ℓ+ it)Γ (−12 + s− ℓ− it)
Γ
(
1
2 +
k
2 + ν¯2
)
Γ
(
1
2 +
k
2 − ν¯2
)
×(4π)
k
π
√
π

−
k
2
−ℓ∑
ℓ1=0
(−1)ℓ1
ℓ1!
h ((s− ℓ− ℓ1 − 1/2)/i)
(
s− ℓ− ℓ1 − 12
)
Γ (s− ℓ1 − ℓ) Γ (1− s+ ℓ1 + ℓ)
Γ
(
k
2 + ν¯1 + s− ℓ1 − ℓ− 12
)
Γ
(
k
2 + ν¯1 − s+ ℓ1 + ℓ+ 12
)
Γ (2s− 2ℓ− ℓ1)
+
1
2πi
∫
Cℓ
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) Γ
(
1
2 − s+ ℓ+ u
)
Γ
(
1
2 + s− ℓ+ u
) du
}
− Γ
(
1
2 + s+ it
)
Γ
(
1
2 + s− it
)
Γ
(
1
2 +
k
2 + ν¯2
)
Γ
(
1
2 +
k
2 − ν¯2
) (4π)k
π
√
π
×


k
2∑
ℓ1=0
(−1)ℓ1
ℓ1!
h ((s− 1/2 − ℓ1)/i)
(
s− ℓ1 − 12
)
Γ (s− ℓ1) Γ (1− s+ ℓ1)
Γ
(
k
2 + ν¯1 + s− ℓ1 − 12
)
Γ
(
k
2 + ν¯1 − s+ ℓ1 + 12
)
× 1
Γ (2s− ℓ1)
(
s− ℓ1 − 12 + it
) (
s− ℓ1 − 12 − it
)
+
1
2πi
∫
C
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) Γ
(
1
2 − s+ u
)
Γ
(
u+ 12 + s
)
(u+ it) (u− it) du
}
.
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Then we have a meromorphic continuation to ℜ(s) ≥ 1/2. Taking s with 1/2 ≤ ℜ(s) ≤
1/2 + ǫ/2, we move the u line of integration to σu = 1/2 + 2ǫ. This gives us
h˜
(2)
0 (t; s, ν1, ν2) =
k
2∑
ℓ=0
(−1)ℓΓ
(−12 + s− ℓ+ it)Γ (−12 + s− ℓ− it)
Γ
(
1
2 +
k
2 + ν¯2
)
Γ
(
1
2 +
k
2 − ν¯2
)
×(4π)
k
π
√
π

−
k
2
−ℓ∑
ℓ1=0
(−1)ℓ1
ℓ1!
h ((s− ℓ− ℓ1 − 1/2)/i)
(
s− ℓ− ℓ1 − 12
)
Γ (s− ℓ1 − ℓ) Γ (1− s+ ℓ1 + ℓ)
Γ
(
k
2 + ν¯1 + s− ℓ1 − ℓ− 12
)
Γ
(
k
2 + ν¯1 − s+ ℓ1 + ℓ+ 12
)
Γ (2s− 2ℓ− ℓ1)
+
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) Γ
(
1
2 − s+ ℓ+ u
)
Γ
(
1
2 + s− ℓ+ u
) du
}
− Γ
(
1
2 + s+ it
)
Γ
(
1
2 + s− it
)
Γ
(
1
2 +
k
2 + ν¯2
)
Γ
(
1
2 +
k
2 − ν¯2
) (4π)k
π
√
π
×


k
2∑
ℓ1=0
(−1)ℓ1
ℓ1!
h ((s− 1/2 − ℓ1)/i)
(
s− ℓ1 − 12
)
Γ (s− ℓ1) Γ (1− s+ ℓ1)
Γ
(
k
2 + ν¯1 + s− ℓ1 − 12
)
Γ
(
k
2 + ν¯1 − s+ ℓ1 + 12
)
× 1
Γ (2s− ℓ1)
(
s− ℓ1 − 12 + it
) (
s− ℓ1 − 12 − it
)
+
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) Γ
(
1
2 − s+ u
)
Γ
(
u+ 12 + s
)
(u+ it) (u− it) du
}
= h˜(2)(t; s, ν1, ν2).
Then, for 1/2 ≤ ℜ(s) < 1/2 + ǫ/2, we have
E˜
(3)
f,φ1,φ2
(s) = −cφ2(−1)


∑
j
h˜(2)(tj; s, ν1, ν2) 〈uj, Uf,φ〉 L
(
s, uj × φ2
)
+
∑
a
1
4π
h˜(2)(t; s, ν1, ν2)
∫ ∞
−∞
〈Ea(∗, 1/2 + it), Uf,φ1〉 L
(
s,Ea(∗, 1/2 − it)× φ2
)
dt
}
.
By (4.5), for ℜ(s−w + 1/2 − k/2) > 1 and ℜ(w + 1/2) > 1,
M∗f,φ1,φ2
(
s− w + 1
2
− k
2
, w +
1
2
)
=
Γ (s− w + ν¯2) Γ (s− w − ν¯2) (4π) 12−s+w
Γ
(
s−w + 12 − k2
) {Mf,φ1,φ2
(
s− w + 1
2
− k
2
, w +
1
2
)
+M(3)f,φ1,φ2
(
s− w + 1
2
− k
2
, w +
1
2
)}
,
where
Mf,φ1,φ2
(
s− w + 1
2
− k
2
, w +
1
2
)
= ζ(2s)
∑
m,n≥1
a(n +m)cφ1(n)cφ2(m)
ms−w−
1
2nw+
k
2
− 1
2
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and
M(3)f,φ1,φ2
(
s− w + 1
2
− k
2
, w +
1
2
)
=
cφ2(−1)Γ
(
s− w + 12 − k2
)
Γ
(
1
2 − s+ w + k2
)
Γ
(
1
2 +
k
2 + ν¯2
)
Γ
(
1
2 +
k
2 − ν¯2
)
× ζ(2s)
∞∑
n=1
cφ1(n)
nw+
k
2
− 1
2
n−1∑
m=1
a(n −m)cφ2(m)
ms−w−
1
2
.
By (4.5), for ℜ(s)−ℜ(w) < 0 and for sufficiently large ℜ(w), we have
M∗f,φ1,φ2
(
s− w + 1
2
− k
2
, w +
1
2
)
= (4π)−s+w+
k
2
√
πΓ
(
−s+w + 1
2
+
k
2
)
×


∑
j
Γ
(
s− w − k2 − itj
)
Γ
(
s− w − k2 + itj
)
Γ
(
1
2 − itj
)
Γ
(
1
2 + itj
) (−1)αjL (s, uj × φ1) 〈uj , Uf,φ2〉
+
∑
a
1
4π
∫ ∞
−∞
Γ
(
s− w − k2 − it
)
Γ
(
s−w − k2 + it
)
Γ
(
1
2 − it
)
Γ
(
1
2 + it
) L (s,Ea(∗, 1/2 − it)× φ1) 〈Ea(∗, 1/2 + it), Uf,φ2〉 dt
−
⌊ℜ(−s+w+ k2)⌋∑
ℓ=0
(−1)ℓ
ℓ!
Γ (2s− 2w − k + ℓ)
Γ
(
1
2 − ℓ+ k2 − s+ w
)
Γ
(
1
2 + ℓ− k2 + s− w
)
× 1
2
∑
a
(
L
(
s,Ea
(
∗, 1
2
− ℓ+ k
2
− s+ w
)
× φ1
)〈
Ea
(
∗, 1
2
+ ℓ− k
2
+ s− w
)
, Uf,φ2
〉
+L
(
s,Ea
(
1
2
+ ℓ− k
2
+ s− w
)
× φ1
)〈
Ea
(
∗, 1
2
− ℓ+ k
2
− s+ w
)
, Uf,φ2
〉)}
.
Recalling (5.14), for ℜ(s) > 1 + k/2 + ǫ, we have
E˜
(4)
f,φ1,φ2
(s)
= (4π)
k−1
2 ik
4
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) 1
2πi
∫
(σw=1/2+ǫ)
Γ (−w + u)
Γ (1 + w + u)
× Γ
(
w + k2 + ν¯1
)
Γ
(
w + k2 − ν¯1
)
Γ
(
s− w + 12 − k2
)
(4π)s−w−
1
2
Γ (s− w + ν¯2) Γ (s− w − ν¯2)
×M∗f,φ1,φ2
(
s− w + 1
2
− k
2
, w +
1
2
)
dw du.
Our aim is to get a meromorphic continuation of E˜
(4)
f,φ1,φ2
(s) to ℜ(s) ≥ 1/2. There are poles
passed over as we move ℜ(s) from 1+k/2+ ǫ′ to 1/2. We first curve the w line of integration to
pass over those poles. With the residues and the original integral, we obtain the meromorphic
continuation to ℜ(s) ≥ 1/2. Now take s with ℜ(s) ≥ 1/2, and move back the w line of
integration to σw = 1/2 + ǫ. We again pass over the poles, and get the following formula.
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For 1/2 ≤ ℜ(s) ≤ 1/2 + ǫ/2, for 0 ≤ ℓ ≤ k/2, let
h˜
(3)R
ℓ (t; s, ν1, ν2) := −
1
ℓ!
(4π)kik
π
√
π
Γ (s+ ℓ± it+ ν¯1) Γ (s+ ℓ± it− ν¯1) Γ (−ℓ∓ 2it)
Γ
(
k
2 − ℓ∓ it+ ν¯2
)
Γ
(
k
2 − ℓ∓ it− ν¯2
)
× 1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) Γ
(−s+ k2 − ℓ∓ it+ u)
Γ
(
1 + s− k2 + ℓ± it+ u
) du.
After changing the ordering of integrals and series in E˜
(4)
f,φ1,φ2
(s), for 1/2 ≤ ℜ(s) ≤ 1/2 + ǫ/2,
we get
E˜
(4)
f,φ1,φ2
(s)
= (4π)
k−1
2 ik
4
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) 1
2πi
∫
(σw=1/2+ǫ)
Γ (−w + u)
Γ (1 + w + u)
× Γ
(
w + k2 + ν¯1
)
Γ
(
w + k2 − ν¯1
)
Γ
(
s− w + 12 − k2
)
(4π)s−w−
1
2
Γ (s− w + ν¯2) Γ (s− w − ν¯2)
×M∗f,φ1,φ2
(
s− w + 1
2
− k
2
, w +
1
2
)
dw du
−
k
2∑
ℓ=0
cφ1(1)


∑
j
h˜
(3)R
ℓ (tj; s, ν1, ν2)(−1)αjL
(
s, uj × φ1
) 〈uj , Uf,φ2〉
+
∑
a
1
4π
∫ ∞
−∞
h˜
(3)R
ℓ (t; s, ν1, ν2)L
(
s,Ea(∗, 1/2 − it)× φ1
) 〈Ea(∗, 1/2 + it), Uf,φ2〉 dt
+h˜
(3)R
ℓ ((s− 1 + ν¯1)/i; s, ν1, ν2)
∑
a
〈Ea(∗, 3/2 − s− ν¯1), Uf,φ2〉Resz=−s+1−ν¯1L
(
s,Ea(∗, 1/2 − z)× φ1
)
+h˜
(3)R
ℓ ((s− 1− ν¯1)/i; s, ν1, ν2)
∑
a
〈Ea(∗, 3/2 − s+ ν¯1), Uf,φ2〉Resz=−s+1+ν¯1L
(
s,Ea(∗, 1/2 − z)× φ1
)}
+
k
2
−1∑
ℓ=0
(−1)ℓ
ℓ!
(4π)k−ℓ−1ik
4
π
Γ
(
s+ 12 + ℓ+ ν¯1
)
Γ
(
s+ 12 + ℓ− ν¯1
)
Γ
(
k
2 − ℓ− 12 + ν¯2
)
Γ
(
k
2 − ℓ− 12 − ν¯2
)M∗f,φ1,φ2
(
−ℓ, s+ 1 + ℓ− k
2
)
× 1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) Γ
(
k
2 − ℓ− s− 12 + u
)
Γ
(
3
2 − k2 + ℓ+ s+ u
) du.
After applying the spectral description of M∗f,φ1,φ2 , since
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) Γ
(
k
2 − ℓ− s− 12 + u
)
Γ
(
3
2 − k2 + ℓ+ s+ u
) du
= (−1)k2−ℓ−1 1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u
cos(π(s+ u))
cos(πu)
Γ
(
k
2 − ℓ− s− 12 + u
)
Γ
(
k
2 − ℓ− 12 − s− u
)
Γ
(
k
2 + ν¯1 + u
)
Γ
(
k
2 + ν¯1 − u
) du
= (−1)k2−ℓ−1π
2
1
π2
∫ ∞
−∞
h(t)it
cos(π(s + it))
cos(πit)
Γ
(
k
2 − ℓ− s− 12 + it
)
Γ
(
k
2 − ℓ− 12 − s− it
)
Γ
(
k
2 + ν¯1 + it
)
Γ
(
k
2 + ν¯1 − it
) dt,
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we get
E˜
(4)
f,φ1,φ2
(s) = cφ1(1)


∑
j
h˜(3)(tj ; s, ν1, ν2)(−1)αjL
(
s, uj × φ1
) 〈uj, Uf,φ2〉
+
∑
a
1
4π
∫ ∞
−∞
h˜(3)(t; s, ν1, ν2)L
(
s,Ea(∗, 1/2 − it)× φ1
) 〈Ea(∗, 1/2 + it), Uf,φ2〉 dt
+ h˜(3) ((s− 1 + ν¯2)/i; s, ν1, ν2)
×
∑
a
〈Ea(∗, 3/2 − s− ν¯1), Uf,φ2〉Resz=−s+1−ν¯1L
(
s,Ea(∗, 1/2 − z)× φ1
)
+ h˜(3) ((s− 1− ν¯1)/i; s, ν1, ν2)
×
∑
a
〈Ea(∗, 3/2 − s+ ν¯1), Uf,φ2〉Resz=−s+1+ν¯1L
(
s,Ea(∗, 1/2 − z)× φ1
)}
+ 2
k
2∑
ℓ=1
1
(ℓ− 1)! (4π)
k−ℓ Γ
(
s− 12 + ℓ+ ν¯1
)
Γ
(
s− 12 + ℓ− ν¯1
)
Γ
(
k
2 − ℓ+ 12 + ν¯2
)
Γ
(
k
2 − ℓ+ 12 − ν¯2
)M∗f,φ1,φ2
(
−ℓ+ 1, s+ ℓ− k
2
)
×H2,ℓ(s; ν¯1).
By (5.20) and (5.23),
h˜(1) ((s− 1± ν¯1)/i; s, ν1, ν2)
=
(4π)kik
√
π
2
Γ (2∓ 2ν¯1 − 2s) Γ (2s− 1) Γ (2s − 1± 2ν¯1)
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
)
Γ
(−s+ 1 + k2 + ν¯2 ∓ ν¯1)Γ (−s+ 1 + k2 − ν¯2 ∓ ν¯1)
×H∓1 (s; ν¯1)
+ h˜(1)±(s; ν¯1, ν¯2)
and
h˜(3) ((s− 1± ν¯1)/i; s, ν1, ν2) = h˜(3)±(s; ν¯1, ν¯2)
+
(4π)k
√
π
2
Γ (2s − 1) cos (π(2s± ν¯1))
sin (π (2s± 2ν¯1))
1
Γ
(−s+ 1 + k2 ∓ ν¯1 + ν¯2)Γ (−s+ 1 + k2 ∓ ν¯1 − ν¯2)H
∓
1 (s; ν¯1).
We prove the proposition.

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5.3. Main term Mf,φ1,φ2(s). Recalling (5.29) and (5.30), we get
M
(1)
f,φ1,φ2
(s) +M
(3)
f,φ1,φ2
(s)
=
(
− πcφ1(−1)i
k
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
) + cφ1(1) cos (π(2s + ν¯1))
)
× (4π)
k√π
2
Γ (2s − 1)
sin (π (2s+ 2ν¯1))
1
Γ
(−s+ 1 + k2 + ν¯2 − ν¯1)Γ (−s+ 1 + k2 − ν¯2 − ν¯1)
×H−1 (s; ν¯1)
∑
a
〈Ea (∗, 3/2 − s− ν¯1) , Uf,φ2〉Resz=−s+1−ν¯1L
(
s,Ea (∗, 1/2 − z)× φ1
)
+
(
− πcφ1(−1)i
k
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
) + cφ1(1) cos (π(2s − ν¯1))
)
× (4π)
k√π
2
Γ (2s − 1)
sin (π (2s− 2ν¯1))
1
Γ
(−s+ 1 + k2 + ν¯2 + ν¯1)Γ (−s+ 1 + k2 − ν¯2 + ν¯1)
×H+1 (s; ν¯1)
∑
a
〈Ea (∗, 3/2 − s+ ν¯1) , Uf,φ2〉Resz=−s+1+ν¯1L
(
s,Ea (∗, 1/2 − z)× φ1
)
.
Here H±1 (s; ν¯1) and H2,ℓ(s; ν¯1) are defined in (5.18) and (5.21) respectively.
Recalling (5.10), we have the following lemma.
Lemma 5.7.
Mf,φ1,φ2(s) := M˜f,φ1,φ2(s) +M
(1)
f,φ1,φ2
(s) +M
(3)
f,φ1,φ2
(s)
= (4π)
k
2
−ν¯1c+φ1
Γ
(−k2 + 12 − ν¯1)
Γ
(
1
2 + ν¯1
)
Γ
(
1
2 − ν¯1
) ζ(2s)
ζ(2s+ 2ν¯1 + 1)
cφ2(1)L
(
s+ 1/2 + ν¯1, f × φ2
) 1
2
H+1 (ν¯1)
+
(
− πcφ1(−1)i
k
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
) + cφ1(1) cos (π(2s − ν¯1))
)
× (4π)
k√π
2
Γ (2s − 1)
sin (π (2s− 2ν¯1))
1
Γ
(−s+ 1 + k2 + ν¯2 + ν¯1)Γ (−s+ 1 + k2 − ν¯2 + ν¯1)
×H+1 (s; ν¯1)
∑
a
〈Ea (∗, 3/2 − s+ ν¯1) , Uf,φ2〉Resz=−s+1+ν¯1L
(
s,Ea (∗, 1/2 − z)× φ1
)
+ (4π)
k
2
+ν¯1c−φ1
Γ
(−k2 + 12 + ν¯1)
Γ
(
1
2 + ν¯1
)
Γ
(
1
2 − ν¯1
) ζ(2s)
ζ(2s− 2ν¯1 + 1)cφ2(1)L
(
s+ 1/2 − ν¯1, f × φ2
) 1
2
H−1 (ν¯1)
+
(
− πcφ1(−1)i
k
Γ
(
1
2 +
k
2 + ν¯1
)
Γ
(
1
2 +
k
2 − ν¯1
) + cφ1(1) cos (π(2s + ν¯1))
)
× (4π)
k√π
2
Γ (2s − 1)
sin (π (2s+ 2ν¯1))
1
Γ
(−s+ 1 + k2 + ν¯2 − ν¯1)Γ (−s+ 1 + k2 − ν¯2 − ν¯1)
×H−1 (s; ν¯1)
∑
a
〈Ea (∗, 3/2 − s− ν¯1) , Uf,φ2〉Resz=−s+1−ν¯1L
(
s,Ea (∗, 1/2 − z)× φ1
)
, (5.31)
where H±1 (ν¯1) is given in (5.9).
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5.4. A proof of Theorem 1.1. We will now consider the case where N is square free and
φ1(z) = E
(k)
N (z, 1/2 + ir), which is a weight k Eisenstein series at the cusp 1/N , defined in
(3.9), We also take φ2(z) = g(z)y
k/2, where g is a holomorphic newform of weight k and level
N . Recalling (5.4), taking s = 1/2 − ir, by (3.11) and (3.12), we have
∑
j
h(tj)
cosh(πtj)
L (1/2− ir, uj × g¯)L(1/2 + ir, f × uj)
+
∑
a|N
1
4π
∫ ∞
−∞
h(t)
cosh(πt)
4
(
N
a
)−1
ζ∗(1 + 2it)ζ∗(1− 2it)∏p|N(1 − p−1−2it) (1− p−1+2it)
× L (1/2 − ir, E1/a(∗, 1/2 − it)× g¯)L (1/2 + ir, f × E1/a(∗, 1/2 + it)) dt
=

(4π)− 12 (2π)−2ir∏
p|N
(1− p−1−2ir)


−1 {
M
f,E
(k)
N (∗,1/2+ir),gyk/2
(1/2 − ir)
+Ω
(1)
f,E
(k)
N (∗,1/2+ir),gyk/2
(1/2 − ir) + Ω(3)
f,E
(k)
N (∗,1/2+ir),gyk/2
(1/2 − ir)
+E
(1)
f,E
(k)
N (∗,1/2+ir),gyk/2
(1/2 − ir) + E(3)
f,E
(k)
N (∗,1/2+ir),gyk/2
(1/2 − ir)
}
.
HereM
f,E
(k)
N (∗,1/2+ir),gyk/2
(s) is given in (5.31), Ω
(1)
f,E
(k)
N (∗,1/2+ir),gyk/2
(s) in (5.27), E
(1)
f,E
(k)
N (∗,1/2+ir),gyk/2
(s)
in (5.24), Ω
(3)
f,E
(k)
N (∗,1/2+ir),gyk/2
(s) in (5.28), and E
(3)
f,E
(k)
N (∗,1/2+ir),gyk/2
(s) in (5.26).
We first compute the inner product appearing in the main term M
f,E
(k)
N (∗,1/2+ir),gyk/2
(s).
Lemma 5.8. Assume that f and g are new forms of weight k, for Γ0(N). For a | N , we have〈
E1/a(∗, s), Uf,gyk/2(z)
〉
=
Γ(s+ k − 1)
(4π)s+k−1ζ(2s)
N
a
A(N/a)B(N/a)L(s, f × g¯). (5.32)
Proof. For Γ = Γ0(N), let F = Γ\H be the fundamental domain for Γ. For a = 1/a with a | N ,
compute the inner product〈
E1/a(∗, s), Uf,gyk/2(z)
〉
=
∫∫
F
Uf,gyk/2(z)
∑
γ∈Γ1/a\Γ
(
ℑ(σ−11/aγz)
)s dx dy
y2
=
∑
γ∈Γ1/a\Γ
∫
σ−1
1/a
γF
Uf,gyk/2(σ1/az)y
s dx dy
y2
.
As in [Iwa02], as γ runs over Γ1/a\Γ, the sets σ−11/aγF cover the strip {z ∈ H | 0 < x < 1} once
(for an appropriate choice of representatives), giving∫ ∞
0
∫ 1
0
Uf,gyk/2(σ1/az)y
s dx dy
y2
. (5.33)
Here
Uf,gyk/2(σ1/az) =
(ℑ(σ1/az))k f(σ1/az)g(σ1/az).
Now, we will follow Asai’s method [Asa76]. For a matrix γ =
(
a b
c d
) ∈ GL2(R) of positive
determinant, write
(f |k γ) (z) = det(γ)
k
2 (cz + d)−kf(γz).
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Then, for each a | N , we have
Uf,gyk/2(σ1/az) =
(
f |k σ1/a
)
(z)
(
g |k σ1/a
)
(z)yk. (5.34)
Let
Ma :=
N
a
.
Since N is square-free, (Ma, a) = 1, so we can take Ca,Da ∈ Z such that
MaDa − aCa = 1.
Define
Wa :=
(
1 Ca
a DaMa
)(
Ma
1
)
=
(
Ma Ca
aMa DaMa
)
and this matrix Wa satisfies conditions described in (2) in [Asa76]. Since f and g are newforms
of level N , (f |k Wa) and (g |k Wa) are again newforms of level N .
By Theorem 2 in [Asa76], we have
f |k Wa = µ(Ma)
√
MaA(Ma) · f
and
g |k Wa = µ(Ma)
√
MaB(Ma) · g.
Since
Wa =
(
1 Ca
a DaMa
)(
Ma
1
)
= σ1/a
(
Ma√
m1/a
Ca√
m1/a
0
√
m1/a
)
,
where σ1/a is defined in (2.4) and m1/a =Ma, we have
σ1/a =Wa
(
1√
m1/a
− Ca
m1/a
√
m1/a
0 1√
m1/a
)
.
Then we get
(
f |k σ1/a
)
(z) = µ(m1/a)
√
m1/aA(m1/a)
(
f |k
(
1√
m1/a
− Ca
m1/a
√
m1/a
0 1√
m1/a
))
(z)
= µ(m1/a)
√
m1/aA(m1/a)f
(
z − Ca
m1/a
)
and (
g |k σ1/a
)
(z) = µ(m1/a)
√
m1/aB(m1/a)g
(
z − Ca
m1/a
)
.
Substituting into (5.34),
Uf,gyk/2(σ1/az) = m1/aA(m1/a)B(m1/a)f
(
z − Ca
m1/a
)
g
(
z − Ca
m1/a
)
yk,
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and then (5.33), we get〈
E1/a(∗, s), Uf,gyk/2(z)
〉
= m1/aA(m1/a)B(m1/a)
∫ ∞
0
∫ 1
0
f
(
z − Ca
m1/a
)
g
(
z − Ca
m1/a
)
dx yk+s−1
dy
y
= m1/aA(m1/a)B(m1/a)
∫ ∞
0
∑
n≥1
a(n)b(n)e−4πnyyk+s−1
dy
y
=
Γ(s+ k − 1)
(4π)s+k−1ζ(2s)
m1/aA(m1/a)B(m1/a)L(s, f × g¯).

Define
H1 :=
1
π2
∫ ∞
−∞
h(t)t tanh(πt) dt, (5.35)
H2 :=
1
π2
∫ ∞
−∞
h(t)t tanh(πt)
(
ψ
(
k
2
+ it
)
+ ψ
(
k
2
− it
))
dt, (5.36)
H3 :=
1
π2
∫ ∞
−∞
h(t)t tanh(πt)
(
ψ
(
k
2
+ it
)
+ ψ
(
k
2
− it
))2
dt, (5.37)
H4 :=
1
π2
∫ ∞
−∞
h(t)t tanh(πt)
(
ψ
(
k
2
+ it
)
+ ψ
(
k
2
− it
))3
dt, (5.38)
H1,0 :=
1
π2
∫ ∞
−∞
h(t)t tanh(πt)
×
(
ψ
(
k
2
+ it
)
+ ψ
(
k
2
− it
))(
ψ′
(
k
2
+ it
)
+ ψ′
(
k
2
− it
))
dt, (5.39)
H0 :=
1
π2
∫ ∞
−∞
h(t)t tanh(πt)
(
ψ′
(
k
2
+ it
)
+ ψ′
(
k
2
− it
))
dt (5.40)
and
H0,1 :=
1
π2
∫ ∞
−∞
h(t)t tanh(πt)
(
ψ′′
(
k
2
+ it
)
+ ψ′′
(
k
2
− it
))
dt. (5.41)
For each a | N , define Pa(s; it, ir1) as
L
(
s,E1/a(∗, 1/2 − it)× E(k)N (∗, 1/2 + ir1)
)
=:
Pa(s; it, ir1)
ζ∗(1− 2it) ζ(s+ it+ ir1)ζ(s+ it− ir1)ζ(s− it+ ir1)ζ(s− it− ir1). (5.42)
Then
Resz=−s+1∓ir1L
(
s,E1/a(∗, 1/2 − z)×E(k)N (∗, 1/2 + ir1)
)
=
ζ(1∓ 2ir1)ζ(2s− 1)
Γ
(
s− 12 ± ir1
)
π−s+
1
2
∓ir1
Pa(s;−s+ 1∓ ir1, ir1). (5.43)
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Lemma 5.9. Let φ1(z) = E
(k)
N (z, 1/2 + ir) and φ2(z) = g(z)y
k/2.
For f 6= g, we have

(4π)− 12 ∏
p|N
(1− p−1)


−1
M
f,E
(k)
N (∗,1/2),gyk/2
(1/2) =
2
ζ(2)
L(1, f × g¯)H3
+ C
(2)
f,gH2 + C
(1)
f,gH1 + C
(0)
f,gH0, (5.44)
for some constant C
(2)
f,g , C
(1)
f,g and C
(0)
f,g .
For f = g, for any r ∈ R, we have

(4π)− 12 (2π)−2ir∏
p|N
(1− p−1−2ir)


−1
M
f,E
(k)
N (∗,1/2+ir),fyk/2
(1/2 − ir)
= 2
ζ(1− 2ir)ζ(1 + 2ir)
ζ(2)
d
ds
(
(s− 1)L(s, f × f¯))∣∣∣∣
s=1
H1
+
{
2
ζ ′(1− 2ir)
ζ(1− 2ir) + 2
ζ ′(1 + 2ir)
ζ(1 + 2ir)
− 4ζ
′(2)
ζ(2)
− 4 log(2π)
−
∑
a|N
N
a A(N/a)B(N/a)
d
dsPa(s;−s+ 1− ir, ir)
∣∣
s=1/2−ir∑
a|N
N
a A(N/a)B(N/a)Pa(1/2 − ir; 1/2, ir)


× ζ(1− 2ir)ζ(1 + 2ir)
ζ(2)
H1Ress=1L(s, f × f¯)
+
ζ(1− 2ir)ζ(1 + 2ir)
ζ(2)
d
ds
H−1 (s; ir)
∣∣∣∣
s=1/2−ir
Ress=1L(s, f × f¯)
+ 2−4irπ−4ir
ζ(1 + 2ir)ζ(1 + 2ir)
ζ(2)
×
(∑
a|N
N
a A(N/a)B(N/a)Pa(1/2 − ir; 1/2 + 2ir, ir)
)
2
∏
p|N (1− p−1−2ir)
L(1 + 2ir, f × f¯)H+1 (3ir)
+ 24irπ4ir
ϕ(N)
N1+2ir
∏
p|N(1− p−1−2ir)
ζ(1− 2ir)ζ(1− 2ir)
ζ(2− 4ir) L
(
1− 2ir, f × f¯)H−1 (ir). (5.45)
Here H±1 is given in (5.9). For f = g, taking r = 0, we have

(4π)− 12 ∏
p|N
(1− p−1)


−1
M
f,E
(k)
N (∗,1/2),fyk/2
(1/2) =
2
ζ(2)
Ress=1L(s, f × f¯)H4
+ C
(3)
f,fH3 +C
(2)
f,fH2 + C
(1)
f,fH1 + C
(1,1)
f,f H1,1 + C
(0)
f,fH0 + C
(0,1)
f,f H0,1, (5.46)
for some constants C
(3)
f,f , C
(2)
f,f , C
(1)
f,f , C
(1,1)
f,f , C
(0)
f,f and C
(0,1)
f,f .
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Proof. Recalling (5.31), taking φ1(z) = E
(k)
N (z, 1/2 + ir1) and φ2(z) = g(z)y
k/2,
M
f,E
(k)
N (∗,1/2+ir1),gyk/2
(s)
=
(4π)−ir1π−
1
2
−ir1
2
∏
p|N
(1− p−1−2ir1)ζ(2s)ζ(1 + 2ir1)
ζ(2s+ 2ir1 + 1)
L (s+ 1/2 + ir1, f × g)H+1 (ir1)
+ (− cos(πir1) + cos (π(2s− ir1)))
× (4π)
k√π
2
Γ (2s− 1)
sin (π (2s− 2ir1))
1
Γ
(−s+ 12 + k + ir1)Γ (−s+ 32 + ir1)
×H+1 (s; ir1)
∑
a
〈
Ea (∗, 3/2 − s+ ir1) , Uf,gyk/2
〉
Resz=−s+1+ir1L
(
s,Ea (∗, 1/2 − z)× E(k)N (∗, 1/2 + ir1)
)
+
(4π)ir1π−
1
2
+ir1
2
ϕ(N)
N1+2ir1
ζ(2s)ζ(1− 2ir1)
ζ(2s− 2ir1 + 1)L (s+ 1/2− ir1, f × g)H
−
1 (ir1)
+ (− cos(πir1) + cos (π(2s+ ir1)))
× (4π)
k√π
2
Γ (2s− 1)
sin (π (2s+ 2ir1))
1
Γ
(−s+ 12 + k − ir1)Γ (−s+ 32 − ir1)
×H−1 (s; ir1)
∑
a
〈
Ea (∗, 3/2 − s− ir1) , Uf,gyk/2
〉
Resz=−s+1−ir1L
(
s,Ea (∗, 1/2 − z)× E(k)N (∗, 1/2 + ir1)
)
.
Here H±1 (ν¯1) is given in (5.9) and H
±
1 (s; ν¯1) is defined in (5.18).
For a square-free N ≥ 1, by Lemma 5.8 and (5.43),

∑
a|N
〈
E1/a (∗, 3/2 − s∓ ir1) , Uf,gyk/2
〉
Resz=−s+1∓ir1L
(
s,E1/a (∗, 1/2 − z)× E(k)N (∗, 1/2 + ir1)
)
=
ζ(1∓ 2ir1)ζ(2s− 1)
Γ
(
s− 12 ± ir1
) Γ
(
1
2 − s∓ ir1 + k
) (∑
a|N
N
a A(N/a)B(N/a)Pa(s;−s+ 1∓ ir1, ir1)
)
(4π)k(2π)1−2s∓2ir1ζ(3− 2s ∓ 2ir1)
× L(3/2 − s∓ ir1, f × g¯). (5.47)
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Applying (3.10) and (5.47), we have
M
f,E
(k)
N (∗,1/2+ir1),gyk/2
(s)
=
2−2ir1π−
1
2
−2ir1
2
∏
p|N
(1 − p−1−2ir1)ζ(2s)ζ(1 + 2ir1)
ζ(2s + 2ir1 + 1)
L (s+ 1/2 + ir1, f × g¯)H+1 (ir1)
+
22ir1π−
1
2
+2ir1(2π)−2+4s
8
(cos(πir1)− cos (π(2s + ir1)))
sin(πs) sin (π (s+ ir1))
ζ(1− 2ir1)ζ(2− 2s)
ζ(3− 2s− 2ir1)
×

∑
a|N
N
a
A(N/a)B(N/a)Pa(s;−s+ 1− ir1, ir1)

L(3/2 − s− ir1, f × g¯)H−1 (s; ir1)
+
22ir1π−
1
2
+2ir1
2
ϕ(N)
N1+2ir1
ζ(2s)ζ(1− 2ir1)
ζ(2s− 2ir1 + 1)L (s+ 1/2 − ir1, f × g¯)H
−
1 (ir1)
+
2−2ir1π−
1
2
−2ir1(2π)−2+4s
8
(cos(πir1)− cos (π(2s − ir1)))
sin(πs) sin (π (s− ir1))
ζ(1 + 2ir1)ζ(2− 2s)
ζ(3− 2s + 2ir1)
×

∑
a|N
N
a
A(N/a)B(N/a)Pa(s;−s+ 1 + ir1, ir1)

L(3/2 − s+ ir1, f × g)H+1 (s; ir1). (5.48)
Taking s = 1/2 − ir and r1 = r, we have
H+1 (1/2 − ir; ir) = H+1 (3ir) and H−1 (1/2 − ir; ir) = H+1 (ir) = H1.
If f 6= g, taking s = 1/2 − ir and r1 = r, we have
M
f,E
(k)
N (∗,1/2+ir),gyk/2
(1/2 − ir)
= 2−2irπ−
1
2
−2ir∏
p|N
(1− p−1−2ir)ζ(1− 2ir)ζ(1 + 2ir)
ζ(2)
L (1, f × g¯)H1
+
2−6irπ−
1
2
−6ir
4
ζ(1 + 2ir)ζ(1 + 2ir)
ζ(2)
×

∑
a|N
N
a
A(N/a)B(N/a)Pa(1/2 − ir; 1/2 + 2ir, ir)

L(1 + 2ir, f × g)H+1 (3ir)
+
22irπ−
1
2
+2ir
2
ϕ(N)
N1+2ir
ζ(1− 2ir)ζ(1− 2ir)
ζ(2− 4ir) L (1− 2ir, f × g¯)H
−
1 (ir).
We are now going to carefully evaluate at r = 0. By (5.9), we have
H+1 (0) = H
−
1 (0) = H1,
d
dr
H−1 (ir)
∣∣∣∣
r=0
= −2iH2 = − d
dr
H+1 (3ir)
∣∣∣∣
r=0
,
d2
dr2
H−1 (ir)
∣∣∣∣
r=0
= −4H3 and d
2
dr2
H+1 (3ir)
∣∣∣∣
r=0
= −8H0 − 4H3.
Then taking r = 0, for f 6= g, we have (5.44).
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If f = g, taking s = 1/2 − ir and r1 = r in (5.48), we have (5.45). Taking r = 0, since
d3
dr3
H−1 (ir)
∣∣∣∣
r=0
= 2iH0,1 + 8iH4
and
d3
dr3
H+1 (3ir)
∣∣∣∣
r=0
= −26iH0,1 − 48iH1,1 − 8iH4,
we get (5.46).
It now remains for us to find upper bounds for Ω
(1)
f,E
(k)
N (∗,1/2+ir),gyk/2
(s), E
(1)
f,E
(k)
N (∗,1/2+ir),gyk/2
(s),
Ω
(3)
f,E
(k)
N (∗,1/2+ir),gyk/2
(s) and E
(3)
f,E
(k)
N (∗,1/2+ir),gyk/2
(s) given in section 6. This will be done in the
next section, which will complete the proof of Theorem 1.1.

6. Upper bounds
Recall that the error terms in Theorem 5.1 were labeled Ω
(1)
f,φ1,φ2
(s) in (5.27), E
(1)
f,φ1,φ2
(s)
in (5.24), Ω
(3)
f,φ1,φ2
(s) in (5.28), E
(2)
f,φ1,φ2
(s) in (5.25), and E
(3)
f,φ1,φ2
(s) in (5.26). Our goal is to
estimate these in the specific case φ1 = E
(k)
N (∗, 1/2 + ir1) and φ2 = g(z)yk/2. Fortunately, the
term E
(2)
f,φ1,φ2
(s) does not occur as φ2 is a cusp form. We will prove the following
Proposition 6.1. Fix
h(t) =
(
e−(
t−T
Tα )
2
+ e−(
t+T
Tα )
2) t2 + 1/4
t2 +R
,
with T ≫ 1, α ≥ 1/3 and 1≪ R < T 2. In the case s = 1/2 + ir, r1 = −r ∈ R, with |r| ≤ T 2/3,
with φ1, φ2 as above
E
(1)
f,φ1,φ2
(s) + E
(3)
f,φ1,φ2
(s) + Ω
(1)
f,φ1,φ2
(s) + Ω
(3)
f,φ1,φ2
(s)≪N T 3/2−α/2+ǫ + Tα|r|3/2+ǫ.
The upper bounds for Ω
(1)
f,φ1,φ2
(s) and Ω
(3)
f,φ1,φ2
(s) are easier to obtain and better than the
corresponding bounds for E
(1)
f,φ1,φ2
(s) and E
(3)
f,φ1,φ2
(s). Therefore, in the following sections, we
will only work out in detail the estimates for E
(1)
f,φ1,φ2
(s) and E
(3)
f,φ1,φ2
(s).
6.1. The estimation of E
(3)
f,E
(k)
N (∗,1/2+ir1),φ2
(s). The goal of this section is to find an upper
bound for
E
(3)
f,E
(k)
N (∗,1/2+ir1),φ2
(s)
=
∑
j
h˜(3)
(
tj ; s, ir1, ν2
) 〈uj, Uf,φ2〉 (−1)αjL(s,E(k)N (∗, 1/2 + ir1)× uj)
+
∑
a
1
4π
∫ ∞
−∞
h˜(3)
(
t; s, ir1, ν2
) 〈Ea (∗, 1/2 + it) , Uf,φ2〉 L(s,E(k)N (∗, 1/2 + ir1)× Ea (∗, 1/2 − it)) dt,
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where
h˜(3)(t; s, ir1, ν2) =
(4π)kik
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ir1 + u
)
Γ
(
k
2 + ir1 − u
)
× 1
2πi
∫
(σw=1/2+ǫ)
Γ (−w + u)
Γ (1 + w + u)
Γ
(
w +
k
2
+ ir1
)
Γ
(
w +
k
2
− ir1
)
× Γ
(
s− w + 12 − k2
)
Γ
(−s+ w + 12 + k2)
Γ (s− w + ν¯2) Γ (s− w − ν¯2)
Γ
(
s− w − k2 − it
)
Γ
(
s−w − k2 + it
)
Γ
(
1
2 − it
)
Γ
(
1
2 + it
) dw du
+
k
2∑
ℓ=0
1
ℓ!
(4π)kik
π
√
π
∑
±
Γ (s+ ℓ± it+ ir1) Γ (s+ ℓ± it− ir1) Γ (−ℓ∓ 2it)
Γ
(
k
2 − ℓ∓ it+ ν¯2
)
Γ
(
k
2 − ℓ∓ it− ν¯2
)
× 1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ir1 + u
)
Γ
(
k
2 + ir1 − u
) Γ
(−s+ k2 − ℓ∓ it+ u)
Γ
(
1 + s− k2 + ℓ± it+ u
) du.
These were defined in (5.26) and (5.17) and are repeated here for convenience. Let
h˜
(3)R
ℓ (t; s, ir1, ν2) :=
1
ℓ!
(4π)kik
π
√
π
∑
±
Γ (s+ ℓ± it+ ir1) Γ (s+ ℓ± it− ir1) Γ (−ℓ∓ 2it)
Γ
(
k
2 − ℓ∓ it+ ν¯2
)
Γ
(
k
2 − ℓ∓ it− ν¯2
)
× 1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ir1 + u
)
Γ
(
k
2 + ir1 − u
) Γ
(−s+ k2 − ℓ∓ it+ u)
Γ
(
1 + s− k2 + ℓ± it+ u
) du. (6.1)
We consider the integral part of h˜(3), i.e.,
h˜(3)(t; s, ir1, ν2)−
k
2∑
ℓ=1
h˜
(3)R
ℓ (t; s, ir1, ν2)
in this section. The remainder is going to be studied in Section 6.2.
We will work through explicitly the case of most interest to us: s = 1/2+ir and ν2 = (k−1)/2.
Note that a cancellation of gamma factors occurs in the w integral.
We will assume that for fixed T ≫ 1, α ≥ 1/3,
h(t) =
(
e−(
t−T
Tα )
2
+ e−(
t+T
Tα )
2) t2 + 1/4
t2 +R
Write u = σu+ iγ and w = σw+ iγ2. Bringing the sum over j inside, consider the inner integral
I(u) =
1
2πi
∫
(σw=1+ǫ)
Γ (−w + u) Γ (w + k2 + ir1)Γ (w + k2 − ir1)Γ (−ir + w + k2)
Γ (1 + w + u) Γ
(
ir − w + k2
)
×
∑
j
〈uj, Uf,φ2〉 (−1)αjL
(
1/2 + ir, uj × E(k)N (∗, 1/2 + ir1)
)
× Γ
(
1
2 + ir − w − k2 − itj
)
Γ
(
1
2 + ir − w − k2 + itj
)
Γ
(
1
2 − itj
)
Γ
(
1
2 + itj
) dw. (6.2)
The L-series above factors as follows:
(−1)αjL
(
1/2 + ir, uj × E(k)N (∗, 1/2 + ir1)
)
= ρj(−d)LN (1/2+i(r+r1), uj)LN (1/2+i(r−r1), uj).
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Here d|N and equals 1 if uj is a new form. The N subscripts indicate that Euler factors differ
from the generic form at primes dividing N . In the simplest case of level 1 and r1 = r = 0, it
is exactly true that
(−1)αjL
(
1
2
, uj × E1(∗, 1/2)
)
= ρj(−1)L1(1/2, uj)L1(1/2, uj).
Our particular case of interest, other than r = r1 = 0, will be r = −r1. In this case
(−1)αjL
(
1/2 + ir, uj ×E(k)N (∗, 1/2 − ir)
)
= ρj(−d)LN (1/2, uj)LN (1/2 + 2ri, uj).
In [JM05] it is shown in the case N = 1, after taking K = T, t = 2r in Theorem 2, line (1.30)
and translating into our notation, that
∑
|tj |∼T
(−1)αjL (12 + ir, uj × E1(∗, 1/2 − ir))2
cosh(πtj)
≪ (T 2 + |r|4/3)1+ǫ,
for any T, r ≥ 1. In the case r = 0 it is easy to generalize their results to general level N (actually
Motohashi’s original proof in [Mot92] suffices), and show that the Lindelo¨f Hypothesis holds in
the N aspect as well:
∑
|tj |∼T
(−1)αjL (12 , uj × EN (∗, 1/2))2
cosh(πtj)
≪ NT 2+ǫ.
For general r we believe it is likewise easy to see that their argument works for general level.
However, we will leave the dependence on N suppressed, and write
∑
|tj |∼T
(−1)αjL (12 + ir, uj × EN (∗, 1/2 − ir))2
cosh(πtj)
≪N (T 2 + |r|4/3)1+ǫ. (6.3)
We also require the bound of Proposition 4.1 [HHR]:∑
|tj |∼T
| 〈V, uj〉 |2eπ|tj | ≪N0 (ℓ1ℓ2)−kT 2k log(T ). (6.4)
Here there is an important subtlety that we will record for future reference. In (6.4) the
level is in two pieces: N = ℓ1ℓ2N0, where the functions f, g have level N0, and V (z) =
f(ℓ1z)g(ℓ2z)uj(z)y
k. The dependence on ℓ1, ℓ2 is recorded, but the dependence on N0 is poly-
nomial, with an undetermined exponent. We will now suppress the ℓ1, ℓ2 from the notation.
(Alternatively, applying Watson’s formula, [Wat02] one can also bound a single inner product
as follows:
| 〈V, uj〉 |e
π
2
|tj | ≪ N−1|tj |k−1+ǫ
√
|L(1/2, f ⊗ g ⊗ uj)| ≪ N−5/8+ǫ|tj |k+ǫ. (6.5)
Here we have applied the convexity bound in the N and tj aspects, using the fact that the
level of the triple product is N3. The factor N−1 on the right hand side occurs because of our
normalization of the inner product.)
Applying Cauchy-Schwartz, followed by (6.3) and (6.4), it follows that for any T ′ ≫ 1,
N = N0ℓ1ℓ2,∑
|tj |∼T ′
(−1)αjL (1/2 + ir, uj × EN (∗, 1/2 − ir)) 〈uj , V 〉 ≪N T k+ǫ(T ′2 + |r|4/3)
1
2
+ǫ. (6.6)
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Returning to our estimate, by Stirling’s formula, for |tj | ∼ T ′,
Γ
(
1
2 + ir − w − k2 − itj
)
Γ
(
1
2 + ir − w − k2 + itj
)
Γ
(
1
2 − itj
)
Γ
(
1
2 + itj
) ≪γ2,τ T ′−k−2σw . (6.7)
Combining (6.6) and (6.7), the total exponent of T ′ is 1+ǫ−2σw, which is negative for σw > 1/2.
Thus the sum over j converges absolutely for σw > 1/2. The sum decays exponentially in tj in
the region where |tj | < |γ2 − r|. Also, via a dyadic subdivision, it is easily seen that most of
the sum is concentrated in the region |tj| ∼ |γ2 − r|. A version of (6.7) with the dependence
on r and γ2 explicit is
Γ
(
1
2 + ir − w − k2 − itj
)
Γ
(
1
2 + ir − w − k2 + itj
)
Γ
(
1
2 − itj
)
Γ
(
1
2 + itj
) ≪ (1 + |γ2 − r|+ |tj |)−k/2−σw . (6.8)
Notice that only one of the two ratios of gamma functions has contributed to the estimate.
Combining (6.6) and (6.8) gives us
∑
j
Γ
(
1
2 + ir − w − k2 − itj
)
Γ
(
1
2 + ir − w − k2 + itj
)
Γ
(
1
2 − itj
)
Γ
(
1
2 + itj
) (−1)αjL(1
2
+ ir, uj × EN (∗, 1/2 + ir1)
)
〈uj, V 〉
≪
∑
|tj |∼γ2−r
(1 + |γ2 − r|+ |tj |)−k/2−σw (−1)αjL
(
1
2
+ ir, uj × EN (∗, 1/2 + ir1)
)
〈uj , V 〉
≪N (1 + |γ2 − r|)1+k/2−σw+ǫ. (6.9)
The other piece of I(u) is the ratio of gamma functions
Γ (−w + u) Γ (w + k2 + ir1)Γ (w + k2 − ir1)Γ (−ir + w + k2)
Γ (1 + w + u) Γ
(
ir − w + k2
) .
By Stirling’s formula, for |γ|, |γ2| ≫ 1 this is bounded above by
(1 + |γ2 + r1|)(k−1)/2+σw (1 + |γ2 − r1|)(k−1)/2+σw (1 + |γ − γ2|)σu−σw− 12 (1 + |γ2 − r|)2σw
(1 + |γ + γ2|) 12+σu+σw
× e−π2 (|γ2+r1|+|γ2−r1|+|γ−γ2|−|γ+γ2|). (6.10)
The exponent |γ2 + r1|+ |γ2 − r1|+ |γ − γ2| − |γ + γ2| equals
• 2max(|γ2|, |r1|) + 2|γ2| If |γ| ≥ |γ2|, with opposite signs,
• 2max(|γ2|, |r1|)− 2|γ2| If |γ| ≥ |γ2|, with equal signs,
• 2max(|γ2|, |r1|) + 2|γ| If |γ| ≤ |γ2|, with opposite signs,
• 2max(|γ2|, |r1|)− 2|γ| If |γ| ≤ |γ2|, with equal signs.
There is exponential decay in |γ2| for all pairs (γ, γ2), except for the region where γ2, γ have
equal signs and |r1| ≤ |γ2| ≤ |γ|. The integral I(u) is thus bounded above by a multiple of
the same integral restricted to this region. We assume therefore, that γ ≥ γ2 ≥ |r1| ≥ 0 or
γ ≤ γ2 ≤ −|r1| ≤ 0, and restrict ourselves to considering the positive case.
SHIFTED MULTIPLE DIRICHLET SERIES 61
Combining this analysis with (6.9) and (6.10), we have shown that for γ ≥ γ2 ≥ 0 the
integrand of I(u) is bounded above by
(1 + |γ2 + r1|)(k−1)/2+σw (1 + |γ2 − r1|)(k−1)/2+σw (1 + |γ − γ2|)σu−σw− 12 (1 + |γ2 − r|)2σw
(1 + |γ + γ2|) 12+σu+σw
× (1 + |γ2 − r|)1+k/2−σw+ǫ(1 + |r|+ |r1|)ANB0 (ℓ1ℓ2)−k/2
≪ (1 + γ2 + |r1|+ |r|)
3k/2+3σw+ǫ(1 + γ − γ2)σu−σw− 12
(1 + γ + γ2)
1
2
+σu+σw
(1 + |r1|+ |r|)ANB0 (ℓ1ℓ2)−k/2
=
(1 + γ2 + |r1|+ |r|)3k/2+ǫ(
(1 + γ)2 − γ22
)1/2
(
(1 + γ2 + |r1|+ |r|)3
(1 + γ)2 − γ22
)σw (1 + γ − γ2
1 + γ + γ2
)σu
(1+|r1|+|r|)ANB0 (ℓ1ℓ2)−k/2.
(6.11)
for some A,B > 0.
The function h that we are using decays exponentially quickly away from the region |γ−T | ≪
Tα. The Stirling formula asymptotics remain valid for σu/γ approaching 0, and in particular,
if we move the u line of integration to σu = c(N0, r1, r)T
α−ǫ, for some c ≫ 1. Poles of
Γ(1/2 − u) are crossed over at points u = 1/2 + ℓ, for ℓ ≥ 0, but the residues are weighted by
the exponentially decaying h and their total contribution is exponentially decaying in T .
Consider the region where γ2 ≥ T β, for some β > 0. In this region, extracting from (6.11)
the part of the upper bound above that is raised to the power σu, we have(
1 + γ − γ2
1 + γ + γ2
)σu
=
(
1− γ21+γ
1 + γ21+γ
)σu
≪
(
1− T
β
T
)c(N0,r1,r)Tα−ǫ
≪ e−c(N0,r1,r)Tα+β−1−ǫ.
This will decay exponentially quickly in T when α + β > 1 + 2ǫ. For fixed σw, the remaining
factors of (6.11) are bounded above by γC , for fixed C and thus the entire contribution of (6.11),
and hence of I(u, h) decays exponentially in T . The remaining integral over u contributes, by
Stirling, and the definition of h, a factor of T 2−k. It follows that for α + β > 1 + 2ǫ the
contribution from γ2 ≥ T β decays exponentially in T .
Now consider the contribution from γ2 such that γ2 ≤ T β, and take β ≤ 2/3 − ǫ. Factoring
out the part of (6.11) raised to the power σw, we have(
(1 + γ2)
3
(1 + γ)2 − γ22
)σw
≪ T
3βσw
T 2σw
≪ T−3ǫσw .
Finally, move σu to (c + 1)/ǫ, and σw to c/ǫ, for sufficiently large c >> c(N0, k). In the
shifted integral the product in (6.11) is seen to be less than T−3c, for c ≫ 1. However,
poles of Γ(1−k2 − τ − w ± itj) are passed over, contributing on the order of c/ǫ residues at
1−k
2 + ir − w ± itj = −ℓ, for ℓ ≥ 0. The residues at these points have already been labeled
as h˜
(3)R
ℓ (t; 1/2 + ir, ir1, ν2), and thus the contribution of E
(3)
f,φ2
(r, r1) decays to an arbitrary
polynomial degree, with the exception of the sum of residues∑
0≤ℓ<c/ǫ
∑
j
h˜
(3)R
ℓ (tj ; 1/2 + ir, ir1, ν2) 〈uj , Uf,φ2〉 (−1)αjL
(
1/2 + ir, E
(k)
N (∗, 1/2 + ir1)× uj
)
.
(6.12)
This contribution will be dealt with in the next section.
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6.2. The estimation of E
(3)
f,E
(k)
N (∗,1/2+ir1),φ2)
II : Residues. Let
R
f,E
(k)
N (∗,1/2+ir1),φ2
(1/2+ir) := R
f,E
(k)
N (∗,1/2+ir1),φ2,cusp
(1/2+ir)+R
f,E
(k)
N (∗,1/2+ir1),φ2,cont
(1/2+ir),
with
R
f,E
(k)
N (∗,1/2+ir1),φ2,cusp
(1/2 + ir)
:=
k
2∑
ℓ=0
∑
j
h˜
(3)R
ℓ (tj; 1/2 + ir, ir1, ν2) 〈uj, Uf,φ2〉 (−1)αjL
(
1/2 + ir, E
(k)
N (∗, 1/2 + ir1)× uj
)
and
R
f,E
(k)
N (∗,1/2+ir1),φ2,cont
(1/2 + ir)
:=
k
2∑
ℓ=0
∑
a
1
4π
∫ ∞
−∞
h˜
(3)R
ℓ (t; 1/2 + ir, ir1, ν2) 〈Ea(∗, 1/2 + it), Uf,φ2〉
× L
(
1/2 + ir, E
(k)
N (∗, 1/2 + ir1)× Ea(∗, 1/2 − it)
)
dt,
with
h˜
(3)R
ℓ (t; 1/2 + ir, ir1, ν2) =
1
ℓ!
(4π)kik
π
√
π
∑
±
Γ (s+ ℓ± it+ ir1) Γ (s+ ℓ± it− ir1) Γ (−ℓ∓ 2it)
Γ
(
k
2 − ℓ∓ it+ ν¯2
)
Γ
(
k
2 − ℓ∓ it− ν¯2
)
× 1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)uΓ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(
k
2 + ir1 + u
)
Γ
(
k
2 + ir1 − u
) Γ
(−12 − ir + k2 − ℓ∓ it+ u)
Γ
(
3
2 + ir − k2 + ℓ± it+ u
) du.
as given in (6.1), at s = 1/2 + ir. We will also include the extensions of these sums to
k/2 < ℓ < c/ǫ, as mentioned at the end of the previous section. Thus the objective of this
section is to bound
R′
f,E
(k)
N (∗,1/2+ir1),φ2,cont
(1/2 + ir)
=
∑
ℓ<c/ǫ
(4π)kik
π
3
2
∑
a
1
4π
∫ ∞
−∞
h˜
(3)R
ℓ (t; 1/2 + ir, ir1, ν2) 〈Ea(∗, 1/2 + it), Uf,φ2〉
× L
(
1/2 + ir, E
(k)
N (∗, 1/2 + ir1)× Ea(∗, 1/2 − it)
)
dt.
By Stirling, and (6.6), the exponential contribution to the cuspidal part of the termR
f,E
(k)
N (∗,1/2+ir1),φ2,cusp
(1/2+
ir) is
exp
(
−π
2
(|r − tj + r1|+ |r − tj − r1|+ 2|γ|+ |γ + tj − r| − |r1 + γ| − |r1 − γ| − |γ − tj + r|)
)
= exp
(
−π
2
(2max(|r − tj|, |r1|) + 2|γ| − 2max(|γ|, |r1|) + |γ + tj − r| − |γ − tj + r|)
)
The key thing is to first verify that this exponent is always non-positive, and second, to deter-
mine the regions where the exponential decay vanishes. By symmetry we will restrict ourselves
to the case γ ≥ 0. We will also restrict ourselves to the case |r|, |r1| ≤ γ. An examination of
various cases shows that for γ ≥ 0, the exponent will be 0 precisely when γ ≥ |tj − r| ≥ |r1|,
with tj ≤ 0, r ≥ 0.
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Recall that h concentrates u = σu + iγ near |γ − T | ≪ Tα. As noted previously, we may
move σu anywhere satisfying 1 + ǫ ≤ σu ≤ Tα−ǫ without altering this property of h. It follows
that for σu in this range, the sum over j converges absolutely and
R′
f,E
(k)
N (∗,1/2+ir1),φ2,cusp
(1/2 + ir)
≪
∑
ℓ<c/ǫ
T 1+α
∑
|tj |≤T−|r|
Γ (2itj − ℓ) Γ
(
1
2 + ir − itj + ℓ+ ir1
)
Γ
(
1
2 + ir − itj + ℓ− ir1
)
Γ
(
k
2 + itj − ℓ+ ν¯2
)
Γ
(
k
2 + itj − ℓ− ν¯2
)
× Γ
(
1
2 + u
)
Γ
(
1
2 − u
)
Γ
(−12 − ir + k2 + itj − ℓ+ u)
Γ
(
k
2 + ir1 + u
)
Γ
(
k
2 + ir1 − u
)
Γ
(
3
2 + ir − k2 − itj + ℓ+ u
)
× 〈uj , Uf,φ2〉 (−1)αjL
(
1/2 + ir, E
(k)
N (∗, 1/2 + ir1)× uj
)
. (6.13)
Here u = σu + iT .
Applying Stirling’s formula to two of the gamma factors, we find that, as r > 0, tj < 0,
Γ
(−12 − ir + k2 + itj − ℓ+ u)
Γ
(
3
2 + ir − k2 − itj + ℓ+ u
) ≪ (T − |tj| − |r|)k/2−1−ℓ+σu
(T + |tj|+ |r|)1−k/2+ℓ+σu
.
This contains the factor (
T − |tj | − |r|
T + |tj |+ |r|
)σu
Suppose first that |r|+ |tj | > T 1−α+ǫ. Then(
T − |r| − |tj |
T + |r|+ |tj |
)σu
≪
(
1− 1
Tα−ǫ
)σu
.
Choosing σu > CT
α−ǫ log (TN(1 + |r|)) gives us(
1− 1
Tα−ǫ
)σu
≪ (TN(1 + |r|))−C ,
which will dominate the remainder of the integral for C sufficiently large.
We have now reduced ourselves to the case |tj |+ |r| ≤ T 1−α+ǫ. The sum over |tj| ≤ T 1−α+ǫ−
|r| can be broken up into a dyadic sum and is bounded above by an estimate for the sum over
|tj|+ |r| ∼ T 1−α+ǫ. Thus, including the estimates above, and bounding the remaining gamma
factors of (6.13) by Stirling, and referring to (6.6), with T ′ = T 1−α+ǫ, we find that
R′
f,E
(k)
N (∗,1/2+ir1),φ2,cusp
(1/2 + ir)≪N
∑
ℓ<c/ǫ
Tα−2ℓ+(1−α+ǫ)(3/2+3ℓ+ǫ).
The right hand side makes it clear that we must choose α ≥ 1/3, as otherwise the exponent
will grow with ℓ. If α = 1/3, this becomes
R′
f,E
(k)
N (∗,1/2+ir1),φ2,cusp
(1/2 + ir)≪r,r1,N T 4/3+ǫ
′
,
while choosing α = 1 gives us
R′
f,E
(k)
N (∗,1/2+ir1),φ2,cusp
(1/2 + ir)≪r,r1,N T 1+ǫ
′
.
In general, for 1 ≥ α ≥ 1/3,
R′
f,E
(k)
N (∗,1/2+ir1),φ2,cusp
(1/2 + ir)≪N T 3/2−α/2+ǫ′ .
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If |r| ≥ T 1−α+ǫ then the case |tj|+ |r| ≤ T 1−α+ǫ never occurs, and
R′
f,E
(k)
N (∗,1/2+ir1),φ2,cusp
(1/2 + ir)≪N T (1 + |r|))−C .
If |r| ≤ T 1−α+ǫ then for α = 1/3 we obtain
R′
f,E
(k)
N (∗,1/2+ir1),φ2,cusp
(1/2 + ir)≪N T 4/3+ǫ′ .
The contribution from R
f,E
(k)
N (∗,1/2+ir1),φ2,cont
(1/2 + ir) is bounded in a similar way, and con-
tributes a smaller amount.
6.3. The estimation of E
(1)
f,E
(k)
N (∗,1/2+ir1),gyk/2
(s). Recall that
E
(1)
f,E
(k)
N (∗,1/2+ir1),gyk/2
(s)
=


∑
j
Γ
(
k
2 +
1
2 + ir1
)
Γ
(−k2 + 12 + ir1) h˜
(1)(t; s, ir1, k/2 − 1/2)
〈
uj , Uf,gyk/2
〉
L
(
s, uj × E(k)N (∗, 1/2 + ir1)
)
+
∑
a|N
1
4π
∫ ∞
−∞
Γ
(
k
2 +
1
2 + ir1
)
Γ
(−k2 + 12 + ir1) h˜
(1)(t; s, ir1, k/2 − 1/2)
〈
E1/a (∗, 1/2 + it) , Uf,gyk/2
〉
L
(
s,E1/a(∗, 1/2 − it)×E(k)N (∗, 1/2 + ir1)
)
dt
}
, (6.14)
where
Γ
(
k
2 +
1
2 + ir1
)
Γ
(−k2 + 12 + ir1) h˜
(1)(t; s, ir1, k/2 − 1/2)
= −(4π)
k cos(πir1)
π
√
π
1
2πi
∫
(σu=1/2+2ǫ)
h(u/i)u tan(πu)
Γ
(
k
2 + ir1 + u
)
Γ
(
k
2 + ir1 − u
)
× 1
2πi
∫
(σw=1/2−ǫ)
Γ
(−w + k2 + u)Γ (−w + k2 − u)Γ (w − ir1) Γ (w + ir1)
Γ
(
s− w + k − 12
)
Γ
(
s− w + 12
)
× Γ (s−w + it) Γ (s− w − it) dw du. (6.15)
Here we take s = 1/2+ ir, and r1 = ±r. The exponential decay arising from the gamma factors
and cos(πir1) is
exp
(
−π
2
(−2|r1|+ 2max(|γ2|, |r1|)− 2|r − γ2|+ 2max(|r − γ2|, |tj |))
)
.
There is exponential decay except if |γ2| ≤ T , |r − γ2| ≥ |tj | and |γ2| ≤ |r1|. For each j, the
product of cos(πir1) times the gamma function ratio is bounded above as follows:
cos(πir1)Γ
(−w + k2 + u)Γ (−w + k2 − u)Γ (w − ir1) Γ (w + ir1)
Γ
(
k
2 + ir1 + u
)
Γ
(
k
2 + ir1 − u
)
Γ (ir − w + k) Γ (1 + ir − w)
× Γ
(
1
2
+ ir − w + itj
)
Γ
(
1
2
+ ir −w − itj
)
≪ T−2σw (|γ2| − |r1|)
σw−1/2 (|γ2|+ |r1|)σw−1/2
(|γ2 − r|)−2σw+k
Γ
(
1
2
+ ir − w + itj
)
Γ
(
1
2
+ ir − w − itj
)
≪ T−2σw |r|4σw−1−kΓ
(
1
2
+ ir − w + itj
)
Γ
(
1
2
+ ir − w − itj
)
.
The estimate improves if w is shifted to σw = 1/2 + ℓ
′ + ǫ, with ℓ′ < k/2. Simple poles are
passed over at w = 1/2+ i(r+ tj)+ ℓ, with ℓ ≤ ℓ′. The sum of the residues at these poles, after
the u integration is performed, give the largest contribution to E
(1)
f,E
(k)
N (∗,1/2+ir1),gyk/2
(1/2 + ir).
As
Resw=1/2+i(r+tj)+ℓΓ
(
1
2
+ ir − w + itj
)
Γ
(
1
2
+ ir − w − itj
)
≪ (1 + |tj |)−1/2−ℓ ,
For each ℓ this contribution is bounded above by
Tα−2ℓ|r|1/2+3ℓ−k
×
∑
|tj |≪|r|
〈
E1/a (∗, 1/2 + it) , Uf,gyk/2
〉
L
(
s,E1/a(∗, 1/2 − it)× E(k)N (∗, 1/2 + ir1)
)
.
Referring to (6.6), with T ′ = |r|, this is bounded above by
Tα−2ℓ|r|1/2+3ℓ−k+k+1+ǫ = Tα|r|3/2+ǫ
( |r|3
T 2
)ℓ
. (6.16)
For |r| < T 2/3 this will be bounded above by our main term, which is on the order of T 1+α.
In the shifted integral, we have
Γ
(
1
2
+ ir −w + itj
)
Γ
(
1
2
+ ir − w − itj
)
≪ (1 + |tj|)−2σw ,
Integrating over u, and w with |γ2| ≤ |r|, and app;lying (6.6) again, the shifted integral is
bounded above by
T 1+α|r|1+ǫ
( |r|
T
)2σw
,
Taking |r| < T 2/3, this is bounded above by (6.16) as long as σw > 3. This concludes the proof
of Proposition 6.1.
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