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Abstract: The application and validation, with respect to the transformation, breaking and run-up of
irregular waves, of an unstructured high-resolution finite volume (FV) numerical solver for the 2D extended
Boussinesq-type (BT) equations of Nwogu (1993) is presented. The numerical model is based on the
combined FV approximate solution of the BT model and that of the nonlinear shallow water equations
(NSWE) when wave breaking emerges. The FV numerical scheme satisfies the desired properties of well-
balancing, for flows over complex bathymetries and in presence of wet/dry fronts, and shock-capturing for
an intrinsic representation of wave breaking, that is handled as a shock by the NSWE. Several simulations
and comparisons with experimental data show that the model is able to simulate wave height variations,
mean water level setup, wave run-up, swash zone oscillations and the generation of near-shore currents
with satisfactory accuracy.
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Propagation des vagues irrégulières avec un modèle Boussinesq
2DH et un schéma de volumes finis non-structurés
Résumé : On présente la validation d’un code Boussinesq non-structuré utilisant les equations de Nwogu
sur simulation de la transformation et du déferlement de vagues correspondantes à des états de mer ir-
réguliers. Le code résout les equations de Boussinesq par une méthode de type Volumes Finis (VF) avec
une approximation de type Shallow-Water dans les régions déferlantes. Le schéma VF utilisé est well-
balanced pour des bathymétries arbitraires et en présence de fronts secs. Les propriétés de capture de
choc du schéma utilisé permettent aussi de représenter correctement les fronts déferlants par des ressauts,
grace à l’utilisation locale des équations shallow water. La comparaison avec une large base de données
expérimentales démontre le potentiel de l’approche proposée pour prédire avec une précision satisfaisante
les hauteurs d’eau, le setup, l’inondation et l’oscillation dans la région de swash.
Mots-clés : vagues irréguliers, equations de type Boussinesq, Volumes Finis, non-structuré
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1 Introduction
Accurate simulations of near-shore hydrodynamics is of fundamental importance to marine and coastal
engineering. Wind and swell gravity water waves propagate towards the coastline in groups of high- and
low-frequency waves which shoal in shallow waters and eventually break on the beach. As such, near-
shore hydrodynamics are strongly influenced by the evolution of both high- and low-frequency waves
and their interactions. Due to their dispersive nature, these wave groups are transient and evolve in space
and time leading to wave focusing that can potentially result to the formation of extreme or rogue waves.
In addition to the formation of extreme waves, the focusing of wave energy, along with the wave height
variation across the group, forces low-frequency long waves that propagate with the wave group. These
group bound long waves may be amplified by continued forcing during shoaling of the short-wave groups
in shallower water. In sufficiently shallow water, the short waves within the group break at different
depths, leading to further long-wave forcing by the varying breakpoint position. The influence of low-
frequency waves on the short wave field is important, as it has been suggested that their presence might
lead to the de-saturation of the surf zone at short wave frequencies. Furthermore, low-frequency motions,
which contribute significantly to surf and swash zone energy levels, are relevant to sediment mobility,
harbor oscillations, and coastal inundation.
Important physical effects associated with nonlinear transformations of sea waves in near-shore re-
gions can be described by Boussinesq-type equations (BTE). BTE are more appropriate for describing
flows in deeper waters where frequency dispersion effects may become more important than nonlinearity
by introducing dispersion terms in the modeling thus being more suitable in waters where dispersion be-
gins to have an effect on the free surface. Over the last decades, BTE have been widely used to describe
wave transformations in coastal regions. For very recent comprehensive reviews on the theory, numer-
ics and applications of BT models we refer to the review works in [8, 24]. The success of the BTEs is
mainly due to the optimal blend of physical adequacy, in representing all main physical phenomena, and
to their relative computational ease. However, the accurate and efficient numerical approximation of BT
equations is still in the focus of on-going research especially in terms of higher-order numerics and the
adaptive mathematical/numerical description of the flow. The first set of extended BTE was derived by
Peregrine [34], under the assumption that nonlinearity and frequency dispersion are weak and they are
limited to relatively shallow water due to the weak dispersion. Subsequent attempts to extent the validity
and applicability of these so-called standard Boussinesq equations have been successful. Madsen and
Sorensen [29] and Nwogu [33] have extended their validity by giving a more accurate representation of
the phase and group velocities in intermediate waters, closely relating to linear wave theory. Furthermore,
significant effort has been made in recent years into advancing the nonlinear and dispersive properties of
BT models by including high order nonlinear and dispersion terms, we refer to [24] and references therein,
which in turn are more difficult to integrate and thus require substantially more computational effort in
their numerical integration. Further, the correct representation of the low-frequency wave generation and
evolution is a requirement for near-shore simulation models. To this end, the achievement of a good mod-
eling of low-frequency motion is closely related to an accurate simulation of nonlinear energy transfers,
breaking-induced energy dissipation and swash zone motion; hence, an appropriate treatment of the wave
breaking and wave run-up/run-down processes is very important.
The present work is complementary to [21, 22] where, for the first time, a high-order well-balanced
unstructured finite volume (FV) scheme on triangular meshes was presented for modeling weakly non-
linear and weakly dispersive water waves over slowly varying bathymetries, as described by the 2D
depth-integrated BTE of Nwogu [33]. The FV scheme numerically solves the conservative form of the
equations following the median dual node-centered approach, for both the advective and dispersive part
of the equations. For the advective fluxes, the scheme utilizes an approximate Riemann solver along with
a well-balanced topography source term upwinding. Higher order accuracy in space and time is achieved
through a MUSCL-type reconstruction technique and through a strong stability preserving explicit Runge-
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Kutta time stepping. The model aims at combining the best features of the two families of equations: the
propagation properties of Boussinesq equations and the shock-capturing features of the NSWE. At this
purpose, it solves Boussinesq equations where nonlinear and dispersive effects are both relevant and
NSWE where nonlinearity prevails and dispersion is negligible. To this end, a new methodology was
presented in [22] to handle wave breaking over complex bathymetries in extended two-dimensional BT
models. Certain criteria, along with their proper implementation, were established to characterize break-
ing waves. Once breaking waves are recognized, a switching is performed locally in the computational
domain from the BTE to NSWE by suppressing the dispersive terms in the vicinity of the wave fronts.
Thus, the shock-capturing features of the FV scheme enable an intrinsic representation of the breaking
waves, which are handled as shocks by the NSWE. An additional methodology was presented on how
to perform a stable switching between the BTE and NSWE within the unstructured FV framework The
proposed approach is essential and has been proven efficient, especially in two dimensional conditions,
for regular wave propagation. Since the model is intended for practical, engineering purposes it aims
at accurately simulating the global effects of wave-breaking i.e. wave height decay, mean water level
setup, current generation. Hence, the proposed model’s its application and validation, with respect to the
transformation, breaking and run-up of irregular waves is the main scope of this presentation
2 Mathematical Model
The model equations solved in the present work, following [21, 22], are the extended BT equations of
Nwogu [33] which describe weakly non-linear weakly dispersive water waves in variable bathymetries.
They were derived under the assumption that the wave height (A) to constant water depth (h) ratio, ε :=
A/h, which measures the weight of nonlinear effects, and the square water depth to wave length (L) ratio
µ2 := h2/L2, which represents the dimension of the dispersive effects, is of the same order with, i.e.
the Stokes number S := ε/µ2 = O(1). The equations provide accurate linear dispersion and shoaling
characteristics for values of kh up to 3 (intermediate water depths), where k is the wave number and kh
is essentially a scale of the value of µ, providing a correction of O(µ2) to the shallow water theory. By
retaining O(µ2) terms in the derivation of the models some vertical variations in the horizontal velocity
are included even though the explicit appearance of the vertical coordinate has been removed from the
continuity and momentum equations by integration.
Using the velocity vector [u, v]T = u ≡ ua at an arbitrary distance, za, from the still water level, h, as
the velocity variable, an optimum value of za = −0.531h is derived so that the dispersion properties of the
equations most closely approximate those defined by linear wave theory, making the equations applicable
to a wider range of water depths compared to the classical Boussinesq equations. Following [21] the
vector conservative form of the equations reads as:
∂tU + ∇ · H(U?) = S on Ω × [0, t] ⊂ R2 × R+, (1)
where Ω × [0, t] is the space-time Cartesian domain, U? = [H, qx, qy]T = [H,Hu,Hv]T are the physically
conservative variables, with H being the total water depth and q = [qx, qy]T are the volume fluxes along
the x and y directions, U is the vector of the actual solution variables and H = [F,G] the nonlinear flux
vectors given as
U =
 HP1P2
 , F =

qx
q2x/H +
1
2
gH2
qxqy/H
 , G =

qy
qxqy/H
q2y/H +
1
2
gH2
 ,
where
P =
[
P1
P2
]
= H
[
z2a
2
∇(∇ · u) + za∇(∇ · hu) + u
]
. (2)
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The source term vector, S = Sb + S f + Sd, includes the bed topography’s, b(x, y), slope Sb, the bed friction
effects S f , and the dispersive terms Sd. These terms read as
Sb =
 0−gH∂xb
−gH∂yb
 , Sd =
 −ψc−uψc + ψMx
−vψc + ψMy
 .
with
ψc = ∇ ·
[(
z2a
2
−
h2
6
)
h∇(∇ · u) +
(
za +
h
2
)
h∇(∇ · hu)
]
, (3)
and
ψM =
[
ψMx
ψMy
]
= ∂tH
z2a
2
∇(∇ · u) + ∂tHza∇(∇ · hu). (4)
The bed friction effects are approximated by the quadratic law:
S f =

0
−
fw
2
qx‖q‖h−2
−
fw
2
qy‖q‖h−2

where fw is the bed friction coefficient, typically in the range of O(10−3) to O(10−2), depending on the
Reynolds number and the bed material.
Equations (1) have flux terms identical as those in the NSW equations and variables P contain all time
derivatives in the momentum equations, including part of the dispersion terms. The dispersion vector Sd
contains only spatial derivatives since ∂tH is explicitly defined by the mass equation. It is obvious that the
NSW equations are a subset of the BT equations since equations (1) degenerate into the NSW equations
when the dispersive terms in P and Sd are vanishing.
2.1 Wave generation
The internal generation of wave motion is performed following the approach of Wei et al. [51]. The
method employs a source term added to the mass equation. This source function was obtained using
Fourier transform and Green’s functions to solve the linearized and non-homogeneous equations of Pere-
grine and Nwogu. In the present model, this source function wave making method is adopted in order to
let the reflected waves outgo through the wave generator freely.
To obtain a desired oscillation signal in the wave generating area, a source function S (x, t) is added
into the mass conservation equation at each time step, which is expressed as
S (x, t) = D∗ exp
(
σ(x − xs)2
)
sin(λy − ωt) (5)
in which
σ =
5
(δL/4)2
=
80
δ2L2
(6)
where L is the wave length, ω the wave frequency, θ the wave incident angle, λ(= ky = k sin θ) the wave
number in the y−direction, xs is the location of the center of the wave-making area, δ is a parameter that
influences the width W = δL/2 of the wave generator area and D∗ is the source function’s amplitude. For
a monochromatic wave, D∗ is defined as
D∗ =
2
√
σA0 cos θ
(
ω2 − α1gk4h3
)
ωk
√
π exp(−l2/4σ)
[
1 − α(kh)2
] (7)
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where h is again the still water level at the wave generation region, A0 the wave amplitude, l(= kx =
k cos θ) the wave number in the x−direction, α = −0.390 and α1 = α + 1/3.
For irregular waves and following [19] we use the linear superposition of component waves. Ac-
cording to the irregular wave concept of Longuet-Higgings et al. [27] the water surface elevation can be
described by
η(t) =
∞∑
i=1
ai cos(ωit + εi)
where, ai andωi represent the amplitude and frequency of the component wave respectively and εi denotes
the initial phase of the component wave, which is distributed randomly in the range of [0, 2π] . This means
that each component wave has its deterministic amplitude and frequency. The source function now reads
as:
S (x, t) = exp
(
σ(x − xs)2
) M∑
i=1
D∗i sin(λiy − ωit + εi) (8)
where the source function’s amplitude is now
D∗i =
2
√
σAi cos θi
(
ω2i − α1gk
4
i h
3
)
ωki
√
π exp(−l2i /4σ)
[
1 − α(kih)2
] (9)
with li = ki sin(θi). For the wave making area W we use the maximum wavelength between the compo-
nents.
The BT equations of Nwogu that we use in this work are restricted to h/L values less than 1/2.. More
precisely using a value of α = −0.39 in the range 0 < h/L < 1/2 gives an error of the normalised phase
speed of less than 2% [33]. Beyond this range errors in the linear dispersion relationship grow, hence one
should be careful when testing to accurately represent the free waves at the given frequency. Following
[47, 30] the wave generator is placed, each time, at the position with the appropriate water depth.
3 The Numerical Methodology
To numerically solve BT system (1), the high-resolution shock-capturing finite volume (FV) scheme pro-
posed in [21, 22] has been implemented. We will briefly review it here, for completeness. The considered
FV approach is of the vertex-centered median-dual type where the control volumes are elements dual to a
primal triangulation of the computational domain Ω. Referring to Fig. 1, the boundary ∂CP of a compu-
tational cell CP, around an internal vertex P, is defined by connecting the barycenters of the surrounding
triangles with the mid-points of the corresponding edges that meet at vertex P.
After integration of (1) over each computational cell and application of the Gauss divergence theorem
the semi-discrete form of the scheme follows the usual FV formulation and reads as
∂UP
∂t
= −
1
|CP|
∑
Q∈KP
F̃ PQ −
1
|CP|
F̃ P,Γ +
1
|CP|
∑
Q∈KP
{"
CP.
S dΩ
}
, (10)
where UP is the volume-average value of the conserved-like quantities at a given time, KP is the set of
neighboring vertices to P, Γ is the boundary of Ω and F̃ PQ and F̃ P,Γ are the numerical flux vectors across
each internal and boundary face, respectively. Assuming a uniform distribution ofH over ∂CPQ, equal to
its value at the midpoint M of edge PQ, these fluxes are approximated as
F̃ PQ =
∮
∂CPQ
(
Fñx + Gñy
)
dl ≈
(
Fñx + Gñy
)
M
∥∥∥nPQ∥∥∥ = (FnPQx + GnPQy)M . (11)
Inria
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Figure 1: Median-dual computational cell definition (left) and boundary cell definition (right)
where ñ = [ñx, ñy] is the unit outward normal vector to the boundary Ω and nPQ = [nPQx, nPQy] is the
outward normal vector to the common face of the cells CP and CQ. To evaluate the product FnPQx +GnPQy
at M, a one dimensional Riemann problem is assumed, between the left and right states existing at the
two sides of M, defined by the vectors U?LPQ and U
?R
PQ respectively. The numerical fluxes (11) in (10) were
evaluated by the popular approximate Riemann solver of Roe [36].
The above scheme is only first-order accurate if a constant distribution of the physical variables is
assumed in each cell CP, i.e. U?LPQ = U
?
P and U
?R
PQ = U
?
Q. For BT models higher-order accuracy of the
first-order derivatives is required so that the truncation errors in the numerical scheme are smaller than
the dispersion terms present in the model. The MUSCL methodology of van Leer [49], extended to the
node-centered unstructured formulation, has been adopted as to achieve higher-order spatial accuracy.
To this extend, the numerical fluxes are evaluated by linearly extrapolated U?RPQ and U
?L
PQ values at the
midpoint M of edge PQ, using extrapolation gradients obtained using a combination of centered and
upwind gradients [13, 21, 1, 40]. In that way, a third-order-accurate upwind-biased scheme is constructed,
reducing the numerical dissipation introduced to the numerical fluxes computation. Following [2, 3, 4],
the average of the gradient (∇w)P in a cell, which is necessary for the higher-order reconstruction and for
the discretization of the dispersion terms later on, is computed in the region ΩP which is described by the
union of all triangles which share the vertex P. Thus, for a vertex P it holds that
(∇w)P =
1
|CP|
∑
Q∈KP
1
2
(
wP + wQ
)
nPQ. (12)
The integral average of the divergence of the velocity vector is computed applying again the divergence
theorem and by approximating the line integrals using the trapezoidal quadrature rule, [21], leading to
(∇ · u)P =
1
|CP|
∑
Q∈KP
1
2
(uP + uQ) · nPQ. (13)
Further, in cases were the nonlinearity prevails, and as such the dispersion terms are negligible (e.g. when
the NSWE are solved), the use of a slope limiting procedure is necessary as to reduce oscillations and
new extrema that can appear around shocks. In this work, the edge-based nonlinear slope limiter of Van
Albada-Van-Leer is used [1, 13, 17, 40, 48]. Details for the applied MUSCL-type reconstruction can be
found in [21, 13].
To obtain a well-balanced FV scheme, an upwind discretization approach for the bed topography
source term is adopted to satisfy the so-called C−property in hydrostatic (flow at rest) conditions [7, 20,
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32]. To this end, the topography source term, Sb must be linearized in the same way and evaluated in the
same Roe-average states as the flux terms. More details can be found in [21, 22]. Moreover, in wet/dry
fronts special considerations are needed to accurately model transition between wet and dry areas and
maintain the high-order spatial accuracy and mass conservation. As identified in [35, 13, 21], and we
briefly list here for completeness, the following issues have are addressed:
• Dry cell identification. Computational cells with water depth H < εwd are considered as dry, where
εwd is a tolerance parameter computed from grid geometrical quantities [35, 13].
• Conservation of flow at rest with dry regions. A FV scheme has to satisfy the extended C-property
[11]. We redefine the bed elevation at the emerging dry cell following [12, 9, 32, 13, 10] to obtain
an exact balance at the front between the bed slope and the hydrostatic terms for steady conditions.
• Consisted depth reconstruction in dry regions. In a wet/wet steady case, in each computational
cell were the MUSCL reconstruction for b involves dry cells (∇H)P = −(∇b)P must be inforced to
maintain higher-order accuracy [13].
• Flow in motion over adverse slopes. For flow in motion and at wet/dry fronts we impose, temporar-
ily, u = 0 for the computation of the numerical fluxes and source terms, following [11, 12, 32].
• Water depth positivity and mass conservation. To avoid computing negative water depths in drying
cells and to achieve absolute mass conservation, we follow treatments proposed in [9, 26, 13].
For the discretisation of the dispersion terms we assume a uniform distribution of the integrated
quantities over ∂CPQ equal to their values at the midpoint M of the edge PQ. The mass equation in
(1) contains the integral average of the dispersive term ψC and to approximate this term, we use the
divergence theorem, which leads to
(ψc)P ≈
1
|CP|
∑
Q∈KP
{[(
z2a
2
−
h2
6
)
h
]
M
[
∇(∇ · u) · nPQ
]
M +
[(
za +
h
2
)
h
]
M
[
∇(∇ · hu) · nPQ
]
M
}
. (14)
In (14) we require the evaluation of the gradient of the divergence of u and hu along the edge midpoints M.
Hence, the evaluation of the gradient of a quantity w at M requires the definition of a new computational
cell constructed by the union of the two triangles which share edge PQ. By denoting with KPQ :={
R ∈ N | R is a vertex of MPQ
}
we obtain
(∇w)M =
"
MPQ
∇wdΩ =
∮
∂MPQ
wñRQdl =
∑
R,Q∈KPQ
RQ∈∂MPQ
1
2
(
wR + wQ
)
nRQ, (15)
with nRQ the vector normal to the edge RQ.
Next, for the the dispersive source terms in the momentum equations we have
1
|CP|
"
CP
−uψc + ψMdΩ = −uP
"
CP
ψcdΩ +
1
|CP|
"
CP
ψMdΩ. (16)
The first term of the right hand side of the equation is discretized as before in (14) and the second term
takes the discrete form:
(ψM)P =
1
|CP|
"
CP
ψMdΩ =
1
|CP|
"
CP
∂tH
z2a
2
∇(∇ · u) + ∂tHza∇(∇ · hu)dΩ (17)
≈
[
∂tH
z2a
2
]
P
|CP| [∇(∇ · u)]P + [∂tHza]P |CP| [∇(∇ · hu)]P ,
Inria
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where the divergence (∇ · u)P and (∇ · hu)P are computed again using formula (12).
Concerning the time discretization, an optimal third order explicit Strong Stability-Preserving Runge-
Kutta (SSP-RK) method was adopted [43, 21] under the usual CFL stability restriction. After each time
step in the RK scheme, the values of the velocities u = [u, v]T must be extracted from the new solution
variable P = [P1, P2]T, from the momentum equation. The discretization of P results into a linear system
MV = C with M ∈ R2N×2N , V = [u1,u2, · · · uN]T and C = [P1,P2, · · ·PN]T. Matrix M is a sparse, mesh
dependent and structurally symmetric. Keeping in mind that u is our unknown velocity vector at each
mesh node, each two rows of the matrix correspond to a vertex P ∈ {1, 2, . . . ,N} on the grid and for each
such vertex equation (2) holds. Using (12) to discretize equation (2) and replacing the arithmetic average
in equation (12) by the values at the midpoints M of the edges equation (2) reads as:
HP
 (z2a)P2 1|CP|
∑
Q∈KP
(∇ · u)MnPQ +
(za)P
|CP|
∑
Q∈KP
(∇ · hu)MnPQ + uP
 = PP. (18)
After some calculations the sparse 2N × 2N linear system to be solved can be presented in a compact
form, as:
(z2a)P
2|CP|
∑
Q∈KP
(
AQuQ + APuP
)
+
(za)P
|CP|
∑
Q∈KP
(
BQuQ + BPuP
)
+ I2uP =
1
HP
PP, P = 1 . . .N, (19)
where the sub-matrices AQ,AP,BQ,BP, depend only on the geometric quantities nPQ and area |MPQ|.
The properties of the sparse matrix vary depending on the physical situation of each problem solved,
the type of the grid used and the number of the nodes on the grid. The matrix was stored in the compressed
sparse row (CSR) format of and linear system was solved using the Bi-Conjugate Gradient Stabilized
method (BiCGStab) [38]. The ILUT pre-conditioner from SPARSKIT package [38] was implemented
and the reverse Cuthill–McKee (RCM) algorithm [16] was also employed to reorder the matrix elements
as to minimize the matrix bandwidth. Convergence to the solution was obtained in one or two steps for
the test problems presented in following sections.
3.1 Wave breaking
For treating breaking waves the hybrid wave breaking model of Kazolea et al. [22] is implemented.
This is a phase resolving model and up to now this treatment of breaking has only be tested on regular
waves [15, 22]. It is based on a hybrid BT/NSWE approach [22, 46] meaning that when a wave breaking
interface occurs, BTEs are turned into NSWE by switching off the dispersive terms. In this way, the wave
breaking interface is treated as a bore by the NSWE and the shock capturing FV scheme. The model is
described briefly below:
1. Using a new set of physical criteria we first estimate the location of breaking waves and then the
NSWE are solved in the breaking regions and BTEs elsewhere. More precisely the criteria for
triggering the wave breaking modeling within the FV scheme are
• the surface variation criterion: |∂tη| ≥ γ
√
gh
• the local slope angle criterion: ‖∇η‖2 ≥ tan(φc), where φc is the critical front face angle at the
initiation of breaking
The first criterion flags for breaking when ∂tη is positive, as breaking starts on the front face of
the wave and has the advantage that can be easily calculated during the running of the model. In
previous works [15, 22] which studied regular wave breaking over complex bathymetries the value
of γ varies from 0.35 to 0.65 and it may be affected by the scale of the wave under consideration.
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Dealing with irregular wave breaking, it has been found, that these values are not affected. However,
this criterion alone is inefficient for stably computing stationary (breaking or partially breaking)
hydraulic jumps since in these cases ∂tη ≈ 0. The second criterion acts complementarily to the
first one and is based on the critical front slope approach in [39, 41]. Depending on the BT model
used and the breaker type, e.g. spilling or plunging, the critical slope values are in the range of
φc ∈ [14o, 33o]. For certain BT models this has been considered as the least sensitive breaking
threshold, with the correct breaking location predicted for φc ≈ 30o, see for example [28, 44], and
is is the value adopted in this work. This value for φc is relatively large for this criterion to trigger
the breaking process by its own in our BT model but is sufficient to detect breaking hydraulic jumps
thus, correcting the limitation of the first criterion.
2. If at least one of the criteria is satisfied: we flag the relative solution nodes as breaking ones in the
computational mesh..
3. We distinguish the different breaking waves by creating a dynamical list that contains the breaking
nodes of such a wave and the different breaking waves are treated individually.
4. The wave front of each breaking wave is then handled as a bore by the NSWE dissipating energy.
At the same time, we take into account that bores stop breaking when their Froude (Fr) number
drops below a critical value. If Fr  1 a bore is purely breaking and will consist of a steep front
and if the Fr number drops below a certain value Frc non-breaking undular bores occur, see [44].
Thus, an additional criterion is needed to determine when to switch back to the BT equations for
non-breaking bores, allowing for the breaking process to stop. The criterion adopted is based on the
analogy between a broken wave and a bore in the sense of a simple transition between two uniform
levels. The wave’s Fr number is defined as:
Fr =
√
(2H2/H1 + 1)2 − 1
8
, (20)
where H1 is the water depth at the wave’s trough and H2 the water depth at the wave’s crest.
Since we have tracked each breaking wave individually (with its own dynamic list), it is relatively
straightforward to find H1 and H2 for each wave. We simply approximate them by finding the
minimum and maximum water depth respectively, from all the breaking nodes corresponding to that
wave. If Fr ≤ Frc all the breaking points of that wave are un-flagged and the wave is considered
non-breaking. Following [44, 22], the critical value for Frc was set equal to 1.3 in our computations.
5. For each breaking wave an extension of the computational region governed by the NSWE is per-
formed, as to avoid non-physical effects that may appear at the interface between a zone governed
by the BTEs and a zone governed by NSWE [22].
3.2 Boundary conditions
In the presented FV approach, the degrees of freedom are located directly on the physical boundary. As
such, boundary conditions based on mesh faces rather than mesh vertices where adopted. To this end,
the weak formulation was used where the boundary condition was introduced into the residual through
the modified boundary flux F̃ P,Γ in (5). The idea of using the weak formulation to calculate the flux
(and dispersion terms) at the boundary has been used here in the description of wall (solid) boundary
conditions [21].
Absorbing boundaries have also been applied which should dissipate the energy of incoming waves
perfectly, in order to eliminate nonphysical reflections. In front of this kind of boundaries a sponge layer
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is defined. On this layer, the surface elevation was damped by multiplying its value by a coefficient m(x)
defined as [52]
m(x) =
√
1 −
(
x − d(x)
Ls
)2
(21)
where Ls is the sponge layer width and d(x) is the normal distance between the cell center with coordinates
x and the adsorbing boundary. The sponge layer width should be L ≤ Ls ≤ 1.5L, i.e. the width of the
sponge layer is proportional to the wave length. Thus, longer wave lengths require longer sponge layers.
4 Numerical Tests and Results
4.1 Bichromatic wave groups
The first test case reproduces the experiments made by Mase [31] on the transformation, breaking and
run-up of bichromatic wave groups on a mildly sloping beach. Mase’s laboratory measurements, which
include shoaling, breaking and swash motion, can provide good test cases for the verification of a run-up
scheme in combination with a wave breaking model. Subsequently, these test cases have been used by
researchers, e.g. [47, 30, 23], to evaluate their numerical models.
In the experiments, waves were generated in a wave flume of 27m long and 0.5m wide. The irregular
wave generator was installed at the left end of the flume and a mild slope beach of (1/20) was placed at
the opposite end. The toe of the beach is placed 10m far from the irregular wave generator, see Fig. 2.
In the numerical experiment we consider a wave-flume with dimensions (x, y) ∈ [−5, 21m] × [0, 2.5m]
Figure 2: Topography description and position of the wave gauges (•) for the experiments by Mase [31].
and an undisturbed water depth h = 0.47m at x = 0m. A triangular grid was used leading to a mesh with
N=42,833 nodes with maximum length edge equal to 0.04m. Data from four wave gauges (WG) placed
along the flume, namely those labeled 1 (placed at x = 10m), 8 (at x = 16.9m), 10 (at x = 17.9m) and
12 (at x = 18.9m), with WG 1 located at the toe of the sloping beach, were used in the present work.
The wave generator was placed at x = 0m with δ, the parameter which influences the width of the wave
generator region, equals to 2.5. The γ value used in the wave breaking criterion was set in 0.6 and the
CFL value used was 0.3. A sponge layer of 4m was placed at the left end of the domain as to absorb the
wave energy and to prevent non-physical reflections from the closed boundary.
The bichromatic wave trains can be described by the equations:
η(t) = Acos(2π f1t) + Acos(2π f2t)
f1,2 = fm
(
1 ±
1
20
)
(22)
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where fm is the mean frequency and A the wave’s amplitude. In this work three different values of the
mean frequency have been used that is fm = 1, 0.6 and 0.3Hz and a = 0.015m which leads to a medium
energy level. Changing the mean frequency leads to a variation of the waves characteristics. As fm is
reduced the deep water wave steepness decreases and the probability that plunging breakers occur instead
of spilling breakers is higher for low mean frequencies. An explanation of that is given in [47] using the
surf similarity parameter defined by [5]. The first and the second case in this work use fm = 1Hz and
0.6Hz respectively where spilling wave breaking occurs, while the third test case uses fm = 0.3Hz where
the wave breaker is mainly of the plunging type. Bed friction was neglected in these test cases and the
wet/dry εwd tolerance parameter was set equal to 10−6.
In order to produce the wave pattern, and since we use (8) we need the wave amplitude and frequency
of each wave component as to define the source function amplitude (9). The numerical wave trains are
generated internally using linear theory and following the bichromatic wave pattern given in (22), to
identify the frequency components of the wave signal; however, as the actual experimental frequencies
and amplitudes deviated from the target ones, several trials were necessary to find the best match with
the measured waves. In [47] it is noted that in the experiments the generation of spurious harmonics was
not compensated at the generator and that there was no active absorption of reflected waves, therefore it
is difficult to reproduce the laboratory conditions exactly. After several trials we found the used mean
frequencies for each case respectively: fm = 1.03, 0.605, 0.31Hz
In Figs 3, 5 and 7 comparisons of the numerical and experimental time series of surface elevation
recorded at specific wave gauge are presented for the different cases. Further, in Figs 4, 6 and 8, compar-
isons of the numerical and experimental measured time series of the vertical shoreline displacement for
the run-up in the three test cases are presented.
Near the shoreline where wave breaking occurs, although slight discrepancies are observed, the over-
all agreement is satisfactory between the computed surface elevation and the experimental data. More-
over, the modeled swash motions are in good agreement with the measurements. The good agreement
demonstrates that the present numerical model with its wave breaking model works reasonably well for
the simulation of wave shoaling, breaking, and swash oscillation. it is important to note here that, in the
numerical model, no special treatment is required at the shoreline, other than the conservative wet/dry
front treatment described in Section 3 hence, swash zone oscillations are intrinsically represented by the
model.
4.2 Irregular waves over a bar
Beji and Battjes [6] conducted multiple laboratory experiments to examine sinusoidal wave propagation
over a sub-merged bar. Their purpose was to elucidate the phenomenon of high frequency energy genera-
tion observed in the power spectra of waves traveling over submerged bars. They studied both regular and
irregular waves. The produced experimental data (especially those include the regular waves) has been
used extensively in the literature for model validation, see for example [53, 37, 45, 21] among others. The
experiments were conducted in a 37.7m long, 0.8m wide, and 0.75m high wave flume. They performed
tests for both breaking and non-breaking waves. In this work one of the non-breaking test cases is repro-
duced. The peak frequency is 0.4Hz and the wave’s amplitude is 2.9cm. Irregular waves of a JONSWAP
spectrum are introduced in the domain.
The bottom topography consisted by a submerged trapezoidal bar of 0.3 m high with a front slope of
1:20 and a lee slope of 1:10 separated by a level plateau 2 min length. To be able to apply 6.5m length
sponge layers at the two ends of the domain and place the wave generator at x = 0m the dimensions of the
computational domain were set to (x, y) ∈ [−10, 30] × [0, 0.8m]. For the computation a triangular grid
was used, consisting of equilateral triangles with side length of 0.03 m, leading to a mesh of N=40,346
nodes. For this test case δ = 2.5 and the CFL value used is 0.3. The free-surface elevations are recorded at
eight gauges over and behind the bar as in the laboratory experiment. The definition of the computational
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Figure 3: Comparison of time series of the surface elevation in the wave gauges 8, 10 and 12 (from top to
bottom)) for bicromatic waves with fm = 1Hz between numerical solution (solid line) and experimental
data.
Figure 4: Comparison of the time series of the shoreline elevation for bicromatic wave trains produced
with fm = 1Hz between the numerical (solid line) and the experimental (dashed line) one.
domain along the centerline as well as the wave gauge locations are shown in Fig. 9.
As mentioned above the wave gauges record the time series of the free surface elevation. The analysis
of the collected data carried out with the usage of the standard FFT package WAFO [50]. The data
segments, in each gauge, are 150s long. Fig. 10 shows the computed and experimental normalized
energy spectrum for four wave gauges along the submerged bar. The numerical data slightly overestimate
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Figure 5: Comparison of time series of the surface elevation in the wave gauges 1, 8, 10 and 12 (from
top to bottom)) for bicromatic waves with fm = 0.6Hz between numerical solution (solid line) and exper-
imental data.
the spectral energy density, at the high frequency, especially at the gauges which are located at the lee
side of the bar. It may be related to the inability of the equations to accurately resolve the breakup of the
wave trains into independent waves due to the back slope. Bound higher harmonics are developed along
the front slope which are then released from the carrier frequency on the lee side of the bar as the water
depth parameter kh increases rapidly.
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Figure 6: Comparison of the time series of the shoreline elevation for bicromatic wave trains produced
with fm = 1Hz between the numerical (solid line) and the experimental (dashed line) one.
Figure 7: Comparison of time series of the surface elevation in the wave gauges 8, 10 and 12 (from top to
bottom)) for bicromatic waves with fm = 0.3Hz between numerical solution (solid line) and experimental
data.
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Figure 8: Comparison of the time series of the shoreline elevation for bicromatic wave trains produced
with fm = 0.3Hz between the numerical (solid line) and the experimental (dashed line) one.
Figure 9: Topography description and position of the wave gauges (•)
4.3 Rip Current
The next test case reproduces the laboratory tests performed by Hamm [18]. This test has been used, for
example in [47, 14, 42, 25], to test the ability of a model to reproduce wave propagation from deep water
to the shore, including the surf zone, and breaking included nearshore circulation. More precisely, the
nearshore circulation induced by breakers in the presence of a beach with a rip channel is numerically
investigated. The physical domain used by Hamm was 30m × 30m but in this work in order to save
computational time and following [47], only half of the wave tank is modelled in the numerical domain
and a fully reflective boundary condition is imposed at the centreline, which is the line of symmetry of
the domain. The bottom topography is given as:
b(x, y) =

0, x ≤ 7;
0.6 −
25 − x
30
[
1 + 3 exp(−
25 − x
3
) cos10
(
π
15 − y
30
)]
, 7 < x < 25;
0.6 −
25 − x
30
, x ≥ 25,
which consists of a horizontal bottom region of water depth 0.5 m followed by a plane sloping beach with
a rip channel excavated along the centreline. Two experiments were reproduced in this work. The first
one used monochromatic waves and the second one used an irregular wave pattern.
The dimension of the computational domain were set to (x, y) ∈ [−3, 26]m× [0, 15]m. The triangular
grid used, consisted of equilateral triangles with length of....leading to a mesh of N=50,721 nodes. The
CFL number used was set to 0.3 and the internal wave generator, with δ value equal to 2.5, was set to
x = 0m for both cases. A sponge layer of 3m was placed on the offshore boundary. Fully reflective
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Figure 10: Power spectrum of the surface elevation for the wave gauges 2,4,6 and 8.
conditions used in the remaining boundaries. The simulated time was 520s.
Figure 11: Topography and cross sections AA and BB for the rip current test case.
For the first test case a monochromatic wave is generated with an incident wave period of T = 1.25s
and wavelength H = 0.07m. A constant friction factor of fw = 0.03m is used in the bed friction term. In
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the numerical simulation the regular waves are produced at x = 3m and propagate towards the shore, shoal
and break over the plane portion of the beach. The alongshore gradient in the mean water level which
is formed due to the difference in the wave set-up along the rip channel and the plane beach, drives the
formation of a current towards the centreline. Due to this current, and when it has been fully developed,
the waves inside the rip, shoal and eventually break. The steady state current field is reached after 150s.
Fig. 12 presents the mean water level set-up along with the mean current velocity field and a snapshot of
the wave field at t=200s when the breaking induced circulations are fully developed. The velocity vectors
are showed in a coarser grid every 0.5m. The velocity field reveals the rip current along the centreline of
the bathymetry, i.e. at the right top of the figure. More precisely this figure shows the occurrence of an
under-clockwise vortex, with its center approximately at x = 22.5,my = 14m. Fig. 13 shows the variation
of the mean wave height H at the two cross-shore sections, one inside the rip channel (y = 14.962m) and
one at the plane beach (y = 1.985m) (see Fig. 11). Also, the cross-shore variation of the mean current
velocity is presented. The mean wave height at the two cross-shore sections have been obtained using the
zero-up crossing technique.
Figure 12: Mean water level set-up and mean velocity field (left), and snapshot of the free surface eleva-
tion for the monochromatic case (right).
The second test case includes the generation of irregular waves over the same topography. The gener-
ated wave spectrum corresponds to the Jonswap spectrum with an amplification factor γ = 3.3. The peak
period is Tp = 1.976s and the significant wave hight is Hs = 0.04m. Like before, the wave is generated at
x = 3m and a sponge layer of 4m is placed offshore. The friction factor fw is reduced to 0.02 since both
the current and the orbital wave velocities are weaker. The overall behaviour of the case is the same as
before. The waves propagate onshore, shoal and the highest waves of the random wave train, break over
the plane portion of the beach where the water depth is lower. The presence of the rip current makes the
waves break at different positions in the cross-shore direction. The waves propagating over the linearly
varying bathymetry break earlier than those propagating over the rip, where the water depth is higher.
Different values of breaking induced wave set up cause gradients in mean water level elevation driving
alongshore currents that turns offshore-ward producing the rip current at the channel location. Fig. 15
shows a vortex with the centre approximately at x = 22.5,my = 14m. Fig. 16 presents the variation of
the significant wave height Hs along the two sections. The significant wave height has been obtained by
a wave per wave analysis using the zero-down crossing technique. Hs is defined as the mean wave height
(trough to crest) of the highest third of the waves H1/3. Figure 17 shows the cross-shore variation of the
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Figure 13: Cross-shore variation of the wave height H along the rip channel AA (left) and the plane beach
BB sections (right) for the monochromatic wave case.
Figure 14: Cross-shore variation of the mean current velocity for the regular wave case.
mean velocity along the rip channel.
5 Conclusion
An unstructured finite volume (FV) scheme for the approximation of the extended 2D Boussinesq-type
(BT) equations of Nwogu (1993) in the nearshore area was described. The scheme incorporates an ap-
proach to wave breaking based on the coupled solution of the BT equations and the nonlinear shallow
water equations (NSWE). The proposed treatment is essential, but robust and efficient: thanks to the
shock-capturing features of the FV scheme, the formation and evolution of breakers, and swash zone os-
cillations emerge as parts of the solution. The purpose of the paper consists in verifying the suitability of
the numerical scheme for the simulation of irregular wave propagation, breaking and swash zone motion.
The model was first validated against experimental from the evolution, breaking and runup of bichromatic
wave groups on a mildly sloping beach. Good agreement was found; the model accurately reproduced
shoreline motion and the transformation of the features of the swash oscillation with the breaking regime.
Irregular waves propagation over a bar was then considered. The model was applied to simulate the lab-
oratory test conducted and the numerical results were compared to the measured data. The model was
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Figure 15: Mean water level set-up and mean velocity field (left), and snapshot of the free surface eleva-
tion (right) for the irregular test case.
Figure 16: Cross-shore validation of the wave height H along the rip channel AA (left )and the plane
beach BB (right) sections.
able to predict wave evolution and breaking, correctly reproducing the growth of low-frequency oscilla-
tions. Finally, a test case was performed to study regular and irregular wave transformation over a plane
beach with a rip channel. The cross-shore transformation of wave heights and energy density spectra
was appropriately modelled both over the slope and in the rip channel, indirectly testifying the accurate
representation of wave breaking, mean water level setup and of the generation of a breaking-induced rip
current. It is important to note that, given the limitations of the proposed BT equations, the numerical
model cannot be expected to give a detailed description of wave shapes or velocity profiles at breaking
but it aims at efficiently and accurately simulating its global effects (wave height decay, mean water level
setup, current generation) which are the most important features for engineering applications. Under this
point of view, good results were achieved, also for irregular wave propagation.
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Figure 17: Cross-shore variation of the mean current velocity for the irregular wave case.
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