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We consider novel unusual effects in superconductor-ferromagnet (S/F) structures. In particular
we analyze the triplet component (TC) of the condensate generated in those systems.This compo-
nent is odd in frequency and even in the momentum, which makes it insensitive to non-magnetic
impurities. If the exchange field is not homogeneous in the system the triplet component is not
destroyed even by a strong exchange field and can penetrate the ferromagnet over long distances.
Some other effects considered here and caused by the proximity effect are: enhancement of the
Josephson current due to the presence of the ferromagnet, induction of a magnetic moment in
superconductors resulting in a screening of the magnetic moment, formation of periodic magnetic
structures due to the influence of the superconductor, etc. We compare the theoretical predictions
with existing experiments.
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I. INTRODUCTION
Although superconductivity has been discovered by H. Kammerlingh Onnes almost one century ago (1911), the
interest in studying this phenomenon is far from declining. The great attention to superconductivity within the last
15 years is partly due to the discovery of the high temperature superconductors (HTSC) (Bednorz and Mu¨ller, 1986),
which promises important technological applications. It is clear that issues such as the origin of the high critical
temperature superconductivity, effects of external fields and impurities on HTCS, etc, will remain fields of interest
for years to come.
Due to the successful investigations of the HTSC and its possible technological applications, the interest in studying
properties of traditional (low Tc) superconductors was not as broad. Nevertheless this field has also undergone
a tremendous development. Technologically, the traditional superconductors are often easier to manipulate than
high Tc cuprates. One of the main achievements of the last decade is the making of high quality contacts between
superconductors and normal metals (S/N), superconductors and ferromagnets (S/F ), superconductors and insulators
(S/I), etc. All these heterostructures can be very small with the characteristic sizes of submicrometers.
This has opened a new field of research. The small size of these structures provides the coherence of superconducting
correlations over the full length of the N region. The length of the condensate penetration into the N region ξN is
restricted by decoherence processes (inelastic or spin-flip scattering). At low temperatures the characteristic length
over which these decoherence processes occur may be quite long (a few microns). Superconducting coherent effects in
S/N nanostructures, such as conductance oscillations in an external magnetic field, were studied intensively during
the last decade (see for example the review articles by Beenakker (1997); Lambert and Raimondi (1998)).
The interplay between a superconductor (S) and a normal metal (N) in simpler types of S/N structures (for
example, S/N bilayers) has been under study for a long time and the main physics of this so called proximity effect is
well described in the review articles by de Gennes (1964) and Deutscher and de Gennes (1969). In these works it was
noticed that not only the superconductor changes the properties of the normal metal but also the normal metal has
a strong effect on the superconductor. It was shown that near the S/N interface the superconductivity is suppressed
over the correlation length ξS , which means that the order parameter ∆ is reduced at the interface in comparison with
its bulk value far away from the interface. At the same time, the superconducting condensate penetrates the normal
metal over the length ξN , which at low temperatures may be much larger than ξS . Due to the penetration of the
condensate into the normal metal over large distances the Josephson effect is possible in S/N/S junctions with the
thicknesses of the N regions of the order of a few hundreds nanometers. The Josephson effects in S/N/S junctions
were studied in many papers and a good overview, both experimental and theoretical, is given by Kulik and Yanson.
(1970), Likharev (1979), and Barone and Paterno (1982).
The situation described above is quite different if an insulating layer I is placed between two superconductors.
The thickness of the insulator in S/I/S structures cannot be as large as of the normal metals because electron wave
functions decay in the insulator on atomic distances. As a consequence, the Josephson current is extremely small in
S/I/S structures with a thick insulating layer.
But what about S/F/S heterojunctions, where F denotes a ferromagnetic metal? In principle, the electron wave
function can extend in the ferromagnet over a rather large distance without a considerable decay. However, it is
well known that electrons with different spins belong to different energy bands. The energy shift of the two bands
can be considered as an effective exchange field acting on the spin of the electrons. The condensate of conventional
superconductors is strongly influenced by this exchange field of the ferromagnets and usually this reduces drastically
the superconducting correlations.
The suppression of the superconducting correlations is a consequence of the Pauli principle. In most superconductors
the wave function of the Cooper pairs is singlet so that the electrons of a pair have opposite spins. In other words,
both the electrons cannot be in the same state, which would happen if they had the same spin. If the exchange field of
the ferromagnet is sufficiently strong, it tries to align the spins of the electrons of a Cooper pair parallel to each other,
thus destroying the superconductivity. Regarding the S/F interfaces and the penetration of the condensate into the
3ferromagnet, these effects mean that the superconducting condensate decays fast in the region of the ferromagnet.
A rough estimate leads to the conclusion that the ratio of the condensate penetration depth in ferromagnets to the
one in non-magnetic metals with a high impurity concentration is of the order of
√
Tc/h, where h is the exchange
energy and Tc is the critical temperature of the superconducting transition. The exchange energy in conventional
ferromagnets like Fe or Co is several orders of magnitude higher than Tc and therefore the penetration depth in the
ferromagnets is much smaller than that in the normal metals.
Study of the proximity effect in the S/F structures started not long ago but it has already evolved into
a very active field of research (for a review see Buzdin (2005a); Golubov et al. (2004); Izyumov et al. (2002);
Lyuksyutov and Pokrovsky (2004)). The effect of the suppression of superconductivity by the ferromagnetism is
clearly seen experimentally and this corresponds to the simple picture of the destruction of the singlet superconduc-
tivity by the exchange field as discussed above.
At first glance, it seems that due to the strong suppression of the superconductivity the proximity effect in S/F
structures is less interesting than in the S/N systems. However, this is not so because the physics of the proximity
effect in the S/F structures is not exhausted by the suppression of the superconductivity and new very interesting
effects come into play. Moreover, under some circumstances superconductivity is not necessarily suppressed by the
ferromagnets because the presence of the latter may lead to a triplet superconducting pairing (Bergeret et al., 2001a;
Kadigrobov et al., 2001). In some cases not only the ferromagnetism tends to destroy the superconductivity but also
the superconductivity may suppress the ferromagnetism (Bergeret et al., 2000; Buzdin and Bulaevskii, 1988). This
may concern “real” strong ferromagnets like iron or nickel with a Curie temperature much larger than the transition
temperature of the superconductor.
In all, it is becoming more and more evident from recent experimental and theoretical studies that the variety
of non-trivial effects in the S/F structures exceeds considerably what one would have expected before. Taking into
account possible technological applications, there is no wonder that S/F systems attract nowadays a lot of attention.
This review article is devoted to the study of new “exotic” phenomena in the S/F heterojunctions. By the word
“exotic” we mean phenomena that could not be expected from the simple picture of a superconductor in contact
with a homogeneous ferromagnet. Indeed, the most interesting effects should occur when the exchange field is not
homogeneous. These non-homogeneities can be either intrinsic for the ferromagnetic material, like e.g. domain walls,
or arise as a result of experimental manipulations, such as multilayered structures with different directions of the
magnetization, which can also be spoken of as a non-homogeneous alignment of the magnetic moments.
Of course, we are far from saying that there is nothing interesting to be seen when the exchange field is homogeneous.
Although it is true that in this case the penetration depth of the superconducting condensate into the ferromagnet
is short, the exponential decay of the condensate function into ferromagnets is accompanied by oscillations in space.
These oscillations lead, for example, to oscillations of the critical superconducting temperature Tc and the critical
Josephson current Ic in S/F structures as a function of the thickness dF . Being predicted by Buzdin and Kupriyanov
(1990) and Radovic et al. (1991), the observation of such oscillatory behavior was first reported by Jiang et al. (1995)
on Gd/Nb structures. Indications to a non-monotonic behavior of Tc as a function of dF was also reported by
Mercaldo et al. (1996); Mu¨hge et al. (1996); Obiand et al. (1999); Strunk et al. (1994); Velez et al. (1999); Wong et al.
(1986).
However, in other experiments the dependence of Tc on dF was monotonic. For example in Ref.
(Bourgeois and Dynes, 2002) the critical temperature of the bilayer Pb/Ni decreased by increasing the F layer thick-
ness dF in a monotonic way. In the experiments by Mu¨hge et al. (1998) on Fe/Nb/Fe structures and by Aarts et al.
(1997) on V/Fe systems both a monotonic and non-monotonic behavior of Tc has been observed. This different
behavior was attributed to changes of the transmittance of the S/F interface. A comprehensive analysis taking into
account the samples quality was made for different materials by Chien and Reich (1999).
More convincing results were found by measuring the Josephson critical current in a S/F/S junction. Due to
the oscillatory behavior of the superconducting condensate in the F region the critical Josephson current should
change its sign in a S/F/S junction (π−junction). This phenomenon predicted long ago by Bulaevskii et al. (1977)
has been confirmed experimentally only recently (Bauer et al., 2004; Blum et al., 2002; Kontos et al., 2002, 2001;
Ryazanov et al., 2001; Sellier et al., 2004).
Experiments on transport properties of S/F structures were also performed in the last years. For example,
Petrashov et al. (1999) and Giroud et al. (1998) observed an unexpected decrease of the resistance of a ferromag-
netic wire attached to a superconductor when the temperature is lowered below Tc. In both of the experiments strong
ferromagnets Ni and Co, respectively, were used. One would expect that the change of the resistance must be very
small due to the destruction of the superconductivity by the ferromagnets. However, the observed drop was about
10% and this can only be explained by a long-range proximity effect.
This raises a natural question: how can such long range superconducting effects occur in a ferromagnet with a
strong exchange field? We will see in the subsequent chapters that provided the exchange field is not homogenous a
long-range component of the condensate may be induced in the ferromagnet. This component is in a triplet state and
4can penetrate the F region over distances comparable with ξN , as in the case of a normal metal.
We outline now the structure of the present review.
In Chapter II we discuss the proximity effects in S/N structures and S/F structures with a homogeneous magneti-
zation. Chapter II may serve as an introduction into the field. The main results illustrated there have been presented
in other reviews and we discuss them here in order to give the reader an impression about works done previously.
Chapter II can also help in getting the basic knowledge about calculational methods used in subsequent chapters.
One can see from this discussion that already homogeneous ferromagnets in contact to superconductors lead to new
and interesting physics.
Nevertheless, the non-homogeneities bring even more. We review below several different effects arising in the non-
homogeneous situation. It turns out that a non-homogeneous alignment of the exchange field leads to a complicated
spin structure of the superconducting condensate. As a result, not only the singlet component of the condensate exists
but also a triplet one with all possible projections of the total spin of the Cooper pair (Sz = 0,±1). In contrast to the
singlet component, the spins of the electrons in the triplet one with Sz = ±1 are parallel to each other. The condensate
(Gor’kov) function ftr of the triplet state is an odd function of the Matsubara frequency
1. The singlet part fsng is, as
usual, an even function of ω but it changes sign when interchanging the spin indices. This is why the anticommutation
relations for the equal-time functions ftr(t, t) and fsng(t, t) remain valid; in particular, ftr(t, t) = 0 and fsng(t, t) 6= 0.
Therefore the superconductivity in the S/F structures can be very unusual: alongside with the usual BCS singlet
part it may contain also the triplet part which is symmetric in the momentum space (in the diffusive case) and odd
in frequency. Both components are insensitive to the scattering by non-magnetic impurities and hence survive in the
S/F structures even if the mean free path l is short. When generated, the triplet component is not destroyed by the
exchange field and can penetrate the ferromagnet over long distances of the order of ξN =
√
DF /2πT .
In Chapter III we analyze properties of this new type of superconductivity that may arise in S/F structures. We
emphasize that this triplet superconductivity is generated by the exchange field and, in the absence of the field, one
would have the conventional singlet pairing.
The superconductor-ferromagnet multilayers are a very interesting and natural object for observation of Josephson
effects. The thickness of both the superconductor and ferromagnetic layers, as well as the transparency of the interface,
can be varied experimentally. This makes possible a detailed study of many interesting physical quantities. As we have
mentioned, an interesting manifestation of the role played by the ferromagnetism is the possibility of a π-junction.
However, this is not the only interesting effect and several new ones have been recently proposed theoretically.
As not so much time has been passed, they have not been confirmed experimentally unambiguously but there is no
doubt that proper experiments will have been performed soon. In Chapter IV we discuss new Josephson effects in
multilayered S/F structures taking into account a possible change of the mutual direction of the magnetization in
the ferromagnetic layers. We discuss a simple situation when the directions of the magnetic moments in a SF/I/FS
structure are collinear and the Josephson current flows through an insulator (I) but not through the ferromagnets.
Naively, one could expect that the presence of the ferromagnets leads to a reduction of the value of the critical
current. However, the situation is more interesting. The critical current is larger when the magnetic moments of
the F -layers are antiparallel than when they are parallel. Moreover, it turns out that the critical current for the
antiparallel configuration is even larger than the one in the absence of any ferromagnetic layer. In other words, the
ferromagnetism can enhance the critical current (Bergeret et al., 2001b)
Another setup is suggested in order to observe the odd triplet superconductivity discussed in Chapter III. Here
the current should flow through the ferromagnetic layers. Usually, one could think that the critical current would
just decay very fast with increasing the thickness of the ferromagnetic layer. However, another effect is possible.
Changing the mutual direction of the additional ferromagnetic layers one can generate the odd triplet component of
the superconducting condensate. This component can penetrate the ferromagnetic layer as if it were a normal metal,
leading to large values of the critical current.
Such structures can be of use for detecting and manipulating the triplet component of the condensate in experiments.
In particular, we will see that in some S/F structures the type of superconductivity is different in different directions:
in the longitudinal direction (in-plane superconductivity) it is caused mainly by the singlet component, whereas in the
transversal direction the triplet component mainly contributes to the superconductivity. We discuss also possibilities
of an experimental observation of the triplet component.
Although the most pronounced effect of the interaction between the superconductivity and ferromagnetism is the
suppression of the former by the latter, the opposite is also possible and this is discussed in Chapter V. Of course, a
weak ferromagnetism should be strongly affected by the superconductivity and this situation is realized in so called
magnetic superconductors (Bulaevskii et al., 1985). Less trivial is that the conventional strong ferromagnets in the
1 Superconductivity caused by the triplet odd in ω condensate is called here odd superconductivity.
5S/F systems may also be considerably affected by the superconductivity. This can happen provided the thickness
of the ferromagnetic layer is small enough. Then, it can be energetically more profitable to enforce the magnetic
moment to rotate in space than to destroy the superconductivity. If the period of such oscillations is smaller than
the size of the Cooper pairs ξS , the influence of the magnetism on the superconductor becomes very small and the
superconductivity is preserved. In thick layers such an oscillating structure (cryptoferromagnetic state) would cost
much energy and the destruction of the superconductivity is more favorable. Results of several experiments have been
interpreted in this way (Garifullin et al., 2002; Mu¨hge et al., 1998).
Another unexpected phenomenon, namely, the inverse proximity effect is also presented in Chapter V. It turns out
that not only the superconducting condensate can penetrate the ferromagnets but also a magnetic moment can be
induced in a superconductor that is in contact with a ferromagnet. This effect has a very simple explanation. There
is a probability that some of the electrons of Cooper pairs enter the ferromagnet and its spin tends to be parallel to
the magnetic moment. At the same time, the spin of the second electron of the Cooper pair should be opposite to
the first one (the singlet pairing or the triplet one with Sz = 0 is assumed). As a result, a magnetic moment with the
direction opposite to the magnetic moment in the ferromagnet is induced in the superconductor over distances of the
superconducting coherence length ξS .
In principle, the total magnetic moment can be completely screened by the superconductor. Formally, the appear-
ance of the magnetic moment in the superconductor is due the triplet component of the condensate that is induced
in the ferromagnet F and penetrates into the superconductor S. It is important to notice that this effect should
disappear if the superconductivity is destroyed by, e.g. heating, and this gives a possibility of an observation of
the effect. In addition to the Meissner effect, this is one more mechanism of the screening of the magnetic field by
superconductivity. In contrast to the Meissner effect where the screening is due to the orbital electron motion, this is
a kind of spin screening.
Finally, in Chapter VI we discuss the results presented in the review and try to anticipate future directions of
the research. The Appendix A contains necessary information about the quasiclassical approach in the theory of
superconductivity.
We should mention that several review articles on S/F related topics have been published recently (Buzdin,
2005a; Golubov et al., 2004; Izyumov et al., 2002; Lyuksyutov and Pokrovsky, 2004). In these reviews various
properties of the S/F structures are discussed for the case of a homogeneous magnetization. In the review by
Lyuksyutov and Pokrovsky (2004) the main attention is paid to effects caused by a magnetic interaction between
the ferromagnet and superconductor (for example, a spontaneous creation of vortices in the superconductor due to
the magnetic interaction between the magnetic moment of vortices and the magnetization in the ferromagnet). We
emphasize that, in contrast to these reviews, we focus on the discussion of the triplet component with all possible
projections of the magnetic moment (Sz = 0,±1) arising only in the case of a nonhomogeneous magnetization. In
addition, we discuss the inverse proximity effect, that is, the influence of superconductivity on the magnetization M
of S/F structures and some other effects. Since the experimental study of the proximity effects in the S/F structures
still remains in its infancy, we hope that this review will help in understanding the conditions under which one can
observe the new type of superconductivity and other interesting effects and hereby will stimulate experimental activity
in this hot area.
II. THE PROXIMITY EFFECT
In this section we will review the basic features of the proximity effect in different heterostructures. The first part
is devoted to superconductors-normal metals structures, while in the second part superconductors in contact with
homogeneous ferromagnets are considered.
A. Superconductor-normal metal structures
If a superconductor is brought in contact with a non-superconducting material the physical properties of both ma-
terials may change. This phenomenon called the proximity effect has been studied for many years. Both experiments
and theory show that the properties of superconducting layers in contact with insulating (I) materials remain almost
unchanged. For example, for superconducting films evaporated on glass substrates, the critical temperature Tc is very
close to the bulk value. However, physical properties of both metals of a normal metal/superconductor (N/S, see
FIG. 1) heterojunction with a high N/S interface conductance can change drastically.
Study of the proximity effect goes back to the beginning of the 1960’s and was reviewed in many publications
(see, e.g. de Gennes (1964) and Deutscher and de Gennes (1969)). It was found that the critical temperature of the
superconductor in a S/N system decreased with increasing N layer thickness. This behavior can be interpreted as
6S N
FIG. 1 S/N bilayer.
the breaking down of some Cooper pairs due to the penetration of one of the electrons of the pairs into the normal
metal where they are no longer attracted by the other electrons of the pairs.
At the same time, penetrating into the normal metal the Cooper pairs induce superconducting correlations. For
example, the influence of the superconductivity on the physical properties of the N metal manifests itself in the sup-
pression of the density of states. Experiments determining the density of states of S/N bilayers with the help of tunnel-
ing spectroscopy were performed many years ago (Adkins and Kington, 1969; Toplicar and Finnemore, 1977). While
spatially resolved density of states were later measured by Anthore et al. (2003); Gue´ron et al. (1996); Gupta et al.
(2004) (see FIG. 2). The simplest way to describe the proximity effect is to use the Ginzburg-Landau (G-L) equation
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FIG. 2 Tunnelling density of states measured at 60 mK at the Au surface of different Nb/Au bilayers samples with varying Au
thickness dN . Adapted from Gupta, Crtinon, Moussy, Pannetier, and Courtois (2004).
for the order parameter ∆ (Ginzburg and Landau, 1950). This equation is valid if the temperature is close to the
critical temperature of the superconducting transition Tc. In this case all quantities can be expanded in the small
parameter ∆/Tc and slow variations of the order parameter ∆ in space.
Using the G-L equation written as
ξGL
∂2∆(r)
∂r2
+∆(r) (sgn(Tc,N,S − T )−∆2 (r) /∆20) = 0 . (2.1)
one can describe the spatial distribution of the order parameter in any N/S structure. Here ξGL is the coherence
length in the N and S regions at temperatures close to the critical temperatures TcN,S. In the diffusive limit this
length is equal to
ξGL =
√
πDN,S/8|T − TcN,S| (2.2)
where DN,S is the diffusion coefficient in the N and S regions. The quantity ∆0 is the bulk value of the order
parameter in the superconductor S. It vanishes when T reaches the transition temperature Tc.
It should be noticed though, that the region of the applicability of Eq. (2.1) for the description of the S/N
contacts is rather restricted. Of course, the temperature must be close to the transition temperature Tc but this is
not sufficient. The G-L equation describes variations of the order parameters correctly only if they are slow on the
scales vF /Tc for the clean case or
√
DN,S/Tc in the diffusive “dirty” case. This can be achieved if the normal metal
is a superconducting material taken at a temperature exceeding its transition temperature TcN and the transition
temperatures TcS and TcN are close to each other. If this condition is not satisfied (e.g. TcN = 0) one should use
more complicated equations even at temperatures close to TcS, as we show below.
7It follows from Eq. (2.1) that in the S region, far from the N/S interface, the order parameter ∆ (r) equals the
bulk value ∆0, whereas in the N region ∆ (r) decays exponentially to zero on the length ξN .
The order parameter ∆ (r) is related to the condensate function (or Gor’kov function)
f(t, t′) =< ψ↑(t)ψ↓(t
′) > (2.3)
via the self-consistency equation
∆N,S(t) = λN,Sf(t, t) , (2.4)
where λN,S is the electron-electron coupling constant leading to the formation of the superconducting condensate.
Eq.(2.1) describes actually a contact between two superconductors with different critical temperatures TcN,S, when
the temperature is chosen between TcS and TcN . In the case of a real normal metal the coupling constant λN is equal
to zero and therefore ∆N = 0. However, this does not imply that the normal metal does not possess superconducting
properties in this case. The point is that many important physical quantities are related not to the order parameter
∆ but to the condensate function f , Eq. (2.3). For example, the non-dissipative condensate current jS is expressed in
terms of the function f but not of ∆. If the contact between the N and S regions is good, the condensate penetrates
the normal metal leading to a finite value of jS 6= 0 in this region.
In the general case of an arbitrary λN it is convenient to describe the penetration of the condensate (Cooper pairs)
into the N region in the diffusive limit by the Usadel equation (Usadel, 1970) which is valid for all temperatures and
for distances exceeding the mean free path l. This equation determines the so called quasiclassical Green’s functions
(see Appendix A) which can be conveniently used in problems involving length scales larger than the Fermi wave
length λF and energies much smaller than the Fermi energy. Alternatively, one could try to find an exact solution
(the normal and anomalous electron Green’s functions) for the Gor’kov equations, but this is in most of the cases a
difficult task.
In order to illustrate the convenience of using the quasiclassical method we calculate now the change of the tunnelling
density of states (DOS) in the normal metal due to the proximity effect with the help of the Usadel equation. The
DOS is a very important quantity that can be measured experimentally and, at the same time, can be calculated
without difficulties.
We consider the S/N structure shown in FIG. 1 and assume that the system is diffusive (i.e. the condition ǫτ << 1
is assumed to be fulfilled, where τ is the momentum relaxation time and ǫ is the energy) and that the transparency
of the S/N is low enough. In this case the condensate Green’s function f(ǫ) =
∫
dtf(t− t′) exp(iǫ(t− t′)) is small in
the N region and the Usadel equation can be linearized (see Appendix A).
Assuming that the boundary between the superconductor and normal metal is flat and choosing the coordinate x
perpendicular to the boundary we reduce the Usadel equation in the N region to the form
DN∂
2f/∂x2 + 2iǫf = 0 , (2.5)
where DN = vF l/3 is the classical diffusion coefficient.
The solution of this equation can be found easily and we write it as
f = f0 exp
(
−x
√
−2iǫ/DN
)
, (2.6)
where f0 is a constant that is to be found from the boundary conditions.
We see that the solution for the condensate function f decays in the N region exponentially at distances inversely
proportional to
√
ǫ. In many cases the main contribution to physical quantities comes from the energies ǫ of the order
of the temperature, ǫ ∼ T . This means that the superconducting condensate penetrates the N region over distances
of the order of ξN =
√
DN/2πT . At low temperatures this distance becomes very large, and if the thickness of the
normal metal layer is smaller than the inelastic relaxation length, the condensate spreads throughout the entire N
region.
In order to calculate the DOS it is necessary to know the normal Green’s function g which is related to the condensate
function f via the normalization condition (see Appendix A)
g2 − f2 = 1 (2.7)
Eqs. (2.5) and (2.7) are written for the retarded Green’s function (f = fR, see Appendix A). They are also valid
for the advanced Green’s functions provided (ǫ + i0) is replaced by (ǫ − i0). The normalized density-of-states (we
normalize the DOS to the DOS of non-interacting electrons) ν(ǫ) is given by the expression
ν(ǫ) = Reg(ǫ) (2.8)
8As the condensate function f is small, a correction δν to the DOS due to the proximity effect is also small. In the
main approximation the DOS ν is very close to its value in the absence of the superconductor, ν ≈ 1. Corrections to
the DOS δν are determined by the condensate function f . From Eq. (2.7) one gets
δν ≈ f2/2 .
Now we consider another case when the function f is not small and the correction δν is of the order of unity. Then
the linearized Eq. (2.5) may no longer be used and we should write a more general one. For a S/N system the general
equation can be written as (see Appendix A)
− iDS,N∂(gˆ∂gˆ/∂x)S,N/∂x+ ǫ[τˆ3, gˆS,N ] + [∆ˆS , gˆS,N ] = 0 . (2.9)
This non-linear equation contains the quasiclassical matrix Green’s function gˆ. Both normal g and anomalous Green’s
functions f enter as elements of this matrix through the following relation (the phase in the superconductor is set to
zero)
gˆN = gN τˆ3 + fN iτˆ2 , (2.10)
where τi, i = 1, 2, 3 are Pauli matrices and [A,B] = AB −BA is the commutator for any matrices A and B.
We consider a flat S/N interface normal to the x-axis. The normal metal occupies the region 0 < x < dN . We
assume that in the normal metal N there is no electron-electron interaction (λN = 0, see Eq.(2.4)) so that in this
region the superconducting order parameter vanishes, ∆N = 0. In the superconductor the matrix ∆ˆS has the structure
∆ˆS = ∆iτˆ2.
At large distances from the S/N interface the Green’s functions gˆS of the superconductor do not depend on
coordinates and the first term in Eq. (2.9) can be neglected. Then we obtain a simpler equation
ǫ[τˆ3, gˆS ] + ∆[iτˆ2, gˆS ] = 0 . (2.11)
The solution for this equation satisfying the normalization condition (2.7) is
gBCS = ǫ/ξǫ; fBCS = ∆/ξǫ , (2.12)
where ξǫ =
√
ǫ2 −∆2. Eq. (2.12) is just the BCS solution for a bulk superconductor.
In order to find the matrix gˆ(x) both in the S and N regions, Eq.(2.9) should be complemented by boundary
conditions and this is a non-trivial problem. Starting from the initial Hamiltonian Hˆtot, Eq. (2.22), one does not
need boundary conditions at the interface between the superconductor and the ferromagnet because the interface can
be described by introducing a proper potential in the Hamiltonian. In this case the self-consistent Gor’kov equations
can be derived.
However, deriving the Usadel equation, Eq. (A18), we have simplified the initial Gor’kov equations using the
quasiclassical approximation. Possible spatial variation of the interface potential on a very small scale, due to the
roughness of the interface cannot be included in the quasiclassical equations. Nevertheless, this problem is avoided
deriving the quasiclassical equations at distances from the interface exceeding the wavelength. In the diffusive case
one should go away from the interface to distances larger than the mean free path l. In order to match the solutions
in the superconducting and non-superconducting regions one should solve exact the equations near the interface and
compare the asymptotic behavior of this solution at large distances with the solutions of the Usadel equation. This
procedure is equivalent to solving the quasiclassical equations with some boundary conditions. These conditions were
derived by Zaitsev (1984) and Kuprianov and Lukichev (1988) (see also Appendix A, where these conditions are
discussed in more details). For the present case they can be written as
2γS,N(gˆ∂gˆ/∂x)S,N = [gˆS, gˆN ]|x=0 (2.13)
where γS,N = RbσS,N , Rb, measured in units Ωcm
2, is the S/N interface resistance per unit area in the normal state,
and σS,N are the conductivities of the S and N metals in the normal state.
We assume that the thickness of the normal metal dN is smaller than the characteristic penetration length ξN (ǫ) =√
DN/ǫ for a given energy ǫ, that is
2 ǫ << DN/d
2
N = ET . Then the functions g and f remain almost constant over
2 The quantity ETh = DN/d
2
N
is the so called Thouless energy
9the thickness of the metal, and for finding them, one can average the Usadel equation over the thickness. In other
words, we assume that the thickness dN of the N layer satisfies the inequality
dN <<
√
DN/ǫ, ǫ ∼ ǫbN (2.14)
(ǫbN is a characteristic energy in the DOS of the N layer) and average Eq. (2.9) over the thickness dN considering
gˆN as a constant in the second term of this equation. Using the boundary condition, Eq.(2.13), the first term in Eq.
(2.9) can be replaced after the integration by the commutator [gˆS , gˆN ]|x=0. At x = dN the product (gˆ∂gˆ/∂x)N is
zero because the barrier resistance Rb(dN ) is infinite (the current cannot flow into the vacuum). Finally, we obtain
(Zaitsev, 1990)
(ǫ+ iǫbgS(0))[τˆ3, gˆN ] + ǫbN ifS(0)[iτˆ2, gˆN ] = 0 . (2.15)
where ǫbN = (DN/2γNdN ) is a new characteristic energy that is determined by the S/N interface resistance Rb. This
equation looks similar to Eq.(2.11) after making the replacement gˆS → gˆN . The solution is similar to the solution
(2.12)
gN = ǫ˜/ξ˜ǫ; fN = ǫ˜bN/ξ˜ǫ , (2.16)
where ǫ˜ = ǫ + iǫbNgS(0), ξ˜ǫ =
√
ǫ˜2 − ǫ˜2bN , ǫ˜bN = ǫbN ifS(0). Therefore the Green’s functions in the N layer gN and
fN are determined by the Green’s functions on the S side of the S/N interface gS(0) and fS(0). In order to find the
values of gS(0) and fS(0), one has to solve Eq. (2.9) on the superconducting side (x < 0). However, provided the
inequality
γN/γS = σN/σS << 1 (2.17)
is fulfilled one can easily show that, in the main approximation, the solution in the S region coincides with the solution
for bulk superconductors (2.12). If the transparency of the S/N interface is not high, ǫbN << ∆, the characteristic
energies ǫ ∼ ǫbN are much smaller than ∆ and the functions gS(0) and fS(0) are equal to: gS(0) ≈ gBCS(0) ≈ ǫ/i∆,
fS(0) ≈ fBCS(0) ≈ 1/i. For these energies the functions gN and fN have the same form as the BCS functions gBCS
and fBCS (2.12) with the replacement ∆→ ǫbN
gN =
ǫ√
ǫ2 − ǫ2bN
, fN =
ǫbN√
ǫ2 − ǫ2bN
, (2.18)
where ǫbN = DN/(2RbσNdN ). The energy ǫbN can be represented in another form
ǫbN =
π2
2
(
RQ
Rbk2F
)~
vF
dN
= ~
vF
dN
(
Tb
4
) . (2.19)
RQ = ~/e
2 is the resistance quantum, vF and kF are the Fermi velocity and wave vector. When obtaining the latter
expression, we used a relation between the barrier resistance Rb and an effective coefficient of transmission Tb through
the S/N interface (Kuprianov and Lukichev, 1988; Zaitsev, 1984): Rbσn = (2/3)(l/Tb), where l = vF τ is the mean
free path, Tb =< T (θ) cos θ/(1−T (θ) >, θ is the angle between the momentum of an incoming electron and the vector
normal to the S/N interface, and T (θ) is the angle dependent transmission coefficient. The angle brackets mean an
averaging over θ.
An important result follows from Eq.(2.18): the DOS is zero at |ǫ| < ǫbN , i.e., ǫbN is a minigap in the excitation
spectrum (McMillan, 1968). Remarkably, in the considered limit ǫbN << ∆ the value of ǫbN does not depend on ∆,
but is determined by the interface transparency or, in other words, by the interface resistance Rb. The appearance of
the minigap is related to Andreev reflections (Andreev, 1964).
Eq. (2.19) for the minigap is valid if the inequalities (2.14) and ǫbN < ∆ are fulfilled. Both inequalities can be
written as
(DN/∆)/db < dN < db (2.20)
where db = 2RbσN is a characteristic length. In the case of a small interface resistance Rb or a large thickness of the
N layer, that is, if the condition
√
DN/∆, db < dN is fulfilled, the value of the minigap in the N layer is given by
(Golubov and Kupriyanov, 1996)
ǫbN= c1
DN
d2N
(2.21)
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where c1 is a factor of the order 1. This result has been obtained from a numerical solution of the Usadel equation.
The DOS for the case of arbitrary thickness dN and interface transparency was calculated by Pilgram et al. (2000).
The situation changes in the clean limit. Let us consider, for example, a normal slab of a thickness dN in contact
with an infinite superconductor. If the Thouless energy ETh = vF /dN is less than ∆, then discrete energy levels ǫn
appear (Saint-James, 1964) in the N region due to Andreev reflections (Andreev, 1964). As a result, the DOS has
sharp peaks at ǫ = ǫn (for a recent review see Deutscher (2005)). If ETh is much larger than ∆, the DOS ν(ǫ)
is zero at ǫ = 0 and increases with increasing the energy ǫ (no gap). However, this is true only for such a simple
geometry. For samples of more complicated shapes the behavior of the DOS ν(ǫ) depends on whether the electron
dynamics in the N region is chaotic or integrable (Beenakker, 1997; Lodder and Yu.V.Nazarov, 1998; Melsen et al.,
1996; Pilgram et al., 2000; Taras-Semchuk and Altland, 2001).
Finally, it has been shown by Altland et al. (2000) and Ostrovsky et al. (2001) that mesoscopic fluctuations smear
out the singularity in the DOS at |ǫ| = ǫbN and the DOS in the diffusive limit is finite, although small, for |ǫ| < ǫbN .
The minigap discussed above has been observed on a Nb/Si bilayer system and on a Pb/Ag granular system by
Heslinga et al. (1994); Kouh and Valles (2003), respectively.
From this analysis we see that the proximity effect changes the DOS of the normal metal which acquires supercon-
ducting properties. In the next section we will focus our attention on the case that the normal metal is a ferromagnet.
We will see that new interesting physics will arise from the mutual interaction of superconductivity and magnetism.
B. Superconductor-ferromagnet structures with an uniform magnetization
In this section we consider the proximity effect between a superconductor S and a ferromagnet F . We assume that
the ferromagnet is a metal and has a conduction band. In addition, there is an exchange field due to spins of electrons
of other bands.
As has been already mentioned, the effective exchange field acts on spins of the conduction electrons in the fer-
romagnet, and an additional term Hˆex describing this action appears in the total Hamiltonian (for more details see
Appendix A)
Hˆtot = Hˆ + Hˆex (2.22)
Hˆex = −
∫
d3rψ+α (r) (h (r)σαβ)ψ (r) dr (2.23)
where ψ+ (ψ) are creation and destruction operators, h is the exchange field, σαβ are Pauli matrices, and α, β are
spin indices. The Hamiltonian Hˆ stands for a non-magnetic part of the Hamiltonian. It includes the kinetic energy,
impurities, external potentials, etc. and is sufficient to describe all properties of the system in the absence of the
exchange field.
The energy of the spin-up electrons differs from the energy of the spin-down electrons by the Zeeman energy 2h. Due
to the presence of the term Hˆex describing the exchange interaction all functions, including the condensate Green’s
function f , are generally speaking non-trivial matrices in the spin space with non-zero diagonal and off-diagonal
elements.
The situation is simpler if the direction of the exchange field does not depend on coordinates. In this case, choosing
the z-axis along the direction of h one can consider electrons with spin “up” and “down” separately. In this Section
we concentrate on this case. This can help the reader to understand several interesting effects and get an intuition
about what one can expect from the presence of the exchange field. The results of this section will also help in
understanding which effects in the superconductor-ferromagnet structures can be considered as rather usual and what
kind of behavior is “exotic”. We will see that the exotic phenomena occur in cases when the exchange field is not
homogeneous and therefore postpone their discussion until the next chapters.
If the exchange field h is homogeneous the matrix fˆ describing the condensate fˆ is diagonal and can be represented
in the form
fˆ = f3σˆ3 + f0σˆ0 (2.24)
where f3 is the amplitude of the singlet component and f0 is the amplitude of the triplet component with zero
projection of the magnetic moment of Cooper pairs on the z axis (Sz = 0). Note that in the case of a S/N structure
the condensate function has a singlet structure only, i.e. it is proportional to σˆ3. The presence of the exchange field
leads to the appearance of the triplet term proportional to σˆ0
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The amplitudes of the singlet and triplet components are related to the correlation functions 〈ψαψβ〉 as follows
(Legget, 1975; Vollhardt and Wo¨lfle, 1990)
f3(t) ∼ 〈ψ↑(t)ψ↓(0)〉 − 〈ψ↓(t)ψ↑(0)〉 ,
f0(t) ∼ 〈ψ↑(t)ψ↓(0)〉+ 〈ψ↓(t)ψ↑(0)〉 , (2.25)
One can see that a permutation of spins does not change the function f3(0), whereas such a permutation leads to a
change of the sign of f0 (0). This means that the amplitude of the triplet component taken at equal times is zero in
agreement with the Pauli exclusion principle. Later we will see that in the case of a non-homogeneous magnetization
all triplet components including 〈ψ↑(t)ψ↑(0)〉 and 〈ψ↓(t)ψ↓(0)〉 differ from zero.
Once one determines the condensate function, Eq. (2.24), one is able to determine physical quantities ,as DOS, the
critical temperature TC , or the Josephson critical current through a S/F/S junction.
Next paragraphs are devoted to a discussion of these physical properties in F/S systems with homogeneous mag-
netization.
1. Density of states (DOS)
In this section we discuss the difference between the DOS in S/N and S/F structures. General equations for the
quasiclassical Green’s functions describing the system can be written but they are rather complicated (see Appendix
A). In order to simplify the problem and, at the same time, give the basic idea about the effects it is sufficient to
consider some limiting cases. This will be done in the present section leaving the general equations for the Appendix
A.
In the case of a weak proximity effect, the condensate function fˆ is small outside the S region. We consider again
the diffusive limit. Then, the general Eq. (A18) can be linearized and one obtains an equation for the matrix fˆ
similar to Eq.(2.5) but containing an extra term due to the exchange field h
DF∂
2fˆF /∂x
2 + 2i(ǫσˆ0 + hσˆ3)fˆF = 0 . (2.26)
The subscript F stands for the F region.
In the absence of the exchange field h, Eq. (2.26) reduces to Eq. (2.5). It is important to emphasize that Eq. (2.26)
is valid for a homogeneous h only. Any variation of h in space makes the equation much more complicated.
Eq. (2.26) should be complemented by boundary conditions which take the form (see Appendix A)
γF∂fˆF /∂x = −fˆS (2.27)
where γF = RbσF , Rb is the boundary resistance per unit area, σF is the conductivity of the F region, fˆF,S are
the condensate matrix functions in the F and S regions. Since we assume a weak proximity effect, a deviation of
the fˆS from its BCS value fˆBCS = σˆ3fBCS is small. Therefore on the right-hand side of Eq.(2.27) one can write
fˆS ≈ σˆ3fBCS, where fBCS is defined in Eq.(2.9). At the ferromagnet/vacuum interface the boundary condition is
given by the usual expression ∂xfˆF = 0, which follows from the condition Rb →∞.
Using Eq. (2.27), one can easily solve Eq. (2.26). We assume, as in the previous section, that the normal metal
(ferromagnet) is in a contact with the superconductor at x = 0 (x is the coordinate perpendicular to the interface).
The other boundary of the ferromagnet is located at x = dF and the space at x > dF is empty.
The proper solution for the diagonal matrix elements f± ≡ f11(22) can be written as
f±(x) =
{
± fBCSκǫ±γF
cosh(κǫ±(x−dF ))
sinh(κǫ±dF )
0 < x < dF
0 x > dF
. (2.28)
Here κǫ± =
√
−2i(ǫ± h)/DF is a characteristic wave vector that determines the inverse penetration depth of the
condensate functions f0,3 into the ferromagnet.
Usually, the exchange energy h is much larger than the energy ǫ (ǫ ∝ max{∆, T }). This means that the condensate
penetration depth ξF =
√
DF /h is much shorter than the penetration depth into a normal (non-magnetic) metal ξN .
The strong suppression of the condensate in the ferromagnet is caused by the exchange interaction that tries to align
the spins of electrons parallel to the magnetization. This effect destroys the Cooper pairs with zero total magnetic
moment.
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It is worth mentioning that the condensate function f± experiences oscillations in space. Indeed, for a thick F layer
(dF >> ξF ) we obtain from Eq. (2.28).
f± = ± ∆
EǫκF±γF
exp(−x/ξF )[cos(x/ξF )± i sin(x/ξF )]. (2.29)
where Eǫ =
√
ǫ2 −∆2, κF± = κǫ±(ǫ) at ǫ = 0. The damped oscillations of f± lead to many interesting effects and,
in particular, to a non-monotonic dependence of the critical temperature on the thickness dF of a F/S bilayer which
will be discussed in the next section.
In order to calculate the DOS we have to use the normalization condition, Eq. (2.7), which is also valid for the matrix
elements f± and g±. Thus, for g± we obtain g± =
√
1 + f2±, which can be written for small f± as g± ≈ 1 + f2±/2.
Then the correction to the normalized DOS in the F region δνF = νF − 1 takes the form
δνF (x) = Re(f
2
+ + f
2
−)/4 . (2.30)
Substituting Eq. (2.28) into Eq.(2.30), we obtain finally the DOS variation at the edge of the F film
δνF (dF ) = (1/4)Re
{
(
fBCS
γF
)2
[
(κǫ+ sinh(κǫ+dF ))
−2+
+(κǫ− sinh(κǫ−dF ))
−2
]}
. (2.31)
In FIG. 3 we plot the function δνF (ǫ) for different thicknesses dF and h/∆ = 20. It is seen that at zero energy ǫ = 0
the correction to DOS δνF is positive for F films with dF = 0.8ξ0 while it is negative for films with dF = 0.5ξ0 where
ξ0 =
√
DF /∆. Such a behavior of the DOS, which is typical for S/F systems, has been observed experimentally
0 1
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FIG. 3 Calculated change of the local density of states for a S/F bilayer at the outer F interface. The solid line corresponds to
a F thickness dF = 0.5ξ0, where ξ0 =
√
DF /∆, while the dashed one corresponds to dF = 0.8ξ0. The latter curve is multiplied
by a factor of 10.
by Kontos et al. (2001) in a bilayer consisting of a thin PdNi film (5nm < dF < 7.5nm) on the top of a thick
superconductor. The DOS was determined by tunnelling spectroscopy. This type of dependence of δνN on dN can
also be obtained in N/S contacts but for finite energies ǫ. In the F/S contacts the energy ǫ is shifted, ǫ → ǫ ± h
(time-reversal symmetry breaking) and this leads to a non-monotonic dependence of νF on the thickness dF even at
zero energy. On the other hand, a non oscillatory behavior of the DOS ν(ǫ) has been found recently in experiments on
Nb/CoFe bilayers (Reymond et al., 2000). The discrepancy between the existing theory and the experimental data
may be due to the small thicknesses of the ferromagnetic layer (0.5nm < dF < 2.5nm) which is comparable with the
Fermi wave length λF ≈ 0.3nm. Strictly speaking, in this case the Usadel equation cannot be applied.
The DOS in F/S structures was studied theoretically in many papers. Halterman and Valls (2002b) studied the
DOS variation numerically for ballistic F/S structures. The DOS in quasiballistic F/S structures was investigated
by Baladie and Buzdin (2001), Bergeret et al. (2002b) and Zareyan et al. (2001) and for dirty F/S structures by
Fazio and Lucheroni (1999) and Buzdin (2000). The subgap in a dirty S/F/N structure was investigated in a recent
publication by Golubov et al. (2005).
It is interesting to note that in the ballistic case (τh >> 1, τ is the momentum relaxation time) the DOS in the
F layer is constant in the main approximation in the parameter 1/(τh) while in the diffusive case (τh << 1) it
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experiences the damped oscillations. The reason for the constant DOS in the ballistic case is that both the parts of f
, the symmetric and antisymmetric in the momentum space, contribute to the DOS. Each of them oscillates in space.
However, while in the diffusive case the antisymmetric part is small, in the ballistic case the contributions of both
parts to the DOS are equal to each other, but opposite in sign, thus compensating each other.
Finally, we would like to emphasize that both, the singlet and triplet components, contribute to the DOS. As it is
seen from Eq.(2.30), the changes of the DOS can be represented in the form δνF = Re(f
2
0 +f
2
3 )/4, which demonstrates
explicitly this fact.
2. Transition temperature
As we have seen previously, the exchange field affects greatly the singlet pairing in conventional superconductors.
Therefore the critical temperature of the superconducting transition Tc is considerably reduced in S/F structures
with a high interface transparency.
The critical temperature for S/F bilayer and multilayered structures was calculated in many works
(Bagrets et al., 2003; Baladie and Buzdin, 2003; Baladie et al., 2001; Buzdin and Kupriyanov, 1991; Demler et al.,
1997; Fominov et al., 2002, 2003; Khusainov and Proshin, 1997; Proshin et al., 2001; Proshin and Khusainov, 1998,
1999; Radovic et al., 1991; Tagirov, 1998; Tollis et al., 2005; You et al., 2004). Experimental studies of the Tc were also
reported in many publications (Aarts et al., 1997; Gu et al., 2002a; Jiang et al., 1995; Lazar et al., 2000; Mu¨hge et al.,
1998). A good agreement between theory and experiment has been achieved in some cases (see FIG. 4).
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FIG. 4 Dependence of the superconducting transition temperature on the thickness of the Fe layer as determined by resistivity
measurements. The dashed line is a fit assuming a perfect interface transparency while the solid line corresponds to a non-perfect
interface. Adapted from Lazar, Westerholt, Zabel, Tagirov, Goryunov, Garif’yanov, and Garifullin (2000).
One has to mention that, despite of many papers published on this subject, the problem of the transition temperature
Tc in the S/F structures is not completely clear. For example, Jiang et al. (1995) and Ogrin et al. (2000) claimed that
the non-monotonic dependence of Tc on the thickness of the ferromagnet observed on Gd/Nb samples was due to the
oscillatory behavior of the condensate function in F . However, Aarts et al. (1997) in an other experiment on V/FeV
have shown that the interface transparency plays a crucial role in the interpretation of the experimental data that
showed both non-monotonic and monotonic dependence of Tc on (dF ). In other experiments (Bourgeois and Dynes,
2002) the critical temperature of the bilayer Pb/Ni decreases with increasing dF in a monotonic way.
From the theoretical point of view the Tc problem in a general case cannot be solved exactly. In most papers it
is assumed that the transition to the superconducting state is of second order, i.e. the order parameter ∆ varies
continuously from zero to a finite value with decreasing the temperature T . However, generally this is not so.
Let us consider, for example, a thin S/F bilayer with thicknesses obeying the condition: dF < ξF , dS < ξS , where
dF,S are the thicknesses of the F (S) layer. In this case the Usadel equation can be averaged over the thickness (see for
instance, Bergeret et al. (2001b)) and reduced to an equation describing an uniform magnetic superconductor with
an effective exchange energy h˜ and order parameter ∆˜.
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This problem can easily be solved. The Green’s functions g± and f± are given by
g± =
ǫ ± h˜
Eǫ
, f± =
∆˜
Eǫ
, (2.32)
where Eǫ =
√
(ǫ± h˜)2 − ∆˜2, h˜ = rFh, ∆˜ = rS∆, rF = 1 − rS = νFdF /(νFdF + νSdS). In this case the Green’s
functions are uniform in space and have the same form as in a magnetic superconductors or in a superconducting film
in a parallel magnetic field acting on the spins of electrons.
The difference between the S/F bilayer system and a magnetic superconductors is that the effective exchange energy
h˜ depends on the thickness of the F layer and may be significantly reduced in comparison with its value in a bulk
ferromagnet. A thin superconducting film in a strong magnetic field H = h˜/µB (µB is an effective Bohr magneton) is
described by the same Green’s functions. The behavior of these systems and, in particular, the critical temperature of
the superconducting transition Tc, was studied long ago by Fulde and Ferrell (1965); Larkin and Ovchinikov (1964);
Maki (1968); Sarma (1963). It was established that both first and second order phase transitions may occur in these
systems if h˜ is less or of the order of ∆˜. If the effective exchange field h˜ exceeds the value ∆˜/
√
2 ≈ 0.707∆˜, the system
remains in the normal state (the Clogston (1962) and Chandrasekhar (1962) limit). Independently from each other
Larkin and Ovchinikov (1964) and Fulde and Ferrell (1965) found that in a clean system and in a narrow interval
of h˜ the homogeneous state is unstable and an inhomogeneous state with the order parameter varying in space is
established in the system. This state, denoted as the Fulde-Ferrel-Larkin-Ovchinnikov (LOFF) state. has not been
observed yet in bulk superconductors. In bilayered S/F systems such a state cannot be realized because of a short
mean free path.
In the case of a first order phase transition from the superconducting to the normal state the order parameter ∆
drops from a finite value to zero. The study of this transition requires the use of nonlinear equations for ∆. It was
shown by Tollis (2004) that under some assumptions both the first and second order phase transitions may occur in
a S/F/S structure.
In the case of a second order phase transition one can linearize the corresponding equations (the Eilenberger or
Usadel equation) for the order parameter and use the Ginzburg-Landau expression for the free energy assuming that
the temperature T is close to the critical temperature Tc. Just this case was considered in most papers on this
topic. The critical temperature of an S/F structure can be found from an equation which is obtained from the
self-consistency condition Eq. (2.4). In the Matsubara representation it has the form
ln
Tc
T ∗c
= (πT ∗c )
∑
ω
(
1
|ωn| − ifω/∆), (2.33)
where Tc is the critical temperature in the absence of the proximity effect and T
∗
c is the critical temperature with
taking into account the proximity effect.
The function fω is the condensate (Gor’kov) function in the superconductor; it is related to the function fS3(ǫ)
as fS3(iωn) = fω, where ωn = π(2n + 1) is the Matsubara frequency. Strictly speaking, Eq.(2.33) is valid for a
superconducting film with a thickness smaller than the coherence length ξS because in this case fω is almost constant
in space.
The quasiclassical Green’s function fω obeys the Usadel equation (in the diffusive case) or the more general Eilen-
berger equation. One of these equations has to be solved by using the boundary conditions at the S/F interface (or
S/F interfaces in case of multilayered structures). This problem was solved in different situations in many works
where an oscillation of Tc as a function of the F thickness was predicted (see FIG. 4). In most of these papers it was
assumed that magnetization vectorsM in different F layers are collinear. Only Fominov et al. (2003) considered the
case of an arbitrary angle α between the M vectors in two F layers separated by a superconducting layer.
As mentioned previously, in this case the triplet components with all projections of the spin S of the Coopers pair
arise in the F/S/F structure. It was shown that Tc depends on α decreasing from a maximum value Tcmax at α = 0
to a minimum value Tcmin at α = π. We will not discuss the problem of Tc for S/F structures in detail because this
problem is discussed in other review articles (Buzdin, 2005a; Izyumov et al., 2002).
3. The Josephson effect in SFS junctions
The oscillations of the condensate function in the ferromagnet (see Eq.(2.29)) lead to interesting peculiarities not
only in the dependence Tc(dF ) but also in the Josephson effect in the S/F/S junctions. Although, as it has been
mentioned in the previous section, the experimental results concerning the dependence Tc(dF ) are still controversial,
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there is a more clear evidence for these oscillations in experiments on the Josephson current measurements that we
will discuss here.
It turns out that under certain conditions the Josephson critical current Ic changes its sign and becomes negative.
In this case the energy of the Josephson coupling EJ = (~Ic/e)[1 − cosϕ] has a minimum in the ground state when
the phase difference ϕ is equal not to 0, as in ordinary Josephson junctions, but to π (the so called π−junction).
This effect was predicted for the first time by Bulaevskii et al. (1977). The authors considered a Josephson junction
consisting of two superconductors separated by a region containing magnetic impurities. The Josephson current
through a S/F/S junction was calculated for the first time by Buzdin et al. (1982). Different aspects of the Josephson
effect in S/F/S structures has been studied in many subsequent papers (Barash et al., 2002; Buzdin and Kupriyanov,
1991; Chtchelkatchev et al., 2001; Fogelstro¨m, 2000; Golubov et al., 2002a; Heikkila¨ et al., 2000; Radovic et al., 2003;
Zyuzin et al., 2003, e.g). Recent experiments confirmed the 0-π transition of the critical current in S/F/S junctions
(Bauer et al., 2004; Blum et al., 2002; Kontos et al., 2002; Ryazanov et al., 2001; Sellier et al., 2004).
In the experiments of Ryazanov et al. (2001) and Blum et al. (2002), Nb is used as a superconductor and a
CuxNi1−x alloy as a ferromagnet. Kontos et al. (2002) used a more complicated S1/F/I/S structure, where S1
is a Nb/Al bilayer, S is Nb, I is the insulating Al2O3 layer and F is a thin (40A˚< dF < 150A˚) magnetic layer of a
PdNi alloy. All these structures exhibit oscillations of the critical current Ic. In FIG. 5 the temperature dependence
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FIG. 5 Measurement of the critical current Ic as a function of the temperature for a Nb/Cu0.48Ni0.52/Nb junction. The
thickness of the CuNi layer is dF = 22nm. Adapted from Ryazanov, Oboznov, Rusanov, Veretennikov, Golubov, and Aarts
(2001)
of Ic measured by Ryazanov et al. (2001) is shown. It is seen that the critical current in the junction with dF = 27nm
turns to zero at T ≈ 2 K, rises again with increasing temperature and reaches a maximum at T ≈ 5.5 K. If tem-
perature increases further, Ic decreases. In FIG. 6 we also show the dependence of Ic on the thickness dF measured
by Blum et al. (2002). The measured oscillatory dependence is well fitted with the theoretical dependence calculated
by Buzdin et al. (1982) and Bergeret et al. (2001c). The π-state in a Josephson junction leads to some observable
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FIG. 6 Critical current of a Nb/Cu/Ni/Cu/Nb junction as a function of the Ni layer thickness d. The squares are the measured
points. The theoretical fits are done according to Buzdin et al. (1982) (dashed line) and Bergeret et al. (2001c) (solid line).
Adapted from Blum, A. Tsukernik, and Palevski (2002)
phenomena. As was shown by Bulaevskii et al. (1977), a spontaneous supercurrent may arise in a superconducting
loop with a ferromagnetic π-junction. This current has been measured by Bauer et al. (2004). Note also that the
fractional Shapiro steps in a ferromagnetic π-junction were observed by Sellier et al. (2004) at temperatures at which
the critical current Ic turns to zero.
Oscillations of the Josephson critical current Ic are related to the oscillatory behavior of the condensate function
f in space (see Eq.(2.29)). The critical current Ic in a S/F/S junction can easily be obtained once the condensate
function in the F region is known. We use the following formula for the superconducting current IS in the diffusive
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limit which follows in the equilibrium case from a general expression (see Appendix A)
IS = LyLzσF (iπT/4e)
∑
ω
Tr(τˆ3[ fˇ+∂ fˇ+/∂x+ fˇ−∂ fˇ−/∂x]), (2.34)
where LyLz is the area of the interface and σF is the conductivity of the F layer.
In the considered case of a non-zero phase difference the condensate functions f± are matrices in the particle-
hole space. If in Eq.(2.34) instead of f± we write a 4×4 matrix for fˇ , then ∆ is given by ∆ˆ = ∆(iτˆ2 cos(ϕ/2) ∓
iτˆ1 sin(ϕ/2))σˆ3. We set the phase of the right (left) superconductor equal to ±ϕ/2. For simplicity we assume that
the overlap between the condensate functions f± induced in the F region by each superconductor is small. This
assumption is correct in the case dF >> ξF . Under this assumption the condensate function may be written in the
form of two independently induced f functions
fˆ±(x) = (1/ξǫκF±γF )iτˆ2[∆ˆl exp(−κǫ±(x + dF /2)
+ ∆ˆr exp(−κǫ±(−x+ dF /2)]. (2.35)
Here ∆ˆr(l) is the order parameter in the right (left) superconductor. Substituting Eq.(2.35) into Eq.(2.34), we get
IS ≡ Ic sin(ϕ) = 4πT (LyLz)σF /(κFγ2F ) exp(−dF /ξF )
cos(dF /ξF )
∑
ω
∆2
∆2 + ω2
sinϕ. (2.36)
When deriving Eq.(2.36), it was assumed that the exchange energy h is much larger than both T and ∆.
Calculating the sum in Eq. (2.36), we come to the final formula for the critical current
Ic = ∆tanh(∆/2T )σF/(κF γ
2
F ) exp(−dF /ξF ) cos(dF /ξF ). (2.37)
As expected, according to Eq.(2.37) the critical current oscillates with varying the thickness of the ferromagnet dF .
The period of these oscillations gives the value of ξF and therefore the value of the exchange energy h. For example,
according to the experiments on Nb/CuNi performed by Blum et al. (2002) h ≈ 110meV , which is a quite reasonable
value for CuNi.
The non-monotonic dependence of the critical current on temperature observed by Ryazanov et al. (2001) can be
obtained only in the case of an exchange energy h comparable with ∆ (at least, the ratio h/∆ should not be too
large). If the exchange energy were not too large, the effective penetration length ξF,eff would be temperature
dependent. According to estimates presented by Ryazanov et al. h ≈ 30K, which means that the exchange energy in
this experiment was much smaller than in the one performed by Blum et al. and by Kontos et al. (in the last reference
h ≈ 35meV ).
The conditions under which the π− state is realized in S/F/S Josephson junctions of different types were studied
theoretically in many papers (Buzdin and Baladie, 2003; Buzdin and Kupriyanov, 1991; Buzdin and Vujicic, 1992;
Chtchelkatchev et al., 2001; Krivoruchko and Koshina, 2001a; Li et al., 2002). In all these papers it was assumed that
the ferromagnet consisted of a single domain with a magnetization M fixed in space. The case of a S/F/S Josephson
junction with a two domain ferromagnet was analyzed by Blanter and Hekking (2004). The Josephson critical current
Ic was calculated for parallel and anti-parallel magnetization orientations in both ballistic and diffusive limits. It
turns out that in such a junction the current Ic is larger for the anti-parallel orientation.
A similar effect arises in a S/F/S junction with a rotating in space magnetization, as it was shown by Bergeret et al.
(2001c). In this case not only the singlet and triplet component with projection Sz = 0, but also the triplet component
with Sz = ±1 arises in the ferromagnet. The last component penetrates the ferromagnet over a large length of the
order of ξN and contributes to the Josephson current. In FIG. 7 the temperature dependence of the critical current is
presented for different values of Ql, where Q = 2π/Lm, Lm is the period of the spatial rotation of the magnetization
and l is the mean free path. It is seen that at Q = 0 (homogeneous ferromagnet) and low temperatures T the critical
current Ic is negative (π− state), whereas with increasing temperature, Ic becomes positive (0− state). If Q increases,
the interval of negative Ic gets narrower and disappears completely at Ql ≈ 0.04, that is, the S/F/S structure with
a non-homogeneous M is an ordinary Josephson junction with a positive critical current.
It is interesting to note that the π-type Josephson coupling may also be realized in S/N/S junctions provided
the distribution function of quasiparticles n(ǫ) in the N region deviates significantly from the equilibrium. This
deviation may be achieved with the aid of a non-equilibrium quasiparticles injection through an additional electrode
in a multiterminal S/N/S junction. The Josephson current in such a junction is again determined by Eq.(2.34) in
which one has to put h = 0, f+ = f− and replace tanh(ǫβ) = (1− 2n(ǫ)) by (1/2)[tanh((ǫ+ eV )β)+ tanh((ǫ− eV )β)],
where V is a voltage difference between N and S electrodes.
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FIG. 7 Dependence of the critical current on T for hτ = 0.06,∆0τ = 0.03, d/l = π and different values of Ql. Here τ is the
momentum relaxation time.
At a certain value of V the critical current changes sign. Thus, there is some analogy between the sign reversal
effect in a S/F/S junction and the one in a multiterminal S/N/S junction under non-equilibrium conditions.
Indeed, when calculating IS in a multiterminal S/N/S junction one can shift the energy by eV or −eV . Then
the function (1/2)[tanh((ǫ + eV )β) + tanh((ǫ − eV )β)] is transformed into tanh(ǫβ) while in the other functions one
performs the substitution ǫ→ ǫ± eV . So, we see that eV is analogous to the exchange energy h that appears in the
case of a S/F/S junction.
The sign reversal effect in a multiterminal S/N/S junction under non-equilibrium conditions has been observed
by Baselmans et al. (1999) and studied theoretically by Volkov (1995); Wilhelm et al. (1998); Yip (1998). Later
Heikkila¨ et al. (2000) studied theoretically a combined effect of a non-equilibrium quasiparticle distribution on the
current Ic in a S/F/S Josephson junction.
Concluding this Section we note that the experimental results by Ryazanov et al. (2001), Kontos et al. (2002),
Blum et al. (2002) and Strunk et al. (1994) seem to confirm the theoretical prediction of an oscillating condensate
function in the ferromagnet and the possibility of switching between the 0 and the π-state.
III. ODD TRIPLET SUPERCONDUCTIVITY IN S/F STRUCTURES
A. Conventional and unconventional superconductivity
Since the development of the BCS theory of superconductivity by Bardeen, Cooper, and Schrieffer (1957), and
over many years only one type of superconductivity was observed in experiments. This type is characterized by the
s-wave pairing between the electrons with opposite spin orientations due to the electron-phonon interaction. It can be
called conventional since it is observed in most superconductors with critical temperature below 20 K (the so-called
low temperature superconductors).
Bednorz and Mu¨ller (1986) discovered that a La2−xSrxCuO4 compound is a superconductor with a critical tem-
perature of 30K. This was the first known high-Tc copper-oxide (cuprate) superconductor. Nowadays many cuprates
have been discovered with critical temperatures above the temperature of liquid nitrogen. These superconductors (the
so called high Tc superconductors) show in general a d-wave symmetry and, like the conventional superconductors,
are in a singlet state. That is, the order parameter ∆αβ is represented in the form: ∆αβ = ∆ · (iσ3)αβ , where σ3 is
the Pauli matrix in the spin space. The difference between the s and d pairing is due to a different dependence of the
order parameter ∆ on the Fermi momentum pF = ~kF . In isotropic conventional superconductors ∆ is a k-(almost)
independent quantity. In anisotropic conventional superconductors ∆ depends on the kF direction but it does not
change sign as a function of the momentum kF orientation in space. In high Tc superconductors where the d-wave
pairing occurs, the order parameter ∆(kF) changes sign at certain points at the Fermi surface.
On the other hand, the Pauli principle requires the function ∆(kF) to be an even function of kF, which imposes
certain restrictions for the dependence of the order parameter on the Fermi-momentum. For example, for d-pairing
the order parameter is given by ∆(kF) = ∆(0)(k
2
x−k2y), where kx,y are the components of the kF vector in the Cu−O
plane. This means that the order parameter may have either positive or negative sign depending on the direction.
The change of the sign of the order parameter leads to different physical effects. For example, if a Josephson
junction consists of two high Tc superconductors with properly chosen crystallographic orientations, the ground state
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of the system may correspond to the phase difference ϕ = π (π−junction). In some high Tc superconductors the order
parameter may consist of a mixture of s- and d-wave components (Tsuei and Kirtley, 2003).
Another type of pairing, the spin-triplet superconductivity, has been discovered in materials with strong electronic
correlations. The triplet superconductivity has been found in heavy fermion intermetallic compounds and also in
organic materials (for a review see Mineev and Samokhin (1999)). Recently a lot of work has been carried out to
study the superconducting properties of strontium ruthenate Sr2RuO4. Convincing experimental data have been
obtained in favor of the triplet, p-wave superconductivity. For more details we refer the reader to the review articles
by Maeno et al. (1994) and Eremin et al. (2004).
Due to the fact that the condensate function < ψα(r, t)ψβ(r
′, t′) > must be an odd function with respect to the
permutations α ↔ β, r ↔ r′ (for equal times, t = t′), the wave function of a triplet Cooper pair has to be an odd
function of the orbital momentum, that is, the orbital angular momentum L is an odd number: L = 1 (p-wave), 3
etc. Thus, the superconducting condensate is sensitive to the presence of impurities. Only the s-wave (L = 0) singlet
condensate is not sensitive to the scattering by nonmagnetic impurities (Anderson theorem). In contrast, the p-wave
condensate in an impure material is suppressed by impurities and therefore the order parameter ∆αβ =
∑
k∆αβ(kF) ∼∑
k < ψα(r, t)ψβ(r
′, t) >k is also suppressed (Larkin, 1965). That is why the superconductivity in impure Sr2RuO4
samples has not been observed. In order to observe the triplet p-wave superconductivity (or another orbital order
parameter with higher odd L), one needs to use clean samples of appropriate materials.
At first glance one cannot avoid this fact and there is no hope to see a non-conventional superconductivity in
impure materials. However, another nontrivial possibility for the triplet pairing exists. The Pauli principle imposes
restrictions on the correlation function < ψα(r, t)ψβ(r
′, t) >k for equal times. In the Matsubara representation this
means that the sum
∑
ω < ψα(r, τ)ψβ(r
′, τ ′) >k,ω must change sign under the permutation r ↔ r′ (for the triplet
pairing the diagonal matrix elements (α = β) of these correlation functions are not zero). This implies that the sum∑
ω < ψα(r, τ)ψβ(r
′, τ ′) >k,ω has to be either an odd function of k or just turn to zero. The latter possibility does
not mean that the pairing must vanish. It can remain finite if the average < ψα(r, τ)ψβ(r
′, τ ′) >k,ω is an odd function
of the Matsubara frequency ω (in this case it must be an even function of k). Then the sum over all frequencies is
zero and therefore the Pauli principle for the equal-time correlation functions is not violated.
This type of pairing was first suggested by Berezinskii (1975) as a possible mechanism of superfluidity in 3He. He
assumed that the order parameter ∆(ω) ∝∑ω,k < ψα(r, τ)ψβ(r′, τ ′) >k,ω is an odd function of ω : ∆(ω) = −∆(−ω).
However, experiments on superfluid 3He have shown that the Berezinskii state is only a hypothetical state and the
p-pairing in 3He has different symmetries. As it is known nowadays, the condensate in 3He is antisymmetric in the
momentum space and symmetric (triplet) in the spin space. Thus, the Berezinskii hypothetical pairing mechanism
remained unrealized for few decades.
However, in recent theoretical works it was found that a superconducting state similar to the one suggested by
Berezinskii might be induced in conventional S/F systems due to the proximity effect (Bergeret et al., 2001a, 2003).
In the next sections we will analyze this new type of the superconductivity with the triplet pairing that is odd in the
frequency and even in the momentum. This pairing is possible not only in the clean limit but also in samples with a
high impurity concentration.
It is important to note that, in spite of the similarity, there is a difference between this new superconducting state
in the S/F structures and that proposed by Berezinskii. In the S/F structures both the singlet and triplet types of
the condensate f coexist. However, the order parameter ∆ is not equal to zero only in the S region (we assume that
the superconducting coupling in the F region is zero) and is determined there by the singlet part of the condensate
only. This contrasts the Berezinskii state where the order parameter ∆ should contains a triplet component.
Note that attempts to find conditions for the existence of the odd superconductivity were undertaken
in several papers in connections with the pairing mechanism in high Tc superconductors (Abrahams et al.,
1993; Balatsky and Abrahams, 1992; Balatsky et al., 1995; Coleman et al., 1993a,b, 1995; Hashimoto, 2000;
Kirckpatrick and Belitz, 1992; Kirkpatrick and Belitz, 1991). In these papers a singlet pairing odd in frequency
and in the momentum was considered.
We would like to emphasize that, while theories of unconventional superconductivity are often based on the presence
of strong correlations where one has to use a phenomenology, the triplet state induced in the S/F structures can be
studied within the framework of the BCS theory, which is valid in the weak-coupling limit. This fact drastically
simplifies the problem not only from the theoretical, but also from experimental point of view since well known
superconductors grown in a controlled way may be used in order to detect the triplet component.
We summarize the properties of this new type of superconductivity which we speak of as triplet odd superconduc-
tivity:
• It contains the triplet component. In particular the components with projection Sz = ±1 on the direction of
the field are insensitive to the presence of an exchange field and therefore long-range proximity effects arise in
S/F structures.
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• In the dirty limit it has a s–wave symmetry. The condensate function is even in the momentum p and therefore,
contrary to other unconventional superconductors, is not destroyed by the presence of non-magnetic impurities.
• The triplet condensate function is odd in frequency.
Before we turn to a quantitative analysis let us make the last remark: we assume that in the ferromagnetic regions no
attractive electron-electron interaction exists, and therefore ∆ = 0 in the F -regions. The superconducting condensate
arises in the ferromagnet only due to the proximity effect. This will become more clear later.
Another type of triplet superconductivity in the S/F structures that differs from the one considered in this review
was analyzed by Edelstein (2001). The author assumed that spin-orbit interaction takes place at the S/F interface due
to a strong electric field which exists over interatomic distances (the so-called Rashba term in the Hamiltonian (Rashba,
1960)). It was also assumed that electron-electron interaction is not zero not only in the s-wave singlet channel but
also in the p-wave triplet channel. The spin-orbit interaction mixes both the triplet and singlet components. Then,
the triplet component can penetrate into the F region over a large distance.
However, in contrast to odd superconductivity, the triplet component analyzed by Edelstein is odd in the momentum
and therefore must be destroyed by scattering on ordinary nonmagnetic impurities. This type of triplet component was
also studied in 2-dimensional systems and in S/N structures in the presence of the Rashba-type spin-orbit interaction
(Edelstein, 1989, 2001; Gor’kov and Rashba, 2001).
B. Odd triplet component (homogeneous magnetization)
As we have mentioned in section II.B, even in the case of a homogeneous magnetization the triplet component with
the zero projection Sz = 0 of the total spin on the direction of the magnetic field appears in the S/F structure. Unlike
the singlet component it is an odd function of the Matsubara frequency ω. In order to see this, we look for a solution
of the Usadel equation in the Matsubara representation. In this representation the linearized Usadel equation for the
ferromagnet takes the form
DF∂
2fˆF /∂x
2 − 2(|ω|σˆ0 − ihωσˆ3)fˆF = 0 , (3.1)
where ω = πT (2n+ 1) is the Matsubara frequency and hω = sgn(ω)h.
The solution of Eq. (3.1) corresponding to Eq.(2.29) can be written as
f±(ω) = ±(∆/iξωκ±(ω)γF ) exp(−κ±(ω)x) . (3.2)
where
κ±(ω) =
√
2(|ω| ∓ ihω)/DF (3.3)
and ξω =
√
ω2 +∆2.
For the amplitudes of the triplet (f0 = (f+ + f−)/2) and singlet (f3 = (f+ − f−)/2) components we get in the
ferromagnet
f3,0(ω, x) = (∆/2iξωγF )[
exp(−κ+(ω)x)
κ+(ω)
± exp(−κ−(ω)x)
κ−(ω)
] . (3.4)
Eqs. (3.2) and (3.4) show that both the singlet and the triplet component with Sz = 0 of the condensate functions decay
in the ferromagnet on the scale of Reκ+ having oscillations with Imκ+. Taking into account that κ+(ω) = κ−(−ω),
we see that f3(ω) is an even function of ω, whereas the amplitude of the triplet component, f0(ω), is an odd function
of ω. The mixing between the triplet and singlet components is due to the term proportional to hωσˆ3 in Eq.(3.1).
This term breaks the time-reversal symmetry.
Due to the proximity effect the triplet component f0 penetrates also into the superconductor and the characteristic
length of the decay is the coherence length ξS . The spatial dependence of this component inside the superconductor
can be found provided the Usadel equation is linearized with respect to a deviation of the fˆS matrix from its bulk
BCS form fˆBCS . In the presence of an exchange field the Green’s functions gˇ are 4 × 4 matrices in the particle-hole
and spin space. In the case of a homogeneous magnetization they can be represented as a sum of two terms (the τˆ
matrices operate in the particle-hole space)
gˇ = gˆτˆ3 + fˆ iτˆ2 , (3.5)
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where gˆ and fˆ are matrices in the spin space.
In a bulk superconductor these matrices are equal to
gˆBCS = gBCS(ω)σˆ0; fˆBCS = fBCS(ω)σˆ3 , (3.6)
where
gBCS(ω) = ω/ξω; fBCS(ω) = ∆/iξω. (3.7)
and ξω =
√
ω2 +∆2.
We linearize now the Usadel equation with respect to a small deviation δgˇS ≡ δgˆS τˆ3 + δfˆSiτˆ2 = gˇS − gˇBCS and
obtain for the condensate function δfˆS in the superconductor the following equation
(∂2/∂x2)δfˆS − κ2SδfˆS = 2i(δ∆/DS)g2BCS σˆ3, (3.8)
where κ2S = 2
√
(ω2 +∆2)/DS and δ∆(x) is a deviation of the superconducting order parameter from its BCS value
in the bulk.
A solution for Eq.(3.8) determines the triplet component δfS0 and a correction δfS3 to the singlet component. To
find the component δfS3 is a much more difficult task than to find δfS0 because δ∆(x) is a function of x and, in its turn,
is determined by the amplitude δfS3. Therefore, the singlet component δfS3 obeys a non-linear integro-differential
equation. That is why the critical temperature Tc can be calculated only approximately (Bagrets et al., 2003;
Baladie and Buzdin, 2003; Buzdin and Kupriyanov, 1990; Demler et al., 1997; Izyumov et al., 2002; Radovic et al.,
1991; Tagirov, 1998). Fominov et al. (2002) proposed an analytical trick that reduces the Tc problem to a form
allowing a simple numerical solution.
On the contrary, the triplet component δfS0 proportional to σˆ0 can be found exactly (in the linear approximation).
The solution for δfS0 (0) takes the form
δfS0(x) = δfS0(0) exp(−κS(ω)x). (3.9)
The constant δfS0(0) can be found from the boundary condition (see Appendix A)
∂δfS0(x)/∂x|x=0 = fF0(0)/γS . (3.10)
As follows from this equation, the triplet component in the superconductor δfS0 has the same symmetry as the
component fF0, that is, it is odd in frequency. So, the triplet component of the condensate is inevitably generated
by the exchange field both in the ferromagnet and superconductor. Both the singlet component and the triplet
component with S = 0 decay fast in the ferromagnet because the exchange field h is usually very large (see Eq. (3.3)).
At the same time, the triplet component decays much slower in the superconductor because the inverse characteristic
length of the decay kS is much smaller.
To illustrate some consequences of the presence of the triplet component in the superconductor, we use the fact
that the normalization condition gˇ2 = 1 results in the relation
g0g3 = f3f0 (3.11)
The function g0 entering Eq. (3.11) determines the change of the local DOS
ν(ǫ) = Reg0(ǫ) (3.12)
while the function g3 determines the magnetic moment Mz of the itinerant electrons (see Appendix A)
Mz = µBνiπT
∑
ω
g3(ω) (3.13)
We see that the appearance of the triplet component in the superconductor leads to a finite magnetic moment in the
S-region, which can be spoken of as an inverse proximity effect. This problem will be discussed in more detail in
section V.B.
Thus, even in the case of a homogeneous magnetization, the triplet component with Sz = 0 arises in the S/F
structure. This fact was overlooked in many papers and has been noticed for the first time by Bergeret et al. (2003).
This component, as well as the singlet one, penetrates the ferromagnet over a short length ξF because it consists of
averages of two operators with opposite spins < ψ↑ψ↓ > and is strongly suppressed by the exchange field. The triplet
component with projections Sz = ±1 on the direction of the field results in more interesting properties of the system
since it is not suppressed by the exchange interaction. It can be generated by a non-homogeneous magnetization as
we will discuss in the next section.
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C. Triplet odd superconductivity ( inhomogeneous magnetization)
According to the results of the last section the presence of an exchange field leads to the formation of the triplet
component of the condensate function. In a homogeneous exchange field, only the component with the projection
Sz = 0 is induced.
A natural question arises: Can the other components with Sz = ±1 be induced? If they could, this would lead to a
long range penetration of the superconducting correlations into the ferromagnet because these components correspond
to the correlations of the type < ψ↑ψ↑ > with parallel spins and are not as sensitive to the exchange field as the other
ones.
In what follows we analyze some examples of S/F structures in which all projections of the triplet component are
induced. The common feature of these structures is that the magnetization is nonhomogeneous.
In order to determine the structure of the condensate we will use as before the method of quasiclassical Green’s
functions. This allows us to investigate all interesting phenomena except those that are related to quantum interference
effects.
The method of the quasiclassical Green’s functions can be used at spatial scales much longer than the Fermi wave
length 3. As we have mentioned already, in order to describe the S/F structures the Green’s functions have to be 4×4
matrices in the particle-hole and spin space. Such 4× 4 matrix Green’s functions (not necessarily in the quasiclassical
form) have been used long ago by (Maki, 1969; Vaks et al., 1962). Equations for the quasiclassical Green’s functions
in the presence of the exchange field similar to the Eilenberger and Usadel equations can be derived in the same way
as the one used in the non-magnetic case (see Appendix A). For example, a generalization of the Eilenberger equation
was presented by Bergeret, Efetov, and Larkin (2000) and applied to the study of cryptoferromagnetism.
1. F/S/F trilayer structure
We start the analysis of the non-homogeneous case by considering the F/S/F system shown in FIG. 8. The structure
consists of one S layer and two F layers with magnetizations inclined at the angle ±α with respect to the z-axis (in
the yz plane).
dSdS dS dF+dS dF+( )−
F FS
x
−α α
−
FIG. 8 Trilayer geometry. The magnetization of the left (right) F layer makes an angle α (−α) with the z-axis.
We want to demonstrate now that the triplet component with Sz = ±1 inevitably arises due to the overlap of the
triplet components generated by the ferromagnetic layers in the S layer. It is not difficult to understand why it should
be so.
As we have seen in the previous section, each of the layers generates the triplet component with the zero total
projection of the spin, Sz = 0, on the direction of the exchange field. If the magnetic moments of the layers are
collinear to each other (parallel or antiparallel), the total projection remains zero. However, if the moments of the
ferromagnetic layers are not collinear the superposition of the triplet components coming from the different layers
should have all possible projections of the total spin.
3 Note that, as was shown by Galaktionov and Zaikin (2002); Shelankov and Ozana (2000), in the ballistic case and in the presence of
several potential barriers some effects similar to the quantum interference effects may be important. We do not consider purely ballistic
systems assuming that the impurity scattering is important. In this case the quasiclassical approach is applicable. The applicability of
the quasiclassical approximation was discussed long ago by Larkin and Ovchinnikov (Larkin and Ovchinnikov, 1968).
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From this argument we can expect the generation of the triplet component with all projections of the total spin
provided the thickness of the S layer is not too large. Since the only relevant length in the superconductors is
ξS ≈
√
DS/πTc, we assume that the thickness of the superconducting layer S does not exceed this length.
Now we perform explicit calculations that support the qualitative conclusion about the generation of the triplet
component with all projections of the total spin. We consider the diffusive case when the Usadel equation is applicable.
This means that the condition
hτ << 1 (3.14)
is assumed to be fulfilled (τ is the elastic scattering time).
The linearized Usadel equation in the F region takes the form (see Appendix A)
∂2xxfˇ − κ2ω fˇ +
iκ2h
2
{
τˆ0[σˆ3, fˇ ]+ cosα± τˆ3[σˆ2, fˇ ] sinα
}
= 0 , (3.15)
where fˇ is a 4 × 4 matrix (condensate function) which is assumed to be small and [σˆ3, fˇ ]+ = σˆ3.fˇ + fˇ .σˆ3. The wave
vectors κω and κh entering Eq. (3.15) have the form
κ2ω = 2|ω|/DF (3.16)
and
κ2h = 2hsgnω/DF (3.17)
The magnetization vector M lies in the (y, z)-plane and has the components: M =M{0,± sinα, cosα}. The sign
“+” (“−”) corresponds to the right (left) F film. We consider here the simplest case of a highly transparent S/F
interface and temperatures close to the critical temperature of the superconducting transition Tc. In this case the
function fˇ , being small, obeys a linear equation similar to Eq.(3.8)
(∂2fˇ/∂x2)− κ2S fˇ = 2i(δ∆˘/DS)g2BCS , (3.18)
where κ2S = 2|ω|/DS.
The boundary conditions at the S/F interfaces are
fˇx=dS+0 = fˇx=dS−0 (3.19)
γ(∂fˇ/∂x)|F = (∂fˇ/∂x)|S . (3.20)
where γ = σF /σS and σF (σS) is the conductivity in the ferromagnet (superconductor).
The first condition, Eq. (3.19), corresponds to the continuity of the condensate function at the S/F interface with
a high transparency, whereas Eq (3.20) ensures the continuity of the current across the S/F interface (Volkov et al.,
2003).
A solution for Eqs.(3.15-3.18) with the boundary conditions (3.19-3.20) can easily be found. The matrix fˇ can be
represented as
fˇ = iτˆ2 ⊗ fˆ2 + iτˆ1 ⊗ fˆ1 , (3.21)
where
fˆ1 = b1(x)σˆ1, fˆ2 = b3(x)σˆ3 + b0(x)σˆ0, (3.22)
In the left F layer the functions bk(x) are to be replaced by b¯k(x). For simplicity we assume that the thickness of the
F films dF exceeds ξF (the case of an arbitrary dF was analyzed by Bergeret et al. (2003)). Using the representation,
Eqs. (3.21-3.22), we find the functions bi(x) and b¯i(x). They are decaying exponential functions and can be written
as
bk(x) = bk exp(−κ(x− dS)), b¯k(x) = b¯k exp(κ(x+ dS)) (3.23)
Substituting Eq.(3.23) into Eqs.(3.15)-(3.18), we obtain a set of linear equations for the coefficients bk. The condition
for the existence of non-trivial solutions yields an equation for the eigenvalues κ. This equation reads
(κ2 − κ2ω)[(κ2 − κ2ω)2 + κ4h] = 0 (3.24)
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Eq. (3.24) is of the sixth order and therefore has six solutions. Three of these solutions should be discarded because
the corresponding to bk (x) grow when going away from the interface. The remaining three solutions of Eq. (3.24)
give three different physical values of κ.
If the exchange energy h is sufficiently large (h >> {T,∆}), the eigenvalues are
κ = κω (3.25)
κ± ≈ (1± i)κh (3.26)
We see that these solutions are completely different. The roots κ± proportional to κh (cf. Eq. (3.17)), are very
large and therefore the corresponding solutions bk (s) decay very fast (similar to the singlet component). This is the
solution that exists for a homogeneous magnetization (collinear magnetization vectors).
In contrast, the value for κ given by Eq. (3.25), is much smaller (see Eq. (3.16)) and corresponds to a slow decay
of the superconducting correlations. The solutions corresponding to the root given by Eq.(3.25) describe a long-range
penetration of the triplet component into the ferromagnetic region. For each root one can easily obtain relations
between the coefficients bk(x). As a result, we obtain
b1(x) = bωe
−κω(x−dS)
− sinα
[
b3+e
−κ+(x−dS) − b3−e−κ−(x−dS)
]
(3.27)
b0(x) = − tanα · bωe−κω(x−dS)
− cosα
[
b3+e
−κ+(x−dS) − b3−e−κ−(x−dS)
]
(3.28)
and
b3(x) = b3+ exp(−κ+(x− dS)) + b3+ exp(−κ−(x − dS)) (3.29)
The function b1(x) is the amplitude of the triplet component penetrating into the F region over a long distance of the
order of κ−1ω ∼ ξN . Its value as well as the values of the other functions bk(x) is found from the boundary conditions
(3.19-3.20) at the S/F interfaces.
What remains to be done is to match the solutions for the superconductor and the ferromagnets at the interfaces
between them. The solution for the superconductor satisfies Eq.(3.18) and can be written as
f3(x) = ∆/iEω + a3 cosh(κSx) (3.30)
f0(x) = a0 cosh(κSx) (3.31)
f1(x) = a1 sinh(κSx) , (3.32)
where Eω =
√
ω2 +∆2.
Matching these solutions with Eqs. (3.27-3.29) at the S/F interfaces we obtain the coefficients bk and b¯k as well
as ak. Note that b3± = b¯3± and bω = −b¯ω. Although the solution can be found for arbitrary parameters entering the
equations, we present here for brevity the expressions for b3± and bω in some limiting cases only.
Let us consider first the case when the parameter γκh/κS is small, that is, we assume the condition
γκh/κS ≈ νF
νS
√
DFh
DSπTc
<< 1 (3.33)
to be fulfilled.
Here νF,S is the density of states in the ferromagnet and superconductor, respectively (in the quasiclassical approx-
imation the DOS for electrons with spin up and spin down is nearly the same: h << ǫF ). The condition, Eq. (3.33),
can be fulfilled in the limit DF << DS . Taking, for example, νF ≈ νS , lF ≈ 30 A˚ and lS ≈ 300 A˚, we find that h
should be smaller than 30Tc.
In this limit the coefficients b1,3± and a1 can be written in a rather simple form
bω ≈ −2∆
Eω
(
γκh
κS
)
sinα cos2 α
sinh(2ΘS)
, (3.34)
b3+ ≈ b3− ≈ ∆
2iξω
, (3.35)
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a3 = − ∆
iEω
γκh
κS
1
sinh(2ΘS)
, (3.36)
where Θ = κSdS .
As follows from the first of these equations, Eq. (3.35), the correction to the bulk BCS solution for the singlet
component is small in this approximation and this justifies our approach.
At the S/F interface the amplitude of the triplet component bω is small in comparison with the magnitude of the
singlet one b3+ . However the triplet component decays over a long distance ξN while the singlet one vanishes at
distances exceeding the short length ξF . The amplitudes bω and b3± become comparable if the parameter γκh/κS is
of the order of unity.
It follows also from Eq.(3.34) that the amplitude of the triplet component bω is zero in the case of collinear vectors
of magnetization, i.e. at α = 0 or α = π/2. It reaches the maximum at the angle αm for which sinαm = 1/
√
3.
Therefore the maximum angle-dependent factor in Eq.(3.34) is sinαm cos
2 αm = 2/3
√
3 ≈ 0.385.
One can see from Eq.(3.34) that bω becomes exponentially small if the thickness dS of the S films significantly
exceeds the coherence length ξS ≈
√
DS/πTc. This means that in order to have a considerable penetration of the
superconducting condensate into the ferromagnet one should not make the superconducting layer too thick.
On the other hand, if the thickness dS is too small the critical temperature Tc is suppressed. In order to avoid this
suppression one has to use, for instance, an F/S/F structure with a small width of the F films. Similar systems were
considered by Beckmann et al. (2004), where non-local effects of Andreev reflections in a S/F nanostructure were
studied .
Another limiting case that allows a comparatively simple solution is the limit of small angles α (Volkov et al., 2003)
but an arbitrary parameter γκh/κS , Eq. (3.33). At small angles α the amplitudes of the triplet and singlet component
are given by the following formulae
bω ≈ − ∆
Eω
sinα(γκh/κS) tanhΘS
cosh2ΘS| tanhΘS + (γκh/κS)|2(1 + (γκh/κS) tanhΘS)
, (3.37)
b3± ≈ ∆
2iEω
1
1 + (γκ±/κS) tanhΘS
, (3.38)
One can see from Eqs. (3.37-3.38) that, provided the parameter given by Eq. (3.33) is not small and α, |ΘS | ∼ 1, the
amplitudes bω and b3± are again comparable with each other.
The amplitudes of the triplet and singlet components were calculated by Bergeret et al. (2003) in a more general
case of an arbitrary S/F interface transparency and a finite thickness of the F films.
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FIG. 9 The spatial dependence of Im(SC) (dashed line) and the long-range part of Re(TC) (solid line). We have chosen
σF /σS = 0.2, h/TC = 50, σFRb/ξF = 0.05, dF
√
TC/DS = 2, dS
√
TC/DS = 0.4 and α = π/4. The discontinuity of the TC at
the S/F interface is because the short-range part is not shown in this figure. Taken from Bergeret, Volkov, and Efetov (2003)
In FIG. 9 we plot the spatial dependence of the triplet (TC) and singlet (SC) components in a F/S/F structure.
It is seen from this figure that, as expected, the triplet component decays slowly, whereas the singlet component
decays fast over the short length ξh. For this reason, in a multilayered S/F structure with a varying direction of the
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magnetization vector M and thick F layers (ξh << dF ) a Josephson-like coupling between neighboring layers can
be realized via the odd triplet component. In this case the in-plane superconductivity is caused by both triplet and
singlet components. Properties of such S/F multilayered structures will be discussed in the next chapter.
Let us mention an important fact. The quasiclassical Green’s function gˇ(ϑ) in the diffusive case can be expanded
in spherical harmonics. In the present approach, only the first two terms of this expansion are taken into account
such that
gˇ = gˇsym + gˇas cosϑ (3.39)
where ϑ is the angle between the momentum p and the x-axis, and gˇas = −lgˇsym∂gˇsym/∂x is the antisymmetric part
of gˇ(ϑ) and gˇsym is the isotropic part of gˇ(ϑ), which does not depend on ϑ. The antisymmetric part of gˇ determines
the electric current in the system.
Higher order terms in the expansion of gˇ are small in the diffusive limit and can be neglected. In the case of a weak
proximity effect the antisymmetric part of the condensate function in the F region can be written as
fˇas cosϑ ≈ −lτˆ3 ⊗ σˆ0sgnω∂fˇsym/∂x cosϑ . (3.40)
This expression follows from the fact that gˇ0 ≈ −τˆ3 ⊗ σˆ0sgnω (corrections to gˇ0 are proportional to fˇ20 ). Eq. (3.40)
holds for both the singlet and triplet components.
As we have clarified previously, the symmetric part fˇ0 is an odd function of ω. Thus, according to Eq.(3.38) the
antisymmetric part is an even function of ω so that the total condensate function fˇ = fˇ0+ fˇ1 cosϑ is neither odd nor
even function of ω. However, in the diffusive limit it is still legitimate to speak about the odd superconductivity since
the symmetric part is much larger than antisymmetric part of fˇ .
If the parameter hτ is not small, i.e. the system is not diffusive, the symmetric and antisymmetric parts are
comparable, and one cannot speak of the odd superconductivity. All this distinguishes the superconductivity in S/F
structures from the odd superconductivity suggested by Berezinskii (1975) who assumed that the order parameter
∆(ω) was an odd function of ω. In our discussion it is assumed that the order parameter ∆ is an ω− independent
quantity and it is determined by the singlet component of the condensate function fˇ0.
2. Domain wall at the S/F interface
In the previous section we have seen how the generation of the triplet component takes place. The appearance of
this component leads to long range effects in a structure where the angle between the directions of magnetization
in the different layers can be changed experimentally. This is an example of a situation when the long range triplet
component of the superconducting condensate can be produced under artificial experimental conditions.
In this section we show that the conditions under which the triplet long range superconducting correlations occur are
considerably more general. It is well known that the magnetization of any ferromagnet can be quite inhomogeneous
due to the presence of domain walls. They are especially probable near interfaces between the ferromagnets and
other materials. Therefore, making an interface between the ferromagnets and superconductors one produces almost
inevitably domain walls, and one should take special care to get rid off them. In this section we consider a domain
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FIG. 10 S/F structure with a domain wall in the region 0 < x < w. In this region α = Qx, where Q is the wave vector
which describes the spiral structure of the domain wall. For x > w it is assumed that the magnetization is homogeneous, i.e.
αw ≡ α(x > w) = Qw.
wall like structure and show that it will also lead to the triplet long range correlations. This structure is shown
schematically in FIG. 10. It consists of a S/F bilayer with a non-homogeneous magnetization in the F layer. We
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assume for simplicity that the magnetization vector M =M(0, sinα(x), cosα(x)) rotates in the F film starting from
the S/F interface (x = 0) and the rotation angle has a simple piece-wise x-dependence
α(x) =
{
Qx, 0 < x < w
αw = Qw, w < x
(3.41)
This form means that the M vector is aligned parallel to the z-axis at the S/F interface and rotates by the angle
αw(= α(w)) over the length w (w may be the width of a domain wall). At x > w the orientation of the vector M is
fixed.
We calculate the condensate function in the F region and show that it contains the long range triplet component
(LRTC). As in the preceding section, we assume that the condensate function in the F region is small. The smallness
of fˇ in this case is either due to a mismatch of the Fermi velocities in the superconductor and ferromagnet or due to
a possible potential barrier at the S/F interface. In such cases the transparency of the interface is small and only a
small portion of the superconducting electrons penetrates the ferromagnet.
Due to the smallness of the transparency of the interface the function fˇ can experience a jump at the S/F interface,
which contrasts the preceding case. The boundary condition for the 4× 4 matrix fˇ has the same form as in Eq.(2.27)
γF∂xfˇ = −fˇS (3.42)
The function fˇS on the right-had side is the condensate matrix Green’s function in the superconductor that, in the
limit considered here, should be close to the bulk solution
fˇS = fBCSiτˆ2 ⊗ σˆ3 (3.43)
We have to solve again Eq.(3.15) with the boundary conditions (3.42). Therefore we assume that the domain wall
thickness w is larger than the mean free path l and the condition, Eq. (3.14) is fulfilled (dirty limit). This case was
analyzed by Bergeret et al. (2001b). Another case of a thin domain wall (w < l) was considered by Kadigrobov et al.
(2001).
The problem of finding the condensate functions in the case of the magnetization varying continuously in space is
more difficult than the previous one because the angle α depends now on x. However, one can use a trick that helps to
solve the problem, namely, we exclude the dependence α(x) introducing a new matrix fˇn related to fˇ via an unitary
transformation (a rotation in the particle-hole and spin-space)
fˇ = Uˇ .fˇn.Uˇ
+ (3.44)
where Uˇ = exp(iτˆ3 ⊗ σˆ1α(x)/2).
Performing this transformation we obtain instead of Eq.(3.15) a new equation
(∂2xx −Q2/2)fˇn − κ2ω fˇn + iκ2h[σˆ3, fˇn]+
−Q
2
2
(σˆ1fˇnσˆ1) + iQτˆ3[σˆ1, ∂xfˇn]+ = 0 (3.45)
Correspondingly, the boundary condition, Eq. (3.42), takes the form
γF {(Q/2)iτˆ3[σˆ1,fˇn]+ + ∂fˇn /∂x} = −fˇs (3.46)
Eq.(3.45) complemented by this boundary condition has to be solved in the region 0 < x < w. In the region w < x
one needs to solve Eq.(3.15) with Q = 0. Both the solutions should be matched at x = w under the assumption that
there is no barrier at this point. Therefore, the matrix fˇn and its ”generalized” derivative should be continuous at
x = w
fˇn |x=w−0 = fˇn |x=w+0 (3.47)
Q
2
iτˆ3[σˆ1,fˇn]+ + ∂xfˇn |x=w−0= ∂xfˇn |x=w+0 (3.48)
In this case the solution has the same structure as Eq.(3.21) but small changes should be done. The eigenvalues κ
obey the equation
[(κ2 −Q2 − κ2ω)2 + 4Q2κ2ω](κ2 − κ2ω) + κ4h[κ2 −Q2 − κ2ω] = 0 (3.49)
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where κ2ω,h are determined in Eqs.(3.16,3.17). The eigenvalue given by Eq. (3.25) changes. Now it is equal to
κ2Q = Q
2 + κ2ω , (3.50)
while the eigenvalues κ±, Eq. (3.26), remain unchanged provided the condition
Q, κω << κh (3.51)
is fulfilled.
In the opposite limit of large Q >> κh, the eigenvalues κ± take the form
κ± = ±iQ[1∓ iκ2h/
√
2Q2], (3.52)
Thus, in this limit κ± is imaginary in the main approximation, which means that the function fˇn(x) oscillates fast in
space with the period 2π/Q. In this case the eigenvalues (3.50) change also and have the form
κ2 = κ2ω +
κ4h
Q2
(3.53)
Therefore the limit of a very fast rotating magnetization (κh/Q → 0) is analogous to the case of a normal metal,
i.e. when the condensate penetrates the ferromagnet over the length κ−1ω ∼
√
DF /2πT which is the characteristic
penetration length of the condensate in a S/N system.
More interesting and realistic is the opposite limit when the condition (3.51) is fulfilled and the long-range pene-
tration of the triplet component into the ferromagnet becomes possible.
In the limit of large κh, (Eq. (3.51)), the singlet component penetrates the ferromagnet over a short length of the
order ξh = 1/κh while the LRTC penetrates over the length ∼ 1/κQ. As follows from Eq. (3.50), this penetration
length is about 1/Q (provided w/αw is smaller than the length ξN ).
Now let us find the amplitude of the LRTC. The solution for Eq.(3.45) in the interval 0 < x < w is determined by
Eqs.(3.21, 3.22) with the functions bi (x), i = 0, 1, 3 given by the following formulae
b1(x) = bQ exp(κQx) + b¯Q exp(−κQx) (3.54)
b0(x) = −b3+ exp(−κ+x) + b3− exp(−κ−x) (3.55)
and
b3(x) = b3+ exp(−κ+x) + b3− exp(−κ−x) (3.56)
In the region w < x the solution for the condensate function fˇn takes the form
fˇn = iτˆ1 ⊗ σˆ1cω exp(−κω(x− w)) (3.57)
where cω is a coefficient that has to be found by matching the solutions at x = w.
Terms of the order of Q/κh are small and they are omitted now.
Then we find from the matching conditions at the S/F interface, Eq. (3.48), the following relations for the
coefficients
b3± =
fBCS
2γFκ±
(3.58)
and
bQ = −b¯Q = (Q/κQ)(b3+ − b3−) (3.59)
(the parameter γF given by Eq. (3.42))
One can see from the above equations that the condensate function |fˇ | is small provided parameter |γFκ±| is large.
It follows from Eq.(3.59) that the amplitude of the LRTC, bQ, is not zero only if the magnetization is nonhomogeneous,
i.e., Q 6= 0.
Matching the solutions (3.54-3.57) at x = w, we find for the amplitude of the LRTC
cω = − ifBCS
2γF
[
Q
κQ sinhαw + κω coshαw
](
hsgnω/DF
|κ+|2Reκ+ ) (3.60)
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where αw = Qw is the total angle of the magnetization rotation. As it has been mentioned, the amplitude of the
LRTC is an odd function of ω.
As one can see from the last expression the amplitude cω increases from zero when increasing Q, reaches a maximum
at Qmax corresponding a certain angle αmax and then exponentially decreases at αw >> αmax.
The maximum of cω is achieved at
αmax = (wκω)
√√
5− 1/
√
2 ≈ 0.786(wκω) , (3.61)
At αw = αmax the ratio in the square brackets in Eq.(3.60) is equal to ≈ 0.68 . This means that the amplitude of the
LRTC is of the order of the singlet component at the S/F interface. The width w should not be too small because in
deriving the expression for cQ we assumed the condition w >> ξh.
In FIG. 11 we represented the dependence of |cω| on αw for a fixed w. The spatial dependence of the LRTC and
the singlet component is shown in FIG. 12. It is seen that for the parameters chosen the LRTC is larger than the
singlet component and decays much slower with increasing the distance x.
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FIG. 11 Dependence of the amplitude of the triplet component on αw = Qw. We have chosen wκω = 0.01.
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FIG. 12 Spatial dependence of the amplitudes of the singlet (dashed line) and triplet (solid line) components of the condensate
function in the F wire for different values of αw. Here w = L/5, ǫ = ET and h/ET = 400. ET = D/L
2 is the Thouless energy
(From Bergeret, Volkov, and Efetov (2001a)).
If the magnetization vectorM rotates by the angle π (a domain wall) over a small length w so that Q ∼ π/w >> κw,
then the ratio in brackets in Eq.(3.60) is equal to
(
Q
κQ sinhαw + κω coshαw
) ≈ Q/(Q sinhπ) ≈ 0.087 (3.62)
which shows that the amplitude of the LRTC in this case is smaller than the amplitude of the singlet component.
We can conclude from this analysis that in order to get a large LRTC, a small total angle of the rotation of the
magnetization vector is more preferable.
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The amplitude of the condensate function calculated here enters different physical quantities. In section III.D we
discuss how the long-range penetration of the triplet component into the ferromagnet affects transport properties of
F/S structures.
It is interesting to note that the type of magnetic structure discussed in this section differs drastically from the one in
the case of an in-plane rotating magnetization. The latter was considered recently by Champel and Eschrig (2005a,b).
It was assumed that the magnetization vectorMF was parallel to the S/F interface and rotates; that is, it has the form
MF =M0{0, sin(Qy), cos(Qy)} (the x-axis is normal to the S/F interface plane). As shown by Champel and Eschrig
(2005b), the odd triplet component arises also in this case but it penetrates into the ferromagnetic region over a short
distance of the order of ξh.
3. Spin-active Interfaces
In almost all papers containing discussions of the S/F structures it is assumed that the S/F interface is spin-inactive,
i.e. the spin of an electron does not change when the electron goes through the interface.
Although in many cases it is really so , one can imagine another situation when the spin of an electron passing
through the interface changes. One can consider a region with a domain wall at the interface also as a “ spin-active
interface” provided the width w of the domain wall is very small but the product Qw is of the order unity. As we
have seen in section III.C.2, at such type of interfaces the triplet condensate arises.
Boundary conditions at spin-active S/F interfaces for the quasiclassical Green’s functions were derived in a number
of publications (Kopu et al., 2004; Millis et al., 1988) and were used in studying different problems. Kulic and Endres
(2000) employed these boundary conditions in the study of a system similar to the one shown in FIG. 8. Contrary
to Bergeret et al. (2003), they assumed that the ferromagnets F are insulators so that the condensate does not
penetrate them. Nevertheless, the calculated critical temperature Tc of the superconducting transition depends on
the mutual orientation of the magnetization MF in the ferromagnets. In accordance with Baladie and Buzdin (2003);
Fominov et al. (2002); Tagirov (1998) where metallic ferromagnets were considered in a F/S/F structure, Kulic
and Endres found that the critical temperature Tc was maximal for the antiparallel magnetization orientation. If
the directions of magnetization vector MF are perpendicular to each other, a triplet component also arises in the
superconductor. The authors considered a clean case only, so that the influence of impurity scattering on the triplet
component remained unclear.
According to Huertas-Hernando et al. (2002) a spin-active N/F interface plays an important role in the absolute
spin-valve effect which can take place in a S/N/F mesoscopic structure. The authors considered a structure with a
thin normal metal layer (N) and a ferromagnetic insulator F. The DOS variation in a conventional superconductor
which is in contact with a ferromagnetic insulator was analyzed by Tokuyasu et al. (1988).
Eschrig et al. (2003) considered a clean S/F/S Josephson junction in which the ferromagnet F was a half metal
so that the electrons with only one spin orientation (say the spin-up ↑ electrons) existed in the ferromagnet. In this
case only the triplet component corresponding to the condensate function < ψ↑ψ↑ > may penetrate the ferromagnet.
Assuming the p-wave triplet condensate function, the authors have calculated the critical Josephson current Ic . They
showed that the π− state (negative critical current Ic ) is possible in this junction. The dc Josephson effect in
a junction consisting of two superconductors and a spin-active interface between them was analyzed by Fogelstro¨m
(2000).
It would be of interest to analyze the influence of impurities on the critical current in such type of Josephson
junctions because, as we noted, in a clean case the singlet component can penetrate the ferromagnet (not a half
metal) over a large distance.
D. Long-range proximity effect
In the last decade transport properties of mesoscopic superconductor/normal metal S/N structures were inten-
sively studied (see for example the review articles by Beenakker (1997); Lambert and Raimondi (1998) and references
therein). In the course of these studies many interesting phenomena have been discovered. Among them is a non-
monotonic voltage and temperature dependence of the conductance in S/N mesoscopic structures, i.e. structures
whose dimensions are less than the phase coherence length Lϕ and the inelastic scattering length lε. This means that
the resistance R of a S/N structure changes non-monotonically when the temperature decreases below the critical
temperature Tc.
This complicated behavior is due to the fact that there are two contributions to the resistance in such systems: the
one coming from the S/N interface resistance and the resistance of the normal wire itself. The experimentally observed
changes of the resistance can be both positive (δR > 0) and negative (δR < 0) (Quirion et al., 2002; Shapira et al.,
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2000). The increase or decrease of the resistance R depends, in particular, on the interface resistance RS/N . If the
latter is very small, the resistance of the S/N structure is determined mainly by the resistance of the N wire RN .
This resistance decreases with decreasing the temperature T , reaches a minimum at a temperature of the order of the
Thouless energyDN/L
2
N , and increases again returning to the value in the normal state RN (Tc) at low T , where DN is
the diffusion coefficient and LN is the length of the N wire. This is the so called re-entrant behavior observed in many
experiments (Charlat et al., 1996; Chien and Chandrasekhar, 1999; Dimoulas et al., 1995; Gubankov and Margolin,
1979; Petrashov et al., 1995; Pothier et al., 1994; Shapira et al., 2000).
Theoretical explanations for the non-monotonic behavior of the resistance variation as a function of the temper-
ature T or voltage V in S/N structures have been presented by Artemenko et al. (1979); Golubov et al. (1997);
Nazarov and Stoof (1996); Shapira et al. (2000); Volkov et al. (1996, 1993). Such a variation of the resistance of the
normal metal wire can be explained in terms of the proximity effect that leads to the penetration of the condensate
into the N wire. Due to this penetration there are two types of contributions to the conductance GN (Golubov et al.,
1997; Volkov and Pavlovskii, 1996). One of them reduces the DOS in the N wire and therefore reduces the conduc-
tance GN . The other term, similar to the Maki-Thompson term (Golubov et al., 1997; Volkov and Pavlovskii, 1996),
leads to an increase of the conductance of the N wire.
In principle, the magnitude of the conductance variation δGN may be comparable with the conductance GN . So,
there are no doubts that the proximity effect plays a very important role in many experiments on S/N structures.
Recently, similar investigations have been carried out also on mesoscopic F/S structures in which ferromagnets (F )
were used instead of normal (nonmagnetic) metals. According to our previous discussion, the depth of the condensate
penetration into an impure ferromagnet equals ξF =
√
~D/h. This length is extremely short (5 − 50A˚) for strong
ferromagnets like Fe or Ni. Therefore one might expect that the influence of the proximity effect on the transport
properties of such structures should be negligibly small.
It was a great surprise that experiments carried out recently on F/S structures showed that the resistance
variation δR were quite visible (varying from about 1 to 10%) when decreasing the temperature below Tc
(Aumentado and Chandrasekhar, 2001; Giroud et al., 1998; Lawrence and Giordano, 1996a,b; Petrashov et al., 1999).
For example in the experiments by Lawrence and Giordano (1996a,b), where an Sn/Ni structure was studied, the
effective condensate penetration length estimated from the measured resistance was about 400A˚. This quantity ex-
ceeds ξF by order of magnitude. Similar results have been obtained by Giroud et al. (1998) on Co/Al structures, by
Petrashov et al. (1999) on a Ni/Al structures and by Aumentado and Chandrasekhar (2001) on Ni/Al structures.
It is worth mentioning that the change of the resistance was both positive and negative. In some experiments the
variation δRF was related to a change of the interface resistance (Aumentado and Chandrasekhar, 2001), whereas
in others (Giroud et al., 1998; Lawrence and Giordano, 1996a,b; Petrashov et al., 1999) to the resistance variation of
the ferromagnetic wire δRF .
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FIG. 13 Reduction of the resistance of a Ni wire attached to a superconductor(Al). Adapted from Petrashov et al. (1999).
In FIG. 13 we show the temperature dependence of the resistance of a Ni wire attached to an Al bank measured
by Petrashov et al. (1999). According to estimates of ξF performed in this experiments, the observed δRF is by two
orders of magnitude larger than it might be expected from the conventional theory of S/F the contacts. Therefore
these results cannot be explained in terms of the penetration of the singlet component.
In FIG. 14 we show similar data from the experiment on Co/Al structures performed by Giroud et al. (1998).
In this experiments a reentrance behavior of δR was observed. In the limit of very low temperatures T → 0 the
resistance was even larger than in the normal state.
The final explanation of this effect remains until now unclear. However, the long range proximity effects considered
in the previous sections may definitely contribute to the conductance variation. In order to support this point of
view we analyze qualitatively the changes of the conductance due to the LRTC penetration into the ferromagnet and
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FIG. 14 Temperature dependence of the resistance of a Co wire attached to a superconductor (Al) measured by Giroud et al.
(1998). Note that at low temperatures the authors observed a reentrance behavior.
demonstrate that the LRTC may lead to the conductance variation comparable with that observed in the experiments.
However, before presenting these calculations it is reasonable to understand if one can explain the experiments in
a more simple way. Actually, the resistance of the S/F structures has been analyzed in many theoretical works. For
example, Belzig et al. (2000); de Jong and Beenakker (1994); Golubov (1999) analyzed a ballistic S/F contact. It was
shown that at zero exchange field (h = 0), the contact conductance GF/S is twice as large as its conductance GF/N
in the normal state (above Tc), as it should be. This agrees with a conductance in a N/S ballistic contact according
to theoretical predictions. At the same time, it drops to zero at h = EF , where EF is the Fermi energy.
The conductance of a diffusive point contact GF/S has been calculated by Golubov (1999) who showed that GF/S
was always smaller than the conductance GF/N in the normal state. In the case of a mixed conductivity mechanism
(partly diffusive and partly ballistic) the conductance GF/S has been calculated by Belzig et al. (2000). According to
their calculations it can be both larger or smaller than the conductance in the normal state GF/N .
The resistance RF of a ferromagnetic wire attached to a superconductor was calculated by Bergeret et al. (2002a);
Falko et al. (1999); Jedema et al. (1999) and let us shortly describe what happens in such a system.
The proximity effect was neglected in these works but a difference in the conductivities σ↑↓ for spin-up and down
electrons was taken into account. The change of the conductance (or resistance) δGF is caused by a different form of
the distribution functions below and above Tc because of Andreev reflections.
The conductance GF (Tc) of the F wire in the normal state (T > Tc) is given by the simple expression
GF (Tc) = G↑ +G↓ , (3.63)
where G↑↓ = σ↑↓LFA, LF and A are the length and cross-section area of the F wire.
This means that the total conductance is the sum of the conductances of the spin-up and down channels. In this
case not only the electric current but also the spin current is not zero. It turns out that below Tc (T < Tc) the
conductance decreases and at zero temperature it is equal to
GF (0) = 4G↑G↓/(G↑ +G↓) (3.64)
Eq. (3.64) shows that the zero-temperature conductance GF (0) for the system considered is smaller than the normal
state conductance GF (Tc).
It is possible to obtain the explicit formulae not only in the limiting cases, Eq. (3.63, 3.64), but also to describe
the system at arbitrary temperatures. The general formula for the conductance of the F wire can be written as
GF (T ) = GF (0) tanh(∆/2T ) +GF (Tc)(1− tanh(∆/2T )) (3.65)
Eqs. (3.63) and (3.64) can be obtained from Eq. (3.65) by putting ∆ or T to zero. Eqs.(3.63-3.65) are valid provided
the length LF satisfies the condition
l↑↓ < LF < LSO, Lin , (3.66)
where l↑↓ is the mean free path of spin-up and spin-down electrons,while LSO and Lin are the spin-orbit and inelastic
relaxation length, respectively.
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The resistance of multiterminal S/F structures was calculated by Me´lin (2001); Me´lin and Feinberg (2004);
Me´lin and Peysson (2003) on the basis of the tunnel Hamiltonian method. The influence of superconducting contacts
on giant magnetoresistance in multilayered structures was studied by Taddei et al. (2001). Tkachov et al. (2002)
studied an enhancement of Andreev reflection at the S/F interface due to inelastic magnon-assisted scattering.
One can conclude from the works listed above that neglecting the penetration of the LRTC into the F wire an
increase in the conductance GF cannot be explained. Therefore, let us discuss the consequences of the LRTC
penetration into the ferromagnetic wire. In order to avoid the consideration of the S/F interface contribution to the
total resistance, we consider a cross geometry (see FIG. 15) and assume that the resistance of the interface between the
F wire and F reservoirs is negligible. Such a geometry was used, for example, in the experiments by Petrashov et al.
(1995). The structure under consideration consists of two F wires attached to the F and S reservoirs. We assume that
there is a significant mismatch between parameters of the superconductor and ferromagnet so that the condensate
amplitude induced in F is small and is determined by Eqs.(3.37) or (3.60).
F F
S
S
FIG. 15 The cross geometry used to measured the changes of the resistance of a F wire due to the proximity effect.
According to our results obtained previously the long range proximity effect is possible provided there is a domain
wall near the interface between the superconductor and ferromagnet and we assume that this is the case for the setup
shown in FIG. 15. Another possibility to generate the triplet condensate would be to attach to the superconductor
an additional ferromagnet with a non-collinear magnetization.
The conductance can be found on the basis of a general formula for the current (see for example the book by Kopnin
(2001) and Appendix A)
I = (1/16e)(LyLz)σFTrσˆ0 ⊗ τˆ3 ◦
∫
dǫ[gˇR∂xgˇ
K + gˇK∂xgˇ
A] (3.67)
where σF is the conductivity of the F wire in the normal state.
The matrix Green’s function gˇK = gˇRFˇ − Fˇ gˇA is the Keldysh function related to a matrix distribution function
Fˇ . The distribution function consists of two parts, namely, one of them is symmetric with respect to the energy ǫ,
the other one is antisymmetric in ǫ and determines the dissipative current.
In the limit of a weak proximity effect the retarded (advanced) Green’s function has the form
gˇR(A) ≈ ±τˆ3 ⊗ σˆ0 + fˇR(A) , (3.68)
where fˇR(A) is given by Eqs.(3.37) or (3.60).
We have to find the conductance of the vertical F wire in FIG. 15. In the main approximation the distribution
function in this F wire is equal to
Fˇ = F0 · τˆ0 ⊗ σˆ0 + F3 · τˆ3 ⊗ σˆ0 , (3.69)
where F0,3 = [tanh((ǫ + V )/2T )± tanh((ǫ − V )/2T )].
The distribution function F3 symmetric in ǫ determines the current I. The differential conductance Gd = dI/dV
can be represented as
Gd = G0 + δG , (3.70)
where G0 = σFLFA is the conductance in the normal state (here we neglect for simplicity the difference between σ↑
and σ↓).
The normalized correction to the conductance due to the proximity effect δS(T ) ≡ δG/G0 can be found using a
general formula (Bergeret et al., 2001a)
δS(T ) = (32T )−1Trσˆ0
∫
dǫ < (fˆR − fˆA)2 > F ′V (ǫ) (3.71)
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where
F ′V (ǫ) = [ cosh
−2((ǫ + eV )/2T ) + cosh−2((ǫ − eV )/2T )]/2.
The angle brackets < ... > denote the average over the length of the ferromagnetic wire between the F (or N)
reservoirs. The functions fˆR(A) are given by expressions similar to Eq.(3.60). This formula shows that if T < DF /L
2,
on the order of magnitude δS(T ) ∼ |ftr|2,where L is the length of the ferromagnetic wire and |ftr| is the amplitude
of the triplet component at the S/F interface at a characteristic energy ǫch ∼ min{T,DF/L}. According to Eq.(3.60)
the amplitude of the triplet component is of the order of c1(ρξh/Rb) where ρ is the resistivity of the ferromagnet and
c1 is determined by the factor in the square brackets, that is, by the characteristics of the domain wall. In principle
the amplitude |ftr| may be of the order of 1.
Strictly speaking, both the singlet and triplet components contribute to the conductance. However if the length
LF much exceeds the short length ξF only the contribution of the LRTC is essential.
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FIG. 16 The δG(T ) dependence. Here γ = ρξh/Rb. ∆/ET ≫ 1 and w/L = 0.05 (from Bergeret, Volkov, and Efetov (2001a)).
In FIG. 16 we present the temperature dependence of the correction to the conductance δG(T ). It is seen that
with increasing the temperature δGF (T ) decreases in a monotonous way. This dependence differs from the re-entrant
behavior discussed above that occurs in the S/N structures. The reason for this difference is that the time-reversal
symmetry in S/F structures is broken and this leads to a difference in transport properties. In a S/N system,
a relationfˆR(ǫ) = fˆA(ǫ)|ǫ=0 holds and this equality is a consequence the time-reversal symmetry. That is why
δG(0) = δG(Tc) = 0 in S/N structures, whereas in a S/F structure fˆ
R(ǫ) 6= fˆA(ǫ)|ǫ=0 and that is why δS(T )T=0 6= 0.
Although the LRTC may be the reason for the enhancement of the conductivity in the S/F structures (this
possibility was also pointed out in the work by Giroud et al. (2003)), our understanding is based on the assumption
that the magnetic moment is fixed and does not change with the temperature. Dubonos et al. (2002) suggested
another mechanism based on an assumption about a domain redistribution when the temperature drops below Tc.
The ferromagnetic wires (or strips) used in different experiments may consist of many domains. Their form and
number depend on the sample geometry and parameters of the system. When the temperature decreases below
Tc, stray magnetic fields excite the Meissner currents in the superconductor attached to the F wire. Therefore the
demagnetizing factors change, which may lead to a new domain structure. At the same time, the total conductance
(or resistance) GF depends on the form and the number of domains. So, one might expect that the conductance
GF (T ) below Tc would differ from GF in the normal state. This idea was supported by measurements carried out by
Dubonos et al. (2002). In this work a structure consisting of a two-dimensional electron gas and five Hall probes was
used. An F/S system (Ni+Al disks) was placed on top of this structure. Measuring the Hall voltage, the authors
were able to probe local magnetic fields around the ferromagnetic disks. They found that these fields really changed
when the temperature dropped below Tc.
On the other hand, the Meissner currents and, hence, the effect of the redistribution of the domain walls may be
considerably reduced in wires, as discussed previously. Changing the thickness of the superconducting wires in a
controlled way and measuring the conductance could help to distinguish experimentally between the contribution to
the conductivity of the triplet condensate and the effects of the redistribution of the domain walls.
An experiment in which the domain redistribution was excluded has been performed by Nugent et al. (2004). The
authors measured the resistance variation of a ferromagnetic wire (Ni1−xCux) lowering the temperature T below the
critical temperature Tc of the superconductor (Al or Pb), which was attached to the middle part of the ferromagnetic
wire. A magnetic field, strong enough to align all domains in the ferromagnet in one direction but not too strong to
suppress the superconductivity, was applied to the system. Under these conditions a small increase in the resistance
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(δR/R ≈ 3 · 10−3) was observed when the temperature T drops below Tc. The analysis presented above shows that
the triplet component leads to an increase of the conductance but not in the resistance of the ferromagnetic wire.
Therefore this particular experiment can hardly be explained in terms of the long-range proximity effect. Perhaps the
small increase in the resistance of the ferromagnetic wire observed in Nugent et al. (2004) was related to the ”kinetic”
mechanism discussed above (see Eq. (3.65)) or to weak localization corrections caused by the triplet Cooperons
(McCann et al., 2000). According to McCann et al. (2000) the change of the resistance of the ferromagnetic wire
is positive (contrary to the contribution of the LRTC) and its order of magnitude is (e2/~)RF , where RF is the
resistance of the F wire in the normal state. In order to clarify the role of the LRTC in the transport properties of
S/F structures, further theoretical and experimental investigations are needed. Note that strong ferromagnets like
Fe are not suitable materials for observing the contribution of the LRTC into the conductance variation because of
the strong exchange field h. In this case, according to Eq.(3.34) and Eq.(3.60), the amplitude of the LRTC is small
because it contains h in the denominator.
IV. JOSEPHSON EFFECT IN S/F SYSTEMS (INHOMOGENEOUS MAGNETIZATION)
As we have mentioned above, one of the most interesting issues in the S/F structures is the possibility of switching
between the so called 0- and π-states in Josephson S/F/S junctions. The π-state denotes the state for which the
Josephson critical current Ic becomes negative. This occurs for a certain thickness dF and temperature T . In this
state the minimum of the Josephson coupling energy EJ = (~Ic/e)(1 − cosφ) corresponds to a phase difference of
φ = π but not to φ = 0 as in conventional Josephson junctions.
The reason for the sign reversal of Ic is the oscillatory dependence of the condensate functions fˆ on the thickness
dF (see Eq.(2.37)). Since the critical current Ic is sensitive to the phase of the condensate function at the boundary,
the π-state is a rather natural consequence of the oscillations.
The possibility of the π− state was predicted by Bulaevskii et al. (1977) and Buzdin et al. (1982), and studied
later in many other works (e.g. Buzdin and Vujicic, 1992; Radovic et al., 1991). Experimentally, this phenomenon
manifests in a non-monotonic dependence of the critical temperature on the thickness of the junction observed in many
experiments and discussed in Section II.B.2. Another manifestation of the transition from the 0- state to the π- state
is the sign reversal of the critical current observed in the experiment by Ryazanov et al. (2001) on Nb/CuxNi1−x/Nb
Josephson junctions (see FIG. 5). The proper choice of an alloy with a weak ferromagnetic coupling was crucial for
the observation of the effect.
Subsequent experiments, Kontos et al. (2002), Blum et al. (2002) and Guichard et al. (2003), corroborated the
observed change of the sign of the Josephson coupling varying the thickness of the intermediate F layer. Qualitatively,
the experimental data on the Josephson effect in the S/F/S structures are in agreement with the theoretical works
above mentioned. However, a more accurate control and understanding of the 0-π transition demands knowledge of
the magnetic structure of the ferromagnetic materials.
Almost in all theoretical papers very simplified models of the S/F/S junction were analyzed. For example,
Blanter and Hekking (2004) assumed that the F layer consisted either of one domain or two domains with the
collinear orientation of the magnetization. In this case and according to the discussion of section III.C the LRTC is
absent in the system.
If the F layer is a single domain layer, the critical current Ic is maximal at a non-zero external magnetic field Hext
equal to −4πMF , whereMF is the magnetization of the F layer. At the same time, in experiments (Blum et al., 2002;
Kontos et al., 2002, 2001; Ryazanov et al., 2001; Sellier et al., 2004; Strunk et al., 1994) a decrease of the current Ic
with increasing field Hext was observed and it was maximal at Hext = 0. This means, as it was assumed in these
experimental works, that the F layer in real junctions contains many magnetic domains. In this case the Josephson
critical current Ic may change sign in the S/F/S junctions with a multidomain magnetic structure even if the local
Josephson current density jc is always positive. The reason for the sign reversal of Ic in this case is a spatial modulation
of the phase difference φ(x) due to an alternating magnetization M (x) in the domains (Volkov and Anishchanka,
2004). In order to determine the mechanism that leads to the sign reversal of the critical current further experiments
are needed.
In this chapter we discuss a new phenomenon, namely, how the Josephson coupling between the F layers in the
S/F structures is affected by the LRTC.
First, we consider a planar S/F/S Josephson junction with a ferromagnet magnetization MF rotating in the
direction normal to the junction plane. This model is an idealization of a real multidomain structure with different
magnetization orientations. In this case, as we discussed in Section III.D, the LRTC arising in the structure affects
strongly the critical current Ic.
Next, we will analyze a multilayered S/F/S/... structure in which the vector MF has a different direction in
different F layers. Again, in this case the LRTC arises in the system. Interestingly, if the thickness of the F layers
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dF is much larger than the penetration length ξF of the singlet component but less or of the order of ξN , then the
Josephson coupling between the F layers is realized due to the LRTC (odd triplet superconductivity in the transverse
direction). At the same time, the in-plane superconductivity is due to the conventional singlet superconducting
pairing.
Finally we will discuss the dc Josephson effect in a SF/I/FS junction (here SF is a superconductor-ferromagnet
bilayer and I is a thin insulating layer). In this structure, the exchange field may lead not only to a suppression of
the Josephson coupling as one could naively expect but, under a certain condition, to its enhancement.
Let us consider first a planar S/F/S Josephson junction. We assume the following spacial dependence of the
magnetization vector in the F layer: MF = MF (0, sin(Qx), cos(Qx)), where the x-axis is normal to the junction
plane.
In this case, as we have seen in Section III.C.2, the LRTC arises. Due to the long range penetration into the
ferromagnet the triplet component can give a very important contribution to the Josephson current. A general
expression for the Josephson current can be written in the form
IJ = (LyLz/4e)σF (πT )Tr(σˆ0 ⊗ τˆ3.
∑
ω
fˇω∂xfˇω) . (4.1)
We assume that the impurity concentration is sufficiently high and therefore the condensate function fˇω should be
found from the Usadel equation. In the limit of a weak proximity effect (the S/F interface transparency is not too
high) this equation can be linearized and solved exactly. The solution for the fˇω matrix in the F region can be found
in a similar way as it was done in Section III.C.2. Due to the rotation of the magnetization the condensate function
contains the LRTC. We obtain for the Josephson current (Bergeret et al., 2001c) the following expression
IJ = Ic sinφ (4.2)
where the critical current Ic is equal to
Ic = (LyLzσF /l)γ˜
2
FRe
∑
ω>0
f2s
[
e−κ+dF
κ+l
+
(Ql)2e−κldF
2(3hτ)3/2
]
, (4.3)
and κ2l = 2|ωn|/∆+ Q2. The parameter γ˜F = (3/4) < µT (µ) > is an effective, averaged over angles, transmittance
coefficient which characterizes the S/F interface transparency and κ+ is defined in Eq. (3.52)
The first term in the brackets containing the parameter κ+corresponds to Eq. (2.36). It decays by increasing
the thickness dF over the short characteristic length ξF =
√
DF /h and can change the sign. The second term in Eq.
(4.3) originates from the rotation of h along the x-axis. It decays with the thickness dF over another characteristic
length κ−1l that can be much larger than ξF . Therefore this term results in a drastic change of the critical current.
The presence of the second term in Eq. (4.3) is especially interesting in the case when the thickness dF of the
ferromagnetic spacer between the superconductors obeys ξF < dF < κ
−1
l . Then the main contribution to the
Josephson coupling comes from the long-range triplet component of the condensate. Another important feature
of this limit is that for sufficiently large values of Ql the critical current is always positive (no possibility for the
π-contact). This can be seen from FIG. 7.
The fact that the superconductivity looses its “exotic properties” at large Q is quite understandable. The super-
conductivity is sensitive not to the local values of the exchange field but to its average on the scales of the order of
the superconducting coherence length. If the exchange field oscillates very fast such that the period of the oscillations
is much smaller than the superconducting coherence length, its average on this scale vanishes and therefore all new
properties of the superconductivity originating from the presence of the exchange field become negligible.
To conclude this introduction we summarize the results known for S/F/S Josephson junctions.
When the magnetization in the ferromagnetic F is homogeneous, we have to distinguish between two different
cases.
In the dirty limit (hτ ≪ 1) the change of the sign of the critical current occurs if the thickness of the F layer dF is
of the order of ξF . The condensate function in the F layer decays exponentially over this ξh and oscillates with the
same period.
In the opposite clean limit, hτ ≫ 1, the condensate function oscillates in space with the period vF /h and decays
exponentially over the mean free path l.
Finally, if the ferromagnetic region contains a domain wall described by a vector Q, a long-range component of
the condensate appears. It decays in the F film over a considerably larger length of the order ξN =
√
D/2πT that
can greater exceed the characteristic length (∼
√
D/h) in a homogeneous F layer (Q = 0). In this case the coupling
between the superconductors survives even if the thickness of F is larger than ξF .
It is clear that the presence of a domain wall between the superconductors is something that cannot be controlled
very well experimentally. Therefore in the next section we discuss a possible experiment on S/F multilayered structures
that may help in detecting the LRTC by measuring the Josephson critical current.
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A. Josephson coupling between S layers via the triplet component
In this subsection we analyze another type of multilayered S/F structure in which the LRTC arises. This is a
multilayered periodic ...S/Fn−1/S/Fn/S/Fn+1/S... structure with alternating magnetization vectorMF,n in different
F layers. We assume that the vector MF,n is turned with respect to the vector MF,n−1 by an angle 2α, such that
the angle increases monotonously with increasing n. We call this arrangement of the magnetization the one with a
positive chirality.
In an infinite system the magnetization vector MF averaged over n is equal to zero (it rotates when one moves
from the n− th to the (n+1)− th, layer etc.). Another type of chirality (negative chirality) is the arrangement when
the angle between vectors MF,n and MF,n−1 is equal to 2α(−1)n. In this case the averaged vector MF is not zero.
In Section III.C.1 we have seen that in a F/S/F structure with a non-collinear orientation of the magnetization
vectors in the F layers the LRTC arises. If one assumes that the thickness of the F layers dF is larger than the coherence
length in the normal metal ξN , the overlap of the condensate functions created in a F layer by neighboring S layers
is weak, and the solutions given by Eqs.(3.21-3.29) remain valid for the multilayered S/F structure.
Using these solutions one can calculate the Josephson current between neighboring S layers. As the thickness dF
is assumed to be much larger than ξF (as usual, we assume that ξF << ξN ), the Josephson coupling between the S
layers is solely due to the LRTC. So, in such systems we come to a new type of the superconductivity: an odd triplet
out-of-plane superconductivity and the conventional singlet in-plane superconductivity (the triplet component gives
only a small contribution to the in-plane superconductivity).
Using the general Eqs. (3.21-3.29) one can perform explicit calculations for this case without considerable difficulties.
As a result, the Josephson critical current Ic can be written as follows (Bergeret et al., 2003)
eRF Ic = ±2πT
∑
ω
κωdF b
2
1(α)
(
1 + tan2 α
)
e−dFκω , (4.4)
where
b1(α) = −fBCS sinα κ˜
2
S(κ˜+ − κ˜−)sgnω
cosh2ΘS (M+T− +M−T+) (gBCS + γFκω tanhΘF )
,
ΘS = κsdS , ΘF = κωdF , κ˜± = κ±/(gBCS + γFκ±), κ˜ = κω/(gBCS + γFκω tanhΘF ), κ˜S = κS/(gBCSγ) and
M± = T±(κ˜S cothΘS + κ˜ tanhΘF ) + tan
2 αC±(κ˜S tanhΘS + κ˜ tanhΘF )
T± = κ˜S tanhΘS + κ˜±
C± = κ˜S cothΘS + κ˜± .
RF is defined as RF = 2dF /(LyLzσF ). Eq. (4.4) describes the layered systems with both the positive (“+” sign) and
negative (“-” sign) chirality.
One can see from Eq. (4.4) that in the case of positive chirality the critical current is positive, while if the
chirality is negative the system is in the π-state (negative current). This means that changing the configuration of
the magnetization, one can switch between the 0 and π state.
It is important to emphasize that the nature of the π-contact obtained here differs from that predicted by
Bulaevskii et al. (1977) and observed by Ryazanov et al. (2001). In the latter cases the transition is due to the
change of the values of either the exchange field, the temperature or the thickness of the F film. In the case consid-
ered in this section, the negative Josephson coupling originates from the presence of the triplet component and can
be realized in S/F structures with negative chirality. Since for the positive chirality the Josephson current is positive,
the result obtained gives an unique opportunity to switch experimentally between the 0 and π-states by changing the
angles of the mutual magnetization of the layers.
A similar dependence of the Josephson current Ic on the chirality was predicted in a Josephson junction SmISm (I is
an insulator) between two magnetic superconductors Sm by Kulic and Kulic (2001). For the magnetic superconductors
considered in that work, the magnetization vector M rotated with the angle of rotation equal to α = xQ · nx,where
Q is the wave vector of the x- dependence of the angle α, nx is the unit vector normal to the insulating layer I.
Therefore the chirality (or spiral helicity, in terms of Kulic and Kulic) in this case is determined by the sign of the
product QR·QL, where QL,R is the wave vector in the left (right) magnetic superconductor.
However, there is an essential difference between the multilayered S/F structure discussed here and the magnetic
superconductors. In the magnetic superconductors with a spiral magnetization the triplet component also exists but,
in contrast to the S/F structures, the singlet and triplet components cannot be separated. In particular, in the case
of a collinear alignment of M, the Josephson coupling in the S/F structures with thick F layers disappears, whereas
it remains finite in the SmISm system.
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FIG. 17 FIG. 16: Dependence of the critical current on the angle α. The value of the current is given in arbitrary units (from
Bergeret, Volkov, and Efetov (2003)).
FIG. 17 shows the dependence of the Josephson current Ic on the angle α given by Eq. (4.4). If the mutual
orientation of M is parallel (α = 0) or antiparallel (2α = π) the amplitude of the triplet component is zero and
therefore there is no coupling between the neighboring S layers, i.e. Ic = 0. For any other angles between the
magnetizations the amplitude of the triplet component is finite and this leads to a non-zero critical current. At
2α = π/2 ( perpendicular orientation of M) the Josephson current Ic reaches its maximum value.
Another possible experiment for detecting the long range triplet component is the measurement of the density of
states in the F/S/F system as it is shown in FIG. 18. Kontos et al. (2001) determined the spatial changes of the
DOS in a PdNi/Al structure with the help of planar tunnelling spectroscopy. This method could also be used in
order to detect the LRTC. It is clear that if the thickness of the F layer in FIG. 18 is larger than the penetration of
the short-range components, then any change of the DOS at the outer boundary of the F layer may occur only due
to the long range penetration of the triplet component. If the magnetizations of both F layer are collinear no effect
is expected to be observed, while for a non-collinear magnetization a change of the DOS should be seen.
F S F
FIG. 18 Schematic: Measurement of the change of the density of states at the outer F interface by tunnelling spectroscopy.
Kontos et al. (2001) performed such experiments on S/F structures.
B. Enhancement of the critical Josephson current
Another interesting effect in the S/F structures that we would like to discuss is the enhancement of the Josephson
critical current by the exchange field. The common wisdom is that any exchange field should reduce or destroy the
singlet superconductivity. In the previous sections we have seen that this is not always so and the superconductivity
can survive in the presence of a strong exchange field. But still, it is not so simple to imagine that the superconducting
properties can be enhanced by the exchange field.
Surprisingly, this possibility exists and we will demonstrate now how this unusual phenomenon occurs. Although the
LRTC is not essential to get the critical current enhancement, the short-range triplet component arises in this case and
it plays a certain role in this effect. The enhancement of the Josephson current in the S/F/I/F/S tunnel structures
(I stands for an insulating layer, see FIG. 19) was predicted by Bergeret et al. (2001b) and further considered in a
subsequent work by Golubov et al. (2002b). As we will see below, if the temperature is low enough and the S/F
interface transparency is good, one can expect an enhancement of the critical current with increasing the exchange
field provided the magnetizations of the F layers are antiparallel to each other. This surprising result can be obtained
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FIG. 19 The S/F/I/F/S system. I is an insulating thin layer.The relative magnetization of the F layers can be switched.
in a quite simple way in the limit when the thicknesses dS and dF of the S and F layers are smaller than the
superconducting coherence length ξS ∼
√
D/2πTc and the penetration length of the condensate into the ferromagnet
ξF ∼
√
D/h, respectively. In this case one can assume that the quasiclassical Green’s functions does not depend on
the space coordinates and, in particular, the superconducting order parameter ∆ is a constant in space. Moreover,
instead of considering the dependence of the exchange field h on the coordinates one can replace it by a homogeneous
effective exchange field heff with a reduced value. Therefore we use in our calculations effective fields ∆eff and heff
defined as
∆eff/∆ = νSdS (νSdS + νFdF )
−1
, (4.5)
heff/h = νFdF (νSdS + νFdF )
−1
, (4.6)
where νS and νF are the densities of states in the superconductor and ferromagnet, respectively.
With this simplification, we can write the Gor’kov equations for the normal and anomalous Green’s functions in
the spin-space as
(iω + ξ − σh) Gˆω + ∆ˆFˆ+ω = 1 (4.7)
(−iω + ξ − σh) Fˆω + ∆ˆGˆω = 0 , (4.8)
where σ = (σˆ1, σˆ2, σˆ3) are the Pauli matrices and ξ = ǫ (p) − ǫF , εF is the Fermi energy, ε (p) is the spectrum, and
ω = (2n+ 1)πT are Matsubara frequencies. (We omit the subscript eff in Eqs. (4.7-4.8) and below).
In order to calculate the Josephson current IJ through the tunnel junction represented in FIG. 19 we use the well
known standard formula
IJ = (2πT/eR)Tr
∑
n
fˆω(h1)fˆω(h2) sinϕ , (4.9)
where
fˆω =
i
π
∫
Fˆωdξ (4.10)
is the quasiclassical anomalous Green’s function, ϕ is the phase difference between both the superconductors, R is
the barrier resistance and h1,2 are the exchange fields of the left and the right F -layers.
The only difference between Eqs. (4.9, 4.10) and the corresponding equations in the absence of the exchange field
is the dependence of the condensate function fˆω on h. This dependence can be found immediately from Eqs. (4.7,
4.8).
fˆω = ∆ˆ
(
(ω + iσh)2 +∆2
)−1/2
(4.11)
What remains to be done is to insert the condensate function fˆ into Eq. (4.9) for certain exchange fields h1 and h2
and to calculate the sum over the Matsubara frequencies ω. Although it is possible to carry out these calculations for
arbitrary vectors h1 and h2, we restrict our consideration by the cases when the absolute values the magnetizations
h1 and h2 are equal but the magnetizations are either parallel or antiparallel to each other. This simplifies the
computation of the Josephson current but, at the same time, captures the essential physics of the phenomenon.
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Using Eqs. (4.9-4.11) and assuming first that h1 and h2 are parallel to each other we write the expression for the
critical current as (Bergeret et al., 2001b)
IJ = Ic sinϕ (4.12)
I(p)c =
∆2 (T ) 4πT
eR
∑
ω
ω2 +∆2 (T, h)− h2
(ω2 +∆2 (T, h)− h2)2 + 4ω2h2 , (4.13)
The corresponding equation for the antiparallel configuration is different from Eq. (4.13) and can be written as
I(a)c =
∆2 (T ) 4πT
eR
∑
ω
1√
(ω2 +∆2 (T, h)− h2)2 + 4ω2h2
. (4.14)
One can easily check that the critical current I
(p)
c for the parallel configuration, Eq. (4.13), is always smaller than
the current I
(a)
c for the antiparallel case. These two expressions are equal to each other only in the absence of any
magnetization.
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FIG. 20 Dependence of the normalized critical current on h for different temperatures in the case of a parallel orientation.
Here eVc = eRIc, hF is the effective exchange field, t = T/∆0 and ∆0 is the superconducting order parameter at T = 0 and
h = 0
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FIG. 21 The same dependence as in FIG. 20 in the case of an antiparallel orientation.
In FIGS. 20 and 21 we represent the dependence of the critical current on the strength of the exchange field. We
see from FIG. 20 that for the parallel configuration the exchange field reduces the value of the Josephson current and
this is exactly what one could expect. At the same time, the critical current grows with the exchange field for the
antiparallel configuration at low temperatures, which is a new intriguing effect (see FIG. 21).
This unexpected result can be understood from Eq. (4.14) rather easily without making numerics. In the limit
T → 0 the sum over the Matsubara frequencies can be replaced by an integral and one can take for the superconducting
order parameter ∆ the values ∆ = ∆0 if h < ∆0, and ∆ = 0 if h > ∆0, where ∆0 is the BCS order parameter in the
absence of an exchange field (see, e.g. Larkin and Ovchinikov (1964)).
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Inserting this solution into Eq. (4.14) one can see that the Josephson critical current I
(a)
c grows with increasing
exchange field. Moreover, formally it diverges logarithmical when h→ ∆0
I(a)c (h→ ∆0) ≃
Ic (0)
π
ln (∆0/ω0) , (4.15)
where Ic (0) is the critical current in the absence of the magnetic moment at T = 0, and ω0 is a parameter needed to
cut the logarithm at low energies.
When deriving Eqs. (4.13, 4.14) the conventional singlet superconducting pairing was assumed. The electrons of a
Cooper pair have the opposite spins. This picture of a superconducting pairs with the opposite spins of the electrons
helps in the understanding of the effect.
If the magnetic moments in both the magnetic layers are parallel to each other, they serve as an obstacle for the
Cooper pair because the pairs located in the region of the ferromagnet demand more energy. This leads to a reduction
of the Josephson current. However, if the exchange fields of the different layers are antiparallel, they may favor the
location of the Cooper pairs in the vicinity of the Josephson junction. A certain probability exists that one of the
electrons of the pair is located in one layer, whereas the other is in the second layer. Such a possibility is energetically
favorable because the spins of the electrons of the pair can now have the same direction as the exchange fields of the
layers. Then it is more probable for the pairs to be near the junction even in comparison with a junction without
exchange fields and, as a result, the critical current may increase.
The results presented above have been obtained for the SF/I/FS structure by Bergeret et al. (2001b). Earlier a
formula for the Josephson critical current in the SmISm (Sm is the magnetic superconductor) junction was presented
by Kulic and Kulic (2001). From that formulae one could, in principle, derive an enhancement of the critical current
for the antiparallel M orientation in magnetic superconductors Sm. Unfortunately, the authors seem to have missed
this interesting effect.
Some remarks should be made at this point:
1) The results presented above are valid in the tunnelling regime, i.e. when the transparency of the insulating
barrier I is low enough. Golubov et al. (2002b) have shown that a smearing of the singularity of I
(a)
c is provided by
a finite temperature or a not very low barrier transparency. The maximum of the critical current for the antiparallel
configuration I
(a)
c decreases with decreasing resistance of the I layer. The effect becomes weaker as the thickness of
the F layer grows.
2) We assumed that the S/F interface was perfect. In a structure with a large S/F interface resistance RS/F the
bulk properties of the S film are not considerably influenced by the proximity of the F film (to be more precise, the
condition RS/F > (νFdF /νSdS)ρF ξF must be satisfied, where ρF is the specific resistance of the F film). Then, as one
can readily show (see section II.B), a minigap ǫbF = (Dρ)F /
(
2RS/FdF
)
arises in the F layer. The Green’s functions
in the F layers have the same form as before with ∆ replaced by ǫbF . The singularity in Ic(h) first occurs at h equal
to ǫbF .
A physical explanation for the singular behavior of the critical current I
(a)
c was given by Golubov et al. (2002b)
These authors noticed that the density of states in the F layer has a singularity when h = ǫbF . At this value of h the
maximum of I
(a)
c is achieved due to an overlap of two ǫ−1/2 singularities. This leads to the logarithmic divergency of
the critical current in the limit T → 0 in analogy with the well known Riedel peak in SIS tunnel junctions for the
voltage difference 2∆. In the latter case the shift of the energy is due to the electric potential.
Golubov et al. (2002b) have also shown that for the parallel configuration, at h = ǫbF the critical current changes
its signs, i.e. there is a transition from 0 to a π junction. Similar results were obtained by Krivoruchko and Koshina
(2001a,b). The case of an arbitrary S/F transparency was also studied by Barash et al. (2002); Chtchelkatchev et al.
(2002); Li et al. (2002). In the paper by Barash et al. (2002) the authors calculated the Josephson current as a
function of the angle between the magnetizations in the F film.
V. REDUCTION OF THE MAGNETIZATION DUE TO SUPERCONDUCTIVITY: INVERSE PROXIMITY EFFECT
Until now we have been studying the superconducting properties of different S/F structures for a fixed magnetiza-
tion. This means that we assumed a certain value for this quantity and its dependence on coordinates. The implied
justification of this assumption was that the ferromagnetism is a stronger phenomenon than the superconductivity
and the magnetic moment of conventional ferromagnets can hardly be affected by the superconductivity.
This assumption is certainly correct in many cases but not always. Often the presence of the superconductivity can
drastically change magnetic properties of the ferromagnets even if they are strong.
Experiments performed by Mu¨hge et al. (1998) and Garifullin et al. (2002) showed that the total magnetization of
certain S/F bilayers with strong ferromagnets decreased with lowering the temperature below the critical supercon-
ducting transition temperature Tc. As an explanation, it was suggested that due to the proximity effect domains with
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different magnetization appeared in the magnetic materials and this could reduce the total magnetization. At the
same time, quantitative estimates based on an existing theory (Buzdin and Bulaevskii, 1988) led to a conclusion that
this mechanism was not very probable.
In this Chapter we address the problem of the reduction of the magnetic moment by the presence of a superconductor
assuming again that, in the absence of the ferromagnet, we would have the conventional singlet superconducting
pairing. It turns out that two different and independent mechanisms that lead to a decrease of the magnetization in
S/F heterostructures due to the proximity effect exist and we give a detailed account of them.
In order to study the magnetic properties we have to choose a model. One can distinguish two different types of the
ferromagnetism: a) itinerant ferromagnetism due to the spin ordering of free electrons and b) ferromagnetism caused
by localized spins. Most of ferromagnetic metals show both of the types of ferromagnetism simultaneously, i.e. their
magnetization consists of both contributions.
We consider a model in which the conducting electrons interact with the localized moments via an effective exchange
interaction. The corresponding term in the Hamiltonian is taken in the form (see Appendix A):
−
∫
d3rψ†(r)α (JS(r)σ))αβ ψ(r)β . (5.1)
This term is suitable to describe s − d or s − f interaction between the s and localized d and f electrons. We also
consider the ferromagnetic interaction between the localized moments. This interaction can be very complicated and
to determine it, one should know the detailed band structure of the metal as well as different parameters. However,
all these details are not important for us and we write the interaction between the localized spins phenomenologically
as
−
∑
ij
JijSiSj . (5.2)
It is assumed that J is positive. This interaction, Eq. (5.2) , is responsible for the ferromagnetic alignment of the
localized moments and is known as the Heisenberg Hamiltonian.
So , we consider a metallic ferromagnet in which the conduction electrons interact with localized magnetic moments.
The ferromagnetic interaction (5.2) assures a finite magnetic moment of the background. The total magnetization is
the sum of the background magnetization (localized moments) and the magnetization of the polarized free electrons.
In the next two sections we discuss the two different mechanisms that lead to a decrease of the magnetization at
low temperatures. In Section V.A we consider a possibility of changing the magnetic order of the localized magnetic
spins in a F film deposited on top of a bulk superconductor. The contribution from free electrons to the magnetization
is first assumed to be small. We will see that for not too strong ferromagnetic coupling J the proximity effect may
lead to an inhomogeneous magnetic state. Contrary to this case, we consider in Section V.B an itinerant ferromagnet
in which the main contribution to the magnetization is due to free electrons. We will show that the magnetization of
free electrons may decrease at low temperatures due to a some kind of spin screening. Thus, both effects may lead
to the decrease in the magnetization observed in experiments (Garifullin et al., 2002; Mu¨hge et al., 1998).
A. Cryptoferromagnetic state
In 1959 Anderson and Suhl suggested that superconductivity could coexist with a nonhomogeneous magnetic order
in some type of materials. Anderson and Suhl called this state cryptoferromagnetic state.
The reason for this coexistence is that, if the magnetization direction varies over a scale smaller than the super-
conducting coherence length, the superconductivity may survive despite the ferromagnetic background. This is due
to the fact that the superconductivity is sensitive to the ferromagnetic moment averaged on the scale of the size of
Cooper pairs rather than to its local values.
In 1988 Buzdin and Bulaevskii discussed properties of a bilayer system consisting of a conventional superconductor
in contact with a ferromagnet. They have shown that the magnetic ordering in the magnet might take the form of
a structure consisting of small size domains, such that the superconductivity is not destroyed. Of course, as follows
from Eq. (5.2), the formation of a domain-like structure costs a magnetic energy but this is compensated by the
energy of the superconductor that would have been lost if the magnetic order remained ferromagnetic.
This is only possible if the stiffness of the magnetic order parameter (J ) is not too large. For instance this
nonhomogeneous magnetization occurs in magnetic superconductors as those studied by Bulaevskii et al. (1985). But
can one see it in the heterostructures containing strong ferromagnets like Fe or Ni in contact with conventional
superconductors?
At first glance, it seems impossible, since the Curie temperature of, for example, iron is hundred times or more
larger than the critical temperature of a conventional superconductor. Therefore any change of the ferromagnetic
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order look much less favorable energetically than the destruction of the superconductivity in the vicinity of the S/F
interface.
This simple argument was however questioned in the experiments performed by Mu¨hge et al. (1998) on Fe/Nb bi-
layers and by Garifullin et al. (2002) on V/Pd1−xFex structures. Direct measurements of the ferromagnetic resonance
has shown that in several samples with thin ferromagnetic layers the average magnetic moment started to decrease
below the superconducting transition temperature Tc.
Of course, one can reduce the influence of the ferromagnet on the superconductor by diminishing the thickness of
the ferromagnet. Using the formulae obtained by Buzdin and Bulaevskii (1988), Mu¨hge et al. (1998) estimated the
thickness of the ferromagnet for which the superconductivity was still possible and got a value of the order of 1A˚,
which created a doubt on the explanation of the experiment in this way.
At the same time, the use of the formulae derived by Buzdin and Bulaevskii was not really justified because the
calculations were done for thick but weak ferromagnets assuming a strong anisotropy of the ferromagnet that was
necessary for a formation of the domain walls with the magnetization vector changing its sign but not its axis.
Bergeret, Efetov, and Larkin (2000) investigated theoretically the possibility of a cryptoferromagnetic-like (CF)
state in S/F bilayers with parameters corresponding to the experiments by Mu¨hge et al. and Garifullin et al.. In that
work a CF state with a magnetic moment that rotates in space was considered. This corresponds to a weak anisotropy
of the ferromagnet, which was the case in the samples studied in Mu¨hge et al. (1998). In particular, Bergeret et al.
(2000) studied a phase transition between the CF and the ferromagnetic (FM) phases. The calculations were carried
out in the limit dF ≪ ξh = v0/h, Tc ≪ h≪ ǫ0, v0 and ǫ0 are the Fermi velocity and Fermi energy, respectively. This
limit is consistent with the parameters of the experiment of Mu¨hge et al. (1998), Garifullin et al. (2002). We present
here the main ideas of this work.
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FIG. 22 A S/F bilayer consisting of a thin ferromagnet attached to a bulk superconductor. The ferromagnet may be either in
the (a) ferromagnetic or the (b) cryptoferromagnetic phase.
The Hamiltonian describing the bilayer structure in FIG. 22 can be written as
H (γ) = H0 +HBCS − γ
∫
drΨ+α (r) [h(r)σ]αβ Ψβ(r) +HM , (5.3)
where the integration must be taken in the region −d < x < 0. Here H0 is the one-particle electron energy (including
an interaction with impurities), HBCS is the usual term describing the conventional BCS superconductivity in the
superconductor S and the third term describes the interaction between localized moments and conduction electrons,
where γ is a constant that will be put to 1 at the end (see Appendix A).
The termHM describes the interaction between the localized moments in the ferromagnet (cf. Eq.(5.2)). We assume
that the magnetization of the localized spins is described by classical vectors and take into account the interaction
between neighboring spins only. In the limit of slow variations of the magnetic moment in space with account of Eq.
(5.2), the Hamiltonian HM can be written in the form
HM =
∫
J
[
(∇Sx)2 + (∇Sy)2 + (∇Sz)2
]
dV, (5.4)
where the magnetic stiffness J characterizes the strength of the coupling between the localized moments in the F
layer and the Si are the components of a unit vector that are parallel to the local direction of the magnetization.
We assume that the magnetic moments are directed parallel to the S/F interface and write the spin vector S as
S = (0,− sin θ, cos θ). A perpendicular component of the magnetization would induce strong Meissner currents in the
superconductor, which would require a greater additional energy.
The condition for an extremum of the energy HM , Eq. (5.4) can be written as
∆θ = 0 (5.5)
Solutions of Eq. (5.5) can be written in the form θ = Qy, where Q is the wave vector characterizing the rotation in
space (see FIG. 22). The value Q = 0 corresponds to the ferromagnetic state.
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What we want to do now is to compare the energies of the ferromagnetic and cryptoferromagnetic states. The
latter will be considered for the case with a rotating in space magnetic moment θ = Qy. This should be energetically
more favorable than the domain-like structure one provided the magnetic anisotropy of F is low. Such a CF state
corresponds to a so called Neel wall (see for example Aharoni (1996)).
Strictly speaking, one has to take into account also a magnetostatic energy due to a purely magnetic interaction of
the magnetic moments. However, if the condition
J
M2s
≫ d2 (5.6)
where Ms is the magnetic moment per volume, is fulfilled one can neglect its contribution with respect to the one of
the exchange energy (Aharoni, 1996).
Taking typical values of the parameters for Fe: Ms = 800emu/cm
3 and J = 2.10−6erg/cm one can see that
the condition (5.6) requires that the thickness d of the ferromagnet is smaller than 10nm, which corresponds to
comparatively thick layers. Throughout this section this condition is assumed to be fulfilled.
In this case the magnetic energy ΩM (per unit surface area) is given by the simple expression
ΩM = JdQ
2 . (5.7)
In order to calculate the superconducting energy ΩS one has to take into account the fact that the order parameter
should be destroyed, at least partially, near the contact with the ferromagnet. This means that the order parameter
∆ is a function of the coordinate x perpendicular to the interface. As we want to minimize the energy we should look
for a non-homogeneous solution for ∆ (x) of non-linear equations describing the superconductivity. Near the critical
temperature Tc one can use Ginzburg-Landau equations. The proper solution of these equations can be written in
the form
∆(x) = ∆0 tanh
(
x√
2ξGL (T )
+ C
)
(5.8)
where ∆0 the value of the order parameter in the bulk, and ξGL is the correlation length of the superconductor defined
in Eq. (2.2). Near Tc this length can be much larger than the length ξS . The parameter C in Eq. (5.8) is a number
that has to be found from boundary conditions.
The solution for ∆ (x), Eq. (5.8) is applicable at distances exceeding the length ξS and therefore we cannot use it
near the interface.
Having fixed the constant C one can compute the decrease of the superconducting energy due to the suppression
of superconductivity in the S layer using the Ginzburg-Landau free energy functional (e.g. de Gennes, 1966). The
decrease of the superconducting energy ΩS per unit area at the F/S interface is a function of C and can be written
as
ΩS =
√
π
6
√
2
|τ |3/2 (2 +K) (1−K)2 , (5.9)
where K = tanhC, and τ = (T − Tc)/Tc.
It remains only to determine the contribution from the third term of the Hamiltonian (5.3). The corresponding
free energy ΩM/S is given by the expression:
ΩM/S = −iπTν0
Tr
2
∑
ω
∫ 1
0
dγ
∫
d3r(hσ) 〈gˆ〉0 , (5.10)
where ν0 is the density of states and 〈gˆ〉0 is the quasiclassical Green’s function averaged over all directions of the
Fermi velocity.
Since the exchange field h in a strong ferromagnet may be much higher than the value of τ−1 (here τ is the
momentum relaxation time), one has to solve the Eilenberger equation in the F region and the Usadel equation in the
S region. Solutions for these equations in both the superconductor and ferromagnet were obtained by Bergeret et al.
(2000).
Thus, the total energy is given by Ω = ΩM + ΩS + ΩM/S , Eqs. (5.7, 5.9, 5.10). As a result, one can express the
free energy as a function of two unknown parameters, K and Q. One can find these parameters from the condition
that the free energy must be minimal, which leads to the equations
∂ Ω/∂K = ∂Ω/∂Q = 0 (5.11)
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FIG. 23 Phase diagrams (λ, a) for different values of |τ | = Tc−T
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. The area above (below) the curves corresponds to the F (CF)
state.
One can show that the CF-F transition is of second order, which means that near the transition the parameter
Q is small. At the transition it vanishes and this gives an equation binding the parameters. Solving the equation
numerically we come to the phase diagram of FIG. 23 determining the boundary between the ferromagnetic and
cryptoferromagnetic states. The parameters a and λ used in FIG. 23 are defined as
a2 ≡ 2h
2d2f
DTcη2
, λ ≡ J dF
νF
√
2TcD3
7ζ(3)
2π2
, (5.12)
where η is the ratio between the Fermi velocities vF0 /v
S
0 . It is clear from Eqs. (5.12) that the parameter a is related
to the exchange energy h, while λ is the related to the magnetic stiffness J .
The conclusion that the phase transition between F and CF states should be of the second order was drawn
neglecting the magnetostatic interaction. The direct magnetic interaction can change this transition to a first order
one (Buzdin, 2005b). However, in the limit of Eq. (5.6), this first order transition will be inevitably close to the
second order one. Such a modification of the type of the phase transition is out of the focus of this review.
Let us make estimates for the materials used in the experiments. Performing ferromagnetic resonance measurements,
Mu¨hge et al. (1998) have observed a decrease of the effective magnetization of a Nb/Fe bilayer. The stiffness J for
materials like Fe and Ni is ≈ 60K/A˚. The parameters characterizing Nb can be estimated as follows: Tc = 10K ,
vF ∼=108cm/s, and l∼=100A˚. The thickness of the magnetic layer is of order d=10A˚, and the exchange field h∼=104K
which is proper for iron.
Assuming that the Fermi velocities and energies of the ferromagnet and superconductor are close to each other, we
obtain a ≈ 25 and λ ∼ 6.10−3. It is clear from FIG. 23 that the cryptoferromagnetic state is hardly possible in the
Fe/Nb samples used in the experiment Mu¨hge et al. (1998).
However, one can in principle explain the observed, decrease of the magnetization taking a closer look at the
structure of the S/F interface. In the samples analyzed by Mu¨hge et al. the interface between the Nb and Fe layers is
rather rough. So, one can expect that in the magnetic layers there were “islands” with smaller values of J and/or h. A
reduction of these parameters in the Fe/Nb bilayers is not unrealistic because of the formation of non-magnetic “dead”
layers that can also affect the parameters of the ferromagnetic layers. If the cryptoferromagnetic state were realized
only on the islands, the average magnetic moment would be reduced but would remain finite. Such a conclusion
correlates with what one observes experimentally. One can also imagine islands very weakly connected to the rest of
the layer, which would lead to smaller energies of a non-homogeneous state.
Let us now consider the experiment by Garifullin et al. (2002) on Pd0.97Fe0.03/V . Due to the low concentration of
iron, the magnetic stiffness and the exchange field of the F -layers is much lower than the one in the case of a pure iron.
For this system, one estimates the parameters as(see Garifullin et al. (2002)) J ∼ 60K/nm, h ∼ 100K. Assuming
again that the Fermi velocities of V and Pd1−xFex are close to each other, Garifullin et al. (2002) obtained for the
sample with dF = 1.2nm the following values of the parameters a ∼ 1.2 and λ ∼ 1.3.10−3.
Using these values for a and λ one can see from the phase diagram in FIG. 23 that there can be a transition from
the F to the CF state at |τ | ∼ 0.2, which corresponds to T ∼ 2.4K. The decrease of the effective magnetization
Meff with decreasing temperature was not observed in samples with larger F thickness dF : Meff was a temperature-
independent constant for the sample with dF = 4.4nm and dS = 37.2nm. In the sample with dF = 1.2nm and
dS = 40nm the effective magnetization Meff decreased by ≈ 50% with cooling from T ≈ 4K to T ≈ 1.5K. This fact
is again in accordance with the predictions of Bergeret et al. (2000).
The results of this section demonstrate that not only ferromagnets change superconducting properties but also
superconductivity can affect ferromagnetism. This result is valid, in particular, for strong ferromagnets, although the
thickness of the ferromagnetic layers must be small in this case.
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The exchange interaction between the superconducting condensate and the magnetic order parameter reduces the
energy of the system if the direction of the magnetization vector MF is not constant in space but oscillates. Provided
the energy of the anisotropy is small, this interaction leads to the formation of a spiral magnetic structure in the F
film.
As we will see in the next section the appearance of the CF-state is not the only effect that leads to a reduction
of the effective magnetization in S/F structures. We will show that the proximity effect may also lead to a change
of the absolute value of the magnetic moment MF in the ferromagnet and to an induced magnetization MS in the
superconductor.
B. Ferromagnetism induced in a superconductor
In the previous section we have seen that the superconductivity can affect the magnetic ordering changing the
orientation of magnetic moments in the ferromagnetic film. In this section we want to demonstrate that another
mechanism for a change of the total magnetization of a S/F system exists. In contrast to the phenomenon discussed
in the previous Section, the orientation of the magnetic moments in the F film does not change but the magnitude of
the magnetization both in the F and S films does.
This change is related to the contribution of free electrons both in the ferromagnet (δMF ) and in the superconductor
(MS) to the total magnetization. On one hand, the DOS in the F film is reduced due to the proximity effect and
therefore δMF is reduced. On the other hand, the Cooper pairs in the S film are polarized in the direction opposite
to MF , where MF is the magnetization of free electrons in the ferromagnet.
Let us consider first a bulk ferromagnet and derive a relation between the exchange field and the magnetization
of the free electrons. The exchange field h = JS in the ferromagnet can be due to the localized moments (see Eq.
(5.1)) or due to the free electrons in the case of an itinerant ferromagnet4 In some ferromagnets both the localized
and itinerant moments contribute to the magnetization.
The magnetization of the free electrons is given by
M =
i
4
µB
∫
dω
2π
∫
d3p
(2π)3
Trτˆ3σˆ3
(
GˇR − GˇA)np , (5.13)
where µB is an effective Bohr magneton and nP is the Fermi distribution function of the free electrons. The expression
in front of nP in Eq. (5.13) determines the DOS that depends on the exchange field h. We assume that the
magnetization is oriented along the z-axis.
Using Eq. (5.13) one can easily compute the contribution of the free electrons to the magnetization in a bulk
ferromagnet. In the simplest case of a normal metal with a quadratic energy spectrum we have
MF =
µB
(2π)2
∫
p2dp [n(ξp − h)− n(ξp + h)] , (5.14)
where ξp = p
2/2m− ǫF . At T = 0 the magnetization is given by:
MF0 =
µB
2(3π2)
(
p3+ − p3−
)
(5.15)
where p± =
√
2m(ǫF ± h) are the Fermi momenta for spin up and spin down electrons. In the quasiclassical limit it
is assumed that h≪ ǫF , and therefore
MF0 ∼= µBνh , (5.16)
where ν = pF0m/π
2 is the density of states at the Fermi level, and pF0 =
√
2mǫF is the Fermi momentum in the
absence of the exchange field5. For the temperature range T ≪ h we are interested in, one can assume that the
magnetization of the ferromagnet does not depend on T and is given by Eq. (5.16).
4 In many papers the exchange ”field” h is defined in another way (h = −JS) so that the energy minimum corresponds to orientation of
the vector < σ > antiparallel to the vector h. In this case the magnetic moment m = −µB < σ > is parallel to h. Both definitions lead
to the same results.
5 Actually Eq.(5.16) is valid not only in the case of a quadratic spectrum but also in a more general case.
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FIG. 24 S/F structure and schematic representation of the inverse proximity effect. The dashed curves show the local magne-
tization.
Now let us consider a S/F system with a thin F layer (see FIG. 24) and ask a question: Is the magnetization of
the itinerant electrons modified by the proximity effect? We assume that the exchange field of the ferromagnet F is
homogeneous and aligned in the z- direction, which is the simplest situation.
At first glance, it is difficult to expect anything interesting in this situation and, to the best of our knowledge, such
a system has not been discussed until recently.
However, physics of this heterostructure is actually very interesting and is general for any shape of the S and F
regions. It turns out that the proximity effect reduces the total magnetization of the system and this effect can be
seen as a certain kind of “spin screening”.
Before doing explicit calculations we would like to explain the phenomenon in simple words. If the temperature is
above Tc, the total magnetization of the system Mtot equals M0FdF , where dF is the thickness of the F -layer. When
the temperature is lowered below Tc, the S layer becomes superconducting and the Cooper pairs with the size of the
order of ξS ∼=
√
DS/2πTc arise in the superconductor. Due to the proximity effect the Cooper pairs penetrate the
ferromagnet. In the case of a homogeneous magnetization the Cooper pairs consist, as usual, of electrons with the
opposite spins, such that the total magnetic moment of a pair is equal to zero. The exchange field is assumed to be
not too strong, otherwise the pairs would break down.
It is clear from this simple picture that pairs located entirely in the superconductor cannot contribute to the
magnetic moment of the superconductor because their magnetic moment is simply zero, which is what one could
expect. Nevertheless, some pairs are located in space in a more complicated manner: one of the electrons of the pair
is in the superconductor, while the other moves in the ferromagnet. These are the pairs that create the magnetic
moment in the superconductor. This follows from the simple fact that the direction along the magnetic momentM in
the ferromagnet is preferable for the electron located in the ferromagnet (we assume a ferromagnetic type of exchange
field) and this makes the spin of the other electron of the pair be antiparallel to M. So, all such pairs with one
electron in the ferromagnet and one in the superconductor equally contribute to the magnetic moment in the bulk of
the superconductor. As a result, a ferromagnetic order is created in the superconductor, the direction of the magnetic
moment in this region being opposite to the direction of the magnetic moment M in the ferromagnet. Moreover, the
induced magnetic moment penetrates the superconductor over the size of the Cooper pairs ξS that can be much larger
than dF .
This means that although the magnetizationMS induced in the superconductor is less than the magnetization in the
ferromagnetMF0, the total magnetic moment in the superconductor M¯S =
∫
S d
3rMS(r) may be comparable with the
magnetic moment of the ferromagnet in the normal state M¯F0 =MF0VF , where VF = dF in the case of a flat geometry
(M¯F0 is the magnetic moment per unit square) and VF = 4πa
3
F /3 is the volume of the spherical ferromagnetic grain.
It turns out that the total magnetic moment of the ferromagnetic region ( film or grain) M¯F0 = µBνFhVF due to
free electrons is compensated at zero temperature by the total magnetic moment M¯S induced in the superconductor.
This statement is valid if the condition
∆ << h << ETh = DF /d
2
F (5.17)
is fulfilled. If the thickness of the F film (or radius of the F grain) is not small in comparison with the correlation
length ξS , the situation changes: the induced magnetic moment M¯S is much smaller than M¯F0 but a variation of
the magnetic moment of the ferromagnetic film (or grain) δMF becomes comparable with M¯F0. The latter is caused
by a change in the density of states of the ferromagnet due to the proximity effect. However, the case of a large
ferromagnet size is less interesting because the exchange field h should be smaller than ∆ (the full screening of M¯F0
occurs only if the second condition in Eq.(5.17) is fulfilled).
Using similar arguments we can come to a related effect: the magnetic moment in the ferromagnet should be
reduced in the presence of the superconductivity because some of the electrons located in the ferromagnet condensate
into Cooper pairs and do not contribute to the magnetization.
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¿From this qualitative and somewhat oversimplified picture one can expect that the total magnetization of the S/F
system will be reduced for temperatures below Tc. Both the mechanism studied here and that of the last section
lead to a negative change of the total magnetization. Thus, independently of the origin of ferromagnetism, they can
explain, at least qualitatively, the experimental data of Mu¨hge et al. (1998) and Garifullin et al. (2002).
The ideas presented above can be confirmed by calculations based on the Usadel equation. In order to determine
the change of the magnetization it is enough to compute the quasiclassical Green’s functions gˇR(A) = (i/π)
∫
dξGˇR(A)
and, in particular, the component proportional to τˆ3σˆ3.
The matrix Green’s function has the form (we write gˇ in Matsubara representation: gˇ(ω) = gˇR(iω) for positive ω)
gˇ = τˆ3gˆ + iτˆ2fˆ . (5.18)
In the ferromagnet we represent, for convenience, the matrix fˆ in the spin-space as(
f+ 0
0 f−
)
(5.19)
The diagonal form of the matrix is a consequence of the uniformity of the exchange field h. The matrix gˆ has the
same form.
In order to find the function g3 that determines the magnetization, we have to solve the Usadel equation (A18) in
the F and S region and to match the corresponding solutions with the help of the boundary conditions (A21).
The simplest case when the Usadel equation can be solved analytically is the case of a thin F layer. We suppose
that the thickness dF of the F layer is small compared with the characteristic length ξF of the condensate penetration
into the ferromagnet (this condition is fulfilled in the experiments by Garifullin et al. (2002)). In this case we can
average the exact Usadel equation (A18) over x in the F layer assuming that the Green’s functions are almost constant
in space. In addition, provided the ratio σF /σS is small enough, the Green’s functions in the superconductor are
close to the bulk values fBCS and gBCS. This allows us to linearize the Usadel equation in the superconductor. The
component of the Green’s function in S that enters the expression for the magnetization can be obtained from the
boundary condition (A21) and is given by
gS3(x) = − 1
γSκS
(−gBCSfF0 + fBCSgF3) eκsx , (5.20)
where κ2S = 2
√
ω2 +∆2/DS, fF0 = (f+ + f−)/2, gF3 = (g+ − g−)/2 and g± and f± are the components of the
matrices gˆ and fˆ . They are defined as
gF± = ω˜±/ζω±, fF± = ±ǫbF fBCS/ζω± , (5.21)
where ω˜± = ω + ǫbF gBCS ∓ ih, ζω± =
√
ω˜2± − (ǫbF fBCS)2, ǫbF = DF /(2γFdF ). The magnetization variation is
determined by the expression
δM = −iπνT
∞∑
ω=−∞
Tr (gˆ · σˆ3) , (5.22)
Using Eqs. (5.20-5.22) for Tr(gˆ · σˆ3)/2 ≡ g3 = (g+ − g−)/2, one can easily calculate δM . In FIG. 25 we show the
change of the magnetization δM induced in the superconductor as a function of the temperature. We see that for
low enough temperatures the decrease of the magnetization can be very large. At the same time, the change of the
magnetization in the ferromagnet is small (Bergeret et al., 2004a).
It is interesting to calculate the total magnetic moment δM¯S induced in the superconducting film and compare it
with the total magnetization of the ferromagnet MF0dF (as we have mentioned, the magnetization variation δMF in
the ferromagnet is small and can be neglected).
The total magnetization of the superconductor is given by
δM¯S =
∫ 0
−ds
dxδMS(x) .
Assuming that h≪ ǫbF = DF /(2γFdF ) or h≪ [DF /(2d2F )](ρF dF /Rb), we can easily compute the ratio
δM¯S
MF0dF
≈ −π DSνS∆
2T
dF γSνF ǫbF
∑
ω
1
(ω2 +∆2)3/2
= −1 , (5.23)
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FIG. 25 Change of the magnetization of a F/S bilayer as a function of the temperature.
where ρF is the resistivity of the F region.
We see that in the case of a thin ferromagnet at low temperatures and a not too strong exchange field the mag-
netization induced in the superconductor compensates completely the magnetization in the ferromagnet. This result
follows from the fact that the magnetization induced in the superconductor (it is proportional to gS3) spreads over
distances of the order of ξS . In view of this result one can expect that the magnetic moment of a small ferromagnetic
particle embedded in a superconductor should be completely screened by the Cooper pairs. We discuss the screening
of a ferromagnet particle by the Cooper pairs in the next subsection.
It is worth mentioning that the problem of finding the magnetization in a S/F structure consisting of thin S
(dS < ξS) and F (dF < ξF ) layers is equivalent to the problem of magnetic superconductors where ferromagnetic
(exchange) interaction and superconducting correlations coexist. If we assume a strong coupling between the thin S
and F layers, we can again average the equations over the thickness of the structure and arrive at the Usadel equation
for the averaged Green’s function with an effective exchange field h˜ = hdF /d and an effective order parameter
∆˜ = ∆dS/d, where d = dS + dF . In this case the magnetization is given by M = gµBν
√
h˜2 − ∆˜2Θ(h˜ − ∆˜), where
Θ (x) is the step function. This means that the total magnetizationM is zero for h˜ < ∆˜. This result agrees with those
obtained by Karchev et al. (2001); Shen et al. (2003) who studied the problem of the coexistence of superconductivity
and itinerant ferromagnetism in magnetic superconductors.
One of the assumptions made for obtaining the previous results is the quasiclassical condition h/ǫF ≪ 1. For
some materials the latter is not fulfilled and one has to go beyond the quasiclassical approach. Halterman and Valls
(2002a) studied the imbalance of spin up and spin down electrons in pure S/F structures (i.e. without impurities)
in the case of strong exchange fields (h/ǫF ≤ 1). In that case superconductivity is strongly suppressed at the S/F
interface. Solving the Bogoliubov-de Gennes equations numerically the authors showed that there was a magnetic
“leakage” from the ferromagnet into the superconductor, which lead to a polarization of the electrons in S over the
short length scale λF . The direction of the induced magnetic moment in the superconductor was parallel to that in
the ferromagnet, which contrasts our finding.
At the same time, the limit of a very strong exchange field considered by Halterman and Valls (2002a) differs
completely from ours. It is clear that due to the strong suppression of the superconductivity at the S/F interface,
the magnetic moment cannot be influenced by the superconductivity and therefore thick ferromagnetic layers with
exchange energies of the order of the Fermi energy are not suitable for observing the reduction of the magnetization
described above.
The DOS for states with spin-up and spin-down electrons in a S/F structure has been calculated on the basis of the
Usadel equation by Fazio and Lucheroni (1999). The authors have found that the DOS of these states was different in
the superconductor over the length of the order ξS . However, the change of the magnetization has not been calculated
in this work.
This has been done later by Krivoruchko and Koshina (2002) for a S/F structure. Using the Usadel equation,
the authors numerically calculated the magnetization induced in the superconductor. They found that the magnetic
moment leaked from the F layer into the S layer and changed the sign at some distance of the order of ξS , thus
becoming negative at sufficiently large distances only. In our opinion, the “leakage” of the magnetic moment MS
obtained in that paper is a consequence of the use by the authors of a wrong expression for the magnetic moment.
They did not add to the formula obtained in the quasiclassical approximation a contribution from the energies levels
located far from the Fermi energy. The latter contribution is not captured by the quasiclassical approach and should
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be written additionally.
We have seen that under certain conditions a finite magnetic moment is induced inside the superconductor. Does this
magnetic moment affect the superconductivity? The magnetic field BS in the superconductor equals the magnetization
4πMs. The induced magnetization in the superconductor MS is smaller than the magnetization in the ferromagnet:
MS = MF max(dF /{ξS, dS}). The critical field for superconducting thin films is given by the expression Hc ∼
(λL/dS)Hbulk, where λL is the London penetration depth, and Hbulk is the critical field of the bulk material. The
superconductivity is not affected by the induced field BS if the field BS ≈ 4πMF (dF /ξS) (we set dS ≈ ξS) is
smaller than Hc. Therefore the condition 4πMF < (λL/dF )Hbulk should be satisfied. If we take λL ≈ 1µm and
dF ≈ 50A˚, we arrive at the condition 4πMF < 200Hbulk. This condition is fulfilled easily for the case of not too
strong ferromagnets. Due to the presence of the magnetization in the ferromagnet and superconductor spontaneous
currents arise in the system. The spontaneous Meissner currents induced by the magnetization in S/F structures were
studied by Bergeret et al. (2001c); Krawiec et al. (2004).
The phenomenon discussed in this section can be considered as an alternative mechanism of the decrease of the
total magnetic moment observed by Garifullin et al. (2002). In order to clarify which of these two effects is more
important for the experimental observations one needs more information.
The most direct check for the cryptoferromagnetic phase would be measurements with polarized neutrons. In
a recent work by (Stahn et al., 2005), in which a multilayered S/F/S/F... structure was studied. This structure
consists of the high Tc superconductor Y Ba2Cu3O7 (S layer) and of the ferromagnet La2/3Ca1/3MnO3 (F layer).
Two samples with the S and F layers of the same thickness were used. Layers of sample 1(2) are 98A˚(160A˚)
thick. The Curie temperature of the ferromagnet and the temperature of the superconducting transition are equal to
165K and 75K respectively. By using neutron reflectometry the authors obtained an information about the spatial
distribution of the magnetic moment in the structure. Analyzing the temperature dependence of the Bragg peaks
intensity they came to the conclusion that the most probable scenario to explain important features of this dependence
observed was the assumption that an induced magnetization arises in the S layers. If this explanation was correct,
the sign of the induced magnetization had to be opposite to the sign of the magnetization in the F layers. It is quite
reasonable to think that the mechanism discussed above for conventional superconductors should be present also in
high Tc superconductors and then the theoretic scenario analyzed in this section can serve as an explanation of the
experiment.
C. Spin screening of the magnetic moment of a ferromagnetic particle in a superconductor
Let us consider now a ferromagnetic particle (grain) embedded into a superconductor (see FIG. 26). As in the
previous subsection, we analyze the magnetic moment induced in the superconductor around the particle and compare
it with the magnetic moment of the F particle (4πa3/3)MF0 (we assume that the particle has a spherical form and
radius a).
ξs
a F
FIG. 26 Ferromagnetic grain embedded into a superconductor. Due to the inverse proximity effect the magnetic moment of
the grain is screened by the electrons of the superconductor.
It is well known that the superconducting currents (Meissner currents) in a superconductor screen a magnetic field
that decays from the surface over the London penetration length λL and vanishes in the bulk of the superconductor.
The same length characterizes the decay of the magnetic field created by a ferromagnetic (F ) grain embedded in a
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superconductor if the radius of the grain a is larger than λL. However, if the radius a is small, the Meissner effect
can be neglected and a stray magnetic field around the grain should decay, as in a normal metal, over a length of the
order a. We consider now just this case.
Above the critical temperature Tc the stray magnetic field polarizes the spins of free electrons and induces a magnetic
moment. This magnetic moment is very small because the Pauli paramagnetism is weak (µ2Bν ∼ 10−6). In addition,
the total magnetic moment induced by the stray magnetic field is zero. The penetration depth λL can be of the order
of hundreds of interatomic distances or larger, so that if a is smaller or of the order of 10nm, the Meissner effect can
be neglected.
The screening of the magnetic moment is a phenomenon specific for superconductors. It is usually believed that in
a situation, when the screening due to the orbital electron motion can be neglected (small grains and thin films), the
total magnetic moment is just the magnetic moment of the ferromagnetic particle and no additional magnetization is
induced by the electrons of the superconductor.
This common wisdom is quite natural because in conventional superconductors the total spin of a Cooper pair is
equal to zero and the polarization of the conduction electrons is even smaller than in the normal metal. Spin-orbit
interactions may lead to a finite magnetic susceptibility of the superconductor but it is positive and smaller anyway
than the one in the normal state (Abrikosov, 1988; Abrikosov and Gor’kov, 1962).
Let us now take a closer look at the results of the last subsection. We have seen that the proximity effect induces in
the superconductor a magnetic moment with the sign opposite to the one in the ferromagnet. In view of this result it
is quite natural to expect that the magnetic moment of a small ferromagnetic particle embedded in a superconductor
may be screened by the Cooper pairs as it is sketched in FIG. 26. So, let us consider this situation in more detail.
We consider a ferromagnetic grain of radius a embedded in a bulk superconductor. If the size of the particle
is smaller than the length ξF we can again assume that the quasiclassical Green’s functions in the F region are
almost constant and given by Eq. (5.21), where now ǫbF = 3DF/(2γFa). In the superconductor we have to solve the
linearized Usadel equation for the component gS3 determining the magnetization
∇2gS3 − κ2SgS3 = 0 , (5.24)
where ∇2 = ∂rr + (2/r)∂r is the Laplace operator in spherical coordinates.
Using the boundary conditions Eq. (A21) we write the solution of this equation as
gS3 =
fBCS
γS
(gBCSfF0 − fBCSgF3) a
2
1 + κSa
e−κS(r−a)
r
, (5.25)
where fF0 = (fF+ + fF−)/2 and gF3 = (gF+ − gF−)/2.
We assume again that the transmission coefficient through the S/F interface is not small and the condition ∆ <<
h ≤ (DF /a2) is fulfilled. In this case the expression for gS3 drastically simplifies. Indeed, in this limit gF3 =
fF0fBCS/gBCS and fF0 ∼= ihfBCSgBCS/ǫbF . Therefore Eq.(5.25) acquires the form
gS3=
f2BCS
γS
a2
r
ih
ǫbF
e−κS(r−a) , (5.26)
This solution can be obtained from Eq.(5.24) if one writes down the term 4πAδ(r) on the right-hand side of this
equation with A = f2BCSa
2ih/(γSǫbF ). This means that the ferromagnetic grain acts on Cooper pairs as a magnetic
impurity embedded into a dirty superconductor. It induces a ferromagnetic cloud of the size of the order ξS with a
magnetic moment ∼ −µBνhVF .
In order to justify the assumptions made above we estimate the energy DF/a
2 assuming that the mean free path
is of the order of a. For a = 30A˚ and vF = 10
8cm/ sec we get DF /a
2 ∼ 1000K;. This condition is fulfilled for
ferromagnets with the exchange energy of the order of several hundreds K.
In the limit of low temperatures the calculation of the magnetic moment becomes very easy and we obtain for the
magnetic moment M¯S induced in the superconductor the following expression
M¯S
MF0(4πa3/3)
= −1 (5.27)
This is a remarkable result which shows that the induced magnetic moment is opposite in sign to the moment of
the ferromagnetic particle and their absolute values are equal to each other. In other words, the magnetic moment of
the ferromagnet is completely screened by the superconductor (Bergeret et al., 2004b). The characteristic radius of
the screening is the coherence length ξS , which contrasts the orbital screening due to the Meissner effect characterized
by the London penetration depth λL.
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To avoid misunderstanding we emphasize once again that the full screening occurs only if the magnetization (per
unit volume) of the ferromagnetic grain MF0 is given by Eq.(5.16), which means that the ferromagnetic grain is
an itinerant ferromagnet. If the magnetization of the ferromagnet is caused by both localized moments (Mloc) and
itinerant electrons (Mitin), the full screening is not achieved. Moreover, the magnetization Mloc may be larger than
Mitin and have opposite direction. In this case we would have an anti-screening (Bergeret and Garc´ia, 2004).
Actually, we have discussed the diffusive case only. However, it turns out that the spin screening occurs also in the
clean case provided the exchange field is not too high: h << vF /dF , where vF and dF are the Fermi velocity and the
thickness (radius) of the ferromagnetic film or grain (Bergeret et al., 2005; Kharitonov et al., 2005).
The energy spectrum of a superconductor with a point-like classical magnetic moment was studied many years
ago by Shiba (1968), Sakurai (1970) and Rusinov (1969), and more recently by Salkola et al. (1997). The magnetic
impurity leads to a bound state β0 inside the superconducting energy gap. There is some critical strength hc ∼ ǫF
of the exchange coupling h that separates two different ground states of the system denoted by ψ if h < hc and ψ
′ if
h > hc. The bound state β0 corresponds to a localized quasiparticle with spin “up”
6. Since the total electronic spin
in the state ψ is zero one says that the continuum localizes a spin “up”. The energy needed to create a quasiparticle
excitation decreases when increasing h. At h = hc the state ψ becomes unstable against a spontaneous creation of an
excitation with spin “up” and the transition to the state ψ′ occurs. In this state the electronic spin at the impurity
site is now equal to −1/2. All the works considering this problem focused the attention on the subgap structure of the
spectrum and did not addressed the problem of the screening of the magnetic moment by the continuum spectrum.
This is of no surprise because a sufficiently large magnetic moment of the impurity (S ≫ 1) cannot be screened by
the quasiparticles.
D. Spin-orbit interaction and its effect on the proximity effect
In this section we discuss the influence of the spin-orbit (SO) interaction on the proximity effect. Although in
general its characteristic energy scale is much smaller than the exchange energy h, it can be comparable with the
superconducting gap ∆ and therefore this effect can be very important. Since the SO scattering leads to a mixing of
the spin channels, we expect that it will affect not only the singlet component of the condensate but also the triplet
one in the ferromagnet.
In conventional superconductors the SO interaction does not affect thermodynamic properties. However, a non-
vanishing magnetic susceptibility at zero temperature (Knight shift) observed in small superconducting samples and
films can be explained only if the SO interaction is taken into account (Abrikosov and Gor’kov, 1962). In the F/S
structures considered here the exchange field h breaks the time-reversal symmetry in analogy to the external magnetic
field in the Knight shift problem. Therefore the SO interaction in the superconductor is expected to influence the
inverse proximity effect studied in this Chapter.
In this Section we will generalize the analysis of the long-range proximity effect and the inverse proximity effect
presented above taking the SO interaction into account. The quasiclassical equations in the presence of the SO
interaction were derived by Alexander et al. (1985) and used for the first time for the F/S systems by Demler et al.
(1997).
The derivation of these equations is presented in the Appendix A. The resulting Usadel equation takes the form
− iD∂r(gˇ∂rgˇ) + i (τˆ3∂tgˇ + ∂t′ gˇτˆ3) +
[
∆ˇ, gˇ
]
+
[
hSˇ, gˇ
]
+
i
τs.o.
[
Sˇτˆ3gˇτˆ3Sˇ, gˇ
]
= 0 . (5.28)
All symbols are defined in the Appendix A. The spin-orbit relaxation time τs.o. takes very different values depending
on the material used in the experiments. Some estimates for the values of 1/hτs.o.can be found in Oh et al. (2000).
For example, for transition metals like Fe one obtains 1/hτs.o. ∼ 10−2, while for a typical magnetic rare earth the
value 1/hτs.o. ∼ 0.3 is more typical. In the latter case the SO interaction should clearly affect the penetration of the
condensate into the ferromagnet.
In order to study the influence of the SO interaction on both the long-range and the inverse proximity effect we will
use Eq.(5.28). We consider first the well known problem of the Knight shift. This example will show the convenience
of using the quasiclassical approach.
6 One assumes that the magnetic impurity has spin up.
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The Knight shift in superconductors
Since the pioneering work of Abrikosov and Gor’kov (1962) it is well established that the magnetic susceptibility of
small superconducting samples is not zero due to the spin-orbit interaction. This explains the experiments performed
for the first time many years ago by Androes and Knight (1961) who used the nuclear magnetic resonance technique.
Let us consider a superconductor in an external magnetic field H . In the Usadel equation, Eq. (5.28), the field H
plays the role of the exchange energy h. We are interested in the linear response to this filed, i.e. in the magnetic
susceptibility χS of the superconductor. We assume that the superconductor is homogeneous and therefore we drop
the gradient term in Eq. (5.28):
− ω [τˆ3, gˇ] + i
[
∆ˇ, gˇ
]
+ iH [nˇ, gˇ]− (1/τs.o.)
[
Sˇτˆ3gˇτˆ3Sˇ, gˇ
]
= 0 , (5.29)
gˇ2 = 1 . (5.30)
The solution of Eq. (5.29) has the form
gˇ = (gBCS + g3σˆ3) τˆ3 + (fBCS σˆ3 + f0) iτˆ2 , (5.31)
where the functions g3 and f0 are corrections to the normal gBCS and anomalous fBCS Green’s functions. In the
particle-hole space the matrix gˇ has the usual form, i.e. it is expanded in matrices τˆ3 and iτˆ2. In the spin space the
triplet component (the g3 and f0 terms) appears due to the magnetic field acting on the spins. Using Eqs. (5.29-5.31)
one can readily obtain
g3 = −i ∆
2H
E2ω(Eω + 4/τs.o.)
. (5.32)
where Eω =
√
∆2 + ω2.
Substituting Eq. (5.32) into Eq. (5.22) we can write the magnetization M as follows
M =M0 − µBν
(
2πT∆2
∑
ω
1
E2ω(Eω + 4/τs.o.)
)
H (5.33)
The first term in Eq. (5.33) cannot be calculated in the framework of the quasiclassical theory and one should use
exact Green’s functions. It corresponds to the Pauli paramagnetic term given by M0 = µBνH . In the quasiclassical
approach this term is absent. This term does not depend on temperature on the energy scale of the order of Tc and
originates from a contribution of short distances where the quasiclassical approximation fails.
This situation is rather typical for the quasiclassical approach and one usually adds to formulae obtained within
this approach contributions coming from short distances or times by hand (see, for example, Artemenko and Volkov
(1980); Kopnin (2001); Rammer and Smith (1986)). Eq. (5.33) was first obtained by Abrikosov and Gor’kov (1962).
In the absence of the spin orbit interaction the magnetization at T = 0 is, as expected, equal to zero. However, if
the SO interaction is finite the spin susceptibility χS does not vanish at T = 0. It is interesting that, as follows from
Eq. (5.29), the singlet component of the condensate is not affected by the SO interaction. The origin of the finite
susceptibility is the existence of the triplet component f0 of the condensate.
In the S/F structures there is no exchange field in the superconductor and therefore the situation is in princi-
ple different. However, we have seen that due to the proximity effect the triplet component f0 is induced in the
superconductor.
From the above analysis one expects that the SO interaction may affect the penetration length of such component
in the superconductor. In the next sections we consider the influence of the SO the superconducting condensate in
both the ferromagnet and the superconductor.
1. Influence of the Spin-Orbit interaction on the long-range Proximity Effect
Now we consider again the S/F/S/F/S structure of Section IV.A and assume that the long-range triplet component
is created, which is possible provided the angle α between the magnetizations differs from 0 and π. In order to
understand how the SO interaction affects the triplet component it is convenient to linearize Eq. (5.28) in the F -layer
assuming, for example, that the proximity effect is weak. One can easily obtain a linearized equation similar to Eq.
(3.15) for the condensate function fˇ . The solution of this equation is represented again in the form
fˇ(x) = iτˆ2 ⊗ (f0(x)σˆ0 + f3(x)σˆ3) + iτˆ1 ⊗ f1(x)σˆ1 . (5.34)
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The functions fi(x) are given as before by fi(x) =
∑
j bj exp[κjx] but now the new eigenvalues κj are written as
κ2± = ±
2i
DF
√
h2 −
(
4
τso
)2
+
4
τsoDF
(5.35)
κ20 = κ
2
ω + 2
(
4
τs.o.DF
)
. (5.36)
We see from these equations that both the singlet and triplet components are affected by the spin-orbit interaction
making the decay of the condensate in the ferromagnet faster. In the limiting case, when 4/τso > h, Tc, both the
components penetrate over the same distance ξs.o. =
√
τsoDF and therefore the long-range effect is suppressed. In
this case the characteristic oscillations of the singlet component are destroyed (Demler et al., 1997). In the more
interesting case 4/τso ∼ Tc < h, the singlet component does not change and penetrates over the short distance ξF
. At the same time, the triplet component is more sensitive to the spin-orbit interaction and the penetration length
equals min(ξso, ξT )> ξF .
Therefore, if the spin-orbit interaction is not very strong, the penetration of triplet condensate over the long
distances discussed in the preceding sections is still possible, although the penetration length is reduced.
2. Spin-Orbit Interaction and the Inverse Proximity Effect
Studying a S/F bilayer we have seen that the induced magnetic moment in the superconductor S is related to
the appearance of the triplet component f0. Moreover, we have shown that this component is affected by the SO
interaction, while the singlet one f3 is not. So, one should expect that the SO interaction may change the scale over
which the magnetic moment is induced in the superconductor and one can estimate easily this length.
Assuming that the Green’s functions in the superconductor take values close to the bulk values we linearize the
Usadel equation (5.28) in the superconductor. The solution has the same form as before, Eq. (5.20), but κS should
be replaced by
κ2S → κ2S + κ2so, (5.37)
where κ2so = 8DS/τso. Therefore, the length of the penetration of gS3 and, in its turn, of MS into the S region
decreases if κ2S ∼ ξ−2S < κ2so.
In principle, one can measure the spatial distribution of the magnetic moment in the S region as it was done by
Luetkens et al. (2003) by means of muon spin rotation and get an information about the SO interaction in supercon-
ductors. As Eq. (5.37) shows, this would be an alternative method to measure the strength of the SO interaction in
superconductors, complementary to the measurement of the Knight shift (Androes and Knight, 1961).
VI. DISCUSSION OF THE RESULTS AND OUTLOOK
In this review we have discussed new unusual properties of structures consisting of conventional superconductors
in a contact with ferromagnets. It has been known that such systems might exhibit very interesting properties like a
non-monotonous reduction of the superconducting temperature as a function of the thickness of the superconductor,
possibility of a π-contact in Josephson junctions with ferromagnetic layers, etc.
However, as we have seen, everything is even more interesting and some spectacular phenomena are possible that
even might look at first glance as a paradox. The common feature of the effects discussed in this review is that almost
all of them originate in situations when the exchange field is not homogeneous. As a consequence of the inhomogeneity,
the spin structure of the superconducting condensate function becomes very non-trivial and, in particular, the triplet
components are generated. In the presence of the inhomogeneous exchange field, the total spin of a Cooper pair is
not necessarily equal to zero and the total spin equal to unity with all projections onto the direction of the exchange
field is possible.
We have discussed the main properties of the odd triplet superconductivity in the S/F structures. This super-
conductivity differs from the well known types of superconductivity: a) singlet superconductivity with the s-wave
(conventional Tc superconductors) and d-wave (high Tc superconductors) types of pairing; b) odd in momentum p
and even in frequency ω triplet superconductivity observed, e.g., in Sr2RuO4.
The odd triplet superconductivity discussed in this Review has a condensate (Gor’kov) function that is an odd
function of the Matsubara frequency ω and an even function (in the main approximation) of the momentum p in the
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diffusive limit. It is insensitive to the scattering on nonmagnetic impurities and therefore may be realized in thin film
S/F structures where the mean free path is very short.
For the first time, the condensate function of this type has been suggested by Berezinskii (1975) many years ago as
a possible candidate to describe superfluidity in He3. Later, it has been established that the superfluid condensate
in He3 had a different structure - it was odd in p and even in ω. In principle, there is an important difference between
the triplet superconductivity discussed here and that predicted by Berezinskii who assumed that the order parameter
∆ was also an odd function of ω. In our case the order parameter ∆ is determined by the singlet, s-wave condensate
function and has the ordinary BCS structure (i.e., it does not depend on the momentum p and frequency ω). On the
other hand the structure of the triplet condensate function fˇ in the diffusive case considered here coincides with
that suggested by Berezinskii: it is an odd function of the Matsubara frequency ω and, in the main approximation, is
constant in the momentum space. The antisymmetric part of fˇ is small compared with the symmetric part, being
odd in p and even in ω.
The triplet component with the projection of the total spin Sz = ±1 penetrates the ferromagnet over a long
distance of the order of ξN ≈
√
DF/2πT , which shows that the exchange field does not affect the triplet part of the
condensate. At the same time, the exchange field suppresses the amplitude of the singlet component at the S/F
interface that determines the amplitude of the triplet component. The long-range triplet component arises only in
the case of a nonhomogeneous magnetization. The triplet component appears also in a system with a homogeneous
magnetization but in this case it corresponds to the projection Sz = 0 and penetrates the ferromagnet over a short
length ξF =
√
DF /h << ξN .
The triplet component exists also in magnetic superconductors (Bulaevskii et al., 1985; Kulic and Kulic, 2001) with
a spiral magnetic structure. However, it always coexists with the singlet component and cannot be separated from
it. In contrast, in the multilayered S/F structures with a nonhomogeneous magnetization and with the thickness of
the F layers dF exceeding ξF , the Josephson coupling between S layers is realized only through the long-range triplet
component and this separates the singlet and triplet components from each other. As a result, the “real” odd triplet
superconductivity may be realized in the transverse direction in such structures.
Another interesting peculiarity of the S/F structures is the inverse proximity effect, namely, the penetration of the
magnetic order parameter (spontaneous magnetic moment M) into the superconductor and a spatial variation of the
magnetization direction in the ferromagnet under the influence of the superconductivity. It turns out that both effects
are possible. A homogeneous distribution of the magnetizationMF in the S/F bilayer structures may be energetically
unfavorable in F even in a one-domain case resulting in a nonhomogeneous distribution of MF in the ferromagnet.
Moreover, the magnetic moment penetrates the superconductor (induced ferromagnetism) changing sign at the S/F
interface. Therefore the total magnetic moment of the system is reduced. Under some condition the full spin screening
of MF occurs. For example, at zero temperature the itinerant magnetic moment of a ferromagnetic grain embedded
into a superconductor is completely screened by spins of the Cooper pairs in S. The radius of the screening cloud is
of the order of the superconducting coherence length ξS . If the magnetization vector MF is oriented in the opposite
direction to the ferromagnetic exchange field h, the anti-screening is possible.
As concerns the experimental situation, certainly there are indications in favor of the long-range triplet component,
although an unambiguous evidence does not exist so far. For example, the resistance of ferromagnetic films or
wires in the S/F structures changes on distances that exceed the length of the decay of the singlet component
ξh (Aumentado and Chandrasekhar, 2001; Giroud et al., 1998; Petrashov et al., 1999). A possible reason for this
long-range proximity effect in the S/F systems is the long-range penetration of the triplet component. However a
simpler effect might also be the reason for this long-range proximity effect. It is related to a rearrangement of a
domain structure in the ferromagnet when the temperature lowers below Tc. The Meissner currents induced in the
superconductor by a stray magnetic field affect the domain structure, and the resistance of the ferromagnet may
change (Dubonos et al., 2002). At the same time, the Meissner currents should be considerably reduced in an one
dimensional geometry for the ferromagnet like that used in (Giroud et al., 1998) and the explanation in terms of the
long range penetration of the triplet component are more probable here.
Sefrioui et al. (2003) also obtained some indications on the existence of a triplet component in a multilayered
S/F/S/F ... structure. The samples used by Sefrioui et al. contained the high Tc material Y Ba2Cu3O7 (as a super-
conductor) and the half-metallic ferromagnet La0.7Ca0.3MnO3 (as a ferromagnet). They found that superconductivity
persisted even in the case when the thickness of the F layers dF essentially exceeded ξF (dF & 10nm and ξF ≈ 5nm).
In a half-metal ferromagnet with spins of free electrons aligned in one direction the singlet Cooper pairs cannot exist.
Therefore it is reasonable to assume that the superconducting coupling between neighboring S layers is realized via
the triplet component (Eschrig et al., 2003; Volkov et al., 2003).
A reduction of the magnetic moment of the S/F structures due to superconducting correlations has been observed
already (Garifullin et al., 2002). This reduction may be caused both by the spin screening of the magnetic moment
MF and by the rotation of MF in space (Bergeret et al., 2000, 2004a). Perhaps, the spin screening can be observed
directly by probing the spatial distribution of the magnetic field (or magnetic moment M) with the aid of the muon
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spin rotation technique (Luetkens et al., 2003). The variation of the magnetic moment M occurs on a macroscopic
length ξS and therefore can be detected.
An evidence in favor of the inverse proximity effect has also been obtained in another experimental work
(Stahn et al., 2005). Analyzing data of neutron reflectometry on a multilayered Y Ba2Cu3O7/La2/3Ca1/3MnO3 struc-
ture, the authors concluded that a magnetic moment was induced in the superconducting Y Ba2Cu3O7 layers. The
sign of this induced moment was opposite to the sign of the magnetic moment in the ferromagnetic La2/3Ca1/3MnO3
layers, which correlates with our prediction.
In spite of these experimental results that may be considered as, at least preliminary, confirmation of the existence
of the triplet component in the S/F structures, there is a need in additional experimental studies of the unconventional
superconductivity discussed in this review. One of the important issues would be to understand whether the long
range proximity effects already observed experimentally are due to the triplet pairing or to a simple redistribution
of the domain walls by the Meissner currents. We believe that measurements on thin ferromagnetic wires where the
Meissner currents are reduced may clarify the situation.
It is very interesting to distinguish between the two possible inverse proximity effects experimentally. Although both
the formation of the cryptoferromagnetic state and the induction of the magnetic moments in the superconductors
are very interesting effects, it is not clear yet which of these effects causes the magnetization reduction observed by
Garifullin et al. (2002); Mu¨hge et al. (1998).
The enhancement of the Josephson current by the presence of the ferromagnet near the junction is one more
theoretical prediction that has not been observed yet but, certainly, this effect deserves an attention. An overview
for experimentalists interested in all these subjects is presented in Appendix B, where we discuss briefly different
experiments on S/F structures, focusing our attention on the materials for which, we expect, the main effects discussed
in this review may be observed.
In addition, further theoretical investigations are needed. The odd triplet component has been studied mainly
in the diffusive limit (hτ << 1). It would be interesting to investigate the properties of the triplet component for
an arbitrary impurity concentration (hτ ≷ 1). No theoretical work on dynamics of magnetic moments in the S/F
structures has been performed yet, although the triplet component may play a very important role in the dynamics
of the S/F structures. Transport properties of the S/F structures require also further theoretical considerations. It
would be useful to study the influence of domain structures on properties of the S/F structures, etc. In other words,
physics of the proximity effects in the superconductor-ferromagnet structures is evolving into a very popular field of
research, both experimentally and theoretically.
The study of the proximity effect in S/F structures may be extended to include ferromagnets in contact with high
temperature superconductors. Although some experiments have been done already (Sefrioui et al., 2003; Stahn et al.,
2005), one can expect much more broad experimental investigations in the future. The modern technique allows the
preparation of multilayered S/F/S/F .. structures consisting of thin ferromagnetic layers (as La2/3Ca1/3MnO3) and
thin layers of high Tc superconductor (as Y Ba2Cu3O7) with variable thicknesses. It would be very interesting to
study, both experimentally and theoretically, such a system with non-collinear magnetization orientations. In this
case d-wave singlet and odd triplet superconductivity should coexist in the system. It is known that many properties
of the ordinary BCS superconductivity remain unchanged in the high Tc superconductors. This means that many
effects considered in this review can also occur in S/F structures containing high Tc materials, but there will certainly
be differences with respect to the conventional superconductors with the s-pairing.
We hope that this review will encourage experimentalists and theoreticians to make further investigations in this
fascinating field of research.
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APPENDIX A: Basic equations
Throughout this review we use mainly the well established method of quasiclassical Green’s functions. Within
this method the Gor’kov equations can be drastically simplified by integrating the Green’s function over the mo-
mentum. This method was first introduced by Larkin and Ovchinnikov (1968) and Eilenberger (1968), and then
extended by Usadel (1970) for a dirty case and by Eliashberg (1971) for a non-equilibrium case . The method of
the quasiclassical Green’s functions is discussed in many reviews Belzig et al. (1999); Larkin and Ovchinnikov (1984);
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Rammer and Smith (1986); Serene and Reiner (1983) and in the book by Kopnin (2001). In this Appendix we present
a brief derivation of equations for the quasiclassical Green’s functions and write formulae for the main observable quan-
tities in terms of these functions. A special attention will be paid to the dependence of these functions on the spin
variables that play a crucial role in the S/F structures. In particular, we take into account the spin-orbit interaction
alongside with the exchange interaction in the ferromagnet.
We start with a general Hamiltonian describing a conventional BCS-superconductor/ferromagnet structure:
Hˆ =
∑
{p,s}
{
a+sp [((ξpδpp′ + eV ) + Uimp) δss′ + Us.o.
− (h.σ)] as′p′ −
(
∆a†spa
†
s′p′ + c.c.
)}
. (A1)
The summation is carried out over all momenta (p, p′) and spins (s, s′) (the notation s, p means inversion of both spin
and momentum), ξp = p
2/2m− ǫF is the kinetic energy counted from the Fermi energy ǫF , V is a smoothly varying
electric potential. The superconducting order parameter ∆ must be determined self-consistently. It vanishes in the
ferromagnetic regions. The potential Uimp = U(p − p′) describes the interaction of the electrons with nonmagnetic
impurities, and Us.o. describes a possible spin-orbit interaction (Abrikosov and Gor’kov, 1962):
Us.o. =
∑
i
u
(i)
s.o.
p2F
(p× p′)σ .
Here the summation is performed over all impurities.
The representation of the Hamiltonian in the form (A1) implies that we use the mean-field approximation for the
superconducting (∆) and magnetic (h) order parameter. The exchange field h is parallel to the magnetization MF
in F 7. In strong ferromagnets the magnitude of h is much higher than ∆ and corresponds to an effective magnetic
field Hexc = h/µB of the order 10
6Oe (where µB = gµBohr, g is the g-factor and µBohr is the Bohr magneton).
In order to describe the ferromagnetic region we use a simplified model that catches all physics we are interested
in. Ferromagnetism in metals is caused by the electron-electron interaction between electrons belonging to different
bands that can correspond to localized and conducting states. Only the latter participate in the proximity effect. If
the contribution of free electrons strongly dominates (an itinerant ferromagnet), one has MF ∼=Me and the exchange
energy is caused mainly by free electrons.
If the polarization of the conduction electrons is due to the interaction with localized magnetic moments, the
Hamiltonian HˆF can be written in the form
HˆF = −h1
∑
{p,s}
{
a+spS ∗ σss′as′p′
}
(A2)
where S =
∑
a Saδ(r − ra), Sa is the spin of a particular ion. A constant h1 is related to h via the equation:
h = h1nMS0 , where nM is the concentration of magnetic ions and S0 is a maximum value of Sa (we consider
these spins as classical vectors; see Ref. (Gor’kov and Rusinov, 1963)). In this case the magnetization is a sum:
M = Mloc +Me, and the magnetization Me can be aligned parallel (h1 > 0, the ferromagnetic type of the exchange
field) to M or antiparallel (h1 < 0, the antiferromagnetic type of the exchange field). In the following we will assume
a ferromagnetic exchange interaction (Me andM are oriented in the same direction). In principle, one can add to Eq.
(A2) the term
∑
{a,b} {Sa ∗ Sb} describing a direct interaction between localized magnetic moments but in the most
part of the review this term is not important except Section V.A. where the cryptoferromagnetic state is discussed.
Starting from the Hamiltonian (A1) and using a standard approach (Larkin and Ovchinnikov, 1984), one can derive
the Eilenberger and Usadel equations. Initially these equations have been derived for 2× 2 matrix Green’s functions
gn,n′ , where indices n, n
′ relate to normal (g11, g22) and anomalous or condensate (f12, f21) Green’s functions. These
functions describe the singlet component. In the case of a non-homogenous magnetization considered in this review
one has to introduce additional Green’s functions depending on spins and describe not only the singlet but also the
triplet component. These matrices depend not only on n, n′ indices but also on the spin indices s, s′, and are 4 × 4
matrices in the spin and Gor’kov space (sometimes the n, n′ space is called the Nambu or Nambu-Gor’kov space).
In order to define the Green’s functions in a customary way it is convenient to write the Hamiltonian (A1) in terms
of new operators c†nsp and cnsp that are related to the creation and anhilation operators a
+
s and as by the relation
7 (we remind that the exchange field h is measured in energy units, see also the Footnote on page 78)
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(we drop the index p related to the momentum)
cns =
{
as, n = 1
a†s, n = 2 .
(A3)
These operators (for s = 1) were introduced by Nambu (Nambu, 1960) . The new operators allow one to express
the anomalous averages < a↑ · a↑ > introduced by Gor’kov as the conventional averages < c1 · c+2 > and therefore
the theory of superconductivity can be constructed by analogy with a theory of normal systems. Thus, the index n
operates in the particle-hole (Numbs-Gor’kov) space, while the index s operates in the spin space. In terms of the cns
operators the Hamiltonian can be written in the form
H =
∑
{p,n,s}
c+nsH(nn′)(ss′)cn′s′ , (A4)
where the summation is performed over all momenta, particle-hole and spin indices. The matrix Hˇ is given by
Hˇ = 1
2
{
[(ξpδpp′ + eV ) + Uimp] τˆ3 ⊗ σˆ0 + ˜ˆ∆⊗ σˆ3 − hτˆ3Sˇ
+
∑
i
u
(i)
s.o.
p2F
(p× p′) Sˇ
}
. (A5)
The matrices τˆi and σˆi are the Pauli matrices in the particle-hole and spin space respectively; i = 0, 1, 2, 3, where τˆ0
and σ0 are the corresponding unit matrices. The matrix vector Sˇ is defined as
Sˇ = (σˆ1, σˆ2, τˆ3σˆ3) ,
and the matrix order parameter equals
˜ˆ
∆ = τˆ1Re∆ − τˆ2Im∆. Now we can define the matrix Green’s functions (in
the particle-hole⊗spin space) in the Keldysh representation in a standard way
Gˇ(ti, t
′
k) =
1
i
〈
TC
(
cns(ti)c
†
n′s′(t
′
k)
)〉
, (A6)
where the temporal indices take the values 1 and 2, which correspond to the upper and lower branch of the contour
C, running from −∞ to +∞ and back to −∞.
One can introduce a matrix in the Keldysh space of the form
Gˇ(t, t′) =
(
Gˇ(t, t′)R Gˇ(t, t′)K
0 Gˇ(t, t′)A
)
(A7)
where the retarded (advanced) Green’s functions Gˇ(t, t′)R(A) are related to the matrices Gˇ(ti, t
′
k) : Gˇ(t, t
′)R(A) =
Gˇ(t1, t
′
1)− Gˇ(t1(2), t′2(1)). All these elements are 4× 4 matrices. These functions determine thermodynamic properties
of the system (density of states, the Josephson current etc). The matrix Gˇ(t, t′)K = Gˇ(t1, t
′
2) + Gˇ(t2, t
′
1) is related to
the distribution function and has a nontrivial structure only in a nonequilibrium case. In the equilibrium case it is
equal to: Gˇ(ǫ)K =
∫
d(t− t′)Gˇ(t− t′)K exp(iǫ(t− t′)) = [Gˇ(ǫ)R − Gˇ(ǫ)A] tanh(ǫ/2T ).
In order to obtain the equations for the quasiclassical Green’s functions, we follow the procedure introduced by
Larkin and Ovchinnikov (1984). The equation of motion for the Green’s functions is(
i∂t − Hˇ − Σˇimp − Σˇs.o.
)
Gˇ = 1ˇ , (A8)
where
Hˇ = −τˆ3 ∂
2
r
2m
− ǫF − hτˆ3Sˇ+ ˜ˆ∆⊗ σˆ3
and Σˇimp and Σˇs.o. are the self-energies given in the Born approximation by
Σˇimp = Nimpu
2
impτˆ3〈Gˇ〉τˆ3, 〈Gˇ〉 = ν
∫
dξp
∫
dΩ
4π
Gˇ
Σˇs.o. = Nimpu
2
s.o.〈Gˇ〉s.o.,
〈Gˇ〉s.o. = ν
∫
dξp
∫
dΩ
4π
(n× n′)SˇGˇSˇ(n× n′) . (A9)
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Here Nimp is the impurity concentration, ν is the density of states at the Fermi level and n is a unit vector parallel
to the momentum.
Next step is to subtract from Eq.(A8), multiplied by τˆ3 from the left, its conjugate equation multiplied by τˆ3 from
the right. Then one has to go from the variables (r, r′) to ((r + r′)/2, r− r′) and to perform a Fourier transformation
with respect to the relative coordinate. By making use of the fact that the Green’s functions are peaked at the Fermi
surface, one can integrate the resulting equation over ξp, and finally one obtains
τˆ3∂tgˇ + ∂t′ gˇ τˆ3 + vF∇gˇ − i
[
hSˇ, gˇ
]− i [∆ˇ, gˇ]
+
1
2τ
[〈gˇ〉, gˇ ] + 1
2τs.o.
[τˆ3〈gˇ〉s.o.τˆ3, gˇ ] = 0 (A10)
where ∆ˇ = τˆ3
˜ˆ
∆ and the quasiclassical Green’s functions gˇ(ti, t
′
k) are defined as
gˇ(pF, r) =
i
π
(τˆ3 ⊗ σˆ0)
∫
dξpGˇ(ti, t
′
k;p, r) , (A11)
and vF is the Fermi velocity. The scattering times appearing in Eq. (A10) are defined as
τ−1 = 2πνNimpu
2
imp (A12)
τ−1s.o. =
1
3
πνNimp
∫
dΩ
4π
u2s.o. sin
2 θ (A13)
Eq. (A10) is a generalization of an equation derived by Larkin and Ovchinnikov (1968), and Eilenberger (1968)
for a general nonequilibrium case. This generalization (in the absence of spin-dependent interactions) has been done
by Eliashberg (1971) and Larkin and Ovchinnikov (Larkin and Ovchinnikov, 1984). A solution for Eq.(A10) is not
unique. The proper solutions must obey the so called normalization condition∫
(dǫ1/2π)gˇ(pF, r;ǫ, ǫ1).gˇ(pF, r;ǫ1, ǫ
′) = 1 (A14)
Generalization for the case of exchange and spin-orbit interaction was presented in (Bergeret et al., 2000) and
(Bergeret et al., 2001c). The solution for Eq.(A10) can be obtained in some limiting cases, for example, in a homo-
geneous case. However finding its solution for nonhomogeneous structures with an arbitrary impurity concentration
may be a quite difficult task. Further simplifications can be made in the case of a dirty superconductor when the
energy τ−1 related to the elastic scattering by nonmagnetic impurities is larger than all other energies involved in
the problem, and the mean free path l is smaller than all characteristic lengths (except the Fermi wave length that is
set in the quasiclassical theory to zero). In this case one can expand the solution of Eq. (A10) in terms of spherical
harmonics and retain only the first two of them, i.e.
gˇ(pF, r;) = gˇs(r) + (pF /pF )gˇa(r) , (A15)
where gˇs(r) is a matrix that depends only on coordinates. The second term is the antisymmetric part (the first
Legendre polynomial) that determines the current. It is assumed that the second term is smaller than the first one.
The parameter l/x0 determines it’s smallness, where l is the mean free path and x0 is a characteristic length of the
problem. In S/F structures x0 ≈
√
DF /h is the shortest length because usually h > ∆. In the limit l/x0 << 1, that
is, if the product hτ is small, one can express gˇa(r) from Eq.(A10) in terms of gˇs(r)
gˇa(r;ǫ, ǫ
′) = −lgˇs(r;ǫ, ǫ1)∇gˇs(r;ǫ1, ǫ′), (A16)
When obtaining Eq.(A16), we used the relations
gˇs(r;ǫ, ǫ1) ◦ gˇs(r;ǫ1, ǫ′) = 1 , (A17)
gˇas(r;ǫ, ǫ1) ◦ gˇs(r;ǫ1, ǫ′) + gˇs(r;ǫ, ǫ1) ◦ gˇa(r;ǫ1, ǫ′) = 0
The symbolically written products in Eqs.(A16),(A17) imply an integration over the internal energy ǫ1 as it is shown
in Eq.(A14).
The equation for the isotropic component of the Green’s function after averaging over the direction of the Fermi
velocity vF reads
− iD∇(gˇ∇gˇ) + i (τˆ3∂tgˇ + ∂t′ gˇτˆ3) +
[
∆ˇ, gˇ
]
+
[
hSˇ, gˇ
]
+
i
τs.o.
[
Sˇτˆ3gˇτˆ3Sˇ, gˇ
]
= 0 , (A18)
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where D is the diffusion coefficient.
If we take the elements (11) or (22) of the supermatrix gˇ, we obtain the Usadel equation for the retarded and
advanced Green’s functions gˇR(A)(t, t′) generalized for the case of the exchange field acting on the spins of electrons.
In this review we are interested mainly in stationary processes, when the matrices gˇR(A)(t, t′) depend only on the time
difference (t− t′). Performing the Fourier transformation gˇR(A)(ǫ) = ∫ d(t− t′)gˇR(A)(t− t′) exp(iǫ(t− t′)), we obtain
for gˇR(A)(ǫ) the following equation (we drop the indices R(A))
D∂x (gˇ∂xgˇ) + iǫ [τˆ3σˆ0, gˇ] + ih {[τˆ3σˆ3, gˇ] cosα(x) + [τˆ0σˆ2, gˇ] sinα(x)} + i
[
∆ˇ, gˇ
]
+
i
τs.o.
[
Sˇτˆ3gˇτˆ3Sˇ, gˇ
]
= 0 . (A19)
It is assumed here that h has the components h(0, sinα, cosα). This equation was first obtained by Usadel (1970)
and it is known as the Usadel equation. An inclusion of the exchange and spin-orbit interaction was made in
(Alexander et al., 1985; Demler et al., 1997).
Eq. (A18) can be solved analytically in many cases and it is used in most of previous sections in order to describe
different S/F structures. Solutions for the Usadel equation must obey the normalization condition
gˇ(pF, r;ǫ).gˇ(pF, r;ǫ) = 1 (A20)
The Usadel equation is complemented by the boundary conditions presented by Kuprianov and Lukichev (1988) on
the basis of the Zaitsev’s boundary conditions (Zaitsev, 1984). Various aspects of the boundary conditions have been
discussed by Kopu et al. (2004); Lambert et al. (1997); Nazarov (1999); Xia et al. (2002). In the absence of spin-flip
processes at the interface they take the form:
gˇ1∂xgˇ1 =
1
2γa
[gˇ1, gˇ2] , (A21)
where γ1 = Rbσ1, σ1 is the conductivity of the conductor 1 and Rb is the interface resistance per unit area, the
x-coordinate is assumed to be normal to the plane of the interface.
The boundary condition (A21) implies that we accept the simplest model of the S/F interface which is used in
most papers on S/F structures. We assume that the interface separates two dirty regions: a singlet superconductor
and a ferromagnet. The superconductor and the ferromagnet are described in the mean field approximation with
different order parameters: the off-diagonal order parameter ∆ in the superconductor (in the weak coupling limit)
and the exchange field h in the ferromagnet acting on the spins of free electrons. No spin-flip scattering processes
are assumed at the S/F interface. A generalization of the boundary conditions we use to the case of a spin-active S/F
interface was carried out in the papers by Eschrig (2000); Fogelstro¨m (2000); Kopu et al. (2004); Millis et al. (1988).
Eqs. (A18) and (A21) together with the self-consistency equation that determines the superconducting order
parameter ∆, constitute a complete set of equations from which one can obtain the Green’s functions.
The Usadel equation can be solved in some particular cases. We often use the linearized Usadel equation. In order
to obtain the linearized Usadel equation we represent the Green’s functions gˇ in the superconductor in the form
gˇ(pF, r;ω) = gˇBCS(ω) + δgˇS + δfˇS , (A22)
where gˇBCS(ω) = τˆ3gBCS(ω) + iτˆ2fBCS , gBCS(ω) = (iω/∆)fBCS, fBCS = ∆/i
√
ω2 +∆2. We have written the
matrix gˇ in the so called Matsubara representation. This means that a substitution ǫ =⇒ iω (ω = πT (2n+ 1), n =
0,±1,±2, .....) is done and gˇ(ω) coincides with gˇR(ǫ) for positive ω and with gˇA(ǫ) for negative ω. The linearized
Usadel equation has the form
∂2xxδfˇS − κ2SδfˇS = 2i(δ∆˘/DS)g2BCS (A23)
in the S region and
∂2xxδfˇ − κ2ωδfˇ + iκ2h
{
[σˆ3, δfˇ ]+ cosα± τˆ3[σˆ2, δfˇ ]− sinα
}
= 0 (A24)
in the F region. Here κ2S = 2Eω/DS, κ
2
ω = 2|ω|/DF , κ2h = h sgnω/DF and [A,B]± = AB ±BA, δ∆˘ = iτˆ2σˆ3δ∆. The
signs ± in Eq. (A24) correspond to the right and left layer respectively.
The boundary conditions for δfˇS and δfˇF ≡ f (in zero-order approximation δfˇF = 0) are obtained from Eq.(A21).
They have the form
∂xδfˇS = (1/γS)[g
2
BCSδfˇ − gBCS fˆBCSσˆ3gF3 − gBCS fˇS] (A25)
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∂xfˇF = (1/γF )[gBCSδfˇ − fˇS] (A26)
where γF,S = RbσF,S .
If the Green’s functions are known, one can calculate macroscopic quantities such as the current, magnetic moment
etc. For example, the current is given by Larkin and Ovchinnikov (1984)
IS = (LyLz/16)σFTr (τˆ3σˆ0)
∫
dǫ(gˇs∂gˇs/∂x)12 (A27)
where Ly,z are the widths of the films in y and z direction (the current flows in the transverse x-direction) and
subscript (12) shows that one has to take the Keldysh component of the supermatrix gˇs∂gˇs/∂x. A variation of the
magnetic moment due to proximity effect is determined by formulae
δMz = µBν(1/2)iπT
∑
ω
Tr(τˆ3 ⊗ σˆ3δgˇ) (A28)
δMx,y = µBν(1/2)iπT
∑
ω
Tr(τˆ0 ⊗ σˆ1,2δgˇ) (A29)
where ν is the density-of-states at the Fermi level in the normal state and µB = gµBohr is an effective Bohr magneton.
Finally, it is important to make remarks concerning the notations used in this review. In most works where the
S/F structures with homogeneous magnetization are studied, the Green’s function gˇ is a 2× 2 matrix with the usual
normal and Gor’kov’s components. Of course, this simplification can be made provided the magnetizations of the F
layers involved in the problem are aligned in one direction. However, this simple form leads to erroneous results
if the magnetizations are arbitrarily oriented with respect to each other. The 4× 4 form of the Green’s function is
unavoidable if one studies structures with a non-homogeneous magnetization. Of course, the c- operators in Eq. (A3)
can be defined in different ways. For example, Maki (1969) introduced a spinor representation of the field operators,
which is equivalent to letting in Eq. (A3) the spin index of the operator a unchanged when n = 2. This notation was
used in later works (Alexander et al., 1985; Demler et al., 1997, e.g) in which the Green’s functions have a 2× 2 block
matrix form. The diagonal blocks represent the normal Green’s functions, while the off-diagonal blocks represent the
anomalous one. With this notation the matrix, Eq. (A5), changes its form. For example, the term containing ∆ is
proportional to iσˆ2 and not to σˆ3. The choice of the notation depends on the problem to solve. In order to study
the triplet superconductivity induced in S/F systems and to see explicitly the three projections (Sz = 0,±1) of the
condensate function it is more convenient to use the operators defined in Eq.(A3) (see for example Fominov et al.
(2003) and Bergeret et al. (2001c)).
APPENDIX B: Future direction of the experimental research
As we have seen throughout the paper there is a great number of experiments on S/F structures. The variety of
superconducting and ferromagnetic materials is very large. In this section we review briefly some of these experiments.
We will not dwell on specific fabrication techniques but rather focus on the discussion: which pairs of material (S and
F) are more appropriate for the observation of the effects studied in this review.
First experiments on S/F structures used strong ferromagnets (large exchange fields) as Fe, Ni, Co or Gd and
conventional superconductors like Nb, Pb, V, etc. (Hauser et al., 1963). In these experiments the dependence of the
superconducting transition temperature on the thicknesses of the S and F layers has been measured. In other words
the suppression of the superconductivity due to the strong exchange field of the ferromagnet was analyzed. It is clear
that for such strong ferromagnets the spin splitting is large and therefore a mismatch in electronic parameters of the
S and F regions is large. This leads to a low interface transparency and a weak proximity effect. This was confirmed
by Aarts et al. (1997) in experiments on V/V1−xFex multilayers. Varying the concentration of Fe in the VFe alloys
they could change the values of the exchange field and indirectly the transparency of the interface. Such systems
consisting of a conventional superconductor and a ferromagnetic alloy, both with similar band structure (in the above
experiment the mismatch was < 5%) , are good candidates for observing the effects discussed in sections IV.A., V.B.
and V.C.
Weak ferromagnets have been used in the last years in many experiments on S/F structures. Before we turn our
attention to ferromagnets with small exchange fields it is worth mentioning the experiment by Rusanov et al. (2004).
They analyzed the so-called spin switch effect. In particular they studied the transport properties of Permalloy(Py)/Nb
bilayers. They observed an enhancement of superconductivity in the resistive transition in the field range where the
magnetization of the Py switches and many domains are present. Interesting for us is that Py shows a well defined
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magnetization switching at low fields and therefore it could be used in order to detect the long-range triplet component
that appears when the magnetization of the ferromagnet is not homogeneous (see section III.C). Finally, a magnetic
configuration analysis of the strong-ferromagnetic structures used in transport experiments as those performed by
Giroud et al. (1998); Petrashov et al. (1999) may also serve to confirm the predictions of section III.C. As it was
discussed before the increase in the conductance of the ferromagnet for temperatures below the superconducting Tc
may be explained assuming a long-range proximity effect.
The proximity effect in S/F is stronger if one uses dilute ferromagnetic alloys. Thus, such materials are the
best candidates in order to observed most of the effects discussed in this review. The idea of using ferromagnetic
alloys with small exchanges field was used by Ryazanov et al. (2001). They were the first in observing the sign
reversal of the critical current in a S/F/S Josephson junction. Nb was used as superconductor while Cu0.48Ni0.52
alloy as a ferromagnet (exchange field ∼ 25K). (Later on similar results were obtained by Kontos et al. (2002) on
Nb/Al/Al2O3/PdNi/Nb structures). The CuNi alloy was also used in the experiment by Gu et al. (2002b) on F/S/F
structures. In this experiment the authors determined the dependence of the superconducting transition temperature
on the relative magnetization-orientation of the two F layers. In order to get different alignments between the two
CuNi layers an exchange-biased spin-valve stack of CuNi/Nb/CuNi/Fe50Mn50 was employed. With a small magnetic
field the authors could switch the magnetization direction of the free NiCu layer. This technique could be very useful
in order to observe the Josephson coupling via the triplet component as described in section IV.A.
Finally, it is worth mentioning the experiment by Stahn et al. (2005) on YBa2Cu3O7/La2/3Ca1/3MnO3. Using the
neutron reflectometry technique they observed a induced magnetic moment in the superconductor. Although the
materials employed in this experiment cannot be quantitatively described with the methods presented in this review
(the ferromagnet used by Stahn et al. (2005) is a half-metal with a exchange field comparable to the Fermi-energy
and the superconductor is unconventional), the experimental technique may be used in other experiments in order to
detected the induced magnetization predicted in sections V.B. and V.C.
APPENDIX: List of Symbols and Abbreviations
S superconductor
N nonmagnetic normal metal
F ferromagnetic metal
I insulator
LRTC long-range triplet component
τˆi, i = 1, 2, 3 pauli matrices in particle-hole space
σˆi, i = 1, 2, 3 Pauli matrices in spin space
τˆ0, σˆ0 unit matrices.
D diffusion coefficient
ν density of states
ω = πT (2n+ 1) Matsubara Frequency
ǫ real frequency (energy)
gBCS quasiclassical normal Green’s function for a bulk superconductor
fBCS quasiclassical anomalous Green’s function for a bulk superconductor
Tc superconducting critical temperature
Ic Josephson critical current
Rb interface resistance per unit area
ǫbN = DN/2RbσNdN minigap induced in a normal metal
σS,F conductivity in the normal state
γS,F RbσS,F
γ ratio σF /σS
J magnetic coupling between localized magnetic moments.
h exchange field acting on the spin of conducting electrons
ξN =
√
DN
2πT characteristic penetration length of the condensate into a dirty normal
metal
ξF =
√
DF
h characteristic penetration length of the condensate into a dirty ferro-
magnet
ξS =
√
DS
2πTc
superconducting coherence length for a dirty superconductor
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