This paper analyzes the dynamic behavior of day-ahead spot prices in the German electricity spot market due to positive structural shocks in wind and solar power. It uses a dynamic structural vector autoregressive model to estimate the related structural impulse response functions. The estimates suggest that wind power shocks have a more prolonged negative effect on spot prices than solar power shocks. These may be explained by significant autocorrelations of wind power for larger lags. The total negative merit order effect of a solar power shock, however, is larger. One reason might be that solar power shocks coincide with demand peaks. Past empirical results show differences in the total average negative merit order effects. The inherently dynamic nature of wind and solar power could explain these differences because the dynamics, which are ignored by past studies on the subject using static ordinary least squares estimations, could be transferred to the merit order effects.
This paper empirically analyzes the dynamic effects of important variables in the European Energy Exchange (EEX) day-ahead spot market for power. The main aim is to obtain a better understanding of how a wind or solar power shock on a given day affects future spot prices. Electricity from renewable sources has become increasingly attractive in recent years because it produces no CO 2 emissions and can help to reduce dependence on fossil fuel imports. Moreover, in contrast to nuclear power, renewables entail no danger of serious environmental accidents. In recent years, there has been a rise in the level of renewable generating capacity in Germany. This is in part the result of the German energy transition (introduced by the governments feed-in law of 1991 and formlated in further detail in the Renewable Energy Act (EEG) of 2000), which places a strong focus on renewable energies. In 2013, renewables accounted for 23.9% of the total German electricity supply. The most important renewable energy source was wind power with a share of 35.8% in the total supply of renewables. A smaller but also significant share (20%) belonged to solar power (BDEW (2014) ). According to the EEG 2.0 of 2014, the share of renewables in the electricity supply will have to rise to 40-45% by 2025 and to 55-60% by 2035. Following Gelabert et al. (2011) , there has been a debate on how increased renewable capacity will affect electricity prices, and whether the competitiveness of large energy consumers will suffer as a result. The analysis of dynamic effects over time, such as that of an unforeseen shock in wind power production on spot prices, sheds light on the debate over the duration and persistence of merit order effects (cf. Würzburg et al. (2013) ).
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Moreover, as further discussed, the dynamic behavior of the spot price due to shocks in wind or solar power is of special interest to power end users. So far, most research has focused on the average effect of renewables on the spot price for power, but not on the short-term persistence of that effect. With respect to the theoretical literature, Jensen and Skytte (2002) found, using a microeconomic model, that power prices will fall in a power market if the amount of renewables rises. This negative merit order effect is due to the relation between the low marginal costs of renewables and the higher marginal costs of fossil fuels (e.g., coal or gas). If the use of renewables rises, the supply function of the power market -the merit order curve -shifts to the right. Thus, production types with higher marginal costs are forced out of the market and a lower equilibrium price is reached. A model with residual demand can be used alternatively to obtain the same result. Germanys EEG, particularly because of the priority placed on wind and solar power feed-in, produces negative merit order effects. Here, the residual demand for all production types except renewables in the market will shift to the left, and the new equilibrium price will be lower. Amundsen and Mortensen (2001) as well as Fischer (2006) also found, using microeconomic models, negative merit order effects and therefore lower prices as a result of increased subsidized renewables. In the empirical literature, Gelabert et al. (2011) investigated the merit order effects of renewables including wind and solar power as well as cogeneration on the spot price for six years in the Spanish day-ahead spot market using ordinary least squares (OLS). They found an average negative merit order effect when the use of renewables or cogeneration increased. Cludius et al. (2013) conducted several different linear regressions (time periods: January 2008 to June 2012, July 2010 to June 2012). They found negative merit order effects of wind and solar power for Germany. Würzburg et al. (2013) identified an average negative effect of predicted wind and solar power on the day-ahead spot price for Germany and Austria by using OLS (time period: July 2010 to June 2012). Böckers et al. (2013) found a negative merit order effect of wind, but surprisingly a positive effect of solar in the Spanish wholesale electricity market over a time period of five years using a structural vector autoregressive model. Maciejowska (2014) found negative merit order effects of wind in the United Kingdom (UK) electricity market over a time period of two years using a structural vector autoregressive model. In addition, other researchers have reported empirical average negative effects of wind power specifically, and of renewables generally, on electricity prices in European markets (e.g., Jonsson et al. (2010) for Denmark). Finally, several researchers have found negative merit order effects of renewables on electricity prices using electricity simulation models (e.g., Sensfuß et al. (2008) for Germany and Miera et al. (2008) for Spain). So far, most of the empirical models (and all of the models that analyze the German electricity market empirically) have investigated merit order effects using OLS. However, OLS models do not take into account the time dependency of wind and solar power, and they ignore interdependencies between the variables on spot markets. Such interdependencies may violate the ceteris paribus condition of OLS models. For example, if there is a positive shock in wind power production causing wind power to rise, the spot price falls due to the negative merit order effect. However, conventional power sources such as coal, gas, oil, lignite, and uranium might not stay constant but fall as well because the larger wind power feed-in might have to be compensated if there is no change in load. If the dynamic structures of wind and solar power as well as the interdependencies between the variables are not taken into account, estimated OLS coefficients could be biased because the ignored dynamic structures and interdependencies may remain in the residuals. In this case, explanatory variables will be correlated with the residuals, leading to inconsistent estimators (Baltagi (2002) ). Therefore, in this paper, a structural vector autoregressive (SVAR) model is estimated as well. An SVAR is an appropriate dynamic econometric method because the related structural impulse response functions (SIRFs) reveal the (unbiased) dynamic behavior of spot prices due to shocks in wind or solar power on a given day. The SVAR attempts to identify the dynamic interrelationships between the variables on spot markets over days and thereby also between spot prices and wind power and solar power, respectively. A dynamic structure is needed because of the inherently dynamic behavior of wind and solar power, which might be transferred to the system as a whole. Furthermore, SVAR models are able to produce significant estimates even in the presence of interdependencies between variables. Wind and solar power production are time-dependent: Their current values depend on their past values. Daily intertemporal dependencies can be identified by autocorrelations of wind and solar power at several time lags (days). If stormy weather and therefore a surge in wind power occurs on one day, there still may be significantly increased wind power on the following day due, for example, to a storms continuing effects. Hasche (2010) reports that most of the wind parks and wind power generation across Germany are positively correlated, suggesting that wind power dynamics are indeed relevant for Germany as a whole. Although there has been no research on autocorrelated wind power in Germany, such dynamic relationships have been identified on the west coast of Canada, where Brett and Tuller (1991) found autocorrelations of wind speeds and, therefore, of wind power. Solar power depends on the behavior of solar irradiance. Thus, the amount of solar irradiance on one day could influence the amount a day later. These dynamics are included in persistence models, a kind of benchmark model that is used to forecast solar irradiance (including daily time steps). Lorenz et al. (2009) , for example, compared persistence models with other forecast models using data from several radiometric stations, which were located in Southern Germany, among others. Therefore, German solar power generation may be influenced by the dynamic behavior of solar irradiance. Moreover, Safi et al. (2002) identified autocorrelations in daily solar radiation at a radiometric station in Marrakesh, Morocco, while Boland (1995) found autoregressive processes for the residuals in daily solar radiation at several locations distributed over large parts of Australia. The latter findings indicate that the dynamic structure of solar irradiance could also be present in a larger geographic area as a whole. Wind and solar power depend on stochastically changing weather conditions. Since their fluctuations are directly related to weather variability (von Bremen (2010) ), wind and solar power in Germany would be influenced by stochastic shocks. The results of the present study show that dynamic negative merit order effects due to both wind and solar power are existent, and that the effects of wind power on spot prices are more persistent over time than those of solar (two days for wind and one for solar). The longer duration of the effects of wind power could be explained by significant autocorrelations of wind power for larger lags. Moreover, solar power effects have larger negative magnitudes. The estimates show a total average negative effect in the range of -2.4 up to -2.15 e/MWh caused by solar power and in the range of -1.7 up to -1.6 e/MWh caused by wind power on spot prices. The larger magnitudes for solar power might be because solar power coincides with demand peaks, resulting in a steeper merit order curve. When comparing past German empirical results, Würzburg et al. (2013) did not find this expected difference when using OLS. Furthermore, lower magnitudes of the total average negative merit order effects (OLS) of wind and solar power are found in the range of 0.7 up to 1.4 e/MWh. OLS estimates might be overstated if wind and solar power dynamics are transferred to the merit order effects. The SVAR analysis itself (with consistent estimates) might be able to take into account these larger magnitudes, particularly by including dynamic relationships. This paper is structured as follows. Section 2 presents the data and the estimation methodology. Section 3 presents the results and section 4 some sensitivity analyses. Section 5 gives concluding remarks.
Data and model

Data
Six variables are included in the dataset: total wind power production wind t (GW), total solar power production solar t (GW), net total load load t (GW), net exports net exports t (GW), overall conventional power production conventional t (GW), and the European Power Exchange (EPEX) dayahead spot price for power price t (e/MWh). It is assumed that these are the most important variables for describing and explaining the relationships and mechanisms of the day-ahead spot market. Realized values for all power variables are used rather than forecasts. The latter might contradict the choice of a linear estimation model because renewable forecasts are highly non-linear (see Lorenz et al. (2009) ). Hourly and quarter-hourly time points are converted into daily average values in order to smooth out temporary and exceptional events over the course of a day. Exact data sources (web links) for all variables are given in Appendix A. Wind and solar power data are taken from the four German Transmission System Operators (TSOs) Amprion, TenneT, 50Hertz, TransnetBW, and from the EEX-Transparency platform (EEX-T). Original data is average German power feed-in (MW) per 15 minutes. Data sources are mixed due to data gaps on specific days from specific sources. Total load data is taken from the European Network of TSOs for Electricity (ENTSOE-E). Original data is average German total demand for power (MW) per hour. Net total load is total load (from 91% extrapolated to 100%) minus network losses and net exports. Network losses are assumed to be 4% of total load, which is the average of most recent yearly data (years 2009-2011 , no daily data available). Net exports data are taken from German TSOs and Creos S.A., the TSO of Luxembourg. Original data is average German cross-border load flows of power per 15 minutes. Net exports refers to exports minus imports and includes cross-border load flows between Germany and Poland, Denmark, Netherlands, France, Austria, Switzerland, Czech Republic, and Luxemburg. Flows between Germany and Sweden are not available. Data sources are mixed due to data gaps on specific days from specific sources. Overall conventional power data is taken from EEX-T. Original data are average German power feed-in (MW) per hour. Conventional power includes lignite, coal, gas, oil, uranium, pump storage, seasonal storage, and furnace gas. Conventional power only covers data on power generators with an installed capacity of at least 100 MW per block-unit power station; further data (e.g., biogas) are not available. The sum of load and net exports is not equal to the sum of wind, solar, and conventional power because of excluded network losses and missing conventional power data. Spot price data are taken from EEX (bilateral contract data are not available). Original hourly data are the spot prices (e/MWh) for each of the 24 hours of the following day determined by supply and demand at the EEX. The number of observations is 993 days and the total time period is from July 1, 2010 to March 30, 2013. This period was chosen because of the significant wind and solar power feed-in that occurred in it, as shown in table 1 and figure 1 (descriptive statistics and time series of the variables). The effects of wind and solar on the spot price are therefore expected to be relevant during this period. The means of the variables are nearly the same as in Cludius et al. (2013) because of nearly the same dataset and time period. Average wind power is twice the average solar power due to the higher wind capacity or more suitable weather conditions at most of the time points investigated. However, wind volatility is also 3 times higher. There is also significantly high demand volatility. Most of the demand is met by conventional power because of its very high share in total production. The remaining extreme price events do not influence the SVAR analysis below. Looking at figure 1, a significant increase in solar power is observable as a result of increased capacity. For wind, solar, conventional power, and load, there are seasonal elements in the time series. A significantly higher solar feed-in during the summer months is apparent. In contrast, wind power tends to spike in winter months, when load also tends to be higher, due to, for example, a higher demand by end users for electric powered light. Most of this demand is met by conventional power. Therefore, seasonal patterns are similar and differences are due to fluctuations in wind and solar power (priority feed-in). Non-stationarity and autocorrelation problems regarding these seasonal elements in the time series are dealt with conventionally by taking first differences. Furthermore, the lag structure in the SVAR is chosen such that autocorrelation disappears (see section 2.3). From 2010 to November 2012, wind capacity was higher than solar capacity. However, solar subsidies has brought about substantially increased growth in solar capacity, leading to higher solar capacity in 2013. Table 2 shows wind and solar capacity for the relevant years (data sources are given in Appendix A). Table 3 Correlations with wind and solar power are negative due to merit order effects. The correlation with load is positive due to the slope of the merit order curve. The correlation with overall conventional supply is positive, indicating that power increases for high marginal cost technologies lead to price increases. An increase in net exports indicates a decrease in the spot price in the German power market because of higher power outflows. 
The model
Estimation is based on SVAR techniques described in Hamilton (1994) and Lütkepohl (2006) . The following SVAR model for the variables (collected in the vector x t ) is estimated:
(1)
A 0 is the coefficient matrix of the direct instantaneous effects between the variables and B between the structural shocks and the shocks in the underlying vector autoregressive (VAR) model. A τ are coefficient matrices with respect to the past time lags up to the maximum lag p, c is a vector of constants and e t is a vector of the structural shocks in the SVAR in each equation. The underlying VAR is the reduced form of the SVAR. Therefore, the shocks in the VAR and the SVAR are related as follows:
0 Be t with u t as a vector of the shocks in the underlying VAR. Each variable is assumed to be endogenous because of possible interdependencies between the variables or dynamic dependencies of the variables themselves over time. As stated in the introduction, values for wind and solar power on a given day can be seen as dependent on their values on previous days. These variables are therefore modeled endogenously, in contrast to the approach taken by Böckers et al. (2013) . The data reveals that the average of net exports is positive, meaning that this variable can be seen as foreign demand for domestic power because exports are larger than imports on average (see table 1 ). It is common to model demand variables as nearly price inelastic (see Gelabert et al. (2011) on the Spanish electricity market). For example, most private power customers have fixed power contracts. In Böckers et al. (2013) , demand is modeled exogenously. However, price elasticity could be present, if, for example, energy-intensive companies with more flexible contracts reacted to a price increase. Furthermore, table 3 shows that spot prices are significantly correlated with load and net exports. Moreover, the structural impulse response function in figure B.7 in Appendix B indicates that load depends on its own values on previous days. Table B .18 in Appendix B shows that for most significance levels, load cannot be seen as exogenous when applying the score test of Wooldridge (1995) and the regression-based F test of Hausman (1978) for exogeneity (load is endogenously modeled as dependent on its own past daily values). Therefore, demand variables are also modeled as endogenous. In section 4, time dummies, modeled as exogenous variables, are additionally taken into account in the SVAR as a sensitivity analysis. The variables in the model can be seen as possibly influenced by stochastic shocks. The dependency of wind and solar power on the weather has already been discussed in the introduction. Another example is the possibility of a stochastic shock in the oil price influencing the spot price, overall conventional production, as well as imports and therefore also net exports. Despite these considerations, if one variable is not influenced by a shock and if the estimated coefficients of the SVAR are consistent, the related coefficients will not be significant and therefore will not bias the other results. Specifically, the structure of the SVAR model is presented in equations 2 -5: 
e wind,t e solar,t e load,t e net exports,t e conventional,t e price,t
By using an SVAR, a priori restrictions based on economic theory are imposed on A 0 and on B in order to achieve identification of the model. After specifying an SVAR with six endogenous variables and their related estimation equations, 51 restrictions are left for the direct instantaneous effects between the variables (see equation 2) 3 and between the shocks (see equation 5). By assuming that the VAR shocks only depend on the structural shocks of the same variable, B becomes a diagonal matrix because all off-diagonal elements are set to zero. This transformation is usually carried out in order to scale the variances of the structural shocks to unity. Moreover, it is obvious that each variable is dependent on the other variables in the respective equation. Therefore, all diagonal elements in A 0 are set to one. The last 15 restrictions refer to several instantaneous effects between the variables in A 0 , which have to be chosen a priori. To my knowledge, there is unfortunately no energy economic theory describing interrelations of the stated variables. Thus, the following assumptions similar to the ones in Maciejowska (2014) are given. In an SVAR, the most endogenous variable has to be ordered last and the least endogenous variable has to be ordered first. Therefore, wind and solar power are ordered first and load follows. The spot price is ordered last because it depends on all other variables. Wind as well as solar power production are only dependent on themselves due to the priority feed-in, and load is only affected by the spot price and itself. Load is not perfectly but nearly inelastic to the spot price, and therefore a number near but not equal to zero (-0.001) is chosen.
4 The price effect on net exports (foreign demand for domestic power) is chosen to be the same as on load, and net exports can be seen as independent of conventional supply. Moreover, conventional supply is more endogenous than load and net exports. There exists the possibility of market power, meaning that the effect of the price on conventional power is not zero but positive. After running several OLS regressions with different specifications (varying control variables, time dummy structure, robust standard errors) and using conventional supply as the dependent variable, the average of the marginal average price effects is chosen as a proxy (0.05). Regressions are given in table B.8 in Appendix B. A perfect recursive (Cholesky) structure of the variables (another option to achieve identification) does not fit the specific relationships between the variables. However, the stated restrictions are similar to a Cholesky structure. The shocks in both models are assumed to be vector white noise with zero mean, that is, mutually independent and identically distributed:
S u is the variance-covariance matrix (VCM) of the shocks in the underlying VAR, and the VCM of the structural shocks in the SVAR is the identity matrix. Therefore, each structural shock has unit variance and there is no instantaneous correlation of the shocks. If these restrictions hold, causal interpretation of the effects in the SVAR is possible because the structural shocks are serially and mutually uncorrelated (which is not the case for the shocks in the VAR).
The maximum likelihood estimates of the SVAR coefficients as well as of the coefficients of the following interpretation tools are consistent if the SVAR is identified and stationary. Furthermore, both shocks have to be vector white noise, and in particular, there can be no vector autocorrelation of the shocks (Lütkepohl (2006) ). Maximization of the log-likelihood function of the model is achieved using the scoring method (Harvey (1990) and Amisano and Giannini (1997) ). Tools for presenting and interpreting the results are structural impulse response functions (SIRFs) and structural forecast error variance decompositions (SFEVDs). In this paper, SIRFs measure the marginal effects of a one standard deviation increase in the structural shock of wind or solar power at time t on the spot price at time t + s for all s = 0, ... up to the maximum time horizon, holding everything else constant:
price,j , j = wind, solar.
m (s)
price,j are moving average (MA) coefficients of the stationary process x t . This paper deals with the causal effects on the spot price as a result of positive structural shocks in wind and solar power production over time. The causal effects can therefore be described as average dynamic changes in the spot price due to structural shocks in wind and solar power production at different points in time, or rather, on different days.
5 In order to be able to compare the effects of a one-unit (1 GW) shock in wind and solar power, the estimated effects of the SIRFs will be divided by the standard deviations of wind and solar power such that the related shocks equal 1 GW. In this context, SFEVDs measure the fraction of the total forecast error variance of the spot price that is attributable to a shock in wind or solar power. In other words, SFEVDs present the importance of a structural shock in wind and solar power in explaining the fluctuation of the spot price.
Preliminary analysis
All variables are tested for unit roots using the augmented test of Dickey and Fuller (1979) (cf. table B.12 in Appendix B). Wind power, load, net exports, as well as spot prices are stationary in levels. Solar power and conventional power are not stationary in levels, but their first differences are (notation: variable d). In order to avoid non-stationarity problems, the last two vari-ables are in first differences and all other variables are in levels.
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Solar power and conventional power may be cointegrated because they are stationary in first differences (integrated of order 1). If this is the case, a vector error correction model (VECM) instead of a VAR should be implemented in order to include long-run relationships due to cointegration. Therefore, solar and conventional power are tested for cointegration by using the trace test and the maximum-eigenvalue test of Johansen (1995) (see table B.13 in Appendix B). Both tests suggest no cointegration for the 1% and 5% significance levels. Therefore, no cointegration between solar and conventional power is expected. There are high autocorrelations of wind power for the first three lags and a rapid decline within this period. Afterwards, autocorrelations are much smaller and significantly different from zero up to the tenth lag. Figure  2 shows the respective lags and autocorrelations. Given the significant lags, the pattern is roughly similar to those of autocorrelated wind speeds in Brett and Tuller (1991) , where the autocorrelations are only high for the first day.
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Moreover figure 2 shows the autocorrelations of solar power in first differences. Autocorrelations of solar in levels vary over time because of the nonstationarity. There are also significant but smaller (negative) autocorrelations for the first two lags, and afterwards they are not significantly different from zero. Despite the different locations and weather conditions, these autocorrelations for lag 1 or lag 2 are also consistent with past evidence, as cited, for example, in Safi et al. (2002) . The lags of the underlying VAR have to be chosen such that there is no mutual autocorrelation of the shocks. Several selection criteria (AIC, SBIC, FPE, HQIC) suggest a number of maximum lags between 7 and 8 (see table B.14 in Appendix B). However, there still exists mutual autocorrelation. By considering several VARs with alternative numbers of maximum lags, an underlying VAR with 14 lags as well as the seventeenth lag (excluding lags 15 and 16) reveals no mutual autocorrelation of the shocks. The Lagrange-6 Considering the time series in figure 1, conventional power may contain a slight time trend. The related tests indicate non-stationarity for most significance levels. Solar power clearly contains a time trend, and related tests show non-stationarity. Their first differences are stationary. With regard to load, unit root tests indicate stationarity for almost any significance levels (with or without trend).
7 However, the patterns in Brett and Tuller (1991) are for individual wind stations in Canada. Moreover, their autocorrelations do not disappear up to two months. Multiplier test for autocorrelation of Johansen (1995) is used (see table B.15 in Appendix B). Therefore, the residuals can be seen as vector white noise. The lag structure may be due to autocorrelated weekly load data up to 2-2.5 weeks. However, by choosing the stated lags, residual autocorrelation in the model disappears. Finally, the specific SVAR is estimated, that is, the stated underlying VAR combined with the given a priori short-run restrictions of the instantaneous effects in A 0 and B. The structural shocks in this SVAR are not mutually autocorrelated because there is no mutual autocorrelation of the stated VAR shocks, and e t = B −1 A 0 u t holds. Moreover, the SVAR is exactly identified and stationary. Therefore, estimated coefficients in the model are consistent. Checking for identification of the SVAR is done using the method of Amisano and Giannini (1997) . The SVAR is stationary if the modulus of each eigenvalue of the companion matrix of the underlying VAR is less than one (Hamilton (1994) and Lütkepohl (2006) , see table B.16 in Appendix B). The residuals of the VAR and SVAR are tested to be not normally distributed using the method of Lütkepohl (2006) (see table B .17 in Appendix B). Therefore, consistent standard errors and confidence intervals of the fol-lowing SIRFs and SFEVDs are created by using the bootstrapping method for the residuals of Lütkepohl (2006) . Convergence of estimations is achieved from 1000 replications. This method does not require a specific distribution assumption for the residuals. The confidence probability for each confidence interval (CI) of the point estimates is 95% as usual. The maximum time horizon for the SIRFs is 18 days in order to use all available information up to the seventeenth lag of the underlying VAR. There could be a problem of multicollinearity because overall demand and supply of the spot market at each point in time is included in the model. However, there is no perfect multicollinearity because network losses are excluded, and data on conventional power is incomplete due to data-specific restrictions. In order to investigate quasi-multicollinearity, table B.9 in Appendix B shows the symmetric correlation matrix including cross-correlations of stationary variables. Following Verbeek (2008) quasi-multicollinearity is very unlikely to be a problem with respect to the data and the stated variables because the modulus of each cross-correlation does not exceed 0.8.
X-axis: Lags (days), Y-axis: Autocorrelations
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By using average hourly data, nearly the same values as in Cludius et al. (2013) are obtained. Specifically, an OLS regression with the spot price as the dependent variable and load, wind and solar power as explanatory variables (including time dummies and robust standard errors) over nearly the same time period with nearly the same dataset leads to nearly the same negative merit order effects on average (around -1 e/MWh for wind and solar). This is a proof of the validity of the data (see table B.11 in Appendix B). Moreover, Table B .10 in Appendix B shows daily OLS estimates for merit order effects due to wind and solar power. Although the effect of solar power is smaller, the estimates are quite similar to Würzburg et al. (2013) and Cludius et al. (2013) . The smaller effect of solar power may be due to some differences in empirical analysis. In contrast to Würzburg et al. (2013) and Cludius et al. (2013) most variables are in levels (not first differences) and the time period is about 9 months longer. With respect to Würzburg et al. (2013) , no forecasts are chosen as stated in section 2.1.
Results
Figures 3 and 4 show the SIRFs for a positive shock of one standard deviation in wind and solar power. Spot prices are decreasing over time due to shocks in wind and solar power. The effects can be seen as different negative merit order effects on the day of the shock and on the days subsequent to the shock. The directions of the effects are in line with past theoretical and empirical research on (average) negative merit order effects. The persistence of a wind power shock is longer: The spot price decreases constantly over two days, which is twice the duration of a solar power shock (one day). For comparing the magnitudes of the effects of 1 GW wind and solar power shocks, the effects are divided by the standard deviations of wind and solar power as stated in section 2.2. Table 4 shows the related effects on the significant instantaneous day and on significant future days as well as the aggregated effects. Step The negative merit order effects of a solar power shock are larger on each significant day (the largest effect is one day later, at about -1.2 e/MWh) the effects of a wind power shock (largest effect is the instantaneous effect, about -0.8 e/MWh). Moreover, when the dynamic effects of wind and solar power are added together, the results show a total average negative effect of -2.4 e/MWh for solar power and of -1.7 e/MWh for wind power on the spot price. Considering figure 2, the high autocorrelations of wind power for the first three lags and the gradual decline during this time period could explain the dynamic negative effects of wind power on the spot price for the time period subsequent to a shock. Because the results only show significant autocorrelations of solar power in differences for the first two lags and since these also decline gradually, this dynamic structure is also a possible explanation for the dynamic effects of solar power on the spot price. In this sense, the dynamic structures of wind power as well as solar power are transferred to the merit order effects on the spot price. Dynamic effects of wind power may persist longer over time because of the longer persistence of autocorrelated wind speeds. In contrast to wind power, solar power coincides with demand peaks. Thus, the merit order curve is steeper when solar is fed into the grid and, therefore, the magnitude of the total negative merit order effect of solar power should be larger. The negative aggregated effects found here are slightly higher than those reported by Würzburg et al. (2013) and Cludius et al. (2013) (static average OLS merit order effects of wind and solar power of about -1 e/MWh). Neither of these papers reported any differences in the effects of wind and solar power on average. Moreover, by taking electricity simulation models into account as well, the present paper finds merit order effects for Germany in the range of those reported in past research (from -2.5 to -0.5 e/MWh) as presented in Würzburg et al. (2013) . Similar daily OLS estimates of the merit order effects for wind and solar power, such as those in Würzburg et al. (2013) and Cludius et al. (2013) , are discussed in section 2.3. Following Baltagi (2002) , OLS estimates (without lagged explanatory variables) may be overstated because wind or solar power and OLS residuals may be positively contemporaneously correlated. Positive correlation should be present when parts of the residuals are lagged values of explanatory variables. Furthermore, applying SVAR techniques changes the relation of a merit order effect of wind and solar power. OLS indicates that the negative effect of wind power on the spot price is slightly higher. In contrast, SVAR estimates (and SIRFs) suggest a higher negative effect of solar power. When using an SVAR, Böckers et al. (2013) also found a negative merit order effect of wind power, but a positive effect of solar power for Spain. The latter stands in contrast to previous theoretical as well as empirical findings. Possibly, the contrary results reported by Böckers et al. (2013) are driven by modeling wind and solar production in their SVAR as exogenous (and, therefore, ignoring wind and solar power dynamics). After the SIRFs, Structural Forecast Error Variance Decompositions are calculated. Table 5 shows the respective SFEVDs and their standard errors. A structural shock in wind power accounts for 27-28% of the variance up to the second day and a structural shock in solar power accounts for 2-3% up to the first day. This means that a shock in wind power contribute a larger share to the variance of error made in forecasting the spot price than a shock in solar power. Therefore, wind power shocks are more important in explaining the fluctuation of the spot price. A possible explanation is that such shocks tend to occur more often and therefore influence the spot price more often. Moreover, wind capacity exceeds solar capacity for most of the investigated time period. However, the effects are not large in magnitude due to the relatively flat merit order curve (e.g., at night). A significant share of the variance is also explained by solar power shocks, despite their lesser importance. As a further sensitivity analysis, time dummies as exogenous variables are included in the SVAR in order to control additionally for seasonal elements in the endogenous variables.
Sensitivity analysis
10 There are six weekly dummies (monday is base category), 11 monthly dummies (January is base category) and three yearly dummies (year 2010 is the base category) in the SVAR and all calculations are repeated. Table 6 shows the effects due to a 1 GW shock in wind and solar power on the significant instantaneous day and on significant future days as well as the aggregated effects.
Step The basic patterns and the time periods of the dynamic effects in the SIRFs remain unchanged. The magnitudes of the negative dynamic effects as well as of the aggregated effects are slightly lower for both shocks. However, the negative effects of a solar power shock are still significantly higher, as in section 3. Furthermore, the aggregated effects of both shocks have still a larger magnitude than the OLS effects in Würzburg et al. (2013) and Cludius et al. (2013) . Taking average daily values may bias the results because solar power feed-in occurs only during the day, and most of the wind power feed-in occurs at night. Therefore, each day is separated into average daytime values (from 6 a.m. to 6 p.m.) and nighttime values (from 6 p.m. to 6 a.m.), and all calculations are repeated. There are no changes in the basic patterns or in the individual time periods in which the effects take place. Only the magnitudes of the effects of a shock in wind power are slightly different. Furthermore, now the oscillating solar power feed-in during the day and at night is (only) observable for the effects of a solar power shock on the spot price. Figure 5 shows the related SIRF. Figure 6 presents the SIRF as a result of a shock in wind power before, and the SIRF after the nuclear moratorium, respectively. This is another important Figure 6: Effects of wind power shock on spot price before (left graphic) and after (right graphic) nuclear moratorium sensitivity analysis because of the possibility of a structural change due to the nuclear moratorium of August 2011. To conduct this analysis, the dataset is divided into the time before (from July 2010 to July 2011) and after (from August 2011 to March 2013) the nuclear moratorium, and all calculations are repeated. Time frequencies are now half days. The basic patterns in the SIRFs as well as the time periods in which the effects take place are very similar to the SIRFs above. Furthermore, in general, there is no difference in the magnitudes of the effects. Again the effects are additionally scaled such that wind power shocks equal 1 GW in order to compare the magnitudes (see section 3). Table 7 shows the effects for both time periods.
Step Table 7 : SIRFs: One-unit shock wind power on spot price before/after nuclear moratorium
The differences are small. Therefore, as stated in Würzburg et al. (2013) , shutting down seven nuclear power plants due to the nuclear moratorium does not change the electricity mix to result in different merit order effects. Fossil fuels were likely to replace the eliminated nuclear power instead of renewables such as wind power. SFEVDs with respect to shocks in wind and solar power on the spot price for all sensitivity analyses present similar results compared to the previously reported SFEVDs. This indicates that there is no change in the importance of a shock in wind or solar power in explaining the fluctuation of the spot price.
Concluding remarks
This paper examines the behavior of spot prices over time caused by positive structural shocks in wind or solar power in the German day-ahead electricity spot market using a SVAR and the related SIRFs. The directions of the dynamic negative merit order effects of wind and solar power are not a surprise. More interestingly, wind power shows longer persistence of the effects on spot prices over time. An explanation is that autocorrelation for wind power are significant at larger lags than for solar power. In this sense, the dynamic nature of wind and solar power is transferred to the merit order effect on spot prices. Autocorrelations of wind and solar power are likely to autocorrelated wind speeds and solar irradiances. On average, the total negative effect on spot prices for solar power shocks is larger. The fact that solar coincides with demand peaks and results in a steeper merit order curve might explain the larger magnitudes. When comparing past empirical results, there are differences in the total average negative merit order effects of wind and solar power. The autocorrelation patterns of wind and solar power could explain the negative effects found on specific days. OLS estimates might be overstated if these dynamics were transferred to merit order effects: The sums of the dynamic SIRF effects -that is, the total average effects -might then have a larger magnitude. Despite the possible explanations given in this paper, the reasons for the dynamic effects on spot prices due to shocks in wind and solar power are open questions and left for further research. When using subsets of the data on the pre-and post-nuclear moratorium periods as a sensitivity analysis, no different dynamic merit order effects are found, and the basic dynamic patterns remain unchanged. According to Würzburg et al. (2013) , fossil fuels are more likely than renewables to have replaced the eliminated nuclear power, leading to no different merit order effects of wind or solar power. SVAR estimates suggest that private power customers will be able to reduce their costs by purchasing a high amount of power within a time period of two days after a wind increase (and one day after a solar increase) if these users are able to apply smart metering as well as electricity storing techniques in the future. Smart metering may become available sooner than electricity storing techniques. Power end users could then use the time periods in the same way, if smart metering were able to identify the necessary amount of power for all time periods and all household electrical equipment. For example, the electricity needed to operate a washing machine could be purchased within days of a price decrease. Future research could study the implementation of other possible relevant variables of the German electricity market in the model such as the gas price. However, past research has found no related effects of gas prices on spot prices due to long-term contracts (see Gelabert et al. (2011) 
