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Zusammenfassung
In dieser Arbeit entwickeln wir einen Löser für elliptische Randwertprobleme.
Dazu diskretisieren wir ein Randwertproblem mittels der Methode der finiten
Elemente und erhalten ein Gleichungssystem.
Mittels Gebietszerlegungstechniken unterteilen wir das Gebiet der Differential-
gleichung und können Teilprobleme des Randwertproblems definieren. Durch
die Gebietszerlegung wird eine Hierarchie von Zerlegungen definiert, die wir
mittels eines Gebietszerlegungsbaumes festhalten. Anhand dieses Baumes defi-
nieren wir nun einen Löser für das Randwertproblem. Dabei berechnen wir die
verschiedenen Matrizen des Lösers durch den sogenannten HDD-Algorithmus
(engl. „Hierarchical Domain Decomposition“).
Die meisten der zu erstellenden Matrizen sind dabei vollbesetzt, weshalb wir
sie mittels Hierarchischer Matrizen approximieren. Mit Hilfe der Hierarchischen
Matrizen können wir die Matrizen mit einem fast linearen Aufwand erstellen
und speichern. Der Aufwand der Matrixoperationen ist ebenfalls fast linear.
Damit wir die Hierarchischen Matrizen für den HDD-Algorithmus verwenden
können, müssen wir die Technik der Hierarchischen Matrizen erweitern. Unter
anderem führen wir eingeschränkte Clusterbäume, eingeschränkte Blockcluster-
bäume und die verallgemeinerte Addition für Hierarchische Matrizen ein. Zu-
sätzlich führen wir eine neue Clusterbaum-Konstruktion ein, die auf den HDD-
Algorithmus zugeschnitten ist.
Die Kombination des HDD-Algorithmus mit Hierarchischen Matrizen liefert
einen Löser, den wir mit einem fast linearen Aufwand berechnen können. Der
Aufwand zur Berechnung einer Lösung sowie der Speicheraufwand ist eben-
falls fast linear. Des Weiteren geben wir noch einige Modifizierungen des HDD-
Algorithmus für weitere Anwendungsmöglichkeiten an.
Zusätzlich diskutieren wir die Möglichkeiten der Parallelisierung, denn durch die
Verwendung der Gebietszerlegung wird das Randwertproblem in unabhängige
Teilprobleme aufgeteilt, die sich sehr gut parallelisieren lassen.
Wir schließen die Arbeit mit numerischen Tests ab, die die theoretischen Aus-
sagen bestätigen.
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In dieser Arbeit behandeln wir elliptische partielle Differentialgleichungen der
Form
Lu = g in Ω ⊂ Rd (1.1)
mit den Dirichlet-Randdaten u = ϕ auf ∂Ω. Dabei ist Ω ein offenes beschränk-
tes Gebiet im Rd und L ein elliptischer Differentialoperator.
Viele solcher Randwertprobleme werden heutzutage durch die Finite-Elemente-
Methode ([27]) näherungsweise gelöst. Mittels der Finite-Elemente-Methode
wird die Gleichung (1.1) in ein Gleichungssystem der Form
Au = f , A ∈ RI×I , u, f ∈ RI , (1.2)
überführt. Dabei können wir bei der Erstellung des Gleichungssystems zwischen
verschiedenen finiten Elementen wählen. Es gibt unter anderem lineare, qua-
dratische und noch komplexere finite Elemente ([10, 27, 9]). Zusätzlich gibt
es weitere Varianten der Finite-Elemente-Methode, wie die Mehrskalen-Finite-
Elemente-Methode ([31, 30]), die auf spezielle Problemstellungen angepasst sind.
Die Lösung des Gleichungssystems (1.2) können wir mit verschiedenen Lösern
berechnen. Dazu gehören iterative Verfahren, wie die Jacobi-Iteration ([26]) oder
Mehrgitterverfahren ([26, 25]), und direkte Löser, wie die Gaußelimination ([45])
oder die LU -Zerlegung ([45]).
Für die Berechnung der Lösung eines Randwertproblems existieren noch wei-
tere Techniken, die wir zusätzlich nutzen können. Dazu gehören Gebietszerle-
gungstechniken ([44]), mit der wir das Randwertproblem in kleinere Probleme
unterteilen können.
Die Technik der Hierarchischen Matrizen ([5, 28, 8, 17]), die eine Verwaltung von
Matrizen und die Durchführung von Matrixoperationen in fast lineare Komplexi-
tät bietet, können wir ebenfalls für die Lösung von elliptischen Randwertproble-
men verwenden. Unter anderen ist es mittels Hierarchischer Matrizen möglich,
eine Approximationen der LU -Zerlegung in fast linearer Komplexität zu berech-
nen. Diese können wir dann als direkten Löser verwenden, wobei die Genauigkeit
von der Genauigkeit der Arithmetik der Hierarchischen Matrizen abhängt. Wir
können sie ebenfalls als Vorkonditionierer für ein iteratives Verfahren verwenden
([20]).
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Ziel der Arbeit
Wir werden in dieser Arbeit einen Löser für elliptische partielle Differentialglei-
chungen mit Dirichlet-Randdaten konstruieren, die mittels der Finite-Elemente-
Methode diskretisiert wurden. Für diesen Algorithmus verwenden wir die Tech-
nik der Gebietszerlegung sowie die Hierarchischen Matrizen, um die auftreten-
den Matrizen und die Operationen in fast lineare Komplexität durchzuführen.
Durch die Kombination dieser Techniken erhalten wir einen neuen Löser mit
fast linearer Komplexität.
Für die Konstruktion des Lösers formen wir das Gleichungssystem (1.2) in das
Gleichungssystem
Au =Mg −ARd (1.3)
um. Dabei sind A,M und AR verschiedene schwachbesetzte Matrizen. Der Vek-
tor g repräsentiert die Funktion g aus (1.1) und d die Dirichlet-Randdaten. Die
genaue Definition der Matrizen und Vektoren folgt im nächsten Kapitel.
Wir wollen nun einen kurzen Überblick über den Aufbau dieser Arbeit geben.
1.1 Aufbau der Arbeit
In Kapitel 2 werden wir die notwendigen Grundlagen der Finite-Elemente-
Methode einführen, um die Herleitung des Gleichungssystems (1.2) und danach
die Umformung von (1.3) zu erklären. Für das Gleichungssystem (1.3) werden
wir zwei Varianten angeben, für die wir den Löser entwickeln.
In Kapitel 3 werden wir das Randwertproblem (1.1) mittels einer hierarchi-
schen Gebietszerlegung in kleine Probleme unterteilen. Dabei entstehen wieder
Gleichungssysteme der Form (1.3). Wir setzen die Lösungen der Teilprobleme
dann anhand dieser Hierarchie wieder zusammen. Die Matrizen zur Lösung des
Gleichungssystems (1.3) berechnen wir mit einem Algorithmus, den wir HDD-
Algorithmus (engl. „Hierarchical Domain Decomposition“) nennen. Damit wir
die Algorithmen mit fast lineare Komplexität berechnen können, benötigen wir
die Hierarchischen Matrizen.
Die Hierarchischen Matrizen führen wir im Kapitel 4 ein. Dazu gehört die Kon-
struktion der Hierarchischen Matrizen und die Definition der Operationen. Au-
ßerdem gehen wir auf spezielle Methoden für die Hierarchischen Matrizen ein,
die auf die finiten Elemente angepasst sind.
In Kapitel 5 kombinieren wir die Algorithmen aus Kapitel 3 mit den Hierar-
chischen Matrizen. Dazu müssen wir die Technik der Hierarchischen Matrizen
teilweise erweitern, damit wir sie für den HDD-Algorithmus effizient nutzen kön-
nen. Die Komplexitätsabschätzung der HDD-Algorithmen in Kombination mit
Hierarchischen Matrizen ergibt einen fast linearen Aufwand. Wir schließen das
Kapitel 5 mit einigen Ergänzungen für den HDD-Algorithmus ab.
Für den HDD-Algorithmus verwenden wir Gebietszerlegungstechniken, wodurch
sich eine Parallelisierung der Algorithmen anbietet. Diese diskutieren wir in Ka-
pitel 6, wobei wir uns auf die Parallelisierung mit geteiltem Speicher konzen-
trieren.
In Kapitel 7 werden wir die Algorithmen an verschiedenen elliptischen parti-
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ellen Differentialgleichungen testen. Dazu verwenden wir als Standardproblem
das Poisson-Problem. Zusätzlich testen wir den Algorithmus an Mehrskalen-
Problemen aus [31].
Im Anhang finden wir Informationen über Bäume, die wir für die Gebietszerle-
gung und die Hierarchischen Matrizen benötigen, über Hashtabellen, die wir in
Kapitel 5 verwenden, und über die Implementation der HDD-Algorithmen.
Bevor wir nun mit Kapitel 2 fortfahren, wollen wir Notationen für Matrizen und
Vektoren festlegen, die uns im Laufe der Arbeit immer wieder begegnen.
1.2 Notationen zu Matrizen und Vektoren
Wir verwenden in dieser Arbeit anstelle von x ∈ Rn die präzisere Schreibweise
x ∈ RI , (1.4)
wobei I eine bekannte Indexmenge ist, die nicht unbedingt angeordnet sein
muss. Die Kardinalität der Indexmenge wird mit #I angeben. Diese präzise
Schreibweise verwenden wir ebenfalls für die Matrizen und schreiben deshalb
statt M ∈ Rn×m
M ∈ RI×J , (1.5)
wobei I und J wieder endliche Indexmengen sind, die nicht angeordnet sein
müssen. Vektoren sind in der gesamten Arbeit zur besseren Unterscheidung fett
gedruckt.
Die einzelnen Elemente eines Vektors x ∈ RI geben wir mit
xi, i ∈ I, (1.6)
an und die Elemente einer Matrix M ∈ RI×J mit
Mij , i ∈ I, j ∈ J. (1.7)
Im späteren Verlauf der Arbeit werden wir auch häufig mit Teilblöcken von
Matrizen und Vektoren arbeiten.
Definition 1.1 (Einschränkung von Vektoren und Matrizen) a
Seien I und J endliche Indexmengen, x ∈ RI und M ∈ RI×J . Die Einschränk-
ung von x auf K ⊆ I ist der Teilvektor
x|K := (xi)i∈K ∈ RK . (1.8)
Die Einschränkung von M auf K × L ⊆ I × J ist die Teilmatrix
M |K×L := (Mij)i∈K,j∈L ∈ RK×L. (1.9)
Des Weiteren werden wir auch die Erweiterung eines Vektors oder einer Matrix
benötigen.
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Definition 1.2 (Erweiterung) Seien die endlichen Indexmengen I und J und
die Teilmengen I2 ⊆ I1 ⊆ I, J2 ⊆ J1 ⊆ J gegeben. Die Erweiterung des Vektors
x ∈ RI2 auf I1 ist der Vektor x|I1 ∈ RI1 mit den Einträgen
(x|I1)i :=
{
xi : i ∈ I2
0 : i ∈ I1 \ I2 ∀i ∈ I1. (1.10)
Die Erweiterung einer Matrix M ∈ RI2×J2 auf I1×J1 ist die Matrix M |I1×J1 ∈
RI1×J1 mit den Einträgen
(M |I1×J1)i,j :=
{
Mij : i ∈ I2, j ∈ J2
0 : sonst
∀i ∈ I1, j ∈ J1. (1.11)
Aufgrund der einheitlichen Notation von Erweiterung und Einschränkung eines
Vektors oder einer Matrix können diese auch in Kombination auftreten. Seien
I und J wieder zwei Indexmengen und I1, I2 ⊂ I, J1, J2 ⊂ J . Sei M ∈ RI1×J1 .
Die Matrix M |I2×J2 ∈ RI2×J2 hat dann die Einträge
(M |I2×J2)ij =
{
Mij : i ∈ I1, j ∈ J1
0 : sonst
∀i ∈ I2, j ∈ J2. (1.12)
Wir nennen die Modifizierung mittels ·|x auf eine kleinere oder größere Index-




Wir wollen in diesem Kapitel die Theorie der finiten Elemente für elliptische
partielle Differentialgleichungen (kurz PDGL) darstellen und die Gleichungs-
systeme definieren, die wir mittels des HDD-Algorithmus lösen wollen.
Eine ausführliche Behandlung dieser Theorie finden wir zum Beispiel in [9, 27,
42]. Der Inhalt dieses Kapitels ist angelehnt an [27]. Im Unterschied zur Stan-
dardliteratur werden wir einige Definitionen und Notationen abändern, damit
wir die Teilprobleme des Randwertproblems leichter angeben können.
Wir gliedern dieses Kapitel in drei Teile. Zuerst führen wir die Grundlagen der
Finite-Elemente-Methode ein. Danach konstruieren wir die Gleichungssysteme,
die wir mittels des HDD-Algorithmus lösen wollen. Es folgen Bemerkungen über
das Konvergenz- und Fehlerverhalten.
Wir schließen das Kapitel mit einer kurzen Zusammenfassung ab.
2.1 Grundlagen
Im Folgenden sei das elliptische Randwertproblem zweiter Ordnung
Lu = g in Ω ⊂ Rd, (2.1)
u = ϕ auf ∂Ω, (2.2)







Wir lösen die partiellen Differentialgleichungen in den Sobolev-Räumen. Im wei-
teren Verlauf ist Ω immer ein Teilgebiet des Rd. Die Menge Ck(Ω) enthält alle
Funktionen mit stetigen Ableitungen der Ordnung k. Ck0 (Ω) ist ein Unterraum
von Ck(Ω), der alle Funktionen mit kompaktem Träger enthält. Mit L2(Ω) be-
zeichnen wir die Menge aller Lebesgue-messbaren Funktionen, deren Quadrate
10
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u(x)v(x)dx ∀u, v ∈ L2(Ω)
und der Norm




Die Sobolev-Räume bestehen aus Funktionen, die eine schwache Ableitung be-
sitzen.
Definition 2.1 (Schwache Ableitung) u ∈ L2(Ω) besitzt eine schwache Ab-
leitung v =: Dαu ∈ L2(Ω), falls für v gilt:
(w, v)0 = (−1)|α|(Dαw, u)0 ∀w ∈ C∞0 (Ω).
Definition 2.2 (Sobolev-Räume Hk(Ω)) Sei k ∈ N0. Die Sobolev-Räume
Hk(Ω) sind durch
Hk(Ω) := {u ∈ L2(Ω) | Dαu ∈ L2(Ω) für |α| ≤ k}
definiert.
Satz 2.3 Hk(Ω) bildet einen Hilbert-Raum mit dem Skalarprodukt









Beweis: Siehe [46, Satz V.1.12].

Definition 2.4 (Hk0 (Ω)) H
k
0 (Ω) ist die Vervollständigung von C
∞
0 (Ω) bezüglich
der Sobolev-Norm | · |k.
Definition 2.5 (Dualraum) Sei V ein Vektorraum. Der Dualraum V
′
von V




Den Dualraum von Hk0 (Ω) bezeichnen wir mit H
−k
0 (Ω).
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2.1.2 Variationsformulierung
Die folgende Definition der Bilinearform benötigen wir für die darauf folgende
Definition des Variationsproblems für ein elliptisches Randwertproblem.
Definition 2.6 (Bilinearform) Sei V ein Hilbert-Raum. Die Abbildung
a : V × V → R
heißt Bilinearform genau dann, wenn
a(x+ λy, z) = a(x, z) + λa(y, z) und (2.3)
a(x, y + λz) = a(x, y) + λa(x, z) ∀λ ∈ R, x, y, z ∈ V (2.4)
gilt. Wir nennen eine Bilinearform V -elliptisch oder auch nur elliptisch, wenn
sie auf V × V stetig ist und eine Zahl CE > 0 existiert, sodass
a(x, x) ≥ CE‖x‖2V ∀x ∈ V
gilt. Hier ist ‖ · ‖V die Norm des Vektorraumes V .
Wir gehen imWeiteren davon aus, dass die Bilinearform stetig (oder beschränkt)
ist, d.h. es existiert ein CS > 0 mit
|a(u, v)| ≤ CS‖u‖V ‖v‖V ∀u, v ∈ V. (2.5)
Zur Herleitung der Variationsformulierung werden wir zuerst unser Randwert-
problem
Lu = g in Ω ⊂ Rd, (2.6)






umformen (siehe auch [27, Kapitel 7]). Wir wollen die Randwertaufgabe nicht in
C2(Ω)∩C0(Ω) lösen, sondern in dem Sobolev-Raum H1(Ω). Wir müssen dabei
beachten, dass die folgenden Gleichheiten im Sinne des L2(Ω) zu verstehen sind.
Sei u0 ∈ H1(Ω) mit
u0 = ϕ auf ∂Ω. (2.8)
Dann können wir das Randwertproblem (2.6), (2.7) mit w := u− u0, als
Lw = g1 in Ω ⊂ Rd (2.9)
w = 0 auf ∂Ω (2.10)
schreiben, wobei g1 := g−Lu0 ist. Die Lösung der Randwertaufgabe (2.6), (2.7)
ist nun durch u = w + u0 gegeben.
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Sei w ∈ C2(Ω) ∩H10 (Ω) die klassische Lösung von (2.9) und (2.10). Wir bilden
mit (2.9) und einem beliebigen v ∈ C∞0 (Ω) ein Skalarprodukt






Der Integrand von (2.11) verschwindet am Rand, weil v ∈ C∞0 gilt. Wenn wir





 dx = ∫
Ω
g1vdx ∀v ∈ C∞0 (Ω). (2.12)



























Bemerkung 2.7 Wir verwenden bei der Bilinearform aΩ(·, ·) und der rechten
Seite fΩ(·) den Index Ω zur Angabe des Integrationsbereiches. Wir werden dies
im nächsten Kapitel zur leichteren Definition von Teilproblemen benötigen.
Die Variationsformulierung lautet nun:
Definition 2.8 (Variationsformulierung) u0 erfülle (2.8). Suche w ∈ H10 (Ω),
sodass
aΩ(w, v) = fΩ(v) ∀v ∈ H10 (Ω).
Die Lösung der Randwertaufgabe ist u := w + u0.
Theorem 2.9 (Lax-Milgram-Lemma) Sei V ein Hilbert-Raum,
a(·, ·) : V × V → R
eine stetige, V -elliptische Bilinearform und ϕ : V → R ein stetiges lineares
Funktional. Dann hat die folgende abstrakte Variationsformulierung genau eine
Lösung:
Suche u ∈ V , sodass a(u, v) = ϕ(v) ∀v ∈ V.
Beweis: [12, Theorem 1.1.13]

KAPITEL 2. FINITE-ELEMENTE-METHODE 14
2.1.3 Ritz-Galerkin-Diskretisierung
Wir werden nun den unendlich dimensionalen Raum H1(Ω) mittels der Ritz-
Galerkin-Diskretisierung durch einen endlich dimensionalen Vektorraum erset-
zen.
Sei
B := {b1, . . . , bN} ⊂ H1(Ω) (2.14)
eine Basis dieses endlich dimensionalen Vektorraumes und I := {1, . . . , N} die
zugehörige Indexmenge. Wir bezeichnen diesen endlich dimensionalen Vektor-
raum in Zukunft mit VI . Die Dimension des Vektorraumes ist dim(VI) = #I
und es gilt VI ⊂ H1(Ω). Mit dieser Notation können wir durch
VK := span{bi | i ∈ K} ⊆ VI , K ⊆ I,
Unterräume von VI angeben. Für unsere Variationsformulierung benötigen wir
Funktionen aus H10 (Ω). Daher setzen wir voraus, dass B so gewählt wurde, dass
B0 := {bi ∈ B | i ∈ I, bi ∈ H10 (Ω)}
nicht leer ist. Mit
J := {i ∈ I | bi ∈ H10 (Ω)} (2.15)
gilt
VJ ⊂ H10 (Ω) und VJ ⊂ VI .





darstellen. Die Lösung der Randwertaufgabe (2.6), (2.7) in VI geben wir im
Folgenden mit u˜ ∈ VI an. Des Weiteren seien w und u0 ebenfalls in den endlich
dimensionalen Räumen enthalten. Zur besseren Kennzeichnung verwenden wir
w˜ ∈ VJ und u˜0 ∈ VI . Liegt u0 nicht in VI , so machen wir durch die Verwendung
von u˜0 einen Fehler, den wir im Abschnitt 2.3 behandeln. Wir können nun unsere
Variationsformulierung für das Ritz-Galerkin-Verfahren definieren.
Definition 2.10 (Ritz-Galerkin Variationsformulierung) Sei u˜0 ∈ VI .
Suche w˜ ∈ VJ , sodass
aΩ(w˜, v) = fΩ(v) ∀v ∈ VJ (2.16)
gilt. Die Lösung ist u˜ := w˜ + u˜0 ∈ VI .
Die folgende Abbildung benötigen wir, um die Variationsformulierung (2.16)
weiter umzuformen.
Definition 2.11 (Koeffizientenisomorphismus) Sei J ⊆ I. Der Koeffizi-





vibi ∀v ∈ RJ
erfüllt.
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Bemerkung 2.12 PJ ist ein Isomorphismus zwischen RJ und VJ . Die inverse
Abbildung P−1J : VJ → RJ ist daher auf VJ wohldefiniert.
Lemma 2.13 Sei B die Basis von VI , wie in (2.14) beschrieben, und sei J die
Indexmenge wie in (2.15) beschrieben. Die Variationsformulierung (2.16) ist
äquivalent zu:
Suche w˜ ∈ VJ , sodass aΩ(w˜, bi) = fΩ(bi) ∀i ∈ J. (2.17)
Die Lösung ist u˜ := w˜ + u˜0 ∈ VI .
Beweis: [27, Lemma 8.1.2]

Wir definieren nun die Steifigkeitsmatrix, um dann (2.17) in ein Gleichungs-
system zu überführen.
Definition 2.14 (Steifigkeitsmatrix) Seien ω ⊆ Ω, die Bilinearform aω(·, ·)
und VI = span B gegeben. Die Steifigkeitsmatrix AJ,Kω ∈ RJ×K ist durch
(AJ,Kω )ij := aω(bj , bi) ∀i ∈ J, j ∈ K
definiert.
Mit der Steifigkeitsmatrix AJ,JΩ und f ∈ RJ ,
fi := fΩ(bi) ∀i ∈ J,
erhalten wir nun das Gleichungssystem
AJ,JΩ w = f , A
J,J
Ω ∈ RJ×J , w, f ∈ RJ .
Die Lösung u˜ ergibt sich durch






wieder auf und definieren
h ∈ RI mit hi :=
∫
Ω





so erhalten wir das Gleichungssystem
AJ,JΩ w = h|J −AJ,IΩ u0.
Die Lösung ist u˜ = PJw + PIu0.
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2.1.4 Die Finite-Elemente-Methode
Die Finite-Elemente-Methode ist ein Spezialfall der Ritz-Galerkin-Diskretisierung
und wird mit FEM abgekürzt. Wir behandeln in dieser Arbeit zweidimensionale
und dreidimensionale Probleme.
Für die Konstruktion der Basisfunktionen der Finite-Elemente-Methode unter-
teilen wir das Gebiet Ω ⊂ Rd, d ∈ {2, 3}, in Teilbereiche. In dieser Arbeit
behandeln wir Standardprobleme auf dem Gebiet (−1, 1)d. Daher bietet es sich
an, dass wir unsere Gebiete in Quadrate (siehe Abbildung 2.1) beziehungsweise
Kuben unterteilen. Wir nennen diese Unterteilung im Folgenden Gitter.
Definition 2.15 (Gitter) Sei Ω ⊂ Rd. T := {T1, . . . , Tt} heißt zulässiges Git-
ter von Ω, falls die folgenden Bedingungen erfüllt sind:
1. Ti ⊆ Ω ist ein offenes zusammenhängendes Gebiet ∀i ∈ {1, . . . , t},
2. Ti ∩ Tj = ∅ ∀i, j ∈ {1, . . . , t}, i 6= j,
3.
⋃
i∈{1,...,t} Ti = Ω.
Im zweidimensionalen Fall ist die Schnittmenge Ti ∩ Tj , Ti, Tj ∈ T , entweder
leer, eine gemeinsame Kante der Elemente Ti, Tj oder eine gemeinsame Ecke der
Elemente Ti, Tj . Im dreidimensionalen Fall ist die Schnittmenge Ti∩Tj , Ti, Tj ∈
T , entweder leer, eine gemeinsame Seite der Elemente Ti, Tj , eine gemeinsame
Kante der Elemente Ti, Tj oder eine gemeinsame Ecke der Elemente Ti, Tj .
Beispiel 2.16 Wir werden in dieser Arbeit die Gebiete (−1, 1)2 beziehungsweise
(−1, 1)3 in gleichgroße Quadrate oder Kuben mit der Kantenlänge h unterteilen.
Dabei muss es ein m ∈ N geben mit mh = 2. Für (−1, 1)2 erhalten wir somit m2
Quadrate und (m+1)2 Knoten. Bei (−1, 1)3 erhalten wir m3 Kuben und (m+1)3
Knoten. Eine Unterteilung von (−1, 1)2 in Quadrate mit der Kantenlänge h = 18
findet man in Abbildung 2.1.
Abbildung 2.1: Unterteilung von (−1, 1)2 in 162 Quadrate. Das Gitter besteht
aus 172 Knoten.
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Notation 2.17 Falls wir ein zulässiges Gitter von Ω ⊂ Rd mit ΩIh bezeichnen,
gibt der Index h ∈ R, h > 0, die maximale Länge aller Kanten des Gitters an. I
gibt die zugehörige Indexmenge an. Dabei gilt #I = #K, falls K := {P1, . . . , Pp}
die Knotenmenge von ΩIh ist.
Falls ω eine offene Teilmenge von Ω ist und falls wir ω ∈ ΩIh := {T1, . . . , Tm}






Die Basisfunktionen werden anhand des Gitters definiert. Mehr Informationen
findet man unter anderem in [27, 42]. Wir verwenden in dieser Arbeit bilineare
beziehungsweise trilineare Elemente, woraus die Finite-Elemente-Basisfunktionen
zusammengebaut werden.
Wir wollen nun für diese Gitter die Konstruktion der Basisfunktionen erläutern.
Q = [x1, x2]× [y1, y2] sei ein achsenparalleles Quadrat. Eine bilineare Funktion
auf Q hat die Form ((x, y) ∈ Q):
f(x, y) := aQ,1 + aQ,2x+ aQ,3y + aQ,4xy, (x, y) ∈ Q. (2.18)
Im dreidimensionalen Fall haben wir den achsenparallelen WürfelW = [x1, x2]×
[y1, y2]×[z1, z2] gegeben und die trilineare Funktion aufW hat die Form ((x, y, z) ∈
W ):
f(x, y, z) := aW,1+aW,2x+aW,3y+aW,4z+aW,5yz+aW,6xz+aW,7xy+aW,8xyz.
(2.19)
Wir haben p Knotenpunkte und werden p Basisfunktionen definieren. Daher
bietet es sich an, die Basisfunktion und die Knotenpunkte zu indizieren. Sei
von nun an I := {1, . . . , p} diese Indexmenge. Die Basisfunktionen {b1, . . . , bp}
und die Knotenpunkte sind durch K := {P1, . . . , Pp} gegeben. Die einzelnen
Elemente eines Gitters sind offene Teilmengen von Ω. Sei ΩIh := {T1, . . . , Tt} ein
Gitter. Der Träger einer Basisfunktion bi setzt sich aus den einzelnen Elementen





Die Basisfunktionen bi, i ∈ I, sind so gewählt, dass sie in jedem Element
T ∈ supp(bi) bilinear beziehungsweise trilinear sind. Zusätzlich erfüllen sie die
Lagrange-Eigenschaft
bi(Pi) = 1 ∀i ∈ I und bi(Pj) = 0 ∀i, j ∈ I, i 6= j.
In der Literatur wird solch eine Basis auch nodale Basis genannt. Wir können
nun eine Indexabbildung definieren, die wir im folgenden Kapitel oft benötigen.
Mit P(X) bezeichnen wir die Potenzmenge einer Menge X.
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Definition 2.18 (Indexabbildung) Sei Ω ⊂ Rd ein Gebiet und ΩIh ein zu-
lässiges Gitter. Die Knotenmenge sei K := {P1, . . . , P#I} und die Menge der
Basisfunktionen sei B := {b1, . . . , b#I}, die mittels der Indexmenge I indiziert
sind. Die Indexabbildung
I : P(Ω)→ P(I)
ist definiert durch
I(ω) := {i ∈ I | Pi ∈ Ω} ∀ω ⊂ Ω.
Die Indexmenge I und die Indexabbildung I(·) sind dabei nicht zu verwechseln,
wobei I(ω) ⊆ I, ω ⊆ Ω, gilt.
Bemerkung 2.19 (Darstellung von u0 in VI) Sei u0 eine Funktion, die die






Wir werden von nun an u0 so wählen, dass
u0(Pi) = 0 ∀i ∈ I(Ω)
gilt. Das bedeutet, dass u0 in allen Knotenpunkten, die im Inneren von Ω liegen,
verschwindet.




u0 = u|I(∂Ω) (2.20)
gilt. Dadurch erhalten wir das Gleichungssystem
A
I(Ω),I(Ω)
Ω u|I(ω) = h|I(Ω) −AI(Ω),I(∂Ω)Ω u|I(∂ω). (2.21)
2.2 Die Gleichungssysteme
In diesem Kapitel wollen wir zwei Gleichungssysteme definieren, für die wir die
Lösung mittels des HDD-Algorithmus berechnen wollen. Dabei werden wir das
Gleichungssystem so umformen, dass die Lösung nicht mehr von dem Vektor h
abhängt, für dessen Einträge wir eine Integration benötigen. Stattdessen wollen
wir einen Vektor verwenden, den wir ohne eine Integration aufstellen können.
Dafür benötigen wir die Massematrix.
Das zweite Gleichungssystem erhalten wir indem wir eine zweite Skala einführen.
Zur Motivation dieser neuen Skala gehen wir kurz auf die Mehrskalen-Finite-
Elemente-Methode ein.
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Massematrix
Definition 2.20 (Massematrix) Seien φ, ψ ⊆ Ω. Die Matrix M I(φ),I(ψ)ω ∈
RI(φ)×I(ψ) mit den Einträgen
(M I(φ),I(ψ)ω )ij :=
∫
ω
bibjdx, i ∈ I(φ), j ∈ I(ψ)
heißt Massematrix.
Um die Verwendung der Massematrix zu rechtfertigen, benötigen wir den Gelfand-
Dreier. Sei V ⊂ U ⊂ V ′ ein Gelfand-Dreier ([27, Kaptitel 6.3.3]), wobei U und
V unendlich dimensionale Hilbert-Räume sind (U ⊂ V seien dabei Hilbert-
Räume mit stetiger und dichter Einbettung). Für unser Randwertproblem ist
U = L2(Ω), V = H1(Ω) und V
′
= H−1(Ω). Ersetzen wir die unendlich dimen-
sionalen Hilbert-Räume durch die endlich dimensionalen, dann ist der Gelfand-
Dreier entsprechend VI ⊂ UI ⊂ V ′I , wobei die Räume mengenmäßig gleich sind:
VI = UI = V
′
I .
Allerdings tragen sie die unterschiedlichen Normen der unendlich dimensionalen
Vektorräume. Sei ω ⊂ Ω und P ∗
I(ω) : V
′
I(ω) → RI(ω) die adjungierte Abbildung
des Koeffizientenisomorphismus. Wenn v = PI(ω)v ist, so folgt
fω(v) = (g, PI(ω)v)U = 〈P ∗I(ω)g,v〉,
wobei 〈·, ·〉 das euklidische Skalarprodukt ist. Da VI ⊂ V gilt, können wir P ∗I(Ω)
auch als Abbildung von V
′
I in R
I betrachten. Dadurch erhalten wir den Zusam-
menhang










(Eine detailliertere Ausführung der Argumentation finden wir in [41, Kapitel
3].) Sei nun g := P−1
I(Ω)
g ∈ RI(Ω), dann erhalten wir
h = P ∗
I(Ω)





Setzen wir (2.24) in das Gleichungssystem (2.21) ein, ergibt sich:
A
I(Ω),I(Ω)
Ω u|I(ω) =M I(Ω),I(Ω)Ω g −AI(Ω),I(∂Ω)Ω u|I(∂ω). (2.25)
Dies ist nun die Gleichung (2.25), für die wir unseren Löser entwickeln wollen.
Bisher haben wir für die Definition des Gleichungssystems ein Gitter verwendet.
Nun wollen wir dieses Gleichungssystem weiter umformen, indem wir zusätzlich
ein gröberes Gitter verwenden. Zuerst wollen wir dies anhand der Mehrskalen-
Finite-Elemente-Methode motivieren.
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ΩH Ωh
Abbildung 2.2: Ein grobes Gitter ΩJH für (−1, 1)2 mit H = 0.4 und ein feines
Gitter ΩIh für (−1, 1)2 mit M = 4 und h = 0.1.
Mehrskalen-Finite-Elemente-Methode
Die Mehrskalen-Finite-Elemente-Methode (MsFEM) wird für elliptische Rand-
wertprobleme verwendet, bei denen verschiedene Skalen Einfluss auf die Lösung
haben. Genaue Informationen zu MsFEM findet man in [11, 31, 30]. Ein Beispiel
für einen elliptischen Operator auf Ω := (0, 1)×(0, 1) eines Mehrskalen-Problems
ist




4 + 1, 8(sin(2πx/ǫ) sin(2πy/ǫ))
, (x, y) ∈ Ω.
In diesem Fall liegen zwei Skalen vor. Eine Skala benötigen wir, um die über
den Operator definierte Bilinearform fein genug aufzulösen. Dadurch kann das
entstehende Gleichungssystem sehr groß werden. Andererseits ist man in der
Regel nur an dem gemittelten Einfluss der kleinen Skala auf eine große Skala
interessiert ([31]). Dies bedeutet, wir benötigen die Lösung der Randwertaufgabe
nur auf einem groben Gitter.
Für MsFEM benötigen wir zwei Gitter. Seien ΩIh und Ω
J
H zwei Gitter. An diese
Gitter stellen wir ein paar Bedingungen.
Forderung 2.21 Seien ΩIh und Ω
J
H zwei Gitter. So existiert ein M ∈ N, sodass
Mh = H gilt. Das bedeutet, im zweidimensionalen Fall ist jedes Quadrat aus
ΩH in M2 Quadrate unterteilt. Für das dreidimensionale Problem ist jeder Ku-
bus in M3 Kuben unterteilt. Im weiteren Verlauf der Arbeit sei VI der endlich
dimensionale Raum zu ΩIh und VJ der endlich dimensionale Raum zu Ω
J
H .
Den Parameter M aus Forderung 2.21 bezeichnen wir als die Verfeinerungs-
variable. In Abbildung 2.2 ist ein Beispiel für die beiden Gitter mit M = 4
dargestellt. Die MsFEM geht nun folgendermaßen vor, um ein ein elliptisches
Mehrskalen-Randwertproblem zu lösen. Im ersten Schritt werden die Basisfunk-
tionen für das Gitter ΩJH definiert. Dafür wird für jedes Element T ∈ ΩJH ein
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Teilproblem der Form
aTǫ (b, v) = f(v) ∀v ∈ H10 (T )
gelöst. Dabei werden für dieses Problem spezielle Randwerte angenommen. Nä-
heres dazu findet man wieder in [11, 31, 30]. Mittels dieser Lösungen definiert
man die Basisfunktionen
bMSj , j ∈ J,
sodass Vj = span{bMSj | j ∈ J} gilt. Die Basisfunktionen werden dabei so
konstruiert, dass sie wieder einen lokalen Träger haben. Mittels dieser Basis-
funktionen löst man nun das Variationsproblem:
Suche uMS ∈ H10 (Ω), sodass aΩ(uMS , v) = fΩ(v) ∀v ∈ VJ . (2.26)
Das Fehlerverhalten von MsFEM wird in [31] mit




Falls H und ǫ ungefähr gleich groß sind, führt MsFEM somit zu großen Fehlern.
Diesen Effekt nennt man auch Resonanzeffekt.
Falls wir für eine Differentialgleichung verschiedene Randwertprobleme berech-
nen wollen, so können wir mittels MsFEM zuerst die Basisfunktionen für VJ er-
stellen. Diese Basis kann dann für verschiedene Randwertprobleme der Differential-
gleichung benutzt werden. Dabei ist die Größe des Gleichungssystems (2.26) um
einiges kleiner, als wenn wir ein Gleichungssystem für die feine Skala aufstel-
len würden. Wir wollen nun in das Gleichungssystem (2.25) eine zweite Skala
einbauen. Dafür benötigen wir die Prolongation.
Prolongation
Seien die Gitter ΩIh und Ω
J
H gegeben, die Forderung 2.21 erfüllen. Seien gH ∈
RJ(Ω) und gh ∈ RI(ω). g aus Gleichung (2.25) entspricht dem Vektor gh. Wir





J(Ω) → RI(Ω). (2.27)




erfüllt. Beispiele für Prolongationen finden wir in [26, Kapitel 10], wo sie für
Mehrgitterverfahren verwendet werden. Die Konstruktion der Prolongationen
für die Beispielgitter folgt später.
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Wir ersetzen in Gleichung (2.21) h durch (2.29) und erhalten
A
I(Ω),I(Ω)
Ω uh|I(ω) =M I(Ω),I(Ω)Ω P I(Ω),J(Ω)h←H gH −AI(Ω),I(∂Ω)Ω uh|I(∂ω). (2.30)
Um zu kennzeichnen, dass der Lösungsvektor u in RI(Ω) liegt, verwenden wir
den Index h, denn es gilt PI(Ω)uh ∈ VI .
Wir verwenden in dieser Arbeit die stückweise lineare Interpolation als Prolon-
gation, wie sie unter anderem bei Mehrgitterverfahren verwendet wird ([25, 26]).
Allerdings wird dort in der Regel eine Prolongation verwendet, bei der die
Schrittweite nur halbiert wird. In dieser Arbeit wollen wir aber die Schritt-
weite auch vierteln oder noch feiner wählen. Wie oben schon erwähnt, werden
wir diese Verfeinerung mit M angeben, und es gilt Mh = H. Zusätzlich kommt
hinzu, dass wir (2.28) nicht immer erfüllen können, sondern einen Fehler bei der
Substitution machen. Mehr dazu folgt in Abschnitt 2.3.
Bemerkung 2.22 An dem Gleichungssystem (2.30) sehen wir, dass wir die
Steifigkeitsmatrix AI(Ω),I(Ω)Ω über das feine Gitter Ω
I
h berechnen. Die zweite Ska-
la erhalten wir durch die Verwendung des Vektors gH ∈ RJ(Ω). Die Genauigkeit
der Lösung hängt somit von dem Diskretisierungsfehler für die Steifigkeitsma-
trix und des Vektors gH ab. Bei dem Mehrskalen-Problem ist es dabei nötig,
die Bilinearform aǫΩ(x, y) mit einem sehr feinen Gitter aufzulösen, damit wir
dort einen entsprechend kleinen Diskretisierungsfehler erhalten. Die Funktion g
können wir hingegen auf einem gröberen Gitter darstellen, um den selben Dis-
kretisierungsfehler zu erhalten.
Wir werden somit bei dem HDD-Algorithmus, im Gegensatz zu MsFEM, kei-
ne Probleme erhalten, wenn für das Gitter ΩJH H ungefähr so groß ist wie ǫ.
Ist man zusätzlich nicht an dem kompletten Lösungsvektor uh interessiert, so
können wir eine Teillösung eines Randwertproblems unter bestimmten Voraus-
setzungen mit einen Aufwand, der von der Größe #J abhängig ist, berechnen.
Mehr zu diesem Thema folgt in Kapitel 5.7.
Wir wollen die Konstruktion zuerst an einem zweidimensionalen Gitter erklären
und geben am Ende die Erweiterung der ermittelten Formeln für den dreidi-
mensionalen Fall an.
Sei QH ∈ ΩJH . Dann können wir QH auch durch [a1, a2]× [b1, b2] angeben. Die
Eckpunkte von QH sind Knotenpunkte des Gitters von ΩJH , und wir geben sie
für ein spezielles Element hier mit
NH := {(a1, b1), (a1, b2), (a2, b1), (a2, b2)} (2.31)






einigung der Elemente aus ΩIh, die in QH liegen. Dann ist
Nh := {x ∈ Kh | x ∈ QH} (2.32)
die Menge alle Knotenpunkte aus Kh, die in QH liegen.
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QH Qh
Für den zweidimensionalen Fall gilt #Nh = (M + 1)2, und wir können jeden






, i, j ∈ {0, . . . ,M}, (2.33)
schreiben.
Sei ω ∈ ΩJH . Seien QH ⊂ ω und vH := PJ(Ω)vH ∈ VJ gegeben. Wir wählen
die Prolongation, sodass für jedes Element QH ⊂ ω und jede Funktion vh :=







































Bemerkung 2.23 Für M = 2 erhalten wir die aus [25, Kapitel 3.4.2] bekannte
lineare Prolongation, die für die Eckpunkte
vh((a1, b1)) := vH((a1, b1)), vh((a2, b1)) := vH((a2, b1)),
vh((a1, b2)) := vH((a1, b2)), vh((a2, b2)) := vH((a2, b2))
erfüllt. Für die Knotenpunkte von Nh, die auf dem Rand von QH liegen, ergibt
sich
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Bemerkung 2.24 Die Prolongation für unser regelmäßiges Gitter und die Ver-
feinerungskonstante M = 2 wird in der Literatur ([25, (3.4.2)]) oft durch den












Für den dreidimensionalen Fall gilt #Nh = (M + 1)3, und wir können jeden
Knotenpunkt x ∈ Nh durch
x =
 a1 + ihb1 + jh
c1 + kh
 , i, j, k ∈ {0, . . . ,M} (2.36)
darstellen, falls QH := [a1, a2] × [b1, b2] × [c1, c2] ist. In diesem Fall wählen wir
die Prolongation so, dass sie
vh
 a1 + ihb1 + jh
c1 + kh




















































2.3 Konvergenz- und Fehleranalyse
Wir wollen hier nur einen kurzen Überblick über die Konvergenz- und Fehlerana-
lyse geben. Ausführlich wird diese unter anderem in [27, 15, 10, 12] behandelt.
Bei der Finite-Elemente-Methode können wir den Diskretisierungsfehler durch
‖u− u˜‖V
messen. Die Konvergenzanalyse stützt sich auf das Lemma von Cèa.
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Lemma 2.25 (Cèa) Vorausgesetzt seien eine stetige Bilinearform a(·, ·) mit
|a(u, v)| ≤ CS‖u‖V ‖v‖V ∀u, v ∈ V,
|fΩ(v)| ≤ C‖v‖V , ∀v ∈ V C > 0,
VI ⊂ V , dim(VI) ≤ ∞ und
inf{sup{|a(u, v)| | v ∈ VI , ‖V ‖V = 1} | u ∈ VI , ‖u‖V = 1} = εI > 0. (2.37)
Sei u ∈ V die Lösung des unendlich dimensionalen Variationsproblems und u˜










‖u− v‖V . (2.38)
Beweis: Siehe [27, Satz 8.2.1].

Die Konvergenz der Finite-Elemente-Methode ist nun gewährleistet, wenn wir
eine Folge von Unterräumen VIi ⊂ V haben, die im folgenden Sinne gegen V
strebt:
Satz 2.26 VIi ⊂ V , i ∈ N sei eine Folge von Unterräumen mit
lim
i→∞
d(u, VIi) = 0 ∀u ∈ V. (2.39)
Bedingung (2.37) gelte mit εIi ≥ ε˜ > 0 für alle i ∈ N. Zusätzlich sei die Ste-
tigkeit der Bilinearform vorausgesetzt. Dann existiert eine eindeutige Lösung u
der Aufgabe aus Definition 2.8 und die Ritz-Galerkin Lösung ui (ui ist Ritz-
Galerkin-Lösung aus VIi) konvergiert gegen u:
‖u− ui‖V → 0 für i→∞. (2.40)
Beweis: [27, Satz 8.3.3]

Somit haben wir die Konvergenz der Lösung gezeigt, ohne eine Aussage über
die Konvergenzgeschwindigkeit zu machen. Diese Aussage erhalten wir durch
das Aubin-Nitsche-Lemma. In [12, Kapitel 3.2] wird unter anderem für die in
dieser Arbeit verwendeten finiten Elemente gezeigt, dass
|u− uh|0 ≤ Chk+1|u|k+1
erfüllt wird, falls u ∈ Hk+1(Ω) gilt.
Diese Konvergenzgeschwindigkeit wird dabei nur erfüllt, solange der Fehler
‖PI(Ω)(h−M I(Ω),I(Ω)Ω gh)‖V
beziehungsweise
‖PI(Ω)(h−M I(Ω),I(Ω)Ω P I(ω),J(ω)h←H gH)‖V
nicht größer als der Diskretisierungsfehler ist.
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2.4 Zusammenfassung
Wir haben in diesem Kapitel die Grundlagen der Theorie der Finite-Elemente-








Ω uh|I(ω) =M I(Ω),I(Ω)Ω P I(Ω),J(Ω)h←H gH −AI(Ω),I(∂Ω)Ω uh|I(∂ω)
einführen, die wir mittels des HDD-Algorithmus lösen wollen. Dabei müssen wir
für das Aufstellen der Vektoren keine Integrale berechnen. Den HDD-Algorithmus
erkären wir in dem nächsten Kapitel.
Kapitel 3
Hierarchische Gebietszerlegung
Wir wollen nun einen Löser für die Gleichungssysteme (2.25) und (2.30) erstel-
len. Diese Gleichungssysteme beruhen auf dem Gleichungssystem (2.21)
A
I(Ω),I(Ω)
Ω u|I(ω) = h|I(Ω) −AI(Ω),I(∂Ω)Ω u|I(∂ω),
wobei h|I(Ω) durch M I(Ω),I(Ω)Ω g oder M I(Ω),I(Ω)Ω P I(Ω),J(Ω)h←H gH ersetzt wird.
Wir werden nun zuerst Ω in Teilgebiete unterteilen und für diese Teilgebiete
Gleichungssysteme formulieren. Zusätzlich diskutieren wir, wie wir diese Teil-
probleme zur Berechnung von u nutzen können. Für die Berechnung werden wir
einen Gebietszerlegungsbaum definieren, der dann von dem HDD-Algorithmus
genutzt wird. Die Namensgebung des Algorithmus beruht dabei auf den Gebiets-
zerlegungsbaum, denn durch diesen wird eine Hierarchie von Gebietszerlegungen
definiert. Zusätzlich wurde dieser Name auch schon in [38] verwendet. Dort wur-
de der HDD-Algorithmus für zweidimensionale Probleme eingeführt. In dieser
Arbeit verallgemeinern wir den Algorithmus. Ähnlichkeiten von der Variante
aus [38] zur unserer Variante des HDD-Algorithmus geben wir am Ende des
Kapitels an.
3.1 Definition der Teilprobleme
Sei ein elliptisches Problem auf Ω mit Dirichlet-Randdaten gegeben:
Lu = g in Ω mit u = ϕ auf ∂Ω. (3.1)
Angenommen wir unterteilen Ω in die offenen Teilgebiete ω1, . . . ωm, sodass die
folgenden Eigenschaften gelten:
1. ωi ∩ ωj = ∅ ∀i, j ∈ {1, . . . ,m}, i 6= j,
2.
⋃
i∈{1,...,m} ωi = Ω.
Sei nun ϕi, i ∈ {1, . . . ,m}, identisch mit u auf den Rändern von ωi. Also ist
ϕi = ϕ auf ∂ωi∩∂Ω und ϕi = u auf ∂ωi\∂Ω. Mit ϕi können wir die Teilprobleme
Lu = g in ωi mit u = ϕi auf ∂ωi für alle i ∈ {1, . . . ,m} (3.2)
27
KAPITEL 3. HIERARCHISCHE GEBIETSZERLEGUNG 28
definieren. Lösen wir die Randwertprobleme (3.2), so erhalten wir u in den Ge-
bieten ωi.




Ω u|I(Ω) = h|I(Ω) −AI(Ω),I(∂Ω)Ω u|I(∂Ω)
umgeformt. Sei ΩIh := {T1, . . . , Tl} ein zulässiges Gitter. Angenommen für alle
Teilgebiete ωi, i ∈ {1, . . . ,m}, gibt es eine Teilmenge ωiI ⊂ ΩIh, sodass⋃
T∈ωiI
T = ωi
gilt. Dann können wir die Teilprobleme ebenfalls mittels der Finite-Elemente-
Methode lösen. Dabei werden wir das gleiche zulässige Gitter für die Teilproble-
me verwenden und somit auch die gleichen Basisfunktionen. Die Teilprobleme
als Matrixgleichung lauten nun:
AI(ωi),I(ωi)ωi u|I(ωi) = h|I(ωi) −AI(ωi),I(∂ωi)ωi u|I(∂ωi) ∀i ∈ {1, . . . ,m}. (3.3)




ωi die Cholesky-Zerlegung von A
I(ωi),I(ωi)
ωi . Die Lösung
der Gleichungssysteme, i ∈ {1, . . . ,m},
AI(ωi),I(ωi)ωi u|I(ωi) := h|I(ωi) −AI(ωi),I(∂ωi)ωi u|I(∂ωi). (3.4)
berechnen wir durch die Schritte :
1. Lωiyi = bi durch Vorwärtseinsetzen und
2. LTωiu|I(ωi) = yi durch Rückwärtseinsetzen.
Für die Lösung der Teilprobleme benötigen wir von dem Lösungsvektor u die
Einträge




Durch die Randdaten ist u|I(∂Ω) bekannt. Wir wollen nun einen Algorithmus
entwickeln, mit dem wir die Werte
(u)i, i ∈ I(Γ), Γ := Ξ \ ∂Ω, (3.6)
bestimmen können. Für die Berechnung der noch benötigten Randdaten uI(Γ)
verwenden wir einen Gebietszerlegungsbaum. Grundlagen zu Bäumen findet
man in Anhang A.
Definition 3.1 (Gebietszerlegungsbaum) Sei ΩIh = {T1, . . . , Tt} ein zuläs-
siges Gitter für Ω. Das Tupel TΩ = (V,E,m,ΩIh) ist ein Gebietszerlegungsbaum
für das Gitter ΩIh mit der Abbildung m : V → P(ΩIh) \ {∅} genau dann, wenn
gilt:
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1. (V,E) ist ein Baum,
2. m(root(T )) = ΩIh,




4. Es gilt entweder sons(v) = 0 oder sons(v) = 2.
Mittels der Abbildung m(·) wird einem Knoten des Baumes eine Teilmenge von
ΩIh zugeordnet.
Notationen 3.2 Sei TΩ = (V,E,m,ΩIh) := {T1, . . . Tt} ein Gebietszerlegungs-
baum.
1. Mit sons(v), v ∈ V geben wir die Söhne von v an. Mit father(v) geben
wir den Vaterknoten von v an, d.h. es gilt v ∈ sons(father(v)) (siehe
Anhang A).
2. L(TΩ) ist die Menge der Blätter des Baumes T (Ω).
3. level(v) gibt die Stufe des Knotens im Baum an (siehe Anhang A). Zum
Beispiel ist level(root(TΩ)) = 0.
4. Einen Knoten v ∈ V \ L(TΩ) bezeichnen wir auch als inneren Knoten.
5. Wir sind in der Regel an Teilmengen von Ω interessiert. Daher schreiben
wir in Zukunft auch ω ∈ TΩ für eine offene Teilmenge ω ⊂ Ω. In diesem
Fall existiert ein Knoten v ∈ V , sodass ω :=
◦
X mit X :=
⋃
T∈m(v) T gilt.
6. Sei ω ∈ TΩ. Dann betrachten wir ω sowohl als Teilmenge von Ω als auch
als Knoten von TΩ, und die Notationen sons(ω), ω ∈ L(TΩ), father(ω)
und level(ω) sind entsprechend der obigen Notationen (Punkte 1, 2, 3) zu
interpretieren.
Für die spätere Parallelisierung der Algorithmen ist es sinnvoll, dass für einen
Knoten des Gebietszerlegungsbaumes, der geteilt wird, die beiden Söhne mög-
lichst gleich groß sind. Dies ist zum Beispiel mittels der Graphen-Partitionierungs-
software METIS ([4, 33]) möglich. Unsere Beispielgitter hingegen können wir re-
lativ einfach unterteilen, indem wir sie immer entlang der längsten Ausdehnung
teilen. Ein Beispiel für den zweidimensionalen Fall sieht man in Abbildung 3.1.
Das Interface eines inneren Knotens des Gebietszerlegungsbaumes wird im Fol-
genden eine wichtige Rolle spielen.
Definition 3.3 (Interface) Seien ω ∈ TΩ, ω 6∈ L(TΩ) und {ω1, ω2} = sons(ω)
die Söhne von ω. Dann ist das Interface γω die Menge
γω := ∂ω1 ∩ ∂ω2 \ ∂ω. (3.7)
Falls es eindeutig ist, welches ω vorliegt, so schreiben wir auch nur γ für das
Interface.
KAPITEL 3. HIERARCHISCHE GEBIETSZERLEGUNG 30
Ω
ω1 ω2
ω3 ω4 ω5 ω6
Abbildung 3.1: Ein Gebietszerlegungsbaum für das Gebiet (−1, 1)2, welches mit-
tels eines Gitters in 162 Quadrate zerlegt wurde. Rot markiert sind Ränder der
Gebiete, wofür wir die Randdaten noch benötigen, damit wir das Problem auf
den Gebieten lösen können.





Beweis: Es gilt γω ∩ γτ = ∅ für alle ω, τ ∈ TΩ \ L(TΩ) mit ω 6= τ . Der Rest
ergibt sich aus der Definition von Γ (siehe (3.6)).

Beispiel 3.5 In Abbildung 3.1 ist ein Gebietszerlegungsbaum für das Gebiet
(−1, 1)2 dargestellt. Dieses Gebiet wird anhand von drei Unterteilungen in 4
Teilgebiete geteilt. Wir werden für die vier Blätter des Gebietszerlegungsbau-
mes die Lösung im Inneren mittels der Cholesky-Zerlegung bestimmen. Die noch
nicht bekannten Randdaten sind rot dargestellt. In Abbildung 3.2 sind die Inter-
faces grün dargestellt.
Es reicht nun, wenn wir für jedes ω ∈ TΩ \ L(TΩ) die Lösung für das Interface
γ berechnen, um u|I(Γ) zu bestimmen. Dies erreichen wir mit den folgenden
Algorithmen.
3.2 Die hierarchische Gebietszerlegungsmethode
Im Folgenden ist TΩ immer ein Gebietszerlegungsbaum für Ω.
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Ω
ω1 ω2
ω3 ω4 ω5 ω6
Abbildung 3.2: Ein Gebietszerlegungsbaum für das Gebiet (−1, 1)2, welches mit-
tels eines Gitters in 162 Quadrate zerlegt wurde. Die Interfaces sind grün mar-
kiert.
Verallgemeinerte Addition
Für die Definition des Algorithmus zur Bestimmung von u|I(Γ) wollen wir eine
verallgemeinerte Addition für Vektoren und Matrizen mit unterschiedlichen In-
dexmengen definieren. Für die Vektoraddition bedeutet dies, falls a ∈ RI und
b ∈ RJ gilt, dann ist die Summe c := a+ b ∈ RI∪J mit
(c)i :=

(a)i + (b)i : i ∈ I ∩ J
(a)i : i ∈ I \ J
(b)i : i ∈ J \ I
gegeben. Die Matrixaddition von A ∈ RI×J und B ∈ RK×L ergibt




(A)ij + (B)ij : (i, j) ∈ I ∩ L× J ∩K
(A)ij : (i, j) ∈ (I ∪K × J ∪ L) \ (K × L)
(B)ij : (i, j) ∈ (I ∪K × J ∪ L) \ (I × J)
0 : sonst.
3.2.1 Der HDD-Algorithmus für eine Skala




Ω u|I(Ω) =M I(Ω),I(Ω)Ω g −AI(Ω),I(∂Ω)Ω u|I(∂Ω).
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Der Teilvektor u|I(∂Ω) ist durch die Dirichlet-Randdaten (siehe (2.20)) bestimmt.
Wir wollen die Lösung in Abhängigkeit von g ∈ RI(Ω) bestimmen. Mit den fol-
genden Matrizen berechnen wir die Lösung auf dem Interface.
Definition 3.6 (Lösungsmatrizen) Sei ω ∈ TΩ mit sons(ω) 6= ∅. Die Lösung
auf dem Interface γ wird mit den Matrizen
Φ−ω ∈ RI(γ)×I(ω) und Φ∂ω ∈ RI(γ)×I(∂ω)
durch die folgende Gleichung berechnet:
u|I(γ) := Φ−ωg|I(ω) +Φ∂ωu|I(∂ω).
Zur Berechnung der Lösungsmatrizen benötigen wir zwei Hilfsmatrizen. Zur
Vereinfachung der Notation führen wir noch ein Funktional ein. Sei g aus (3.1).




g · vdx. (3.9)
Mit bi, i ∈ I, bezeichnen wir wieder die Basisfunktionen des endlich dimensio-
nalen Raumes VI .
Definition 3.7 (Hilfsmatrizen) Sei ω ∈ TΩ. Die Hilfsmatrizen sind
Ψ−ω ∈ RI(∂ω)×I(ω) und Ψ∂ω ∈ RI(∂ω)×I(∂ω).
Sie erfüllen
(Ψ−ωg|I(ω) +Ψ∂ωu|I(∂ω))i = aω(u˜, bi)− hω(bi) ∀i ∈ I(∂ω). (3.10)
Bemerkung 3.8 Für einen Gebietszerlegungsbaum TΩ ist es möglich, dass ein
ω ∈ L(TΩ) existiert, sodass I(ω) = ∅ gilt. Ebenfalls kann ein ω ∈ TΩ \ L(TΩ)
existieren, sodass I(γ) = ∅ gilt. Dadurch kann es vorkommen, dass bei der Be-
rechnung der Lösungs- und Hilfsmatrizen Matrizen auftreten, deren Produkt-
indexmenge über die leere Menge definiert ist. Ein Beispiel dafür ist Φ−ω für
I(ω) = ∅. Diese Matrizen enthalten keine Einträge und sind somit auch nicht
zu berechnen. Wir gehen in den folgenden Sätzen und Algorithmen in der Regel
nicht auf diese Spezialfälle ein. Wir müssen nur darauf achten, dass für Matri-
zen oder Vektoren, die über die leere Menge definiert sind, nichts zu berechnen
ist.
Der folgende Satz beschreibt, wie wir aus den Hilfsmatrizen die Lösungsmatrizen
berechnen.
Satz 3.9 Sei ω ∈ TΩ ein innerer Knoten des Gebietszerlegungsbaumes der




, Ψ∂ω1 , Ψ
2
ω2
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seien bekannt. Die Lösungsmatrizen Φ−ω und Φ
−










|I(γ)×I(γ)+Ψ∂ω2 |I(γ)×I(γ))−1(Ψ−ω1 |I(γ)×I(ω1)+Ψ−ω2 |I(γ)×I(ω2)). (3.12)
Die Hilfsmatrizen Ψ∂ω und Ψ
−











+ (Ψ∂ω1 |I(∂ω)×I(γ) +Ψ∂ω2 |I(∂ω)×I(γ))Φ−ω . (3.14)
Beweis: Zuerst beweisen wir die Aussagen
aω1(w, bi) + aω2(w, bi) = aω(w, bi) ∀i ∈ I(ω), w ∈ VI(Ω) (3.15)
und
hω1(bi) + hω2(bi) = hω(bi). (3.16)
Der Beweis der Aussagen (3.15) und (3.16) benötigt nur die Betrachtung der
Integrationsgebiete. Diese wurden so gewählt, dass ω1∪ω2 = ω gilt. ω1∩ω2 hat
dabei das Lebesgue-Maß 0. Daher gelten die Aussagen (3.15) und (3.16).
Für alle i ∈ I(∂ω ∩ γ) gilt nun:
(Ψ−ω1g|I(ω1) +Ψ∂ω1u|I(γ) +Ψ−ω2g|I(ω2) +Ψ∂ω2u|I(γ))i (3.17)
(3.10)
= aω1(u˜, bi)− hω1(bi) + aω1(u˜, bi)− hω1(bi) (3.18)
(3.15),(3.16)
= aω(u˜, bi)− hω(bi). (3.19)
Da u˜ die Lösung des Problems ist, gilt für i ∈ I(γ)
aω(u˜, bi)− hω(bi) = 0. (3.20)
Betrachten wir (3.17):






g|I(ω) + (Ψ∂ω1 +Ψ∂ω2)︸ ︷︷ ︸
=:Ψ∂∈RI(∂ω∪γ)×I(∂ω∪γ)
u|I(∂ω∪γ) = w. (3.22)
Für w ∈ RI(∂ω∪γ) gilt mit (3.20):
wi = aω(u˜, bi)− hω(bi) ∀i ∈ I(∂ω), (3.23)
wi = 0. ∀i ∈ I(γ) (3.24)
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Ψ∂ |I(∂ω)×I(∂ω) Ψ∂ |I(∂ω)×I(γ)












Betrachten wir die untere Blockzeile von (3.25):
Ψ∂ |I(γ)×I(∂ω)u|I(∂ω) +Ψ∂ |I(γ)×I(γ)u|I(γ) +Ψ−|I(γ)×I(ω)g|I(ω) = 0 (3.26)
⇔ Ψ∂ |I(γ)×I(∂ω)u|I(∂ω) +Ψ−|I(γ)×I(ω)g|I(ω) = −Ψ∂ |I(γ)×I(γ)u|I(γ) (3.27)
⇔ u|I(γ) = −(Ψ∂ |I(γ)×I(γ))−1(Ψ∂ |I(γ)×I(∂ω)u|I(∂ω) +Ψ−|I(γ)×I(ω)g|I(ω)).
(3.28)
Somit erhalten wir
Φ−ω := −(Ψ∂ |I(γ)×I(γ))−1Ψ−|I(γ)×I(ω) (3.29)
und
Φ∂ω := −(Ψ∂ |I(γ)×I(γ))−1Ψ∂ |I(γ)×I(∂ω). (3.30)
Die Behauptung für Φ−ω ist erfüllt, weil nach (3.22)
Ψ−|I(γ)×I(ω) = Ψ−ω1 |I(γ)×I(ω1) +Ψ−ω2 |I(γ)×I(ω2)
gilt. Die Behauptung für Φ∂ω ist erfüllt, weil nach (3.22)
Ψ∂ |I(γ)×I(∂ω) = Ψ∂ω1 |I(γ)×I(∂ω1\γ) +Ψ∂ω2 |I(γ)×I(∂ω2\γ)
gilt. Für den Beweis der Gleichungen für die Matrizen Ψ−ω und Ψ
∂
ω betrachten
wir nun die erste Blockzeile aus (3.25) und ersetzen dort uI(γ) durch (3.28):
v = Ψ−|I(∂ω)×I(ω)g|I(ω) +Ψ∂ |I(∂ω)×I(∂ω)u|I(∂ω) +Ψ∂ |I(∂ω)×I(γ)u|I(γ)
= Ψ−|I(∂ω)×I(ω)g|I(ω) +Ψ∂ |I(∂ω)×I(∂ω)u|I(∂ω)
+Ψ∂ |I(∂ω)×I(γ)(−(Ψ−|I(γ)×I(γ))−1(Ψ∂ |I(γ)×I(∂ω)u|I(∂ω) +Ψ−|I(γ)×I(ω)g|I(ω)))
= (Ψ−|I(∂ω)×I(ω) +Ψ∂ |I(∂ω)×I(γ)(−(Ψ−|I(γ)×I(γ))−1)Ψ−|I(γ)×I(ω))g|I(ω)
+ (Ψ∂ |I(∂ω)×I(∂ω) +Ψ∂ |I(∂ω)×I(γ)(−(Ψ−|I(γ)×I(γ))−1)Ψ∂ |I(γ)×I(∂ω))u|I(∂ω).






∂ |I(∂ω)×I(∂ω) +Ψ∂ |I(∂ω)×I(γ)(−(Ψ−|I(γ)×I(γ))−1)Ψ∂ |I(γ)×I(∂ω).
Die Behauptung ergibt sich mit der Definition von Ψ− und Ψ∂ aus (3.22).

Für die Konstruktion der Lösungsmatrizen für innere Knoten ω ∈ TΩ \ L(TΩ)
des Gebietszerlegungsbaumes benötigen wir die Hilfsmatrizen für die Söhne des
inneren Knotens. Zusätzlich können wir dann für ω auch die Hilfsmatrizen de-
finieren. Nun brauchen wir nur noch die Hilfsmatrizen für die Blätter des Ge-
bietszerlegungsbaumes.
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Satz 3.10 Sei ω ∈ TΩ ein Blatt des Gebietszerlegungsbaumes. Die Hilfsmatrizen
für ω ∈ L(TΩ) ergeben sich durch
Ψ∂ω := A
I(∂ω),I(∂ω)
ω −AI(∂ω),I(ω)ω (AI(ω),I(ω)ω )−1AI(ω),I(∂ω)ω
und
Ψ−ω := −M I(∂ω),I(ω)ω +AI(∂ω),I(ω)(AI(ω),I(ω))−1M I(ω),I(ω)ω .
Beweis: Es soll
(Ψ−ωg|I(ω) +Ψ∂ωu|I(∂ω))i = aω(u˜, bi)− hω(bi) ∀i ∈ I(∂ω)
erfüllt sein. Für alle Randknoten i ∈ I(∂ω) gilt:
−hω(bi) = (−M I(ω),I(ω)ω g|I(ω))i = (−M I(∂ω),I(ω)ω g|I(ω))i. (3.31)
aω(u˜, bi) ist für alle i ∈ I(∂ω) gegeben durch
aω(u˜, bi) = (A
I(∂ω),I(ω)
ω u|I(ω))i. (3.32)
Setzen wir (3.32) und (3.34) zusammen, ergibt sich für alle i ∈ I(∂ω):
(AI(∂ω),I(ω)ω u|I(ω) −M I(∂ω),I(ω)ω g|I(ω))i = aω(u˜, bi)− hω(bi). (3.33)
u|I(ω) wiederum erhalten wir mit
u|I(ω) = (AI(ω),I(ω)ω )−1(M I(ω),I(ω)ω gI(ω) −AI(ω),I(∂ω)ω u|I(∂ω)). (3.34)
Wir formen nun die linke Seite von (3.33) um, wobei wir in einem Schritt der
Umformung die Formel (3.34) einsetzen:
AI(∂ω),I(ω)ω u|I(ω) −M I(∂ω),I(ω)ω g|I(ω)




−1[M I(ω),I(ω)ω gI(ω) −AI(ω),I(∂ω)ω u|I(∂ω)]




−1M I(ω),I(ω)ω gI(ω) −M I(∂ω),I(ω)ω g|I(ω) (3.35)
−AI(∂ω),I(ω)ω (AI(ω),I(ω)ω )−1AI(ω),I(∂ω)ω u|I(∂ω) +AI(∂ω),I(∂ω)ω u|I(∂ω). (3.36)




Bemerkung 3.11 Es ist nicht ausgeschlossen, dass es ein ω ∈ TΩ gibt, sodass
I(ω) = ∅ oder I(γ) = ∅ gilt. Tritt so ein Fall auf, dann sind die Matrizen oder
Vektoren, die über diese Indexmenge definiert sind, nicht vorhanden. Kommen in
solche Matrizen in Gleichungen oder Formeln vor, so entfällt der entsprechende





+ (Ψ∂ω1 |I(∂ω)×I(γ) +Ψ∂ω2 |I(∂ω)×I(γ))Φ−ω
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Für ω ∈ L(TΩ) mit I(ω) = ∅ wird aus
Ψ−ω = −M I(∂ω),I(ω)ω +AI(∂ω),I(ω)(AI(ω),I(ω))−1M I(ω),I(ω)ω
die Formel
Ψ−ω = −M I(∂ω),I(ω)ω .
Wir können nun die Algorithmen definieren, die wir zur Lösung der PDGL benö-
tigen. Der erste Algorithmus berechnet alle benötigten Matrizen, um die Lösung
mittels eines zweiten Algorithmus zu berechnen. Wir benötigen für den HDD-
Algorithmus den Gebietszerlegungsbaum und die Bilinearform. Diese Daten sind
dem Algorithmus bekannt und wir erwähnen sie daher nicht in dem Aufruf. In
dem Algorithmus geben wir jede Matrix an, die wir später im Algorithmus oder
bei der Berechnung der Lösung noch einmal benötigen.
Algorithmus 1 HDD(ω)
Benötigt: ω = root(TΩ)
Beschreibung: Der Algorithmus berechnet Φ−ω und Φ
∂
ω für ω ∈ TΩ, ω 6∈ L(TΩ).
Für ω ∈ L(TΩ) wird die Cholesky-Zerlegung von AI(ω),I(ω)ω , die Massematrix
M
I(ω),I(ω)
ω und die Matrix A
I(ω),I(∂ω)
ω berechnet, die wir für die Lösungen in
den Blättern des Gebietszerlegungsbaumes benötigen.
if ω ∈ L(TΩ) then
Berechne die Cholesky-Zerlegung LLT von AI(ω),I(ω)ω .
Berechne AI(ω),I(∂ω)ω ;
Berechne M I(ω),I(ω)ω ;




for ω˜ ∈ sons(ω) do
HDD(ω˜);
end for
Berechne Φ∂ω und Φ
−
ω ;




Nachdem wir die Matrizen Φ∂ω und Φ
−
ω für einen inneren Knoten des Gebiets-
zerlegungsbaumes berechnet haben, können wir die Hilfsmatrizen für die Söhne
des inneren Knoten löschen, weil wir sie nicht mehr benötigen. Wir müssen für
die inneren Knoten nur Φ∂ω und Φ
−
ω speichern. Für die Blätter ω ∈ L(TΩ) des
Gebietszerlegungsbaumes benötigen wir die Cholesky-Zerlegung von AI(ω),I(ω)ω
sowie die schwachbesetzten Matrizen AI(ω),I(∂ω)ω und M
I(ω),I(ω)
ω , um später die
Lösung in den Blättern zu berechnen.
KAPITEL 3. HIERARCHISCHE GEBIETSZERLEGUNG 37
Beispiel 3.12 Betrachten wir nochmal die Abbildung 3.2 auf Seite 31. Der
HDD-Algorithmus startet in den Blättern und berechnet für ω3 und ω4 die Ma-
trizen. Danach wird der Knoten ω1 bearbeitet. Darauf folgen die Knoten ω5 und
ω6. Danach werden die Matrizen für den Knoten ω2 und als letztes für Ω be-
rechnet. Für ω1, ω2 und Ω werden insbesondere die Lösungsmatrizen berechnet,
mit denen wir die Lösung auf den grün gefärbten Interfaces bestimmen können.
Der Lösungsalgorithmus verwendet nun die Matrizen, um den Vektor u|I(Ω) zu
bestimmen. Dafür benötigt der Alorithmus neben den Matrizen nur die Rand-
daten, die in u|I(∂Ω) gespeichert sind, sowie den Vektor g.
Algorithmus 2 solver(ω,u,g)
Benötigt: ω = root(TΩ),u,g.
Beschreibung: Der Algorithmus berechnet u.
if ω ∈ L(TΩ) then
Berechne f =M I(ω),I(ω)ω g|I(ω) −AI(ω),I(∂ω)ω u|I(∂ω);
Berechne u|I(ω) mittels der Cholesky-Zerlegung LLT und dem Vektor f
durch Vorwärtseinsetzen und Rückwärtseinsetzen;
else
u|I(γ) = Φ∂ωu|I(∂ω) +Φ−ωgI(ω);




Beispiel 3.13 Betrachten wir wieder die Abbildung 3.2. Der Algorithmus 2
startet in der Wurzel und berechnet u|I(γΩ). Im nächsten Schritt wird für ω1 der
Vektor u|I(γω1) berechnet. Dadurch sind die Randdaten für ω3 und ω4 vollstän-
dig vorhanden, und die Lösung wird für I(ω3) und I(ω4) berechnet. Als nächstes
wird die Lösung für das Interface von ω2 berechnet und danach die Lösung für
I(ω5) und I(ω6).
3.2.2 Der HDD-Algorithmus für zwei Skalen




Ω uh|I(Ω) =M I(Ω),I(Ω)Ω P I(Ω),J(Ω)h←H gH −AI(Ω),I(∂Ω)Ω uh|I(∂Ω)
entwickeln. Wir gehen in diesem Unterkapitel davon aus, dass wir die zwei Gitter
ΩIh und Ω
J
H mit H = Mh,M ∈ N, für Ω := (−1, 1)d, wie in Kapitel 2 beschrie-
ben, vorliegen haben. VI ist der endlich dimensionale Vektorraum für ΩIh, und
VJ ist der endlich dimensionale Raum für ΩJH .
Ist TΩ der Gebietszerlegungsbaum für das Gitter ΩJH , dann geben wir wie bisher
mit ω ∈ TΩ Teilgebiete für das Gitter ΩJH an. Da ΩIh ein verfeinertes Gitter von
ΩJH ist, können wir Teilmengen von I ebenfalls durch I(ω), ω ∈ TΩ, angeben.
Daher benötigen wir auch für den Algorithmus mit zwei Gittern wieder nur
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einen Gebietszerlegungsbaum.
Sei gH ∈ RJ(Ω) aus (2.30) bezüglich des Gitters ΩJH . Dann ergeben sich die Vek-
toren gh|I(ω), ω ∈ TΩ, für das Gitter ΩIh mittels der Prolongation und gH |J(ω)
durch
gh|I(ω) = P I(ω),J(ω)h←H gH |J(ω) ∀ω ∈ TΩ. (3.37)
In den folgenden Sätzen können wir zeigen, dass wir die Prolongation P I(ω),J(ω)h←H









zu berechnen. Da Ψ−ω und Φ
−
ω den Vektor gH verwenden sollen, nutzen wir zu
besseren Kennzeichnung, aus welchem Raum die verwendeten Vektoren stam-
men, die folgenden Notationen:
Ψ∂ωh : R
I(∂ω) → RI(∂ω), (3.39)
Ψ−ωH : R
J(ω) → RI(∂ω), (3.40)
Φ∂ωh : R
I(∂ω) → RI(γ), (3.41)
Φ−ωH : R
J(ω) → RI(γ). (3.42)
Satz 3.14 (Ψ∂ωh und Ψ
−
ωH
) Sei ω ∈ TΩ ein Blatt des Gebietszerlegungsbaumes.
Die Hilfsmatrizen ergeben sich durch















ω −AI(∂ω),I(ω)ω (AI(ω),I(ω)ω )−1AI(ω),I(∂ω)ω . (3.44)
Beweis: Hier müssen wir im Beweis von Satz 3.10 nur g|I(ω), der hier mit gh|I(ω)
bezeichnet wurde, durch P I(ω),J(ω)h←H gH |J(ω) ersetzen.

Satz 3.15 Sei ω ∈ TΩ ein innerer Knoten des Gebietszerlegungsbaumes. ω1 und
ω2 seien die Söhne von ω, und die Matrizen
Ψ−
ωH1
: RJ(ω1) → RI(∂ω1),
Ψ−
ωH2
: RJ(ω2) → RI(∂ω2),
Ψ∂
ωh1
: RI(∂ω1) → RI(∂ω1),
Ψ2
ωh2
: RI(∂ω2) → RI(∂ω2)
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Wir erhalten somit nur kleine Änderungen für unseren HDD-Algorithmus, wenn
wir ein grobes und ein feines Gitter verwenden wollen.
Algorithmus 3 2grid_HDD(ω)
Benötigt: ω = root(TΩ)
Beschreibung: Der Algorithmus berechnet Φ−ωH und Φ
∂
ωh
für ω ∈ TΩ, ω 6∈





h←H berechnet, die wir für die Lösungen der Teilprobleme
in den Blättern des Gebietszerlegungsbaumes benötigen.
if ω ∈ L(TΩ) then
Berechne die Cholesky-Zerlegung LLT von AI(ω),I(ω)ω ;
Berechne AI(ω),I(∂ω)ω ;
Berechne M I(ω),I(ω)ω ;
Berechne P I(ω),J(ω)h←H ;





for ω˜ ∈ sons(ω) do
2grid_HDD(ω˜)
end for
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Der Lösungsalgorithmus verwendet nun gH ∈ RJ(Ω), der für das grobe Gitter
vorliegt, und die Randdaten uh|I(∂Ω) um uh|I(Ω) zu berechnen.
Algorithmus 4 2grid_solver(ω,uh,gH)
Benötigt: ω = root(TΩ),uh,gH .
Beschreibung: Der Algorithmus berechnet uh.
if ω ∈ L(TΩ) then
Berechne f =M I(ω),I(ω)ω P
I(ω),J(ω)
h←H gH |J(ω) −AI(ω),I(∂ω)ω u|I(∂ω);
Berechne uh|I(ω) mittels der Cholesky-Zerlegung LLT und dem Vektor f
mittels Vorwärts- und Rückwärtseinsetzen;
else
uh|I(γ) = Φ∂ωhuh|I(∂ω) +Φ−ωHgH |J(ω);




Wir werden in Zukunft beide Algorithmen 1 und 3, die die Matrizen zur Lösung
des Randwertproblems berechnen, als HDD-Algorithmen bezeichnen. Wollen
wir sie unterscheiden, so nennen wir Algorithmus 1 den HDD-Algorithmus mit
einer Skala oder den einskaligen HDD-Algorithmus. Den Algorithmus 3 nennen
wir auch den HDD-Algorithmus mit zwei Skalen oder den zweiskaligen HDD-
Algorithmus.
Die bisherige Definition der Algorithmen verwendet noch vollbesetzte Matrizen,
deren Handhabung sehr teuer sind. Im nächsten Kapitel werden wir die Hier-
archischen Matrizen einführen. Mittels dieser Hierarchischen Matrizen werden
wir die Berechnung der verschiedenen Matrizen effizient realisieren können. Dies
folgt in Kapitel 5. Dort werden wir zeigen, dass die Algorithmen eine fast lineare
Komplexität von O(n logq n) mit n = #I haben.
Bemerkung 3.16 Die HDD-Algorithmen wurden für den zweidimensionalen
Fall schon in [38] behandelt. Dort wurde noch gefordert, dass die Blätter des
Gebietszerlegungsbaumes aus einem einzelnen Element des Gitters bestehen. Da-
durch war die Konstruktion der Hilfsmatrizen in den Blättern trivial. Wir haben
nun die Massematrix in den HDD-Algorithmus eingefügt, sodass die Blätter aus
beliebig vielen Elementen bestehen können. Wir werden später sehen, dass wir
eine bessere Laufzeit erhalten, wenn für die Blätter ω ∈ L(TΩ) die Größe #I(ω)
einige hundert beträgt.
Die Formeln für die Lösungs- und Hilfsmatrizen der inneren Knoten des Ge-
bietszerlegungsbaumes können wir schon in [38] finden. Diese haben sich nicht
durch die Einführung der Massematrizen geändert.
Kapitel 4
Hierarchische Matrizen
Im vorherigen Kapitel haben wir Algorithmen definiert, mit denen wir ein ellip-
tisches Randwertprobleme lösen können. Damit die Algorithmen effizient um-
gesetzt werden können, benötigen wir ein Matrixformat, womit wir die entste-
henden Matrizen kostengünstig speichern können. Ebenso ist es notwendig, dass
die Matrixoperationen effizient berechnet werden.
Dies gewährleisten die Hierarchischen Matrizen, die wir im Folgenden nur noch
H-Matrizen nennen wollen. Mittels der H-Matrix-Technik können wir Matrizen
sowie verschiedene Matrixoperationen in fast linearer Komplexität speichern be-
ziehungsweise berechnen.
Die H-Matrizen sind in den Softwarepaketen HLib ([18]) und HLibpro ([3, 35])
umgesetzt. Für die Implementation der HDD-Algorithmen mittels H-Matrizen
wurde die HLib verwendet. Eine Einführung in die HLib bietet das Skript [8].
Näheres zur Implementierung der HDD-Algorithmen mittels H-Matrizen findet
sich in Anhang C.
Die Grundlagen der H-Matrizen findet man zum Beispiel in [28, 17, 5, 8]. Ty-
pische Anwendungsgebiete für H-Matrizen sind Randintegralprobleme, Finite-
Elemente-Probleme sowie Matrixgleichungen.
Bei Finite-Elemente-Problemen werden die H-Matrizen unter anderem zur Vor-
konditionierung mittels der LU - oder Cholesky-Zerlegung verwendet. Ebenfalls
ist es möglich, die Inverse der Steifigkeitsmatrix in fast linearer Komplexität zu
berechnen.
Die grundlegende Idee der H-Matrizen ist es, eine Matrix zu approximieren, in-
dem man Teilblöcke durch Niedrigrangmatrizen approximiert. Die nachfolgende
Abbildung 4.1 zeigt eine H-Matrix beziehungsweise die Blockzerlegung. Die grü-
nen Blöcke werden dabei als Niedrigrangmatrizen gespeichert. Die roten Blöcke
sind vollbesetzte Matrizen.
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Abbildung 4.1: Beispiel einer H-Matrix
Es folgt nun zuerst ein Abschnitt über die Niedrigrangmatrizen, welche im Fol-
genden Rang-k-Matrizen genannt werden. Dieses Kapitel kann als eigenständi-
ges Kapitel betrachtet werden.
Danach werden wir die verschiedenen Strukturen zur Konstruktion von H-
Matrizen erstellen. Als nächstes behandeln wir die verschiedenen Matrixope-
rationen sowie hilfreiche Spezialfälle für unseren HDD-Algorithmus. Den Ab-
schluss des Kapitels bildet die Komplexitätsanalyse.
Der Inhalt dieses Kapitels stammt zum Großteil aus [28, 17, 13]. Weiter Quellen
geben wir an den entsprechenden Stellen an.
Wir geben den Speicherbedarf von Strukturen mit ST an. Dabei steht T für
den Typ der Struktur. Die Komplexität von Algorithmen beziehungsweise Ope-
rationen geben wir mit N TOp an. Op gibt die Operation an und T gibt den Typ
der Struktur an, der bei dem Algorithmus beziehungsweise bei der Operation
verwendet wird. Zur Bestimmung der Komplexität von Algorithmen und Ope-
rationen beachten wir keine Speicheroperationen und keine Kopieraktionen. Wir
nehmen an, dass diese kostenlos sind.
Bemerkung 4.1 Zum Beispiel gilt für den Speicherbedarf SV einer vollbesetz-
ten Matrix M ∈ RI×J
SV = #I ·#J.
Die Matrix-Vektor-Multiplikation mit dem Vektor x ∈ RJ kostet
N VMVM (M) = #I ·#J︸ ︷︷ ︸
Multiplikationen
+(#J − 1) ·#I︸ ︷︷ ︸
Additionen
≤ 2#I ·#J = O(#I ·#J).
4.1 Rang-k-Matrizen
Wir wollen nun die Rang-k-Matrizen einführen, mit denen große Teile einer
H-Matrix approximiert werden. Rang-k-Matrizen haben einen maximalen Rang
von k. Außerdem liegen Rang-k-Matrizen immer in einem speziellen Format vor.
Definition 4.2 (Rang-k-Matrix) Wir bezeichnen das Tupel (A,B) mit A ∈
RI×{1,...,k} und B ∈ RJ×{1,...,k} als Rang-k-Matrix. Durch eine Rang-k-Matrix
(A,B) wird eine Matrix M ∈ RI×J folgendermaßen definiert:
M := ABT ⇔Mij :=
∑
ν∈{1,...,k}
AiνBjν ∀i ∈ I, j ∈ J. (4.1)
Die Menge der Rang-k-Matrizen zu I × J bezeichnen wir mit R(k, I × J).
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A
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Abbildung 4.2: Darstellung der beiden Blöcke einer Rang-k-Matrix
Zur Vereinfachung gehen wir davon aus, dass wenn wir von einer Rang-k-Matrix
M ∈ R(k, I×J) reden, sie als Tupel vorliegt, wir aber direkt durch (4.1) auf die
Elemente Mij , i ∈ I, j ∈ J , zugreifen können. Aufgrund der Produktstruktur
von (4.1) gilt für Rang-k-Matrizen M ∈ R(k, I × J):
rang(M) ≤ k.
Bemerkung 4.3 Sei M ∈ R(k, I × J) gegeben, dann beträgt der Speicherauf-
wand
SR(M) = k(#I +#J).
Falls wir für die Matrix jeden der #I ·#J Einträge speichern würden, so beträgt




gilt, ist es günstiger, die Matrix M als Rang-k-Matrix zu speichern.
Wir wollen nun eine vollbesetzte Matrix mittels einer Rang-k-Matrix approxi-
mieren. Dazu benötigen wir die Singulärwertzerlegung einer Matrix, die man
zum Beispiel in [16] findet. Für den nachfolgenden Satz gehen wir davon aus,
dass die Indexmengen I und J angeordnet sind.
Satz 4.4 (Bestapproximation mit Rang-k-Matrizen) a
Die Matrix M ∈ RI×J habe die Singulärwertzerlegung M = UΣV T . U ∈ RI×I
und V ∈ RJ×J seien orthogonal. Σ ∈ RI×J sei eine Diagonalmatrix, auf de-
ren Diagonale die Singulärwerte σi = Σii, i ∈ {1, . . . ,min(#I,#J)}, in der
Anordnung









T mit (Σk)ij =
{
σi : i = j ≤ min{k,#I,#J}
0 : sonst
gelöst. Die Fehler sind
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Die Rang-k-Matrix (A,B) ist durch
A := U |I×{1,...,k}Σ|I×{1,...,k} und B := V |J×{1,...,k}
gegeben.
Beweis: [17, Satz 2.10]

Satz 4.5 (Matrix-Vektor-Multiplikation) Seien M = (A,B) ∈ R(k, I×J)
und x ∈ RJ . Die Matrix-Vektor-Multiplikation mit einer Rang-k-Matrix wird in
zwei Phasen durchgeführt:
1. y := BT · x ∈ R{1,...,k},
2. z := A · y ∈ RI .
Die Kosten betragen
NRMVM (M) = 2k(#I +#J)− k −#I. (4.2)
Beweis: [17, Kapitel 2.2]

Satz 4.6 (Matrix-Addition) Sei M1 = (A1, B1) ∈ R(k1, I × J) und M2 =
(A2, B2) ∈ R(k2, I × J). Die Addition M1 +M2 ∈ R(k1 + k2, I × J) ist gegeben
durch M = (A,B) mit
A := [A1A2] ∈ RI×{1,...,k1+k2} und B := [B1B2] ∈ RI×{1,...,k1+k2}. (4.3)
Die Faktoren A und B werden somit nur aus den Faktoren der Summanden
zusammengesetzt, wodurch sich der Aufwand
NRMA(M1,M2) = 0 (4.4)
ergibt.
Beweis: [28, Kapitel 2.3]

Satz 4.7 (Matrix-Multiplikation) Seien M1 = (A1, B1) ∈ R(k1, I × J) und
M2 = (A2, B2) ∈ R(k2, J × K). Für das Produkt M = M1 ·M2 ergeben sich
zwei Darstellungsmöglichkeiten:
1. M = (A,B) ∈ R(k1, I ×K) mit A := A1BT1 A2 und B := B2. In diesem
Fall betragen die Kosten 2k1k2(#I +#J)− k2(#K + k1).
2. M = (A,B) ∈ R(k2, I×K) mit A := A1 und B := (B1AT2 )B2). In diesem
Fall betragen die Kosten 2k1k2(#I +#J)− k1(#K + k2).
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Allgemein geben wir die Kosten mit NRMMM (·, ·) an.
Beweis: [27, Kapitel 2.3]

Mittels Satz 4.4 können wir für jede beliebige Matrix eine Rang-k-Matrix er-
stellen, die bezüglich der Spektral- und Frobeniusnorm die Bestapproximation
ist. Wir könnten den Algorithmus aus Satz 4.4 ebenfalls für die Berechnung ei-
ner Bestapproximation von M ∈ R(k, I × J) mit einer anderen Rang-k-Matrix
R ∈ R(l, I × J) mit l < k verwenden. Leider würden wir dort eine Singulär-
wertzerlegung einer Matrix aus RI×J berechnen, deren Aufwand wir, unter der
Annahme #I ≥ #J , nach [16] mit 21(#I)3 abschätzen können. Bei dieser Me-
thode wird aber die Produktstruktur einer Rang-k-Matrix nicht beachtet. Ein
Algorithmus mit geringeren Kosten zieht Nutzen aus dieser Produktstruktur
und verwendet dabei die QR-Zerlegung.
Lemma 4.8 (QR-Zerlegung) Seien I, J angeordnete Indexmengen und M ∈
RI×J . Dann existiert eine orthogonale Matrix Q ∈ RI×I und eine obere Dreiecks-
matrix R ∈ RI×J , Rij = 0 für alle i > j, mit
M = QR. (4.5)
Beweis: [29, Theorem 2.6.1]

Bemerkung 4.9 (Komprimierte QR-Zerlegung) a
Sei M ∈ RI×J mit #I > #J . Q ∈ RI×I und R ∈ RI×J seien die Faktoren






R|J×J ∈ RJ×J wieder eine obere Dreiecksmatrix ist. Mit Q′ = Q|I×J und R′ :=






Die Kosten für die komprimierte QR-Zerlegung sind in [16, Kapitel 5.2.9] mit
4#I#J2 angegeben.
Die folgende Konstruktion berechnet eine komprimierte Singulärwertzerlegung
für eine Rang-k-Matrix.
Algorithmus 4.10 (Komprimierte Singulärwertzerlegung) a
Sei M = (A,B) ∈ R(k, I × J).
1. Berechne die komprimierte QR-Zerlegung A = QARA mit QA ∈ RI×{1,...,k}
und RA ∈ R{1,...,k}×{1,...,k}.
2. Berechne die komprimierte QR-Zerlegung B = QBRB mit QB ∈ RJ×{1,...,k}
und RB ∈ R{1,...,k}×{1,...,k}.
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T mit RA, RB, Uˆ ,Σ, Vˆ ∈ R{1,...,k}×{1,...,k}.
4. Mit U := QAU ∈ RI×{1,...,k} und V := QBV ∈ RJ×{1,...,k} erhalten wir die
komprimierte Singulärwertzerlegung M = ABT = UΣV T .
Die Berechnung der komprimierten Singulärwertzerlegung hat einen Aufwand
von




Beweis: [28, Algorithmus 2.5.3]

Satz 4.11 (Bestapproximation einer Rang-k-Matrix) Sei M = (A,B) ∈
R(l, A,B) und M = UΣV T die gekürzte Singulärwertzerlegung nach Satz 4.10.
Sei 0 < k < l ≤ min{#I,#J} und Σk wie in Satz 4.4 gewählt. Die Bestappro-
ximation ergibt sich dann wie im Satz 4.4 durch die Rang-k-Matrix R˜ = (A,B)
mit
A := U |I×{1,...,k}Σ|I×{1,...,k} und B := V |J×{1,...,k}. (4.8)
Wir nennen diese Bestapproximation auch Kürzung (engl. „truncation“) von
Rang l auf k und geben sie im weiteren Verlauf mittels der Abbildung:
T Rk←l : R(l, I × J)→ R(k, I × J) (4.9)
an. Der Aufwand dieser Operation kann mit
NRT (M) ≤ 6l2(#I +#J) + 22l3 (4.10)
abgeschätzt werden.
Beweis: [28, Kapitel 2.5]

Später ist es nicht immer sinnvoll auf einen vorgegebenen Rang zu kürzen, son-
dern auf einen vorgegebenen Fehler ε > 0. Diesen Kürzungsoperator geben wir
mit
T Rε (4.11)
an. Dieser Operator erfüllt die Bestapproximation
‖TRε (M)‖2 ≤ ε (4.12)
im Sinne von Satz 4.4. Wie in Satz 4.6 beschrieben, vergrößert sich der Rang,
wenn wir die Matrizen M1 ∈ R(k1, I ×J) und M2 ∈ R(k2, I ×J) addieren, weil
M1 +M2 ∈ R(k1 + k2, I × J) ist. Im Folgenden ist es sinnvoll, das Resultat der
Addition zu kürzen. Wir bezeichnen diese gekürzte Addition mit:
M1 ⊕k M2 := T Rk←k1+k2(M1 +M2). (4.13)
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Korollar 4.12 Für M1 ∈ R(k1, I × J),M2 ∈ R(k2, I × J) verursacht die ge-
kürzte Addition M1 ⊕k M2 Kosten von:
NR⊕k(M1,M2) ≤ 24((k1 + k2))2(#I +#J) + 22(k1 + k2)3. (4.14)
Beweis: [28, Korollar 2.6.1].

Soll das Ergebnis der Addition auf einen bestimmten Fehler gekürzt werden,
dann ist diese Addition durch
M1 ⊕ε M2 := T Rε (M1 +M2) (4.15)
angegeben. Wir nennen diese Addition adaptive Rang-k-Matrix-Addition.
Wir wollen nun zu den einzelnen Strukturen kommen, die wir für die Definition
einer H-Matrix benötigen.
4.2 Zulässigkeitsbedingung
Am einfachsten wäre es, wenn wir eine komplette Matrix M ∈ RI×J mittels ei-
ner Rang-k-Matrix approximieren könnten, sodass eine beliebige Fehlerschranke
eingehalten wird. Dies ist in der Regel nicht möglich, weshalb wir nur einzelne
Blöcke M |s×t, s ⊂ I, t ⊂ J , mittels Rang-k-Matrizen approximieren werden.
Welche Blöcke approximiert werden, entscheiden wir anhand einer Zulässigkeits-
bedingung.
Definition 4.13 (Zulässigkeitsbedingung) Die Zulässigkeitsbedingung ist ei-
ne boolesche Funktion
Adm : P(I × J)→ {true, false}. (4.16)
Die Zulässigkeitsbedingung erfüllt dabei die Konsistenzbedingung
Adm(s× t) = true⇒ Adm(s′ × t′) = true
∀s× t, s′ × t′ ∈ P(I × J) mit s′ ⊆ s, t′ ⊆ t. (4.17)
Wir nennen einen Block s× t ⊆ I ×J , für den Adm(s× t) = true gilt, zulässig.
Ansonsten nennen wir ihn unzulässig.
Im Folgenden erklären wir die Definition der Standardzulässigkeit. Ursprünglich
wurde diese Standardzulässigkeit für die Rand-Elemente-Methoden entwickelt
(siehe [17]). Sie lässt sich aber auch für Finite-Elemente-Methoden verwenden.
Bei der Konstruktion des endlich dimensionalen Raumes VI mit der zugehörigen
Indexmenge I haben wir jedem Index eine Basisfunktion bi zugeordnet. Seien
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sei die Vereinigung der Träger von s. Den Durchmesser einer Menge X ∈ Rd
geben wir mit diam(X) an, und die Distanz von X,Y ⊂ Rd mit dist(X,Y ).
Eine mögliche Zulässigkeitsbedingung wäre nun:
A˜dm((s× t)), s ⊆ I, t ⊂ J , ist wahr genau dann, wenn
min{diam(S(s)),diam(S(t))} ≤ η dist(S(s), S(t)) (4.18)
erfüllt ist.
Für allgemeine finite Elemente kann die Bestimmung der Durchmesser und der
Distanzen schwierig zu berechnen sein. Daher verwenden wir statt S(s) einen
achsenparallelen Quader Qs, welcher S(s) ⊆ Qs erfüllt. Wir können jeden ach-




[ai, bi] ⊂ Rd (4.19)
angeben. Seien nun Qs =
∏d
i=1[ai, bi] und Qt :=
∏d
i=1[ci, di] die Quader für




(bi − ai)2. (4.20)




dist([ai, bi], [ci, di]). (4.21)
Im weiteren Verlauf der Arbeit, werden wir es oft mit Minimalquadern zu tun
haben.
Definition 4.14 (Minimalquader) Sei s ⊂ I. S(s) sei die Vereinigung der
Träger und Q sei die Menge der achsenparallelen Quader, die S(s) ⊆ Q für alle









Bemerkung 4.15 Die Konstruktion eines Minimalquaders für s ⊆ I lässt sich
mit einer Komplexität von O(#s) berechnen. Genauere Informationen dazu fin-
den wir in [28, Lemma 5.2.2].
Mittels der Minimalquader definieren wir nun die Standardzulässigkeit.
Definition 4.16 (η-Standardzulässigkeitsbedingung) Seien I, J zwei In-
dexmengen und s ⊆ I, t ⊆ J , η > 0 gegeben. Die η-Standardzulässigkeitsbedingung
Admη(s× t) ist wahr genau dann, wenn
min{diam(Qs), diam(Qt)} ≤ ηdist(Qs, Qt) (4.23)
erfüllt ist.
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{0,1,2,3,4,5,6,7}
{0,1,2,3} {4,5,6,7}
{0,1} {2,3} {4,5} {6,7}
{0} {1} {2} {3} {4} {5} {6} {7}
Abbildung 4.3: Ein Clusterbaum für die Indexmenge I := {0, 1, 2, 3, 4, 5, 6, 7}.
Statt der Knoten werden die zugeordnete Teilmengen von I angegeben.
In der Literatur wird in der Regel η = 2 gewählt. Nun wollen wir die Blöcke
erstellen, die wir auf Zulässigkeit testen werden. Der erste Schritt ist die Kon-
struktion von Clusterbäumen.
4.3 Clusterbaum
Die Clusterbäume benötigen wir, um die Indexmenge I in Partitionen zu unter-
teilen. Sie sind der erste Schritt, um eine Matrix in Blöcke zu unterteilen. In
diesem Kapitel werden Grundkenntnisse über Bäume vorausgesetzt. Details über
Bäume findet man in Anhang A.
Definition 4.17 (Clusterbaum) Das Tupel T := (V,E,m, I) ist ein Clus-
terbaum für die Indexmenge I mit der Abbildung m : V → P(I) \ {∅}, wenn
folgende Eigenschaften erfüllt sind:
1. (V,E) ist ein Baum,
2. m(root(T )) = I und




Notationen 4.18 Sei T = (V,E,m, I) ein Clusterbaum zu der Indexmenge I.
Wir wollen in Zukunft die folgenden Notationen verwenden.
1. Statt T = (V,E,m, I) werden wir in Zukunft T (I) für einen Clusterbaum
für die Indexmenge I schreiben.
2. Für Knoten v ∈ V werden wir v ∈ T (I) verwenden.
3. Zur Angabe der Indexmenge verwenden wir vˆ := m(v).
Mit der folgenden Konstruktion können wir einen Clusterbaum mit einem linea-
ren Aufwand abspeichern.
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Konstruktion 4.19 Gegeben ist ein Clusterbaum T (I) mit #I = n . Mittels
der folgenden Strukturen können wir eine Verwaltung der Cluster konstruieren.
1. I ist eine nicht angeordnete endliche Indexmenge und, falls sie angeordnet
ist, wird diese Anordnung im Folgenden ignoriert.
2. Für alle v ∈ T (I) ordnen wir die Menge sons(v) in einer beliebigen Art
an:
sons(v) = {t1, . . . , t#sons(v)}.
3. Mittels der Anordnung aus 2. ergibt sich eine Anordnung der Blätter von
T (I):
L(T (I)) = {v1, . . . , v#L(T (I))}.
Die Durchnummerierung wird mittels Tiefensuche erzeugt. Dabei werden
die Blätter in der Reihenfolge des Auftretens bei der Tiefensuche numme-
riert. Näheres zur Tiefensuche findet man in [23].
4. Wir ordnen die Mengen vˆ, v ∈ L(T (I)), beliebig aber fest an, d.h. wir
erhalten die angeordneten Mengen
vˆ = {iv1, . . . , iv#vˆ}. (4.24)








+ j für alle i ∈ I mit i = ivkj ∈ v̂k (4.25)
definiert ist. Durch diese Abbildung erhalten wir eine Anordnung für I
durch
{P−1(1), P−1(2), P−1(3), . . . , P−1(n)}. (4.26)
Dabei ist P−1 : {1, . . . n} → I die Umkehrabbildung von P .
6. Mittels der Abbildung P definieren wir die Abbildungen α : L(T (I)) →
{1, . . . n} und β : L(T (I))→ {1, . . . , n} durch
α(v) := min
i∈vˆ




P (i) für alle v ∈ L(T (I)). (4.28)
Die Werte α(·) und β(·) geben an, in welchem Bereich die Indizes der einzelnen
Blattcluster in der angeordneten Menge von (4.26) liegen. Nun reicht es aus,
dass wir die Menge I mit der Anordnung aus (4.26) speichern. Dadurch müssen
wir für die Blätter v ∈ L(T (I)) nur die Werte α(v) und β(v) speichern.
Für die Erweiterung von α und β auf v ∈ T (I) \ L(T (I)) benötigen wir den
vollständigen Teilbaum für den Knoten v. Sei v ∈ T (I), dann ist Tv(I) der
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vollständige Teilbaum von T (I) mit root(Tv(I)) = v und L(Tv(I)) ⊆ L(T (I)).
Die Erweiterung von α und β ist für v ∈ T (I) \ L(T (I)) durch
α(v) := min{α(t) | t ∈ L(Tv(I))} und β(v) := max{β(t) | t ∈ L(Tv(I))}
gegeben.
Insgesamt müssen wir für jeden Cluster v ∈ T (I) die beiden Werte α(v) und β(v)
speichern. Somit haben wir für jeden Cluster einen konstanten Speicheraufwand.
Um die Größe der Blöcke der Hierarchischen Matrix nach unten zu beschränken,
ist es sinnvoll eine Mindestgröße vorzugeben. Wird diese unterschritten, wird der
Cluster nicht mehr unterteilt. Wir nennen diese Größe in Zukunft nmin und wir
nehmen sie immer als vorausgesetzt an. Für einen Clusterbaum T (I) gilt im
Folgenden immer, sofern nichts anderes angegeben wird,
#sˆ < nmin ∀s ∈ L(T (I)) (4.29)
und
#sˆ ≥ nmin ∀s ∈ T (I) \ L(T (I)). (4.30)
Solange für die Anzahl der Cluster
#T (I) = O(#I)
gilt, ist der Speicheraufwand für einen Clusterbaum durch
ST (T (I)) = O(#I). (4.31)
gegeben. Dies ist zum Beispiel für die Clusterbäume gewährleistet, die Binär-
bäume sind (siehe [28, Kapitel 5.3.4]).
4.3.1 Konstruktion der Clusterbäume
Es gibt für die Konstruktion der Clusterbäume verschiedene Strategien. Die
Standardstrategien sind die sogenannte Kardinalitätsbalancierte Konstruktion
und die Konstruktion mittels Minimalquader.
Die Kardinalitätsbalancierte Konstruktion unterteilt einen Cluster in zwei neue
Cluster, sodass die Kardinalität der beiden Cluster möglichst gleich ist.
Bei der Konstruktion mittels Minimalquader wird jedem Cluster ein Minimal-
quader
∏d
i=1[ai, bi] zugewiesen. In der folgenden Bemerkung beschreiben wir die
Teilung eines Clusters anhand eines Quaders. Diese Teilung wird bei der Kon-
struktion mittes Minimalquader benutzt und wir werden sie ebenfalls bei später
folgenden Konstruktionen benötigen.
Bemerkung 4.20 a
Sei v ein Cluster eines Clusterbaumes T (I) und Qv :=
∏d
i=1[ai, bi] der zu-
gehörige Quader. xi ∈ Rd seien die zugeordneten Knotenpunkte für i ∈ vˆ.
jmax := maxj∈{1,...,d} bj − aj ist die Richtung mit der maximalen Kantenlän-










[aj , bj ].
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Der Cluster v wird in die Cluster v1 und v2 unterteilt, sodass
vˆ1 = {i ∈ vˆ | xi ∈ Qv1}
und
vˆ2 = vˆ \ vˆ1










[aj , bj ].
definiert. Nähere Informationen zu der Teilung von Clustern mittels Quader
findet man in [28, Kapitel 5.4].
Wir gehen in dieser Arbeit davon aus, dass die Teilung mittels eines Quaders,
der ein Minimalquader ist, einen Cluster immer so unterteilt, sodass vˆ1 6= ∅ und
vˆ2 6= ∅ gilt. Aufgrund der hier verwendeten regelmäßigen Gitter gehen wir auch
davon aus, dass beide Cluster ungefähr gleich viele Indizes enthalten. Zudem hat
die Unterteilung nach [28, Kapitel 5.4] einen Aufwand von O(vˆ).
Die komplette Konstruktion eines Clusterbaumes mittels Minimalquadern hat






#tˆ · (level(t) + 1) ≤ #I · (depth(T (I)) + 1). (4.32)






Wir werden später noch zwei verschiedene Konstruktionsalgorithmen für den
Clusterbaum genauer erklären. Diese Konstruktionsalgorithmen sind speziell für
die LU -Zerlegung beziehungsweise für den HDD-Algorithmus entworfen.
4.4 Blockclusterbaum
Mittels der Clusterbäume können wir nun die Blockstruktur für die Hierar-
chischen Matrizen erstellen. Diese beruht wiederum auf einem Baum, den wir
Blockclusterbaum nennen. Außerdem behandeln wir in der Arbeit nur stufen-
treue Blockclusterbäume. Nicht-stufentreue Blockclusterbäume werden in der
Praxis selten verwendet. Mehr zu nicht-stufentreuen Blockclusterbäumen fin-
den wir in [13, 27].
Definition 4.21 (Stufentreuer Blockclusterbaum) Seien T (I) und T (J)
zwei Clusterbäume. Der Baum
T := (V,E, T (I), T (J))
heißt Blockclusterbaum für die Produktindexmenge I × J , falls T folgende Ei-
genschaften erfüllt:
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1. Sei VI die Knotenmenge von T (I) und VJ die Knotenmenge von T (J),
dann ist V ⊂ VI × VJ erfüllt.
2. Es gilt root(T ) = [root(T (I)), root(T (J))].
3. Für alle (v, w) ∈ V gilt entweder
sons((v, w)) := sons(v)× sons(w) oder (4.33)
sons((v, w)) = ∅, falls (sons(v) = ∅ oder sons(w) = ∅). (4.34)
Notationen 4.22 Wir führen nun ein paar vereinfachte Schreibweisen für Block-
clusterbäume T = (V,E, T (I), T (J)) ein.
1. Wir werden den Blockclusterbaum T im Folgenden mit T (I × J) ange-
ben. Die zugehörigen Clusterbäume T (I) und T (J) sind dabei als bekannt
vorausgesetzt.
2. Der Blockclusterbaum T (I× I) beruht nur auf dem Clusterbaum T (I), der
zweimal verwendet wird.
3. Für b ∈ V schreiben wir auch b ∈ T (I × J).
4. Falls b = (v, w) ∈ T (I×J), dann ist vˆ× wˆ ⊂ I×J . Wir werden für vˆ× wˆ
auch die Schreibweisen
bˆ := (̂v, w) := vˆ × wˆ (4.35)
verwenden.
Da T (I × J) stufentreu ist, gilt
depth(T (I × J)) ≤ min{depth(T (I)), depthT ((J))}. (4.36)
Im Folgenden betrachten wir Blockclusterbäume nur in Verbindung mit einer
Zulässigkeitsbedingung, um minimale Blockclusterbäume zu erhalten.
Bemerkung 4.23 Wir betrachten bei der Konstruktion des Blockclusterbaumes
nur Knoten von Clusterbäumen. Seien T (I) := (VI , EI ,mI , I) und T (J) :=
(VJ , EJ ,mJ , J) zwei Clusterbäume, dann verwenden wir in Zukunft auch die
Funktion
Adm : VI × VJ → {true, false} (4.37)
als Zulässigkeitsbedingung. Die Zulässigkeitsbedingung im Sinne von Definition
4.13 erhalten wir durch
A˜dm(mI(s)×mJ(t)) := Adm((s, t)), s ∈ T (I), t ∈ T (J).
Definition 4.24 (Minimaler Blockclusterbaum) e
Sei T := (V,E, T (I), T (J)), #V > 1, ein Blockclusterbaum. T ist ein minima-
ler Blockclusterbaum bezüglich der Zulässigkeitsbedingung Adm(·) genau dann,
wenn für alle v ∈ L(T )
Adm(father(v)) = false (4.38)
gilt.
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Algorithmus 5 blockclustertree((s, t), V , E, T (I), T (J), Adm(·))
Benötigt: Die Rekursion startet mit v = (root(T (I)), root(T (J)), V = {v},
E = ∅, T (I), T (J) und Adm(·).
Beschreibung: Der Algorithmus erstellt einen minimalen Blockclusterbaum,
der durch die Knotenmenge V und die Kantenmenge E definiert ist.
if Adm((s, t)) = false then
if #sons(s) 6= ∅ and #sons(t) 6= ∅ then
for all s
′ ∈ sons(s) do
for all t












′ ∈ sons((s, t)) do
blockclustertree(v
′




Wir können einen minimalen Blockclusterbaum durch den Algorithmus 5 erstel-
len.
Alle folgenden Blockclusterbäume, die wir benutzen, sind minimale Blockclus-
terbäume bezüglich einer Zulässigkeitsbedingung, die wir in der Regel nicht
angeben.
Bemerkung 4.25 Sei T (I × J) ein Blockclusterbaum, dann ist
P := {bˆ ∈ P(I)× P(J) | b ∈ L(T (I × J))}
eine Partition von I × J .







Abbildung 4.4: Die Clusterbäume T (I) (links) und T (J) (rechts).
Dann hat der durch Algorithmus 5 definierte Blockclusterbaum unter der An-
nahme, dass kein Block zulässig ist, die folgende Struktur:
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(a,1)
(b,2) (b,3) (c,2) (c,3)
(d,4) (d,5) (e,4) (e,5)
Definition 4.27 (Nah- und Fernfeld) a
Sei T = (V,E, T (I), T (J)) ein minimaler Blockclusterbaum zur Zulässigkeitsbe-
dingung Adm(·).
1. Das Nahfeld L−(T ) ist definiert durch:
L−(T ) := {(s, t) ∈ L(T ) | #sˆ < nmin oder #tˆ < nmin}.
2. Das Fernfeld L+(T ) enthält die restlichen Blöcke, d.h. es gilt
L+(T ) := L(T ) \ L−(T ).
Bemerkung 4.28 Sei T (I × J) ein Blockclusterbaum. Nach der obigen Defi-
nition ist es möglich, dass es ein b ∈ L−(T (I × J)) gibt mit Adm(bˆ) = true.
Wir approximieren diesen Block nicht mit einer Rang-k-Matrix, weil er schon zu
klein ist, sodass die Speicherung dieses Blockes als Rang-k-Matrix teurer wäre
als die Speicherung im vollbesetzten Matrixformat (siehe auch Bemerkung 4.3).
Für die Abschätzung der Anzahl der Knoten eines Blockclusterbaumes benö-
tigen wir die Größe Csp. Der Index sp steht dabei für den englischen Begriff
„sparsity“.
Definition 4.29 (Schwachbesetzheitskonstante) Sei T := T (I × J) ein
Blockclusterbaum. Wir definieren die Schwachbesetztheitskonstante Csp(T ) mit-
tels der Hilfsvariablen
Csp,r(T ) := max
s∈T (I)
#{t ∈ T (J) | (s, t) ∈ L(T )} (4.39)
und
Csp,l(T ) := max
t∈T (J)
#{s ∈ T (I) | (s, t) ∈ L(T )}. (4.40)
Die Schwachbesetztheitskonstante Csp(T ) ist dann definiert durch
Csp(T ) := max{Csp,r(T ), Csp,l(T )}. (4.41)
Wenn es eindeutig ist, welcher Blockclusterbaum gemeint ist, dann schreiben wir
statt Csp(T ) einfach Csp.
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Satz 4.30 Sei T := T (I × J), depth(T ) > 1, ein Blockclusterbaum basierend
auf den Clusterbäumen T (I) und T (J). Für alle v ∈ T \L(T ) gelte sons(v) ≥ 1.
Dann gilt:


















SatzA.8≤ Csp + Csp · depth(T ) ·#I

4.5 Hierarchische Matrizen
Wir können nun die Hierarchischen Matrizen definieren.
Definition 4.31 (Hierarchische Matrix) Seien I und J zwei Indexmengen,
T := T (I × J) ein minimaler Blockclusterbaum zu einer Zulässigkeitsbedingung
Adm(·). Zusätzlich sei eine lokale Rangverteilung
k : L(T )→ N0
gegeben. Dann besteht die Menge H(k, T (I × J)) ⊂ RI×J der Hierarchischen
Matrizen (zur Rangverteilung k) aus allen M ∈ RI×J mit
rang(M |
bˆ
) ≤ k(b) ∀b ∈ L+(T ).
Zusätzlich soll gelten, dass alle Blöcke b ∈ L+(T ) als Rang-k(b)-Matrizen abge-




Die Matrixblöcke M |
bˆ
, b ∈ L−(T ), werden als volle Matrizen gespeichert.
Bemerkung 4.32 Falls die Rangverteilung k : L(T )→ N0 konstant ist, schrei-
ben wir statt k(b) einfach k für b ∈ L(T ).
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4.5.1 Speicherbedarf
Lemma 4.33 Seien T := T (I × J) ein Blockclusterbaum und M ∈ H(k, T )
eine H-Matrix. nmin > 0 sei gegeben und kmax := maxb∈L+(T (I×J)) k(bˆ). Der
Speicheraufwand für M lässt sich abschätzen durch
SH(M)
≤ Csp ·max{nmin, kmax} · [(depth(T (I)) + 1)#I + (depth(T (J)) + 1)#J ].
(4.43)
Die Abschätzung kann mittels der folgenden Größen verfeinert werden:
LI := {l ∈ N0 | es gibt b ∈ L(T ) mit b = (s, t), s ∈ T lr(I) mit r := root(T (I))},
LJ := {l ∈ N0 | es gibt b ∈ L(T ) mit b = (s, t), t ∈ T lr(J) mit r := root(T (J))}.
Es gilt:
SH(M) ≤ Csp ·max{nmin, kmax} · (LI#I + LJ#J). (4.44)
Beweis: Den Beweis findet man in [28, Lemma 6.3.3]. Allerdings wird der
Beweis dort mit einer konstanten Rangverteilung geführt. Ersetzen wir unse-
re Rangverteilung k durch die konstante Rangverteilung k˜(b) = kmax für alle
b ∈ P , so haben wir die Voraussetzungen von [28, Lemma 6.3.3] erfüllt.

Bemerkung 4.34 Die Komplexität der Operationen für H-Matrizen hängt von
Csp ab. Für Randwertprobleme die mittels BEM und H-Matrizen behandelt wer-
den, kann Csp bei Verwendung der Standardzulässigkeit die Werte 3 (eindimen-
sional), 27 (zweidimensional) und 180 (dreidimensional) annehmen (aus [38,
Remark 5.7.1]).
4.6 Matrix Operationen mit H-Matrizen
Nun wollen wir die Operationen definieren, die wir für eine effiziente Umsetzung
unseres HDD-Algorithmus benötigen.
4.6.1 Matrix-Vektor-Multiplikation
Sei H ∈ H(k, T (I×J)) gegeben. Wir berechnen mit folgendem Algorithmus die
additive Matrix-Vektor-Multiplikation
y := y +Mx, y ∈ RI , x ∈ RJ . (4.45)
Die Operation y :=Mx erhalten wir durch y = 0.
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Algorithmus 6 MVM(y,M,x, b)
Benötigt: Es werden Vektoren y,x, die H-Matrix M und b = root(T (I × J))
übergeben.
Beschreibung: Der Algorithmus berechnet y := y +Mx.
if b = s× t ∈ L(T (I × J)) then
y|sˆ = y|sˆ +M |bˆx|tˆ;
else
for all b




Algorithmus 7 truncation(M,M1, b)
Benötigt: Die H-Matrizen M ,M1 und für b die Wurzel root(T (I × J)).
Beschreibung: M := T H
k←k˜
(M1)
if b ∈ L(T (I × J) then



















Seien M ∈ H(k, T (I×J)) und k˜ eine alternative Rangverteilung, sodass k(b) ≥
k˜(b) für alle b ∈ L+(T (I × J)) gilt. Die Kürzung ist die Abbildung
T H
k˜←k
: H(k, T (I × J))→ H(k˜, T (I × J)). (4.46)
Der Algorithmus 7 berechnet die Kürzung einer H-Matrix.
Wir können statt der Kürzung auf einen fixen Rang die adaptive Rang-k-Matrix-
Kürzung verwenden. Diese nennen wir adaptiveH-Matrix-Kürzung und bezeich-
nen sie mit T Hε . Im Folgenden werden wir verschiedene Operationen für H-
Matrizen einführen. Wenn wir von einer adaptiven Arithmetik sprechen, dann
wird die adaptive H-Matrix-Kürzung verwendet. Im anderen Fall wird die Kür-
zung auf einen bestimmten Rang durchgeführt.
4.6.3 Matrix-Addition
Die Addition zweier H-Matrizen wird in der Regel nicht exakt durchgeführt.
Die Ränge der Rang-k-Matrizen erhöhen sich bei der Addition (siehe Satz 4.6),
daher kürzen wir diese Blöcke nach der Addition.
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Definition 4.35 (formatierte Addition) Seien ein minimal zulässiger Block-
clusterbaum T (I × J) und die Matrizen
M1 ∈ H(k1, T (I × J)) und M2 ∈ H(k2, T (I × J))
gegeben. Sei k eine weitere Rangverteilung für L(T (I × J)). Dann ist die for-
matierte Matrix-Addition ⊕k definiert mittels
⊕k : H(k1, T (I × J))×H(k2, T (I × J))→ H(k, T (I × J))
mit M1 ⊕k M2 := T Hk←k1+k2(M1 +M2).
(4.47)
Die Umsetzung dieser Operation folgt im nächsten Algorithmus. Dem Algorith-
mus werden die Matrizen
M ∈ H(k1, T (I × J)), M1H(k2, T (I × J)), M2 ∈ H(k, T (I × J)) (4.48)
übergeben. Dabei wird für b ∈ L+(T (I × J)) die gekürzte Addition
M |
bˆ
:=M1|bˆ ⊕k(bˆ) M2|bˆ. (4.49)
verwendet. Die adaptive Version der Addition geben wir mit
Algorithmus 8 addition(M,M1,M2, b)
Benötigt: Die H-Matrizen M , M1 und M2, sowie der Startblock b =
root(T (I × J)) werden als Startdaten übergeben.
Beschreibung: Der Algorithmus berechnet M :=M1 ⊕k M2.
if b ∈ L(T (I × J) then
















M :=M1 ⊕ε M2. (4.50)
an.
4.6.4 Matrix-Matrix-Multiplikation
Die Matrix-Matrix-Multiplikation ist eine komplizierte Operation. Unter ande-
rem liegt es daran, dass die Struktur des Produkts zweier H-Matrizen nicht
eindeutig festgelegt ist. Näheres zu diesem Problem finden wir in [28, Kapitel
7.4].
Man kann die Matrixmultiplikation exakt oder gekürzt durchführen. Wir werden
in dieser Arbeit die gekürzte Matrixmultiplikation verwenden.
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Definition 4.36 (formatierte Multiplikation) Seien
M ∈ H(k, T (I × J)),M1 ∈ H(k1, T (I ×K)) und M2 ∈ H(k2, T (K × J)).
Dabei beruhen die Blockclusterbäume auf den Clusterbäumen T (I), T (J) und
T (K). Die gekürzte Matrixmultiplikation ist definiert durch:
M =M1 ⊙x M2 := Tx(A ·B). (4.51)
Dabei kann für Tx(·) der Kürzungsoperator Tk(·) für eine fixe Rangarithmetik
verwendet werden oder Tε(·) für eine adaptive Arithmetik.
Bemerkung 4.37 Die Forderung, dass die Matrizen
M ∈ H(k, T (I × J)), M1 ∈ H(k1, T (I ×K)), M2 ∈ H(k2, T (K × J))
beziehungsweise die Blockclusterbäume T (I × J), T (I ×K), T (K × J) von den
Clusterbäumen T (I), T (J) und T (K) abhängen, ist notwendig und muss bei der





















mit dem Schur-Komplement S := M22 −M21M−111 M12 berechnen. Die Formel
zeigt, dass wir die Inverse einer in Blöcke zerlegten Matrix rekursiv berechnen
können. Dabei ist es nicht notwendig, dass die Matrix in vier Blöcke unterteilt
ist. Den Algorithmus zur Berechnung der Inversen für allgemeinere Blockzerle-
gungen finden wir in [28, Kapitel 7.5.1].
H-Inverse für FEM
In dem Artikel [6] wird die Existenz einer H-Matrix-Approximation für die
Inverse der Steifigkeitsmatrix für elliptische Probleme mit L∞-Koeffizienten be-
wiesen. Wir wiederholen hier das Endresultat. In dem Artikel wurde die Stan-
dardzulässigkeitsbedingung verwendet.
Theorem 4.38 Sei εh > 0 der Finite-Elemente-Fehler. L = O(log#I) sei die














definieren. Des Weiteren existiert eine H-Matrix CH ∈ H(kC , T (I × I)), sodass
mit θ ∈ (0, 1)
‖A−1 − CH‖2 ≤ CI(1 + θ)εh
gilt.
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4.6.6 LU-Zerlegung
Für die Definition der LU -Zerlegung einer H-Matrix benötigen wir eine Anord-
nung der Indizes der Matrix. Wir verwenden die Anordnung aus Konstruktion
4.19, mit der wir den Clusterbaum mit linearen Kosten speichern konnten. Sei
I := {i1, . . . , i#I} (4.54)
die Anordnung. Wie in Konstruktion 4.19 gibt es für jeden Cluster s ∈ T (I) den
Startwert α(s) ∈ {1, . . . ,#I} und den Endwert β(s) ∈ {1, . . . ,#I}, sodass
sˆ = {iα(s), iα(s)+1, . . . , iβ(s)} (4.55)
gilt. Die Faktoren L,U der LU -Zerlegung von einerH-MatrixM ∈ H(k, T (I × I))
erfüllen:
LU =M,
L,U ∈ H(k, T (I × I)),
Limin = 0 : m < n
Limin = 1 : m = n
Uimin = 0 : m > n
 für n,m ∈ {1, . . . ,#I}.
Für s, t ∈ T (I), sˆ∩ tˆ = ∅ schreiben wir s < t, falls β(s) < α(t) gilt. Dann erfüllt
die LU -Zerlegung für b = (s, t) ∈ L(T (I × I)), s 6= t:
L|b = 0 falls s < t,
U |b = 0 falls s > t.
Wir wollen die Berechnung der LU -Zerlegung an einer 2× 2 Blockmatrix erläu-




















Die Berechnung erfolgt durch die Schritte:
1. Berechne L11 und U11 als Faktoren der LU -Zerlegung von M11.
2. Berechne U12 durch das Lösen der Gleichung L11U12 =M12.
3. Berechne L12 durch das Lösen der Gleichung L21U11 =M21.
4. Berechne L22 und U22 als LU -Zerlegung von A22 − L21U12.
Wir nehmen an, dass Diagonalblöcke der H-Matrix als vollbesetzte Matrix ge-
speichert sind. Für diese Blöcke kann man die LU -Zerlegung mittels der Stan-
dardverfahren ([45, 16]) berechnen. Die Multiplikationen und Additionen werden
bei der LU -Zerlegung einerH-Matrix mit der approximativenH-Matrixarithmetik
durchgeführt.
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Bemerkung 4.39 Für symmetrische, positiv definite Matrizen können wir statt
der LU -Zerlegung die Cholesky-Zerlegung in der Form LLT oder LDLT berech-
nen.
Bemerkung 4.40 Mit LU -Zerlegung einer Matrix A = LU erhalten wir die
Lösung x des Gleichungssystems
Ax = b, (4.57)
indem wir die beiden folgenden Gleichungssysteme lösen:
1. Ly = b (Lösen durch Vorwärtseinsetzen),
2. Ux = y (Lösen durch Rückwärtseinsetzen).
Dies lässt sich für die H-Matrizen umsetzen. Die Algorithmen findet man in
[28, Kapitel 7.6.2].
Bemerkung 4.41 Die matrixwertige Lösung von
AX = B, A ∈ H(k, T (I × I)), X ∈ H(k1, T (I × J)), B ∈ H(k2, T (I × J)),
(4.58)
lässt sich durch die LU -Zerlegung von A = LU und der Verwendung der H-
Matrix-Technik berechnen. Die Lösung X erhalten wir durch Lösen der Glei-
chungssysteme LY = B und UX = Y (Y ∈ H(k3, T (I × J))). Die Algorithmen
findet man in [28, Kapitel 7.6.3].
4.6.7 LU-Zerlegung und FEM
Die LU -Zerlegung von A können wir als direkten Löser für ein Gleichungssystem
Ax = b verwenden. Ist A schwachbesetzt, so ist die LU -Zerlegung normalerweise
nicht mehr schwachbesetzt. Dieses Auffüllen können wir zum Beispiel mit der
Minimierung der Bandbreite der schwachbesetzten Matrix reduzieren, weil der
Auffülleffekt nur innerhalb der Bandbreite auftritt. Wir wollen nun eine Clus-
terstrategie einführen, wodurch wir bei der LU -Zerlegung von schwachbesetzten
Matrizen, die im H-Matrix-Format vorliegen, einen geringen Auffülleffekt erhal-
ten. Dieses Unterkapitel beruht auf dem Artikel [22].
In diesem Abschnitt betrachten wir immer die Steifigkeitsmatrix A := AI(Ω),I(Ω)Ω .
Die Steifigkeitsmatrix und ihre Separierbarkeit
Die Matrix A ist schwachbesetzt, denn die Integrale hängen von den Trägern der
Basisfunktionen ab. Die Anzahl der Nicht-Null-Einträge der Steifigkeitsmatrix
können wir mit der Konstanten Cschw abschätzen:




Es gibt also pro Zeile maximal Cschw Nicht-Null-Einträge in der Matrix A.
Für unser zweidimensionales Gitter gilt zum Beispiel Cschw = 4 und für das
dreidimensionale Gitter Cschw = 8.
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Lemma 4.42 Sei H(k, T (I(Ω) × I(Ω))) ein beliebiges H-Matrix-Format. Für
T (I(Ω)×I(Ω)) wurde die Standardzulässigkeitsbedingung (siehe Definition 4.16)
mit η > 0 verwendet. Dann ist jede Steifigkeitsmatrix A (exakt) in
H(k, T (I(Ω)× I(Ω)))
enthalten.
Beweis: Den Beweis finden wir in [27, Lemma 9.2.2].

Unterteilen wir Ω in die disjunkten Teilmengen ω1, ω2 und γ, sodass
ω1
·∪ ω2
·∪ γ = Ω und γ ⊂ ∂ω1 ∩ ∂ω2























Würden wir nun die LU -Zerlegung für die oben gewählte Indexanordnung be-
rechnen, würden die Nullblöcke auch nach der Zerlegung weiterhin Nullblöcke
sein. Wenn wir für die Matrizen AI(ω1),I(ω1)ω1 und A
I(ω2),I(ω2)
ω2 diese Indexparti-
tionierung weiter rekursiv durchführen, so erhalten wir die gleichen Strukturen
auch für die dadurch erzeugten Teilprobleme. Wir wollen nun einen Clusterbaum
erstellen, mit dem wir eine H-Matrix ähnlich zu (4.61) erzeugen können.
Erstellung des Clusterbaumes basierend auf der Gebietszerlegung
Die folgende Konstruktion des Clusterbaumes basiert auf der Dreiteilung von
Indexmengen unter Beachtung der Separation der zugehörigen Steifigkeitsma-
trix. Sei ω ⊂ Ω gegeben und I(ω) die zugehörige Indexmenge. Wir wollen nun
I(ω) in drei Teile ω1, ω2 und γ unterteilen, sodass
ω1 ∩ ω2 = ∅, I(ω1) ∩ I(γ) = ∅ und I(ω2) ∩ I(γ) = ∅
gilt. Wie in Kapitel 3 ist γ das Interface, wodurch ω in zwei disjunkte Teilgebiete
ω1 und ω2 geteilt wird. Die folgende Konstruktion des Clusterbaumes stammt




[ai, bi] ⊂ Rd
für s ⊂ I(Ω), die aber nicht minimal sein müssen. In der Konstruktion 4.43
ist s ein Knoten des Clusterbaumes und sˆ die entsprechende Teilmenge der
Indexmenge. Wir werden in der folgenden Konstruktion aber weiterhin Qs statt
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Qsˆ für die Quader schreiben. Den Support für einen Cluster geben wir in der





an. Sei i ∈ I(Ω), dann ist xi der zugehörige Knotenpunkt des Gitters.
Konstruktion 4.43 In dieser Konstruktion wird der Clusterbaum T (I(Ω)) =
(V,E,m, I(Ω)) erstellt. Die Konstruktion erfolgt rekursiv und statt der Abbil-
dung m(·) verwenden wir direkt die Notation vˆ := m(v) für die Angabe der
Teilmengen von I(Ω). Während der Konstruktion zerlegen wir die Knotenmen-
ge V von T (I(Ω)) in zwei Teile:
1. die Gebietscluster VG,
2. die Interfacecluster VInt := V \ VG.
Im Folgenden schreiben wir statt T (I) einfach T . Die Rekursion startet mit
V := {r}, E := ∅, VG := {r}, VInt := ∅, rˆ := I(Ω) und dem Minimalquader Qr,
für den Ω ⊂ Qr gilt.
Wir unterteilen keine Cluster v mit #vˆ ≤ nmin. Für alle anderen Cluster un-
terscheiden wir zwischen Gebiets- und Interfaceclustern. Sei v ein Cluster und
Qv =
∏d
i=1[ai, bi] der Quader für diesen Cluster. Wir erstellen zwei neue Qua-
der Qv1 und Qv2 , indem wir den Quader Qv in die Koordinatenrichtung isplit der
maximalen Ausdehnung des Quaders Qv teilen (siehe auch Bemerkung 4.20).
Gebietscluster: Für einen Cluster v ∈ VG definieren wir drei Cluster v1, v2
und v3. Ihnen werden folgende Mengen zugeordnet:
vˆ1 := {i ∈ vˆ | xi ∈ Qv1}, (4.63)
vˆ2 := {i ∈ vˆ | supp(bi) ∩ S(v1) = ∅}, (4.64)
vˆ3 := vˆ \ (vˆ1 ∪ vˆ2). (4.65)
Wir setzen sons(v) := {v1, v2, v3}. Die neuen Cluster v1, v2 fügen wir zu
den Gebietsclustern hinzu: VG := VG ∪ {v1, v2}. Der Quader für v1 ist
Qv1 und Qv2 entsprechend der für v2. Den Cluster v3 fügen wir zu den
Interfaceclustern hinzu: VInt := VInt ∪ v3. Der zugehörige Quader Qv3 für
v3 ist definiert durch: Qv3 :=
∏d
i=1[a˜i, b˜i] mit a˜i = ai und b˜i = bi außer




− h3, b˜i := ai + bi
2





Interfacecluster: Bevor wir einen Cluster aus VInt teilen, benötigen wir noch
die folgende Definition:
levelInt(v)
:= min{l ∈ N0 | (s)li=0ist ein Pfad in T mit s0 ∈ VG und sl = v}.
(4.67)
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Das Interface-Level levelInt(v) für v ∈ VInt ist also die Länge des kürzesten
Pfades von einem Cluster aus VG zu v. Wenn wir einen Cluster v ∈ VInt
teilen, dann teilen wir den zugeordneten Quader Qv wieder entlang der
längsten Ausdehnung in zwei Quader Qv1 und Qv2 . Die Sohnmenge für
v ∈ VInt ist definiert durch:
sons(v) :=

{s}, mit sˆ = vˆ : levelInt(v) mod d 6= 0
{v1, v2} mit
vˆ1 := {i ∈ vˆ | xi ∈ Qv1},
vˆ2 := {i ∈ vˆ | i ∈ v \ v1}
 : sonst.
(4.68)
Bemerkung 4.44 Sei T (I) ein Clusterbaum nach Konstruktion 4.43. Nach
[22, Lemma 27] gilt depth(T (I)) = O(log#I).
Bemerkung 4.45 Bei der Konstruktion 4.43 unterteilen wir die Interfaceclus-
ter nicht bei jeder Stufe. Die Begründung dafür liegt in der unterschiedlichen
Größe der Interface- und der Gebietscluster. Gebietscluster sind in der Regel
um einiges größer als die Interfacecluster und falls wir die Interfacecluster auch
jedes mal unterteilen würden, so erhielten wir bei der Konstruktion des Block-
clusterbaumes viele schmale Blöcke. Dies ist nicht vorteilhaft für die Approxima-
tion mittels Rang-k-Matrizen. Damit wir pro Stufe eines Clusterbaumes immer
Cluster ungefähr gleicher Größe haben, werden die Interfacecluster nicht immer
unterteilt.
Definition 4.46 (Die Zulässigkeitsbedingung AdmDD) a
Sei T (I) := (V,E,m, I) ein Clusterbaum, der nach Konstruktion 4.43 erstellt
wurde. VG seien die Gebietscluster und η > 0. Die Zulässigkeitsbedingung
AdmDD : V × V → {true, false}
(DD kommt von englischen „domain decomposition“) ist für (s, t) ∈ V ×V wahr
genau dann, wenn
s 6= t, s, t ∈ VG (4.69)
oder
Admη(s× t) = true (4.70)
gilt.
Beispiel 4.47 Die folgenden Abbildungen zeigen, wie unsere Beispielgebiete
(−1, 1)2 (Abbildung 4.5) und (−1, 1)3 (Abbildung 4.6) mittels Konstruktion 4.43
unterteilt werden. Die erste Zeile stellt die Quader dar, die beim Unterteilen ent-
stehen. Die zweite Zeile gibt die Struktur des Blockclusters T (I × I) wieder, die
bei der Verwendung der stufentreuen Konstruktion mit Zulässigkeitsbedingung
AdmDD(·) entsteht. Weiße Blöcke geben dabei zulässige Blöcke an.
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Abbildung 4.5: Clusterung für (−1, 1)2 (Mit freundlicher Erlaubnis von Lars
Grasedyck. Diese Abbildung stammt aus [22]).
Abbildung 4.6: Clusterung für (−1, 1)3 (Mit freundlicher Erlaubnis von Lars
Grasedyck. Diese Abbildung stammt aus [22]).
Satz 4.48 Sei T (I) ein Clusterbaum, der nach Konstruktion 4.43 erstellt wur-
de, und T (I×I) sei ein Blockclusterbaum mit der Zulässigkeitsbedingung AdmDD.
Sei M ∈ H(k, T (I × I)). Für (s, t) ∈ T (I × I), die (4.69) erfüllen, bleibt M |
bˆ
bei der LU -Zerlegung ein Nullblock.
Beweis: [22, Corollary 25]

Bemerkung 4.49 Sei M ∈ H(k, T (I × I)) wie in Satz 4.48 konstruiert und
repräsentiere eine Steifigkeitsmatrix A. Existiert auch im H-Matrix-Format die
Inverse jeder Hauptuntermatrix, dann gilt
‖L− LH‖ ≤ CUdepth(T (I × I))‖A‖22ε und
‖U − UH‖ ≤ CLdepth(T (I × I))‖A‖22ε,
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wobei CU := maxt∈T (I) ‖U |−1t×t‖2 und CL := maxt∈T (I) ‖L|−1t×t‖2 ist. Dabei reprä-
sentieren L und U die exakten Faktoren der LU -Zerlegung der Steifigkeitsmatrix
A und LH, UH die Faktoren der LU -Zerlegung, die mittels der H-Matrix-Technik
berechnet wurden. Einen Beweis dieser Behauptung finden wir in [22, Lemma
23].
Bemerkung 4.50 In [21] wird die Clusterung von Konstruktion 4.43 modifi-
ziert, sodass man keine geometrischen Daten mehr benötigt. Die Aufteilung in
drei Teile, sodass wir eine Separation wie in (4.61) erhalten, wird beibehalten.
Die Clusterbaum-Konstruktion benutzt statt Quader einen Graphen zur Unter-
teilung. Zur Teilung wird zum Beispiel die Graphen-Partitionierungssoftware
METIS [4, 33] verwendet. Diese Konstruktion wird Black-Box-Clusterung ge-
nannt. Die hier in diesem Kapitel erwähnten Abschätzungen lassen sich für diese
modifizierte Konstruktion übernehmen.
4.7 Komplexitätsabschätzungen
In diesem Kapitel wollen wir alle benötigten Komplexitätsabschätzungen für
Clusterbäume, Blockclusterbäume und H-Matrizen zusammenfassen. Teilweise
haben wir diese Komplexitäten im Zusammenhang mit Erklärungen oder Defi-
nitionen schon erwähnt. Damit dieser Abschnitt eine Zusammenfassung bietet,
werden wir diese Abschätzungen wiederholen.
Die Komplexitätsabschätzungen zu Rang-k-Matrizen werden wir hier nicht mehr
wiederholen. Diese wurden in dem Unterkapitel 4.1, welches als eigenständiges
Kapitel betrachtet werden kann, zu Genüge behandelt.
Clusterbäume
Die Tiefe des Clusterbaumes T (I) hängt von dem Konstruktionsalgorithmus
und den vorliegenden Daten beziehungsweise Gittern ab. Für das Kardinali-
tätsbalancierte Clustern aus Kapitel 4.3.1 können wir die Tiefe durch
depth(T (I)) = O(log#I)
abschätzen ([28, Kapitel 5.4.3]). Für die Clusterung mittels Minimalcluster, wel-
che in Kapitel 4.3.1 erwähnt wurde, benötigen wir einige Voraussetzungen an
die Gitter, damit wir depth(T (I)) = O(log#I) gewährleisten können. Näheres
zu diesem Thema finden wir in [28, Kapitel 5.4.2]. Für die Konstruktion 4.43
gilt die Abschätzung ebenfalls ([22, Lemma 27]), wenn das Gitter entsprechend
gegeben ist. Unter anderem gilt diese Eigenschaft für unsere Beispielgitter für
(−1, 1)d, d = 2, 3. Im Folgenden gehen wir davon aus, dass die Abschätzung
depth(T (I)) = O(log#I)
für einen Clusterbaum T (I) immer erfüllt ist.
Die Anzahl der Knoten lässt sich für T (I) durch
#T (I) ≤ 1 + depth(T (I)) · L(T (I)) (4.71)
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abschätzen ([13, Lemma 3.2.10]). Für die Anzahl der Blätter gilt
L(T (I)) = O(#I),
weil {vˆ | v ∈ L(T (I))} eine Partition von I ist und #vˆ ≥ 1 für alle v ∈ L(T (I))
gilt.
Der Speicherbedarf SCB(T (I)) lässt sich durch Konstruktion 4.19 mit
SCB(T (I)) = O(#I · log#I)
abschätzen. Ein Teil der Begründung sind die konstanten Speicherkosten eines
Clusters nach Konstruktion 4.19. Ansonsten werden nur noch die angeordnete
Menge für I gespeichert. Die Abschätzung ergibt sich dann mit (4.71). Zu-




#(T (I)) O(#I · log#I)
SCB(T (I)) O(#I · log#I)
Blockclusterbäume
Ein minimaler Blockclusterbaum T (I × J) zur Zulässigkeitsbedingung Adm(·)
wird nach Algorithmus 5 mittels der Clusterbäume T (I) und T (J) konstruiert.
Wir nehmen an, dass #I ≥ #J und depth(T (I)) ≥ depth(T (J)) gilt. Somit
erhalten wir:
Komplexität Quelle
depth(T (I × J)) O(log(#I)) (4.36)
#L(T (I × J)) O(Csp ·#I) [28, Lemma 6.3.4]
#T (I × J) O(Csp log(#I)#I) Satz 4.30
H-Matrizen
Wir wollen nun eine Übersicht der Komplexitätsabschätzungen für H-Matrizen
angeben. Wir verweisen nur auf die Beweise der Abschätzungen. Die Abschät-
zungen sind immer für konstante Rangverteilungen geführt worden. Ebenfalls
ist die Arithmetik nicht adaptiv.
Im Folgenden sei
M ∈ H(k, T (I × J)), M1 ∈ H(k1, T (I ×K)) und M2 ∈ H(k2, T (K × J))
mit n := max{#I,#J,#K} und k := max{k′ , k1, k2, nmin}. Die Rangverteilun-
gen sind alle konstant und
Csp := max{Csp(T (I × J)), Csp(T (I ×K)), Csp(T (I ×K))}
ist die Schwachbesetztheitskonstante, die für alle Blockclusterbäume gilt.
p := max{depth(T (I)), depth(T (J)), depth(T (K))}
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ist die maximale Tiefe aller Clusterbäume und somit auch aller Blockcluster-
bäume. x ∈ RJ ist ein Vektor. Die Kosten der einzelnen H-Matrix-Algorithmen
geben wir folgendermaßen an:
SH(M) Speicherbedarf der Matrix M .
NHk3←k(M) Kürzung der Matrix M auf die konstante Rangverteilung k3.
NHMVM (M) H-Matrix-Vektor-Multiplikation.
NH⊕ (M,M1,M2) formatierteH-Matrix-Addition, unter der Bedingung, dass T (I),
T (J) und T (K) identisch sind.
NH⊙ (M,M1,M2) formatierte H-Matrix-Matrix-Multiplikation.




(M) Cholesky-Zerlegung der H-Matrix M , wobei T (I) und T (J) die glei-
chen Clusterbäume sein sollen.
NHLU ·x(M) Auflösen eines Gleichungssystems durch Vorwärtseinsetzen und Rück-
wärtseinsetzen mit einer LU - oder Cholesky-Zerlegung von M .
NHLU ·X(M,X) Auflösen eines matrixwertigen Gleichungssystems mit einer LU -
oder Cholesky-Zerlegung von M nach Bemerkung 4.41 (M1 =: X).
NHInv(M) Inversion der Matrix M unter der Bedingung, dass I = J und T (I)





(M) O(Cspk2pn) [17, Lemma 7.9]
NHMVM (M) O(Cspkpn) [19, Lemma 2.5]
NH⊕ (M,M1,M2) O(Cspk2pn) [8, Lemma 7.12]
NH⊙ (M,M1,M2) O(C3spk2p2n) [8, Theorem 7.19]
NHLU (M˜) O(C3spk2p2n) [28, Kapitel 7.8.5]
NH
LLT
(M) O(C3spk2p2n) [28, Kapitel 7.8.5]
NHLU ·x(M) O(Cspkpn) [28, Kapitel 7.8.5]
NHLU ·X(M) O(C3spk2p2n) [28, Kapitel 7.8.5]
NHInv(M) O(C3spk2p2n) [8, Lemma 7.20]
Tabelle 4.1: Übersicht über die Kosten der verschiedenen H-Matrix-Operationen
und deren Speicherbedarf
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Im Allgemeinen ist die Tiefe der verschiedenen Blockclusterbäume mit O(log n)
abschätzbar. Daher erhalten wir für alle Operationen beziehungsweise Speiche-
rungen von Matrizen einen fast linearen Aufwand von




Wir wollen nun die H-Matrizen verwenden und den HDD-Algorithmus effizient
umsetzen. Dazu werden wir jede Matrix, die im HDD-Algorithmus auftritt, als
H-Matrix darstellen und alle Operationen mit der H-Matrix-Arithmetik durch-
führen.
Vorab werden wir die Berechnung der einzelnen Hilfsmatrizen und Lösungs-
matrizen rekapitulieren und erklären, was wir bei der Anwendung derH-Matrizen
beachten müssen.
In diesem Kapitel gehen wir davon aus, dass wir für Ω die beiden Gitter
ΩIh := {T h1 , . . . , T hn } (5.1)
und
ΩJH := {TH1 , . . . , THm } (5.2)
mit H =Mh vorliegen haben. Des Weiteren ist TΩ ein Gebietszerlegungsbaum.
Die Matrizen
Ψ∂ωh ∈ RI(∂ω)×I(∂ω) und Φ∂ωh ∈ RI(γ)×I(∂ω) (5.3)
sind unabhängig von der Anzahl der Skalen. In dem HDD-Algorithmus mit einer
Skala haben wir diese Matrizen mit Ψ∂ω und Φ
∂
ω bezeichnet. Wir multiplizieren
sie mit dem Vektor u|I(∂ω), wobei u ∈ RI(Ω) der Lösungsvektor bezüglich des
Gitters ΩIh ist. Daher verwenden wir in diesem Kapitel den Index ωh bei (5.3).
Die restlichen Matrizen, die wir berechnen, hängen von der Anzahl der verwen-
deten Skalen ab. Für die Matrizen, die auf einer Skala beruhen, verwenden wir
in diesem Kapitel die Notationen
Ψ−ωh ∈ RI(∂ω)×I(ω) und Φ−ωh ∈ RI(γ)×I(ω). (5.4)
Für die Matrizen des HDD-Algorithmus mit zwei Skalen verwenden wir die
bekannten Notationen
Ψ−ωH ∈ RI(∂ω)×J(ω) und Φ−ωH ∈ RI(γ)×J(ω). (5.5)
Berechnen wir diese Matrizen imH-Matrix-Format, so müssen wir einiges beach-
ten. Der erste Unterschied ist, dass für die H-Matrizen durch die Clusterbäume
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indirekt eine Ordnung der Indexmengen vorgegeben wird. Diese Indexanordnun-
gen müssen für die verschiedenen Matrixoperationen identisch sein.
Zu diesem grundsätzlichen Problem kommen noch weitere, die wir anhand der
Formeln zur Berechnung der Matrizen erläutern wollen. Zuerst schauen wir uns
die Berechnung der Hilfsmatrizen in den Blättern an:
Ψ∂ωh = A
I(∂ω),I(∂ω)
ω −AI(∂ω),I(ω)ω (AI(ω),I(ω)ω )−1AI(ω),I(∂ω)ω , (5.6)
Ψ−ωh = −M I(ω),I(ω)|I(∂ω)×I(ω) +AI(∂ω),I(ω)(AI(ω),I(ω))−1M I(ω),I(ω)|I(ω)×I(ω),
(5.7)
Ψ−ωH = −M I(ω),I(ω)|I(∂ω)×I(ω)P
I(ω),J(ω)
h←H
+AI(∂ω),I(ω)(AI(ω),I(ω))−1M I(ω),I(ω)|I(ω)×I(ω)P I(ω),J(ω)h←H . (5.8)
Bei der Berechnung der Hilfsmatrizen für die Blätter müssen wir die einzelnen
Faktoren der Operationen im H-Matrix-Format erstellen. Die Faktoren sind
Massematrizen, Steifigkeitsmatrizen, die Inversen von Steifigkeitsmatrizen so-
wie Prolongationsmatrizen. Die Inverse der Steifigkeitsmatrix werden wir nicht











erhalten wir, indem wir nacheinander die Gleichungssysteme
LωX = A
I(∂ω),I(∂ω)
ω , X ∈ RI(∂ω)×I(∂ω), (5.9)
und
LTωY = X, Y ∈ RI(∂ω)×I(∂ω), (5.10)
lösen. Danach gilt Y = AI(∂ω),I(∂ω)ω (A
I(ω),I(ω)
ω )−1. Nach Bemerkung 4.41 ist dies
für H-Matrizen möglich. Wir müssen nur darauf achten, dass X und Y in den
passenden H-Matrix-Mengen liegen.
Wir wollen zusätzlich für AI(ω),I(ω)ω ∈ H(k, T (I(ω) × I(ω))) den Blockcluster-
baum derart konstruieren, dass wir bei der Cholesky-Zerlegung von AI(ω),I(ω)ω
viele Null-Blöcke erhalten. Daher bietet es sich an den Blockclusterbaum mittels
eines Clusterbaumes zu erstellen, der auf der Gebietszerlegungs-Konstruktion
(siehe Konstruktion 4.43) beruht.
Für die inneren Knoten ω mit sons(ω) = {ω1, ω2} seien die Hilfsmatrizen für














Dabei verwenden wir die Indizes h beziehungsweise H um zu kennzeichnen, ob
die einskaligen oder zweiskaligen Versionen der Hilfsmatrizen verwendet werden.
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Aufgrund der rekursiven Berechnung der Matrizen sind alle benötigten Matrizen
schon im H-Matrix-Format gegeben. Hier ist das Problem, dass die Indexanord-
nung für die Produkte, sowie die Hierarchie der Matrizen zueinander passen
müssen. Außerdem haben wir die verallgemeinerte Addition noch nicht effizient,
also mit fast linearer Komplexität, für H-Matrizen definiert.
Wir haben daher das grundsätzliche Problem, dass wir beim HDD-Algorithmus
einige verschiedene H-Matrizen erstellen müssen, deren Struktur zusätzlich auf-
einander abgestimmt sein muss, damit wir die H-Matrixoperationen durchfüh-
ren können.
Wir werden dieses Problem lösen, indem wir für die Indexmengen I und J jeweils
einen Clusterbaum T (I) und T (J) erstellen. Von diesen werden wir alle anderen
benötigten Clusterbäume ableiten. Wir erreichen dies mit einer Einschränkung
der Clusterbäume. Um H-Matrizen zu konstruieren, verwenden wir dann diese
eingeschränkten Clusterbäume, um eingeschränkte Blockclusterbäume von den
Blockclusterbäumen T (I × I) und T (I × J) zu berechnen. Auf den so konstru-
ierten H-Matrizen können wir dann die verallgemeinerte Addition definieren.
Wir werden nun die Einschränkungen der Clusterbäume, Blockclusterbäume
und H-Matrizen sowie die verallgemeinerte Addition definieren und jeweils ihre
Komplexität abschätzen. Dies fassen wir im Unterkapitel 5.1 zusammen. Danach
werden wir die Konstruktion der Clusterbäume T (I) und T (J) erklären. Diese
müssen auf den HDD-Algorithmus angepasst werden, damit die Einschränkun-
gen von T (I) und T (J) nicht zu viele kleine Cluster enthalten. Anschließend
definieren wir die HDD-Algorithmen mit H-Matrizen und schätzen ihre Kom-
plexität ab.
KAPITEL 5. HDD-ALGORITHMUS MIT H-MATRIZEN 74
5.1 Erweiterung der H-Matrix-Technik
5.1.1 Einschränkung von Clusterbäumen
Wir können einen Clusterbaum für die Indexmenge K ⊂ I aus einem Cluster-
baum T (I) mittels einer Einschränkung erzeugen.
Definition 5.1 (Eingeschränkter Clusterbaum) Seien T := (V,E,m, I) ein
Clusterbaum und K ⊂ I. Der eingeschränkte Clusterbaum T˜ := (VK , EK , m˜,K)
von T auf die Indexmenge K ist definiert durch:
VK := {v ∈ V | m(v) ∩K 6= ∅}, (5.17)
EK := {(v, w) ∈ E | v, w ∈ VK}, (5.18)
m˜(v) := m(v) ∩K. (5.19)
Wir bezeichnen den eingeschränkten Clusterbaum T˜ in Zukunft mit T |K := T˜ .
Für die Einschränkung auf die Indexmenge I ist nichts zu tun und wir setzen
T (I)|I := T (I).
Seien T (I) und T (I)|K gegeben. Mit vˆ ⊆ I, v ∈ T (I), geben wir weiterhin die
Teilmengen bezüglich des Clusterbaumes T (I) an. Teilmengen von K bezüglich
eines eingeschränkten Clusterbaumes geben wir im weiteren Verlauf durch die
folgende Notation an.
Notation 5.2 Seien T (I) ein Clusterbaum und T (I)|K := (VK , EK , m˜,K) ein
eingeschränkter Clusterbaum von T (I). Statt m˜(v) ⊆ K verwenden wir in Zu-
kunft die Notation
vˆ|K := m˜(v). (5.20)
Ein Beispiel für die Einschränkung eines Clusterbaumes finden wir in Abbildung
5.1.
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{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12}
{1, 2, 3, 4, 5, 6, 7, 8} {9, 10, 11, 12}
{9, 10} {11, 12}{1, 2, 3, 4, 5, 6} {7, 8}
{1, 2, 3} {4, 5, 6}
T (I)
T (I)|K
{4, 5, 6, 9, 12}
{4, 5, 6} {9, 12}
{9} {12}{4, 5, 6}
{4, 5, 6}
Abbildung 5.1: T (I) ist ein Clusterbaum für die Indexmenge I :=
{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12}. Sei K := {4, 5, 6, 9, 12} ⊂ I. T (I)|K ist ein
eingeschränkter Clusterbaum von T (I).
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Wir wollen nun einen eingeschränkten Clusterbaum konstruieren. Zur Vereinfa-
chung verwenden wirˆnun direkt als Indexabbildung für den einzuschränkenden
Clusterbaum T (I).
Konstruktion 5.3 a
Seien T (I) := (V,E, ,ˆ I) und K ⊆ I gegeben. Dabei soll K wie I angeordnet
sein. Die Anordnung von I ist durch Konstruktion 4.19 definiert. (Wir können
die Anordnung von K mittels der Abbildung P aus Konstruktion 4.19 und des
Introsort-Algorithmus ([40]) in O(#K log#K) erzeugen.)
Sei nun
I := {i1, . . . , in},#I = n,
die Anordnung von I und
K := {k1, . . . , km},#K = m,
die Anordnung von K. α : V → {1, . . . , n} und β : V → {1, . . . , n} seien die
Abbildungen aus Konstruktion 4.19, sodass
vˆ = {iα(v), . . . , iβ(v)}, v ∈ V,
gilt. Sei PI : V → {1, . . . , n} eine Abbildung mit
PI(l) = j, falls ij = l gilt.
Mit der Abbildung PI können wir somit angeben, an welcher Position ein Index
in der angeordneten Menge I steht. Wir konstruieren nun den eingeschränkten
Clusterbaum T (I)|K := (VK , EK ,m,K). Die Abbildung m : VK → P(K) \ ∅
definieren wir über die Abbildungen
αk : V → {1, . . . ,m} und βk : V → {1, . . . ,m}
durch
m(v) := {iαk(v), . . . , iβk(v)}.
Der folgende Teil der Konstruktion ist sehr technisch gehalten, damit wir später
den Aufwand abschätzen können. Wir starten die Rekursion der Konstruktion
mit:




m(r) := {kαk(r), . . . , kβk(r)}.
Im Folgenden ist mit sonsI(v) := {w ∈ V | (v, w) ∈ E} die Sohnmenge von v
bezüglich T (I) gemeint. Wir erweitern nun die Mengen VK und EK solange, bis
{v ∈ L(VK) | sonsI(v) 6= ∅} = ∅
gilt. Dabei ist L(VK) die aktuelle Menge der Blätter des eingeschränkten Cluster-
baumes. Sei v ∈ {v ∈ L(VK) | sonsI(v) 6= ∅}. Die folgenden Schritte erweitern
den Clusterbaum um die Söhne w ∈ sonsI(v) von v, die wˆ ∩K 6= ∅ erfüllen.
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1. Seien
m(v) = {kαk(v), . . . , kβk(v)}
und
sonsI(v) = {v1, . . . , vd}
mit #sonsI(v) = d gegeben.
2. Bestimme sj, j ∈ {1, . . . , d}, mit
sj := #{PI(kτ ) | α(vj) ≤ PI(kτ ) ≤ β(vj) und kτ ∈ m(v)}. (5.21)
Die sj geben an, wie groß #(vˆj ∩K) ist. Durch (5.21) ist ersichtlich, dass
wir nur einmal die Menge m(v) durchgehen müssen, um die Größe sj zu
bestimmen.
3. Wir definieren zuerst αk(v1) := α(v) und darauf nacheinander
αk(vj) :=
{
αk(vj−1) + sj + 1 : sj > 0
αk(vj−1) : sj = 0
für j ∈ {2, . . . , d}. (5.22)
4. Wir definieren nacheinander
βk(vj) := αk(vj) + sj für j ∈ {1, . . . , d}. (5.23)
5. Sei S := {vj ∈ sonsI(v) | sj > 0}. Aktualisiere die Mengen
VK := VK ∪ S und
EK := EK ∪ {(v, s) | s ∈ S}.
(5.24)
Wir definieren außerdem für w ∈ S
m(w) := {kαk(w), . . . , kβk(w)}.
Bemerkung 5.4 Für Knoten v ∈ T \ L(T ) eines eingeschränkten Clusterbau-
mes T müssen wir in Konstruktion 5.3 die Werte sj (5.21) bestimmen. Dazu
müssen wir für jeden dieser Knoten einmal die Menge vˆ|J durchgehen. Wir ge-
hen davon aus, dass dies mit einem Aufwand von C1#vˆ|J durchgeführt werden
kann.
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5.1.2 Einschränkung von Blockclusterbäumen
Wir wollen nun eingeschränkte Clusterbäume verwenden, um einen eingeschränk-
ten Blockclusterbaum zu definieren.
Definition 5.5 (Eingeschränkter Blockclusterbaum) a
Seien die Clusterbäume T (I), T (J), die Teilindexmengen K ⊆ I und L ⊆ J und
die Zulässigkeitsbedingung Adm(·) gegeben.
T (I × J) = (V,E, T (I), T (J))
sei der Blockclusterbaum zur Zulässigkeitsbedingung Adm(·) und T (I)|K , T (J)|L
seien zwei eingeschränkte Clusterbäume. Die Einschränkung
T := T (I × J)|K×L = (V˜ , E˜, T (I)|K , T (J)|L)
von T (I × J) auf K × L ist definiert durch:
1. V˜ := {(v, w) ∈ V | v ∈ T (I)|K , w ∈ T (J)|L},
2. E˜ := {(b1, b2) ∈ E | b1, b2 ∈ V˜ }.
Mit L(T ) ⊆ L(T (I × J)) geben wir wieder die Menge der Blätter des ein-
geschränkten Blockclusterbaumes an. Das Nahfeld und Fernfeld eines einge-
schränkten Blockclusterbaumes ist definiert durch:
L−(T ) := L−(T (I × J)) ∩ L(T ), (5.25)
L+(T ) := L \ L−(T ). (5.26)
Die Teilmengen der Blockindexmenge K × L für b = (s, t) ∈ V˜ geben wir im
Folgenden mit
bˆ|K×L := (̂s, t)|K×L := sˆ|K × tˆ|L
an.
Konstruktion 5.6 Für die Konstruktion eines eingeschränkten Blockcluster-
baumes T (I × J)|K×L = (V,E, T (I)|K , T (J)|L) benötigen wir nur den Block-
clusterbaum T := T (I×J) sowie die eingeschränkten Clusterbäume T (I)|K und
T (J)|L. Wir starten die Konstruktion mit
V = {(root(T (I)|K), (root(T (J)|L)} und E = ∅.
Dann erweitern wir die Mengen V und E rekursiv. Dafür nehmen wir jedes
b = (s, t) ∈ V mit b 6∈ L(T ) und aktualisieren die Mengen V und E durch
V := V ∪ {(s′ , t′) | s′ ∈ sons(s), t′ ∈ sons(t)}
und
E := E ∪ {(b, (s′ , t′)) | s′ ∈ sons(s), t′ ∈ sons(t)}.
Dabei ist zu beachten, dass wir hier die Sohnmengen von Clustern bezüglich der
eingeschränkten Clusterbäume T (I)|K und T (J)|L verwenden.
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Wir benötigen also für die Konstruktion eines eingeschränkten Blockcluster-
baumes keine Auswertung der Zulässigkeitsbedingung. Es könnte sein, dass die
Zulässigkeitsbedingung Adm(bˆ|K×L) für ein
b ∈ T (I ×K)|K×L \ L(T (I × J)|K×L)
erfüllt ist. Dies wird ignoriert, weil wir die Strukturen der eingeschränkten Block-
clusterbäume für die verallgemeinerte Addition benötigen.
Lemma 5.7 Seien T (I), T (J) zwei Clusterbäume und T (I × J) ein Block-
clusterbaum zu einer Zulässigkeitsbedingung Adm(·). T (I)|K , T (I)|L, T (J)|M ,
T (J)|N seien eingeschränkte Clusterbäume und
T1 := T (I × J)|K×M := (V1, E1, T (I)|K , T (J)|M ),
T2 := T (I × J)|L×N := (V2, E2, T (I)|L, T (J)|N )
eingeschränkte Blockclusterbäume. Für alle b ∈ L(T1) ∩ L(T2) gilt entweder
b ∈ L−(T1) ∩ L−(T2)
oder
b ∈ L+(T1) ∩ L+(T2).
Beweis: Der Beweis ist trivial aufgrund der Konstruktion der eingeschränkten
Blockclusterbäume und der Definition des Nahfeldes und Fernfeldes. Es gilt
L(T1) ⊆ L(T (I × J)) und L(T2) ⊆ L(T (I × J)).
Die Behauptung folgt mit der Definition des Nahfeldes und des Fernfeldes in
Definition 5.1.2.

5.1.3 Verallgemeinerte Addition für H-Matrizen
Bevor wir zu der verallgemeinerten Addition fürH-Matrizen kommen, benötigen
wir die verallgemeinerte Addition einer Rang-k-Matrix und für diese brauchen
wir die Einschränkung einer Rang-k-Matrix.
Definition 5.8 (Einschränkung einer Rang-k-Matrix) Seien I und J zwei
Indexmengen und I1, I2 ⊆ I, J1, J2 ⊆ J Teilindexmengen. M = (A1, B1) ∈
R(k1, I1 × J1) sei eine Rang-k-Matrix mit der Indexmenge K := {1, . . . k}, so-
dass A1 ∈ RI1×K und B1 ∈ RJ1×K gilt. Die Einschränkung M |I2×J2 := (A,B)
ist durch die Einschränkung der Faktoren A1 und B2 mittels
A := A1|I2×K und B := B1|J2×K .
definiert.
Bei der Definition 5.8 müssen wir beachten, dass sie auch als Erweiterung be-
trachtet werden kann, wie wir es in Kapitel 1.2 festgelegt haben.
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Satz 5.9 (Verallgemeinerte Addition für Rang-k-Matrizen) a
Seien die Indexmengen I, I1, I2, J, J1 und J2 gegeben.
M1 = (A1, B1) ∈ R(k1, I1 × J1) und M2 = (A2, B2) ∈ R(k2, I2 × J2)
seien zwei Rang-k-Matrizen. Seien K1 und K2 zwei Indexmengen, sodass
A1 ∈ RI1×K1 , B1 ∈ RJ1×K1 , A2 ∈ RI2×K2 und B2 ∈ RJ2×K2
gilt. O.B.d.A. nehmen wir an, dass K1 ∩ K2 = ∅ gilt. Die verallgemeinerte
Addition
M := (A,B) =M1 +M2 ∈ R(k1 + k2, I × J) (5.27)
ist durch
A := [A1|I×K1 A2|I×K2 ] und B := [B1|J×K1 B2|J×K2 ] (5.28)
definiert.
Beweis: Wir unterteilen I in die Indexmengen






Unter der Annahme, dass K1 ∩K2 = ∅ und K := K1 ∪K2 gilt, erhalten wir:
A|I˜1×K := A1|I˜1×K1 +A2|I˜1×K2 , (5.30)
A|I˜2×K := A1|I˜2×K = A1|I˜2×K +A2|I˜2×K︸ ︷︷ ︸
=0
, (5.31)
A|I˜3×K := A2|I˜3×K = A1|I˜3×K︸ ︷︷ ︸
=0
+A2|I˜3×K , (5.32)
A|I˜4×K := 0. (5.33)
(5.30) ist die normale Addition von Rang-k-Matrizen. Für Teil (5.31) und (5.32)
benötigen wir jeweils nur Teile von einem Summanden. Der Rest wird bei der
Erweiterung mit 0 aufgefüllt. Mit (5.29) gilt
A := [A1|I×K1 A2|I×K2 ].
Der Beweis für B ist analog.

Beispiel 5.10 Wir wollen die verallgemeinerte Addition für Rang-k-Matrizen
an einem Beispiel durchspielen. Seien die folgenden Indexmengen mit fester
KAPITEL 5. HDD-ALGORITHMUS MIT H-MATRIZEN 81
Anordnung gegeben:
I := {3, 4, 5, 6},
I1 := {1, 2, 3, 4, 5},
I2 := {5, 6, 7},
J := {3, 4, 5, 6},
J1 := {1, 2, 3, 4, 5, 6},
J2 := {1, 2},
K1 := {1},
K2 := {2, 3},
K := {1, 2, 3}.
Seien M1 := (A1, B1) ∈ R(1, I1 × J1) und M2 := (A2, B2) ∈ R(2, I2 × J2)
gegeben. Wir wollen die verallgemeinerte Addition M :=M1+M2 ∈ R(3, I×J)















 , A2 =
 0, 5 1, 50, 6 1, 6
0, 7 1, 7
 , B2 = ( 0, 1 1, 10, 2 1, 2
)
.






5 0, 5 1, 5
0 1, 6 1, 6







Satz 5.11 Seien die Rang-k-Matrizen M1 und M2 wie in Satz 5.9 gegeben. Die
verallgemeinerte Addition
M =M1 +M2 ∈ R(k1 + k2, I × J)
hat den Aufwand
NRVMA(M,M1,M2) = 0. (5.34)
Beweis: Wie in Satz 4.6 hat (5.30) keinen Aufwand, weil wir nur arithmetische
Operationen zählen. Für (5.31), (5.32) und (5.33) haben wir ebenfalls keine
arithmetischen Operationen durchzuführen. Daher gilt (5.34).

Der Satz 5.11 geht davon aus, dass wir wissen, welche Indizes von I1 in I liegen
und welche nicht. Dies ist bei der Implementierung nicht so einfach. Wir gehen
davon aus, dass die Indexmengen beliebig sind und wir zuerst bestimmen müs-
sen, welche Indizes von I in I1, I2 und welche von J in J1, J2 vorkommen. Dies
wird bei der Implementierung mittels Hashtabellen ermittelt.
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Bemerkung 5.12 (Hashtabelle) Eine Hashtabelle ist eine Datenstruktur, mit
der wir eine Menge abspeichern können. Näheres zu Hashtabellen finden wir in
[39] oder Anhang B.
Der für uns wichtige Aspekt ist, dass wir eine Hashtabelle für eine Indexmenge
I mit einem Aufwand von O(#I) konstruieren können. Sei K eine andere In-
dexmenge. Ein Test, der für jedes k ∈ K überprüft, ob k in der Menge I liegt,
hat einen Aufwand von O(#K).
Kommen wir nun zur verallgemeinerten Addition von H-Matrizen. Für die ver-
allgemeinerte Addition von H-Matrizen verwenden wir das Symbol
⊞.
Dabei benutzen wir ⊞k bei einer Arithmetik mit fixen Rang und ⊞ε bei der ad-
aptiven Arithmetik. Die folgende Definition verwendet die nicht adaptive Arith-
metik.
Definition 5.13 (Verallgemeinerte Addition für H-Matrizen) a
Seien die Indexmengen I, I1, I2, I3, J, J1, J2, J3 mit I1, I2, I3 ⊆ I und J1, J2, J3 ⊆
J gegeben. Zu diesen Indexmengen seien die folgenden Clusterbäume und Block-
clusterbäume bekannt:
T (I) := (VI , EI ,mI , I),
T (J) := (VJ , EJ ,mJ , J),
T (I1) := T (I)|I1 = (VI1 , EI1 ,mI1 , I1),
T (I2) := T (I)|I2 = (VI2 , EI2 ,mI2 , I2),
T (I3) := T (I)|I3 = (VI3 , EI3 ,mI3 , I3),
T (J1) := T (J)|J1 = (VJ1 , EJ1 ,mJ1 , J1),
T (J2) := T (J)|J2 = (VJ2 , EJ2 ,mJ2 , J2),
T (J3) := T (J)|J3 = (VJ3 , EJ3 ,mJ3 , J3),
T := (V,E, T (I), T (J)),
T1 := (V1, E1, T (I1), T (J1)),
T2 := (V2, E2, T (I2), T (J2)),
T3 := (V3, E3, T (I3), T (J3)).
Zur Angabe von Teilmengen von I × J verwenden wir:
m(b) := mI(s)×mJ(t) ∀b = (s, t) ∈ V,
m1(b) := mI1(s)×mJ1(t) ∀b = (s, t) ∈ V1,
m2(b) := mI2(s)×mJ2(t) ∀b = (s, t) ∈ V2,
m3(b) := mI3(s)×mJ3(t) ∀b = (s, t) ∈ V3.
Seien M1 ∈ H(k1, T1) und M2 ∈ H(k2, T2) gegeben. Die verallgemeinerte Addi-
tion
M3 :=M1 ⊞k3 M2 ∈ H(k3, T3)
KAPITEL 5. HDD-ALGORITHMUS MIT H-MATRIZEN 83
können wir blockweise durchführen. Sei b ∈ L(T ), dann gilt:
M3|m(b) := (M1|m1(b) +M2|m2(b))|m(b) falls b ∈ V ∩ V1 ∩ V2, (5.35)
M3|m(b) := (M1|m1(b))|m(b) falls b ∈ (V ∩ V1) \ V2, (5.36)
M3|m(b) := (M2|m2(b))|m(b) falls b ∈ (V ∩ V2) \ V1, (5.37)
M3|m(b) := 0 falls b ∈ V \ (V1 ∪ V2). (5.38)
Dabei sind die Blöcke M3|m(b), M1|m1(b), M2|m2(b) für ein b ∈ L(T ) entweder
alle als vollbesetzte Matrizen oder als Rang-k-Matrizen gespeichert, sodass die
verallgemeinerte Addition bei (5.35) definiert ist.
5.1.4 Aufwandsabschätzung
Einschränkung eines Clusterbaumes
Satz 5.14 Sei I eine Indexmenge, T (I) ein Clusterbaum, J ⊂ I. Die Tiefe des
eingeschränkten Clusterbaumes T (I)|J ist beschränkt durch
depth(T (I)J) ≤ depth(T (I)).
Beweis: Die Behauptung folgt aus der Definition des eingeschränkten Cluster-
baumes T (I)|J , der ein Teilbaum von T (I) ist.

Satz 5.15 Sei I eine Indexmenge, T (I) ein Clusterbaum und J ⊂ I. Die Einschränk-
ung sei T (I)|J . Dann lässt sich der Aufwand der Konstruktion mit
NECB(T (I), J) ≤ O(depth(T (I))#J) (5.39)
abschätzen.
Beweis: In diesem Beweis verwenden wir T := T (I)|J .
In Konstruktion 5.3 müssen wir (5.21) für Knoten v ∈ T \ L(T ) bestimmen.
Nach Bemerkung 5.4 gehen wir davon aus, dass dies mit einem Aufwand von
C1#vˆ|J durchgeführt werden kann.
Sei p = depth(T ). Sei r := root(T ) und T lr ein Teilbaum von T , der alle Knoten
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Somit erhalten wir














= C1(depth(T (I)) + 1)#J.

Für die verallgemeinerte Addition von H-Matrizen benötigen wir Hashtabellen.
Wir berechnen für jeden eingeschränkten Clusterbaum auch eine Hashtabelle
für seine Indexmenge. Der Aufwand der Berechnung einer Hashtabelle für eine
IndexmengeK beträgt nach Bemerkung B.2O(#K). Die Aufwandsabschätzung
für die Konstruktion eines eingeschränkten Clusterbaumes ist somit auch gültig,
wenn wir die Hashtabelle zusätzlich miterstellen.
Einschränkung eines Blockclusterbaumes
Satz 5.16 Sei T (I×J) ein Blockclusterbaum mit depth(T (I×J) = O(log(#I))
und #I ≥ #J . Die Berechnung eines eingeschränkten Blockclusterbaumes
T (I × J)|K×L
hat einen Aufwand NEBCB mit
NEBCB = O(Cspmax{#K,#L} · depth[T (I × J)]).
Beweis: Csp sei die Schwachbesetztheitskonstante des eingeschränkten Block-
clusterbaumes T (I × J)|K×L. Der Aufwand zur Konstruktion eines Blockes des
eingeschränkten Blockclusterbaumes ist offensichtlich konstant. Daher sind die
Kosten von der Größenordnung #T (I × J)|K×L. Dies lässt sich nach Satz 4.30
mit
#T (I × J)|K×L = O(Cspmax{#K,#L}depth(T (I × J)|K×L))
abschätzen.




In Satz 5.11 wurde der Aufwand der verallgemeinerten Addition zweier Rang-k-
Matrizen mit 0 angegeben. Dies ist nur möglich, wenn wir wissen, welche Indi-
zes in den verschiedenen Indexmengen der Matrizen vorkommen. Wie schon er-
wähnt können wir dies mit Hashtabellen erreichen. Wir konstruieren diese Hash-
tabellen bei der Erstellung der eingeschränkten Clusterbäume mit. Mit diesen
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Voraussetzungen wollen wir nun den Aufwand der verallgemeinerten Addition
für vollbesetzte Matrizen abschätzen. Zuerst benötigen wir aber den Aufwand
der verallgemeinerten Addition für vollbesetzte Matrizen.
Satz 5.17 Seien die Indexmengen I, I1, I2, J, J1 und J2 gegeben. M ∈ RI×J ,
M1 ∈ RI1×J1 und M2 ∈ RI2×J2 seien vollbesetzte Matrizen. Die verallgemeinerte
Addition
M :=M1 +M2 ∈ RI×J (5.40)
hat einen Aufwand von O(#I ·#J).
Beweis: Klar.

Satz 5.18 Seien die Indexmengen I, I1, I2, I3, J, J1, J2, J3 mit I1, I2, I3 ⊆ I und
J1, J2, J3 ⊆ J gegeben. Zu diesen Indexmengen seien die folgenden Clusterbäume
und Blockclusterbäume bekannt:
T (I) := (VI , EI ,mI , I),
T (J) := (VJ , EJ ,mJ , J),
T (I1) := T (I)|I1 = (VI1 , EI1 ,mI1 , I1),
T (I2) := T (I)|I2 = (VI2 , EI2 ,mI2 , I2),
T (I3) := T (I)|I3 = (VI3 , EI3 ,mI3 , I3),
T (J1) := T (J)|J1 = (VJ1 , EJ1 ,mJ1 , J1),
T (J2) := T (J)|J2 = (VJ2 , EJ2 ,mJ2 , J2),
T (J3) := T (J)|J3 = (VJ3 , EJ3 ,mJ3 , J3),
T := (V,E, T (I), T (J)),
T1 := (V1, E1, T (I1), T (J1)),
T2 := (V2, E2, T (I2), T (J2)),
T3 := (V2, E2, T (I3), T (J3)). (5.41)
Seien M1 ∈ H(k1, T1), M2 ∈ H(k2, T2, ) und M3 ∈ H(k3, T3) mit konstanten
Rangverteilungen k1, k2, k3, k3 < k1 + k2 gegeben.
Die verallgemeinerte Addition M3 :=M1 ⊞k3 M2 kostet
NHVMA := NHVMA(M,M1,M2) = O(Csp·(k1+k2)·depth(T (I×J))·max{#I3,#J3}).
Beweis: Die Berechnung, welche Indizes von I3 in I1 und I2 vorkommen, hat
aufgrund der Hashtabellen einen Aufwand von O(#I3). Die Berechnung welche
Indizes von J3 in J1 und J2 liegen, kostet O(#J3).
Der Aufwand für einen Block b = (s, t) ∈ L+(T3) lässt sich mit #sˆ|I3 · #tˆ|J3
angeben. Die verallgemeinerte Addition für Rang-k-Matrizen verursacht ohne
Kürzung keine Kosten (Satz 5.11). Hier entstehen die Kosten durch die Kürzung
der Rang-k-Matrizen.
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dem Speicherbedarf einer H-Matrix aus H(k1+ k2, T3) entspricht, den wir nach
Tabelle 4.1 mit O(Csp(k1 + k2)depth(T3) ·max{#I3,#J3}) abschätzen können.





















2(#sˆ|I3 +#tˆ|J3) + 22(k1 + k2)3





≤ C1(Csp(k1 + k2)2depth(T3) ·max{#I3,#J3}
+ 22(k1 + k2)
3 ·#L+(T3)).

5.2 Die Clusterbäume T (I) und T (J)
Wir haben nun die H-Matrizen entsprechend erweitert, sodass wir den HDD-
Algorithmus mit H-Matrizen umsetzen können. Wir erstellen nun die Cluster-
bäume T (I) und T (J), welche wir im HDD-Algorithmus einschränken werden.
Bei der Konstruktion eines Clusterbaumes teilen wir die Cluster so lange, bis
die Größe nmin unterschritten wird. Alle Blöcke b = (s, t) eines Blockcluster-
baumes T (I × J), für die #sˆ < nmin oder #t < nmin gilt, sind dem Nahfeld
L−(T (I × J)) zugeordnet und werden nicht als Rang-k-Matrizen dargestellt.
Wir erzeugen mittels der eingeschränkten Clusterbäume auch wieder Block-
clusterbäume und somit H-Matrizen. Es ist nicht effizient, wenn wir den Clus-
terbaum T (I) auf eine Indexmenge K einschränken, sodass viele v ∈ T (I)|K
existieren, für die #vˆ|K um einiges kleiner als nmin ist. Ein Beispiel für solch
einen eingeschränkten Clusterbaum ist T (I)|K , falls #L(T (I)|K) = #K gilt. In
diesem Fall bestehen alle Blätter des eingeschränkten Clusterbaumes aus einem
Index. Wir wollen dieses Problem Fragmentierung nennen, und es kennzeichnet
sich dadurch, dass es viele Cluster v ∈ T (I)|K \L(T (I)|K) gibt, mit sons(v) > 1
und #vˆ|K < nmin.
Wir wollen nun, bevor wir die Konstruktion der Clusterbäume für die Index-
mengen I und J definieren, zuerst ein paar Anforderungen an T (I) und T (J)
angeben, damit wir bei den eingeschränkten Clusterbäumen nicht zu viele und
zu kleine Cluster erhalten.
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Anforderungen an T (I) und T (J)
Zuerst schauen wir uns die Teilindexmengen von I und J an, für die wir die
Clusterbäume T (I) und T (J) einschränken wollen. Dazu gehen wir einfach die
Matrizen durch, die wir beim HDD-Algorithmus erstellen.
Matrix Indexmengen
Ψ∂ωh , ω ∈ L(TΩ) (siehe (5.6)) I(∂ω), I(ω)
Ψ−ωh , ω ∈ L(TΩ) (siehe (5.7)) I(∂ω), I(ω), I(ω)
Ψ−ωH , ω ∈ L(TΩ) (siehe (5.8)) I(∂ω), I(ω), I(ω), J(ω)
Φ∂ωh , ω ∈ TΩ \ L(TΩ) (siehe ((5.11)) I(γ), I(∂ω)
Φ−ωh , ω ∈ TΩ \ L(TΩ) (siehe ((5.12)) I(γ), I(ω)
Φ−ωH , ω ∈ TΩ \ L(TΩ) (siehe ((5.13)) I(γ), J(ω)
Ψ∂ωh , ω ∈ TΩ \ L(TΩ) (siehe ((5.14)) I(γ), I(∂ω)
Ψ−ωh , ω ∈ TΩ \ L(TΩ) (siehe ((5.15)) I(γ), I(∂ω), I(ω)
Ψ−ωH , ω ∈ TΩ \ L(TΩ) (siehe ((5.16)) I(γ), I(∂ω), J(ω)
Insgesamt benötigen wir Clusterbäume für die Indexmengen (ω ∈ TΩ)
I(γ), I(∂ω), I(ω), I(ω) und J(ω). (5.43)
Welche Indexmengen wir wirklich benötigen, hängt davon ab, welche Matrix wir
für ω erstellen und ob wir eine Skala oder zwei Skalen verwenden. I(ω) benötigen
wir zum Beispiel nur, wenn ω ein Blatt des Gebietszerlegungsbaumes ist.
Wir erstellen die eingeschränkten Clusterbäume
T (I)|I(γ), T (I)|I(∂ω), T (I)|I(ω), T (I)|I(ω) und T (J)|J(ω). (5.44)
In den Blättern ω ∈ L(TΩ) wollen wir eine Cholesky-Zerlegung für AI(ω),I(ω)ω
berechnen. Also sollte der Clusterbaum möglichst die Eigenschaften der Ge-
bietszerlegungsclusterung haben, damit wir bei der Cholesky-Zerlegung große
Nullblöcke erhalten (siehe Kapitel 4.6.7).
Die Mengen I(γ) ⊆ Γ (siehe (3.6)) sollen möglichst so gewählt sein, dass es ein
v ∈ T (I) gibt mit I(γ) = vˆ. Damit sollte das Problem der Fragmentierung für
T (I)|I(γ) nicht auftreten.
Für ∂ω ist es allgemein nicht möglich einen Cluster v ∈ T (I) mit I(∂ω) = vˆ
zu finden. Zum Beispiel seien {ω1, ω2} = sons(ω) und ω ∈ TΩ. Dann ist
I(∂ω1) ⊂ I(∂ω) ∩ I(γ). Zusätzlich gilt in der Regel I(∂ω1) ∩ I(∂ω2) 6= ∅. Da-
her fordern wir für ω ∈ TΩ, dass sich die Menge I(∂ω) aus möglichst wenigen
v ∈ T (I) zusammensetzen lässt, sodass nur eine geringe Fragmentierung auftritt.
Clusterbaum T (I)
Nun wollen wir den Clusterbaum T (I) für das Gitter ΩIh erstellen. Zuerst passen
wir den Clusterbaum an den Gebietszerlegungsbaum an. Danach werden wir die
Gebietszerlegungsclusterung aus Konstruktion 4.43 verwenden.
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Konstruktion 5.19 (T (I)) a
In dieser Konstruktion wird der Clusterbaum T (I) := T := (V,E, ,ˆ I(Ω)) er-
stellt. Die Konstruktion besteht aus zwei Teilen. In dem ersten Teil erstellen
wir einen Clusterbaum, wo jeder innere Knoten geteilt ist. Wie bei Konstrukti-
on 4.43 entstehen dort kleine Cluster, die auf der selben Stufe wie sehr große
Cluster sind. Dies beheben wir im zweiten Teil. Bei der Konstruktion erstel-
len wir für jeden Cluster s einen Minimalquader Qs, den wir zur Unterteilung
benutzen und später bei der Berechnung der Zulässigkeitsbedingung benötigen.
1. Wir ordnen jeden Knoten bis auf die Wurzel von T einer der drei Mengen
VG, VInt oder VR zu. VG ist die Menge der Gebietscluster und VInt ist die
Menge der Interfacecluster, wie es auch in Konstruktion 4.43 gehandhabt
wurde. Zusätzlich benötigen wir VR für die Randcluster. Diese Randcluster
enthalten Teilmengen von I(∂Ω), wohingegen Cluster aus VG und VInt
Teilmengen von I(Ω) enthalten. Zuerst unterteilen wir die Indexmenge in
I(Ω) und I(∂Ω).
Die Konstruktion von T (I) startet also mit
V := {v, v1, v2}, E := {(v, v1), (v, v2)},
vˆ := I(Ω), vˆ1 := I(Ω), vˆ2 := I(∂Ω),
VG := {v1}, VInt := ∅, VR := {v2}.
Wir wollen die Unterteilung der Gebietscluster und Randcluster aufein-
ander abstimmen und uns zusätzlich an den Gebietszerlegungsbaum hal-
ten. Daher wollen wir jedem Gebietscluster einen Randcluster und einen
Knoten des Gebietszerlegungsbaumes zuordnen. Wir geben die Zuordnung
mittels Tupeln an. Bei der Unterteilung der Gebietscluster treten folgende
Fälle auf.
(a) Wir haben (s, r, ω) mit s ∈ VG, r ∈ VR und ω ∈ TΩ.
(b) Wir haben (s, ω) mit s ∈ VG und ω ∈ TΩ.
(c) Wir haben (s, r) mit s ∈ VG und r ∈ VR.
(d) Wir haben nur einen Knoten s ∈ VG vorliegen.
In den Fällen (a) und (c) werden wir die Randcluster bei der Teilung
des Gebietsclusters mitunterteilen. Wir diskutieren nun die verschiedenen
Fälle für die Unterteilung von Gebietscluster, Interfacecluster und Rand-
cluster.
Gebietscluster: Für die Gebietscluster sind die oben angegeben vier Fäl-
le zu betrachten. Bei der Aktualisierung der Mengen gehen wir davon
aus, dass den Clustern, die aus der Teilung eines Gebietsclusters ent-
stehen, immer Indizes zugeordnet sind. Dies muss nicht der Fall sein.
Falls einem neuen Cluster keine Indizes zugeordnet sind, dann wird
dieser Cluster auch bei der Aktualisierung der Mengen nicht einge-
fügt und die Rekursion für diesen leeren Cluster fällt weg. Wir las-
sen diese Spezialfälle aufgrund der Übersichtlichkeit in der folgenden
Fallunterscheidung weg.
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(a) Fall (s, r, ω): Falls ω ∈ L(TΩ) gilt, dann fahren wir mit dem
Fall (s, r) fort. Ist #sˆ < nmin unterteilen wir s nicht mehr.
Ansonsten unterteilen wir den Gebietscluster s in die drei Söhne
s1, s2, t, sodass mit ({ω1, ω2} = sons(ω))
sˆ1 := sˆ ∩ I( ◦ω1), (5.45)
sˆ2 := sˆ ∩ I( ◦ω2) und (5.46)
tˆ := sˆ ∩ (sˆ1 ∪ sˆ2) (5.47)
gilt. s1 und s2 sind neue Gebietscluster und t ist ein Interface-
cluster. Den Randcluster r unterteilen wir in die Söhne r1 und
r2, sodass
rˆ1 := rˆ ∩ I(ω1) und rˆ2 := rˆ \ rˆ1
gilt. Dabei kann der Fall auftreten, dass entweder rˆ1 = ∅ oder
rˆ2 = ∅ gilt. Falls rˆ1 6= ∅ und rˆ2 6= ∅ gilt, aktualisieren wir die
Mengen durch:
V := V ∪ {s1, s2, t, r1, r2},
E := E ∪ {(s, s1), (s, s2), (s, t), (r, r1), (r, r2)},
VG := VG ∪ {s1, s2}, VInt := VInt ∪ {t}, VR := VR ∪ {r1, r2}.
Wir führen die Rekursion mit (s1, r1, ω1) und (s2, r2, ω2) fort.
Falls rˆ1 = ∅ und rˆ2 6= ∅ gilt, verwerfen wir die Cluster r1 und r2
und aktualisieren die folgenden Mengen:
V := V ∪ {s1, s2, t},
E := E ∪ {(s, s1), (s, s2), (s, t)},
VG := VG ∪ {s1, s2}, VInt := VInt ∪ {t}.
Wir führen die Rekursion mit (s1, ω1) und (s2, r, ω2) fort.
Falls rˆ1 6= ∅ und rˆ2 = ∅ gilt, verwerfen wir die Cluster r1 und r2
und aktualisieren die folgenden Mengen:
V := V ∪ {s1, s2, t},
E := E ∪ {(s, s1), (s, s2), (s, t)},
VG := VG ∪ {s1, s2}, VInt := VInt ∪ {t}.
Wir führen die Rekursion mit (s1, r, ω1) und (s2, ω2) fort.
(b) Fall (s, ω): Falls ω ∈ L(TΩ) gilt, dann fahren wir mit dem Fall s
fort. Ist sˆ ≥ nmin, dann unterteilen wir den Gebietscluster s in
die drei Söhne s1, s2, t wie in (5.45), (5.46) und (5.47). s1 und
s2 sind neue Gebietscluster und t ist ein Interfacecluster. Wir
führen die Rekursion mit (s1, ω1) und (s2, ω2) fort.
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(c) Fall (s, r): Ist sˆ ≥ nmin, dann unterteilen wir s in die drei Söhne
nach Konstruktion 4.43 für Gebietscluster, wobei der Minimal-
quader Q˜s für die Indizes sˆ ∪ rˆ benutzt wird. Dort wird s in die
Cluster s1, s2, t unterteilt. r wird anhand des Quaders Q˜s in die
Cluster r1 und r2 unterteilt. Die Aktualisierung der Mengen fin-
det wie im Fall (a) statt. Die Rekursion wird fortgeführt mit
(s1, r1), (s2, r2) falls #rˆ1 6= ∅ und #rˆ2 6= ∅,
s1, (s2, r) falls #rˆ1 = ∅ und #rˆ2 6= ∅,
(s1, r), s2 falls #rˆ1 6= ∅ und #rˆ2 = ∅.
(d) Fall s: Wir unterteilen den Gebietscluster s ∈ VG wie in Kon-
struktion 4.43 in die zwei Gebietscluster s1, s2 sowie dem Interfa-
cecluster t. Allerdings berechnen wir danach den Minimalquader
für alle neuen Cluster.
Interfacecluster: Bei der Unterteilung der Gebietscluster haben wir In-
terfacecluster erstellt. Nun werden alle diese Interfacecluster rekursiv
nach Konstruktion 4.43 unterteilt, mit dem Unterschied, dass wir die
Interfacecluster immer unterteilen.
Randcluster: Bisher wurden die Randcluster schon bei der Unterteilung
der Gebietscluster mitgeteilt. Es können aber noch Cluster r ∈ VR
mit rˆ ≥ nmin existieren. Diese Cluster unterteilen wir rekursiv wie
die Interfacecluster. Die neu entstehenden Cluster ordnen wir wieder
VR zu.
2. Bei der bisherigen Konstruktion haben wir das Problem, dass die Rand-
cluster, Interfacecluster und Gebietscluster auf der gleichen Stufe des Clus-
terbaumes eine sehr unterschiedliche Größe haben können. Dies wollen wir
nun reparieren. Sei T = (V,E, ,ˆ I(Ω)) der Clusterbaum, der in Teil 1 er-







die durchschnittliche Größe der Cluster der Stufe l. Sei 0 < δ ≤ 1 gegeben.
Für alle l = 1, . . . depth(T ) tun wir nun Folgendes (Achtung depth(T )
kann sich im Laufe des Algorithmus erhöhen!):
(a) Sei avgl := avg(Vl). (Dies bleibt nun konstant für die Stufe l).
(b) Für alle v ∈ Vl mit #vˆ ≤ δ ·avgl fügen wir den Cluster w zu V hinzu.
Sei v˜ := father(v). Wir streichen außerdem die Kante (v˜, v) aus E
und fügen die Kanten (v˜, w) und (w, v) hinzu. Dies bedeutet Knoten
v wird in Vl+1 geschoben. w ist nun auf Stufe l.
Durch diese Korrektur sollen die Cluster auf einer Stufe öfter eine ähnliche
Größe haben. In den numerischen Tests ist δ = 0.66.
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Beispiel 5.20 Wir wollen Konstruktion 5.19 an einem Beispiel durchspielen.
Das folgende Gitter für Ω hat 25 Knoten, die durchnummeriert sind. Die zuge-
hörige Indexmenge ist
I := {1, 2, 3, 4, . . . , 25}.
1 2 3 4 5
6 7 8 9 10
11 12 13 14 15
16 17 18 19 20
21 22 23 24 25
Wir wollen nun den Clusterbaum T = (V,E,m, I) erstellen. Wir starten mit
E = ∅ und V = {v} mit m(v) := I. Als nächstes unterteilen wir v in die
Cluster v1 und v2. v1 ∈ VG ist ein Gebietscluster und enthält
m(v1) := {7, 8, 9, 12, 13, 14, 17, 18, 19}.
v2 ∈ VR ist ein Randcluster mit
m(v2) := {1, 2, 3, 4, 5, 6, 10, 11, 15, 16, 20, 21, 22, 23, 24, 25}.
Aktuell ist V = {v, v1, v2}, E := {(v, v1), (v, v2)}, VG := {v1}, VR := {v2} und
VInt := ∅. Der Gebietszerlegungsbaum habe die folgende Struktur:
Ω
ω1 ω2
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Das Tripel für die weitere Unterteilung lautet (v1, v2,Ω) und wir erstellen die
Cluster v3, v4, v5 für v1 sowie v6 , v7 für v2. Für diese Cluster gilt:
m(v3) := {7, 12, 17},
m(v4) := {9, 14, 19},
m(v5) := {8, 13, 18},
m(v6) := {1, 2, 3, 6, 11, 16, 21, 22, 23},
m(v7) := {4, 5, 10, 15, 20, 24, 25}.
(5.48)
Die Struktur des Clusterbaumes ist aktuell durch die Mengen
V = {v, v1, v2, v3, v4, v5, v6, v7},




v3 v4 v5 v6 v7
Zusätzlich gilt
VG = {v1, v2, v3}, VInt = {v5} und VR = {v2, v6, v7}.
Sei nmin = 5. Somit sind die Cluster v3, v4 und v5 schon klein genug. Würden
wir sie dennoch weiter teilen, dann mittels der Tupel (v2, v6) und (v3, v7). Der
Interfacecluster v5 würde nach Konstruktion 4.43 unterteilt werden.
Den Randcluster v6 teilen wir nochmal in die Cluster v8 und v9 mit m(v8) :=
{1, 2, 3, 6, 11} und m(v9) := {16, 21, 22, 23}. v7 wird in die Cluster v10 und v11
geteilt mit m(v10) := {4, 5, 10, 15} und m(v11) := {20, 24, 25}. Der Clusterbaum
hat somit die Struktur
V = {v, v1, v2, v3, v4, v5, v6, v7, v8, v9, v10, v11}
E =
{
(v, v1), (v, v2), (v1, v3), (v1, v4), (v1, v5),




v3 v4 v5 v6 v7
v8 v9 v10 v11
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Nun wollen wir den zweiten Schritt der Konstruktion 5.19 durchführen, damit
möglichst gleichgroße Cluster auf einer Stufe des Clusterbaumes sind. Für dieses
Beispiel wählen wir δ = 0, 75. Auf Stufe 1 sind aktuell die Cluster v1 und v2
vorhanden. Ihre durchschnittliche Größe ist 12, 5. Da 9 = #m(v1) < 0, 75 · 12, 5
gilt, wird v1 in die nächste Stufe verschoben. Wir fügen somit einen Cluster v12
hinzu mit m(v12) := m(v1). Wir löschen die Kante (v, v1) aus E und fügen die






v8 v9 v10 v11
v12
Nun ist die durchschnittliche Clustergröße der Cluster auf Stufe 2:
avg(V2) =






In diesem Fall müssen wir keine Korrektur einbauen. Für die dritte Stufe erhal-
ten wir eine durchschnittliche Clustergröße von
avg(V3) =






Auch in diesem Fall ist keine Korrektur nötig. Somit ist die Clusterbaumkon-
struktion beendet.
Clusterbaum T (J)
Wir müssen nun den Clusterbaum T (J) erstellen. Für die Konstruktion des
Clusterbaumes T (J) wollen wir den Clusterbaum T (I) wieder benutzen.
In Kapitel 2 haben wir jedem Index einen Gitterpunkt zugeordnet. Seien
KI := {pi ∈ Rd | i ∈ I}
und
KJ := {pj | j ∈ J}
diese Gitterpunkte. Dabei gilt KJ ⊂ KI , weil das Gitter ΩIh eine Verfeinerung
von ΩJH ist. Sei v ∈ T (I). Dann sei die Menge der Gitterpunkte für vˆ die Menge
KI(v) := {pi ∈ KI | i ∈ vˆ}. (5.49)
Konstruktion 5.21 Sei T (I) = (V,E, ,ˆ I) der Clusterbaum nach Konstruktion
5.19. T (J) := (VJ , EJ ,m(·), J) wird mit den folgenden Schritten konstruiert,
wobei Vneu und V
′
Hilfsmengen für die Konstruktion sind.
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1. Sei v = root(T (I)). Dann startet die Konstruktion mit VJ := {v}, EJ :=
∅, m(v) := J und Vneu := {v}.
2. Dieser Schritt wird wiederholt, bis Vneu = ∅ ist. Wir setzen V ′ = ∅. Für
alle v ∈ Vneu mit m(v) ≥ nmin betrachten wir die Sohnmenge sons(v)
bezüglich des Clusterbaumes T (I). Für alle w ∈ sons(v) mit KI(v)∩KJ 6=
∅ führen wir nun folgende Schritte aus:





(c) EJ := EJ ∪ (v, w),
(d) m(w) := {j ∈ J | pj ∈ KI(v) ∩KJ}.
Zuletzt setzen wir Vneu = V
′
und führen den Schritt 2 wieder aus.
Notationen 5.22 Sei T (I) = (V,E, ,ˆ I) gegeben und T (J) = ((VJ , EJ ,m(·), J)
nach Konstruktion 5.21 erstellt. Nach der Konstruktion 5.21 gilt VJ ⊆ V . Wir
werden für m(v) ⊆ J , v ∈ T (J) im weiteren Verlauf vˆ schreiben. Dies ist nicht
zu verwechseln mit vˆ ⊆ I für v ∈ T (I). Zur eindeutigen Unterscheidung ist im-
mer angegeben, zu welchem Clusterbaum v bei der Verwendung dieser Notation
gehört.
Von nun an gehen wir davon aus, dass T (I) nach Konstruktion 5.19 und der
Clusterbaum T (J) immer nach Konstruktion 5.21 erstellt wurde. T (J) ist dabei
offensichtlich ein Teilbaum von T (I).
Satz 5.23 Die Konstruktion eines Clusterbaumes T (I) nach Konstruktion 5.19
hat einen Aufwand von
Nddnew(T (I)) = O(#I · depth(T (I)). (5.50)
Beweis: Wir werden in diesem Beweis den Aufwand der einzelnen Phasen ab-
schätzen. Sei T1(I) der Clusterbaum, der nach dem ersten Schritt von Kon-
struktion 5.19 erstellt wurde. Wir betrachten zuerst die Kosten, die für einen
beliebigen Cluster v ∈ T (I) anfallen können. Wir berechnen für diesen Clus-
ter den Minimalquader Qv. Dies hat nach Bemerkung 4.15 einen Aufwand von
O(#vˆ). Ist v ein Gebietscluster, der nach Fall (c) unterteilt wird, dann ist ihm
ein Randcluster w zugeordnet und es wird ein Minimalquader für vˆ ∪ wˆ berech-
net. Der Aufwand dafür ist O(#vˆ + #wˆ). Diesen Aufwand können wir wieder
auf beide Cluster aufteilen, sodass der Aufwand zur Berechnung aller Minimal-
quader für jeden Cluster v ∈ T1(I) weiter mit O(#vˆ) abgeschätzt werden kann.
Weitere Kosten entstehen durch die Teilung eines Clusters. Die Teilung eines
Clusters anhand der Minimalquader, wie sie bei der Teilung von Rand- und
Interfaceclustern verwendet wird, hat für einen Cluster v ∈ VR ∪ VInt nach Be-
merkung 4.20 einen Aufwand von O(#vˆ). Dies gilt auch für Gebietscluster, die
mittels Minimalquader geteilt werden.
Alle anderen Cluster, die geteilt werden, werden anhand des Gebietszerlegungs-
baumes geteilt. Diese Teilung lässt sich mittels Hashtabellen ebenfalls mit einem
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Aufwand von O(#vˆ) durchführen. Dies gilt auch für die Teilung der Wurzel des
Clusterbaumes. Daher können wir den Aufwand für jeden Cluster v ∈ T1(I)
durch O(#vˆ) abschätzen. Somit können wir den Gesamtaufwand der ersten
Phase der Konstruktion 5.19 durch∑
v∈T1(I)
O(#vˆ) ≤ O(#I · depth(T1(I))). (5.51)
abschätzen. In der zweiten Phase müssen wir für jeden Cluster die Größe so-
wie die durchschnittliche Größe aller Cluster auf einer Stufe bestimmen. Die
Größenbestimmung können wir in konstanter Zeit durchführen. Ebenfalls lässt
sich ein neuer Cluster mit konstanter Zeit in den Baum einfügen.
Daher ist der Aufwand der zweiten Stufe mit der Anzahl der Knoten, aus denen
T (I) besteht, abzuschätzen. Wir können die Knotenanzahl von T (I) mit (siehe
Satz A.8)
1 + depth(T (I)) ·#I
abschätzen. Summation der Aufwände der beiden Phasen ergibt (5.50).

Satz 5.24 Die Konstruktion eines Clusterbaumes T (J) nach Konstruktion 5.21
hat einen Aufwand von
Nddnew(T (J)) = O(#J · depth(T (I)). (5.52)
Beweis: Die Konstruktion von T (J) ist ähnlich wie die Konstruktion eines
eingeschränkten Clusterbaumes. Wir müssen wieder entscheiden, welche Teil-
mengen von J in einem Cluster v ∈ T (I) liegen. Allerdings berechnen wir dies
über die Knotenpunkte der beiden Gitter. Dies können wir mittels Hashtabellen
wie bei der Einschränkung eines Clusterbaumes mit dem Aufwand




Für die Gesamtkomplexität des HDD-Algorithmus und des Lösungsalgorithmus
benötigen wir noch einige Voraussetzungen an den Gebietszerlegungsbaum. Wir
wollen diese Voraussetzungen möglichst allgemein halten, werden aber auch zei-
gen, dass unser Modellgitter diese Annahmen erfüllt.
Annahmen 5.25 a
Sei TΩ der Gebietszerlegungsbaum für ein Gitter ΩIh := {T1, . . . , Tm}.
1. Der Gebietszerlegungsbaum ist ein Binärbaum, d.h. für jeden Knoten ω ∈
TΩ \ L(TΩ), der kein Blatt ist, gilt #sons(ω) = 2.
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2. Für ω ∈ TΩ \ L(TΩ) soll
#I(ω1) ≈ #I(ω2), {ω1, ω2} = sons(ω)
gelten. D.h. wenn ein Knoten von TΩ geteilt wird, dann soll die Kardi-
nalität der beiden Teilindexmengen I(ω1) und I(ω2) ungefähr gleichgroß
sein.
3. Sei TΩ so gewählt, dass #ω = 1 für alle ω ∈ L(TΩ) gilt. In diesem Fall soll
depth(TΩ) = O(logm) gelten (m ist die Anzahl der Gitterelemente). Wir
gehen davon aus, dass die Gitterelemente über die Gitterpunkte definiert
werden, und daher fordern wir gleichzeitig, dass depth(TΩ) = O(log#I)
gilt.






 ≤ CT#I(Ω) = CT#I ∀l ∈ {0, . . . , depth(TΩ)}.
5. Sei TΩ ein Gebietszerlegungsbaum für das grobe Gitter ΩJH . Sei Ω
I
h eine
Verfeinerung des Gitters ΩJH . Wir gehen davon aus, dass es Konstanten
Cγ > 0 und C∂ > 0 gibt, sodass
#I(γ) ≤ Cγ#J(ω) ∀ω ∈ Tω \ L(TΩ) und (5.53)
#I(∂ω) ≤ C∂#J(ω) ∀ω ∈ Tω (5.54)
gilt.
Beispiel 5.26 Sei ΩJH das Gitter für (−1, 1)2 mit der Kantenlänge H = 2m
mit m = 2i, i ∈ N. Das Gitter besteht somit aus m2 Quadraten. QJH wird so
unterteilt, dass die Elemente von ΩJH auf den Stufen l mit l mod 2 = 0 wieder
Quadrate bilden. Die folgende Abbildung 5.2 zeigt diese Unterteilung für m = 8,
sodass die Blätter nur noch ein Element erhalten. Für diese Konstruktion hat
der Baum die Tiefe logm2 = 2i+ 1 = 7.
Sei ΩIh ein verfeinertes Gitter mit H = Mh, sodass m
2M2 die Anzahl der Ele-
mente des feinen Gitters ist. Die Abschätzung für Cγ und C∂ ist dann Cγ =
C∂ = M , denn die Ränder und Interfaces bestehen aus Kanten des groben Git-
ters und jede Kante wird im feinen Gitter in M Kanten unterteilt. Da wir für
eine Kante immer 2 Knoten brauchen, können wir
#I(∂ω) ≤M#J(∂ω) ≤M#J(ω)
abschätzen.
Bemerkung 5.27 Die maximale Tiefe der Beispielgitter ist also O(log#I(Ω)),
falls wir das Gebiet bis zu einzelnen Elementen unterteilen. Bei den später fol-
genden numerischen Tests wird dieser Fall nie auftreten, weil Tests gezeigt ha-
ben, dass es sinnvoller ist, dass die Blätter ω ∈ L(TΩ) einigen hundert Knoten
enthalten.
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Abbildung 5.2: Beispiel eines Gebietszerlegungsbaumes für ΩJH , mit H = 0, 25.
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Satz 5.28 Sei T (I) nach Konstruktion 5.19 und T (J) nach Konstruktion 5.21
erstellt. Es gilt
depth(T (J)) ≤ depth(T (I)). (5.55)
Beweis: Die Aussage depth(T (J)) ≤ depth(T (I)) ist klar, weil T (J) ein Teil-
baum von T (I) ist.

Nun fehlt noch eine Aussage zu der Tiefe von T (I). Diese hängt aber auch von
der Struktur des verwendeten Gitters ab.
5.2.1 Die Tiefe von T (I)
Die Unterteilung der Gebietscluster des Clusterbaumes T (I) beruht zum Teil
auf einem Gebietszerlegungsbaum und zum Teil auf der Konstruktion 4.43. In
[22] wird die Tiefe eines Clusterbaumes für die Indexmenge I(Ω) für ein regel-
mäßiges Gitter mit O(log#I(Ω)) abgeschätzt.
Der dominierende Faktor bei dem Clusterbaum T (I) sind die Gebietscluster,
denn für große Gitter ist #I(Ω) in der Regel um einiges größer als #I(∂Ω).
Gehen wir davon aus, dass wir ein regelmäßiges Gitter vorliegen haben, dann
können wir annehmen, dass bei der Teilung eines Gebietsclusters die beiden neu-
en Gebietscluster ungefähr gleich groß sind. Dies bedeutet, dass sich die Größe
der Gebietscluster pro Stufe immer halbiert, was zu einer Tiefe von O(log#I)
führt. Die Korrektur des zweiten Schrittes der Konstruktion 5.19 wird diese
Tiefe nicht wesentlich erhöhen. Daher gehen wir im Folgenden davon aus, dass
depth(T (I)) = O(log#I) (5.56)
gilt.
5.3 Blockclusterbäume
Nun wollen wir die Blockclusterbäume betrachten, die bei dem HDD-Algorithmus
erzeugt werden. Für diese benötigen wir zuerst noch eine neue Zulässigkeits-
bedingung.
5.3.1 Zulässigkeitsbedingung
Wir wollen eine ähnliche Zulässigkeitsbedingung wie AdmDD aus Definition 4.46
benutzen. Allerdings wollen wir dabei ausnutzen, dass wir häufiger Cluster mit-
einander kombinieren, die ein Randcluster oder ein Interfacecluster sind.
Wir haben in Kapitel 4.2 für jeden Cluster v ∈ T (I) einen Quader definiert. Sei
im Weiteren Qv dieser Minimalquader und Admη die Standardzulässigkeitsbe-
dingung aus Definition 4.16.
Für die folgende Definition benötigen wir den Teilbaum T lv von einem Baum
T = (V,E). Dieser erfüllt die Eigenschaften (v ∈ T , l ∈ N) (siehe auch Anhang
A):
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) ist ein Teilbaum von T mit der Wurzel v,
2. V
′




:= {(v, w) ∈ E | v, w ∈ V ′}.
Definition 5.29 (Neue Distanz) Seien T (I) und T (J) zwei Clusterbäume.
Die neue Distanz distk der Tiefe k, k ∈ N0 für die Cluster s ∈ T (I) und
t ∈ T (J) ist definiert durch
distk(s, t) := min{dist(s′ , t′) | s′ ∈ L(T ks (I), t
′ ∈ L(T kt (J))}. (5.57)
Mittels distk definieren wir nun unsere neue Zulässigkeitsbedingung für den
Blockclusterbaum T (I × I).
Definition 5.30 (Neue Zulässigkeitsbedingung) Sei T (I) := (V,E,m, I)
ein Clusterbaum, der nach Konstruktion 5.19 erstellt wurde. VG seien die Ge-
bietscluster, k ∈ N0 und η > 0 seien vorgegeben. Die Zulässigkeitsbedingung
Admη,kDD : V × V → {true, false} ist für (s, t) ∈ V × V wahr genau dann, wenn
s 6= t, s, t ∈ VG (5.58)
oder
min{diam(Qs), diam(Qt)} ≤ η · distk(s, t) (5.59)
gilt.
Welche Vorteile die neue Zulässigkeitsbedingung dabei hat, zeigen wir in dem
Beispiel auf der nächsten Seite.
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Beispiel 5.31 In der Abbildung 5.3 sehen wir zwei Cluster. Links unten sei der
Cluster s und rechts oben sei der Cluster t. Der Quader für s sei
Qs := [−1; 0, 125]× [−1; 0, 125]
und
Qt := [0; 1]× [0; 1]
sei der Quader für t. Dann gilt
diam(Qs) ≈ 1, 59, diam(Qt) =
√









Abbildung 5.3: Zwei Cluster und der Träger für die Indizes und die zugeordneten
Quader.
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Sei der Cluster s in die Cluster s1, s2, s3 unterteilt und t in die Cluster t1 und
t2. Die Quader seien (siehe Abbildung 5.4):
Bs1 = [−1;−0, 875]× [−0, 5; 0, 125],
Bs2 = [−1;−0, 5]× [−1;−0, 5],
Bs3 = [−0, 5; 0, 125]× [−1; 0, 875],
Bt1 = [1; 0]× [0, 75; 1],












Abbildung 5.4: Fünf Cluster und der Träger für die Indizes und die zugeordneten
Quader.
Es gilt außerdem
dist(Bs1 , Bt1) = 1, 125,
dist(Bs2 , Bt1) ≈ 1, 346,
dist(Bs3 , Bt1) = 1, 625,
dist(Bs1 , Bt2) = 1, 75,
dist(Bs2 , Bt2) ≈ 1, 463,
dist(Bs3 , Bt2) ≈ 1, 152.
(5.60)
Daraus folgt
distk(s, t) = 1, 125.
Mittels diam1(·) erhalten wir nun einen Abstand, mit dem die neue Zulässig-
keitsbedingung ein positives Ergebnis liefern kann (zum Beispiel für η = 2).
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Abbildung 5.5: Die Blockstruktur eines Blockclusterbaumes T (I × I) für ein
Gitter mit 912673 Knoten. Die gelben Blöcke sind zulässig.
Bei der Implementierung hat sich gezeigt, dass k = 4 ein guter Kompromiss
zwischen dem Aufwand und den Ergebnissen liefert.
Bemerkung 5.32 Wir verwenden Clusterbäume, wo ein Cluster in maximal
drei neue Cluster unterteilt wird. Dadurch haben wir nach [13, Kapitel 8] für
distk maximal 32k-mal die Distanz zweier Quader zu berechnen.
5.3.2 Blockclusterbäume T (I × I) und T (I × J)
Nun können wir den Blockclusterbaum T (I × I) nach Algorithmus 5 mit der
Zulässigkeitsbedingung Admk,ηDD(·) konstruieren.
Für die Konstruktion des Blockclusterbaumes T (I ×J) aus den Clusterbäumen
T (I) und T (J) können wir die Zulässigkeitsbedingung nicht verwenden. Wir
müssen sie leicht modifizieren und nutzen aus, dass T (J) ein Teilbaum von T (I)
ist.
Definition 5.33 Seien T (I) = (VI , EI ,mI , I) und T (J) := (VJ , EJ ,mJ , J) ge-
geben. VG seien die Gebietscluster von T (I). k ∈ N0 und η > 0 seien vorgegeben.
Die Zulässigkeitsbedingung A˜dm
k,η
DD : VI×VJ → {true, false} für die Konstruk-
tion von T (I × J) ist für (s, t) ∈ VI × VJ wahr genau dann, wenn
s 6= t, s, t ∈ VG (5.61)
oder
min{diam(Qs), diam(Qt)} ≤ ηdistk(s, t) (5.62)
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Abbildung 5.6: Die Blockstruktur einer H-Matrix, die auf T (I × J) beruht.
Hier wurde ein zweidimensionales Gitter verwendet. Das feine Gitter hat 16641
Knoten und das grobe besteht aus 1089 Knoten (M = 4). Zulässige Blöcke sind
grün dargestellt.
Konstruieren wir den Blockclusterbaum T (I × J) nach Algorithmus 5 mit der
Zulässigkeitsbedingung A˜dm
k,η
DD(·), so ist ein Block (s, t) ∈ T (I×J) genau dann
zulässig, wenn (s, t) ∈ T (I × I) zulässig ist.
5.4 Behandlung der schwachbesetzten Matrizen






ω |I(ω)×I(ω),M I(ω),I(ω)ω |I(∂ω)×I(ω), P I(ω),J(ω)h→H
erstellen. Alle diese Matrizen sind schwachbesetzte Matrizen. Wir erstellen hier-
für zuerst die schwachbesetzte Matrix und konvertieren diese ins H-Matrix-
Format. Eine Beschreibung dieses Verfahrens findet sich in [8, Kapitel 4]. Der
Aufwand dieses Verfahrens ist identisch mit dem Speicheraufwand derH-Matrix,
zu der die schwachbesetzte Matrix konvertiert wird.
Wir werden beim HDD-Algorithmus teilweise schwachbesetzte Matrizen spei-
chern und im Lösungsalgorithmus wiederverwenden, weil wir schwachbesetzte
Matrizem mit einem linearen Aufwand speichern können und die Matrx-Vektor-
Multiplikation ebenfalls nur einen linearen Aufwand hat.
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5.5 HDD-Algorithmus mit H-Matrizen
Wir haben nun alle Werkzeuge um den HDD-Algorithmus mittels H-Matrizen
umzusetzen. Sind alle Matrizen in dem H-Matrix-Format gegeben, so können
wir alle Algorithmen aus Kapitel 3 weiterverwenden unter der Beachtung, dass
die Operationen mittels der H-Arithmetik durchgeführt werden.
Wir wollen nun die Berechnungen der Lösungsmatrizen und Hilfsmatrizen für
die unterschiedlichen Fälle durchgehen.
5.5.1 HDD-Algorithmus mit einer Skala
In diesem Fall ist der Gebietszerlegungsbaum bezüglich des Gitters ΩIh (siehe
(5.1)) erstellt. Mit der folgenden Modifikation geben wir alle Berechnungen für
Algorithmus 1 (Seite 36) bei der Verwendung von H-Matrizen an. Die folgenden
Punkte beschreiben alle nötigen Berechnungen, um den Algorithmus 1 mittels
H-Matrizen zu berechnen.
Bei dem Algorithmus verwenden für die Angabe der H-Matrixoperationen die
Symbole
⊕, ⊙ und ⊞ .
Bei der verallgemeinerten Addition geben wir für die Summanden das entspre-
chende Zielformat an, damit die Formeln leichter verstanden werden können.
Modifikation 5.34 1. Bevor wir die Rekursion in Algorithmus 1 starten,
berechnen wir den Clusterbaum T (I) und den Blockclusterbaum T (I × I).
2. Für alle ω ∈ L(TΩ) wird Folgendes durchgeführt:
(a) Berechnung der Clusterbäume
T (I)|I(ω), T (I)|I(∂ω) und T (I)|I(ω).
(b) Berechnung der Blockclusterbäume:
i. T (I × I)|I(ω)×I(ω),
ii. T (I × I)|I(ω)×I(ω),
iii. T (I × I)|I(ω)×I(∂ω),
iv. T (I × I)|(∂ω)×I(∂ω),
v. T (I × I)|(∂ω)×I(ω),
vi. T (I × I)|I(∂ω)×I(ω).




iv. M I(ω),I(ω)ω ,
v. M I(∂ω),I(ω)ω .
(d) Konvertierung der schwachbesetzten Matrizen ins H-Matrix-Format:
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i. AI(ω),I(ω)ω ∈ H(k, T (I × I)|I(ω)×I(ω)),
ii. AI(ω),I(∂ω)ω ∈ H(k, T (I × I)|I(ω)×I(∂ω)),
iii. AI(∂ω),I(ω)ω ∈ H(k, T (I × I)|(∂ω)×I(ω)),
iv. M I(ω),I(ω)ω ∈ H(k, T (I × I)|I(ω)×I(ω)),
v. M I(∂ω),I(ω)ω ∈ H(k, T (I × I)|I(∂ω)×I(ω)).
(e) Berechnung von:
i. der Cholesky-Zerlegung LωLTω = A
I(ω),I(ω)
ω .
ii. B := AI(∂ω),I(ω)ω ⊙ (AI(ω),I(ω)ω )−1 durch Lösen der Gleichungssys-
teme:
L⊙ Y = AI(∂ω),I(ω)ω ,
LT ⊙B = Y ;
iii. Ψ∂ωh = B ⊙A
I(ω),I(∂ω)
ω ,
iv. Ψ−ωh = −M
I(∂ω),I(ω)
ω ⊕B ⊙M I(ω),I(ω)ω .
(f) Gespeichert werden die folgenden Matrizen:
i. AI(ω),I(∂ω)ω als schwachbesetzte Matrix,
ii. M I(ω),I(ω)ω als schwachbesetzte Matrix,
iii. Der Faktor Lω der Cholesky-Zerlegung im H-Matrix-Format,
iv. Ψ∂ωh im H-Matrix-Format,
v. Ψ−ωh im H-Matrix-Format.




, Ψ−ω2 := Ψ
−
ωh2
, Ψ∂ω1 := Ψ
∂
ωh1
und Ψ∂ω2 := Ψ
∂
ωh2
gegeben. Für die Berechnung der Lösungsmatrizen und Hilfsmatrizen füh-
ren wir die folgenden Schritte durch.
(a) Berechnung der Clusterbäume
T (I)|I(γ), T (I)|I(∂ω) und T (I)|I(ω).
(b) Berechnung der Blockclusterbäume:
i. T (I × I)|I(γ)×I(γ),
ii. T (I × I)|I(γ)×I(∂ω),
iii. T (I × I)|I(γ)×I(ω),
iv. T (I × I)|I(∂ω)×I(γ),
v. T (I × I)|I(∂ω)×I(∂ω),
vi. T (I × I)|I(∂ω)×I(ω).
(c) Berechnung der folgenden Matrizen im H-Matrix-Format:
i. Φγ := Ψ∂ω1 |I(γ)×I(γ) ⊞Ψ∂ω2 |I(γ)×I(γ),
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ii. Φ−1γ ,
iii. Φ∂ := Ψ∂ω1 |I(γ)×I(∂ω) ⊞Ψ∂ω2 |I(γ)×I(∂ω),
iv. Φ− := Ψ−ω1 |I(γ)×I(ω) ⊞Ψ−ω2 |I(γ)×I(ω),
v. Φ∂ωh := Φ
−1
γ ⊙ Φ∂,
vi. Φ−ωh := Φ
−1
γ ⊙ Φ−,
vii. Ψ∂ := Ψ∂ω1 |I(∂ω)×I(γ) ⊞Ψ∂ω2 |I(∂ω)×I(γ),
viii. Ψ∂ω := (Ψ
∂
ω1
|I(∂ω)×I(∂ω) ⊞Ψ∂ω2 |I(∂ω)×I(∂ω))⊕Ψ∂ ⊙ Φ∂ωh ,
ix. Ψ−ω := (Ψ
−
ω1
|I(∂ω)×I(ω) ⊞Ψ−ω2 |I(∂ω)×I(ω))⊕Ψ∂ ⊙ Φ−ωh .
(d) Wir speichern die Matrizen: Φ∂ωh , Ψ
∂
ωh




berechneten Matrizen werden gelöscht.
(e) Wir können die Matrizen Ψ−ω1 , Ψ
−
ω2




Bemerkung 5.35 Die Begründung der Existenz von Φ−1γ findet man in [38,
Kapitel 6.3]. Sie stützt sich dabei auf die Existenz der Inversen im H-Matrix-
Format und die Approximation von Schur-Komplementen.
Beispiel 5.36 Wir wollen nun ein paar H-Matrizen darstellen, wie sie beim
HDD-Algorithmus auftreten, wenn wir H-Matrizen verwenden. Wir werden uns
hier hauptsächlich auf Matrizen konzentrieren, die bei der Behandlung von zwei-
dimensionalen Problemen entstehen. Bei dreidimensionalen Problemen werden
die Matrizen sehr groß und wir können weniger bei der Darstellung der Blockstruk-
turen erkennen.
Die Abbildung 5.7 (Seite 107) zeigt die Cholesky-Zerlegung für eine Steifigkeits-
matrix, wie wir sie für ein Blatt des Gebietszerlegungsbaumes berechnen. Weiße
Blöcke stellen bei dieser Abbildung Nullblöcke dar. Es wird nur der Faktor L
gespeichert. Daher besteht der obere rechte Teil der Blockstruktur nur aus Null-
blöcken. Die Nullblöcke des unteren linken Teils entstehen, durch die Benutzung
der Zulässigkeitsbedingung Admk,ηDD und der Kombination von Gebietsclustern.
Die roten Blöcke sind als vollbesetzte Matrizen gespeichert.
Die Abbildung 5.8 (Seite 107) stellt die Matrix Ψ−ωh dar. Dabei sind rote Blö-
cke wieder als vollbesetzte Matrizen gespeichert, und die bei den roten Blöcken
angegebene Zahl gibt die Anzahl der Zeilen oder Spalten an, je nachdem wel-
che Anzahl kleiner ist. Die grün-weißen Blöcke sind Rang-k-Matrizen. Dort gibt
die Zahl die Anzahl der Zeilen der beiden Faktoren der Rang-k-Matrix an bezie-
hungsweise den maximalen Rang, den die Matrix haben kann. Die Singulärwerte
der Rang-k-Matrix sind dabei mittels der abfallenden grünen Stufenfunktion dar-
gestellt.
Die Abbildung 5.10 (Seite 108) zeigt die Matrizen Φ∂ωh , Ψ
∂
ωh




ein ω ∈ TΩ \ L(TΩ). Die Matrizen Φ−ωh und Ψ−ωh sind dabei schon sehr fla-
che/längliche Matrizen. Es lässt sich aber noch erkennen, dass der Anteil der
grün dargestellten Blöcke überwiegt.
Zum Vergleich sind in Abbildung 5.11 (Seite 109) die Lösungsmatrizen und Hilfs-
matrizen für ein dreidimensionales Bild dargestellt. Dabei ist die Anzahl der In-
dizes für das Interface und den Rand des Gebietes im Verhältnis größer als bei
dem zweidimensionalen Fall.
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Abbildung 5.7: Die Blockstruktur einer Cholesky-Zerlegung für die Matrix
A
I(ω),I(ω)
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Abbildung 5.9: Die Matrix Ψ∂ωh mit 192 Zeilen und Spalten.
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Ψ−ωh für ein ω ∈ TΩ dargestellt. Dabei ist #I(ω) = 8385, #I(∂ω) = 384 und
#I(γ) = 63.
Eine starke Fragmentierung müssten wir besonders für Ψ∂ω sehen, weil wir die-
sen Rand aus mehreren Clustern zusammensetzen müssen. Dies fällt aber bei den
Darstellungen nicht auf, weshalb wir davon ausgehen können, dass die Konstruk-
tion 5.19 eine geringe Fragmentierung bei den eingeschränkten Clusterbäumen
erzeugt.
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Ψ−ωh für ein dreidimensionales Problem dargestellt. Dabei ist #I(ω) = 18513,
#I(∂ω) = 4098 und #I(γ) = 465.
KAPITEL 5. HDD-ALGORITHMUS MIT H-MATRIZEN 110
Bemerkung 5.37 Der HDD-Algorithmus wurde in [38] für zweidimensionale
Probleme umgesetzt. Der wesentliche Unterschied zu unserem HDD-Algorithmus
ist, dass in [38] für jedes ω ∈ TΩ neue Clusterbäume und Blockclusterbäume für
die benötigten Indexmengen erstellt wurden. Dabei trat das Problem auf, dass bei
dem Rekursionsschritt die Strukturen der erzeugten Matrizen nicht zueinander
gepasst haben. Deshalb wurde dort in jedem Rekursionsschritt eine Konvertie-
rung der Struktur vorgenommen. Die Clusterbäume wurden mittels einer soge-
nannten geometrisch balancierten Clusterung erstellt (siehe [38, Kapitel 5.4.1]).
Zusätzlich wurden für verschiedene Matrizen des HDD-Algorithmus unterschied-
liche Zulässigkeitsbedingungen verwendet. Unter anderem wurde die schwache
Zulässigkeitsbedingung verwendet (siehe [28, Kapitel 9.3]), wodurch die Matrix
Φ−ω nur aus einer Rang-k-Matrix bestand (siehe [38, Kapitel 6.1]). Dies war
nur möglich, weil in dieser Arbeit nur zweidimensionale Probleme behandelt
wurden. Hingegen wird in dieser Arbeit ein allgemeinerer Ansatz für den HDD-
Algorithmus konstruiert, der diesen Spezialfall für die Darstellung von Φ−ω nicht
mehr ausnutzt.
Insgesamt ergibt sich für den HDD-Algorithmus mit einer Skala aus [38] den-
noch ein gleiches Laufzeitverhalten wie bei dem einskaligen HDD-Algorithmus
aus dieser Arbeit.
5.5.2 HDD-Algorithmus mit zwei Skalen
In diesem Fall ist der Gebietszerlegungsbaum TΩ bezüglich des Gitters ΩJH (siehe
(5.2)) definiert.
Modifikation 5.38 Die folgenden Punkte beschreiben alle nötigen Berechnun-
gen um den Algorithmus 3 (Seite 39) mittels H-Matrizen zu berechnen.
1. Zuerst berechnen wir die Clusterbäume T (I) und T (J) sowie die Block-
clusterbäume T (I × I) und T (I × J).
2. Für ω ∈ L(TΩ) wird Folgendes durchgeführt:
(a) Berechnung der Clusterbäume
T (I)I(ω), T (I)|I(∂ω) und T (I)|I(ω).
(b) Berechnung der Blockclusterbäume:
i. T (I × I)|I(ω)×I(ω),
ii. T (I × I)|I(ω)×I(∂ω),
iii. T (I × I)|I(∂ω)×I(∂ω),
iv. T (I × I)|I(∂ω)×I(ω),
v. T (I × J)|I(ω)×J(ω).
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iv. M I(ω),I(ω)ω ,
v. M I(∂ω),I(ω)ω ,
vi. P I(ω),J(ω)h←H .
(d) Konvertierung der schwachbesetzten Matrizen aus (c) in das entspre-
chende H-Matrix-Format.
(e) Berechnung von:
i. der Cholesky-Zerlegung LωLTω = A
I(ω),I(ω)
ω ,
ii. B := AI(∂ω),I(ω)ω ⊙(AI(ω),I(ω)ω )−1 durch das Lösen der Gleichungs-
systeme:
Lω ⊙ Y = AI(∂ω),I(ω)ω ,
LTω ⊙B = Y ;
iii. Ψ∂ωh = B ⊙A
I(ω),I(∂ω)
ω ,
iv. C1 = −M I(∂ω),I(ω)ω ⊙ P I(ω),J(ω)h←H ,
v. C2 =M
I(ω),I(ω)
ω ⊙ P I(ω),J(ω)h←H ,
vi. Ψ−ωH = C1 ⊕B ⊙ C2.
(f) Gespeichert werden die folgenden Matrizen:
i. AI(ω),I(∂ω)ω im schwachbesetzten Matrixformat,
ii. M I(ω),I(ω)ω im schwachbesetzten Matrixformat,
iii. P I(ω),J(ω)h←H im schwachbesetzten Matrixformat,
iv. Der Faktor Lω der Cholesky-Zerlegung im H-Matrix-Format,
v. Ψ∂ωh im H-Matrix-Format,
vi. Ψ−ωH im H-Matrix-Format.




, Ψ−ω2 := Ψ
−
ωH2
, Ψ∂ω1 := Ψ
∂
ωh1
und Ψ∂ω2 := Ψ
∂
ωh2
gegeben. Für die Berechnung der Lösungsmatrizen und Hilfsmatrizen füh-
ren wir die folgenden Schritte durch:
(a) Berechnung der Clusterbäume T (I(γ), T (I(∂ω)) und T (ω).
(b) Berechnung der Blockclusterbäume:
i. T (I(γ)× I(γ)),
ii. T (I(γ)× I(∂ω)),
iii. T (I(γ)× J(ω)),
iv. T (I(∂ω)× I(γ)),
v. T (I(∂ω)× I(∂ω)),
vi. T (I(∂ω)× J(ω)).
(c) Berechnung der Matrizen:
i. Φγ := Ψ∂ω1 |I(γ)×I(γ) ⊞Ψ∂ω2 |I(γ)×I(γ),
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Es gilt #I(∂ω) = 192 und #J(ω) = 153.
ii. Φ−1γ ,
iii. Φ∂ := Ψ∂ω1 |I(γ)×I(∂ω) ⊞Ψ∂ω2 |I(γ)×I(∂ω),
iv. Φ− := Ψ−ω1 |I(γ)×J(ω) ⊞Ψ−ω2 |I(γ)×J(ω),
v. Φ∂ωh := Φ
−1
γ ⊙ Φ∂,
vi. Φ−ωH := Φ
−1
γ ⊙ Φ−,
vii. Ψ∂ := Ψ∂ω1 |I(∂ω)×I(γ) ⊞Ψ∂ω2 |I(∂ω)×I(γ),
viii. Ψ∂ωh := (Ψ
∂
ω1
|I(∂ω)×I(∂ω) ⊞Ψ∂ω2 |I(∂ω)×I(∂ω))⊕Ψ∂ ⊙ Φ∂ωh ,
ix. Ψ−ωH := (Ψ
−
ω1
|I(∂ω)×J(ω) ⊞Ψ−ω2 |I(∂ω)×J(ω))⊕Ψ∂ ⊙ Φ−ωH .
(d) Wir speichern die Matrizen: Φ∂ωh , Ψ
∂
ωH




berechneten Matrizen werden gelöscht.













Wir haben dabei den gleichen Gebietszerlegungsbaum wie bei den Abbildungen
5.8 und 5.9 auf Seite 107 verwendet. Daher ist die linke Matrix aus Abbildung
5.12 identisch mit der Matrix aus Abbildung 5.8 (Seite 107). Die rechte Ma-




5.9 (Seite 107) weniger Spalten, weil wir für die Matrix aus Abbildung 5.12
J(ω) als Spaltenindexmenge verwenden (Durch die geringere Anzahl der Spal-
ten konnten die Matrizen größer dargestellt werden und es wirkt, als wenn die
Matrizen Ψ−ωH und Φ
−
ωH
mehr Zeilen haben. Dies ist nicht der Fall und liegt an
der Darstellung). In Abbildung 5.13 auf Seite 113 sind die Lösungsmatrizen für
einen inneren Knoten des Gebietszerlegungsbaumes dargestellt. Wir verwenden
wieder das gleiche ω wie in Abbildung 5.10 (Seite 108).











































































































































































ein ω ∈ TΩ dargestellt. Dabei ist #J(ω) = 561, #I(∂ω) = 384 und #I(γ) = 63.
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Beispiel 5.40 Wir wollen nun noch die Matrizen für einen Rekursionsschritt
darstellen. Dazu verwenden wir Matrizen die mittels des zweiskaligen HDD-
Algorithmus erstellt wurden. Die Größen der verschiedenen Indexmengen sind:
#I(∂ω1) = 192, #J(ω1) = 153,
#I(∂ω2) = 192, #J(ω2) = 153,
#I(∂ω2) = 256, #I(γ) = 63, #J(ω2) = 289.
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In den Abbildungen 5.16 und 5.17 sind die Matrizen dargestellt, die mit Teil-
vektoren von gH multipliziert werden.
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Bemerkung 5.41 Die Abbildungen der Matrizen für den zweiskaligen HDD-
Algorithmus zeigen viele dünne Matrixblöcke, was nicht unbedingt optimal ist für
eine Approximation mit Rang-k-Matrizen. Wir könnten nun durch eine Modifi-
zierung des Clusterbaumes T (J) und des Blockclusterbaumes T (I × J) weniger
schmale Blöcke erhalten. Dies ändert aber nichts an der länglichen/schmalen
Struktur der Matrizen Φ−ωH und Ψ
−
ωH
, wodurch sich längliche Teilblöcke teilweise
von selbst ergeben. Zusätzlich würde sich nichts an der folgenden Komplexitäts-
abschätzung ändern, sondern es würde sich nur die Konstanten der Abschätzung
verringern.
In [13] hat eine Optimierung der Strukturen keine wesentliche Verbesserung der
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Laufzeiten erbracht, daher wurde auf eine Optimierung der Strukturen in dieser
Arbeit verzichtet.
5.5.3 Die Lösungsalgorithmen
Die Algorithmen 2 (Seite 37) und 4 (Seite 40) können wir beibehalten. Wir müs-
sen nur beachten, dass die Matrizen, die dort verwendet werden, entweder im H-
Matrix-Format oder im schwachbesetzten Format vorliegen. Die Matrix-Vektor-
Multiplikationen sind dann in einer dem Format angepassten Form durchzufüh-
ren.
5.6 Komplexitätsabschätzung
Nun wollen wir noch die Komplexität des HDD-Algorithmus ermitteln. Die Be-
weise führen wir unter der Annahme, dass die Algorithmen die nicht adaptive
Arithmetik für alle zulässigen Blöcke verwenden. Sei k
′
der verwendete Rang,
dann sei k := max{k′ , nmin}.
Die Tiefe aller Clusterbäume und Blockclusterbäume ist durch die Tiefe von
T (I) beschränkt. Wir werden zuerst den Aufwand der Berechnung aller Matri-
zen eines Knotens des Gebietszerlegungsbaumes untersuchen. Diese Ergebnisse
verwenden wir, um die Gesamtkomplexität des HDD-Algorithmus zu bestim-
men.
Definition 5.42 Sei TΩ ein Gebietszerlegungsbaum und sei
T := {T1, T2, . . . , Tm}
die Menge von Blockclusterbäumen, die für ω nach Modifikation 5.5.1 bei der
Verwendung von einer Skala oder nach Modifikation 5.38 bei der Verwendung
von zwei Skalen berechnet werden. Die Schwachbesetztheitskonstante für ein ω ∈




5.6.1 HDD-Algorithmus für eine Skala
In diesem Abschnitt ist TΩ ein Gebietszerlegungsbaum für das Gitter ΩIh.
Satz 5.43 Sei ω ∈ L(TΩ). Die Komplexität zur Berechnung aller Matrizen für
ω nach Modifikation 5.5.1 hat einen Aufwand von
NLh (ω) = O(C3sp(ω)k2#I(ω) · depth(T (I))2). (5.64)
Beweis: Für den Fall, dass I(ω) 6= ∅ gilt, ist der dominierende Faktor bei der




(AI(∂ω),I(ω) ⊙ (AI(ω),I(ω))−1)⊙M I(ω),I(ω)|I(ω)×I(ω).
KAPITEL 5. HDD-ALGORITHMUS MIT H-MATRIZEN 117
Dabei wird (AI(∂ω),I(ω)⊙(AI(ω),I(ω))−1) als erstes mittels der Cholesky-Zerlegung
von AI(ω),I(ω) berechnet. Mit Csp(ω) aus Definition 5.42 können wir den Auf-
wand mit
O(C3sp(ω)k2#I(ω) · depth(T (I))2)
abschätzen (siehe Tabelle 4.1 auf Seite 69). Für den Fall I(ω) = ∅ ist der Auf-
wand geringer und die Abschätzung bleibt erfüllt.

Satz 5.44 Sei ω ∈ K(TΩ) := TΩ \L(TΩ). Die Komplexität zur Berechnung aller
Matrizen nach Modifikation 5.5.1 hat einen Aufwand von
NKh (ω) = O(C3sp(ω)k2#I(ω) · depth(T (I))2). (5.65)








Mit Csp(ω) und Tabelle 4.1 ergibt sich die Behauptung.





dessen Aufwand sich nach Satz 5.18 ebenfalls mit der Behauptung nach oben
abschätzen lässt.

Für die Abschätzung der Gesamtkomplexität wollen wir zuerst ein Lemma be-
weisen.
Lemma 5.45 Sei TΩ ein Gebietszerlegungsbaum mit depth(TΩ) =: DT für ein
Gitter ΩIh. Zusätzlich erfülle TΩ die Annahme 5.25. Seien die Konstanten p > 0
und Cω > 0 gegeben, wobei Cω von ω ∈ TΩ abhängt. Mit Cmaxω := maxω∈TΩ Cω
gilt ∑
ω∈TΩ
Cω · p ·#I(ω) ≤ CTCmaxω · (DT + 1) · p ·#I. (5.66)
























ω · (DT + 1) · p ·#I. (5.67)

Satz 5.46 Sei TΩ ein Gebietszerlegungsbaum mit depth(TΩ) =: DT . Zusätzlich
erfülle TΩ die Annahme 5.25. Der Aufwand N Th der Berechnung aller Matrizen
für den einskaligen HDD-Algorithmus auf Seite 36 mit der Modifikation 5.5.1
lässt sich abschätzen mit
N Th = O(C3spk2(DT + 1)(depth(T (I))2#I). (5.68)




Die Konstante C > 0 erhalten wir dabei durch die Auflösung der O-Notation,
und sie soll für alle ω ∈ TΩ gelten. Mit Cω := CC3sp(ω)k2 und p = depth(T (I))2







≤ CTCmaxω (DT + 1) · p ·#I.
Mit C1 := CTC und Csp := maxω∈TΩ Csp(ω) erhalten wir die Behauptung.

Wir werden diese Beweisstruktur im weiteren Verlauf nicht mehr so ausführlich
verwenden, sondern einfach auf Lemma 5.45 verweisen.
Satz 5.47 Sei TΩ ein Gebietszerlegungsbaum mit depth(TΩ) =: DT . Zusätzlich
erfülle TΩ die Annahme 5.25. Der Aufwand NLH der Berechnung der Lösung
mittels des Algorithmus 2 (Seite 37) unter Verwendung von H-Matrizen lässt
sich abschätzen mit
NLh = O(Cspk(DT + 1) · depth(T (I) ·#I). (5.69)
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Beweis: Für die Berechnung der Lösung benötigen wir nur die Matrix-Vektor-
Multiplikation und die Lösung eines Gleichungssystems mittels der Cholesky-
Zerlegung durch Vorwärts- und Rückwärtseinsetzen. Die Multiplikation eines
Vektors mit einer schwachbesetzten Matrix hat dabei einen linearen Aufwand.
Daher überwiegt die Matrix-Vektor-Multiplikation mit einer H-Matrix. Dieser
lässt sich mit Tabelle 4.1 für alle ω ∈ TΩ mit
O(Csp(ω) · k · depth(T (I)) ·#I(ω))
abschätzen. Mit Lemma 5.45 erhalten wir die Behauptung.

Satz 5.48 Sei TΩ ein Gebietszerlegungsbaum mit depth(TΩ) =: DT . Zusätzlich
erfülle TΩ die Annahme 5.25. Der Speicherbedarf Sh der Matrizen des HDD-
Algorithmus 1, die nach Modifikation 5.5.1 gespeichert werden, ist von der Grö-
ßenordnung
N Sh = O(Cspk(DT + 1) · depth(T (I) ·#I). (5.70)
Beweis: Schwachbesetzte Matrizen haben einen linearen Speicherbedarf, also
ist der Speicherbedarf der H-Matrizen der dominante Faktor. Dieser lässt sich
nach Tabelle 4.1 mit
O(Csp(ω) · k · depth(T (I)) ·#I(ω))
abschätzen. Mit Lemma 5.45 erhalten wir die Behauptung.

5.6.2 HDD-Algorithmus für zwei Skalen
In diesem Teil ist TΩ ein Gebietszerlegungsbaum für das Gitter ΩJH und das
Gitter ΩIh ist ein verfeinertes Gitter von Ω
J
H .
Satz 5.49 Sei ω ∈ L(TΩ). Die Komplexität zur Berechnung aller Matrizen für
ω nach Modifikation 5.38 hat einen Aufwand von
NLhH(ω) = O(C3sp(ω)k2#I(ω) · depth(T (I))2). (5.71)
Beweis: Der Beweis ist identschisch wie der Beweis von Satz 5.43, da die glei-
chen Operationen dominant sind.

Satz 5.50 Seien ω ∈ K(TΩ) := TΩ \ L(TΩ). Die Komplexität zur Berechnung
aller Matrizen für ω nach Modifikation 5.38 hat einen Aufwand von
NKhH(ω) = O(C3sp(ω)k2#J(ω)depth(T (I))2). (5.72)
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Beweis: In diesem Fall ist der dominierende Faktor in dem Ausdruck
(Ψ∂
ωh1




die Multiplikation. Ansonsten folgt der Beweis der Argumentation des Beweises
für Lemma 5.44.

Satz 5.51 Sei TΩ ein Gebietszerlegungsbaum mit depth(TΩ) =: DT . Zusätzlich
erfülle TΩ die Annahme 5.25. Der Aufwand N ThH der Berechnung aller Matrizen
für den HDD-Algorithmus 3 mit der Modifikation 5.38 lässt sich abschätzen
durch
N ThH = O(C3spk2 · depth(T (I))2(#I +DT ·#J)). (5.73)






E) ein Teilbaum von TΩ mit
◦
V := {v ∈ V | v 6∈ L(TΩ)} und
◦





TΩ enthält somit alle inneren Knoten von TΩ. Der Aufwand eines
einzelnen Knotens ω ∈
◦
TΩ lässt sich nach Satz 5.50 abschätzen durch
CC3sp(ω)k
2#J(ω) · depth(T (I))2.
Mit Cω := Cmaxω∈TΩ C
3
sp(ω)k
2 sind die Voraussetzungen von Lemma 5.45 er-
füllt, wodurch wir den Aufwand für
◦
TΩ mit
O(C˜3spk2(depth(T (I))2(DT ) ·#J)









≤ C · CT Cˆ3spk2depth(T (I))2#I. (5.74)
Wir erhalten die Behauptung mit Csp := max{C˜sp, Cˆsp}.

Satz 5.52 Sei TΩ ein Gebietszerlegungsbaum mit depth(TΩ) =: DT . Zusätzlich
erfülle TΩ die Annahme 5.25. Der Aufwand NLhH der Berechnung der Lösung
mittels des Algorithmus 4 (Seite 40) und H-Matrizen lässt sich abschätzen mit
NLhH = O(Cspk(depth(T (I))(#I + (DT ) ·#J). (5.75)
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Beweis: Sei
◦
TΩ der Teilbaum aus dem Beweis von Satz 5.51. Für ω ∈
◦
TΩ
können wir den Aufwand der Matrix-Vektor-Multiplikation mit
O(Csp(ω) · k · depth(T (I)) ·#J(ω))
abschätzen. Für ω ∈ TΩ \ L(TΩ) erhalten wir die Abschätzung
O(Csp(ω) · k · depth(T (I)) ·#I(ω)).
Wenden wir Lemma 5.45 wie im Beweis von Satz 5.51 an, so erhalten wir die
Behauptung.

Satz 5.53 Sei TΩ ein Gebietszerlegungsbaum mit depth(TΩ) =: DT . Zusätz-
lich erfülle TΩ die Annahme 5.25. Der Speicherbedarf ShH aller Matrizen nach
Modifikation 5.38 lässt sich abschätzen mit
N ShH = O(Cspk(depth(T (I))(#I + (DT ) ·#J). (5.76)
Beweis: Sei
◦
TΩ der Teilbaum aus dem Beweis von Satz 5.51. Für ω ∈
◦
TΩ
können wir den Speicheraufwand der gespeicherten Matrizen mit
O(Csp(ω) · k · depth(T (I)) ·#J(ω))
abschätzen. Für ω ∈ TΩ \ L(TΩ) erhalten wir die Abschätzung
O(Csp(ω) · k · depth(T (I)) ·#I(ω)).




Wir wollen nun noch Ergänzungen erwähnen, die die weiteren Anwendungsmög-
lichkeiten des HDD-Algorithmus zeigen.
5.7.1 Homogene Dirichlet-Randbedingungen
Falls wir eine elliptische Randwertaufgabe mit homogenen Randdaten vorliegen
haben, so müssen wir nur die Lösungsmatrix Φ∂ω und die Hilfsmatrix Ψ
∂
ω be-
rechnen. Für diesen Fall erhalten wir also einen reduzierten Aufwand, der durch
die Berechnung der Cholesky-Zerlegung in den Blättern des Gebietszerlegungs-
baumes bestimmt wird. Es ist sinnvoll, den Gebietszerlegungsbaum soweit zu
erstellen, sodass die Blätter nur noch aus einzelnen Elementen bestehen, weil
wir für Blätter ansonsten die Cholesky-Zerlegung berechnen müssen, deren Be-
rechnungsaufwand von der Größe #I(ω), ω ∈ L(TΩ), abhängig ist.
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5.7.2 Berechnungen von Teillösungen
In Kapitel 2.2 haben wir die Mehrskalen-Finite-Elemente-Methode (MsFEM)
eingeführt. Dort wurden zuerst Basisfunktionen für ein grobes Gitter erstellt.
Für die Berechnung der Basisfunktionen für das grobe Gitter wurde ein feines
Gitter verwendet. Sei ΩJH und Ω
I
h diese Gitter. Der Vorteil der MsFEM war da-
bei, dass die Berechnung einer Lösung eines Randwertproblems bei Verwendung
der vorberechneten Basisfunktionen nur noch einen Aufwand in Abhängigkeit
des Gitters ΩJH hat.
Dabei müssen Mehrskalen-Randwertprobleme sehr fein aufgelöst werden und
wir sind in der Regel nicht an der gesamten Lösung uh interessiert, sondern nur
an einer Teillösung. Wir erklären nun, wie wir solch eine Teillösung mittels des
HDD-Algorithmus berechnen können.
Seien TΩ ein Gebietszerlegungsbaum und T˜Ω ein Teilbaum von TΩ, sodass
root(TΩ) = root(T˜Ω)
und für alle ω ∈ L(TΩ)
ω 6∈ L(T˜Ω)
gilt. Sei Γ˜ :=
⋃
ω∈T˜Ω
γω. Wir wollen nun nur die Lösung u|I(Γ˜) berechnen.
Beispiel 5.54 Ein Beispiel für Γ˜ finden wir in Abbildung 5.18. Dort ist links
das Gitter ΩJH und in der Mitte das Gitter Ω
I
h dargestellt. Bei dieser Abbildung
wurde angenommen, dass der Gebietszerlegungsbaum TΩ bis zu einzelnen Ele-
menten von ΩJH unterteilt wurde. Der Teilbaum T˜Ω besteht aus allen inneren












Abbildung 5.18: Links ist das grobe Gitter ΩJH und in der Mitte das Gitter Ω
I
h
für (−1, 1)2 dargestellt. Γ˜ nach Beispiel 5.54 ist in dem rechten Gitter mit rot
dargestellt.
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Für die Berechnung der Lösung u|I(Γ˜) benötigen wir keine Matrizen für ω ∈
TΩ \ T˜Ω. Sei D˜T := depth(T˜Ω). In dem Fall, dass wir nur u|I(Γ˜) berechnen,
können wir den Speicherbedarf für den HDD-Algorithmus mit einer Skala auf
O(Cspk(D˜T + 1) · depth(T (I) ·#I)
reduzieren. Für den HDD-Algorithmus mit zwei Skalen erhalten wir nun einen
Aufwand von
O(Cspk(D˜T + 1) · depth(T (I) ·#J).
Genauso verhält sich auch der Aufwand zur Berechnung von u|I(Γ˜). Wir können
die Behauptungen wieder mittels Lemma 5.45 beweisen. Den Aufwand für die
einzelnen Knoten finden wir in den Beweisen der Sätze 5.47, 5.48, 5.52 und 5.53.
Die Komplexität um die Lösungsmatrizen zu berechnen, ändert sich hingegen
nicht, weil wir die Lösungsmatrizen dennoch für alle Knoten des Gebietszerle-
gungsbaumes berechnen müssen.
5.7.3 Gemischte Gitter
In Kapitel 2.2 haben wir die Gleichung (2.30)
A
I(Ω),I(Ω)
Ω uh|I(ω) =M I(Ω),I(Ω)Ω P I(Ω),J(Ω)h←H gH −AI(Ω),I(∂Ω)Ω uh|I(∂ω)
definiert. Unter anderem wird der Fehler von ‖gh − P I(Ω),J(Ω)h←H gH‖2 beeinflusst.
Dabei kann der Fall auftreten, dass sich die Funktion g in einem Teilbereich
von Ω stark ändert. Sei ω1 ⊂ Ω dieser Teilbereich und sei ω2 so gewählt, dass
ω1 ∪ ω2 = Ω und ω1 ∩ ω2 = ∅ gilt. Falls
‖(gh − P I(Ω),J(Ω)h←H gH)|I(ω1)‖2
‖gh‖2 ≫
‖(gh − P I(Ω),J(Ω)h←H gH)|I(ω2)‖2
‖gh‖2
gilt, ist es sinnvoll für das Teilgebiet ω1 die einskalige Variante des HDD-
Algorithmus zu wählen und für ω2 die zweiskalige Variante.
Beispiel 5.55 Betrachten wir unser zweidimensionales Gitter für (−1, 1)2. Das
linke Gitter ΩIh in Abbildung 5.19 ist ein feines Gitter und das rechte Gitter Ω
J
H
ist ein grobes Gitter. In diesem Fall soll sich die Funktion g in ω1 := (−1, 0)×
(−1, 1) stark ändern. In ω2 := (0, 1)× (−1, 1) hingegen kaum. Ein Beispiel für
so eine Funktion ist
g(x, y) :=
{
ysin(100x) + 1 : x ∈ [−1, 0)
1 : x ∈ [0, 1] ∀x, y ∈ [−1, 1].




Abbildung 5.19: Ein feines Gitter ΩIh und grobes Gitter Ω
J
H für (−1, 1)2, sowie
eine Kombination aus diesen beiden Gittern.
Wir können J als Teilmenge von I definieren. Seien KI ⊂ Rd die Knoten-
menge von ΩIh und KJ die Knotenmenge von Ω
J
H . Dann ist KJ ⊂ KI . Sei
I := {1, . . . , n}, und die Menge KI := {x1, . . . , xn} werde mittels der Index-
menge induziert. Dann ist J ⊂ I durch
J := {i ∈ I | xi ∈ KJ}
definiert. Wir können nun eine weitere Indexmenge J˜ := I(ω1) ∪ J(ω2) ⊆ I
definieren.
Sei nun TΩ wieder ein Gebietszerlegungsbaum für ΩJH mit der zusätzlichen Ei-
genschaft, dass für alle ω ∈ L(Tω) entweder
ω ⊂ ω1, ω ∩ ω2 = ∅ (5.77)
oder
ω ⊂ ω2, ω ∩ ω1 = ∅ (5.78)
gilt. Dann können wir für alle ω ∈ TΩ mit ω ⊂ ω1 den einskaligen HDD-
Algorithmus verwenden. Für ω ∈ TΩ mit ω ⊂ ω2 verwenden wir den zweiskaligen
HDD-Algorithmus.
Sei ω ∈ TΩ mit ω∩ω1 6= ∅ und ω∩ω2 6= ∅, dann ist durch (5.77) und (5.78) ω ein
innerer Knoten. Wir müssen somit die Hilfsmatrizen sowie die Lösungsmatrizen
berechnen. Die Matrizen Φ∂ωh und Ψ
∂
ωh
lassen sich mit den bekannten Formeln






lassen sich nach den Formeln in Satz 3.15 berechnen. Dabei müssen wir bei dem
Satz 3.15 die Indexmenge J nur durch J˜ ersetzen.
Beispiel 5.56 Einen möglichen Gebietszerlegungsbaum für das Gitter ΩJH sehen
wir in Abbildung 5.20. Dort wird Ω in zwei Schritten in die vier Teilgebiete ω5,
ω6, ω7 und ω8 zerlegt. ω6 und ω8 können unter der Benutzung von zwei Skalen
berechnet werden. ω5 und ω7 hingegen bei der Verwendung von einer Skala. Die
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Matrizen für die Gebiete Ω, ω3 und ω4 werden über eine Kombination der Gitter




Abbildung 5.20: Ein möglicher Gebietszerlegungsbaum für die Nutzung einer
Kombination aus einem feinen Gitter und einem groben Gitter
Die Berechnung mit Hierarchischen Matrizen lässt sich somit auch auf diese
Variante anwenden.
Bemerkung 5.57 Es sind sogar noch weitere Ansätze möglich. Wir können
zum Beispiel eine Kombination aus mehr als zwei Gittern verwenden. Zusätz-
lich ist es auch möglich, schon in den Blättern des Gebietszerlegungsbaumes eine
Kombination aus einem oder mehreren Gittern zuzulassen. Es muss nur festge-
legt werden, welche Indizes für die Berechnung des Vektors gh verwendet werden
sollen und wie die Prolongation gewählt werden muss.
5.7.4 Lineare Funktionale
Bei manchen Randwertproblemen ist man nicht direkt an der Lösung u ∈ RI(Ω)
interessiert. Ist u˜(x) :=
∑
i∈I uiφi(x) ∈ VI die approximative Lösung, dann ist
man manchmal nur an dem Wert eines Funktionals Fω : VI → R interessiert.
ω gibt dabei an, dass das Funktional nur von dem Gebiet ω ⊆ Ω abhängt.
Angenommen für diese Funktionale existiert für alle ω ∈ TΩ ein λFω ∈ RI(ω),
sodass
Fω(uh) = 〈λFω ,u|I(ω)〉
gilt (〈·, ·〉 ist das euklidische Skalarprodukt). Wir wollen nun ein lineares Funk-
tional λω(u|I(∂ω),gω) konstruieren, sodass
〈λuω,u|I(ω)〉 = λω(u|I(∂ω),gω)
gilt. Dabei ist der Vektor gω := gh, falls wir den HDD-Algorithmus mit einer
Skala verwenden, oder gω := gH , falls wir die zweiskalige Variante verwenden.
Die Berechnung des Funktionals λω erfolgt durch
λω(u|I(∂ω),gω) := 〈λ∂ω,u|I(∂ω)〉+ 〈λ−ω ,gω〉. (5.79)
Der Vektor λ−ω ist dabei aus dem gleichen Vektorraum wie gω. Falls wir nun
für jedes ω ∈ L(TΩ) die Vektoren λ∂ω und λ−ω bestimmen können und für alle
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inneren Knoten ω ∈ TΩ mit sons(ω) := {ω1, ω2} und zwei Konstante C1ω und
C2ω
λω(u|I(∂ω),gω) = C1ωλω1(u|I(∂ω1),gω1) + C2ωλω2(u|I(∂ω2),gω2) (5.80)
gilt, dann können wir jedes Funktional rekursiv berechnen. Die Formeln dafür
liefert das folgende Lemma.








ω die Konstanten aus (5.80). Dann
















|I(ω) + C2ωλ−ω2 |I(ω) + (Φ−ω )T (C1ωλ∂ω1 + C2ωλω2)|I(γ) (5.82)
berechnet werden. Für Φ−ω ist dabei entweder Φ
−
ωh
oder Φ−ωH einzusetzen, je nach-
dem ob die einskalige Variante oder zweiskalige Variante des HDD-Algorithmus
verwendet wird.
Beweis: Siehe Beweis von [38, Lemma 4.4.1].

Ein Beispiel für solch ein Funktional ist die Berechnung des Mittelwertes. Einen
Algorithmus dazu findet man in [38, Kapitel 4.4] für den zweidimensionalen
Fall und Dreiecks-Elemente für die Definition der Basisfunktionen. Die Anpas-
sung auf die in dieser Arbeit verwendeten bilinearen und trilinearen Elemente
überlasse ich an dieser Stelle dem Leser.
Kapitel 6
Parallelisierung
Wir unterteilen das Gebiet Ω mittels des Gebietszerlegungsbaumes in kleine
Teilgebiete. Dabei sind die Berechnungen der HDD-Algorithmen für ein Knoten
ω ∈ TΩ des Gebietszerlegungsbaumes unabhängig von anderen Knoten, die auf
der gleichen Stufe des Gebietszerlegungsbaumes sind. Zusätzlich ist auch die
Berechnungen des HDD-Algorithmus in einem Blatt unabhängig von der Be-
rechnung aller anderen Blätter des Gebietszerlegungsbaumes. Daher bietet sich
der HDD-Algorithmus für eine Parallelisierung an.
6.1 Parallele Performance
Zur Bewertung und späteren Analyse der parallelen Algorithmen benötigen wir
Performancekennzahlen. Dieser Abschnitt stammt aus [14], der als Quellen [43,
7] verwendet. Die erste benötigte Kennzahl ist die Laufzeit eines Algorithmus.
Definition 6.1 (Laufzeit [7]) Gegeben seien ein Problem, das von endlich vie-
len Parametern n1, n2, . . . , nq abhängt, und ein paralleler Algorithmus zur Lö-
sung dieses Problems. Zusätzlich haben wir einen Parallelrechner mit p Prozes-
soren.
• T (n1, n2, . . . nq) ist die Laufzeit des besten sequentiellen Algorithmus für
das Problem auf einem Prozessor des Parallelrechners.
• Tp(n1, n2, . . . , nq) ist die Zeit vom Start des parallelen Algorithmus bis zur
Beendigung auf allen beteiligten Knoten. Diese Zeit nennen wir parallele
Laufzeit.
Mittels der Laufzeit können wir nun die Leistungsmaße definieren.
Definition 6.2 (Speedup [43]) Der Speedup Sp(n1, n2, . . . , nq) bei der Benut-
zung von p Prozessoren ist durch das Verhältnis der sequentiellen und parallelen
Laufzeit definiert:
Sp(n1, n2, . . . , nq) =
T (n1, n2, . . . , nq)
Tp(n1, n2, . . . , nq)
. (6.1)
Wir sprechen von einem optimalen Speedup, wenn Sp(n1, n2, . . . , nq) = p gilt.
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Definition 6.3 (Parallele Effizienz [43]) Die parallele Effizienz Ep ist
durch
Ep(n1, n2, . . . , nq) :=
Sp(n1, n2, . . . , nq)
p
=
T (n1, n2, . . . , nq)





Bei einem Shared-Memory-System haben alle Prozessoren Zugriff auf den kom-
pletten Arbeitsspeicher des Systems. Bei heutigen Systemen haben die Prozes-
















Abbildung 6.1: Shared-Memory-System (aus [14])
Dabei entstehende Probleme, zum Beispiel, dass zwei Prozessoren die gleichen
Daten im Cache-Speicher halten, verändern oder zurückschreiben wollen, werden
von der Hardware abgefangen.
Ein Nachteil dieser Systeme ist, dass der Memory-Bus ein Flaschenhals für den
Speicherzugriff sein kann.
6.2.1 Parallelisierung anhand des Gebietszerlegungsbaumes
Bei diesem Ansatz der Parallelisierung wird für einen Knoten des Gebietszerle-
gungsbaumes nur ein Prozessor verwendet. Wir parallelisieren also keine Ope-
rationen, sondern nutzen aus, dass das Randwertproblem durch den Gebietszer-
KAPITEL 6. PARALLELISIERUNG 129
legungsbaum in unabhängige Probleme unterteilt wird.
Wir nehmen im Folgenden an, dass wir p = 2q, q ∈ N0, Prozessoren verwenden.
Zusätzlich soll für den Gebietszerlegungsbaum TΩ folgendes gelten:
1. depth(TΩ) ≥ q,
2. #Vl = 2l, Vl := {v ∈ TΩ | level(v) = l}, für alle l ∈ {0, . . . , q}.
depth(TΩ) ≥ q ist dabei notwendig, damit zweitens erfüllt sein kann. Wir stellen
die zweite Forderungen um zu gewährleisten, dass wir für die Berechnung der
Matrizen für die Knoten aus Vq auch alle Prozessoren verwenden können.
Die Berechnungen für die Knoten ω ∈ Vl einer Stufe sind voneinander unabhän-
gig. Also können wir pro Knoten v ∈ Vl einen Prozessor verwenden. Das bedeu-
tet, für die Stufe l verwenden wir 2l Prozessoren und 2q−l Prozessoren sind ohne
Aufgabe. Zusätzlich werden wir für die Berechnung des HDD-Algorithmus für
die vollen Teilbäume (siehe Definition A.6) (TΩ)ω, ω ∈ Vq, nur einen Prozessor
verwenden. Der Teilbaum (TΩ)ω erfüllt root((TΩ)ω) = ω und L((TΩ)ω) ⊆ L(TΩ).
Für die Bestimmung des Aufwandes bei der oben beschriebenen Parallelisierung
schätzen wir zuerst den Aufwand der einzelnen Stufen ab.
Notation 6.4 Sei Vl := {v ∈ TΩ | level(v) = l}. Den Aufwand zur Berechnung
aller Matrizen für alle ω ∈ Vl des HDD-Algorithmus 1 mit Modifikation 5.5.1
unter Verwendung von maximal p Prozessoren geben wir mit NPh (l, p) an. Den
Aufwand zur Berechnung aller Matrizen für alle ω ∈ Vl nach dem zweiskaligen
Algorithmus 3 mit Modifikation 5.38 geben wir mit NPhH(l, p) an.
Sei Vl+ := {v ∈ TΩ | level(v) ≥ l}. Dann geben wir mit NPh (l+, p) beziehungs-
weise NPhH(l+, p) den Aufwand bei der Verwendung von maximal p Prozessoren
für die Berechnung aller Matrizen für alle ω ∈ Vl+ nach dem einskaligen bezie-
hungsweise zweiskaligen HDD-Algorithmus an.
Den Aufwand aller Knoten bei der Verwendung von maximal p Prozessoren ge-
ben wir mit N Th,p im einskaligen Fall und mit N ThH,p im zweiskaligen Fall an.











Satz 6.5 Wir können den Aufwand für die Stufen l ∈ {0, . . . q − 1} mit
NPh (l, p) = O((Csp)3k2depth(T (I))2 ·#Il) (6.6)
beziehungsweise
NPhH(l, p) = O((Csp)3k2depth(T (I))2 ·#Jl). (6.7)
KAPITEL 6. PARALLELISIERUNG 130
abschätzen. Für Vq lässt sich der Aufwand mit
NPh (q+, p) = O(C3spk2depth(T (I))(DT − q) ·#Iq) (6.8)
beziehungsweise
NPhH(q+, p) = O(C3spk2depth(T (I)) · (#Iq + (DT − q − 1)(#Jq))) (6.9)
abschätzen.
Beweis: (6.6) ergibt sich nach Satz 5.44 durch NPh (l, p) = maxω∈Vl NKh (ω).
Nach Satz 5.50 gilt NPhH(l, p) = maxω∈Vl NKhH(ω).
Den Aufwand zur Berechnung aller Matrizen für den Teilbaum (TΩ)ω, ω ∈ Vq,
können wir wie in den Sätzen 5.46 und 5.51 auch für Teilbäume abschätzen. Sei
DT = depth(TΩ), dann gilt depth((TΩ)ω) ≤ DT − q. Die Abschätzung für (TΩ)ω
ist im einskaligen Fall
O(C3spk2depth(T (I))(DT − q) ·#I(ω))
und im zweiskaligen Fall
O(C3spk2depth(T (I)) · (#I(ω) + (DT − q − 1)(#J(ω)))).
Bilden wir das Maximum über die Teilbäume (TΩ)ω, ω ∈ Vq, so erhalten wir
(6.8) und (6.9).

Wir betrachten in dieser Arbeit Gitter, die Annahme 5.25 erfüllen. Daher gilt
I(Ω) ≤ CT · 2l ·#Il ∀l ∈ {0, . . . , q} (6.10)
sowie
J(Ω) ≤ CT · 2l ·#Jl ∀l ∈ {0, . . . , q}. (6.11)
Satz 6.6 Sei TΩ ein Gebietszerlegungsbaum, der Annahme 5.25 erfüllt. p =
2q sei die Anzahl der Prozessoren, dann können wir den Gesamtaufwand der
parallel ausgeführten HDD-Algorithmen mit
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Beweis:






















(6.13) ergibt sich analog.

Die Abschätzung der Aufwände für die Lösungsalgorithmen folgen der selben
Argumentation wie für Satz 6.6.
Satz 6.7 Sei TΩ ein Gebietszerlegungsbaum der Annahme 5.25 erfüllt. p = 2q
sei die Anzahl der Prozessoren, dann können wir den Aufwand zur Berechnung
der Lösung mittels einer parallelisierten Version der Lösungsalgorithmen mit
NLh,p = O













Csp · k · depth(T (I))










Beweis: Der Beweis folgt der Beweisstruktur von Satz 6.6 inklusive dessen
vorbereitenden Aussagen.

Um das Ergebnis zu interpretieren, wollen wir einen Gebietszerlegungsbaum
TΩ fixieren. Wir betrachten in der folgenden Argumentation nur die parallele
Version des einskaligen HDD-Algorithmus. Die Schlussfolgerungen lassen sich
aber auf den zweiskaligen HDD-Algorithmus übertragen.
Der Gebietszerlegungsbaum TΩ habe eine Tiefe von n und für alle l ∈ {0, . . . , n}
gilt #Vl = 2l. Verwenden wir nun 2l Prozessoren und lassen wir l von 0 bis n
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immer größer. Dabei werden aber nicht alle Prozessoren verwendet. Das be-
deutet, bei steigender Anzahl von verwendeten Prozessoren, steigt der Anteil
der Berechnungen die wir nicht optimal parallelisieren können. Somit sollte der
Speedup bei einer steigenden Anzahl von Prozessoren immer geringer anwach-
sen, beziehungsweise die parallele Effizienz sollte fallen.
6.2.2 Weiterführende Parallelisierung
In der bisherigen Parallelisierung haben wir keine einzelne H-Matrix-Operation
oder die Konstruktion der H-Matrizen parallelisiert. In [37, 36] wird für die
Hierarchischen Matrizen eine Shared-Memory-Parallelisierung vorgestellt.
Die folgende Tabelle zeigt einige Komplexitätsabschätzungen für die parallelen
Algorithmen. Dabei ist T := T (I × I) ein Blockclusterbaum mit Csp := Csp(T )
und n := #I. Des Weiteren wird eine konstante Arithmetik mit Rang k verwen-
det und es soll nmin ≥ k gelten. Es werden p = 2q, q ∈ N, Prozessoren verwendet.
#L(T ) sei die Anzahl der Blätter des Blockclusterbaumes und #T die Anzahl
der Knoten des Blockclusterbaumes. Des Weiteren seien M,M1,M2 ∈ H(k, T )
und x ∈ RI .


































Tabelle 6.1: Komplexität für die Shared-Memory-Parallelisierung nach [37, 36].
Fast alle oben angegebenen Operationen haben somit einen Anteil, den wir nicht
parallelisieren können. Die Cholesky-Zerlegung müssen wir nicht parallelisieren,
weil wir davon ausgehen, dass jedes Blatt des Gebietszerlegungsbaumes nur von
einem Prozessor bearbeitet wird. Stattdessen sollten nur die Matrizen für die
Knoten der Stufen V0, . . . , Vq−1 mittels der parallelen Arithmetik berechnet wer-
den. Dabei sollen für einen Knoten v ∈ Vl, l ∈ {0, . . . , q − 1}, 2q−l Prozessoren
verwendet werden.
Für diese Parallelisierung müssen wir noch die verallgemeinerte Addition par-
allelisieren. Wir können aber erwarten, dass die parallelisierte verallgemeinerte
Addition die gleiche Komplexität hat wie die parallelisierte Addition, da der
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Aufwand der verallgemeinerten Addition die gleiche Größenordnung hat wie die
normale Addition. Ebenso gehen wir davon aus, dass die Konstruktion von H-
Matrizen mittels eingeschränkter Clusterbäume von der selben Komplexität ist
wie das Aufstellen in Tabelle 6.1.
Unter diesen Annahmen können wir nun die Komplexität für die Parallelisie-
rung mit parallelisierten Operationen auf einem System mit verteilten Speicher
abschätzen. Sei p = 2q. Dann müssen wir den Aufwand für die Stufen Vl, l < q,
neu abschätzen, weil nur auf diesen Stufen Operationen parallel ausgeführt wer-
den. Wie in Kapitel 6.2.1 gehen wir davon aus, dass diese Knoten immer innere
Knoten sind. Dann müssen wir für diese Knoten verallgemeinerte Additionen,
Multiplikationen und eine Inversion berechnen. Der nicht parallelisierbare Auf-
wand beträgt nach Tabelle 6.1 für einen Knoten ω ∈ TΩ, level(ω) < q:
1. Für die Inversion n2min ·#I(γω).
2. Für die Multiplikation lässt sich der nicht parallelisierbare Aufwand mit
Csp(ω)#T (I×I)|I(ω)×I(ω) im einskaligen Fall und Csp(ω)#T (I×J)|I(ω)×J(ω)
im zweiskaligen Fall abschätzen.
3. Für die verallgemeinerte Addition lässt sich der nicht parallelisierbare
Aufwand mit #L(T (I × I)|I(ω)×I(ω)) im einskaligen Fall und #L(T (I ×
J)|I(ω)×J(ω)) im zweiskaligen Fall abschätzen.
Insgesamt können wir den nicht parallelisierbaren Aufwand pro Knoten ω ∈ TΩ,
level(ω) < q im einskaligen Fall mit
O(n2min ·#I(γω) + Csp(ω)#T (I × I)) (6.16)
und im zweiskaligen Fall mit
O(n2min ·#I(γω) + Csp(ω)#T (I × J)) (6.17)
abschätzen.
Die Komplexitätsabschätzungen der zweiten Parallelisierung in diesem Abschnitt
geben wir mit NP2h (l, p), NP2hH(l, p), NP2h und NP2hH an (vergleiche 6.2.1).
Sei γl := maxω∈Vl #I(γω). Für die Knoten eine Stufe Vl, l < q, können wir somit
die Kosten im einskaligen Fall mit
NP2h (l, p) := O
(NPh (l, p)
2q−l
+ n2min ·#I(γl) + Csp(ω)#T (I × I)
)
(6.18)
und im zweiskaligen Fall mit
NP2hH(l, p) := O
(NPhH(l, p)
2q−l
+ n2min ·#I(γl) + Csp(ω)#T (I × J)
)
(6.19)
abschätzen. Nehmen wir an, dass die Wurzel des Gebietszerlegungsbaumes das
größte Interface hat, d.h. es gilt
#I(γΩ) ≥ #I(γω) ∀ω ∈ TΩ.
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Die Summation von








+ q · (n2min ·#I(γΩ) + Csp(ω)#T (I × I))
)
. (6.20)




+ q · (n2min ·#I(γΩ) + Csp(ω)#T (I × I))
)
. (6.21)
Der Beweis dieser Aussagen folgt dem Beweis für Satz 6.6.
In [37, 36] zeigen die numerischen Tests, dass die verschiedenen parallelen H-
Matrix-Operationen einen fast optimalen Speedup beziehungsweise eine Effizi-
enz von fast 1 liefern. Dies bedeutet, dass der nicht parallelisierbare Aufwand
relativ gering ist. Wir können somit insgesamt für die parallele Berechnung der
HDD-Algorithmen mit der Verwendung der parallelen H-Matrix-Operationen
einen fast optimalen Speedup erwarten. Für die Parallelisierung der Lösungsal-
gorithmen können wir sogar einen optimalen Speedup erwarten, da die paralle-
lisierte Matrix-Vektor-Multiplikation einen optimalen Speedup hat.
6.3 Distributed-Memory-Parallelisierung
Bei einem Rechnersystem mit verteiltem Speicher kann ein Prozessor nicht mehr
auf den kompletten Arbeitsspeicher direkt zugreifen. In Abbildung 6.2 sehen wir
ein Beispiel für solch ein System mit verteiltem Speicher. Bei der Parallelisierung
treten nun zusätzliche Kosten für die Kommunikation auf, weil die Prozessoren
Daten von Berechnungen auch an andere Prozessoren übermitteln müssen.
Bisher wurde die H-Matrix-Technik noch nicht vollständig für Rechnersyste-
me mit verteiltem Speicher umgesetzt. Aktuell wird am Institut für Mathe-
matik in den Naturwissenschaften an der Implementierung der Matrix-Matrix-
Multiplikation für H-Matrizen gearbeitet. Daher können wir auch noch keine
Komplexitätsabschätzung angeben.
Ein wichtiger Punkt bei der Nutzung von Rechnersystemen mit verteiltem Spei-
cher ist die Frage, wie wir die Daten verteilen wollen. Nehmen wir wieder an,
dass wir p = 2q Prozessoren zu Verfügung haben. Dann ist es sinnvoll, alle benö-
tigten Daten im Speicher eines Prozessors zu halten, sodass er alle Matrizen des
Teilbaumes (TΩ)ω, ω ∈ Vq, ohne Kommunikationskosten berechnen kann. Das
bedeutet unter anderem, dass die Clusterbäume T (I) und T (J) sowie die Block-
clusterbäume T (I × I) und T (I × J) an jedem Prozessor gespeichert werden.
Zusätzlich wird dann pro Prozessor das Teilgitter für ein ω ∈ Vq gespeichert,
sodass dem Prozessor insbesondere alle Daten für I(ω) vorliegen.
Für die Knoten V i−10 := V0 ∪ . . . ∪ Vi−1 erhalten wir somit Redundanzen, denn














































sind auf mehreren Prozessoren enthalten. Bei der späteren Berechnung der Ma-
trizen für Knoten ω ∈ V i−10 muss dann definiert werden, welcher Prozessor für
diese redundanten Daten zuständig ist.
Kapitel 7
Experimente
Mit den folgenden numerischen Tests wollen wir die theoretischen Ergebnisse
validieren.
Grundlegender Aufbau
Wir werden in diesem Kapitel elliptische Randwertprobleme der Form
Lu = g in Ω mit
u = ϕ auf ∂Ω
durch den HDD-Algorithmen lösen.
Für das Gebiet Ω verwenden wir entweder Ω = (−1, 1)2 oder Ω = (−1, 1)3. Die
Gitter geben wir wie bisher mit ΩIh beziehungsweise Ω
J
H an, wobei h und H die
Kantenlänge der Elemente darstellt. Für ΩIh ist I die Indexmenge und für Ω
J
H
ist J die zugehörige Indexmenge.
Eine Bilinearform mit glatten Koeffizienten verwenden wir, um die Komplexi-
tätsabschätzungen aus Kapitel 5 zu validieren. Die Konvergenz für feiner wer-
dende Gitter untersuchen wir an einem Mehrskalen-Problem. Wir vergleichen
den HDD-Algorithmus mit einem iterativen Löser, der die Cholesky-Zerlegung
im H-Matrix-Format als Vorkonditionierer verwendet, und der Inversen der
Steifigkeitsmatrix, die wir als direkten Löser nutzen und mittels der H-Matrix-
Technik berechnen. Für diesen Vergleich verwenden wir ein weiteres Mehrskalen-
Problem.
Die Mehrskalen-Probleme stammen aus [31]. In [31] wird bei den Beispielproble-
men das Gebiet (0, 1)2 verwendet. Wie oben erwähnt benutzen wir stattdessen
das Gebiet Ω = (−1, 1)2 oder Ω = (−1, 1)3. Daher erweitern wir die Probleme
aus [31] auf drei Dimensionen. Aufgrund der unterschiedlichen Gebiete werden
wir für den Parameter ǫ der Mehrskalen-Probleme nicht die gleichen Werte wie
in [31] verwenden.
In allen Experimenten wurde nmin = 48 verwendet.
Notationen
Bei den folgenden Ergebnissen werden viele verschiedene Notationen verwendet.
Daher folgt eine Übersicht der Notationen auf der nächsten Seite.
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Notation Erklärung
u ∈ RI(Ω) u ist die exakte Finite-Elemente-Lösung, die ui =
u(xi) für alle i ∈ I(Ω) erfüllt.
ukh ∈ RI(Ω) ukh ist die Lösung des einskaligen HDD-Algorithmus
bei Verwendung des Ranges k für die Arithmetik.
ukhH ∈ RI(Ω) ukh ist die Lösung des zweiskaligen HDD-Algorithmus
bei Verwendung des Ranges k für die Arithmetik.
uεh ∈ RI(Ω) uεh ist die Lösung des einskaligen HDD-Algorithmus
bei Verwendung der adaptiven Arithmetik mit Feh-
lerschranke ε > 0.
ukhH ∈ RI(Ω) ukh ist die Lösung des zweiskaligen HDD-Algorithmus
bei Verwendung der adaptiven Arithmetik mit Feh-
lerschranke ε > 0.
uGM ∈ RI(Ω) Falls wir keine exakte Lösung angeben können, ist
uGM ein Lösung, die mittels GMRES ([32, Kapitel
6]) auf einem feineren Gitter berechnet wird.
Zeit(HDDh) Zeit(HDDh) ist die Laufzeit des einskaligen HDD-
Algorithmus.
Zeit(HDDhH) Zeit(HDDhH) ist die Laufzeit des zweikaligen HDD-
Algorithmus.
Speicher(HDDh) Speicher(HDDh) ist der benötigte Speicherbedarf
aller gespeicherten Matrizen des einskaligen HDD-
Algorithmus.
Speicher(HDDhH) Speicher(HDDhH) ist der benötigte Speicherbedarf
aller gespeicherten Matrizen des zweiskaligen HDD-
Algorithmus.
Computersysteme
Zur Berechnung standen verschiedene Sun Fire X4600 zur Verfügung. Diese ha-
ben jeweils 8 Opteron Dual-Core Prozessoren mit 2,6Ghz oder 2,8Ghz. Der ver-
fügbare Arbeitsspeicher reicht von 64GB bis 256GB. Zusätzlich wurden wenige
Experimente auf einer Sun Workstation mit 2 Opteron Dual-Core Prozessoren
(2,6Ghz) gerechnet. Es war leider nicht möglich, alle Rechnungen auf einem
dieser Systeme durchzuführen, aber alle Berechnungen für eine Tabelle wurden
immer auf dem gleichen System gerechnet.
KAPITEL 7. EXPERIMENTE 138
7.1 Glatte Koeffizienten
In diesem Abschnitt verwenden wir die Poisson-Gleichung:
L = −∆, (7.1)
Lu = g in Ω, (7.2)
u = ϕ auf ∂Ω. (7.3)
Als Lösung verwenden wir die Funktion u(x, y) = x2 + y2 beziehungsweise
u(x, y, z) = x2 + y2 + z2.
Einfluss der Blattgröße von TΩ auf die Laufzeit
Zuerst werden wir zeigen, welchen Einfluss die Blattgröße des Gebietszerlegungs-
baumes hat. Dazu berechnen wir das Poisson-Problem in zwei Dimensionen und
mit adaptiver Arithmetik (ε = 0.00001). Es giltH = 132 , h =
1
128 ,#J(Ω) = 4225
und#I(Ω) = 65536. Durch die regelmäßige Unterteilung des Gebietszerlegungs-
baumes haben alle Blätter die gleiche Größe. Wir geben diese in Tabelle 7.1 mit
#J(ω) und #I(ω) an, wobei ω ∈ L(TΩ) ist.






Tabelle 7.1: Abhängigkeit der Laufzeit von der Blattgröße des Gebietszerle-
gungsbaumes (ω ∈ L(TΩ).
Wir wir in Tabelle 7.1 erkennen können, ist es sinnvoller etwas größere Blätter
zu wählen. Allerdings steigt die Rechenzeit wiederum, wenn wir die Blätter zu
groß wählen. Verschiedene Tests haben gezeigt, dass es sinnvoll ist ω ∈ TΩ nur
zu teilen, bis #I(ω) ≤ 2000 gilt.
Einfluss des Ranges der Rang-k-Matrizen
Die Tabellen 7.2 und 7.3 zeigt die Konvergenz bei fixer Rangarithmetik und
steigendem k für die zweidimensionale und dreidimensionale Poisson-Gleichung.
Bei dem dreidimensionalen Fall verwenden wir auch beide Varianten des HDD-
Algorithmus. Dabei zeigt sich bei steigendem k ein exponentieller Abfall der
Fehler.
In Tabelle 7.4 ist für den dreidimensionale Fall und variables k das Verhalten
der Laufzeit abgebildet. Dabei ist der Anstieg der Rechenzeit für steigendes k
nicht linear von k abhängig, wie es die Abschätzung der Komplexität vermuten
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lässt, sondern der Anstieg der Rechenzeit fällt geringer aus.
Das Verhalten des Speicherbedarfs bei steigendem k ist in Tabelle 7.5 dargestellt.











Tabelle 7.2: Abhängigkeit des relativen Fehlers von dem Rang k für die Poisson-














Tabelle 7.3: Abhängigkeit des relativen Fehlers von dem Rang k für die Poisson-
Gleichung im dreidimensionalen Fall mit h = 164 und H =
1
16 .
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Tabelle 7.4: Laufzeit für die dreidimensionale Poisson-Gleichung bei der Ver-
wendung von einem Gitter beziehungsweise zwei Gittern. Die Schrittweiten sind












Tabelle 7.5: Speicherbedarf der Lösungsmatrizen für die dreidimensionale
Poisson-Gleichung bei der Verwendung von einem Gitter beziehungsweise zwei
Gittern. Die Schrittweiten sind h = 164 und H =
1
16 .
Verhalten bei fallendem h
Die Tabellen 7.6 und 7.7 zeigen das Laufzeitverhalten bei feiner werdende Gitter
für die dreidimensionale Poisson-Gleichung. Bei dem Laufzeitverhalten lässt sich
eine fast lineare Komplexität bestätigen. Der Speicherbedarf scheint hingegen
geringer an zuwachsen.
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h #I(Ω) Zeit(HDDh)) sec. Zeit(HDDhH) sec.
1
8 4913 22 14
1
12 15625 141 64
1
16 35937 504 214
1
20 68921 1251 513
1
24 111749 2315 938
1
28 185193 4646 1999
1
32 274625 8087 3531
1
36 389017 15427 7268
1
40 531441 21795 10845
Tabelle 7.6: Laufzeit für die dreidimensionale Poisson-Gleichung für feiner wer-
denden Gitter bei der Verwendung von einem Gitter beziehungsweise zwei Git-
tern mit konstantem k = 16 und M = 4.
h #I(Ω) Speicher(HDDh)MB Speicher(HDDhH)MB.
1
8 4913 11 4,2
1
12 15625 82 24
1
16 35937 217 63
1
20 68921 593 163
1
24 111749 1112 299
1
28 185193 1901 513
1
32 274625 2790 774
1
36 389017 5135 1405
1
40 531441 6748 1871
Tabelle 7.7: Speicherbedarf der Lösungsmatrizen für die dreidimensionale
Poisson-Gleichung bei feiner werdenden Gitter und der Verwendung von einem
Gitter beziehungsweise zwei Gittern mit konstantem k und M = 4.
Mittels der bisher dargestellten Ergebnissen und dem daraus erkennbaren asym-
ptotischen Verhalten können wir die Komplexitätsabschätzungen aus Kapitel 5.6
bestätigen.
7.2 Mehrskalen-Problem
Wir wollen nun unseren Algorithmus anhand eines Mehrskalen-Problems testen.
Das zweidimensionale Problem stammt aus [31] und wurde zu einem dreidimen-
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sionalen Problem erweitert:
L = ∇aǫ(x)∇, (7.4)















2d + 1, 8
∑d
i=1 sin(2πxi/ǫ)
, x = (x1, . . . , xd).
Wir verwenden wie in [31] g = −1. Für dieses Problem haben wir keine analyti-
sche Lösung vorliegen, sondern wir bestimmen u durch GMRES. Als Schrittwei-
te wurde h = 1128 gewählt, wodurch das für GMRES zu lösende Gleichungssys-
tem 2553 Unbekannte hat. Als Vorkonditionierer verwenden wir die Cholesky-
Zerlegung der Hierarchischen Matrizen.
ǫ ist in unseren Experimenten 0, 2. In [31] wurden kleinere ǫ (0, 8 bis 0, 005)
aufgrund des kleineren Gebietes und des nur zweidimensionalen Problems ver-
wendet. Die Tabelle 7.8 zeigt verschiedene Kombinationen von feinen und gro-
ben Gittern für g = −1. Dabei wurde ein Tabellenwert nicht berechnet (n.b.).
Da g eine konstante Funktion ist und die Genauigkeit der H-Arithmetik höher
als der Diskretisierungsfehler ist, machen wir durch die Prolongation keinen zu-
sätzlichen Fehler. Daher stimmen die Ergebnisse der beiden HDD-Algorithmus
überein.
Für die Tabelle 7.9 verwenden wir g(x, y, z) = x2 − y2 + z2 und somit erhalten
wir bei dem zweiskaligen HDD-Algorithmus ein schlechteres Ergebnis, weil wir
nun einen zusätzlichen Fehler durch die Prolongation machen.












































64 2146689 2048383 5,108e-04 5,108e-04
Tabelle 7.8: Berechnungen für das Mehrskalen-Problem mit g(x, y, z) = −1.
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64 2146689 2048383 3,708452e-05 3,774573e-04
Tabelle 7.9: Konvergenz des Mehrskalen-Problems mit g(x, y, z) = x2− y2+ z2.
Die Experimente zeigen, dass die HDD-Algorithmen für Mehrskalen-Probleme
funktioniert. Dabei sind die Konvergenzraten, vergleichbar mit der Konvergenz-
rate von MsFEM und FEM (vergleiche [31]).
7.3 HDD-Algorithmus vs. H-Cholesky und H-Inverse
Hier wollen wir den HDD-Algorithmus mit anderen Lösern, die auf den Hierar-
chischen Matrizen beruhen, vergleichen. Wir vergleichen ihn mit dem iterativen
Verfahren GMRES, welches die Cholesky-Zerlegung, die im H-Matrix-Format
erstellen wird, als Vorkonditionierer verwendet. Als zweites vergleichen wir ihn
mit der Inversen der Steifigkeitsmatrix, die wir ebenfalls im H-Matrix-Format
berechnen. Wir nennen die Inverse der Steifigkeitsmatrix im folgenden einfach
H-Inverse.
Wir haben den HDD-Algorithmus so entworfen, dass wir beim Aufstellen der
Vektoren u|I(∂Ω) und g keine Integration benötigen. Mit dem iterativen Verfah-
ren und der H-Inversen lösen wir hingegen das Gleichungssystem (2.21)
A
I(Ω),I(Ω)
Ω u|I(ω) = h|I(Ω) −AI(Ω),I(∂Ω)Ω u|I(∂ω).
Im Gegensatz zu den Gleichungssystemen, die wir mittels des HDD-Algorithmus
lösen, müssen wir für die Einträge des Vektors h ein Integral berechnen, wodurch
das Aufstellen der Vektoren mehr Zeit in Anspruch nimmt.
Wir geben für den Vergleich der drei Verfahren jeweils die Zeiten für die Setup-
phase und für die Lösungsphase an. Dabei verwenden wir für das iterative Ver-
fahren den Ausdruck H-Cholesky, weil die Berechnung der Cholesky-Zerlegung
den größten Aufwand darstellt. Die Setupphase enthält für die einzelnen Me-
thoden:
Lösungsmethode Beschreibung der Setupphase
HDD-Algorithmus Die Berechnung des Gebietszerlegungsbaumes, der
Clusterbäume, der Blockclusterbäume und die Lö-
sungsmatrizen.
H-Cholesky Die Berechnung der Cholesky-Zerlegung mittels H-
Matrizen und den benötigten Clusterbaum.
H-Inverse Die Berechnung der Inversen der Steifigkeitsmatrix
im H-Matrix-Format und den benötigten Cluster-
baum.
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Die Lösungsphase enthält bei allen Algorithmen das Aufstellen der benötigten
Vektoren und die Berechnung der Lösung.
Wir werden bei dieser Methode für alle drei Routinen die adaptive Arith-
metik verwenden. Für den HDD-Algorithmus und die H-Inverse setzen wir
ε = 10−6 und für die Cholesky-Zerlegung setzen wir ε = 0.01. Bei GMRES
wird die Cholesky-Zerlegung nur als Vorkonditionierer verwendet. Die Iteration
bei GMRES bricht bei einer Genauigkeit von 10−6 ab.
Wir verwenden in diesem Abschnitt den zweiskaligen HDD-Algorithmus, wobei
wir mit einer Verfeinerung von M = 4 arbeiten. Wir vergleichen die Verfah-
ren für das folgende Mehrskalen-Problem mit nichtglatten Koeffizienten. Das
Problem stammt wieder aus [31], wobei wir es auf drei Dimensionen erweitert
haben:
L = ∇aǫ(x)∇, (7.7)
Lu = g = −1, (7.8)







, x = (x1, . . . , xd).
Wir können für dieses Problem wieder keine Referenzlösung angeben. Daher
bestimmen wir wieder eine Lösung mittels GMRES auf einem feineren Gitter.
Dieses hat für den zweidimensionalen Fall 20472 und im dreidimensionalen Fall
2553 Unbekannte. Für ǫ haben wir wieder 0, 2 gewählt. Den Fehler der Lösungen,
die mittels der drei Verfahren berechnet wurden, geben wir in den folgenden
Tabellen dieses Abschnitts mit ‖uGM−u
ε‖2
‖uGM‖2
an. Dabei wird uε durch eine der
drei Methoden berechnet.
Zeit Setup Zeit Lösen
h #I(Ω) #J(Ω) HDD HLLT H−1 HDD HLLT H−1
1
32 4425 289 1, 32 0, 34 3, 3 0, 01 0, 02 0, 02
1
64 16641 1089 7, 28 1, 62 36, 13 0, 02 0, 1 0, 1
1
128 66049 4225 52, 54 5 434, 4 0, 09 0, 39 0, 64
1
256 263169 16641 449, 68 21, 86 n.b. 0, 35 1, 59 n.b.
Tabelle 7.10: Laufzeitenvergleich für die H-Cholesky-Zerlegung, die H-Inverse
und den zweiskaligen HDD-Algorithmus für das zweidimensionale Randwertpro-
blem (7.7), (7.8), (7.9).




h HDD HLLT H−1 HDD HLLT H−1
1
32 1 5, 24 17, 9 2, 04e− 04 2, 04e− 04 2, 04e− 04
1
64 6, 01 24, 5 122, 8 5, 04e− 05 5, 04e− 05 5, 04e− 05
1
128 31, 78 106 838 1, 20e− 05 1, 20e− 05 1, 63e− 05
1
256 150, 5 446, 84 n.b. 2, 55e− 06 2, 40e− 06 n.b.
Tabelle 7.11: Speicherverbrauch und Fehlervergleich für das zweidimensionale
Randwertproblem (7.7), (7.8), (7.9).
Zeit Setup Zeit Lösen
h HDD HLLT H−1 HDD HLLT H−1
1
16 351, 19 27, 38 3903, 31 0, 09 0, 91 1, 49
1
32 4722, 70 262, 83 602077, 97 1.29 9, 73 50, 87
Tabelle 7.12: Laufzeitenvergleich für den HLU , H-Inverse und HDD-




h HDD HLU H−1 HDD HLU H−1
1
16 65, 09 72, 86 1442, 47 1, 286e− 02 1, 286e− 02 1, 286e− 02
1
32 849, 56 749, 07 41001, 76 8, 542e− 03 8, 542e− 03 8, 547e− 03
Tabelle 7.13: Speicherverbrauch und Fehlervergleich für HLU , H-Inverse und
den HDD-Algorithmus im dreidimensionalen Randwertproblem (7.7), (7.8),
(7.9).
Die Ergebnisse der Experimente zeigen den wesentlichen Vorteil des HDD-
Algorithmus. Die Matrizen, die wir zur Berechnung der Lösung benötigen, hän-
gen nur von der Differentialgleichung ab. Sind sie einmal erstellt, können wir sie
zur Lösung jedes beliebigen, zugehörigen Randwertproblems verwenden. Haben
wir genügend Randwertprobleme vorliegen, so ist die Gesamtlaufzeit zur Lösung
aller Randwertprobleme geringer als bei den anderen Verfahren.
Der Vorteil kommt noch besser zum tragen, wenn wir nur Teillösungen be-
nötigen. In dem Fall müssen wir für GMRES dennoch die komplette Lösung
berechnen. Bei dem HDD-Algorithmus sinkt, wie in Kapitel 5.7.2 beschrieben,
der Aufwand zur Berechnung der Teillösung.
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7.4 Speedupverhalten bei Parallelisierung
Hier wollen wir untersuchen, wie sich der Speedup des anhand von TΩ par-
allelisierten Algorithmus (Kapitel 6.2.1) verhält. Hierzu haben wir die dreidi-
mensionale Poisson-Gleichung aus Kapitel 7.1 gelöst. Die Baumstruktur und
Parameterwahl ist identisch mit der für Tabelle 7.3 (k = 16). Mit Speeduph
geben wir den Speedup des Algorithmus mit einer Skala an. Der Speedup für
den zweiskaligen Algorithmus ist mit SpeeduphH angegeben. Wie wir in Kapitel
6.2.1 erwartet haben, ist der Zuwachs beim Speedup immer geringer, je mehr
Prozessoren wir verwenden.
p time(ukh) sec. Speeduph time(u
k
hH) sec. SpeeduphH
1 11694 - 5949 -
2 6333 1,85 3085 1,93
4 4305 2,72 1834 3,24
8 3531 3,31 1356 4,39
16 3319 3,52 1212 4,91
Tabelle 7.14: Laufzeit unter der Verwendung von p Prozessoren für die drei-




Wir haben in dieser Arbeit die Theorie der Finite-Elemente-Methode für el-
liptische Randwertprobleme, Hierarchische Matrizen und die Gebietszerlegung
zu dem HDD-Algorithmus verknüpft. Für den HDD-Algorithmus haben wir ver-
schiedene Varianten definiert. Die einskalige Variante berechnet die Lösung mit-
tels des Vektors gh und die zweiskalige Variante nutzt den Vektor gH .
Beide Varianten lassen sich dabei mit einem fast linearen Aufwand berechnen,
wobei die zweiskalige Variante einen geringeren Aufwand aufweist. Die Berech-
nung der Lösung mittels der Lösungsalgorithmen hat ebenfalls eine fast lineare
Komplexität. Des Weiteren haben wir in Kapitel 5.7 verschiedene Ergänzungen
für die HDD-Algorithmen erwähnt, um zu zeigen wie variationsreich die Ver-
wendung der HDD-Algorithmen sein kann.
Einen Einfluss auf den Fehler haben dabei neben dem Diskretisierungsfehler die
Genauigkeit der H-Matrix-Arithmetik sowie der Fehler
‖gh − P I(Ω,J(Ω)h←H gH‖2,
falls wir den zweiskalige HDD-Algorithmus verwenden.
Bei den numerischen Tests haben wir die HDD-Algorithmen auf verschiede-
ne Probleme angewendet. Dabei haben wir die Abschätzungen der Komplexi-
tätsanalyse für die HDD-Algorithmen bestätigt. Des Weiteren wurde gezeigt,
dass die Lösungen die durch den HDD-Algorithmus berechnet werden, ein mit
MsFEM und FEM vergleichbares Konvergenzverhalten haben. Ebenfalls haben
wir die HDD-Algorithmen mit anderen Lösern, die auf Hierarchischen Matrizen
beruhen, verglichen. Es zeigte sich, dass der HDD-Algorithmen eine effiziente
Wahl ist, um eine elliptische partielle Differentialgleichung für viele verschiedene
zugehörige Randwertprobleme zu lösen.
Zusätzlich lassen sich die HDD-Algorithmen nach Kapitel 6 durch die Verwen-
dung von Gebietszerlegungstechniken gut parallelisieren. Bisher wurde nur die
Parallelisierung anhand des Gebietszerlegungsbaumes durchgeführt. Für die zu-
sätzliche Nutzung von parallelen H-Matrix-Operationen werden die Algorith-
men demnächst in die HLibPro [3, 35] implementiert.
Eine weitere Aufgabe für die Zukunft ist die Implementierung der Erweiterun-
gen aus Kapitel 5.7 und deren Anwendung auf interessante Probleme sowie der




Der Inhalt dieses Abschnitts stammt zu großen Teilen aus [13, 23, 17].
Defintion A.1 (Graph) Ein (gerichteter) Graph G = (V,E) ist eine Struktur,
die aus den Mengen V und E besteht. Elemente der Menge V bezeichnen wir
als Knoten und Elemente der Menge E ⊆ V × V heißen Kanten.
Definition A.2 (Pfad) Sei G = (V,E) ein Graph.
1. Ein Tupel (vi)li=0, l > 0, von Knoten ist ein Pfad in G, falls (vi−1, vi) ∈ E
für alle i ∈ {1, . . . , l}.
2. Sei (vi)li=0, l > 0, ein Pfad. Dann ist l die Länge des Pfades.
Definition A.3 (Baum) Ein Baum T = (V,E) ist ein Graph mit genau ei-
nem Knoten v ∈ V , für den gilt: ∀v′ ∈ V \ {v} existiert ein eindeutiger Pfad
(vi)
l
i=0, l > 0, mit v0 = v und vl = v
′
.
Wir wollen dieses eindeutige Element v ∈ V des Baumes als root(T ) bezeichnen
und es Wurzel (engl.: „root“) des Baumes nennen.
Bemerkung A.4 Sei T = (V,E) ein Baum.
1. Seien v, w ∈ V. v ist der Vater von w genau dann, wenn (v, w) ∈ E gilt.
Wir bezeichnen den Vater (engl.: „father“) von v ∈ V, sofern er existiert,
als father(v).
2. Seien v, w ∈ V. w ist ein Sohn von v genau dann, wenn (v, w) ∈ E.
Die Menge der Söhne (engl.: „sons“) von v ∈ V bezeichnen wir mit
sons(v) := {w ∈ V | (v, w) ∈ E}. (A.1)
3. Die Stufe (engl.: „level“) des Knoten v ∈ V ist level(v) := l , wobei l die
Länge des Pfades von der Wurzel zu v ist.
4. Die Tiefe (engl.: „depth“) des Baumes ist
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5. Ein Knoten v ∈ V ist ein Blatt genau dann, wenn sons(v) = ∅.
6. Ein Knoten v ist ein innerer Knoten genau dann, wenn er kein Blatt ist.
7. L(T ) := {v ∈ V | v ist ein Blatt} ist die Menge der Blätter.
8. Die Menge der Nachfahren (engl.: „descendants“) von v ∈ V ist definiert
durch:
desc(v) := {w ∈ V | ∃ Pfad (vi)li=0 von v nach w}. (A.3)
9. Die Menge der Vorfahren (engl.: „ancestors“) von v ∈ V ist definiert durch:
asc(v) := {w ∈ V | ∃ Pfad (vi)li=0 von w nach v}. (A.4)
10. Mit der Kardinalität #T des Baumes ist die Kardinalität der Knotenmen-
ge V gemeint.






) ist ein Teilgraph des
Graphen G = (V,E) genau dann, wenn V
′ ⊆ V und E′ ⊆ E ∩ (V ′ × V ′) ist.
Uns interessieren besonders die Teilgraphen eines Baumes, die wieder ein Baum
sind.







) ist ein Teilbaum von T genau dann, wenn
(a) T
′
ist ein Baum und
(b) T
′
ist ein Teilgraph von T
gilt.
2. Tv := (V ′, E′) ist ein voller Teilbaum von T mit Wurzel v genau dann,
wenn gilt:
(a) Tv ist ein Teilbaum von T mit Wurzel v,
(b) V ′ = desc(v) ∪ {v}.
3. T lv := (V
′, E′) ist ein Teilbaum der Tiefe l von T mit Wurzel v genau
dann, wenn gilt:
(a) T lv ist ein Teilbaum von T mit Wurzel v.
(b) V
′
= {v} ∪ {v′ ∈ V | ∃ Pfad (vi)ki=0, 0 < k ≤ l, von v zu v′}
Wenn T
′
ein beliebiger Teilbaum von T ist, so schreiben wir auch T
′ ⊂ T .
Wir wollen die Notationen und Definitionen nun noch an einem Beispiel veran-
schaulichen.
Beispiel A.7 Der Baum T = {{a, b,c, d, e,f, g, h, i, j, k, l,m, n, o, p, q}, {(a, b),
(a, c), (b, d), (b, e), (d, q), (e, i), (e, j), (i,m), (i, n), (c, f), (c, g), (c, h), (g, k),
(g, l), (k, o), (k, p)}} aus Abbildung A.1 hat folgende Eigenschaften:
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Abbildung A.2: Teilbäume T 2a (links) und Te (rechts)
1. L(T ) = {q,m, n, j, f, o, p, l, h}
2. root(T ) = a
3. depth(T ) = 4
4. desc(e) = {i, j,m, n}
5. asc(e) = {b, a}
6. Teilbaum Te = {{e, i, j,m, n}, {(e, i), (e, j), (i,m), (i, n)}} (siehe Abbil-
dung A.2)
7. Teilbaum T 2a = {a, b, c, d, e, f, g, h}, {(a, b), (a, c), (b, d), (b, e), (c, f), (c, g),
(c, h)} (siehe Abbildung A.2)
Satz A.8 Sei T := (V,E) ein Baum mit depth(T ) ≤ ∞ und für alle v ∈
T \ L(T ) gelte sons(v) ≥ 1. Dann gilt:
#V ≤ 1 + depth(T ) ·#L(T ). (A.5)
Beweis: Sei #T = 1. Also gilt #T = 1 = depth(T ) · #L(T ) + 1, wobei
depth(T ) = 0 ist. Die Behauptung gelte nun für #T < n. Sei #T = n > 1.
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Wir gehen nun wie in dem Beweis zu 1. vor und betrachten die vollen Teilbäu-
me der Söhne der Wurzel. Es gilt:











(1 + (depth(T )− 1)#L(Tv))




= 1 +#sons(root(T )) + depth(T )#L(T )−#L(T )




Wir treffen bei dem HDD-Algorithmus auf das Problem, dass wir testen wollen
ob ein Element in einer nicht-sortierten Menge enthalten ist. Für eine solche
Suche bietet sich das Hashing an.
Hashing arbeitet mit einer Tabelle T [0 · · ·m− 1], der sogenannten Hashtabelle,
und einer Hashfunktion
h : U → {0, . . . ,m− 1}.
Das Feld T [0 · · ·m − 1] ist dabei so zu interpretieren, dass wir an Position i
in dem Feld ein Element einer Menge M ⊆ U speichern können. Wir geben
dabei das Feld an Position i mit T [i] an. Die Position wird dabei durch die
Hashfunktion ermittelt.
In der Regel ist die Hashfunktion nicht injektiv, daher ist unsere Tabelle eine
Tabelle von Listen, in die wir mehrere Objekte speichern können.
Beispiel B.1 Sei M = {1, 2, 4, 7, 10, 17, 21}. Wir wollen diese Menge in einer












Abbildung B.1: Hashtabelle für Beispiel M = {1, 2, 4, 7, 10, 17, 21} und Hash-
funktion h(x) = x mod 3. Die Listen werden mit einem NULL-Zeiger termi-
niert.
Um zu testen, ob ein Element x in der Hashtabelle enthalten ist, müssen wir
testen, ob das Element in der Liste T [h(x)] enthalten ist.
Bemerkung B.2 Im schlechtesten Fall kostet das Einfügen oder der Zugriff auf
ein Element in der Hashtabelle für die Menge S O(#S) (siehe [39, Satz 1 Kapitel
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III.2]). Unter der Annahme, dass die Hashfunktion die Menge U gleichmäßig in
der Tabelle verteilt und alle Elemente von U als Argument der Funktion gleich-
wahrscheinlich sind, dann beträgt der Aufwand für das Einfügen oder Suchen
von n Elementen:
O((1 + β/2)n),
wobei β = n/m der (maximale) Belegungsfaktor der Tabelle ist (siehe [39, Satz
2 Kapitel III.2]).
Wir verwenden in der Arbeit nur Hashtabelle, für die der Belegungsfaktor ma-
ximal 2 ist, womit die Komplexität für das Suchen und Einfügen von n Element
mit O(n) aufgefasst werden kann.
Näheres zu Hashtabellen findet man unter anderen in [39, 24].
Anhang C
Implementation
Für die Implementierung des HDD-Algorithmus habe ich die HLib ([18, 8]) er-
weitert.
Die HLib ist eine in der Programmiersprache C ([34]) geschriebene Bibliothek
für H- und H2-Matrizen. In diesem Paket finden wir Routinen zu Konstrukti-
on von Clusterbäumen, Blockclusterbäumen, H-Matrizen und schwachbesetzten
Matrizen.
Wir werden zuerst die Strukturen der HLib nennen, die wir für die Umsetzung
des HDD-Algorithmus benötigen. Die genauen Funktionsaufrufe für die ver-
schiedenen H-Matrix-Operationen findet man unter anderem in dem Skript [8].
Danach werden wir kurz auf wichtige Punkte zur Erweiterungen der HLib ein-
gehen, die wir für den HDD-Algorithmus benötigen. Wir geben die Strukturen
mittels des Quellcodes an. Unrelevante Codeteile werden dabei weggelassen und
hilfreiche Kommentare bleiben bestehen, auch wenn sie in Englisch sind. Den
Quellcode geben wir zur besseren Kennzeichnung in einer anderen Schriftart an.
Zu genaueren Erläuterung der Strukturen und Methoden siehe man [8, 17].
C.1 Die HLib
Zuerst werden wir die verschiedenen Strukturen einführen, die wir benötigen.
Clusterbaum
typedef struct _cluster cluster;
typedef cluster *pcluster;
typedef struct _clustertree clustertree;
typedef clustertree *pclustertree;
struct _clustertree {
int ndof; /* Number of degrees of freedom */
int nidx; /* Maximal number of indices */
int clusters; /* Number of clusters */
int *dof2idx; /* Maps degrees of freedom to indices */
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int *idx2dof; /* Maps indices to degrees of freedom (or -1




int start; /* First element of the associated index set */
int size; /* Size of the associated index set */
double *bmin; /* Bounding box */
double *bmax;
int d; /* Spatial dimension of the bounding box */
int sons; /* Number of sons */
pcluster *son; /* Array of sons */
int name; /* Index in blockclustertree */
};
Die Struktur clustertree ist die Struktur um einen Clusterbaum dar-
zustellen. Die Indexmenge wird in dem Feld *dof2idx gespeichert.
Das Feld *idx2dof gibt an, welcher Index an welcher Position von
*dof2idx steht, und wird in der Regel bei dem Füllen einer H-Matrix
benötigt. Die Baumstruktur wird durch die Struktur cluster abge-
bildet. Mit start und size werden die Indizes bezüglich des
Arrays *dof2idx angegeben. Bei der Cluster Struktur wird name
verwendet, um zu kennzeichnen, ob ein Cluster ein Gebietscluster ist oder ein
Interfacecluster ist. Nachdem der Blockclusterbaum mittels einer Zulässigkeits-
bedingung erstellt wurde, wird name nicht mehr benutzt. Wir nutzen
später diese Eigenschaft aus. bmin und bmax dienen zur
Speicherung der Minimalquader.
Blockclusterbaum
typedef struct _blockcluster blockcluster;
typedef blockcluster *pblockcluster;
struct _blockcluster {
pccluster row; /* Row cluster */
pccluster col; /* Column cluster */
BlockType type; /* Type of block */




Mittels der Struktur blockcluster wird ein Blockclusterbaum ab-
gebildet. BlockType type bietet die Möglichkeit, auch für einen Kno-
ten des Blockclusterbaumes verschiedene Zulässigkeiten anzugeben. block_rows
und block_rows benötigen wir, um auf die Blöcke korrekt in dem
Feld *son zuzugreifen, da die Blöcke spaltenweise dem Feld gespeichert
werden.
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Schwachbesetzte Matrix
typedef struct _sparsematrix sparsematrix;
typedef sparsematrix *psparsematrix;
struct _sparsematrix {
int rows; /* Number of rows*/
int cols; /* Number of columns */
int nz; /* Number of non-zero entries */
int *row; /* Pointer to non-zero entries for each row */
int *col; /* Column indices of non-zero entries */
double *coeff; /* Coefficients of non-zero entries */
};
Eine schwachbesetzte Matrix wird in dem CRS-Format (Abbkürzung für engl.:Compressed
Row Storage [8]) abgespeichert.
Vollbesetzte Matrix







Die Daten einer vollbesetzten Matrix werden in dem Feld double* e
spaltenweise abgespeichert.
Rang-k-Matrix











Die Faktoren einer Rang-k-Matrix sind in den Feldern a und b
abgespeichert. k gibt dabei an, wieviele Spalten die beiden Fakto-
ren maximal haben können. Wieviele Spalten aktuell benutzt werden, wird mit
kt angegeben. pctruncctrl tc ist eine weitere Struktur, die
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die Verwendung von einem konstanten Rang oder einer adaptiver Arithmetik
steuert.
H-Matrix







prkmatrix r; /* if r is not 0 this is a rank-k matrix */
pfullmatrix f; /* if f is not 0 this is a full matrix */
psupermatrix* s; /* usually s is not 0 and this is indeed a
supermatrix */
};
Die Struktur supermatrix stellt die Hierarchie einer H-Matrix dar.
Dabei zeigt der Zeiger s auf NULL, wenn die supermatrix
eine Blatt ist. Wenn supermatrix ein Blatt ist, dann zeigt entwe-
der r oder f auf eine Rang-k-Matrix beziehungsweise eine
vollbesetzte Matrix.
Verwendete Routinen
Den Aufruf der verschiedenen H-Matrix-Operationen kann man dem Skript [8]
oder der HLib entnehmen. Bei der Umsetzung der verschiedenen Operationen
wird soweit wie möglich auf das Paket LAPACK ([2]) und BLAS ([1]) zurück-
gegriffen.
C.2 Erweiterung
Wir werden hier nur die Definitionen der Strukturen für die Erweiterung er-
läutern. Die Algorithmen sind im Verlauf der Arbeit mittels Pseudocode oder
Konstruktionen definiert wurden.
Hashtabelle
Die Hashtabelle nach Kapitel B ist folgendermaßen umgesetzt.
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typedef struct _hashtable hashtable;
typedef hashtable *phashtable;




In der HLib waren bisher nur Dreiecksgitter und Tetraedergitter implementiert.
Da wir in dieser Arbeit Quadrat- und Kubengitter verwenden, musste eine neue
Gitterstruktur implementiert werden. Ebenso mussten einige Routinen zur Be-
rechnung von schwachbesetzten Matrizen an diese Gitter angepasst werden.







//node_id : 0 interior point
//node_id : 1 dirichlet boundary
int *node_id;
//id == 2 squaregrid
//id == 4 cubegrid
int dimension;
};
Die Gitterpunkte sind in nodes gespeichert. Die Quadrate oder Kuben
werden dann durch die entweder 4 oder 8 Einträge aus dem Feld elements
definiert.
Gebietszerlegungsbaum
Wie in Kapitel 3 können wir ein Gebietszerlegungsbaum mittels einer Graphen-
partitionierungssoftware METIS erzeugen. Für unsere Beispielgitter hingegen
ist die in vielen Abbildungen dargestellte regelmässige Unterteilung leicht anzu-
geben.
typedef struct _hddtree hddtree;
typedef hddtree *phddtree;
typedef struct _hddnode hddnode;
typedef hddnode *phddnode;
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struct _hddtree{ pgrid pg;
int hddnmin; // max leaf size
int number_elements; //number elements of grid





double *u; //solution vector
double *g; //vector g
};
Der Name hddtree ist bedingt durch die Namenswahl in [38]. Die
grundlegenden Daten für den Gebietszerlegungsbaum sind das Gitter pg,
die maximale Blattgröße hddnmin und die Anordnung für die Ele-
mente des Gitters ele2hdd . In dem Feld ele2hdd wird
eine Ordnung der Elemente vorgegeben, sodass wir bei den Knoten des Ge-
bietszerlegungsbaumes wieder nur Start- und Endwerte angeben müssen, um zu
entscheiden, welche Element zu einem Knoten gehören. pct ist ein Zei-
ger für den Clusterbaum T (I) beziehungsweise T (J). pbc ist ein Zeiger
für den Blockclusterbaum T (I × I) beziehungsweise T (J × J). Wenn wir den
zweiskaligen HDD-Algorithmus verwenden, dann verwenden wir zwei Gebiets-
zerlegungsbäume mit der gleichen Struktur. Dabei ist einer für die Unterteilung
des groben Gitters und einer für die Unterteilung des feinen Gitters. Die Vekto-
ren u und g enthalten entweder die Lösung, beziehungsweise






int nindex; // anzahl indices


















Die Werte start_elements und number_elements defi-
nieren mittels des Feldes ele2hdd die Elemente, die in diesem Knoten
vorhanden sind. Die Hashtabelle table dient zur Speicherung der
Indizes, die in diesem Knoten enthalten sind. Die restlichen Einträge sind zur
Speicherung von H-Matrizen, schwachbesetzten Matrizen, Clusterbäumen und
Blockclusterbäumen, die wir bei der Rekursion erstellen und weiter benötigen.
Eingeschränkte Strukturen
Bei der Erweiterung der H-Matrix-Technik schränken wir Clusterbäume und
Blockclusterbäume ein, um unter anderem die verallgemeinerte Addition zu de-
finieren. Dabei ist sind alle auftretenden Clusterbäume Teilbäume des Clus-
terbaumes T (I). Diese Teilbäume sind bei der Implementierung eigenständige
Clusterbäume. Wir nummerieren aber alle Cluster von T (I) mittels name
der Struktur cluster durch. Die Cluster in den eingeschränkten Clus-
terbäumen bekommen dann entsprechende den gleichen Namen. So können wir
entscheiden, ob ein Cluster aus T (I) der gleiche Cluster in einem eingeschränk-
ten Clusterbaum ist. Dies wird auch für Blockclusterbäume verwendet, da deren



































































H(k, T (I × J)) Menge der Hierarchischen Matrizen
L+(T ) Fernfeld von T
L−(T ) Nahfeld von T
T H
k˜←k
(·) Kürzung einer Hierarchischen Matrix für eine Rangverteilung
T Hε (·) Kürzung einer Hierarchischen Matrix auf eine gegeben Genauigkeit
T (I) Clusterbaum für Indexmenge I
⊞ Verallgemeinerte Addition für Hierarchische Matrizen
⊙ formatierte Matrix-Multiplikation fur Hierarchische Matrizen




ω Massematrix (Seite 19)
(·, ·)0 Skalarprodukt fur L2(Ω)
(·, ·)k Skalarprodukt fur Hk(Ω)
‖ · ‖2 euklidische Norm
‖ · ‖F Frobeniusnorm
〈·, ·〉 eukldisches Skalarprodukt
| · |0 Norm fur L2(Ω)




aω(·, ·) Bilinearform (Seite 13)
Hk(Ω) Sobolev-Raum von L2(Ω)-Funktionen mit quadrat-integrierbaren Ablei-
tungen bis zur Ordnung m
Ck(Ω) Menge der Funktionen mit stetigen Ableitungen der Ordnung k
Ck0 (Ω) Unterraum von C
k(Ω) der Funktionen mit kompaktem Träger
L2(Ω) Menge aller Lebesgue-messbaren Funktionen, deren Quadrate Lebesgue-
integrierbar sind
VI Vektorraum zur Indexmenge I (Seite 14)
γω Interface von ω
P(X) Potenzmenge einer Menge X
R(k, I × J) Menge der Rang-k-Matrizen
ΩIh Gitternotation Seite (17)
TΩ Gebietszerlegungsbaum für Ω
·|x Einschränkung bzw. Erweiterung von Vektoren, Clusterbäumen, Block-
clusterbäumen und verschiedenen Matrizen auf die Indexmenge, Produkt-
indexmenge x
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