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A NEW PROOF OF THE LOCAL REGULARITY OF THE ETA
INVARIANT OF A DIRAC OPERATOR
RAPHAE¨L PONGE
Abstract. In this paper we use the approach of [Po1] to the proof of the
Local Index Theorem to give a new proof of Bismut-Freed’s result on the local
regularity of the eta invariant of a Dirac operator in odd dimension.
1. Introduction
The eta invariant of a selfadjoint elliptic ΨDO was introduced by Atiyah-Patodi-
Singer [APS1] as a boundary correction to their index formula on manifolds with
boundary. It is obtained as the regular value at s = 0 of the eta function,
(1.1) η(P ; s) = TrP |P |−(s+1) =
∫
M
η(P ; s)(x).
However, the residue at s = 0 of the local eta function η(P ; s)(x) needs not vanish
(see, e.g., [Gi1]), so it is a nontrivial fact that the regular value exists ([APS2],
[Gi2]). Nevertheless, global K-theoretic arguments allows us to reduce the proof to
the case of a Dirac operator on an odd dimensional spin Riemannian manifold with
coefficients in a Hermitian vector bundle, for which the result can be obtained by
using invariant theory (see [APS2], [Gi3]).
Subsequently, Wodzicki ([Wo1], [Wo2]) generalized the result of Atiyah-Patodi-
Singer and Gilkey to the nonselfadjoint setting. More precisely, he proved that:
(i) The regular value at s = 0 of the zeta function ζθ(P ; s) = TrP
−s
θ of an
elliptic ΨDO is independent of the spectral cutting {argλ = θ} used to define P sθ
(see [Wo1], [Wo2, 1.24]);
(ii) The noncommutative residue of a ΨDO projection is always zero (see [Wo2,
7.12]).
The original proofs of Wodzicki are quite involved, but it follows from an observation
of Bru¨ning-Lesch [BL, Lem. 2.6] (see also [Po3, Rmk. 4.5 ]) that Wodzicki’s results
can be deduced from the aforementioned result of Atiyah-Patodi-Singer and Gilkey.
Next, in the case of a Dirac operator /DE on a odd spin Riemannian manifoldM
n
with coefficients in a Hermitian bundle E , Bismut-Freed [BF] proved in a purely
analytic fashion that the local eta function η(P ; s)(x) is actually regular at s = 0.
Thanks to the Mellin formula for ℜs > −1 we have
(1.2) /DE |/DE |−(s+1) = Γ(
s+ 1
2
)−1
∫ ∞
0
t
s−1
2 /DEe
−t/D2
Edt.
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For t > 0 let ht(x, y) ∈ C∞(M, |Λ|(M) ⊗ End E) be the kernel of /DEe−t/D
2
E ,
where |Λ|(M) denotes the bundle of densities on M . Since by standard heat kernel
asymptotics we have tr ht(x, x) = O(t
−n2 ) as t→ 0+ (see Theorem 2.10 ahead), for
ℜs > n− 1 we get
(1.3) η(/DE ; s)(x) = Γ(
s+ 1
2
)−1
∫ ∞
0
t
s−1
2 tr ht(x, x)dt.
Then Bismut-Freed [BF, Thm. 2.4] proved that in the C0-topology we have
(1.4) tr ht(x, x) = O(
√
t) as t→ 0+.
It thus follows that the local eta function η(/DE ; s)(x) is actually holomorphic for
ℜs > −2. In particular, we have the formula,
(1.5) η(/DE) =
1√
pi
∫ ∞
0
t
−1
2 Tr /DEe
−t/D2
Edt,
which, for instance, plays a crucial role in the study of the adiabatic limit of the
eta invariant of a Dirac operator (see [BC], [BF]). Incidentally, Bismut-Freed’s
asymptotics (1.4), which is a purely analytic statement, implies the global regularity
of the eta invariant of any selfadjoint elliptic ΨDO, as well as the aforementioned
generalizations of Wodzicki.
Now, the standard proof of the asymptotics (1.4) is essentially based on a re-
duction to the local index theorem of Patodi, Gilkey, Atiyah-Bott-Patodi ([ABP],
[Gi3]; see also [Ge]), which provides us with a heat kernel proof of the index the-
orem of Atiyah-Singer ([AS1], [AS2]) for Dirac operators. In the original proof
of (1.4) in [BF] the reduction is done by introducing an extra Grassmanian variable
z, z2 = 0, and in [Me, Sect. 8.3] by means of a suspension argument. Moreover,
in [BF] the authors refer to the results of [Gr] to justify the differentiability of the
heat kernel asymptotics.
On the other hand, in [Po1] the approach to the heat kernel asymptotics of [Gr]
was combined with general considerations on Getzler’s order of Volterra ΨDO’s to
produce a new short proof of the local index theorem which holds in many other
settings. Furthermore, the arguments used in this proof have other applications
such as the computation of the CM cyclic cocycle of [CM] for Dirac operators.
The aim of this paper is to show that we can get a direct proof of Bismut-Freed’s
asymptotics by using the approach of [Po1]. In fact, once the background from [Gr]
and [Po1] is set-up, the proof becomes extremely simple since it is deduced by
combining the considerations on Getzler orders of [Po1] with the observation that
the subleading terms (in the Getzler order sense) of the various asymptotics at
stake vanish at first order.
As in [Po1] the approach of this paper is rather general and should therefore
hold in various other settings. Moreover, it is believed that this approach could
also be useful to study adiabatic-type limits of eta invariants. For instance, it
has been shown by Rumin [Ru2] that, under the so-called subriemannian limit, the
differential form spectrum of the de Rham complex on a contact manifold converges
to that of the contact complex [Ru1], so it could be fruitful to use the approach of
this paper to further study the behavior under the subriemannian limit of the eta
invariant on a contact manifold.
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This paper is organized as follows. In Section 2 we recall Greiner’s approach
to the heat kernel asymptotics. In Section 3, after having recalled the background
of [Po1], we prove Bismut-Freed’s asymptotics.
2. Greiner’s approach of the heat kernel asymptotics
In this section we recall Greiner’s approach of the heat kernel asymptotics as in
[Gr] and [BGS].
Let Mn be a compact Riemannian manifold, let E a Hermitian vector bundle
over M and let ∆ : C∞(M, E) → C∞(M, E) be a selfadjoint second order elliptic
differential operator with principal symbol a2(x, ξ) > 0. Then ∆ is bounded from
below on L2(M, E) and by standard functional calculus we can define e−t∆, t ≥ 0,
as a selfadjoint bounded operator on L2(M, E). In fact, e−t∆ is smoothing for t > 0,
so its Schwartz kernel kt(x, y) is in C
∞(M, E)⊗ˆC∞(M, E∗⊗|Λ|(M)), where |Λ|(M)
denotes the bundle of densities on M .
Recall that the heat semigroup allows us to invert the heat equation, in the sense
that the operator,
(2.1) Q0u(x, t) =
∫ ∞
0
e−s∆u(x, t− s)ds, u ∈ C∞c (M × R, E),
maps continuously into C0(R, L2(M, E)) ⊂ D′(M × R, E) and satisfies
(2.2) (∆ + ∂t)Q0u = Q0(∆ + ∂t)u = u ∀u ∈ C∞c (M × R, E).
Notice that the operator Q0 has the Volterra property in the sense of [Pi]: it is
translation invariant and satisfies the causality principle, i.e., Q has a distribution
kernel of the form KQ0(x, y, t− s) where KQ0(x, y, t) vanishes on the region t < 0.
In fact, we have
(2.3) KQ0(x, y, t) =
{
kt(x, y) if t > 0,
0 if t < 0.
The above equalities lead us to use pseudodifferential techniques to study the
heat kernel kt(x, y). The idea, which goes back to Hadamard, is to consider a class
of ΨDO’s, the Volterra ΨDO’s ([Gr], [Pi], [BGS]), taking into account:
(i) The aforementioned Volterra property;
(ii) The parabolic homogeneity of the heat operator ∆+∂t, i.e., the homogeneity
with respect to the dilations,
(2.4) λ.(ξ, τ) = (λξ, λ2τ), (ξ, τ) ∈ Rn+1, λ 6= 0.
In the sequel for g ∈ S ′(Rn+1) and λ 6= 0 we let gλ be the tempered distribution
defined by
(2.5) 〈gλ(ξ, τ), u(ξ, τ)〉 = |λ|−(n+2)〈g(ξ, τ), u(λ−1ξ, λ−2τ)〉, u ∈ S(Rn+1).
We then say that g is parabolic homogeneous of degree m, m ∈ Z, when we have
gλ = λ
mg for any λ 6= 0.
Let C− denote the complex halfplane {ℑτ > 0} with closure C− ⊂ C. Then:
Lemma 2.1 ([BGS, Prop. 1.9]). Let q(ξ, τ) ∈ C∞((Rn × R) \ 0) be a parabolic
homogeneous symbol of degree m such that:
(i) q extends to a continuous function on (Rn × C−) \ 0 in such way to be
holomorphic in the last variable when the latter is restricted to C−.
Then there is a unique g ∈ S ′(Rn+1) agreeing with q on Rn+1 \ 0 so that:
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(ii) g is parabolic homogeneous of degree m;
(iii) The inverse Fourier transform gˇ(x, t) vanishes for t < 0.
Let U be an open subset of Rn. We define Volterra ΨDO’s on U ×R as follows.
Definition 2.2. Smv (U ×Rn+1), m ∈ Z, consists of smooth functions q(x, ξ, τ) on
U × Rn × R with an asymptotic expansion q ∼∑j≥0 qm−j, where:
- The symbol ql(x, ξ, τ) ∈ C∞(U × [(Rn × R) \ 0]) is parabolic homogeneous of
degree l and satisfies the property (i) in Lemma 2.1 with respect to the variables ξ
and τ ;
- The sign ∼ means that, for any integer N and any compact K ⊂ U , there is a
constant CNKαβk > 0 such that, for x ∈ K and |ξ|+ |τ | 12 > 1, we have
(2.6) |∂αx ∂βξ ∂kτ (q −
∑
j<N
qm−j)(x, ξ, τ)| ≤ CNKαβk(|ξ|+ |τ |1/2)m−N−|β|−2k.
Given a symbol q ∈ Smv (U × Rn+1) we can quantize it as a standard symbol by
associating to it the operator Q(x,Dx, Dt) from C
∞
c (Ux×Rt) to C∞(Ux×Rt) such
that, for any u ∈ C∞c (Ux × Rt), we have
(2.7) Q(x,Dx, Dt)u(x, t) = (2pi)
−(n+1)
∫
ei(x.ξ+t.τ)q(x, ξ, τ)uˇ(ξ, τ)dξdτ.
This is a continuous operator from C∞c (Ux × Rt) to C∞(Ux × Rt) satisfying the
Volterra property and with distribution kernel qˇ(ξ,τ)→(y,t)(x, y, t− s).
Definition 2.3. Ψmv (U × R), m ∈ Z, consists of continuous operators Q from
C∞c (Ux × Rt) to C∞(Ux × Rt) such that:
(i) Q has the Volterra property;
(ii) Q is of the form Q = q(x,Dx, Dt)+R for some symbol q in S
m
v (U ×R) and
some smoothing operator R.
In the sequel if Q is a Volterra ΨDO we let KQ(x, y, t−s) denote its distribution
kernel, so that the distribution KQ(x, y, t) vanishes for t < 0.
Examples of Volterra ΨDO includes differential operators, as well as homoge-
neous operators below.
Definition 2.4. Let qm(x, ξ, τ) ∈ C∞(U × (Rn+1 \ 0)) be a homogeneous Volterra
symbol of order m and let gm ∈ C∞(U)⊗ˆS ′(Rn+1) denote its unique homogeneous
extension given by Lemma 2.1. Then:
- qˇm(x, y, t) denotes the inverse Fourier transform (gm)
∨
(ξ,τ)→(y,t)(x, y, t);
- qm(x,Dx, Dt) denotes the operator with kernel qˇm(x, y − x, s− t).
Remark 2.5. The above definition makes sense since it follows from the proof of
Lemma 2.1 in [BGS] that the extension process of Lemma 2.1 applied to each
symbol qm(x, ., .), x ∈ U , is smooth with respect to x, so really gives rise to an
element of C∞(U)⊗ˆS ′(Rn+1).
Proposition 2.6 ([Gr], [Pi], [BGS]). The following properties hold.
1) Composition. Let Qj ∈ Ψmjv (U × R), j = 1, 2, have symbol qj and suppose
that Q1 or Q2 is properly supported. Then Q1Q2 belongs to Ψ
m1+m2
v (U × R) and
has symbol q1#q2 ∼
∑ 1
α!∂
α
ξ q1D
α
x q2.
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2) Parametrices. An operator Q ∈ Ψmv (U ×R) has a parametrix in Ψ−mv (U ×R)
if, and only if, its principal symbol is nowhere vanishing on U × [(Rn × C− \ 0)].
3) Invariance. Let φ : U → V be a diffeomorphism onto another open subset V
of Rn and let Q be a Volterra ΨDO on U × R of order m. Then Q = (φ ⊕ idR)∗Q
is a Volterra ΨDO on V × R of order m.
Remark 2.7. The proofs of the first and third properties above follow along the
same lines as that of the corresponding proofs for standard ΨDO’s. For the second
one we need the Volterra calculus to be asymptotically complete. The latter fact
cannot, however, be reached by means of the standard proof for classical ΨDO’s,
because the cut-off arguments therein are not valid valid anymore with analytic
symbols. Nevertheless, simple proofs can be found in [Po2].
The key property of Volterra ΨDO’s which allows us to derive a differentiable
heat kernel asymptotics is the following.
Lemma 2.8 ([Gr, Chap. I]). Let Q ∈ Ψmv (U × R) have symbol q ∼
∑
j≥0 qm−j.
Then the following asymptotics holds in C∞(U),
(2.8) KQ(x, x, t) ∼t→0+ t−(
n
2 +[
m
2 ]+1)
∑
l≥0
tlqˇ2[m2 ]−2l(x, 0, 1),
where the notation qˇk has the same meaning as in Definition 2.4.
Proof. As the Fourier transform relates the decay at infinity to the behavior at the
origin of the Fourier transform the distribution qˇ−∑j≤J qˇm−j is in CN (Ux×Rny×Rt)
as soon as J is large enough. Since Q − q(x,Dx, Dt) is smoothing, we see that
RJ(x, t) = KQ(x, x, t) −
∑
j≤J qˇm−j(x, 0, t) is of class C
N . As RJ(x, y, t) = 0 for
t < 0 we get ∂ltRJ(x, 0) = 0 for l = 0, 1, . . . , N , so that RJ (., t) is a O(t
N ) in CN (U)
as t→ 0+. It then follows that in C∞(U) we have
(2.9) KQ(x, x, t) ∼
∑
j≥0
t
−n
2 −1qˇm−j(x, 0, t) as t→ 0+.
Now, using (2.5) we see that for λ 6= 0 we have
(2.10) (qˇm−j)λ = |λ|−(n+2)(qm−j,λ−1)∨ = |λ|−(n+2)λj−m qˇm−j.
Setting λ =
√
t with t > 0 then gives qˇm−j(x, 0, t) = t
j−n−m
2 +1qˇm−j(x, 0, 1). Thus,
(2.11) KQ(x, x, t) ∼
∑
j≥0
t
j−n−m
2 −1qˇm−j(x, 0, 1) as t→ 0+.
On the other hand, setting λ = −1 in (2.10) shows that when m − j is odd we
have qˇm−j(x, 0, 1) = −qˇm−j(x, 0, 1) = 0 . Therefore, in (2.11) only the symbols of
even degree contributes to the asymptotics, i.e., we get (2.8). 
The invariance property in Proposition 2.6 allows us to define Volterra ΨDO’s on
M × R acting on the sections of the vector bundle E . All the preceding properties
hold verbatim in this context. In particular the heat operator ∆ + ∂t admits a
parametrix Q in Ψ−2v (M,×R, E).
In fact, comparing the operator (2.1) with any Volterra ΨDO-parametrix for
∆ + ∂t allows us to prove:
Theorem 2.9 ([Gr], [Pi], [BGS, pp. 363-362]). The differential operator ∆+∂t has
an inverse Q0 ∈ Ψ−2(M × R, E), so that Q0(∆ + ∂t) = (∆ + ∂t)Q0 = 1.
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We can now get the heat kernel asymptotics in the differentiable version below.
Theorem 2.10 ([Gr, Thm. 1.6.1]). Let P : C∞(M, E)→ C∞(M, E) be a differen-
tial operator of order m and let ht(x, y) denote the distribution kernel of Pe
−t∆.
Then in C∞(M, |Λ|(M)⊗ End E) as t→ 0+ we have
(2.12) ht(x, x) ∼ t−[m2 ]−n2
∑
l≥0
tlbl(P,∆)(x), bl(P,∆)(x) = qˇ2[m2 ]−2−2l(x, 0, 1),
where the equality on the right-hand side gives a formula for computing the densities
bl(P,∆)(x)’s in local trivializing coordinates using the symbol q ∼
∑
j≥0 qm−2−j of
Q = P (∆ + ∂t)
−1.
Proof. As ht(x, y) = Pxkt(x, y) = PxK(∆+∂t)−1(x, y, t) = KP (∆+∂t)−1(x, y, t) the
result follows by applying Lemma 2.8 to P (∆ + ∂t)
−1. 
3. Proof of Bismut-Freed’s asymptotics
In this section we shall show that implementing the rescaling of Getzler [Ge]
into the Volterra calculus allows us to get a new proof of Bismut-Freed’s asymp-
totics (1.4).
Let (Mn, g) be a compact Riemannian manifold of odd dimension and let Cl(M)
denote its Clifford bundle, so that the fiber Clx(M) at x ∈M is the complex algebra
generated by 1 and T ∗xM with relations,
(3.1) ξ.η + η.ξ = −2〈ξ, η〉, ξ, η ∈ T ∗xM.
For ξ ∈ ΛT ∗
C
M and l = 0, . . . , n we let ξ(l) denote component of ξ in ΛlT ∗
C
M .
Then the quantization map c : ΛT ∗
C
M → Cl(M) and its inverse σ = c−1 are such
that for ξ and η in ΛT ∗
C
M we have
(3.2) σ(c(ξ(i))c(η(j))) = ξ(i) ∧ η(j) mod Λi+j−2T ∗CM.
Now, let E be a Clifford bundle over M equipped with a unitary Clifford con-
nection ∇E and let /DE be the associated Dirac operator,
(3.3) /DE : C
∞(M, E) ∇
E
−→ C∞(M,T ∗M ⊗ E) c−→ C∞(M, E),
where c denotes the Clifford action of ΛT ∗M on E . Recall that by the Lichnerowicz’s
formula [BGV, Thm. 3.52] we have
(3.4) /D2E = (∇Ei )∗∇Ei + FE//S +
κM
4
,
where κM denotes the scalar curvature of M and FE//S is the twisted curvature
F E//S acting by Clifford multiplication on E .
For t > 0 let ht(x, y) denote the kernel of /DEe
−t/D2
E . The aim of this section is to
prove Bismut-Freed’s asymptotics in the version below.
Theorem 3.1 ([BF, Thm. 2.4]). In C∞(M, |Λ|(M)⊗ End E) we have
(3.5) trE ht(x, x) = O(
√
t) as t→ 0+.
First, as by Theorem 2.10 we already have an asymptotics in C∞(M, |Λ|(M))
for trE ht(x, x) as t → 0+ it is enough to prove (3.5) at a point x0 ∈ M . In fact,
proving (3.5) at x0 is a purely local issue since in local trivializing coordinates near
x0 the coefficients of the asymptotics for trE ht(x, x) depend only the homogeneous
6
components of the symbol of /DE(/D
2
E + ∂t)
−1. In particular, if in local trivializing
coordinates near x0 we let /QE be a Volterra ΨDO parametrix for /D
2
E + ∂t then we
have
(3.6) ht(x0, x0) = K/D
E
/Q
E
(x0, x0, t) + O(t
∞) as t→ 0+.
As usual it will be convenient to use normal coordinates centered at x0 and
trivializations of TM and E by means of synchronous orthogonal frames, assuming
that the synchronous tangent frame e1, . . . , en is such that ej = ∂j at x = 0. This
allows us to:
- Replace /DE by a Dirac operator /DCp on R
n acting on a trivial twisted bundle
with fiber /Sn ⊗ Cp, where /Sn denotes the spinor space of Rn.
- Have a metric g and coefficients ωikl = 〈∇LCi ek, el〉 of the Levi-Civita connec-
tion with behaviors near x = 0 of the form
(3.7) gij(x) = δij +O(|x|2), ωikl(x) = −1
2
RMijkl(0)x
j +O(|x|2),
where RMijkl(0) = 〈RM (0)(∂i, ∂j)∂k, ∂l〉.
Second, let Cl(n) and Λ(n) respectively denote the Clifford algebra and the
(complexified) exterior algebra of Rn. Since the dimension n is odd if we regard
c(dxi1 ) · · · c(dxik ), i1 < . . . < ik, as an endomorphism of /Sn then, as pointed out
in [BF, p. 107], we have
(3.8) tr/Sn c(dx
i1 ) · · · c(dxik ) =


2[
n
2 ] if k = 0,
0 if 0 < k < n,
(−i)[n2 ]+12[n2 ] if k = n.
Next, the Dirac operator /D
Cp
is obtained by composing the action of Cl(n) on
/Sn with the Clifford Dirac operator /D = c(dx
i)∇i with coefficients in Clodd(n).
Since Clev(n) acts on itself by multiplication, any Volterra ΨDO-parametrix Q for
/D
2
+ ∂t has coefficients in Cl
ev(n) up to a smoothing operator. By composing /DQ
with the Clifford action we get the operator /D
Cp
Q˜, where Q˜ is the Volterra ΨDO-
parametrix of /D
2
Cp
+ ∂t corresponding to Q. Since /DQ has coefficients in Cl
odd(n)
up to a smoothing operator, using (3.6) and (3.8) we see that as t→ 0+ we have
(3.9) trE ht(0, 0) = tr/S
n
⊗Cp K/D
Cp
Q˜(0, 0, t) + O(t
∞)
= (−i)[n2 ]+12[n2 ](σ ⊗ trCp)[K/DQ(0, 0, t)](n) +O(t∞).
Therefore, we are reduced to study the small time behavior of (σ⊗trCp)[K/D/Q(0, 0, t)](n).
Now, the Getzler’s rescaling [Ge] aims to assign the degrees,
(3.10) deg ∂j = deg c(dx
j) = 1, deg ∂t = 2, deg x
j = −1,
while degB = 0 for any B ∈ Mp(C). As pointed out in [Po1] this allows us to
define a filtration on Volterra ΨDO’s with coefficients in Cl(n) as follows.
Let Q ∈ Ψ∗v(Rn × R,Cp) ⊗ Cl(n) have symbol q(x, ξ, τ) ∼
∑
k≤m′ qk(x, ξ, τ).
Then taking components in each subspace Λj(n) and then using Taylor expansions
at x = 0 gives formal expansions
(3.11) σ[q(x, ξ, τ)] ∼
∑
j,k
σ[qk(x, ξ, τ)]
(j) ∼
∑
j,k,α
xα
α!
σ[∂αx qk(0, ξ, τ)]
(j),
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where the last asymptotic expansion is taken with respect to the filtration of
Skv (R
n × Rn+1,Cp)⊗ Λ(n) by the subspaces xαSmv (Rn × Rn+1,Cp)⊗ Λj(n).
Motivated by (3.10) we shall say that the symbol x
α
α! ∂
α
x σ[qk(0, ξ, τ)]
(j) is Getzler
homogeneous of degree k + j − |α|. Thus, we have an asymptotic expansion,
(3.12) σ[q(x, ξ, τ)] ∼
∑
j≥0
q(m−j)(x, ξ, τ), q(m) 6= 0,
where the symbol q(m−j) is Getzler homogeneous of degree m− j.
We shall call m the Getzler order of Q. Moreover, extending the Definition 2.4
to homogeneous symbols with coefficients in (EndCp)⊗ Λ(n), we define the model
operator of Q as the element of Ψ∗v(R
n × R,Cp)⊗ Λ(n) given by
(3.13) Q(m) := q(m)(x,Dx, Dt).
In the sequel we will write OG(m) to denote a Volterra ΨDO of Getzler order≤ m
and we will write xOG(m) to denote an element of Ψ
∗
v(R
n × R,Cp)⊗ Cl(n) of the
form xiQi with Qi of Getzler order ≤ m.
Let A = Aidx
i be the connection one-form on Cp. Then by (3.7) the covariant
derivative ∇i = ∂i+ 14ωikl(x)c(ek)c(el) +Ai on Cl(n)⊗Cp has Getzler order 1 and
model operator,
(3.14) ∇i(1) = ∂i −
1
4
RMij (0)x
j , RMij (0) = R
M
ijkl(0)dx
k ∧ dxl.
This implies that /D = c(dxi)∇i has Getzler order 2 and can be expanded as
(3.15) /D = c(/D(2)) + xOG(2), /D(2) = ε(dx
i)∇i(1),
where ε(dxi) denotes the exterior multiplication by dxi.
The interest to introduce Getzler orders stems from the two lemmas below.
Lemma 3.2 ([Po1, Lem. 3]). Let Q ∈ Ψ∗v(Rn × R,Cp)⊗ Cl(n) have Getzler order
m and model operator Q(m).
- If m is odd, then as t→ 0+ we have
(3.16) σ[KQ(0, 0, t)]
(n) = t−(
m
2 +1)KQ(m)(0, 0, 1)
(n) +O(t−
m
2 ).
- If m is even, then KQ(m)(0, 0, t)
(n) = 0 and as t→ 0+ we have
(3.17) σ[KQ(0, 0, t)]
(n) = O(t−
m+1
2 ).
Proof. Let q(x, ξ, τ) ∼ ∑j≤m′ qj(x, ξ, τ) be the symbol of Q and let q(m)(x, ξ, τ)
be its principal Getzler homogeneous symbol. Then by Lemma 2.8 as t → 0+ we
have σ[KQ(0, 0, t)]
(n) ∼∑j≤m′ t−n+2−j2 σ[qˇj(0, 0, 1)](n). Notice that σ[qj(0, ξ, τ)](n)
is Getzler homogeneous of degree j + n, so it must be zero if j + n > m, since
otherwise Q would have Getzler order > m. Therefore, we get:
(3.18) σ[KQ(0, 0, t)]
(n)
= t−(
m
2 +1)σ[qˇm−n(0, 0, 1)]
(n) + t−
m+1
2 σ[qˇm−n−1(0, 0, 1)]
(n) +O(t−
m
2 ).
On the other hand, in view of asymptotics (3.11)–(3.12) the symbol q(m)(0, ξ, τ)
(n)
is equal to
∑
j+n−|α|=m(
xα
α! ∂
α
x σ[qj(0, ξ, τ)]
(n))x=0 = σ[qm−n(0, ξ, τ)]
(n). Thus,
(3.19) σ[qˇm−n(0, 0, 1)]
(n) = qˇ(m)(0, 0, 1)
(n) = KQ(m)(0, 0, 1)
(n).
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Finally, as pointed out in the proof of Lemma 2.8 we have qˇj(0, 0, 1) = 0 when
j is odd. As n is odd we see that if m odd we have σ[qˇm−n−1(0, 0, 1)]
(n) = 0 and
so (3.16) holds, while if m even then KQ(m)(0, 0, 1)
(n) = σ[qˇm−n(0, 0, 1)]
(n) = 0 and
we obtain (3.17). 
Lemma 3.3. For j = 1, 2 let Qj ∈ Ψ∗v(Rn ×R,Cp)⊗Cl(n) have Getzler order mj
and model operator Q(mj), and assume that Q1 or Q2 is properly supported. Then
in Ψ∗v(R
n × R,Cp)⊗ Cl(n) we have
Q1Q2 = c[Q(m1)Q(m2)] + OG(m1 +m2 − 1),(3.20)
c(Q(m1))c(Q(m2)) = c[Q(m1)Q(m2)] + OG(m1 +m2 − 2).(3.21)
Proof. The equality (3.20) is the content of Lemma 4 of [Po1], so we need only to
prove (3.21). For for a subset I = {i1, . . . , ik} of {1, . . . , n} with i1 < . . . < ik we let
dxI = dx1∧ . . .∧dxn. Since the forms dxI gives rise to a linear basis of Λ(n) we can
write Q(mj), j = 1, 2, in the form Q(mj) =
∑
Qj,Idx
I with Qj,I in Ψ
∗
v(R
n ×R,Cp)
of Getzler order mj − |I|. Then we have
(3.22) c(Q(m1))c(Q(m2)) =
∑
I1,I2
Q1,I1Q2,I2c(dx
I1 )c(dxI2 ).
Thanks to (3.2) we have c(dxI1 )c(dxI2 ) = c(dxI1 ) ∧ dxI2 ) + OG(|I1|+ |I2| − 2), so
we obtain
(3.23) c(Q(m1))c(Q(m2)) =
∑
I1,I2
Q1,I1Q2,I2(c(dx
I1 ) ∧ dxI2 ) + OG(|I1|+ |I2| − 2)
= c[Q(m1)Q(m2)] + OG(m1 +m2 − 2).
The proof is thus achieved. 
Now, by the Lichnerowicz’s formula (3.4) we have
(3.24) /D
2
= −gij(∇i∇j − Γkij∇k) +
1
2
c(ei)c(ej)F (ei, ej) +
κ
4
,
where the Γkij ’s are the Christoffel symbols of the metric g. Observe that:
- Thanks to (3.7) we have gij(x) = δij +O(|x|2) = δij +OG(−2);
- Using (3.20) and (3.14), as well as the fact that Γkij(x) = O(|x|) = OG(−1), we
get ∇i∇j = c(∇i(1)∇j(1)) + xOG(2) + OG(0);
- We have F E(ei, ej) = F E(∂i, ∂j)(0) + O(|x|) = F E(∂i, ∂j)(0) + xOG(0);
- By (3.2) we have c(ei)c(ej) = c(ei∧ej)+OG(0) = c(dxi∧dxj)+xOG(2)+OG(0).
Moreover, as xi commutes with xj and c(dxj) and commutes with Volterra
ΨDO’s of order m modulo those of order ≤ m − 1, we see that the commutation
with xi preserves the Getzler order. In particular, if Q ∈ Ψ∗v(Rn × R,Cp) ⊗ Cl(n)
has Getzler order ≤ m, then it follows from the equality Qxi = xiQ + [Q, xi] that
Qxi is of the form xOG(m) + OG(m).
Bearing all this in mind we obtain:
(3.25) /D
2
= (δij +OG(−2))(c(∇i(1)∇j(1)) + xOG(2) + OG(0))
+
1
2
(F E(∂k, ∂l)(0) + xOG(0))(c(dx
i ∧ dxj) + xOG(2) + OG(0)) + OG(0),
= c(/D
2
(2)) + xOG(2) + OG(0), /D
2
(2) = HR + F
E(0),
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where HR = −
∑n
i=1(∂i − 14RMij (0)xj)2 and F E(0) = 12F E(∂k, ∂l)(0)dxk ∧ dxl. In
particular, we see that /D
2
has Getzler order 2.
Lemma 3.4. Any Volterra ΨDO parametrix Q for /D
2
+ ∂t is of the form
(3.26) Q = c(Q(−2)) + xOG(−2) + OG(−4), Q(−2) = (HR + F E(0) + ∂t)−1.
In particular Q has Getzler order −2.
Proof. Thanks to [Po1, Lem. 5] we know that Q has Getzler order −2 and model
operator Q(−2) = (HR + F
E(0) + ∂t)
−1. In order to get (3.26) notice that since Q
is an inverse for /D
2
+∂t modulo Ψ
−∞
v (R
n×R,Cp)⊗Cl(n), hence modulo operators
of Getzler orders −∞, we have
(3.27) Q(/D
2
+ ∂t)c(Q(−2)) = (1 + OG(−∞))c(Q(−2)) = c(Q(−2)) + OG(−∞).
On the other hand, from (3.21) and (3.25) we get
(3.28) c(Q(−2))(/D
2 + ∂t) = c((/D
2
(2) + ∂t)
−1)(c(/D2(2) + ∂t) + xOG(2) + OG(0))
= 1 + xOG(0) + OG(−2).
Therefore, we also obtain
(3.29) Q(c(/D
2
(2) + ∂t) + OG(0))c((/D
2
(2) + ∂t)
−1) = Q + xOG(−2) + OG(−4).
Comparing this to (3.27) gives Q = c(Q(−2)) +xOG(−2)+OG(−4) as desired. 
Let Q be a Volterra ΨDO parametrix for /D
2
+ ∂t. Combining (3.15), (3.21)
and (3.26) we see that /DQ is equal to
(3.30) (c(/D(2)) + xOG(2))(c(Q(−2)) + xOG(−2) + OG(−4))
= c(/D(2)Q(−2)) + x
jQj +R,
with Qj of Getzler order ≤ 0 and R of Getzler order ≤ −2. Since KxjQj (0, 0, t) =
(xjKQj )(0, 0, t) = 0, we obtain
(3.31) σ[K/DQ(0, 0, t)]
(n) = K/D(2)Q(−2)(0, 0, t)
(n) + σ[KR(0, 0, t)]
(n).
On the other hand, as /D(2)Q(−2) is Getzler homogeneous of even degree and
R has Getzler order ≤ −2, Lemma 3.2 shows that K/D(2)Q(−2)(0, 0, t)(n) = 0 and
σ[KR(0, 0, t)]
(n) = O(
√
t) as t→ 0+. It follows that as t→ 0+ we have
(3.32) σ[KQ(0, 0, t)]
(n) = K/D(2)Q(−2)(0, 0, t) + σ[KR(0, 0, t)]
(n) = O(
√
t).
Combining this with (3.9) then gives
(3.33) TrE ht(x0, x0) = O(
√
t) as t→ 0+.
This shows that in the asymptotics (2.12) for TrE ht(x, x) all the coefficients of t
j
with j < 12 are in fact zero, that is, we recover Bismut-Freed’s asymptotics (3.5).
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