Abstract-In this paper, we propose Hybrid Particle Swarm Optimization (HPSO) with genetic algorithm(GA) mutation to optimize the SVM forecasting model. In the process of doing so, we first use HPSO with genetic algorithm to make pretreatment of the data. PSO with GA model is a method for finding a solution of stochastic global optimizer based on swarm intelligence. Using the interaction of particles, PSOGA model searches the solution space intelligently, this will find out the best one and reduce the redundant information. The PSOGA-SVM method proposed in this paper is based on the global optimization of PSOGA and local accurate searching of SVM. And to prove the effectiveness of the model, single SVM algorithm and BP network was used to compare with the result of PSOGA-SVM. The results show that the model is effective and highly accurate in the forecasting of short-term power load than the other models. The root-mean-square relative error (RMSRE) of new model is only 1.82%, the SVM model and BP network is 2.43%, 4.10% separately.
I. INTRODUCTION
Power load prediction has attracted a great deal of attention from both the practice and academia. The shortterm power load forecasting is very significant to electric network's reliable and economic development. The aim of load forecasting is to make the best use of electric energy and relieving the conflict between supply and need, and the load forecasting is a crucial issue for the operational planning of electric power systems and corresponding researches. For electricity load reliance, electricity providers face increasing competition in the demand market and must pay more attention to electricity quality, including unit commitment, hydrothermal coordination, short-term maintenance, interchange and transaction evaluation, network power flow dispatched optimization and security strategies. If the forecast is inaccurate, the generation will be either above or below the required. The prediction is too high extra generating units will be put to operation without real need, the prediction is too low short fall will take place, if lowfrequency load-shedding sets fail to shed consumers load at the moment, it will cause wide spread blackout or collapse on electric system. The aim of load forecasting is to make the best use of electric energy and relieving the conflict between supply and need, and the load forecasting is a crucial issue for the operational planning of electric power systems and corresponding researches. For electricity load reliance, electricity providers face increasing competition in the demand market and must pay more attention to electricity quality, including unit commitment, hydrothermal coordination, short-term maintenance, interchange and transaction evaluation, network power flow dispatched optimization and security strategies. If the forecast is inaccurate, the generation will be either above or below the required. The prediction is too high extra generating units will be put to operation without real need, the prediction is too low short fall will take place, if lowfrequency load-shedding sets fail to shed consumers load at the moment, it will cause wide spread blackout or collapse on electric system. Bunn and Farmer pointed out that a 1% increase in forecasting error implied a 10 million increase in operating costs. The short-term forecasts refer to hourly prediction of electricity load demand for a lead time ranging from 1h to several days ahead. In certain instances the prediction of the daily peak load is the objective of short-term load forecasting, since it is the most important load during any given day. The quality of short-term hourly load forecasts has a significant impact on the economic operation of the electric utility since many decisions based on these forecasts have significant economic consequences. These decisions include economic scheduling of generating capacity, scheduling of fuel purchases, system security assessment, and planning for energy transactions. The importance of accurate load forecasts will increase in the future because of the dramatic changes occurring in the structure of the utility industry due to deregulation and competition. This environment compels the utilities to operate at the highest possible efficiency which as indicated above, requires accurate load forecasts. The load has complex and non-linear relationships with several factors such as weather factors, climatic conditions, social activities, and seasonal factors, past usage patterns, the day of the week, and the time of the day [1] .
Previous application of neural networks in prediction are limited to back-propagation neural networks (Yang,Platt,&Platt,1999 (sigma squared) have to be carefully predetermined. The first parameter, C , determines the trade-offs between the minimization of the fitting error and the minimization of the model complexity. The second parameter, 2 σ , is the bandwidth of the radial basis function (RBF) kernel. Consequently, the purpose of this study is to propose a model that can determine the optimal parameters( C and 2 σ ) of SVMs to yield the highest predictive accuracy and generalization ability for prediction.
In this paper, a new thought which can improve the accuracy of load forecasting be presented, it believes the key which can improve the accuracy are the preprocessing of the history data and the improved forecasting model, so it present a new method which is Support Vector Machines based on Particle Swarm Optimization and GA technology in power load forecasting model. The PSO and GA method is a powerful searching algorithm to handle optimization problems. It is particularly useful for complex optimization problems with a large number of tuned parameters.
II. THE ANALYSIS OF INFLUENCIAL FOR LOAD CURVE
At present, as to short load curve, weather is a very important influencing factor. It must consider influencing factors in order to improve accuracy of short load forecasting. In order to obtain the relation between weather factors and load swing, it needs to draw some chats of points (One can be got from Figure. 1). A conclusion can be known through these chats: The factors which have more influence to loading and can be acquired from weather forecasting are daily highest temperature, daily lowest temperature, daily average temperature, daily rainfall and some other features.
At present, as to short load curve, weather is a very important influencing factor. It must consider influencing factors in order to improve accuracy of short load forecasting. In order to obtain the relation between weather factors and load swing, it needs to draw some chats of points (One can be got from Figue.1 and Figue.2). A conclusion can be known through these chats: The factors which have more influence to loading and can be acquired from weather forecasting are daily highest temperature, daily lowest temperature, daily average temperature and daily rainfall.
According to this method, the historical daily data would be recorded in this way and construct a data bank. It would become very easy to search the useful data. For investigating the effect of weather variables on the province system load, it can be seen the relation between the load forecasting and temperature and wind from Figure. 1, Figure. 2. It is clear that temperature is the most important weather variable and Figure. 1 confirms this strong correlation between temperature and load. The wind speed, Figure. 2 has less effect on the load than the temperature. Figure. 1 indicates that the load curve changes evidently with the temperature in a year, this factor will be a important factor to influence the load forecasting. However, from Figure. 2, it can not be seen the relation between the load curve and the wind, cloud cover, rainfall and so on, it needs some methods to select these features, to calculate the relation extent with those influential factors.
III. SVM BASED ON PSO AND GA MODEL

A. The PSO Algorithm
PSO is a population based stochastic optimization technique developed by Dr. Eberhart and Dr. Kennedy in 1995, inspired by social behavior of bird flocking or fish schooling. In each iteration, each particle is updated by following two "best" values. The first one is the best solution (fitness) achieved in the iteration processes so far. This value is called best p . Another "best" value, which is tracked by the particle swarm optimizer, is also the best value, obtained so far by any particle in the population. This best value is a global best called best g .
When a particle takes part of the population as its topological neighbors, the best value is a local best called best l .
After finding the two best values, the particle updates its velocity and positions using (1) and (2) .
where is the particle velocity, i x is the current particle position, () rand is a random number between (0,1), w is the inertia weight, usually (0,1) w∈ 
where w is the initial value of weighting coefficient, min w is the final value of weighting coefficient, max I is the maximum number of iterations or generation, and I is the current iteration or generation number.
Particles' velocities on each dimension are clamped to a maximum velocity max max 
B. The GA Algorithm
Recently, genetic algorithms(GAs) have been widely and successfully applied to various optimization problems (Fogel,1994; Goldberg,1989; Grefenstette,1986) . GAs are well suited to the concurrent manipulating of models with varying resolutions and structures since they can search non-linear solution spaces without requiring gradient information or a priori knowledge about model characteristics (McCall & Petrovski, 1999) . The problem existing in the binary coding lies in the fact that a long string always occupies the computer memory even though only a few bits area actually involved in the crossover and mutation operations. This is particularly the case when a lot of parameters are needed to be adjusted in the same problem and a higher precision is required for the final result. To overcome the inefficient occupation of the computer memory, the underlying realvalued crossover and mutation algorithms are employed (Huang&Huang,1997).
Genetic algorithms(GA), a general adaptive optimization search methodology based on a direct analogy to Darwinian natural selection and genetics in biological systems, is a promising alternative to conventional heuristic methods. GA work with a set of candidate solutions called a population. Based on the Darwinian principle of 'survival of the fittest', the GA obtains the optimal solution after a series of iterative computations. GA generate successive populations of alternate solutions that are represented by a chromosome, i.e. a solution to the problem, until acceptable results are obtained. Associated with the characteristics of exploitation and exploration search, GA can deal with large search spaces efficiently, and hence has less chance to get local optimal solution than other algorithms.
1).Multi resolution decomposition
Any function ( ) f t in 2 ( ) L R can be decomposed by a sequence of projections onto the wavelet basis. The wavelet representation of the signal or function ( ) f t in 2 ( ) L R can be written as:
Where φ is the father wavelet and ϕ the mother wavelet. , 
In the representation J is the number of multi resolution components, and , 
, ,
The functions (3) and (4) are called the smooth signal and the detail signals, respectively, which constitute a decomposition of a signal into orthogonal components at different scales. A signal f(t) can thus be expressed in terms of these signals:
2) Optimal feature subset selection by genetic algorithm
In general, feature (variable) selection is an important aspect of regression problems, since the features selected are used to build the regressors. Careful consideration should be given to the problem of feature subset selection with high-dimensional data. On the other hand, whereas two variables could be considered good predictors individually, there could be little to gain by combining the two variables together in a feature vector. Especially, when these variables are highly multi linear. In our highdimensional features, some wavelet features are indeed highly correlated. We need a GA to prune irrelevant and noisy features as well as producing effective feature subsets.
Let There are many forecasting performance indices can be used as fitness function, such as MSE (mean-squared error), RMSE (root-mean-squared error), MAE (meanabsolute error), and MAPE (mean-absolute percent error).In this article, RMSE is employed as the performance mea-sure. It is defined as
where N is the number of forecasting periods, i r is the actual return at period t , and t r ∧ is the forecasting return at period t . In this study, we adopted the following fitness function 1 Fitness RSME = (10)
C. SVM regression
This section presents the fundamental knowledge of SVM regression. Suppose a set of data ( )
∈ R are given as inputs， y i ∈ R are the corresponding outputs. SVM regression theory is to find a nonlinear map from input space to output space and map the data to a higher dimensional feature space through the map, then the following estimate function is used to make linear regression.
[ ]
( ) f x is the regression estimate function which constructed through learning of the sample set. ω is weight vector, b is the threshold value, ( ) x φ is the nonlinear mapping from input space to high-dimensional feature space which is the only hidden space. The problem of the function approximate is equivalent with the minimizing the following problem. 
2 ω is the weights vector norm, which is used to constrain the model structure capacity in order to obtain better generalization performance. C is the regularized constant determining the trade-off between the empirical error and the regularization term. In additional, in (12), we adopted Vapnik's linear loss function with ε -intensive zone as a measure for empirical error which is shown in (13). . It can be shown that any symmetric kernel function K satisfying Mercer's condition corresponds to adopt product in some feature space. A common kernel is RBF kernel adopted in the paper which is shown as follows. 
Through adjusting the two parameters C and ε , the generalized performance can be controlled in highdimension space. According to Karush-KuhnTucker(KKT) conditions, only some of coefficients
a a * − in differ from zero, and the corresponding training data are referred to as support vector, which can be regarded as the number of neurons in hidden layer of the network structure.
D. SVM Forecasting using Hybrid PSO with GA
It can be seen that the process of SVM forecasting model with hybrid PSO and genetic algorithm from 
the particle convergent to optimization result, have a relation to guarantee the particle convergent to optimization result, but how to coordinate the above parameter to get a high convergence speed is another difficult matter, so we adopt a hybrid algorithm of PSO and GA with self-adaptive velocity mutation, named HPSO, to coordinate the relationship of 1 2 , , w c c to make the algorithm have a good performance. , , w c c have a constriction as equation (20), the following objective function is introduced to evaluate the particle performance of HPSO.
where ( ) E t is the particle population distribution entropy to evaluate the population distribution performance.
It can be seen that the process of SVM forecasting model with hybrid PSO and genetic algorithm from Figure 3 .
Here, the HPSO with GA is adopted as follows. 18. If the accuracy can not be satisfied return to step 1.
IV. APPLICATION AND ANALYSIS
The results of load forecasting of power systems is influenced by such factors as day sort, week sort, day weather sort, day temperature, etc. In this paper, these factors are included in one eigenvector at the day's value.
Power loading data in Baoding region is used to prove the effectiveness of the model. Because the variation regulation of power loading in that area is influenced explicitly by the weather and the temperature of seasonal variation is very obvious, year temperature difference is very visible, rainfall is relative centralized and agriculture loading occupies a big proportion, so it is very appropriate for this method. Comparing with the single SVM model and Neural Net Work which doesn't consider the weather factors, this new model has higher accuracy.
Selection of the Baoding region for the load forecasting is thus very representative in China due to the following three reasons. Firstly, the Baoding region has distinct seasons, which is quite common all over China; Secondly, this area belongs to the land-locked region in the northwest and is seldom affected by extreme climate conditions. This is important to study the changing pattern of the load forecasting; Thirdly, the Baoding Power Grid have double tasks: first satisfying regional power load demand and second supply the demand of Beijing power grid, which is of the main power grid in North China.
In order to investigate the performance of the forecasting system thoroughly, the Baoding power system with different typical load characteristics and weather conditions are considered in this research. Baoding region is a important power supply system in China, supplying the electrical needs for the North of China. The electrical demand of the Baoding region is mainly for industry and resident in a large area.
It is defined 1 2 [ , , , ] Relative error and root-mean-square relative error are used as the final evaluating indicators： square relative error is only 1.82%, the accuracy of load forecasting is satisfied. We also used single SVM model and BP network to check the result. With single SVM 6 out of 12 points which is 50% of the forecasting points are in the scope of [-0.025, 0.025], they also can not calculate accurately which it be wanted, the RMSRE is 2.43% which is bigger than the RMSRE calculated with PSOGA-SVM. With BP network 2 out of 12 points of the forecasting points are in the scope of [-0.025, 0.025], and the RMSRE is 4.10% which is the biggest one.
2) The comparison between PSOGA-SVM and single SVM, BP is shown as the following. The relative error of predicted results by PSOGA-SVM has small rangeability. The maximal relative error is 3.12% and the value from the maximal relative error to the minimal relative error is 5.95%. On the contrary, the relative error of predicted results by single SVM has large rangeability. The maximal relative error is 3.57% and the maximal relative error to the minimal relative error is 6.58%. With BP model, the maximal relative error is 6.76% and the maximal relative error to the minimal relative error is 12.23%. If the results are measured by the standard which is less than or equal to 3%, the acceptable results of PSOGA-SVM are 91.67% while single SVM is 75% and the BP is 25%. If the results are measured by root-meansquare relative error, RMSRE of PSOGA-SVM is less than SVM and BP. It can be seen from the above analysis that the predicting effectiveness of PSOGA-SVM is better than SVM and BP when the embedding dimension is determined.
V. CONCLUSIONS
In this paper, we explore the applicability of PSO and GA to optimize SVM method to make forecasting. In the process of doing so, we first use an advanced HPSO with the GA mutation to obtain obstructed distance. It is necessary to preprocess the data which is influence very much by uncertain factors for short-term power load forecasting. It used Particle Swarm Optimization with GA method to pretreatment the data, The load of power systems is influenced by such factors as day sort, week sort, day weather sort, day temperature, etc. The real load data prediction shows that the model is effective in shortterm power load forecasting. Comparing with the single SVM, it can be proved that this method not only improves accuracy of short-term load forecasting, practicability of system, but also can be accomplished by software.
