Abstract-In this paper, we develop a performance modeling technique for analyzing the time-varying network layer queuing behavior of multihop wireless networks with constant bit rate (CBR) traffic. Our approach is a hybrid of a time-varying adjacency matrix and a fluid flow queuing network model. The mobile network topology is modeled using a time-varying adjacency matrix, whereas node queues are modeled using fluid-flow-based differential equations that are solved using numerical methods. Numerical and simulation experiments show that this new approach can provide reasonably accurate results. Moreover, when compared with the computation time required in a standard discrete event simulator, the fluid-flow-based model is shown to be a more scalable tool. Finally, an illustrative example of our modeling technique application is given to show its capability of capturing the time-varying network performance as a function of traffic load, node mobility, and wireless link quality.
I. INTRODUCTION

I
N RECENT years, there has been significant growth of interest in multihop wireless networks, such as wireless mesh networks [1] , vehicular ad hoc networks (VANETs) [2] , wireless sensor networks (WSNs) [3] , and mobile ad hoc networks (MANETs) [4] . Multihop wireless networks are expected to become an important part of the communications landscape and may work in a fully autonomous scenario or as an extension to an infrastructure network. In multihop wireless networks, the nodes must cooperate to dynamically establish routes using wireless links, and routes may involve multiple hops with each node acting as a router. In many cases (e.g., MANET or VANET), the network nodes can move, and the network topology is expected to change often and sometimes unpredictably. Hence, a basic challenge in building multihop wireless networks is designing highly adaptive and failure recovery strategies to properly route traffic [5] - [8] . Meanwhile, multihop wireless networks also inherit the traditional problems of wireless communications (e.g., broadcast nature, asymmetric links, fading channels, etc.) [1] - [8] . These problems combined with the unique dynamic topology feature make it challenging to accurately evaluate and predict the performance of multihop wireless networks.
In general, the performance of multihop wireless networks can be evaluated using measurements, simulations, or analytical models. Measurement studies on multihop wireless networks involve running experiments on a real network [9] or a prototype test bed [10] . These studies show a variety of interesting behaviors (e.g., asymmetric links and gray zones) not observed in most simulation-or analytical-based multihop wireless network performance models [11] . The general criticisms of measurement studies are the expense, the great deal of effort required to consider all cases/parameter values, and the difficulty in generalizing results. Furthermore, measurements are generally nonrepeatable because wireless network environments can be very different depending on interference, frequency band, geography, etc.
In contrast to measurement-based studies, simulation models do not require a test bed as the one models the system on the computer and experiments with the computer model. Popular network simulation tools used in multihop wireless network studies include OPNET, NS-2, NS-3, Qualnet, GloMoSim, etc. The basic simulation approach adopted in the majority of the literature is as follows. For a given scenario (i.e., geographic space, number of nodes, mobility model, transmission range, routing scheme, etc.), the network is simulated over a fixed time period. Multiple runs are simulated with different random number seeds, and the collected data are averaged over the runs. In terms of the simulation methodology, this approach is considered as steady-state simulation [12] . Additionally, observations gathered during the transient period in each run are usually eliminated to avoid initialization bias [13] .
Due to the mobility of nodes and their limited battery life, link and node failures are common in multihop wireless networks. Thus, one would expect that the network may spend much of the time in a transient/nonstationary state [14] . Simulation studies of the time-varying behavior for such networks are possible [12] , [15] , although computationally difficult. To study nonstationary behavior, the measurements of quantities observed over small intervals or at specific points in time are important. Therefore, the time average is not a proper approach, and the ensemble average is utilized instead. The 0018-9545 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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idea is to construct ensemble-averaged quantities of interest as a function of time across a set of statistically identical but distinct independent simulation runs (e.g., different random number seeds are used), along with the calculated confidence interval. This approach is based upon the well-established concept of generating an ensemble of simulation replications and calculating performance measures as ensemble quantities versus time. However, to assure the accurate portrayal of the actual system, a large number of runs are required resulting in massive amounts of central processing unit (CPU) time.
Network performance can also be evaluated by defining a system model and solving the model using analytical techniques. In this paper, we develop an approximate fluid flow modeling approach that can be used to model the mean behavior of multihop wireless networks. The principle of this modeling approach has been termed the pointwise stationary fluid flow approximation (PSFFA) [16] . The basic idea is to model the ensemble average number of packets in a queuing system by a single nonlinear differential equation that is numerically solved using standard numerical integration techniques (e.g., Runge-Kutta). The PSFFA approach derives the form of the fluid flow differential equation from a pointwise mapping of the steady-state queuing relationships for the model. As shown in [17] , the PSFFA is quite general and capable of determining the nonstationary behavior of finite and infinite capacity queuing systems with general arrival and service processes. Furthermore, PSFFA models can be coupled using flow conservation principles to study networks of queues.
Regarding the network traffic load, we assume that the offered traffic at each node is a constant bit rate (CBR). Typically, CBR traffic is tailored for on-demand or real-time networking services, where the end systems require predictable response time and continuously available bandwidth during the lifetime of the connection. For CBR traffic, both the packet size of CBR traffic and the packet interarrival time are constant. Real-time CBR traffic usually has the deterministically bounded delay requirement for one-hop packet service time. In this paper, we adopt CBR as our traffic model for benchmarking purposes and propose a modeling framework to efficiently evaluate timevarying performance for multihop wireless networks, which, to the best of our knowledge, has not been studied before. In multihop wireless networks, it is possible that CBR traffic offered on the source node might not be exactly CBR after being forwarded to the following nodes, since a wireless network could induce distortion on CBR traffic, including packet loss and delay jitter, which are considered in Section III-A and B3, respectively. The specific performance model proposed in this work for CBR traffic is applicable to the scenario that the probability of jitter and packet loss is tolerable, so that the packet arrival and service process will not deviate far away from our assumed deterministic process. In this paper, we assume an error-free propagation in the PHY layer and the dedicated control channel for route discovery/maintenance in a routing layer. Hence, the MAC layer protocol plays a key role in determining the data packet arrival and service processes at each node. Here, the data packet service time at a node is defined as the interval from the time instant when a packet is at the head of its transmission queue and ready for transmission until the time instant of being successfully received by the next-hop node. Hence, we specify the applicable scenario as either "collisionrare" or "collision-free." Collision-rare transmission occurs in contention-based but sparse or lightly loaded networks. For example, energy conserving techniques in WSNs put most of the nodes in sleep mode so that the network becomes sparse. Meanwhile, each sensor node typically has light traffic to transmit to save energy, and the traffic generation rate is much less than the channel capacity. In this scenario, CBR traffic is used to model the periodically generated data flow in the WSNs [6] . Another example is to consider periodic routine message forwarding for safety applications in VANETs. Generally, routine messages are transmitted by all vehicles periodically and have a fixed packet size containing state information on vehicles (e.g., position, speed, direction, etc.). Hence, CBR traffic could approximate the periodic routine messages, which constitute the majority of safety-related traffic in VANETs. In addition, the routine packet generation rate is low (e.g., 2-20 pkt/s), and each packet is typically very short (e.g., 100-300 bytes). As a result, the traffic load (e.g., 1.6-48 Kb/s) is much less than the channel capacity (e.g., 3-27 Mb/s in IEEE 802.11p), and thus, the packet collision probability is small in the case of low or moderate vehicle density [18] . Collision-free transmission can be achieved by using resource-reservation MAC protocols for each node to access the channel. Since these types of MAC protocols rely on deterministically quantified resource reservation, their packet arrival and service time could be roughly approximated as deterministic or deterministically bounded. For example, in [8] , a multihop time-division-multiple-accessbased reservation MAC protocol is developed for CBR traffic to avoid packet collision and provide delay-guaranteed data delivery.
Our contribution in this paper can be summarized as follows. First, we propose a fluid-flow-based queuing model for each node with CBR traffic by using the PSFFA approach. We then extend the queuing analysis by considering a large number of input traffic streams to the queue, and the utilization function of the queue is approximated in a computationally efficient way. Second, on the basis of a fluid flow queuing model for a node, we develop a novel time-varying performance model for multihop wireless networks with CBR traffic. An adjacency matrix, representing topology change, is integrated into the model using either deterministic-or stochastic-based network connectivity modeling techniques. We then codify our performance modeling procedure into an executable and efficient algorithm, and it is shown to be a more scalable tool than the discrete event simulator. Finally, we carefully evaluate the performance of a sample network impacted by node mobility, traffic load, and wireless link quality via our model, which can respond to the ongoing nonstationary conditions properly.
The rest of this paper is organized as follows. Section II discusses the related work. Section III provides the details of our modeling approach. In Section IV, we present a series of numerical results by comparing our model with discrete event simulation in terms of accuracy and computation time and, finally, illustrating the use of our model to examine network behavior impacted by node mobility, traffic load, and wireless link quality. Our conclusions are given in Section V.
II. RELATED WORK
Here, we are primarily interested in identifying techniques that can be used for multihop wireless network performance evaluation and the design of dynamic network controls. Since many network controls are designed and implemented on the basis of average quantities, such as the average delay on the links, we have focused on determining the mean transient/ nonstationary behavior of networks. With the concept of PSFFA [16] , we have developed an approximate fluid flow modeling approach for modeling the mean transient/nonstationary behavior of a variety of queuing systems in a series of papers [17] , [19] - [21] . The idea of PSFFA is to model the average number in the queuing system as a function of time by a single nonlinear differential equation, which is numerically solved using standard numerical integration techniques (e.g., Runge-Kutta). The fluid flow model can be generally applied for various queuing systems [17] . In fact, it is even possible to develop the fluid flow model from measurement data. In addition, the fluid flow model could be used as the basic mathematical model for developing network dynamic routing and flow control mechanisms as illustrated in [22] and [23] .
We note that fluid flow models have been proposed for constructing computationally efficient simulation models for both wired [24] , [25] and wireless networks [26] - [28] . On the wired-network side, the basic idea in [24] is to model a few network nodes (e.g., a source-destination pair) in detail with packet-based discrete event simulation and enlarge part of an Internet Protocol (IP) network by fluid flow models that interface with the discrete event simulation. This approach has been shown to be accurate at the IP level and scalable. In [25] , Nicol and Yan used fluid flow techniques in combination with discrete event simulation to model the dynamics of TCP traffic, which is adaptive to the available bandwidth on the network. They illustrate that the proposed fluid flow model produces very similar behavior as that of the packet-level model, but can provide significant computational savings. On the wireless-network side, Kim and Hou in [26] developed a fluid-flow-based simulator for a wireless local area network with the consideration of the characteristics of IEEE 802.11 protocol behavior and examined fluid simulation performance in terms of events generated, execution time required, relative error incurred, and time step value adopted in the simulation. In [27] , a fluid flow model is presented to analyze the performance of backlog-based carrier-sense multiple-access policies in the wireless networks environment with multiple arrival rates. Most recently, the fluid flow approximation is applied in [28] to model the TPC connection with time-division multiplexing and scheduling in WiMAX networks. While all of these approaches are related to our work, little fluid flow related work has appeared to model the time-varying behavior of multihop wireless networks by considering their unique characteristics (e.g., node mobility, wireless links, dynamic routing, and scalability).
III. MODELING DYNAMIC BEHAVIOR
Here, we first introduce the network topology modeling and then the nonstationary modeling of each node with CBR traffic.
Finally, we derive our fluid flow model for multihop wireless networks by combining these two components.
A. Network Topology Modeling
Consider a network consisting of M nodes, the topology in terms of connectivity at time t is modeled by an M × M adjacency matrix denoted as A(t), i.e.,
where a ij (t) represents the binary link connectivity between nodes i and j (i.e., a ij (t) = 1 if the link from node i to node j exists; otherwise, a ij (t) = 0). With the assumption that all radios have perfect coverage in 2-D space, the problem of link connectivity is simplified by judging whether the distance d ij between nodes i and j is within the circular coverage range
Moreover, it is widely understood that the actual radio link connectivity may differ from this simple model. Although two nodes are in the radio range of each other, they cannot always hear each other without any data loss, and the bit error rate is typically a function of the signal-to-noise-plus-interference ratio. To represent real link quality as well as connectivity, we let a ij (t) be a real number between 0 and 1 (i.e., a ij (t) ∈ (0, 1] if the link from node i to node j exists; otherwise, a ij (t) = 0). To model node mobility, our approach is to directly manipulate the elements of the adjacency matrix according to a planned experiment (e.g., in the three-node network in Section IV-A) or a probabilistic model (e.g., in the five-node network in Section IV-A and the 30-node network in Section IV-C). Such a probabilistic model can be developed either from the mobility model assumptions and analysis [29] or from fitting a statistical model to data gathered from a test bed or simulation (e.g., twostate Markov-modulated Poisson process [30] ).
B. Node Queuing Model
In developing a performance model of the network, we start with modeling a single queue and then generalizing it to an arbitrary queue in a network. We first give a description of the fluid flow model background. Then, the fluid flow model is extended for multiclass traffic queue. Finally, for the specific case of a queue with the superposition of CBR streams, the fluid-flow-based node queuing model is derived in detail.
1) Fluid Flow Model Background:
For a single-server firstcome-first-serve (FCFS) queuing system with a nonstationary arrival process, λ(t) denotes the ensemble average arrival rate at time t. The model is developed by focusing on the dynamics of the packet queue at a transmission link. Let x(t) be defined as the state variable representing the ensemble average number in the system at time t, andẋ(t) = dx/dt is the rate of change of the state variable with respect to time. According to the flow conservation principle, the rate of change of the ensemble average number in the system is equal to the difference between the flow in and the flow out of the system at time t, which are denoted by f in (t) and f out (t), i.e.,
(
For an infinite waiting space queue, the flow in is equal to the arrival rate f in (t) = λ(t). The flow out can be related to the ensemble average utilization of the server as f out (t) = μCG(x(t)), where 1/μ refers to the average packet length (bits), and C represents the server capacity or link bandwidth (b/s). Thus, μC is the service rate (pkt/s). G(x) denotes link utilization, which is a monotonically increasing function in the range [0, 1) passing through the origin G(0) = 0. The utilization function G(x(t)) is determined by the stochastic properties of the queue such as traffic arrival process and service time distribution. The fluid flow equation can then be written in terms of the ensemble average of the arrival rate and the departure rate aṡ
Given an initial condition of the state variable at time zero as x(0) and an approximation of the arrival rate as a constant λ over a small time step [0, Δt], we can determine the state variable at the end of the time interval x(Δt) by numerically integrating (2), and then set x(Δt) as an initial condition for the next time step [Δt, 2Δt]. The arrival rate for the new time step is adjusted if necessary, and this procedure is repeated for each time interval along the time horizon.
2) Multiclass Traffic Fluid Flow Model: We now extend the fluid flow model in (2) to model a queuing system with multiclass input traffic. As shown in Fig. 1 , a single queue has S classes of input traffic flows with the arrival rate of
, respectively. The aggregated traffic can be considered as one arrival process
represent the ensemble average number of class l packets in the system at time t, the total average number in the system is defined as x(t) = S l=1 x l (t), and the model in (2) becomeṡ
We note that the flow conservation principle also applies to each traffic class. Therefore, a state model can be developed for each class with the average link utilization function of class l traffic
, which is a function of the total average number in the system x and the average number of class l packets in the system x l , i.e.,
Thus, the multiclass queuing system can be described by a set of S coupled differential equations, each representing the traffic behavior of its own class.
3) Modeling CBR Traffic:
We focus on modeling a queue with CBR input traffic streams and consider two cases: 1) where all streams have the same CBR data rate, and 2) when each stream is quasi-CBR (QCBR) traffic with different data rates. The two cases are studied as follows.
Case Since the server deterministically operates with the service rate of one packet per slot, the server utilization is equal to ρ = N/D, under the constraint of ρ < 1 for stability. Let L denote the number of packets present in the system, and Q(r) = Pr{L > r} is the survival function of the number of packets in the system. Then, let A(t − s, t) be the number of arrivals in a time interval
, the integer part of D). As noted in [31] , the survival function can be written as
where p s (r) = Pr{A(t−s, t) = r+s}, and π 0 (r,s) = Pr{system empty at t − s|r + s arrivals in (t − s, t)}. Noting that the binomial distribution provides the probability of the number of arrivals during time interval s, then the survival function Q(r) [31] can be written as
where the first three terms in the sum represent the number of arrivals, and the last term represents the probability that the system is initially empty given r + s arrivals. The total average number in the system x can be found using the survival function Q(r), i.e., x = N −1 r=0 Q(r) [32] . Therefore, for the N * D/D/1 queue, x is given by
The given formula can be used to numerically determine x for a given N * D/D/1 queuing system (i.e., the values of N and D are known). Here, we assume that an N * D/D/1 queue has a varying number of input CBR streams N , but the CBR traffic period D is unique for all streams. Since the server utilization is equal to ρ = N/D, the data set (ρ, x) can be obtained from (7) by varying the number of input streams N . Then, we apply a polynomial curve-fitting approach using the data set (ρ, x) to find the utilization function ρ = G(x). The resulting G(x) is in the form of a polynomial (i.e., G(x) = ax n + bx n−1 + · · · + k) and can be substituted back into the general fluid flow model (3) . To determine the utilization function of class l at a queue, we follow the approach of steady-state equilibrium matching withẋ(t) = 0 andẋ l (t) = 0. Then, substituting them in (3) and (4), respectively, results in
By combining the given two equations, we obtain the utilization function of class l traffic as
According to Little's theorem, the average packet sojourn time in the queuing system W is equal to the steady-state number of packets x divided by the average arrival rate λ, i.e., W = x/λ. Because Little's theorem also holds for the multiclass firstin-first-out queue [31] , it results in 
After substituting (11) in (10), G l (x l (t), x(t)) can be finally determined as
The resulting G l (x l (t), x(t)) can be substituted into (4) to provide the multiclass traffic fluid flow model. Notice that S represents the number of traffic classes in the queue in (4) and (12) , whereas N in (6) and (7) denotes the number of input traffic streams into the queue. Since multiple input streams could be considered as a single class of traffic and buffered in the same subqueue, we have N ≥ S.
Case II-Nonidentical QCBR Traffic Streams: Consider the case where a group of heterogeneous QCBR traffic streams with different data rates is multiplexed on a transmission link under the condition that the total bit rate is less than the transmission capacity to ensure stability. In our study, each QCBR stream is expected to be transmitted at the requested CBR, but delay jitter between successive arrival packets may occur due to either PHY-layer propagation error or MAC-layer collision in wireless networks. The packet size remains fixed, but the packet service time could also be quasi-deterministic with some jitter. We denote this type of queue as Quasi − N * D/D/1 queue. The exact formula for the queue length distribution in this type of queue cannot be obtained. Here, we propose a simple but effective approach based on our analysis in case I. Specifically, (7) to obtain the data pair (ρ, x) in the cases of "lower and upper bounds" as well as "average approximation" and then determine the utilization function G(x(t)) for each case by curve fitting. After that, one can find the utilization function for each traffic stream using (12) and then substitute it back into the fluid flow model (4).
4) Queue With a Large Number of CBR Traffic Streams:
Since the implementation of (6) requires O(N 2 ) CPU operations to calculate Q(r), a large number of input CBR traffic streams N result in considerable computation to calculate the average number of packets x using x = N −1 r=0 Q(r). Hence, an approximation is desirable to reduce the computational complexity when the transmission link carries a large number of streams.
For case I, when the traffic load in the queuing system has ρ = N/D < 0.9, the arrival process consisting of a superposition of a large number of periodic processes tends to a Poisson process; thus, an M/D/1 approximation works reasonably well [31] . Then, the utilization function G(x(t)) of N * D/D/1 in this case can be obtained by referring to the M/D/1 case in [17] (i.e., G(x(t)) = x(t) + 1 − x(t) 2 + 1). In the heavy server utilization regime for 0.9 ≤ ρ < 1, the Poisson arrival approximation does not hold [31] . Hence, we derive an approximation of the utilization function as follows.
According to the definition of survival function, the value of Q(r) is in the range of [0, 1], and monotonically decreases with the increase of r. Let us consider x = N −1 r=0 Q(r) as the summation of Q(r) over N steps. When N 1, the step size is small compared with N , and the values of Q(r) at two adjacent steps become very close. Then, x can be approximated as the integration of Q(r), that is
In the heavy traffic regime ρ → 1, we have the following result from [31] , based on a Brownian approximation:
By substituting (14) into (13) and integrating, we have (19) with simulation results and exact analytical results by (7) over 0.9 ≤ ρ < 1.
Since N 1 and ρ → 1, the argument of the second erf term in (15) satisfies
According to the property of the erf function, this term can be approximated as 1. Hence, (15) becomes
Since ρ ≤ 1 and erfc(X) = erfc(−X) + 1, (16) can be rewritten as
In [33] , an elementary approximation is developed for e X 2 erfc(X), with a maximum relative error less than 0.0033 for all X ≥ 0, that is
where A = 377/324, and B = 314/847. Since server utilization is defined as ρ = N/D, we substitute N by ρD in (17) . By using approximation (18) in (17), we obtain the functional relationship between x and ρ for the queue with CBR traffic in the heavy server utilization ρ = [0.9, 1) as
In Fig. 2 , the approximation accuracy of (19) is evaluated by comparing the simulation results of a single queue as well as the exact results generated by (7) for different cases of period D. As shown in the figure, by solving (19), we can efficiently calculate x as a function of ρ with accuracy. After that, we apply polynomial curve fitting to obtain the utilization function G l (x l (t), x(t)) in the form of (12) . For case II with a large number of input traffic streams ( i N i 1), we assume "homogeneous traffic" with the lower and upper bounds of traffic period D max and D min as well as the average traffic period D avg , according to case II (see Section III-B3). Depending on the server utilization ρ, we then apply the M/D/1 or approximation (19) to efficiently compute the data pair (x, ρ) for the upper and lower bounds. Finally, the bounding utilization functions can be obtained in the same way as case I.
C. Modeling Multihop Wireless Networks With CBR Traffic
Consider a network consisting of M nodes, an arbitrary node i is shown in Fig. 3 . The data rates of the total incoming traffic flows and outgoing traffic flows at an arbitrary node i are denoted by f in_i and f out_i , respectively. The incoming traffic flows include the CBR traffic generated by node i as well as the forwarded traffic flows from different neighboring nodes. At each node, the packets are grouped into M − 1 classes according to their final destinations. We name the traffic destined for node j as class j traffic. Let x j i denote the average number of packets in the queuing system at node i destined for node j (class j), and the total number of packets in node i is
. We represent the packet length as 1/μ and the transmission capacity of node i as C i . When considering the network as a whole, we must modify (4) to clearly identify source node i and destination node j for each variable x j i (t), as well as to model the traffic being routed through intermediate nodes when a direct link is not accessible. We use a ij (t) to determine node connectivity, as described in Section III-A. To model network routing, we define the routing variable r j ik (t) as a zero/one indicator variable determined by the routing algorithm, with r j ik (t) = 1 if class j traffic at node i is routed to node k at time t and r j ik (t) = 0 otherwise. As shown in Fig. 3 , the outgoing traffic rate f j out_i at node i and destined for node j is composed of traffic flow to the next-hop node k, where k = 1, 2, . . . , M and k = i. The traffic flow f j out_i out of node i depends upon the existence of a direct link a ik (t) between node i and the next-hop node k as well as the routing variables r j ik (t) for class j traffic. Hence, one must modify the flow out term of (4) to incorporate a ik (t) and r j ik (t), resulting in
The incoming traffic rate f j in_i at node i destined for node j consists of traffic generated at node i with rate γ j i (t) as well as forwarded traffic flow from the neighboring node l, where l = 1, 2, . . . , M and l = i, j, as shown in Fig. 3 . By considering link connectivity as well as routing, we then have
To interconnect queues, the literature [34] indicates that the output from a queuing system with deterministic service time should be treated as a delayed input to the next stage. This idea is applicable to our model, where the input to the next stage is a superposition of the delayed input streams from the nearby nodes plus any external arriving traffic. We illustrate the concept by considering a simplified two-stage tandem queuing model as in Fig. 4(a) and (b) . Let x i (t), λ i (t), and G i (t) be the average number of packets, the total arrival rate, and the utilization function of node i at time t, respectively. Then, λ 1 (t) = γ 1 (t) is the arrival rate to the first queue, and μCG 1 (t) is the departure rate from the first queue. The departure rate then becomes the input to the second queue after a deterministic forwarding delay δ 1 in the first queue, that is, λ 2 (t) = μCG 1 (t − δ 1 ) + γ 2 (t). We can then write a set of fluid flow equations at nodes 1 and 2 for Fig. 4 aṡ
The general model of an M -node network with deterministic service time is obtained by combining the fluid flow model with connectivity, routing, and the delayed output model for each traffic class at a node. Specificallẏ
In (24), the first term to the right of the equal sign represents the flow of class j traffic out of node i, the second term denotes type j traffic entering the network at node i, and the last term characterizes the flow of class j traffic being routed into node i from other nodes. For a queue with the superposition of periodic arrival streams, the server utilization function G(.) can be written in the form of a polynomial expression given in (12) . Therefore, the fluid flow model iṡ
Given a routing algorithm, a connectivity model, and traffic information, this model can be numerically solved using any standard numerical integration technique.
D. Additional Performance Metrics
The fluid flow modeling approach can be used to determine a variety of performance metrics. First, we discuss the estimation of the end-to-end (ETE) delay. Typically, a packet is forwarded from the source via a path, which may include several intermediate nodes until it reaches the destination. As a result, the ETE delay is the sum of delays experienced at each node along the way. The packet delay at a node consists of the queuing delay, the transmission delay, and the propagation time over a link. The queuing and transmission delays are usually considered the main factors. From Little's theorem, the average number in the system is equivalent to the product of the average arrival rate and the average sojourn time in the system, which includes the queuing of a transmission delay. If x denotes the average number of packets in the system, λ denotes the average arrival rate, and W denotes the average sojourn time, then x = λW . With the assumption of a constant mean arrival rate over a small step, the change in average sojourn time can be related to the rate of change in the average number of packets in the systeṁ W =ẋ/λ. Now, consider a path for stream (s, d) from source node s to destination node d selected by the routing algorithm. We define P (s,d) as the set of all nodes on this path except destination node d. Let W i denote the average node delay at node i on this path, and W (s,d) represents the ETE delay of path P (s,d) . The rate of change of this path delay is obtained bẏ
where λ i (t) is the total arrival rate into node i at time t, [i.e., 
In addition, the fluid flow model can also estimate the following global performance metrics. The average number of packets per node at time t is obtained by dividing the total number of packets in all nodes at time t by the total number of nodes M in the network, i.e.,
The average ETE delay per traffic stream in the network can also be determined. Let υ be the total number of traffic streams (s, d) in the network. Thus, the average ETE delay per traffic stream in the network at time t is given by
Similarly, we can obtain the average utilization per link in the network at time t as
Finally, one can also determine the instantaneous network throughput in bits per second as
Here, the network throughput is measured by the traffic received by all the destination nodes (i.e., d = 1, 2, . . . , M) , and the traffic received by destination node d is calculated by summing up the traffic successfully sent from all its neighboring nodes (i.e., i = 1, 2, . . . , M, and i = d).
E. Numerical Solution Algorithm
We codify our modeling procedure into the following algorithm to estimate the time-varying network performance over a desired time interval [t 0 , t f ].
1) Configure network parameters, including link capacity C, packet length 1/μ, traffic load γ, and service period D. 2) Compute the data pair (ρ, x) offline by using (7) for strict CBR traffic or the bounded and averaged data pair (ρ, x) for QCBR traffic, as discussed in Section III-B3. If the number of input traffic streams N is large (e.g., N ≥ 30), approximate the data pair (ρ, x) by (19). (26) and (27) . Here, W (s,d) (t + Δt) is obtained by numerically solving the differential equations over the time interval [t, t + Δt], which is the initial condition for [t + Δt, t + 2Δt]. 8) Evaluate the global performance metrics, including x avg (t + Δt), ET E avg (t + Δt), G avg (t + Δt), and T avg (t + Δt), according to (28)-(31). 9) Increment time t = t + Δt. If t < t f , go back to step 5; else stop. Any standard numerical integration method can be used to solve differential equations such as (25) . Here, we use the Runge-Kutta algorithm in MATLAB to generate numerical results.
IV. NUMERICAL RESULTS
A. Model Validation by Discrete Event Simulation
We compare our model with an equivalent discrete event simulation model built in OPNET [35] . In the simulation model, each queue of a node is configured as an FCFS queue with infinite size buffer. The simulation results are the ensemble average of 5000 replications with 98% confidence intervals using the nonstationary simulation approach discussed in [12] and [15] .
As shown in Fig. 5(a)-(f) , a simple scenario of three nodes with predetermined connectivity change between nodes is studied here. In this setup, when the direct link is no longer available, traffic must be rerouted through relay nodes and uses some portion of the shared link capacity. We set the link capacity for all nodes to C = 10 4 bit/s with the packet length 1/μ = 1250 bytes, so that the average service rate is normalized Fig. 6 . Three-node network queuing model. to 1 pkt/s. Forwarding delay δ is assumed to be equal to the service period, (i.e., δ = 1 s). Link connectivity a ij is set to be binary and link propagation delay ε is set to be 0.1 μs. In addition, we use minimum-hop routing to find a path for each traffic flow. This three-node network has the corresponding queuing model, as shown in Fig. 6 .
We first study case I is denoted by N * D/D/1 queue. The rate of external traffic arrival streams at each node have the same average rate, e.g., γ (7), the server utilization function is determined as G(x) = 0.0832x 3 − 0.4353x 2 + 1.0843x, which is then used in (25) to model the network. Fig. 7 shows the results of the effect of topology change on the average number of packets and the ETE delay for the traffic at node 1 destined for node 2. For the time interval t < 100 s, the network is fully connected. All nodes go through an initial transient period and then reach steady state. The ETE delay D 1−2 comes from the propagation delay in link 1-2 and the queuing delay at node 1. During time 100 ≤ t < 200 s, the link between nodes 1 and 3 breaks, and traffic going through this link has to go through relay node 2. However, the average number of packets x 2 1 at node 1 is not affected. For the time interval 300 ≤ t < 400 s, the link between nodes 2 and 3 breaks, leading to traffic rerouting and an increase in x 2 1 at node 1. Due to higher server utilization of node 1, the average queuing time of each packet at node 1 increases, and we can see the rise in D 1−2 . During time t ≥ 500 s, link 1-2 breaks, and the traffic of x 2 1 has to go through relay node 3 to reach the destination. Hence, D 1−2 consists of the propagation delay on links 1-3 and 3-2 as well as the queuing delay at nodes 1 and 3. The behavior of other traffic streams is similar and not discussed here for the sake of brevity.
Next, we consider a five-node network with the random waypoint mobility (RWM) model. The stochastic properties of the RWM model were studied in [30] . It was observed that the link connectivity of two nodes is shown to be a memoryless stochastic process that can be modeled as a two-state Markov process with up-down (connected-disconnected) transition. The Markov-process-based link connectivity model can be used to greatly reduce the computation load in comparison to a detailed node mobility simulation. In this experiment, the up and down durations of each link are exponentially distributed 3 − 0.4175x 2 + 1.0971x, and G avg (x) = 0.0757x 3 − 0.4261x 2 + 1.0842x, which is then used in (25) to form the fluid flow model of the network. In addition, we plot the results obtained from the pointwise stationary approximation (PSA) [36] modeling approach, which approximates the nonstationary queuing system by using steady-state formula at each time point. Fig. 9 shows the results for x 
B. Computational Complexity
We first analyze the computational complexity of our fluid flow model according to the algorithm in Section III-E. Initially, the utilization functions are precomputed based on the given network parameters, as seen from steps 1 to 3. This one-time offline computation process is time efficient regardless of network size; thus, this process is not counted in the following online complexity analysis. From steps 4 to 8, the network performance metrics are estimated by integrating a set of differential equations with a specific adjacency matrix and routing variable at each time interval Δt. The exact number of arithmetic operations required for solving the differential equations over one step time is hard to determine [37] . However, an upper bound on the computational time complexity can be obtained. Let T refer to the desired simulation time interval and T /Δt represent the total number of steps. Let K represent the average time to execute one arithmetic operation on a CPU. Following [37] , C(n, p, α) denotes the upper bound on the number of arithmetic operations required for each step time, so that n differential equations can be solved by the pth-order explicit Runge-Kutta algorithm with maximum error e −α . Hence, an upper bound of the model computation time turns out to be K · (T /Δt) · C(n, p, α). According to the expression of C(n, p, α) in [37] with the predefined value of p and α, C linearly increases with n. As a result, only considering the increase of n in K · (T /Δt) · C(n, p, α), the computational time complexity of our model is upper bounded by O(n). For an M -node network with full-mesh traffic load, the number of differential equations n is equal to the number of traffic flows M (M − 1). Therefore, the computational time complexity of our fluid flow modeling algorithm is upper bounded by O(M (M − 1) ).
To further evaluate the computational complexity, we conducted numerical experiments on a series of sample networks. In the experiments, each node generates CBR traffic to all the other nodes resulting in a full mesh of identical source traffic. All links switch between on/off randomly following the twostate Markov process. Table I shows the computation time of the fluid flow model and simulation for the sample networks over time [0, 600] s, which are run on a PC with Intel i5-450M 2.4-GHz processor and 4-GB memory. The reported computation time by our model excludes the short time spent in the offline stage. In addition, the minimum-hop routes are predetermined based on the network connectivity and stored in the routing table of each node; hence, the route discovery time of both approaches is not counted in Table I . In all sample networks, we set the CBR traffic rate for each node as 0.02 pkt/s, and the service rate is assigned to be 1 pkt/s. Then, the utilization function is obtained as 0.0023x 5 − 0.0329x 4 + 0.1898x 3 − 0.5756x 2 + 1.025x. To study the time-varying behavior of the network via simulation, we perform the nonstationary simulation, which is to average over an ensemble of statistically identical results generated by distinct independent runs with different random number seeds [12] , [15] . Here, we execute 5000 independent runs in OPNET to observe the ensemble-averaged system behavior versus time. As seen from the table, the computation time of nonstationary simulation dramatically grows, which is generally a complex function of number of nodes, traffic load, topology change, accuracy desired, etc. For the fluid flow model results, we curve fit the computation time data versus network size M and obtain the growth rate as Θ(0.87M 2 − 7.9M + 20), which is within our expected upper bound above.
C. Example Network Performance Analysis
Here, we illustrate the application of the fluid flow model approach with the study of a 30-node network with full-mesh CBR traffic loads. We focus on two local performance metrics (i.e., x 30 1 and D 1−30 ) plus four global or network-averaged metrics (i.e., x avg , G avg , ET E avg , and T ), as we derived in Section III-C and D. Here, we configure the network parameters as follows: the fixed packet size 1/μ of 1250 bytes, the link capacity C of 10 4 bit/s, the forwarding delay δ of 1 s, the link propagation delay ε of 0.01 s, and single-path minimum-hop routing. The full-mesh offered traffic at the source node has the same requested data rate, but there exist slight delay jitter and possible packet loss in the forwarding traffic flows. We denote γ as the averaged arrival rate of all traffic flows (i.e., γ = 1/D avg ). To obtain the utilization function in this 30-node network, we compute the average queue length x in an efficient way by adopting the approximation for a large number of input streams, as discussed in Section III-B4. When the server utilization ρ stays in the light or moderate regime, the utilization function is given by G(x) = x + 1 − √ x 2 + 1 based on the M/D/1 approximation. When the link utilization ρ reaches 0.9 or above at a certain node due to traffic forwarding, the utilization function will change to the polynomial G(x), which is determined by using curve fitting to (19) . In addition, we use the two-state Markov model of RWM with the average link up lifetime T up and the average link down lifetime T down to represent network mobility.
We first study the effect of traffic load on network performance. The growth of offered traffic load at a node inevitably results in an increase of packets in its buffer due to the limited link transmission capacity and a corresponding increase in the delay. In Fig. 10(a), x   30 1 for the scenarios of (T up , T down , γ, a ij ) = (50 s, 20 s, 0.015 pkt/s, {0, 1}) and (50 s, 20 s, 0.02 pkt/s, {0, 1}) is shown. Similar behavior is shown in Fig. 10(b) for D 1−30 , which is determined by the queuing delays of all the nodes along the path. From the perspective of the whole network, link utilization, the average number of packets at a node, and the ETE delay all increase with the load of full-mesh traffic, as shown in Fig. 10(c)-(e) . Fig. 10(f) plots the instantaneous network throughput, which fluctuates around the constant network load due to node mobility and traffic rerouting. For the full-mesh traffic, the averaged network load L can be calculated by L = M (M − 1) × 1/μ × γ. Since the average link utilization is always operated in the moderate regime [i.e., ρ < 0.9 in Fig. 10(c) ], the steady-state (timeaverage) network throughput is shown to be roughly equal to the network load for both cases.
Next, we investigate the impact of node mobility on network performance. Here, we change the mobility model (T up , T down ) from (50 s, 20 s) to ( Fig. 10(a) and (b) , we observe that shorter link uptime with longer link downtime for each link results in higher levels of nonstationarity, since nodes will get less overall connectivity time and be more likely to redirect the traffic to others. Moreover, the smaller ratio between link uptime and downtime in the case of (T up , T down ) = (35 s, 35 s) brings longer routes with more forwarding traffic at each node and greater ETE delay than the case of (50 s, 20 s). Fig. 10(c) shows that the average link utilization of (35 s, 35 s, 0.02 pkt/s, {0, 1}) is much higher. Due to limited link capacity, the number of packets accumulated in the buffer of each node rises up in Fig. 10(d) . Meanwhile, the average ETE delay per traffic stream climbs up in Fig. 10 (e) due to large queuing delay and long routes. All these phenomena demonstrate the occurrence of network congestion in the scenario of (35 s, 35 s, 0.02 pkt/s, {0, 1}). As a result, Fig. 10(f) shows that network throughput mainly lies below the offered load.
Finally, we consider a more realistic link quality and incorporate it into our fluid-flow-based model. Actual radio communication is not always symmetric and may exhibit diverse link quality in terms of error rate. Hence, the adjacency matrix is not necessary a binary matrix, and connectivity a ij can be any real number between 0 and 1 to indicate the effect of link errors. Here, we assume that link connectivity a ij (t) is assigned with a random number between 0.9 and 1, if the distance between two nodes d ij (t) is within the radio range R (i.e., a ij (t) ∈ [0. 9 1] if d ij (t) ≤ R; otherwise, a ij (t) = 0). Due to node mobility, connectivity a ij (t) is updated for all links at each time instant. By comparing scenarios (35 s, 35 s, 0.02 pkt/s, {0, 1}) and (35 s, 35 s, 0.02 pkt/s, {0, [0.9 1]}) in Fig. 10(a) and (d), we can see that after the link-level error is incorporated into the model, a portion of packets cannot be successfully delivered to the next hop, and the packet service rate is reduced. Hence, more packets have to be buffered in the transmitting node in Fig. 10(d) . In addition, the increased queuing delay at each node prolongs the ETE delay of the traffic in Fig. 10(e) . Due to the link-level error, Fig. 10 
V. CONCLUSION
In this paper, we have proposed a performance modeling technique for studying the time-varying behavior of multihop wireless networks with CBR traffic by numerical-method-based queuing analysis. Network queues are modeled using fluidflow-based differential equations and solved by numerical integration routines, whereas topology change is integrated into the model using a time-varying adjacency matrix determined from either trace data, a mobility-model-based simulation, or a deterministic/stochastic model. Numerical results for sample networks using the proposed model were given in comparison with results from discrete event simulations showing the accuracy and the tremendous computational advantage of the fluidflow-based approach. Furthermore, we applied the fluid flow model to examine a variety of performance metrics of a sample network. We believe that this modeling approach is potentially a valuable tool for evaluating the time-varying behavior of multihop wireless networks. With the computation time saved by the fluid-flow-based modeling technique, it is a tremendous gain in modeling complex networks with nonstationary effects or exploring design alternatives with a quick insight into network performance.
