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Flexible photovoltaic devices possess promising perspectives in opto-electronic technologies, where
high mobility and/or large-scale applicability are important. However, their usefulness in such ap-
plications is currently still limited due to the low level of optimization of their performance and
durability. For the improvement of these properties, a better understanding and control of small-scale
annihilation phenomena involved in the photovoltaic process, such as exciton loss and charge car-
rier loss, is necessary, which typically implicates multiple length- and time-scales. Here, we study
the causes for their occurrence on the example of nanostructured diblock- and triblock-copolymer
systems by making use of a novel solar-cell simulation algorithm and explore new routes to op-
timize their photovoltaic properties. A particular focus is set on the investigation of exciton and
charge carrier loss phenomena and their dependence on the inter-monomeric interaction strength,
chain architecture, and external mechanical loading. Our simulation results reveal that in the regime
from low up to intermediate χ -parameters an increasing number of continuous percolation paths
is created. In this parameter range, the internal quantum efficiency (IQE) increases up to a maxi-
mum, characterized by a minimum in the number of charge losses due to charge recombination. In
the regime of high χ -parameters both block-copolymer systems form nanostructures with a large
number of bottlenecks and dead ends. These lead to a large number of charge losses due to charge re-
combination, charge trapping, and a deteriorated exciton dissociation, resulting in a significant drop
in the IQE. Moreover, we find that the photovoltaic performance of the triblock-copolymer mate-
rial decreases with increasing mechanical loading, caused by a growing number of charge losses
due to charge recombination and charge accumulation. Finally, we demonstrate that the process of
charge trapping in defects can be reversed by changing the polarity of the electrodes, which confers
these materials the ability to be used as charge storage media. © 2013 American Institute of Physics.
[http://dx.doi.org/10.1063/1.4792366]
I. INTRODUCTION
Polymer solar cells are a promising new type of photo-
voltaic device with great potential in large area electronics,
due to their easy manufacturing, high flexibility, light weight,
and low production costs.1, 2 However, despite the significant
progress in their synthesis and experimental characterization,
their photoelectric power conversion efficiency is still rather
small compared to their inorganic counterparts with maxi-
mum values reaching around 9%.1, 3 This has mainly been
attributed to small-scale loss phenomena of the elementary
particles occurring in the photovoltaic process, such as pho-
ton loss, exciton loss, and charge carrier loss.4, 5 These loss
processes typically emerge at characteristic stages of the pho-
tovoltaic process, such as photon absorption, exciton gener-
ation and diffusion to the donor-acceptor (DA) heterojunc-
tion, exciton separation, and charge carrier generation at the
DA heterojunction, diffusion of the charge carriers to the re-
spective electrodes and/or collection of the charge carriers at
the electrodes.5, 6 Exciton loss,7 for instance, can take place
through radiative recombination of an exciton via a first-
a)Electronic mail: stephan.baeurle@chemie.uni-regensburg.de.
order decay reaction, giving rise to photoluminescence. This
loss mechanism has been studied particularly extensively in
thin polymer films through time-resolved photoluminescence
measurements.8 Another type of first-order decomposition
reaction is the defect-mediated non-radiative exciton decay,
providing a phonon. This phenomenon has been investigated,
e.g., by Cordella et al.,9 who used transient pump-probe spec-
troscopy to explore the interaction dynamics between exci-
tons and intramolecular vibrations in α-sexithiophene crys-
tals. An example for an exciton-loss mechanism through a
second-order reaction is the process of exciton-exciton an-
nihilation, where upon the collision of two excitons one is
annihilated, whereas the other used the energy from the colli-
sion to be promoted to a higher energy level.7 Such investiga-
tions have been carried out, e.g., by Martini et al.10 and Lewis
et al.,11 who studied exciton-exciton annihilation in polymer
films using time-resolved photoluminescence spectroscopy.
Another type of small-scale annihilation phenomena, reduc-
ing the power conversion efficiency of polymer solar cells, are
related to charge carrier losses. These can, e.g., be caused by
the process of charge recombination,12 which has been stud-
ied through a broad variety of experimental methods, such
as time-of-flight (TOF),13 steady-state current-voltage,14, 15
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impedance spectroscopy16 as well as transient absorption and
transient photovoltage measurements.17 It has been found that
at applied voltages above the maximum power point and
at the open-circuit condition, bimolecular recombination re-
duces the current density and limits the fill factor, thereby
decreasing the power conversion efficiency.12 Another impor-
tant kind of charge-loss process is known as charge trapping,
in which charges are caught in a defect of the chain conforma-
tion or mesoscale morphology and may affect the free charges
in close proximity. This leads to a lower charge carrier mobil-
ity and ultimately to a lower device performance. Such a phe-
nomenon has been investigated, e.g., by time-resolved elec-
trostatic force microscopy and scanning Kelvin probe imag-
ing by Reid et al.18 Due to the complex relationship of these
loss mechanisms within the photovoltaic process and their
strong dependence on the structural-dynamical characteristics
of the material, their impact on the photovoltaic properties
has not been minimized in a satisfactory way for the poly-
mer solar-cell materials currently available.5, 19 Therefore, it
is not surprising that their power conversion efficiency is still
relatively low, compared to their inorganic counterparts. For
a simultaneous optimization of the photovoltaic steps previ-
ously mentioned, the generation of a clearly defined morphol-
ogy with optimized film as well as phase thickness is of cru-
cial importance, since it ensures that the electrons and holes
can be separated and transported to the electrodes without
losses.20, 21 In particular, it has recently been established em-
pirically that the generation of stable nanostructured bulk het-
erojunctions (BHJs), possessing continuous percolation paths
for the charge carriers, as well as nanophases, having twice
the size of the exciton diffusion length, is a major prerequisite
for the increase of the performance of polymer solar cells.
To optimize the photovoltaic process of these systems, one
has, thus, to find an ideal compromise for the morphology
as a function of the topology and chemical composition of
the polymers, involved in the photovoltaic process, at various
external conditions imposed on the system. Despite the un-
deniable progress of the experimental tools in elucidating the
causes deteriorating the photovoltaic performance of polymer
solar cells, it is still rather cost-intensive and time-consuming
to perform extensive analyses of loss processes on a molec-
ular or mesoscopic scale for polymer systems with changing
chemical characteristics, such as different molecular consti-
tution of the monomers, chemical composition, and/or chain
architecture, solvents, and subjected to various external influ-
ences, such as temperature changes and/or mechanical load-
ings. Further difficulties in the investigation of these processes
on the local scale can relate to the poor resolution and sensi-
tivity of conventional experimental measurement tools, which
often do not provide reliable information about complex poly-
mer systems on various length- and time-scales. In this regard
computer simulation techniques can provide to material scien-
tists a powerful alternative to gain a deeper understanding of
the physics and chemistry of polymer solar cell nanodevices.
One of the bottlenecks of most simulation tools in nan-
odevice applications is the computation of the structural-
dynamical evolution of the interacting polymers, which is
either inaccurate or too computationally demanding for the
treatment of the multiscale problem under consideration.22, 23
To describe the structural-dynamics of complex polymer sys-
tems on different scales within the particle description, several
computational methodologies have been developed starting
from the late 1970s.24 A prominent example among those is
the molecular dynamics (MD) technique, which describes the
time-evolution of many-particle systems through phase space
by numerically integrating Newton’s equations of motion.25
However, since its range of applicability for small polymer
systems with up to 105 atoms usually spans from nanoseconds
up to sub-microseconds in diluted polymer solutions, its use-
fulness to study the structural rearrangement of the chains in
pure polymer-melt or dense polymer-solvent systems on typ-
ical experimental timescales is only limited, due to lengthy
equilibration times.26, 27 In order to reach longer timescales
with the MD technique, several approaches have been pro-
posed in the past decades. One of those is the coarse-graining
(CG) approach, in which the system’s degrees of freedom and,
thus, the number of interactions are reduced enabling the use
of larger timesteps at lower computational costs. A successful
CG method for polymer systems is the united-atom approach,
implemented, e.g., in the optimized potentials for liquid sim-
ulations (OPLS) forcefield in its united-atom version (OPLS-
ua).28 It consists in representing all hydrogens with their re-
spective aliphatic carbons as single effective atomic units.
More severe and systematic coarse-graining approaches, such
as the iterative Boltzmann inversion, force-matching, and
inverse Monte Carlo techniques implemented, e.g., in the
VOTCA package,29 reliably reproduce structures of simple
polymers. But they generally fail in reproducing the correct
structural-dynamical evolution of more sophisticated polymer
systems, due to their slow relaxation times and strong hetero-
geneity at the atomistic level of description. Other methods
based on a continuum description of the underlying polymer
model permit to obtain qualitative estimates of the physical
properties of polymer systems, subjected to small external
changes in the linear regime.30 However, they fail in pro-
viding reliable predictions of complex structural-dynamical
characteristics. To cope with the structural-dynamical evolu-
tion of large-scale polymer systems with up to several million
of atoms,22 methods based on the field-theoretic formalism
have been devised in the past two decades, which rely on the
concept of transforming the many-body partition function in-
tegral from the conventional particle representation to an al-
ternative field-functional-integral representation. The conver-
sion can be achieved with the so-called Hubbard-Stratonovich
transformation,31 which enables the substitution of the origi-
nal particle degrees of freedom with scalar field degrees of
freedom. A major advantage of field-theoretic approaches re-
sults from their favorable approximation characteristics of the
corresponding functional integrals, which allow the develop-
ment of reliable approximation strategies for the cost-efficient
treatment of large sophisticated polymer systems. One effec-
tive and widely used approximation procedure is, for instance,
the so-called mean-field (MF) approximation.22 Its basic idea
consists in decoupling the many-body interaction term of the
potential energy in the partition function integral and replace
it with an action functional, which describes the interaction of
independent particles (monomers) with an average mean field.
This procedure reduces in a suitable way the many-particle
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problem in an effective one-particle problem and provides a
reliable approximation, under the assumption that the parti-
tion function integral of the system is mainly dominated by
the MF configuration. A major benefit from solving the many-
particle problem within the MF approximation or with its
numerical implementation the so-called self-consistent-field
theory (SCFT) method, which will be introduced in the fol-
lowing, is that it provides in many otherwise intractable sit-
uations reliable information about the structure and physical
properties of complex many-particle systems at relatively low
computational costs. The SCFT method has been proven use-
ful for generating morphologies of soft polymer systems with
arbitrary chain architecture, such as linear polymers, branched
polymers with arbitrary topology, copolymers with different
monomeric sequences (block, random, or tapered) in melts
or solutions.22, 32, 33 Methods going beyond the MF level have
been introduced recently and may be used for computing the
structural-dynamical characteristics of polymer-solvent sys-
tems with strong repulsive interactions between monomers,
which may arise, e.g., in cases where the polymers possess
polar or ionic groups in the semi-dilute or dilute concentration
regime.22, 33–36 In a recent work,5 we have extended the range
of application of the field-theoretic methods mentioned previ-
ously, to investigate the loss processes of charge carriers and
excitons in defect structures of nanostructured polymer solar
cells. This approach is based on combining either the time-
dependent Ginzburg-Landau method or the SCFT method, to
generate morphologies of different scale of phase separation
and degree of defect formation, with a first reaction (FR)-type
dynamic Monte Carlo (DMC) method, to simulate the ele-
mentary photovoltaic processes involving the charge carriers
and excitons within a particle description. From these inves-
tigations, we deduced that structural inhomogeneities, such
as bottlenecks and dead ends, significantly affect the inter-
nal quantum efficiency of the nanostructured polymer solar
cells. Moreover, we concluded that loss phenomena, caused
by charge recombination and charge accumulation, lead to
a dramatic decrease in their internal quantum efficiency and
that, consequently, the impact of these processes must be
reduced to improve the photovoltaic performance of these
materials.
In the present work, we study the causes affecting the
loss processes of elementary particles involved in the photo-
voltaic process of polymer solar cells with changing chem-
ical characteristics and external conditions, imposed on the
system. To this end, we apply the multiscale DMC-SCFT al-
gorithm mentioned previously on systems composed of DA-
diblock- and ADA-triblock-copolymers and compare their
photovoltaic performance as a function of the interaction
strength between the monomers, chain architecture as well
as external mechanical loadings. Finally, we investigate the
suitability of these polymer systems for the purpose of charge
storage by analyzing their charge storage capacity as well as
charge loading/unloading behavior.
Our paper is organized in the following way. In Sec. II,
we provide a short review of the DMC-SCFT algorithm and
introduce the model parameters used in our solar-cell sim-
ulations. Afterwards, in Sec. III we present and discuss the
simulation results, obtained from the application of our algo-
rithm on the block-copolymer systems mentioned previously.
Finally, we end our paper with a summary and a brief outlook.
II. METHODS AND SIMULATION DETAILS
To compute the photovoltaic properties of the block-
copolymer systems considered in this paper, we make use of
our recently developed multiscale solar cell algorithm, which
relies on the coupling of a mesoscopic field-theoretic ap-
proach, to generate the nanoscale morphology of the poly-
mer system under consideration, with a suitable DMC algo-
rithm, to model the elementary photovoltaic processes.5 To
keep the problem computationally tractable, we determine the
equilibrium morphologies of the block-copolymer systems
by approximating the corresponding polymer-field theories
at the MF level. An efficient numerical strategy, relying on
this approximation, is the SCFT method.37–39 In the follow-
ing, we briefly review the SCFT method for a melt composed
of AB-diblock copolymers,39 for which, due to screening ef-
fects between the monomers, we can assume Gaussian statis-
tics for the chain conformation. Within this approximation,
each polymer chain consists of NA segments of A-type and
NB segments of B-type with their respective statistical seg-
ment lengths bA and bB, which means that the total number
of statistical segments of a chain is N = NA + NB. To distin-
guish each segment, we consider that the configuration of the
αth chain can be described by a space curve rα(s) parame-
terized by the chain contour variable s, where the ranges 0 ≤
s ≤ NA and NA ≤ s ≤ N describe, respectively, the A-block
and B-block with s = 0 as the free end of the A-block and
s = N as the other free end of the B-block. Let us next define
the partition function integral Q(s′, r′; s, r), representing the
equilibrium statistical weight of a subchain between the sth-
and s′th-segment with (0 ≤ s′ ≤ s ≤ N) that is fixed at the po-
sitions r and r′. This statistical weight can be evaluated within
the MF approximation by solving the following Schrödinger-
type evolution equation:
δ
δs
Q(s ′, r′; s, r)
=
⎧⎪⎨
⎪⎩
[
b2A
6 ∇2 − βVA(r)
]
Q(s ′, r′; s, r), 0 ≤ s ≤ NA,[
b2B
6 ∇2 − βVB(r)
]
Q(s ′, r′; s, r), NA ≤ s ≤ N,
(1)
where β = 1/(kBT) and VA(r) as well as VB(r) are external
potentials, acting on A- or B-type segments at position r. The
latter functions represent MF potentials, resulting from the
interaction between the segments as well as from enforcing
the incompressibility condition, and are obtained in a self-
consistent fashion. Moreover, the initial condition for Eq. (1)
is given by Q(0, r′; 0, r) = δ(r − r′). Because the two ends of
the block copolymer are not equivalent, we need to introduce
an additional statistical weight Q†(s′, r′; s, r), which is calcu-
lated in the opposite direction along the chain starting from
the free end s = N. To reduce the computational expense, we
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define in the following the integrated statistical weights:
q(s, r) =
∫
dr′ Q(0, r′; s, r),
q†(s, r) =
∫
dr′ Q†(0, r′; s, r).
(2)
These latter weights can be proven to satisfy Eq. (1) similarly
as the non-integrated ones. This then leads to the following
diffusion equation:
δ
δs
q (s, r) =
⎧⎪⎨
⎪⎩
[
b2A
6 ∇2 − βVA(r)
]
q (s, r) , 0 ≤ s ≤ NA,[
b2B
6 ∇2 − βVB(r)
]
q (s, r) , NA ≤ s ≤ N
(3)
with the initial condition
q(0, r) = 1. (4)
Analogous expressions as in Eqs. (3) and (4) can be formu-
lated for q†(s, r). By using the definitions in Eqs. (2), the vol-
ume fractions of the A- and B-type segments at position r can
be written as
φA(r) = C
∫ NA
0
ds q(s, r)q†(N − s, r), (5)
φB(r) = C
∫ N
NA
ds q(s, r)q†(N − s, r), (6)
where the normalization constant
C = V∫
dr
∫
ds q(s, r)q†(N − s, r) =
V
NZ
(7)
with V as the total volume of the system and Z as the single-
chain partition function. The external potential VK (r) of a K-
type segment (K = A or B) can be decomposed into two terms
in the following way:
VK (r) =
∑
K ′
KK ′φK ′(r) − μK (r), (8)
where the first term represents the interaction energy be-
tween the segments with KK ′ as the nearest-neighbor pair-
interaction energy between a K-type and K′-type segment.
The latter quantity is related to the Flory-Huggins interaction
parameter through the following expression χAB = Nnsβ[εAB
− (1/2)(εAA + εBB)], where Nns is the number of nearest-
neighbor sites. Moreover, the function μK(r) is the chemical
potential of the K-type segment, which represents a Lagrange
multiplier that enforces a constraint imposed on the system,
such as the incompressibility condition. To obtain the volume
fractions of the equilibrium nanostructured morphologies, the
previous system of equations has to be solved in an iterative
manner. First of all, the potential fields VA(r) and VB(r) are
determined from the volume fractions φA(r) and φB(r) by
making use of Eq. (8). Afterwards, the weights q(s, r) and
q†(s, r) are calculated by solving Eqs. (3) and (4) that contain
the fields VA(r) and VB(r). Finally, the new volume fractions
φA(r) and φB(r) are calculated from the weights q(s, r) and
q†(s, r) through Eqs. (5) and (6). The procedure is repeated
until a self-consistent solution is reached. In our calculations,
we considered systems composed of symmetric AB-diblock
copolymers with polymerization indices NA = NB = 20 and
of symmetric ABA-triblock copolymers with polymerization
indices NA = 10 and NB = 20. In both cases, we chose the sta-
tistical segment lengths as bA = bB = b. Moreover, we took a
discrete lattice of size 64 × 64 with a spatial mesh width of 	
x = 	 y = 1 in units of b. For the numerical integration of the
differential equation (3), we used a contour step size of 	s =
1.0 and computed the free energies with a relative accuracy
of 10−4. For a detailed derivation of the SCFT method and
description of its implementation, we refer to Refs. 32 and
40, respectively. To compute the morphologies, we made use
of the program package OCTA41, 42 and performed the solar-
cell simulations with our DMC algorithm for each of the mor-
phologies, as described in the following.
To simulate the photovoltaic process,5 we assumed that
three types of elementary particles are present in the poly-
mer solar cell device, i.e., electrons, holes, and excitons.
Depending on the nature and environment of the elemen-
tary particles, they can exhibit the following algorithmic
steps: (1) exciton generation by light absorption; (2) ex-
citon motion within the material through diffusion or ex-
citon annihilation; (3) exciton dissociation at the DA het-
erojunction with creation of an electron and a hole; (4)
charge recombination or charge motion under the influence
of the built-in electric field resulting from the difference
between the electrode work functions; (5) charge collec-
tion at the appropriate electrodes. In our simulation study,
we considered systems composed of DA-diblock copolymers
and ADA-triblock copolymers, where the A- and D-blocks
consisted of (R1,R2)-substituted poly(perylene diimide-
alt-dithienothiophene) ((R1,R2)-PPDI-DTT) and (R1,R3)-
substituted bis(thienylenevinylene)-substituted polythiophene
((R1,R3)-biTV-PT), respectively. In Fig. 1, we visualize the
corresponding chemical structures of the A- and D-type
monomers. We point out that the substituents are not con-
nected to the π -system of the monomer cores and, thus, they
do not affect the electronic structure of the polymers, which
determines the parameters of the solar cell algorithm. We will
vary them in the following to change the effective interac-
tions and, thus, the χ -parameter between the monomers with-
out modifying the parameters of the solar cell algorithm. In
the calculations, we set the system temperature to T = 298 K
and used a lattice size of 64 × 64 sites in conjunction with
a lattice constant of a0= 1 nm. At each lattice site, we im-
posed a single occupancy constrain for the elementary par-
ticles and assumed that the majority component determines
whether the site is either part of the electron-conducting or
hole-conducting phase. To accomplish the dynamical evolu-
tion of the elementary particles, we used the FR method,43, 44
which implies that all possible events are stored in a queue
in order of ascending waiting times and that the event with
the smallest waiting time is executed at first. Moreover, we
assumed that the particle motion within the system occurs
through hopping between different lattice sites. These hop-
ping processes together with the other available processes,
given in the summary of algorithmic steps listed previously,
constituted the sequence of configurational changes that can
take place during the system’s evolution through phase space.
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FIG. 1. Chemical structures of the A- and D-type monomers composed of blocks of (a) (R1,R2)-substituted poly(perylene diimide-alt-dithienothiophene) and
(b) (R1,R3)-substituted bis(thienylenevinylene)-substituted poly-thiophene.5, 44
The excitons were created at randomly chosen sites in the lat-
tice with a constant rate of ωcre= 900 s−1 nm−2, which has
been determined from the AM1.5 solar spectrum with an illu-
mination of 90 mW/cm2 and the absorption spectrum of the
polymer material.44, 45 The exciton hopping rate from lattice
site i to a nearby site j has been calculated through44
ωij = ωe
(
r0
rij
)6
, (9)
where rij denotes the distance between the hopping sites i
and j, whereas r0 is the exciton-localization radius and ωe
is the hopping-attempt frequency. Note that the excitons on
the lattice were allowed to jump within a radius of 6 nm in
either the hole- or electron-conducting phase. The prefactor
ωer0
6 = 2 nm6 ps−1 as well as exciton recombination rate
ωdec= 0.002 ps−1 were selected, to reproduce the experimen-
tal values of exciton diffusion length (∼10 nm) and lifetime
(∼500 ps). The rate of hopping of charge carriers between
nearest-neighbor lattice sites was calculated using the formula
from the Marcus theory46, 47
ωij = Vhop exp
[
− (	Eij + λ)
2
4λkBT
]
, (10)
where
	Eij = Ej − Ei = 	ECij + 	EIij + 	EFij + 	Eσij (11)
denotes the difference between the energies of hopping sites j
and i, whereas kB is Boltzmann’s constant and λ = 0.187 eV
is the reorganization energy corresponding to twice the pola-
ronic binding energy.48 In the previous equation, 	ECij rep-
resents the energy difference between the Coulombic interac-
tion energies of the charges at site j and i with all other charges
within a cutoff,49 i.e.,
	ECij = ECj − ECi (12)
with
ECi =
n∑
j=1
qe
4πε0εrrij
, (13)
where n is the total number of other charges in the sys-
tem within the cutoff rc and e is the elementary charge with
q = +e for electron-electron and hole-hole repulsion as well
as q = −e for electron-hole attraction. The parameters ε0εr
designate the dielectric constant with ε0 as the vacuum per-
mittivity and εr = 3.5 the relative permittivity. We treated the
long-range tail of the electrostatic contribution by cutting the
Coulomb potential at rc=10 nm and shifting the function to
zero as well as using periodic boundary conditions, applied
in direction of the electrodes. The contribution of the polar-
ization of the electrodes (image charge effect) was included
through49
	EIij =
e2
16πε0εr
(
1
xi
− 1
xj
)
, (14)
where xi and xj denote the distances from the respective elec-
trodes. Moreover, the energy contribution related to the action
of the external and internal electrical fields on the charges was
taken into account as follows:
	EFij = e [Eext − Eint ] (xi − xj ), (15)
where Eext = 0 Vm−1 represents the external electrical field.
The internal electrical field, which is caused by the built-
in voltage resulting from the difference in work functions
of the electrodes 	φw = 0.5 V, was included through Eint
= 	φw/d, where d defines the distance between the elec-
trodes. In addition, to take into account the effect of energetic
disorder of the material on the charges, we added the follow-
ing contribution:
	Eσij = Eσj − Eσi , (16)
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where Eσi is the energy from the Gaussian density-of-states
(DOS) distribution and σ = 0.062 eV the corresponding stan-
dard deviation. The prefactor Vhop was obtained from the Ein-
stein relationship for an isoenergetic material,46, 50, 51 which is
given by
Vhop = 6kBT μe/h
ea20
exp
[
λ
4kBT
]
, (17)
where μe/h defines the mobility of the electrons/holes in both
polymer species and is taken as μe/h = 10−3 cm2 V−1 s−1.
Note that in our simulations we assumed the electrons and
holes to have equal mobilities and, hence, for both charge car-
rier types we chose Vhop = 1.06 × 10−2 ps−1. In addition, we
ensured that, if an electron and a hole are located on adja-
cent sites, they can recombine with the rate ωrec = 10−6 ps−1.
To exclude the influence of the charge injections on the loss
processes, we assumed that no charge injections take place at
the electrodes.44 All the simulations of the diblock-copolymer
morphologies (I−IX) were run up to 50 000 generated exci-
tons, whereas the simulations of the triblock-copolymer mor-
phologies (I and III−VIII) as well as (II and IX) were run
up to 100 000 and 75 000 generated excitons, respectively.
Moreover, we considered the system to be equilibrated, when
the deviations in the values of the exciton dissociation effi-
ciency, charge transport efficiency and exciton lifetime did
not exceed the preset error of 0.01% within a certain times-
pan in the production phase of the simulation. Finally, we
generated the strained morphologies with the software tool
MUFFIN/ELASTICA,30, 52 which is part of the OCTA-program
package and is a multiphase linear elasticity simulator based
on the finite-element method. For the straining, we used the
morphology VI of the triblock-copolymer system, which is
the morphology with the largest IQE of all triblock-copolymer
morphologies over the entire χ -parameter range.
III. RESULTS AND DISCUSSION
We begin with the analysis of our simulation results by
investigating the dependence of the photovoltaic properties
of the polymer systems under consideration on the structural
characteristics through varying their chemical composition
and chain architecture. In Fig. 2, we visualize the morpholo-
gies, calculated with the static SCFT method, for a system
of phase-separated (a) DA-diblock copolymers with block
lengths 20A20D as well as (b) ADA-triblock copolymers with
block lengths 10A20D10A as a function of the Flory-Huggins
interaction parameter χ . From both graphs, we deduce that
in the range from low up to intermediate χ -parameters the
morphologies acquire an increasing degree of phase separa-
tion with decreasing interfacial length and change succes-
sively from unordered to lamellar-like structure. In case of
the diblock-copolymer system, we see that for the morphol-
ogy IV a maximum number of continuous percolation paths
are formed, which are solely interrupted by a small number
of dead ends. Moreover, we note that, starting from morphol-
ogy IV up to morphology IX, the phases become again more
fragmented by retaining a constant phase thickness, resulting
in the creation of a growing number of dead ends and isolated
inclusions. By contrast, in case of the triblock-copolymer sys-
FIG. 2. Volume fractions for a system composed of (a) D20A20-diblock
copolymers or (b) A10D20A10-triblock copolymers as a function of the
Flory-Huggins interaction parameter, obtained with the static SCFT method
[red: majority A phase (electron-conducting); blue: majority D phase (hole-
conducting)].
tem we observe that continuous percolation paths are formed
in the range from morphology V up to morphology IX with a
maximum number of paths, obtained for the morphologies V
and VI. Similarly, as in case of the diblock-copolymer system,
the number of defects increases and transforms from dead
ends to isolated inclusions, which lead to severely discon-
nected phases starting from morphology VII up to morphol-
ogy IX. By further comparing these morphologies to the ones
of the diblock copolymers, we conclude that the phases in
case of the triblock copolymers are thinner and the nanostruc-
tures possess a larger interfacial length with a high degree of
phase separation in the range from morphologies V up to IX.
Next, in Fig. 3 we show the results for the internal quantum
efficiency IQE, exciton dissociation efficiency (EDE), charge
transport efficiency (CTE) for the systems composed of the
phase-separated (a) DA-diblock copolymers as well as (b)
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FIG. 3. Internal quantum efficiency (black), exciton dissociation efficiency (orange), charge transport efficiency (blue) for a system composed of (a) D20A20-
diblock copolymers or (b) A10D20A10-triblock copolymers as a function of the Flory-Huggins interaction parameter, obtained with the DMC-SCFT method.
Interfacial length (c) and total number of recombinations (d) for systems composed of D20A20-diblock copolymers (black) or A10D20A10-triblock copolymers
(orange) as a function of the Flory-Huggins interaction parameter.
ADA-triblock copolymers as a function of the χ -parameter,
obtained with the DMC-SCFT method. We compare these
results to the respective equilibrium morphologies for the
diblock-copolymer as well as triblock-copolymer systems,
shown in Figs. 2(a) and 2(b), respectively. From this analy-
sis, we infer that the EDE of the triblock-copolymer system
is always higher compared to the diblock-copolymer system
over the whole range of χ -parameters and that this differ-
ence in efficiency vanishes in the limit of high χ -parameters.
Moreover, we note that in case of the triblock-copolymer sys-
tem the EDE curve decreases nearly steadily with increas-
ing χ -parameter, whereas in case of the diblock-copolymer
system it reaches a minimum for the morphology V at a χ -
value of 0.5 and, then, increases slowly for higher χ -values.
To understand the causes for the reduction in the EDE and
the corresponding charge losses, we consider next in Fig. 3(c)
the length of the DA-interface for both block-copolymer sys-
tems as a function of the Flory-Huggins parameter. We de-
duce from the graph that the interfacial length of the triblock-
copolymer system is always larger in magnitude compared
to the one of the diblock-copolymer system over the whole
range of χ -parameters. Moreover, we note that the difference
in the quantity between both block-copolymer types decreases
rapidly up to a χ -value of 0.4 and afterwards decreases only
slowly for larger χ -values. This shows that the large differ-
ence in the EDE between the triblock- and diblock-copolymer
systems at low χ -parameters is partly due to the difference
in size of the DA interface, allowing a higher exciton dis-
sociation in the former case. Next, we consider in Figs. 4
and 5, respectively, the charge density and exciton dissocia-
tion frequency for both block-copolymer systems as a func-
tion of the Flory-Huggins interaction parameter. In the case
of the diblock-copolymer system, we see that the morpholo-
gies II−V possess large regions of negative or positive charge
accumulations and that these regions are characterized by a
low exciton dissociation frequency, causing substantial charge
losses. We further note that the most important contributions
to the charge accumulation in this regime are provided by
dead-end- and bottleneck-type of defects. We conclude from
these observations that, in addition to the decrease of the in-
terfacial length, charge accumulation in defects counteracts
charge generation and, thus, provides an additional contribu-
tion to the loss of charges in the case of these morphologies.
As a consequence, the EDE is decreasing to a minimum in
this regime. With increasing χ -parameter, these regions of
accumulated charges vanish successively, which results in a
smooth increase of the EDE as shown in Fig. 3(a). Similar ob-
servations can be made for the triblock-copolymer system. In
this case, we find that the largest drops in the EDE, observed
in the ranges χ = 0.3−0.4 and χ = 0.6−0.9, correlate with
the morphologies with the largest charge accumulations, i.e.,
morphologies (III and IV) for the first drop and morpholo-
gies (VI−IX) for the second drop. In conclusion, we see that
both the decrease of the interfacial length as well as a high
charge accumulation are the primary factors for the deteriora-
tion of the EDE. Both effects can lead to an effective charge
carrier loss and, thus, to a reduced IQE. Let us next compare
the CTE curves of the diblock- and triblock-copolymer sys-
tem, visualized in Figs. 3(a) and 3(b), respectively. From the
plots, we deduce that the CTE curve of the diblock-copolymer
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FIG. 4. Charge density for a system composed of (a) D20A20-diblock
copolymers or (b) A10D20A10-triblock copolymers as a function of the
Flory-Huggins interaction parameter, obtained with the DMC-SCFT method.
Electrodes are applied in horizontal direction for all morphologies [blue: neg-
ative charge (electron); red: positive charge (hole)].
system increases steeply from low χ -values up to a maximum
of 74% at χ = 0.4 and, then, stabilizes by oscillating around
a high CTE value of 50% at larger χ -values. For the triblock-
copolymer system, instead, the CTE curve passes through a
distinct maximum of 40% at χ = 0.6 and subsequently drops
to a CTE of around 10% at higher χ -values. To better un-
derstand the causes for these maxima in the CTE, we con-
sider in Fig. 3(d) the total numbers of recombinations for
both block-copolymer types as a function of the χ -parameter.
By comparing these latter curves to the CTE curves in
Figs. 3(a) and 3(b), we conclude that the maxima in the CTE
correlate with minima in the total number of recombinations
in both cases. Moreover, by further analyzing the two quanti-
ties for the triblock-copolymer system in the regime of large
χ -values, we see that the morphology IX at χ = 0.9 corre-
sponds to a second minimum in the number of recombina-
tions of similar magnitude as in case of morphology VI at
FIG. 5. Frequency of exciton dissociation for a system composed of (a)
D20A20-diblock or (b) A10D20A10-triblock copolymers as a function of the
Flory-Huggins interaction parameter, obtained with the DMC-SCFT method.
χ = 0.6, which however in this case results in a low CTE
of only 15%. This shows that the CTE is not only affected
by charge losses due to charge recombinations. To find addi-
tional charge-loss effects influencing the CTE, we analyze in
Fig. 4 the charge-density distributions for the triblock-
copolymer system of the two morphologies previously men-
tioned. We observe that for morphology IX strong accumula-
tions of negative and positive charges take place in the various
bottlenecks as well as dead ends throughout the whole nanos-
tructure, whereas for the morphology VI negative charges ac-
cumulate only in a spiral-like defect in the upper-right corner
of the charge-density plot. We conclude from these findings
that these defect types act as permanent charge traps, leading,
beside the charge recombinations, to additional charge losses
and consequently to a further deterioration of the CTE. More-
over, we observe that charge-carrier trapping is promoted in
dead-end-like nanostructures, where charges of opposite sign
are captured nearby and attract each other through internal
electrical fields, ultimately providing regions of strong charge
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accumulations as in case of the triblock-copolymer morpholo-
gies (VII−IX). To elucidate the prerequisites favoring one
or the other charge-loss mechanism, we study in the follow-
ing the physical characteristics leading to charge trapping or
charge recombination. Common to both cases is that one type
of charge carriers is slowed down or even fully hindered to
reach the electrode by a bottleneck or dead end at the level of
the mesoscale morphology, resulting in a local increase of the
concentration of this charge carrier type at this specific loca-
tion. Moreover, in case of the charge-trapping mechanism fast
removal of charges of opposite sign in the adjacent phases and
subsequent extraction at the respective electrode cause a lack
of charges in this region of the defect, which disfavors the
process of charge recombination with regard to the charge ac-
cumulation process. These phases are generally characterized
by direct percolation paths to one of the electrodes, allow-
ing fast extraction of charges with opposite sign. By contrast,
in case of the charge-recombination mechanism fast supply
of opposite charges in adjacent phases causes a considerable
number of charge recombinations, counteracting the process
of charge accumulation. As can be inferred from the charge-
recombination number distributions of the diblock-copolymer
system in Fig. 6(a), this loss mechanism occurs particularly
frequently in case of the morphologies (I−III), where the
low degree of phase separation and fine dispersion of D- and
A-phases throughout the system, leads to high availability
of charges for geminate charge recombination and, thus, to
a broad distribution of recombination events throughout the
system. Moreover, in case of morphology IV, which has the
lowest total number of recombinations, we observe only a few
localized sites with a high number of recombinations, which
concentrate around the small number of bottlenecks. With in-
creasing χ -parameter (morphologies: IV−IX), the total num-
ber of defects increases in the system, leading to a larger
number of sites with high recombination number. Similar ob-
servations can be made in case of the triblock-copolymer
system in Fig. 6(b), which is characterized by a homoge-
neous distribution of charge-recombination events at low χ -
parameter giving rise to a high total number of recombina-
tions (morphologies: I−IV). With increasing χ -parameter, the
degree of phase separation increases and the recombination
events become more localized around the defects, resulting in
high recombination numbers at these sites. Finally, by com-
paring Figs. 2(a) and 2(b) to Figs. 3(a) and 3(b), we conclude
that in the case of both block-copolymer systems the mor-
phologies with the largest number of continuous percolation
paths and the highest degree of phase separation possess the
highest CTE, i.e., morphology IV for the diblock-copolymer
system and morphology VI for the triblock-copolymer sys-
tem.
To evaluate the overall photovoltaic performance of so-
lar cells based on diblock- and triblock-copolymers, we con-
sider next in Figs. 3(a) and 3(b), their IQEs as a func-
tion of the Flory-Huggins interaction parameter and analyze
them with regard to the morphological characteristics, visu-
alized in Fig. 2. We see that the IQE curves of both block-
copolymer systems essentially possess the same functional
behavior as the corresponding CTE curves, however leveled
down in magnitude by their respective EDEs. Moreover, by
FIG. 6. Charge-recombination number distribution for a system composed of
(a) D20A20-diblock or (b) A10D20A10-triblock copolymers as a function of
Flory-Huggins interaction parameter, obtained with the DMC-SCFT method.
comparing the IQE curves of both polymer systems, we de-
duce that the diblock-copolymer system has a slightly higher
IQE than the triblock-copolymer system over the whole range
of χ -parameters. This essentially relates to its larger CTE,
which is not compensated by the higher EDE in the triblock-
copolymer case. Next, we analyze the impact of mechanical
stress on the photovoltaic performance of triblock-copolymer
systems, which are known to form stable networks of phys-
ical crosslinks conferring those materials useful properties
for flexible nanodevice applications. To this end, we show in
Fig. 7 the IQE, EDE, and CTE for morphology VI of the
triblock-copolymer system discussed previously as a function
of the mechanical load at different moduli of the D- and A-
phases. It is worth noting in this regard that, because we used
the theory of linear elasticity in conjunction with the finite-
element method, the mechanical loads applied here pertain to
the linear regime of mechanical properties.30, 52 As can be de-
duced from Fig. 7(a), the IQE curves of all block-copolymer
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FIG. 7. (a) Internal quantum efficiency, (b) exciton dissociation efficiency, (c) charge transport efficiency as well as (d) total number of recombinations for a
system composed of A10D20A10-triblock copolymers as a function of the external mechanical load at different bulk moduli for the D- and A-phases, obtained
with the DMC-SCFT method. Note that the mechanical loads were applied on the morphology VI of the triblock-copolymer system, which is the morphology
with the highest internal quantum efficiency.
systems decrease moderately at small mechanical loads and
afterwards they stabilize by performing small- up to medium-
sized oscillatory changes at higher loads, whose magnitudes
strongly depend on the moduli of the different phases. We
point out in this context that our findings are confirmed by
the recent mechanical measurements of Kaltenbrunner et al.53
on ultrathin bulk heterojunction polymer solar cells com-
posed of poly(3-hexylthiophene) (P3HT) and (6,6)-phenyl-
C61-butyric-acid-methyl ester (PCBM). These authors found
through cyclic compression and stretching of their samples
to 50% a gradual decrease in power up to 27% after 22 cy-
cles, leading to a successive degradation of the photovoltaic
performance of the material. Moreover, by further compar-
ing Fig. 7(a) with the corresponding EDE and CTE curves in
Figs. 7(b) and 7(c), we conclude that the CTE possesses a
similar functional behavior than the IQE, whereas the EDE
exhibits only moderate deviations from the starting value
of 62.5% over the whole range of mechanical loads. This
demonstrates that in this range of parameters the dependence
of the IQE on the mechanical changes is mainly influenced
by the CTE; however, it is only marginally affected by the
EDE. To analyze in more detail the causes for the deteriora-
tion of the CTE with increasing mechanical load, we show in
Fig. 7(d) the total number of recombinations as a function of
the externally applied mechanical load. We observe that up
to a mechanical load of 0.1 N/m2 the quantity strongly in-
creases for all systems with different moduli for the D- and
A-phases, which demonstrates that in this regime the reduc-
tion in the IQE is primarily caused by loss processes due to
charge recombination. Moreover, we note that with increasing
mechanical load the quantity reaches a plateau, which cor-
relates with the reduced supply of opposite charges enabling
charge recombination in proximity of the bottleneck- or dead-
end type of defects. The effectiveness and type of loss mech-
anism experienced by the charges in a defect are strongly de-
termined by the local deformation of the nanophases. These
findings are confirmed by considering the volume fractions of
the strained morphologies at mechanical loads of 0.1 N/m2
and 0.5 N/m2 in Figs. 1S and 2S (see the supplementary ma-
terial) in conjunction with the corresponding charge density
distributions as well as frequencies of exciton dissociation in
Figs. 3S−6S (see the supplementary material), respectively.54
Moreover, from Figs. 7(c) and 7(d) we infer that at a load
of 0.5 N/m2 the CTE curves of the morphologies with KA=
5.0 GPa, KD = 2.0 GPa, and KA = 2.0 GPa, KD = 2.0 GPa
possess almost the same values, despite a strongly differing
charge recombination number. This indicates that, under these
conditions, a large number of charges are lost due to a loss
process other than the charge-recombination process. To fur-
ther elucidate this issue, we consider next the charge-density
distributions of the corresponding strained morphologies in
Fig. 4S (see the supplementary material). From the charge-
density distribution of the strained morphology III, we deduce
that in the upper left part of the plot there is a region of strong
negative charge accumulation, which is not observed in the
other cases. As can be deduced from Fig. 2S (see the sup-
plementary material), this region is part of the spiral-like de-
fect, which acts as a dead end for the electrons and hinders
in this way their migration to the respective electrode. Due to
the lack of opposite charges in this part of the system, charge
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FIG. 8. (a) Total number of charges during charging- or uncharging-process
as a function of time and (b) charge density distributions after (I) charging-
or (II) uncharging-process for morphology IX of a system composed of
A10D20A10-triblock copolymers, obtained with the DMC-SCFT method.
Electrodes for this morphology were applied in horizontal direction.
losses due to charge recombinations become less probable,
whereas charge losses due to charge trapping, going along
with a deterioration of the exciton dissociation, are favored.
The latter conclusion can be drawn from Fig. 6S (see the sup-
plementary material), where a reduction of the exciton disso-
ciation frequency is observed in the region of negative charge
accumulation mentioned previously. As a consequence, these
additional loss processes cause that the strained morphology
III possesses the lowest EDE, CTE, and IQE of all morpholo-
gies at a load of 0.5 N/m2, whereas their effective suppression
in case of morphology IV with KA= 8.0 GPa, KD = 2.0 GPa
leads to the highest efficiencies at the same load.
In the previous analysis, we have found that in some
of the nanostructured morphologies a significant amount of
charges is accumulated, such as in the case of the triblock-
copolymer morphologies (VII−IX). By assuming that these
charges could be stored for a certain period of time and after-
wards regained through a change of the environmental con-
ditions, we conjecture that these systems could be used for
the purpose of charge storage. To investigate this aspect in
more detail, we show in Fig. 8(a) the total number of charges
as a function of the charging or uncharging time during the
process of charge loading or charge unloading of the mor-
phology IX. The charging of the system is accomplished by
carrying out the photovoltaic process, whereas uncharging is
achieved by reversing the polarity of the net electric field af-
ter the charging process has been completed. We deduce from
the graph that during the charging process the total number
of charges increases significantly up to a simulation time of
0.0025 s and, then, reaches a plateau with a maximum amount
of 800 charges up to the end of the charging process, which
corresponds to a stationary solution of the DMC algorithm. In
the case of the uncharging process, by contrast, we see that the
total number of charges possesses a regime of fast decrease up
to a simulation time of 10−7 s, which is followed by a regime
of slow decay in the timerange from 10−7 s up to 10−6 s. In the
final stage, the curve attains a plateau with a total number of
350 charges, which relates to the fact that some of the charges
remain trapped in the defects and, thus, cannot be extracted
from the device. This can be inferred from Fig. 8(b), where
we show the charge density distributions of morphology IX,
obtained after the (I) charging- and (II) uncharging-process,
respectively. By comparing both figures to the volume frac-
tions of the morphology IX in Fig. 2(b), we deduce that the
major part of the accumulated electrons and holes could be
extracted from regions with direct percolation paths to the
electrodes, whereas in regions with bottleneck- or dead-end-
type of defects a smaller fraction of holes remained captured
and, thus, was hindered to reach the respective electrode. This
finding is further confirmed through the simulation movie of
the uncharging process, which is provided in the supplemen-
tary material of this paper.54 Finally, we emphasize that these
trapped charges can only decay through the process of charge
recombination and, thus, cause a decrease of the charge stor-
age efficiency of the device.
IV. SUMMARY AND OUTLOOK
In summary, in this work we have presented a multi-
scale study, in which we explored the causes affecting the
photovoltaic performance of nanophase-separated polymer-
based solar cell materials with changing inter-monomeric
interaction strength, chain architecture and mechanical loads,
applied on the system. To this end, we made use of the DMC-
SCFT algorithm, which combines the self-consistent field
theory method, to generate the equilibrium nanostructured
morphologies, with a dynamic Monte Carlo algorithm, to
model the elementary photovoltaic processes. For the inves-
tigations, we considered block-copolymer systems, which
provide long-time stable thin-film nanostructured morpholo-
gies with optimal physical properties for flexible applications.
From our calculation results, we deduced that in the range
from low up to intermediate χ -parameters an increasing num-
ber of continuous percolation paths are formed with growing
interaction strength between the monomers. In this parameter
range, the CTE and IQE increase up to a maximum, char-
acterized by a minimum in the number of charge losses due
to charge recombination. In the regime of high χ -parameters
both block-copolymer systems form nanostructures with
a large number of bottlenecks and dead ends, leading to a
large number of charge losses due to charge recombination,
charge trapping, and a deterioration in exciton dissociation.
These loss mechanisms lead to a significant drop in the CTE
and IQE for both types of block-copolymer systems in this
parameter range. Moreover, by comparing the IQE curves of
both polymer systems, we deduce that the diblock-copolymer
system possesses a slightly higher IQE than the triblock-
copolymer system over the whole range of χ -parameters.
 Reuse of AIP Publishing content is subject to the terms: https://publishing.aip.org/authors/rights-and-permissions. Downloaded to  IP:  132.199.145.239 On: Thu, 20 Oct
2016 08:17:21
094901-12 Donets et al. J. Chem. Phys. 138, 094901 (2013)
This essentially relates to its larger CTE, which is not com-
pensated by the higher EDE in the triblock-copolymer case.
By further subjecting the triblock-copolymer morphology
with the highest IQE to different mechanical loads, we find
that the photovoltaic performance of the material decreases
with increasing external mechanical stress, caused by a grow-
ing number of charge losses due to charge recombination
and charge accumulation. Finally, we have also demonstrated
on the example of a system of triblock copolymers that the
process of charge trapping in defects can be reversed by
changing the polarity of the electrodes, which might confer
these materials the ability to be used as charge storage media.
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