Heavy tailed distributions present a tough setting for inference. They are also common in industrial applications, particularly with Internet transaction datasets, and machine learners often analyze such data without considering the biases and risks associated with the misuse of standard tools. This paper outlines a procedure for inference about the mean of a (possibly conditional) heavy tailed distribution that combines nonparametric inference for the bulk of the support with parametric inference -motivated from extreme value theory -for the heavy tail. We derive analytic posterior conditional means and variances for the expected value of a heavy tailed distribution. We also introduce a simple class of independence Metropolis Hastings algorithms that sample from the distribution for tail parameters via adjustments to a parametric bootstrap. This connects our framework to frequentist inference through a semiparametric bootstrap, and we show consistency for the latter algorithm. We also describe the use of informative priors for shrinking tails across groups to an overall background tail. The work is illustrated and validated on 72 experiments involving data from hundreds of millions of users of eBay.com.
Introduction
We refer to a data generating process (DGP) as heavy tailed when the distribution on exceedances beyond extreme thresholds cannot be bounded by an exponential disTaddy was also a visiting research fellow at eBay during this work. tribution. Heavy tails are quite common in measures of user (e.g., a registered website user or a recognized device) activity on the internet (Fithian & Wager, 2015; Taddy et al., 2015b) . For example, Figure 1 illustrates spending, in US$ per week spent on bought merchandise, across samples of users on eBay.com. Each sample 1 , of 0.1 to 30 million users, corresponds to a treatment group in one of the A/B experiments (randomized controlled trials) described below and studied in Section 7. In our modal treatment group, less than 0.1% of users spend more than $2000; however, these users account for 20% of the total spending. Such heavy tails imply that observations in high percentiles are both high variance and will have a large influence on sample means. In some cases (including, it appears, 3/4 of the groups studied in Section 7) the tail variance will be infinite. Even when the variance is merely near-infinite, these heavy tails have important consequences for our inference.
• The learning rate for mean inference is slower than 1 These contain targeted user subsets and are not from current traffic. They are not representative of eBay's aggregated revenue.
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√ n, such that the usual standard error estimators underestimate uncertainty (e.g., Romano & Wolf, 1999) .
• Common Gaussian error assumptions are invalid both in finite samples and asymptotically (Feller, 1971 ).
• Nonparametric bootstrap estimators of sampling uncertainty about the mean will fail: they are inconsistent for the true sampling distribution (Athreya, 1987) .
There are real practical implications for these issues. For example, the over-sized influence of large observations on the sample mean is well recognized by practitioners who measure on-line transactions. A common ad-hoc solution is to use Winsorization (Dixon, 1960) , wherein values above a threshold are replaced by that threshold. However, estimation is then sensitive to the Winsorization threshold and, due to the inconsistency of the nonparametric bootstrap, there are no obvious tools available for its optimal selection. Transaction distributions also include density spikes at zero and at other discrete points (e.g., 0.99, 100), making fully parametric modeling impractical.
This paper resolves these issues by combining nonparametric inference for the bulk of a distribution with parametric inference for tail data above a fixed threshold. Related approaches have been proposed in the literature (see below), but we make a number of unique contributions.
• We are able to derive exact posterior moments for the distribution's mean. These expressions require only the posterior mean and variance for the expected tail exceedance, which we make available via both analytical and efficient computational approximation.
• For inference about the tail parameters, we present a novel independence Metropolis Hastings algorithm that samples from the posterior through adjustment of the results from a parametric bootstrap. The algorithm is trivial to code, and provides information about the distance between Bayesian and frequentist inference.
• Our procedure is closely related to a frequentist algorithm that combines nonparametric and parametric bootstraps. We are able to show that this algorithm is consistent for the true sampling distribution, and the theory provides guidance on the choice of threshold.
• We describe shrinkage for individual tails towards an overall background distribution, and show that this leads to improved mean estimation.
We test and illustrate our work in the analysis of 72 A/B experiments involving data from more than 100 million users of eBay.com. Each experiment tracks treated and control groups of users over 1-3 weeks, with sample sizes between 1 and 30 million for each treatment group. The response of interest is the spending in US$ per week by each user during each experiment. In Section 6 we evaluate performance of our estimators through subsampling of individual treatment groups, and in Section 7 we apply our methods for improved estimation of average treatment effects.
The resulting framework is powerful and flexible and performs better than the alternatives. It is also very simple and scalable. We hope that it will find users amongst the large community of data scientists dealing with heavy tailed data who currently rely upon sensitive ad-hoc techniques.
Related Literature
A related Bayesian approach to extreme value analysis is proposed in Nascimento et al. (2012) : they combine a Dirichlet process mixture model below a threshold with a GPD above. All parameters, including the value of the threshold itself, are sampled from their joint posterior in an MCMC algorithm. Our approach is more simple and scalable: we allow for analytic expression of many of the relevant posterior statistics of interest and require only a simple bootstrap-based sampler for the tail.
Johansson (2003) describes estimation for the mean of a heavy tailed distribution that combines the sample mean below a threshold with the mean of a maximum likelihood estimated model above that threshold. The point estimates from this approach will be similar to ours, and will converge with enough data, but our approaches to uncertainty quantification are distinct. Johansson's asymptotic variance formulas depend upon unknown model parameters. Romano & Wolf (1999) provide a completely different approach to the problem, based upon sub-sampling. While the nonparametric bootstrap fails for heavy tails, Romano & Wolf show that algorithms based upon withoutreplacement sub-sampling can provide consistent approximations to the sampling distribution. We discuss and compare to their approach in our applications.
Finally, Fithian & Wager (2015) estimate the tail distribution for small samples through exponential tilting of models fit on larger samples. While their approach is totally different from our Bayesian hierarchical shrinkage technique, both works share the strategy of using background datasets to inform difficult estimation for individual tails.
A Semiparametric model for heavy tailed data generating processes
Our inference strategy is built around the use of Dirichletmultinomial sampling as a flexible representation for an arbitrary data generating process (DGP). In its standard application, this model treats the observed sample as a draw from a multinomial distribution over a large but finite set of support points. A Dirichlet prior is placed on the probabilities in this multinomial, and the posterior distribution over possible DGPs is induced by the posterior on these probabilities. The approach has a long history. It was introduced by Ferguson (1973) , it serves as the foundation for the Bayesian bootstrap (Rubin, 1981) , and it has been studied by numerous authors (Chamberlain & Imbens, 2003; Lancaster, 2003; Poirier, 2011; Taddy et al., 2015a; b) .
Our work presents an extension of the standard Dirichletmultinomial scheme. Consider a univariate random variable, say z. We assume the usual fully-nonparametric model below a certain fixed threshold, say u. That is, the prior DGP for z < u is a Multinomial draw, with Dirichlet distributed probability, from a large-but-finite number of support points. At the same time, with some probability our realized z is instead drawn as u + v where v > 0 is a random exceedance from some distribution. Hence, the full DGP model is a mixture of Multinomial sampling on arbitrary support and a parametric tail distribution.
We model our tail exceedances as realizations from a generalized Pareto distribution (GPD) 2 , with p(
for tail index ξ > 0 and scale σ > 0. The generalized Pareto is a commonly applied tail model (Smith, 1989; Davison & Smith, 1990; Pickands, 1994; Johansson, 2003; Fithian & Wager, 2015) with theoretical justification as the limiting distribution for exceedance beyond large u for a wide family of processes (Pickands, 1975; Smith, 1987; Coles & Tawn, 1996) . As ξ → 0 the GPD converges to an exponential distribution, and for ξ > 0 the tails are heavierthan-exponential. For ξ ≥ 1/2 the variance of v is infinite, and for ξ ≥ 1 the mean is infinite. Thus our analysis will focus on GPD models with ξ ∈ (0, 1), so that the tail is heavy enough to cause problems when bootstrapping 3 but not so heavy that the mean does not exist.
Combining the GPD and Dirichlet-multinomial sampling yields our semi-parametric prior for heavy tailed DGPs,
(2) where Z = {ζ 1 . . . ζ L }, all elements less than u, is the sup-2 However, our development does not depend upon this specific tail model; you can replace the GPD with your preferred distribution while making use of the ideas in this paper.
3 If you estimateξ ≈ 0, then standard Bayesian bootstrap methods (e.g., Taddy et al., 2015b) should apply and there is no need to model a parametric tail. port for the bulk of the DGP g(z)
4 and θ = [θ 1 · · · θ L+1 ] is a vector of random weights with θ l ≥ 0 ∀ l.
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Observations are assumed drawn independently from (2) by first sampling l i with probability θ li and then assigning z i = ζ li for l i ≤ L and otherwise drawing z i − u ∼ GPD. A posterior over g is induced by the posterior over the model parameters: θ, ξ, and σ. Functionals of g, such as E g f (z) for arbitrary function f and where E g implies expectation over z ∼ g, are thus random variables.
Inference on the sampling weights
A conjugate prior for the weights, θ, places independent exponential distributions on each element:
and we call a l > 0 the prior 'rate'. 6 We use a single
, each weight remains independent in the posterior with exponential distribution
We focus on the limiting prior that arises as a → 0; see Chamberlain and Imbens (2003) and Taddy et al. (2015a; 2015b) for discussion. This 'non-informative' limit yields a massive computational convenience: as a → 0 the weights for unobserved support points converge to a degenerate random variable at zero:
Our posterior for the DGP is then a multinomial sampling model with random positive weights on only the observed data points and on the tail model (l i = L + 1).
To simplify notation, say z i < u for i ≤ m and z i ≥ u for i = m + 1, . . . , m + n with N = m + n. We then overload notation and re-write θ = [θ 1 , . . . , θ m , θ m+1 ] as the posterior vector of weights on observations z 1 , . . . , z m (all less than u) and on the tail. We can then write a posterior DGP realization, conditional upon GPD parameters, as
This defines our posterior distribution over DGPs, with details on the GPD tail posterior deferred until Section 3.
Inference for the DGP mean
The mean of g(z) is a random variable that can be written
Uncertainty about Ez is induced by the posterior on weights θ and on the mean exceedance λ = σ/(1 − ξ). Because u is fixed, we have θ ⊥ ⊥ λ.
It is easy to see that Eµ = 1 m+n m i=1 z i + n m+n (u + Eλ), while the law of total variation yields posterior variance varµ = E[var(µ|λ)] + var (E[µ|λ] ). Given the properties of the Dirichlet posterior on θ/|θ|, the first term is
where
and Eµ is the posterior expectation from above. The second term is var(E[µ|λ]) = n 2 (m+n) 2 var(λ)and thus the full expression
As detailed below, Eλ and var(λ) are available through either Laplace approximation or Markov chain Monte Carlo.
Inference for tail parameters
In this section we describe Bayesian modeling and posterior inference for the GPD parameters, ξ and σ, conditional upon the sample of exceedances {v i = z m+i − u} n 1 . As discussed above, we are focusing on heavy tails with finite mean exceedences that correspond to ξ ∈ (0, 1). On this range, σ can take any positive value. A simple independent prior setup would then be
where Ga(· ; a, b) denotes a beta density with mean a/(a+ b) and Ga(· ; c, d) a gamma density with mean c/d, with a, b, c, d > 0. A useful version of (7) takes the limit c, d → 0 to obtain
the combination of a beta on ξ and an improper uniform prior on log σ. Following Northrop & Attalides (2015) and Castellanos & Cabras (2007) , the posterior for GPD parameters will be proper under the prior in (8) given a minimum of three observations. 8 We will work with versions of this prior throughout, with default specification a = b = 1 used absent any background information.
This combines with the GPD likelihood to yield a log posterior proportional to
which simplifies considerably under (8) with a = b = 1.
Maximization of (9) leads to MAP estimates of the parameters, say [ξ,σ] . The related problem of MLE estimation for GPDs is well studied by Grimshaw (1993) and his algorithm is easily adapted for fast MAP estimation within our domain [ξ, σ] ∈ (0, 1) × R + .
Laplace posterior approximation
The main object of interest is the posterior for the GPD mean, σ/(1 − ξ). We make the transformation
with inverse Jacobian |J| = 1 − ξ, to obtain the posterior
Note that the MAP estimate for λ is justλ =σ/(1 −ξ). The Laplace approximation (Tierney & Kadane, 1986) to the marginal posterior distribution on λ is available aŝ
,where ∇ λλ is the curvature of the log posterior 9 with respect to λ. The approximate variance for λ is, withq
Independence-MH via the parametric bootstrap
For small tail samples and non-informative priors, the Laplace approximation can underestimate posterior uncer-8 This holds under any prior specification that combines π(σ) ∝ σ −1 with an independent proper prior on ξ.
tainty. Instead, we propose a novel independence Metropolis Hastings (i-MH) algorithm (see, e.g., Gamerman & Lopes, 2006 ) that uses a parametric bootstrap of the MAP estimates as a proposal distribution in Markov Chain Monte Carlo. This approach is similar to the bootstrap reweighting of Efron (2012) , but unlike that work it does not require an analytic expression for the sampling distribution of the statistics of interest. The algorithm proceeds as follows.
• Fit the MAP parameter estimates [ξ,σ].
• Obtain B draws [ξ b ,σ b ] from the parametric bootstrap:
-Generate a sample of size n by simulating from the MAP estimated GPD model.
upon this simulated sample.
• Estimate the bivariate bootstrap distribution, say r(ξ, σ), via kernel smoothing on
.
•
where l is the log posterior objective in (9).
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In addition to being fast and simple, this algorithm offers a bridge between Bayesian and frequentist inference: if the acceptance probabilities are high, then there is little difference between the sampling distribution and the posterior.
A semiparametric heavy tailed bootstrap
This section studies a bootstrap algorithm that is closely related to our semiparametric Bayesian procedure. Consider frequentist inference about . Standard results on bootstrap consistency (Bickel & Freedman, 1981; Beran, 2003) require that G N converges in distribution (i.e., weakly) to G ∞ uniformly across all F N in a neighborhood, say F, containing F and also F N for N big enough.
11 Convergence in probability for
Athreya (1987) shows that the nonparametric bootstrapusing the empirical distribution function (EDF) asF Nis inconsistent for the distribution of the sample mean for data that has infinite variance. As explained by Hall (1990) , in this setting G N based upon samples fromF N does not converge uniformly to G ∞ because sums of the largest resampled observations, from GPD(ξ n ,σ n ) and obtain the corresponding MLE,λ
The results can then be applied in estimation of the sampling distribution, e.g., for
The distribution forμ N implied by our semiparametric bootstrap is the combination of three bootstrap estimators, for distributions on
, on m/N , and on λ n . Consistency of the nonparametric bootstrap for the first two statistics 12 can be established through standard arguments (Mammen, 1992) . To show consistency for our semiparametric bootstrap, we need to confirm that the parametric bootstrap using F N (z − u|z ≥ u) = GPD(ξ n ,σ n ) converges to the correct distribution forλ n .
Johansson (2003) considers DGPs with distribution functions F
, where c, δ > 0 and L(tz)/L(z) → 1 with z → ∞ for t > 0. This defines a wide class of heavy tailed distributions, and for u N large enough the distribution F (z − u N |z ≥ u N ) approaches a GPD(ξ, σ N ) where σ N = u N ξ. Following the same steps as Johansson, which apply results from Smith (1987) on the asymptotic distribution for MLEs [ξ n ,σ n ], you can show that for F (z) with ξ ∈ (0, 1) and
where q n =σ N (1 + ξ)(1 − ξ + 2ξ 2 )/(1 − ξ) 4 . Thus our bootstrap sample generator, GPD(ξ n ,σ n ), converges to F (z − u N |z ≥ u N ) along a sequence of distributions with meansλ n that are asymptotically normal around the target of interest, Beran (1997) , this is enough to establish consistency of this tail bootstrap, and hence of our full semiparametric bootstrap.
Intuitively, the parametric tail bootstrap succeeds here because our MLEs allow us to converge quickly to the 'true' GPD model; inference is then based upon new samples from this distribution and, unlike resamples from the EDF, these are not overly influenced by large order statistics in the original sample. From (13), this convergence holds so long as u N is growing at the right rate. Theoretically, the true GPD tail that we converge to with u N has σ N = ξu N . One can compare this σ N toσ n , the sample MLE for the same parameter, to see if they roughly agree. If not, u N might need to increase. In practice, however, we also advocate repeating inference over a range of thresholds u and using results from the region where they stabilize.
The remainder of this paper returns to our Bayesian framework, but the reader who is interested in frequentist inference may feel free to use the semiparametric bootstrap of this section instead. The two algorithms are very closely related: there is little difference between the Bayesian bootstrap and the nonparametric bootstrap on the bulk of the distribution (Rubin, 1981) and the i-MH sampler of Section 3.2 explicitly agrees with the frequentist parametric tail bootstrap whenever acceptance probabilities are close to one. Given this connection, the discussion above indicates that our semiparametric Bayesian inference will also have good frequentist properties in large samples.
Background tails and informative priors
Our semiparametric frameworks, both the Bayesian model and the frequentist bootstrap, apply targeted parametric modeling assumptions in a region of the distribution -the tail -where sample data contains little information for inference. We can take this approach further by specifying informative priors for tail parameters.
As an example, analysts at eBay have a prior holding that most treatments do not make much of a difference in the tail. That is, if you are planning to make a very large purchase then changes to website function and layout will not affect this plan. This information could be used to motivate a thresholded or Winsorized comparison between treatment group means, which effectively fixes the point above which one has decided the treatment cannot change the distribution. However, a better approach is to use the information in choosing parameters for the beta-gamma prior in (7).
Consider the distribution of tail parameters in Figure ( (8) with a = b = 1, across our 174 treatment groups. Although each MAP estimate corresponds to a different group of users, active in different regions of the website and under different website configurations, there is a concentration of mass around ξ = 1/2 (the precise mean is 0.503) and σ = 1300. Assuming that future groups differ little in the tail, we can build these locations into a prior.
We focus on use of prior information about the tail index, ξ. Theoretically, the tails of related distributions converge to a GPD with the same index (Pickands, 1975) and there is abundant precedence for analysis of multiple distributions using a shared tail index (Davison & Smith, 1990; Fithian & Wager, 2015) . One option is to use the Beta(a, b) distribution that best fits a sample of estimated tail indexes from prior analyses. In our eBay example, considering only the 149ξ corresponding to the tails not used for validation in Section 6 below, this yields a ξ ∼ Beta(9, 9) prior.
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This specification is based on a hierarchical model where each treatment group has a different tail. Alternatively, if every group has the same tail index 14 you will want to use as your prior for ξ the posterior conditional upon an aggregation of data across treatment groups. Applying the methods of Section 3 to aggregated data from the same 149 groups, we obtain a posterior, and hence prior, on ξ that is well approximated by a Beta(80, 80) distribution.
In Section 6 we find that both priors -the hierarchicalmodel Beta(9, 9) and the single-background-tail Beta(80, 80) -lead to significant improvements in estimation for the left-out 25 groups. In contrast, unless you have additional relevant information, we do not recommend using an informative prior on σ. This scale parameter is sensitive to the exceedance threshold u, so that information at one threshold does not inform estimation at another. The theory of Section 4 implies an asymptotic value of σ u = ξu, but the posterior for σ will often be centered away from this value. Experimentation under the setup of Section 6 for priors on σ (not shown) generally led to higher errors and lower ratios of the posterior standard deviation relative to the true error rate.
Performance study
Empirical evaluation is difficult in a heavy-tailed setting for reasons similar to those that make inference difficult: standard cross-validation routines are dominated by the highest order statistics, and unrealistic assumptions in the supposed 'true' model will dictate results from parametric simulations. However, a large literature (Politis & Romano, 1994; Bickel et al., 1997) has shown that, even in the presence of infinite variance and other difficulties, one can reliably measure performance by comparing estimators trained on small subsamples to the corresponding full sample statistic.
We applied this subsampling approach to the 25 treatment groups containing at least 100, 000 observations above $1000. We subsample random sets of N = 5000 from, and attempt to recover the mean for, observations above $1000 in each group. 15 In particular, for each subsample k we obtain, for each algorithm under study, a mean estimatê µ k . This estimate is then compared to the full-sample average,z, and we report the discrepancy. This was repeated 20 times for each treatment group, leading to 500 realized error sets over 25 different underlying distributions.
Results are shown in Figure 4 across a range of thresholds. 15 We are focusing on only observations above $1000 to avoid having to re-sample the original 10+ million observations. • Except for a default prior analysis -with ξ ∼ Beta(1, 1) -at high thresholds, all of the semiparametric Bayesian estimators have a lower root mean square error (RMSE) than the naive sub-sample mean. There is a clear benefit to using additional prior information about ξ, both in mean estimation (left) and in uncertainty quantification (right).
• Acceptance rates on the i-MH sampler were above 90% except at extreme thresholds, indicating convergence to inference from the semiparametric frequentist bootstrap.
• The lowest errors come from the most informative Beta(80, 80) prior on ξ, at about 1/2 of the naive error. Both i-MH (i.e. mean) and Laplace (i.e., MAP) estimators have similar error rates across all priors, but the MAP performance can be more sensitive to threshold choice.
• All three fully Bayesian methods (i.e., with i-MH sampling) yield standard deviation estimates slightly larger than their true error rate at u < $8000. The Laplace approximations tend to underestimate the error, except under the Beta(80, 80) prior; see Figure 3 for illustration of this at a particular threshold. The naive estimate of subsample mean standard error underestimates by 30%.
• For comparison, we also include subsampling estimator for the standard error of the sample mean (Romano & Wolf, 1999) . Application using subsamples of size N/2 leads to a standard error estimate that is 50% too small. It is outperformed by the Bayesian methods, which are not explicitly designed to have good frequentist coverage (although Section 4 indicates that they should for big N ).
• Winsorized estimators performed terribly (and are not shown) with RMSE twice as bad as naive even at u = $19, 0000, which is above 99.999% of all spending and above 99% of observations above $1000. At even higher thresholds (above $40,000), however, we did find that Winsorization could do better than the naive estimator.
The overall message is that the Bayesian semiparametric procedure, using either posterior MAP or mean tail posteriors, provides superior estimation. The fully Bayesian posterior standard deviations are conservative except at extreme thresholds, but one should be cautious about trusting the coverage from Laplace approximation unless using a strongly informative prior. See Figure 3 for illustration. However, here the most informative priors also give the best estimates; if you are willing to incorporate background tail information, you can have high quality point and uncertainty estimation at nearly zero computational cost (since Laplace approximation requires no sampling).
A/B experiments
Finally, we turn to the motivating application for these ideas. In an A/B experiment at eBay, two independent heavy tailed samples are obtained: one from a group receiving a treatment and another from a group receiving a control. The object of interest is then γ = µ 1 − µ 0 where µ 1 is the mean of the treatment group and µ 0 the mean of average standard error relative the the size-N sample mean. Using an estimate of the tail indexξ (we use the MAP), this standard error is then scaled according to a N min(0.5,1−ξ) learning rate.
the control group. Since the two samples are independent, variance on γ is the sum of variances on each group mean.
Results are shown in Figure 5 for four example experiments. The Bayesian estimation here uses our informative Beta(80, 80) prior and the uncertainty bounds are based upon the Laplace approximation. 17 In each case, the point and uncertainty estimates for the average treatment effects are remarkably stable across thresholds. In contrast, the Winsorized point estimators can change rapidly with u. At high thresholds, the Winsorized estimators approach the Bayesian estimators; standard errors calculated after Winsorization are always low relative to the Bayesian standard deviations. We also show the naive mean and standard error estimates. In all but one case, this yields an uncertainty interval that is qualitatively different from the Bayesian posterior; in two cases, use of our semiparametric inference procedure moves the treatment effect from looking possibly significant to insignificant, and visa versa.
Conclusion
Our field is excited about Big Data because it allows us to estimate tiny and complicated signals. However, even with massive amounts of data you need to be careful about inference in the presence of heavy tails. Instead of turning to a full modeling framework, which would be impractical on datasets of this size, we remain completely nonparametric for the easy bit (the middle of the distribution) while applying careful parametric modeling on the hard bits (the tail). Although the novel i-MH sampler is fast and simple (and provides a nice connection to frequentist inference), with prior information about the tail index you can avoid sampling altogether. The procedure is massively scalable.
We have focused on single distributions (and comparisons 17 Results at other priors and under i-MH sampling are similar. between pairs), but the work here is applicable in many more complex modeling scenarios. For example, any Bandit learning scheme (e.g., Scott, 2010) requires accurate uncertainty quantification for the posterior distribution of rewards; when these rewards come with a heavy tail, our approach should be used. As another example, nonparametric learners such as random forests will tend to over-fit (and generally perform poorly) in the presence of extreme values (Wyner et al., 2015) . With the full-sample tail providing an informative prior on ξ within partitions, our methods can be used to define a semiparametric loss function at leaf nodes.
