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Abstract
We study a stabilization problem of linear uncertain systems with parametric uncertain-
ties via feedback control over data-rate-constrained channels. The objective is to find the
limitation on the amount of information that must be conveyed through the channels for
achieving stabilization and in particular how the plant uncertainties affect it. We derive a
necessary condition and a sufficient condition for stabilizing the closed-loop system. These
conditions provide limitations in the form of bounds on data rate and magnitude of uncer-
tainty on plant parameters. The bounds are characterized by the product of the poles of the
nominal plant and are less conservative than those known in the literature. In the course
of deriving these results, a new class of nonuniform quantizers is found to be effective in
reducing the required data rate. For scalar plants, these quantizers are shown to minimize
the required data rate, and the obtained conditions become tight.
1 Introduction
In this paper, we study stabilization of uncertain discrete-time linear systems over communica-
tion channels. Due to the use of channels, the amount of information transmitted through a
channel at a time step, or the data rate, is limited to a finite number. In real systems, the rates
are finite because of the limitations on bandwidths and resolutions of sensors. As a consequence
the controller may not have access to the exact plant states but only their approximated values
are given at each step. Clearly, such communication constraints may be harmful and can cause
degradation in control performance. In the pioneering work of [29], it has been shown that
there exists a critical value in the data rate to stabilize a feedback system over channels, and
moreover the value depends only on the product of the unstable poles of the open-loop system.
This result has motivated researchers to derive general minimum data rate theorems [25] and to
extend them to various problems including stabilization of stochastic systems [16] and nonlinear
systems [10], control with shared channels among multiple nodes [18], and time-varying data
rate constraints [13] (see also the survey paper [17]). Moreover, it is interesting that several
works have pointed out that notions and tools in information theory are useful in the analysis
of data rate limited control problems. In [26], rate distortion theory is employed to deal with
the linear quadratic Gaussian problem over a channel. In [23], an entropy-based approach has
been established to study performance limitations on disturbance rejection.
The main feature of this paper is that we take account of uncertainties in plant models.
Control of uncertain networked systems has been discussed in several recent works. In [21],
∗This work was supported in part by the Ministry of Education, Culture, Sports, Science and Technology,
Japan, under Grant-in-Aid for Scientific Research Grant No. 23760385 and by the Aihara Project, the FIRST
program from JSPS, initiated by CSTP.
†K. Okano is with the Department of Electrical and Computer Engineering, University of California, Santa
Barbara, CA 93106, U.S.A. and is a JSPS Research Fellow. Email: kokano@ece.ucsb.edu.
‡H. Ishii is with the Department of Computational Intelligence and Systems Science, Tokyo Institute of Tech-
nology, Yokohama, 226-8502, Japan. Email: ishii@dis.titech.ac.jp.
1
linear time-invariant systems with norm bounded uncertainties are considered, while in [12]
scalar systems (state variables are scalars) with nonlinear terms, stochastic uncertainties, and
disturbances are dealt with. Though sufficient conditions on data rates are obtained, these
results do not characterize the minimum rate. Another related problem in networked control is
stabilization based on the so-called logarithmic quantizers [4, 5, 28]; uncertain plants have been
studied in [6] and [7] from robust control and adaptive control viewpoints, respectively.
The focus of our study is to derive limitations on the data rates necessary for stabilization of
uncertain systems. In particular, the limitation is characterized by the level of plant instability
as in the data rate theorems mentioned above and is expressed in terms of data rates and the
uncertainty bounds on plant parameters. Under the presence of uncertainties, in general, this is a
difficult problem. The reason is that the combination of plant uncertainties and the nonlinearity
in the system due to quantization complicate the analysis of state evolutions. In this paper, to
overcome such difficulties, we formulate the problem based on two ideas as follows.
First, we assume that the plant is a single-input and single-output system, and its uncertain-
ties are parametric. In the analysis of such a system, the product of poles of the nominal plant
can be expressed as a single parameter, which corresponds to the constant term in the denomi-
nator polynomial of the transfer function; for the case of known plants, this viewpoint has been
proposed in [30]. The coefficients of the polynomial lie somewhere within known bounds, and in
this sense the plant is parametrically uncertain. In the context of robust control, parametrically
uncertain systems have been extensively studied (see, e.g., [1, 2]). The celebrated Kharitonov’s
theorem [8] provides an exact condition for robust stability for continuous-time systems, though
its extensions to discrete-time systems are somewhat limited.
The second idea to tackle the uncertain systems case is the introduction of some structure
into the controller by imposing restriction on the state estimation scheme. It is important to
note that this controller class includes those that have appeared in minimum data rate results for
known plants for derivation of sufficient conditions [24,25,30]. Therefore, when specialized to the
case without uncertainties, our results coincide with those in such previous works. An interesting
aspect in the uncertain case is that the quantizer used in the encoder should not be restricted
to the conventional uniform quantizers as in [12, 20, 21]. We propose a new quantizer, which is
in fact designed to compensate plant uncertainties and is capable of reducing the required data
rate. Indeed, for scalar plants, this quantizer becomes optimal in the sense that it minimizes the
required data rate. This quantizer is a piecewise constant function whose step width shrinks as
the input becomes larger in magnitude. In the special case of known plants, it becomes uniform,
which supports the use of uniform quantizers in [30].
The paper is organized as follows. In Section 2, we describe the setup of the networked
control system and formally state the stabilization problem that we consider. Next, in Section
3, we present our first main result, which characterizes the minimum data rate for uncertain
plants. Sections 4 and 5 are devoted to provide key lemmas and the proof of the first main
result; in Section 4, a lower bound on the expansion rate of the state estimations set is analyzed
and the optimal quantizer which can achieve the lowest expansion rate is provided in Section 5.
In Section 6, a sufficient bound on the data rate is obtained by constructing a specific control
scheme. Tightness of the presented limitations is discussed in Section 7. We show the cases
that the necessary condition and the sufficient condition become tight and less conservative
than those presented in the existing results. In Sections 8 and 9, we generalize the control and
communication scheme from a static one to a time-varying one and extend the previous results.
Finally, we conclude the paper in Section 10.
The material of this paper was presented in [19] in a preliminary form. In this paper, we
denote log2(·) simply as log(·).
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Figure 1: Networked control system.
2 Problem Formulation
In this section, we state the setup of the control systems and formulate the problem to be solved
in this paper.
We consider stabilization of a single-input single-output discrete-time system which has a
communication channel at the side of the plant output as depicted in Fig. 1. At time k, the
encoder observes the plant output yk ∈ R and quantizes it. The quantized signal sk ∈ ΣN is
transmitted to the decoder through the finite data rate channel. Here, the set ΣN represents
all possible outputs of the encoder and contains N symbols. Thus, the required data rate is
expressed as R := logN [bits/sample]. From the received signal sk, the decoder computes the
interval Yk ⊂ R, which is an estimate of yk. Finally, using the past and current estimates, the
controller provides a control input uk ∈ R.
In what follows, we describe the details of each component in the system. The plant is an
n-dimensional autoregressive system whose parameters are uncertain1:
yk+1 = a1yk + a2yk−1 + · · · + anyk−n+1 + uk. (1)
Here, for the initial values yk, k = −n + 1,−n + 2, . . . , 0, there exist known bounds Yk > 0 as
|yk| ≤ Yk, and the input uk is set to 0 for k < 0. Each uncertain parameter ai is represented by
the nominal value a∗i and the width ǫi ≥ 0 of the perturbation as
ai ∈ Ai := [a
∗
i − ǫi, a
∗
i + ǫi] for i = 1, 2, . . . , n. (2)
Let A∗ represent the set of parameters ai where each parameter is the nominal one, and let λA∗
be the product of the poles of the plant with the parameters A∗.
The encoder quantizes the plant output yk into the N -alphabet signal sk ∈ ΣN , where
ΣN := {1, 2, . . . , N}. The input range of the encoder is centered at the origin and the width is
defined by a scaling parameter σk > 0. In particular, the output sk of the encoder is given as
sk = qN
(
yk
σk
)
, (3)
where qN (·) is a static N -level quantizer whose input range is [−1/2, 1/2]. In the quantizer
qN , it is assumed that boundaries of the quantization cells are symmetric about the origin.
This assumption is introduced to avoid complexity in the analysis regarding how large the state
estimation sets generated by quantized information become. By its symmetry, the quantizer
qN is characterized by the set of boundary points hl ≥ 0, l ∈ {0, 1, . . . , ⌈N/2⌉}, of nonnegative
quantization cells. Here, ⌈·⌉ is the ceiling function. These points must satisfy
h0 = 0, h⌈N/2⌉ =
1
2
, hl < hl+1. (4)
1 The results in this paper can be extended to the case where the plant is a time-varying ARX model as
yk+1 =
∑ny
i=1 ai,kyk−i+1 +
∑nu
i=1 biuk−i+1, where b1, . . . , bnu are known parameters and b1 6= 0. In [15], a related
class of plants is studied for limited data rate control.
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The origin h0 is a boundary only when the number N of quantization cells is even. However,
for simplicity, we use the same notation above even if N is odd. Denote the quantization cells
determined by {hl}l, from left to right, by Ci, i = 1, 2, · · · , N :
(i) If N is odd, then
Ci :=


[−h⌈N/2⌉−i+1,−h⌈N/2⌉−i) if i ∈ {1, 2, · · · , ⌈
N
2 ⌉ − 1},
[−h1, h1) if i = ⌈
N
2 ⌉,
[hi−⌈N/2⌉, hi+1−⌈N/2⌉) if i ∈ {⌈
N
2 ⌉+ 1, ⌈
N
2 ⌉+ 2, · · · , N − 1},
[h⌈N/2⌉−1, h⌈N/2⌉] if i = N.
(5)
(ii) If N is even, then
Ci :=


[−hN/2−i+1,−hN/2−i) if i ∈ {1, 2, · · · ,
N
2 },
[hi−1−N/2, hi−N/2) if i ∈ {
N
2 + 1,
N
2 + 2, · · · , N − 1},
[hN/2−1, hN/2] if i = N.
(6)
Then, for a given set of boundaries {hl}l of the quantizer qN and consequently the quantization
cells (5) or (6), we define the outputs of the quantizer as follows:
qN (y) := i if y ∈ Ci for i = 1, 2, · · · , N. (7)
The decoder converts the received signal sk to the interval Yk ⊂ R, which provides an
estimate of the set in which the plant output yk should be contained. Formally, Yk is defined as
the interval corresponding to the quantization cell that yk fell in, i.e.,
Yk := σkCsk . (8)
The controller provides the control input uk based on the estimates Yk−n+1, . . . ,Yk as
uk =
n∑
i=1
fi,k (Yk−i+1) , (9)
where fi,k(·) is an arbitrary map from an interval on R to a real number.
We remark that the scaling parameter σk should be large enough to cover all possible inputs
to the encoder. Otherwise, the quantizer may be saturated, in which case we lose track of the
plant output yk. On the other hand, if we take σk large, the quantization error also becomes
large. Moreover, to achieve stabilization of the system, σk should decay to zero gradually.
We determine the scaling parameter σk as follows. At time k, the encoder and the decoder
predict the next plant output yk+1 based on the observed Y0, . . . ,Yk. Let Y
−
k+1 ⊂ R be the set
of all possible outputs yk+1 of the uncertain system (1). Then the scaling parameter σk+1 is
chosen such that
σk+1 ≥ µ(Y
−
k+1), (10)
where µ(·) denotes the Lebesgue measure on R.
The prediction set of the plant output yk+1 constructed at time k is defined as follows:
Y−k+1 := {a
′
1y
′
k + · · · + a
′
ny
′
k−n+1 : a
′
1 ∈ A1, . . . , a
′
n ∈ An,
y′k ∈ Yk, . . . , y
′
k−n+1 ∈ Yk−n+1}. (11)
Under this definition, our prediction strategy is to use the information regarding yk, . . . , yk−n+1
independently such that yk−i+1 ∈ Yk−i+1 for each i = 1, 2, . . . , n, where Yk−i+1 is the interval
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received by the decoder at k− i+1. Then, clearly, µ(Y−k+1) is large enough to include yk+1, and
is computable on both sides of the channel.
The control objective is to robustly stabilize the networked control system depicted in Fig. 1
for all possible parameters within the bounds in (2).
The problem setup is particularly affected by the consideration of uncertain plants. To
overcome the difficulties due to the uncertainty, we have introduced some structures in the plant
as well as the controller. In the plant (1), the product of the poles is represented as a single
parameter an. As we mentioned in Section 1, the product of the poles plays an important role
to describe the bounds on the data rate. Since our objective is to characterize the bounds by the
product of the poles, the simple expression of the key parameter helps to reduce the complexity
in the analysis.
Similarly, the classes of controllers (9) and prediction sets (11) are employed to pursue an
analytical approach and, in particular, to obtain necessary limitations in an explicit formula.
Here, we use the information regarding yk−n+1, . . . , yk independently. This may make the state
estimation somewhat conservative. On the other hand, in related works, e.g., [16, 25, 30], the
controller can be an arbitrary causal function. If we use a more general controller or a predic-
tion method that allows us to look at the correlations among them, then the estimation sets
Yk−n+1, . . . ,Yk−1 from times before the current time k may be updated so that they shrink in
size. As a result, the system can be stabilized under a smaller data rate compared with the case
employing (9) and (11). We note that it may be possible to minimize the state estimation sets
numerically [22]; however, in the case of uncertain plants, it is difficult to do this analytically.
Here, regarding the set Y−k+1, we introduce a useful lemma, which will be referred to in the
following sections.
Lemma 1. The prediction set Y−k+1 defined in (11) satisfies the following equality:
µ(Y−k+1) =
n∑
i=1
µ (AiYk−i+1) , (12)
where AiYk−i+1 := {a
′y′ : a′ ∈ Ai, y
′ ∈ Yk−i+1} for i = 1, 2, . . . , n.
Proof. By applying the Brunn-Minkowski inequality [3] to (11), we have µ(Y−k+1) ≥∑n
i=1 µ (AiYk−i+1). Furthermore, the equality holds since AiYk−i+1, i = 1, . . . , n, are connected
intervals in R by the definitions in (2) and (8).
3 Minimum Data Rate: Fixed Data Rate Case
In this section, we consider the quantizer (7) using a fixed number N of quantization cells.
Under the setup, we present a lower bound on the data rate R as a necessary condition for the
system to be stable. The bound is expressed by the level of instability and uncertainty in the
plant. It is important to note that the previous works [6,12,21] dealing with uncertainties have
studied only sufficient conditions which contain some conservativeness.
Before providing the result, we introduce an assumption regarding the poles of the plant.
Assumption 1. The product of the poles of the plant is greater than 1 for all possible param-
eters in (2), i.e.,
|a∗n| − ǫn > 1. (13)
Remark 1. This assumption is required in Sections 3, 4, and 8, where we pursue characterization
of necessary data rates for stability, since our objective is to describe the data rate limitation
by the product of poles λA∗. For cases of known plants [16, 24, 25], the data rate bounds are
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expressed only by the poles outside the unit circle. In these works, the states corresponding to
the stable poles have been omitted by applying transformation of the state coordinate. However,
if the plant parameters contain uncertainties, we can not make such a transformation. If the
plant has any stable modes, the limitation on the data rate given below necessarily becomes
loose.
To describe the main result in this section, we introduce the following notation:
r :=
|λA∗| − ǫn
|λA∗|+ ǫn
. (14)
We are now ready to present the necessity result for the static data rate case.
Theorem 1. Under Assumption 1, if the system in Fig. 1 is stable with the static quantizer
(7), then it holds that
R > Rnec :=
{
log log(1−ǫn)
2
log r if ǫn > 0,
log |λA∗| if ǫn = 0,
(15)
0 ≤ ǫn < 1. (16)
One can confirm that the lower bound Rnec on data rate is monotonically increasing with
respect to |λA∗| and ǫn. Thus, more unstable dynamics or more uncertainty in the plant will
result in higher requirement in communication with a larger data rate. We remark that there is
no gap between the two expressions in (15) since Rnec is right continuous with respect to ǫn at
ǫn = 0.
For the special case where no plant uncertainty, i.e., ǫi = 0 for i = 1, . . . , n, the bound Rnec
takes the well-known form log |λA∗|. In addition, if all poles lie outside of the unit circle, this
bound coincides with those given in [16,25]. It is interesting to note that for an uncertain plant
with ǫn > 0 and Rnec > 1, the following inequality holds:
Rnec > max
λA∈[λA∗−ǫn,λA∗+ǫn]
log |λA|.
That is, even if we assume the most conservative plant dynamics within (2), the bound for the
known plants case is looser than the necessary data rate bound Rnec.
Moreover, we remark that for the uncertain plants such that Rnec < 1, we have that Rnec <
maxλA∈[λA∗−ǫn,λA∗+ǫn] log |λA|. However, we can not construct a quantizer achieving R < 1 since
this implies that the number of the quantization cells N is less than 2. Thus, the case of Rnec < 1
may be less interesting from a practical viewpoint.
In the following example, we compare the necessary limitation Rnec with the result for known
plants to confirm the gap between the two bounds.
Example 1. Consider a plant with ǫn = 0.35. Fig. 2 shows the data rate bounds Rnec and
log |λA| versus the product of the poles λA∗ of the nominal plant or a
∗
n. The solid line represents
the necessary data rate in Theorem 1, and the dotted lines are those for known plants. Note that
the bounds do not depend on the parameters a1, . . . , an−1. Due to the uncertainty, the bound
for known plants varies within the area bounded by the dotted lines. However, there exists a
gap between the solid line and the upper dotted line. Hence, the limitations for known plants
are insufficient in the presence of uncertainties. Furthermore, we observe that when R < 1 the
upper dotted line is greater than the solid line as we mentioned above.
The work [20] shows another special case of Theorem 1. for the case when the quantizer
is uniform; the uniform quantizer is the simplest quantizer, which divides the input range into
quantization cells of same lengths. If the plant is uncertain with ǫn > 0, then the necessary data
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Figure 2: Data rate limitations versus the product of the poles λA∗ (ǫn = 0.35): Rnec (solid)
and the maximum and the minimum of the bound log |λA| for the known plants case within the
uncertainty (dotted).
rate bound in [20] is higher than that in (15). Therefore, we may stabilize the system with a
lower data rate by using a quantizer that is not uniform but more general.
The proof of the Theorem 1 will be presented in the following two sections. Throughout the
proof, the central question is as follows: Under the situation where the estimation set of the
plant state becomes large due to instability, at least how precise is the quantization required
to be to make the estimation set gradually small? To answer this question, in Section 4, we
evaluate the expansion rate of the estimation set for a given quantizer. We focus on the effect
of an on the expansion of the estimation set, since an is equal to the product of the poles of
the plant. Then, in Section 5, the optimal quantizer which minimizes the expansion rate is
presented.
4 Upper Bound on Expansion Rate for a Given Quantizer
In this section, we analyze the expansion rate of the state estimation set for a given quantizer
whose boundary points are {hl}l. We first introduce the sequence wl, l = 0, 1, . . . , ⌈N/2⌉ − 1, as
wl :=
{
2(|a∗n|+ ǫn)hl+1 if N is odd and l = 0,
(|a∗n|+ ǫn)hl+1 − (|a
∗
n| − ǫn)hl else.
(17)
Then, the next lemma holds as a necessary condition for the quantizer {hl}l.
Lemma 2. Under Assumption 1, if the system in Fig. 1 is stable, then it holds that
max
l∈{0,1,...,⌈N/2⌉−1}
wl < 1. (18)
Proof. First, we show that stability of the system requires convergence of σk. For the estimation
set Yk, it is obvious that maxy′k∈Yk |y
′
k| ≥ µ(Yk)/2. Letting δ be the smallest width of the
quantization cells, we have that µ(Yk) ≥ δσk. Hence, if limk→∞ |yk| = 0, then limk→∞ σk = 0
holds.
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In the rest of the proof, we show that (18) is a necessary condition for the convergence of
σk. Notice that from (10) σk+1 is bounded from below by µ(Y
−
k+1). Substitution of (12) from
Lemma 1 into (10) yields
σk+1 ≥
n∑
i=1
µ (AiYk−i+1) ≥ µ (AnYk−n+1) . (19)
We next evaluate the far right-hand side of the above inequality. The set AnYk−n+1 depends
on the boundaries of An and Yk−n+1. By (2), we have An = [a
∗
n−ǫn, a
∗
n+ǫn]. The boundaries of
Yk−n+1 vary depending the cell which the output yk−n+1 fell in. Let define the index lk−n+1 of
the cell as follows: For given Yk and σk, let lk be the index of Yk such that infy′k∈Yk |y
′
k/σk| = hlk .
We claim that the width µ(AnYk−n+1) can be written as
µ(AnYk−n+1) = wlk−n+1σk−n+1. (20)
Here, for simplicity, we assume that a∗n > 0. Notice that from (13), An does not contain the
origin. By replacing a∗n with |a
∗
n| in the discussion, we can obtain the relations for the case
a∗n < 0.
To derive (20), we consider the following two cases (i) and (ii) and use basic results of
interval arithmetics [14]. Denote the infimum and the supremum of Yk−n+1 by Yk−n+1 and
Yk−n+1, respectively.
(i) Yk−n+1 < 0 < Yk−n+1: In this case, from (5), (6), and (8), N is odd and lk−n+1 = 0, or
equivalently, Yk−n+1 = [−h1σk−n+1, h1σk−n+1). Thus, the width of the product of the intervals
is computed as follows:
µ(AnYk−n+1) = (a
∗
n + ǫn)(Yk−n+1 − Yk−n+1)
= 2(a∗n + ǫn)h1σk−n+1.
Hence, (20) holds for this case.
(ii) Yk−n+1 ≥ 0 or Yk−n+1 ≤ 0: In this case, N is even or lk−n+1 6= 0. First, suppose that
0 ≤ Yk−n+1. Noticing (13), we have
µ(AnYk−n+1) = (a
∗
n + ǫn)Yk−n+1 − (a
∗
n − ǫn)Yk−n+1
=
{
(a∗n + ǫn)hlk−n+1+1 − (a
∗
n − ǫn)hlk−n+1
}
σk−n+1.
The same equalities can be established for the case of Yk−n+1 ≤ 0 by flipping the signs of Yk−n+1
and Yk−n+1. Thus, we have (20) for this case also.
Finally, by (19) and (20), it holds that σk+1 ≥ wlk−n+1σk−n+1. Since σk → 0 for all possible
parameters in (2) and initial values, the maximum of wlk−n+1 must be less than 1, i.e., (18) is
necessary.
5 Optimal Quantizer
In the previous section, we have seen a condition for stability on the expansion rate wl, which is
defined depending on the quantizer. In this section, we find the quantizer that minimizes maxl wl
for a fixed N . To state such an optimal quantizer, we introduce the quantizer q∗N represented
by the boundary points {h∗l }l as follows:
(i) If ǫn > 0, then
h∗l =
{
1
2
1−trl
1−tr⌈N/2⌉
if N is odd,
1
2
1−rl
1−r⌈N/2⌉
if N is even,
(21)
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Figure 3: Boundaries of the quantizer q∗N when |λA∗| = 3.0, ǫn = 0.5, and N = 8.
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Figure 4: Expansion of the intervals in which the output should be included by the plant
instability a ∈ A = [a∗ − ǫ, a∗ + ǫ], a∗ > 0.
where t := |λA∗|/(|λA∗| − ǫn).
(ii) If ǫn = 0, then
h∗l =
{
1
N
(
l − 12
)
if N is odd,
1
N l if N is even.
(22)
The following lemma holds.
Lemma 3. The quantizer q∗N minimizes maxl wl.
Fig. 3 illustrates the quantization boundaries {h∗l }l of the optimal q
∗
N when |λA∗| = 3.0,
ǫn = 0.5, and N = 8. We observe that the quantizer takes its quantization cells smaller towards
the boundaries ±1/2 of the input range. This nonuniformity is an outcome of the minimization
of maxl wl. Intuitively, this characteristic can be explained as follows. For simplicity, consider
the case of a scalar plant where the parameter is given as a ∈ A = [a∗− ǫ, a∗+ ǫ], a∗ > 0. Under
the control scheme, the plant output yk is quantized and only the cell, or the interval Yk, to
which it belongs is known to the controller. After one time step, because of the plant instability,
the interval in which the output should be included will expand in width. When the plant model
is known, the expansion ratio is constant and is equal to |a∗| for any cell. However, with plant
uncertainties, the ratio depends on the location of the cell. In particular, cells further away from
the origin expands more. This fact is illustrated in Fig. 4(a) when the quantization is uniform.
In contrast, when the proposed quantizer q∗N is used, the intervals after one step have the same
width (see Fig. 4(b)).
Furthermore, the quantizer q∗N becomes more nonuniform in the presence of more uncertain-
ties in the plant, expressed with a larger ǫ. This can be seen in the definition of the boundary
points {h∗l }l, where the ratio r given in (14) determines the widths of the cells. Note that when
ǫ = 0, q∗N becomes a uniform one as we have seen in (22).
For the general order plants case, the parameter a in the above explanation should be replaced
with the nth parameter an, which is equal to the product of the poles of the plant and takes
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the nominal value as |λA∗|. Thus, the proposed quantizer q
∗
N minimizes the maximum width of
the intervals expanded by an and other parameters do not affect the structure of q
∗
N . This is
because we have focused on the effect of an in the stability analysis in the proof of Lemma 2.
As a consequence, q∗N is expressed in a simple form by |λA∗| and its uncertainty ǫn.
Finally, it is interesting to note that as we see in Fig. 3, the quantizer q∗N has a property
in contrast with the logarithmic quantizer studied in [4, 5, 7, 28]; in such quantizers, the quan-
tization cells become small for inputs around the origin and grow exponentially as the input
size increases. We also note that other nonuniform quantizers have been studied in [9] and [27],
where stabilization of a continuous-time system and a system identification problem over digital
communication channels have been respectively investigated.
Proof of Lemma 3. After some calculation, we have that wl is constant with respect to l, i.e.,
wl = wl′ for any l, l
′ ∈ {0, 1, . . . , ⌈N/2⌉ − 1} (23)
if and only if the quantizer is q∗N . Therefore, it is enough to show that a quantizer which does not
satisfy (23) yields a larger maxl wl compared with the case q
∗
N . We prove this by contradiction.
For a given quantizer with the boundaries {hl}l, denote the expansion rates wl under the
quantizer by wl(h). Assume that there exists a quantizer {gl}l such that (23) is not satisfied
and it holds that maxl wl(g) < maxl wl(h
∗). Then, for any l ∈ {0, 1, . . . , ⌈N/2⌉ − 1},
wl(g) ≤ max
l′
wl′(g) < max
l′
wl′(h
∗) = wl(h
∗). (24)
We now look at the relation between gl and h
∗
l for each l. From (4), we have g0 = h
∗
0 = 0.
Substituting these equations into (17), we obtain
w0(g) =
{
2(|a∗n|+ ǫn)g1 if N is odd,
(|a∗n|+ ǫn)g1 else,
w0(h
∗) =
{
2(|a∗n|+ ǫn)h
∗
1 if N is odd,
(|a∗n|+ ǫn)h
∗
1 else.
For the case l = 0 in (24), we have w0(g) < w0(h
∗). Thus, from the above equations, we have
that
g1 < h
∗
1. (25)
Furthermore, by (17), it follows that
wl(g) = (|a
∗
n|+ ǫn)gl+1 − (|a
∗
n| − ǫn)gl,
wl(h
∗) = (|a∗n|+ ǫn)h
∗
l+1 − (|a
∗
n| − ǫn)h
∗
l
for l ∈ {1, 2, . . . , ⌈N/2⌉ − 1}. Substitution of these equations into (24) gives
gl+1 ≤ rgl +
maxl′ wl′(g)
|a∗n|+ ǫn
, h∗l+1 = rh
∗
l +
maxl′ wl′(h
∗)
|a∗n|+ ǫn
.
By introducing the relation (25) to the above, we recursively obtain gl < h
∗
l for all l ∈
{1, 2, . . . , ⌈N/2⌉}. This contradicts g⌈N/2⌉ = h
∗
⌈N/2⌉ = 1/2 given in (4). Therefore, it follows
that {h∗l }l is the optimal quantizer.
Since we found the quantizer which minimizes maxl wl, the lower bound on N satisfying (18)
is the necessary condition on the data rate R (= logN). This is to be proved as the last step of
the proof of Theorem 1.
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Proof of Theorem 1. In this proof, we derive the bounds (15) and (16) from (18) in Lemma
2 by employing q∗N as the quantizer. First, suppose that ǫn > 0. We consider the following two
cases.
(i) N is even: In this case, by the definition of {h∗l }l, we have that h
∗
l = (1− r
l)/(1− r⌈N/2⌉).
Thus, it holds that maxl wl = ǫn/(1 − r
⌈N/2⌉). Consequently, the necessary condition (18) is
equivalent to
N > N (e)nec :=
log(1− ǫn)
2
log r
, ǫn < 1.
(ii) N is odd: Similarly, we have that the inequalities
N > N (o)nec :=
log {(1− ǫn)/t}
2
log r
, ǫn < 1
are necessary.
Comparing N
(e)
nec with N
(o)
nec, it is clear that N
(o)
nec > N
(e)
nec. Hence, N > N
(e)
nec is necessary for
both cases (i) and (ii). From the relation R = logN , we obtain the condition (15).
For the case ǫn = 0, noticing that maxl wl = |a
∗
n|/N , we have (15) for this case also.
6 Stabilizing Controller: Fixed Data Rate Case
In this section, we present a sufficient condition for the existence of a stabilizing feedback control
scheme under the static data rate. The condition offers a stability test by calculating the spectral
radius of a certain matrix.
Given a certain data rate R, or N , and a static quantizer {hl}l, we employ the control law
as follows: In the encoder (3), the scaling parameter is determined by
σk =µ(Y
−
k ), (26)
and in the controller (9), the control is given as
uk =−
1
2
(
Y−k+1 + Y
−
k+1
)
. (27)
Here, we denote the supremum and the infimum of Y−k+1 as Y
−
k+1 and Y
−
k+1, respectively.
Next, we introduce some notations required for the analysis of the resulting system. For
i = 1, 2, . . . , n, define wi,l, l = 0, 1, . . . , ⌈N/2⌉ − 1, as follows: If N is odd, wi,0 := 2(|a
∗
i |+ ǫi)h1,
and for l ≥ 1,
wi,l :=
{
(|a∗i |+ ǫi)hl+1 − (|a
∗
i | − ǫi)hl if Ai 6∋ 0,
2ǫihl+1 if Ai ∋ 0.
(28)
If N is even, wi,l is defined as in (28) for any l. We note that wl defined in (17) corresponds to
wn,l. As we will see in later, wi,l represents the expansion rate of the quantization cells, [hl, hl+1)
and [−hl+1,−hl), enlarged by the parameter ai. We denote by wi the maximum of wi,l over all
l. Moreover, define the matrix H ∈ Rn×n containing w1, . . . , wn as
H :=


0 1 · · · 0
...
. . .
. . .
...
0 0 · · · 1
wn wn−1 · · · w1

 . (29)
We are now ready to present the main theorem of this section.
11
0 5 10 15 20 25
0
1
2
3
4
5
6
Product of the poles of the plant
D
at
a 
ra
te
 li
m
ita
tio
ns
Nec. data rate
(proposed q.)
Suf. data rate
(uniform q.)
Suf. data rate
(proposed q.)
Nec. data rate
(uniform q.)
Figure 5: Bounds on the data rate (n = 2, a∗1 = 1.0, ǫ1 = 0.10, ǫ2 = 0.35): The solid lines
are the sufficient bound and the necessary bound when the quantizer is optimal q∗N , while the
dotted lines are those for the case of the uniform one.
Theorem 2. Given the data rate R = logN and the quantizer {hl}l, if the matrix H in (29)
satisfies
ρ(H) < 1, (30)
then under the control law using (26) and (27), the system depicted in Fig. 1 is stable.
We emphasize that the optimal quantizer q∗N proposed in Lemma 3 can reduce the sufficient
data rate compared with the uniform one, employed in [12,20,21]. To confirm this, we now show
an example.
Example 2. Consider a second-order plant, where the uncertainty bounds are taken as ǫ1 = 0.10
and ǫ2 = 0.35. We fix a
∗
1 as 1.0 and plot the bounds on the data rate versus the product of the
poles of the nominal plant |λA∗| = |a
∗
2| in Fig. 5. The sufficient bounds have been obtained by
computing the minimum R satisfying (30) numerically. In the figure, the solid lines illustrate
the bounds given by Theorems 1 and 2 when the quantizer is q∗N , and the dotted lines are those
for the uniform case studied in [20]. The figure shows that by using the optimal quantizer, we
can stabilize the system under a lower data rate compared with the case using the uniform one.
Note that the sufficient bounds take discrete values since the rates are rounded to integers. In
Section 9, we discuss the gap due to this integer constraint.
Proof of Theorem 2. First, we show that if σk → 0 then yk → 0 as k →∞ under the control
law. This is easy to establish because by substituting (27) to (1) and by referring to the definition
(11) of Y−k+1, we have that
|yk+1| =
∣∣∣∣a1yk + · · ·+ anyk−n+1 − 12
(
Y−k+1 + Y
−
k+1
)∣∣∣∣
≤
µ(Y−k+1)
2
=
σk+1
2
.
Next, we prove that (30) implies that σk → 0. By (26) and the equality in (12) from
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Lemma 1, we have
σk+1 =
n∑
i=1
µ (AiYk−i+1) . (31)
For the ith term µ (AiYk−i+1), we claim that
µ (AiYk−i+1) = wi,lσk−i+1. (32)
Here, l is the index of the boundary of Yk−i+1 closer to the origin, i.e., l is the index such that
hlσk−i+1 = min{|Yk−i+1|, |Yk−i+1|}.
To show (32), we first compute AiYk−i+1 using basic results in interval arithmetics [14].
Then we have
µ (AiYk−i+1) =


(|a∗i |+ ǫi)µ(Yk−i+1) if Yk−i+1 < 0 < Yk−i+1,
|a∗i |µ(Yk−i+1) + ǫi|Yk−i+1 + Yk−i+1| else if Ai 6∋ 0,
2ǫimax
{
|Yk−i+1|, |Yk−i+1|
}
else.
(33)
Furthermore, we consider the following two cases and show (32) from (33) for each case.
(i) Yk−i+1 < 0 < Yk−i+1: From the symmetry of the quantizer, N must be odd and l = 0,
and hence, µ(Yk−i+1) = 2h1σk−i+1. By substituting this equality to the first case in (33), (32)
is established.
(ii) Otherwise: The absolute values of the boundaries of Yk−i+1 are hlσk−i+1 and hl+1σk−i+1.
Noticing that 0 ≤ hl < hl+1, we have (32) from (33) for this case also.
By taking the maximum of the right-hand side of (32) over all possible yk−i+1, or all l, and
by (31), we have an upper bound of σk+1 as
σk+1 ≤
n∑
i=1
wiσk−i+1. (34)
Here, consider the following linear system
ζk+1 = Hζk, ζ0 = [σ−n+1 σ−n · · · σ0]
T .
From (34), the bottom element of ζk+1 is greater than or equal to σk+1 for any time k. The
inequality (30) implies that Hk converges to the zero matrix and hence σk → 0 as k →∞.
7 Tightness of the Limitations
Here, we discuss tightness of the derived limitations. We first present the special cases that
Theorems 1 and 2 become necessary and sufficient conditions. We then compare tightness of
the limitations with that of the existing works dealing with plant uncertainty.
As we have seen in Example 2, in general, there exists a gap between the necessary bound
given by Theorem 1 and the sufficient bound obtained from Theorem 2. This gap is caused
since, in both necessity and sufficiency analyses, there exist conservativeness in the evaluation
of the width of the prediction set Y−k+1.
Theorem 2 becomes a tight condition for stability in the following case: For the class of plants
and quantizers where the indices of the quantization cells which result in the maximum expansion
rates, i.e., argmaxl wi,l, are the same for all i = 1, 2, . . . , n, the condition (30) is also necessary
for stability. This fact is followed by the proof of Theorem 2 and the discussion below. In the
proof, we evaluate the width µ(Y−k+1) =
∑n
i=1 µ(AiYk−i+1) over all possible yk−n+1, . . . , yn. As
an upper bound on the width, we consider the sum of the maximum wiσk−i+1 of each summand
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µ(AiYk−i+1). When argmaxl wi,l are the same for all i, this upper bound and hence the condition
(30) become tight.
We next present the special case that the limitations given in Theorems 1 and 2 coincide. In
the derivation of the necessary result Theorem 1, we have evaluated a lower bound on µ(Y−k+1) by
focusing only on the nth parameter an. This approximation leads us to the explicit limitations
but causes conservativeness. In light of this point, if
a∗1 = · · · = a
∗
n−1 = 0, ǫ1 = · · · = ǫn−1 = 0, (35)
then the limitations (15) and (16) in Theorem 1 are equivalent to the inequality (30) in Theorem
2 and tight.
This fact is stated as a corollary below.
Corollary 1. Under Assumption 1, in the system depicted in Fig. 1, if the plant satisfies (35),
then the following hold:
(i) The system is stable if and only if R > ⌈Rnec⌉ and (16) hold.
(ii) The quantizer q∗ minimizes the required data rate for stability.
Note that the plants satisfying (35) can be reduced to the scalar plants (n = 1). Hence, it is
enough to show that Theorem 1 becomes tight for the scalar plants case.
Proof. Consider the case n = 1. (i) We prove the sufficiency. From the proof of Theorem 1, if
the inequalities R > ⌈Rnec⌉ and (16) hold, then under the quantizer q
∗
2R
given in (21), we have
that maxl wl < 1, i.e., (18) in Lemma 2 holds. On the other hand, since n = 1, it follows that
ρ(H) = w1 = maxl wl. Thus, the inequality (18) is equivalent to the sufficient condition (30).
(ii) This is obvious from the fact that (30) is equivalent to (18), and Lemma 3.
The works of [21] and [12] have shown sufficient conditions for stabilization of uncertain
plants via finite data rate channels. We remark that those conditions contain conservativeness
even for the scalar plants case. For the case n = 1, the sufficient bound in [21] is
Rsuf := log
|λA∗| − ǫ1(|λA∗|+ ǫ1)
1− ǫ1(2|λA∗|+ 2ǫ1 + 1)
,
and the one from [12] becomes
R′suf := log
|λA∗|
1− ǫ1
.
On the other hand, from Corollary 1, we have that Rnec is a sufficient data rate bound for the
case n = 1. It is easy to verify that Rnec < Rsuf and Rnec < R
′
suf. Hence, our result is tighter
than the known bounds Rsuf and R
′
suf. It should be noted that, for general order plants, it is
difficult to compare Theorem 2 with the bounds in [21] and [12] since the types of uncertainties
are different: In [21], unstructured uncertainties have been considered, and it is hard to describe
the data rate limitation in an explicit form, while in [12], scalar nonlinear plants have been
studied and the multi-dimensional case has not been investigated.
8 Minimum Data Rate: Variable Data Rate Case
So far, we have considered the case that the data rate is static. In this and the following
section, we generalize the problem setup to allow us to employ variable data rates and then
study limitations on the average data rate for stability.
When we consider a practical quantization and communication scheme, we can not choose
the bit-length of data expressing quantized states to be a noninteger. Hence, for a number R
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satisfying the sufficient condition in Theorem 2, the actual data rate required for stabilization
becomes ⌈R⌉, which may be larger than R as we have seen in Example 2. In various data rate
results such as those in [16, 25, 30], it is known that when we know the exact plant model and
employ variable data rates, then this gap on the data rate can be made arbitrarily small. That
is, for any R ∈ R greater than the bound there exists a feasible controller and a pair of the
encoder and the decoder to stabilize the system.
In this section, we follow such an approach for the case of uncertain plants and develop a
control scheme with a variable data rate. Denote by qk,Nk the quantizer at time k, where Nk is
the number of the quantization cells. In the following theorem, we show a necessary condition
for stability, which describes a bound on the average data rate R := limk→∞
1
k
∑k−1
i=0 logNi.
Theorem 3. For the system in Fig. 1 satisfying Assumption 1, if the system is stable with a
variable data rate, then the following inequalities hold:
R > Rnec, (36)
0 ≤ ǫn < 1, (37)
where the bound Rnec is defined in (15).
The above theorem implies that the necessary bounds given in Theorem 1 are valid even if
we extend the communication scheme from static to time varying. We note that in the literature
there are two types of communication schemes with variable data rates. The first type is the one
considered here and also in [25]. Under the scheme, for every time step, the output is observed
and the control input is applied. On the other hand, another communication scheme has been
developed in [16,20,30]. The idea is as follows: Divide the time into cycles of a certain duration.
At the initial step of each cycle, the encoder observes the output and then sends it slowly during
the cycle. At the end of the cycle, the controller estimates the plant state and generates the
input using the received information regarding the state data of the state from the initial time
of the cycle. Except the last steps of the cycles, the control input is kept as zero.
It is interesting that when the plant is known, these two schemes provide the same bound
on the data rate, but for uncertain plants, the bounds are different. This is because in the latter
scheme, the plant uncertainty causes accumulation of error in the state estimation, which affects
the accuracy in the control input, since only the information at the beginning of the cycle is
used.
When the plant has no uncertainty, the proof of Theorem 3 follows in a straightforward
manner from that of Theorem 1. However, in the case of uncertain plants, we need a few
additional steps. As in the the static data rate case, the nonuniform quantizer q∗N in (21) will
be shown to be optimal in the derivation, but its complex definition brings some analytical
difficulties.
We will prove Theorem 3 in two steps in the following. As the first step, we give another
form of the necessary condition as a lemma. To state the lemma, we introduce vk, which is the
maximum wl in (17) when the quantizer is q
∗
Nk
:
vk :=


ǫn
1−tr(Nk+1)/2
if ǫn > 0 and Nk is odd,
ǫn
1−rNk/2
if ǫn > 0 and Nk is even,
|a∗n|
Nk
if ǫn = 0.
(38)
Then the following lemma holds.
Lemma 4. For the system in Fig. 1 satisfying Assumption 1, if the system is stable with variable
data rates, then for each α ∈ {0, 1, . . . , n−1}, there exists a sequence of integers {m
(α)
i }
∞
i=0 such
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that
m
(α)
i −1∏
j=0
v
n(
∑i−1
l=0 m
(α)
l +j)+α
< 1, i = 0, 1, . . . , (39)
where
∑−1
l=0m
(α)
l := 0 for all α.
This lemma is a modified version of Lemma 2 as the data rate is time varying and the
quantizer is optimal, i.e., qk,Nk = q
∗
Nk
. As we have seen in the proof of Theorem 1, we focus on
the effect of the nth parameter an on the expansion of the prediction set Y
−
k+1. If the quantizer
is static, then the expansion rate vk−n+1 of Y
−
k+1 must be smaller than 1 for every time step. On
the other hand, when we employ a time-varying one, the expansion rate may be greater than 1 at
a certain time. However, for any time step there exists a time interval such that the expansion
rate from the time to the last step of the interval becomes smaller than 1. Such an interval
starting from k = 0 is illustrate in Fig. 6. We denote the last step of the interval by nm
(0)
0 ,
where m
(0)
0 is a positive integer. If we take nm
(0)
0 as the initial time, we have another interval.
Let the length of the interval be nm
(0)
1 . Repeating the process we can divide the time into the
intervals, where the ith interval starts at n
∑i−1
l=0 m
(α)
l and its length is nm
(0)
i . Furthermore,
since the index of the expansion rate vk is taken to be n periodic, there exist n series of such
intervals depending on the initial time α ∈ {0, 1, . . . , n − 1} of the first interval of i = 0 (see
Fig. 7).
Proof of Lemma 4. By the proofs of Lemma 2 and Theorem 1, we have that
σk+1 ≥ vk−nσk−n ≥ · · · ≥
⌊k/n⌋∏
j=0
vnj+[k]nσ[k]n,
where [·]n is the residue modulo n and ⌊·⌋ is the floor function. Note that σk+1 → 0 as k →∞
because of the stability of the system, but σ[k]n remains positive since σk satisfies (10) and the
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lengths of the initial state estimation sets are positive. Taking the limits of both sides as k →∞,
we have
lim
k→∞
⌊k/n⌋∏
j=0
vnj+[k]n = 0.
Hence, for each [k]n = α ∈ {0, 1, . . . , n− 1}, there exists an integer m
(α)
0 such that
m
(α)
0 −1∏
j=0
vnj+α < 1.
Now, taking m
(α)
0 as the initial time and applying the same procedure, we have that (39)
holds.
Now, we proceed to the second step to show Theorem 3. Here we consider the cases of ǫn = 0
and ǫn > 0 separately since the definition of the quantizer q
∗
N , which we employ in this step, is
different depending on ǫn. When ǫn = 0, Theorem 3 is established directly from Lemma 4: In
this case, from (38), we have
∏m−1
j=0 vj = |a
∗
n|
m/2
∑m−1
j=0 logNj for any integers m ≥ 0. Thus, the
inequality (39) in the lemma implies (36).
For the case where ǫn > 0, the upper bound (37) on ǫn can be shown by Lemma 4 and the
following discussion: Taking the limit of vk as Nk →∞, we obtain
lim
Nk→∞
vk ≥ lim
Nk→∞
ǫn
1− rNk/2
= ǫn. (40)
The first inequality is due to the fact that vk ≥ ǫn/(1− r
Nk/2) for each Nk. Since ǫn/(1− r
Nk/2)
is monotonically decreasing with respect to Nk, by (40), if ǫn ≥ 1 then vk ≥ 1 for any Nk. On
the other hand, if the system is stable, (39) must hold for a certain set of {Nk}k and hence, we
have ǫn < 1.
From the discussion above, it is enough to establish the bound (36) on R for the case
0 < ǫn < 1. To do so, we evaluate the minimum of R under the condition that (39) holds. Here,
the lower bound will be obtained by solving a certain minimization problem.
For simplicity of notation, let m be the number of elements in the interval m
(α)
i , and let
Nˆj be the number of quantization cells Nn(
∑i−1
l=0 m
(α)
l +j)+α
. Then, we consider the following
minimization problem:
minimize φ(Nˆ) :=
m−1∏
j=0
Nˆ
1/m
j , (41)
subject to ψ(Nˆ) :=
m−1∏
j=0
vˆj − 1 ≤ 0. (42)
Here, we introduced the vector Nˆ := [Nˆ0 Nˆ1 · · · Nˆm−1]
T and vˆj := ǫn/(1 − r
Nˆj/2). As a
constraint, we employ (42) with vˆj instead of (39) with vj . This is because vj is difficult to treat
since it depends on whether Nj is even or odd. One can easily verify that the constraint (42) is
looser than (39). Thus, the solution of the minimization problem (41), (42) gives a lower bound
on the average data rate.
We now show that the solution Nˆ∗ is represented by using 2Rnec .
Lemma 5. Consider the plant with 0 < ǫn < 1. The solution of the minimization problem (41),
(42) is Nˆ∗ = [2Rnec 2Rnec · · · 2Rnec ]T .
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Proof. It is obvious that φ(Nˆ) and ψ(Nˆ) are convex functions. Let L(z, λ) be the Lagrangian
of the minimization problem as
L(Nˆ, λ) := φ(Nˆ) + λψ(Nˆ)
and let
Nˆ ′ :=
[
2Rnec 2Rnec · · · 2Rnec
]T
, λ′ :=
−ǫn
m(1− ǫn) log r
.
Then, for i = 0, . . . ,m− 1, we have that
∂
∂Nˆi
L(Nˆ, λ) =
φ(Nˆ)
mNˆi
+ λ
ǫn(log r)r
Nˆi/2
2(1− rNˆi/2)2
m−1∏
j=0
j 6=i
vˆj
and hence ∇NˆL(Nˆ
′, λ′) = 0. Furthermore, since 0 < ǫn < 1 and log r < 0, it holds that λ
′ > 0.
Thus, the pair (Nˆ ′, λ′) satisfies the KKT condition [11] and hence, Nˆ ′ is the solution.
By Lemma 5, we have that log(
∏m−1
j=0 Nˆ
∗
j )
1/m = Rnec is a lower bound on the average data
rate of the interval of length m. Applying this result to all intervals of lengths m
(α)
i , we obtain
(36). This completes the proof of Theorem 3.
9 Stabilizing Controller: Variable Data Rate Case
In this section, we present a sufficient condition for the case of time-varying quantization. Here,
we follow the control and communication scheme proposed in [25], which is based on an m-
periodic quantizer {qj,Nj}
m−1
j=0 ; at time k, the quantizer is q[k]m,N[k]m , where [·]m is the residue
modulo m. As the scaling parameter and the control input, we employ the ones given in (26)
and (27) from the static quantization case. The sufficient condition can be proved in a way
similar to that in Section 6.
We introduce slightly different notations: For j = 0, 1, . . . ,m− 1, let us define Hj ∈ R
n×n as
Hj :=


0 1 · · · 0
...
. . .
. . .
...
0 0 · · · 1
wn,j wn−1,j · · · w1,j

 ,
where wi,j, i = 1, . . . , n, are the maximums wi of the expansion rates defined in Section 6 when
the quantizer is qj,Nj .
The following theorem holds for the variable data rate case.
Theorem 4. Given the set of quantizers {qj,Nj}
m−1
j=0 , if
ρ(
m∏
i=1
Hm−i) < 1, (43)
then under the control law using (26) and (27), the system depicted in Fig. 1 is stable.
We now show a numerical example and confirm that the time-varying scheme reduces the
required data rate compared with the case of the static one. In particular, the sufficient bound
given in Theorem 4 is strictly lower than that given in Theorem 2 except at the points where
the bounds become integers.
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Figure 8: Limitations on the average data rate (n = 1, ǫ1 = 0.35): The sufficient bound with
the time-varying scheme (solid) is closer to the necessary bound (dashed) than that with static
scheme (dash-dot).
Example 3. Consider a scalar uncertain plant, where ǫ1 = 0.35. In Fig. 8, we plot bounds
on the average data rate versus the pole λA∗ = a
∗
1 of the nominal plant. The solid line is the
achievable average data rate which is the minimum over the duration m ≤ 1016 and quantizers
{q∗Nj}j . The dash-dot and the dashed lines represent the sufficient bound for the case of static
scheme and the necessary bound Rnec, respectively. Note that currently we consider the case
n = 1, and hence the sufficient bound is equal to ⌈Rnec⌉ (see Corollary 1). The figure shows that
the sufficient average data rate (solid line) is smaller than that for static schemes. Moreover, it
is close to the necessary bound (dashed line) although there exists a gap between them. Note
that, when the plant has no uncertainty, the gap can be arbitrarily small. To reveal this gap in
the uncertain case by an analytical approach is left for future research.
10 Conclusion
In this paper, we have studied the stabilization problem of uncertain systems via data-rate
constrained channels. We have derived a necessary condition and a sufficient condition for
stability and have proposed a nonuniform quantizer which may reduce the required data rate
compared with the uniform one. In particular, for scalar plants, the conditions are necessary
and sufficient, and the proposed quantizer minimizes the required data rate.
For future work, it is of interest to generalize the classes of plants and controllers so that
they include non-ARX forms and general causal controllers. Furthermore, since the derived
conditions contain some conservativeness for multi-dimensional plants, we would like to find
tighter bounds.
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