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Abstract
Let X be a one-dimensional metric space and H be the Hawaiian earring.
(1) Each homomorphism from π1(H) to π1(X) is induced from a continuous map up to the base-
point-change isomorphism on π1(X).
(2) Let X be a one-dimensional Peano continuum. Then X has the same homotopy type as that of
H if and only if π1(X) is isomorphic to π1(H), if and only if X has a unique point at which X is not
semi-locally simply connected.
(3) Let X and Y be one-dimensional Peano continua which are not semi-locally simply connected
at any point. Then, X and Y are homeomorphic if and only if π1(X) and π1(Y ) are isomorphic.
Moreover, each isomorphism from π1(X) to π1(Y ) is induced by a homeomorphism from X to Y up
to the base-point-change-isomorphism.
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1. Introduction and main results
The Hawaiian earring is the plane continuum H = ⋃∞n=1{(x, y): (x − 1/n)2 +
y2 = 1/n2} and o denotes the origin (0,0). Let (X,x) and (Y, y) be pointed spaces.
A map f :X→ Y with f (x) = y is denoted by f : (X,x)→ (Y, y). A homomorphism
h :π1(X,x)→ π1(Y, y) is said to be spatial if there exists a continuous map f : (X,x)→
(Y, y) with f∗ = h, where f∗([g])= [f · g] for a loop g with the base point x . For a path
g from x to x ′, ϕg denotes the canonical base-point-change isomorphism from π1(X,x)
to π1(X,x ′), i.e., ϕg([f ])= [g−fg]. (See the next section for undefined notation.) In [7]
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it was shown that each endomorphism on the fundamental group of the Hawaiian earring
π1(H, o) is conjugate to a spatial homomorphism. In [7] and [8] we generalized this result
to a certain class of spaces whose fundamental groups are isomorphic to subgroups of the
free σ -product of copies of the integer group Z. In the present paper we prove
Theorem 1.1. Let (X,x) be a one-dimensional metric pointed space. Then for each
homomorphism h :π1(H, o)→ π1(X,x) there exist a point x∗ ∈X, a path p from x∗ to x
and a spatial homomorphismh :π1(H, o)→ π1(X,x∗) such that h= ϕp · h. If the image
of h is not finitely generated, x∗ andh are unique and p is unique up to homotopy relative
to the end points.
Using Theorem 1.1, we prove the next Theorems 1.2 and 1.3 which confirm Conjec-
ture 2.0.4 of [2]. Actually, in Section 5, we prove a stronger theorem, Theorem 5.4, than
Theorem 1.3. A Peano continuum is a locally connected, compact connected metric space.
A space X is semi-locally simply connected at x if there exists a neighborhood U of x
such that any loop in U with the base point x is null homotopic in X.
Theorem 1.2. Let X be a one-dimensional Peano continuum. Then the following
conditions are equivalent.
(1) π1(X) is isomorphic to π1(H);
(2) X has the same homotopy type as H;
(3) there exists a unique point at which X is not semi-locally simply connected.
Theorem 1.3. Let X and Y be one-dimensional, locally path-connected, path-connected,
metric spaces which are not semi-locally simply connected at any point. If the fundamental
groups of X and Y are isomorphic, then X and Y are homeomorphic.
Analyzing the proofs of Theorems 1.1 and 1.3 and introducing a topology to path spaces,
we prove the next Theorem 1.4 in Section 6.
Theorem 1.4. Let X and Y be one-dimensional, metric spaces and suppose that
X is locally path-connected, but not semi-locally simply connected at any point. If
h :π1(X,x)→ π1(Y, y) is an injective homomorphism, then there exist a point y0 ∈ Y ,
a spatial homomorphism h :π1(X,x)→ π1(Y, y0) and a path q from y0 to y such that
h= ϕq ·h.
The definition of one-dimensionality is the same as in [10] and will be stated in
Section 2. All spaces in this paper are Hausdorff spaces.
Remark 1.5. Neither Theorem 1.1 nor [7, Corollary 2.11] holds for the one-dimensional
ˇCech homotopy group of the Hawaiian earring, which is isomorphic to lim←(∗mi=0Zi : m<
ω). We demonstrate this by an example. Let δi be the generator of Zi and define
h :∗∞i=0Zi → ∗∞i=0Zi by: h(δi) = δ−i0 δiδi0 for i < ω. Then h extends to an isomorphism
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h on lim←(∗mi=0Zi : m < ω). Suppose that h is conjugate to a homomorphism induced
by a continuous map, i.e., h = u−1f∗u for a continuous map f :H → H and u ∈
lim←(∗mi=0Zi : m < ω). Then f∗(δn) ∈ {e} ∗ lim←(∗mi=1Zi : 1  m < ω) holds for
sufficiently large n. Since u−1f∗(δn)u = δ−n0 δnδn0 , we can see p0(u) = δn0 , where
p0 : lim←(∗mi=0Zi : m<ω)→ Z0 is the projection to the 0th factor. This is a contradiction.
2. Basic definitions and facts about reduced paths
In former papers [7,8], we studied the fundamental groups by making use of the free
σ -products of copies of the integer group Z and infinitary words. In the present paper,
under the one-dimensional setting, loops take the role of infinitary words and reduced
words are replaced by reduced paths. The notion of reduced paths was used by Curtis and
Fort [3] and recently by Cannon and Conner [2]. (Our notion of reduced paths is slightly
stronger than theirs. It avoids ambiguity concerning constant parts of paths and enables us
to use the following notion of “being equivalent”. Property (∗) in Lemma 2.2 is their notion
of reduced paths.)
For a  b, a continuous map f : [a, b] → X is called a path from f (a) to f (b). The
points f (a) and f (b) are called the initial point and the terminal point of f , respectively.
When a = b, the path f is said to be degenerate. A loop f is a path with f (a)= f (b). For
a path f : [a, b]→ X, f− denotes a path such that f−(s) = f (a + b − s) for a  s  b.
Two paths f : [a, b]→X,g : [c, d]→X are equivalent, denoted by f ∼= g, if there exists a
homeomorphism ϕ : [a, b]→ [c, d] such that ϕ(a)= c,ϕ(b)= d and f = g ·ϕ. Two paths
f : [a, b]→X and g : [c, d]→X are homotopic if there exists a continuous map H whose
domain is the quadrangle in the plane with the vertices (a,0), (b,0), (c,1) and (d,1) such
that 

H(s,0)= f (s) for a  s  b,
H(s,1)= g(s) for c s  d ,
H
(
(1− t)a + tc, t)= f (a)= g(c) for 0 t  1,
H
(
(1− t)b+ td, t)= f (b)= g(d) for 0 t  1.
The homotopy class containing a path f is denoted by [f ]. The homotopy defined above
is usually called “a homotopy relative to end points”. Since most of the homotopies that
appear in this paper have this property, we drop the term “relative to end points” for
simplicity.
A path f : [a, b] → X is reduced if each subloop of f is not null-homotopic, that
is, for each pair u < v with f (u) = f (v), f  [u,v] is not null-homotopic. Note that
a constant map is reduced if and only if it is degenerate. For paths f : [a, b] → X and
g : [c, d]→X with f (b)= g(c), fg denotes the concatenation of f and g, that is, a path
from [a, b+ d − c] to X such that fg(s) = f (s) for a  s  b and fg(s) = g(s − b+ c)
for b  s  b+ d − c. A loop f is cyclically reduced if ff is reduced. An arc A between
points x and y is a subspace of X which is homeomorphic to the unit interval [0,1] whose
end points are x and y .
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An open cover of a space X is simply called a cover throughout this paper. A cover U
of a space has order at most n if for any distinct (n+ 1)-many members O0, . . . ,On ∈ U
the intersection
⋂n
i=0 Oi is empty. We say that the dimension of a space X is at most n if
any finite cover U has a finite refinement V of order n. A dendrite is a one-dimensional,
connected, locally connected, compact metric space which contains no simple closed
curve. The ε-neighborhood of x is denoted by Uε(x). For undefined notation, see [16].
Lemma 2.1. Let f : [a, b]→X be a path and g : [c, d]→X be a non-degenerate reduced
loop with f (b)= g(c). Then fg is not homotopic to f .
Proof. Assume the negation. Then g is a loop and is homotopic to a null-homotopic
loop f−f . This is a contradiction. ✷
Lemma 2.2 [2, Theorem 3.9]. Any path f : [a, b] → X is homotopic to a path g which
satisfies the following:
(∗) If g  [u,v] is a null-homotopic loop for a  u v  b, then g  [u,v] is constant.
Lemma 2.3 [2, Theorem 3.7]. Let f be a null-homotopic loop in a one-dimensional space.
Then f factors through a surjective continuous map to a planar dendrite.
Lemma 2.4. Let X be a one-dimensional space. Then every path is homotopic to a reduced
path and the reduced path is unique up to equivalence.
Proof. We may start with a path satisfying (∗) in Lemma 2.2 to obtain a conclusion. Let
f : [a, b] → X be a path satisfying (∗) and O be the set of all maximal open intervals
on which f is constant. Then the closures of any two elements of O are disjoint. Thus
there exists an order preserving surjection ϕ : [a, b] → [a, b] such that ϕ  O is constant
for O ∈ O and ϕ  [a, b] \⋃O is injective. By a linear homotopy t → (1 − t)s + tϕ(s)
for a  s  b,0  t  1, it is easy to see that ϕ is homotopic to the identity. Define
g : [a, b] → X by g(ϕ(s)) = f (s). Then g is a well-defined continuous map homotopic
to f . We claim that g is reduced. If this is not the case, there exist u < v such that g(u)=
g(v) and g  [u,v] is null-homotopic. There are u′ < v′ such that ϕ(u′) = u,ϕ(v′) = v.
Since g  [u,v] is homotopic to f  [u′, v′] through the above linear homotopy, f  [u′, v′]
is constant. By the maximality of each member of O, we have u = ϕ(u′) = ϕ(v′) = v,
which is a contradiction.
To see the uniqueness, let g and h be reduced paths which are homotopic to each
other. Then gh− is null-homotopic and hence gh− factors through a planar dendrite by
Lemma 2.3. Since a reduced path in a dendrite is a homeomorphism and g and h are
reduced, it is easy to see g ∼= h. ✷
Lemma 2.5. For a reduced loop f, there exist a unique reduced path g and a unique
reduced loop h up to equivalence such that f ∼= g−hg and h is cyclically reduced.
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Proof. Let S be the set consisting of all s ∈ [0,1] such that there exists 0  t  1 with
f  [0, s] ∼= (f  [t,1])−. Let s0 = supS. It is easy to see s0 ∈ S and S = [0, s0]. Take
t0 so that (f  [t0,1])− ∼= f  [0, s0]. We claim that s0 < t0 holds. Suppose not. Then
there exists s such that f  [0, s] ∼= (f  [s,1])−, which contradicts the reducedness of f .
Let h = f  [s0, t0] and g = f  [t0,1], then h and g satisfy the required properties. The
uniqueness is clear. ✷
Let X be a one-dimensional space and x ∈ X. For u ∈ π1(X,x), we can find, by
Lemmas 2.4 and 2.5, a unique reduced path g with terminal point x and a unique reduced
loop h up to equivalence such that [g−hg] = u and h is cyclically reduced. We call h the
essential part of u.
Lemma 2.6. Let X be a one-dimensional space. For reduced paths f : [a, b] → X and
g : [c, d]→ X with f (b)= g(c), there exist unique paths h, f ′ and g′ up to equivalence
such that
• f ∼= f ′h− and g ∼= hg′;
• f ′g′ is a reduced path.
Proof. Let S be the set of all s ∈ [a, b] such that f  [s, b]g  [c, t] is null-homotopic for
some c  t  d . Since f and g are reduced paths, the correspondence between s and t is
a bijection. Let s0 be the infimum of S. Since in a one-dimensional space X a homotopy
from a null-homotopic loop to the constant can be taken in the range of the loop (see [10,
Appendix B]), we have s0 ∈ S. Let t0 be so that f  [s0, b]g  [c, t0] is null-homotopic and
set f ′ = f  [a, s0], g′ = g  [t0, d] and h = g  [c, t0]. Then f  [s0, b] ∼= h− holds by
Lemma 2.5. The uniqueness follows from Lemma 2.5. ✷
Definition 2.7. For non-degenerate paths f and g, g is a tail of f if f ∼= hg holds for
some h. Similarly, g is a head of f if f ∼= gh holds for some h.
A path f : [a, b]→ X is a tail-limit of a sequence of paths (fn: n < ω) with the same
terminal point if
(1) for every ε > 0 with ε  b− a, f  [a + ε, b] is a tail of almost all fn, and
(2) every path satisfying the property (1) is a tail of f, that is, f is a maximal path with
respect to the property (1).
Since a tail-limit is unique up to equivalence if it exists, in the sequel we say “the tail-
limit” in this sense. Similarly, since a reduced path corresponding to a path f is unique up
to the equivalence by Lemma 2.4, we say “the reduced path” of f . Even if the tail-limit
exists for a sequence of paths, a tail-limit for a subsequence may not exist or (even if it
exists) may be different from the one for the whole sequence. On the other hand, if the
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tail-limit exists for a subsequence, the tail-limit for the whole sequence exists and is a tail
of the tail-limit of the subsequence.
Lemma 2.8. Let X be a one-dimensional space. For a path f : [a, b]→X and a cyclically
reduced loop g : [c, d] → X with f (b) = g(c), there exists m such that g is a tail of the
reduced path of fgm .
Proof. Since gm is reduced and any path cannot go back and forth infinitely many times
between two points, we get the conclusion from Lemmas 2.4 and 2.6. ✷
3. Proof of Theorem 1.1
For the following notions, we refer the reader to [11,10]. For a coverO of a space X, XO
denotes the nerve of O and |XO| denotes the corresponding (maybe infinite) polyhedron.
The canonical map from XV to XU is denoted by pUV , where U and V are covers and
V is a refinement of U . The canonical homomorphism from π1(X) to π1(XO) is denoted
by qO . For a loop f : [a, b]→ X, fO is a loop in the nerve XO (defined in [10]) so that
qO([f ]) = [fO]. (We remark that the algebraic property qO([f ]) = [fO] is not enough
for later arguments, since we use a notion for fO which is not homotopically invariant.
See Remark 3.16.) Cov2(X) denotes the class of covers of order 2. For a family O of
subsets of X, Mesh(O) is the supremum (possibly ∞) of the diameters of members of O.
For a metric space X, let Covµ2 (X) be the subfamily of Cov2(X) consisting of covers O
such that Mesh(O) are less than µ. We mention some well-known facts about covers and
refinements [12]:
• If X is a one-dimensional metric space, there exists a sequence of covers (Un: n < ω)
such that Un ∈ Cov1/n2 (X) and Un+1 is a refinement of Un.
• Let K be a compact metric space. Then, for each cover O of K , there exists µ > 0
such that every cover U of K with Mesh(U) < µ is a refinement of O.
Each simple closed curve of the Hawaiian earring is parametrized as follows:
en(t)=
(
1+ cos(π + 2πt)
n
,
sin(π + 2πt)
n
)
for 1 n < ω, 0 t  1. (Here, en refers to the nth earring, that is the nth simple closed
curve.) The fundamental group π1(H) is isomorphic to the free σ -product×n<ω Zn, where
Zn is a copy of the integer group Z [5] and this presentation was used as well in [7,8,4].
The free σ -product is defined by using words of countable length and hence × n<ωZn
canonically contains the free product ∗n<ωZn. The generator of Zn is denoted by δn.
Topologically, it corresponds to the loop en : [0,1] → H. In the following, we identify
π1(H) with ×n<ωZn under the isomorphism given as δn = [en]. We recall an algebraic
result on π1(H) and a result on fundamental groups of one-dimensional spaces. Lemma 3.1
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and also its proof plays a crucial role in the present paper. We shall explain it in topological
terms in Remark 3.16.
Lemma 3.1 (G. Higman [13]. See also [5, Corollary 3.6]). For each homomorphism h
from×n<ωZn to a free group F , there exist n0 and a homomorphismh from ∗n<n0Zn to F
such that h=h · qn0 , where qn0 :×n<ωZn →∗n<n0Zn is the projection onto ∗n<n0Zn.
Proposition 3.2 [10, Theorem 1.1]. Let X be a one-dimensional path-connected space.
Then the canonical homomorphism from π1(X) to the first ˇCech homotopy group πˇF1 (X)
based on finite covers is injective, where πˇF1 (X) = lim←(π1(XU ),pUV∗: finite U,V ∈
Cov2(X)) and the π1(XU )’s are finitely generated free groups.
As we mentioned in Section 2, basic ideas for the proof of Theorem 1.1 come from ideas
for infinitary words in [7]. Our first main lemma for the proof is Lemma 3.11, a variant of
[7, Lemma 2.6].
Let X be a metric space with the metric ρ and let µ > 0 and O be a cover of X. For
a path f : [a, b] → X, let lµO(f ) be the maximal n satisfying: there are a  a1 < · · · 
a2i−1 < a2i  a2i+1 < · · ·< a2n  b and Oi ∈O such that f (ai) ∈Oi for 1 i  2n and
ρ(O2i−1,O2i )= inf{ρ(x, y): x ∈O2i−1, y ∈O2i}>µ for 1 i  n. Let a ∈ π1(X,x) for
a one-dimensional metric space X. We define lµO(a, x) to be l
µ
O(f ) for the reduced loop f
with the base point x satisfying [f ] = a.
For a refinement U ∈ Cov2(X) of O and a simplicial path p : [a, b] → XU , let lµO(p)
be the maximal n such that there are a  a1 < · · · a2i−1 < a2i  · · · a2i+1 < a2n  b,
Ui ∈ U and Oi ∈O such that p(ai)=Ui and Ui ⊆Oi for 1 i  2n and ρ(O2i−1,O2i) >
µ for 1  i  n. (Remark that we are using the metric on X.) For a ∈ π1(XU , xU ), let
lµO(a, xU) be l
µ
O(p) for the reduced simplicial loop p with the base point xU satisfying
[p] = a.
Lemma 3.3. Let X be a one-dimensional metric space with the metric ρ and let µ > 0,
x ∈ X and O ∈ Cov2(X). If U ∈ Cov2(X) is a refinement of O and V ∈ Cov2(X) is a
refinement of U , then lµO(qU (a), xU ) lµO(qV (a), xV) lµO(a, x) holds for a ∈ π1(X,x),
where x ∈ xV ⊆ xU .
Proof. Let f be a reduced loop with the base point x such that [f ] = a. Then
lµO(qV(a), xV) is defined using the reduced loop of fV with the base point xV . Though
fV is not uniquely defined in general, we have l
µ
O(fV )  l
µ
O(f ) = lµO(a, x). Since the
reduced loop of fV is obtained by canceling the back tracks, we have lµO(qV(a), xV) 
lµO(fV ) l
µ
O(a, x). The other inequality is proved similarly. ✷
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The next proposition shows a role of the notion lµO(f ) for a path f . We omit a
straightforward proof.
Proposition 3.4. Let X be a one-dimensional compact metric space and f : (0,1]→X be
a continuous map. Then f extends to a path on [0,1], if and only if for each µ > 0 and
O ∈ Cov2(X), sup{lµO(f  [ε,1]): ε > 0}<∞ holds.
Lemma 3.5. Let X be a one-dimensional space and O ∈ Cov2(X). Let f be a cyclically
reduced loop and g be a reduced path such that fg is reduced and lµO(f ) = 0 and
lµO(g)  2. Then a head and a tail of g−fg remains in the reduced path h of g−fg and
lµO(h) 2.
Proof. Since lµO(f )= 0 and lµO(g) 2, a head of g− remains in the reduced path of g−f .
If a tail of f remains in the reduced path of g−f , then g is a tail of the reduced path of
g−fg and we have the conclusion. Otherwise, there exists n  1 and a path g′ such that
g ∼= f ng′ and a tail of f remains in the reduced path of (g′)−f . Let f ′ be the reduced path
of (g′)−f . Then lµO(f
′) 1 and lµO(g′) 1. Now f ′g′ ∼= h and lµO(h) 2. Suppose that a
head of (g′)−f is not a head of f ′, then we have g ∼= f n, which contradicts lµO(f )= 0 and
lµO(g) 2. Hence a head of g−fg remains in h and also a tail of g−fg remains in h. ✷
Lemma 3.6. Let (X,x) be a one-dimensional pointed metric space, µ > 0 and O ∈
Cov2(X). For a, b ∈ π1(X,x),
(1) lµO(a−1, x)= lµO(a, x);
(2) lµO(ab, x) l
µ
O(a, x)+ lµO(b, x)+ 1.
Proof. The first equality is obvious. Let f and g be reduced loops such that [f ] = a and
[g] = b. Then lµO(f ) = lµO(a, x) and lµO(g) = lµO(b, x) by definition. We have lµO(fg) 
lµO(f )+ lµO(g)+ 1. Since lµO(ab, x) lµO(fg), the second inequality holds. ✷
For a one-dimensional compact metric space X, Cov2(X) has a countable cofinal
refinement-chain. Though this does not hold for a one-dimensional metric space X in
general, we have a countable refinement-chain in Cov2(X) which has a good property
for our purposes.
Lemma 3.7. For a one-dimensional metric space X, let Un ∈ Cov1/n2 (X) for each 0 < n<
ω such that Un+1 is a refinement of Un for n < ω.
Then for each compact subset K of X the restrictions {U ∩K: U ∈ Un} of Un’s to K
form a cofinal refinement-chain in Cov2(K).
Proof. Let O ∈ Cov2(K). We may assume that O is finite. What we need to prove the
lemma is to find n so that any U ∈ Cov1/n2 (K) is a refinement of O. Such n is obtained by
a well-known fact stated in the first part of this section. ✷
In the remaining part of this section we fix a countable refinement-chain C such
that C ∩ Cov1/n2 (X) = ∅ for each n. Since the image of a path is compact, the role
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of Cov2(X) for a compact metric space X is replaced by C as shown in Lemma 3.7.
The following lemma is a modification of Proposition 3.2. Though C is not cofinal in
{O ∈ Cov2(X): O is finite}, the property of C stated above is enough for the proof of [10,
Theorem 1.1].
Lemma 3.8. Let X be a one-dimensional path-connected metric space. Then the canonical
homomorphism from π1(X) to the first ˇCech homotopy group πˇC1 (X) based on C is
injective, where πˇC1 (X)= lim←(π1(XU ),pUV∗: U,V ∈ C) and π1(XU )’s are free groups.
Lemma 3.9. Let X be a one-dimensional metric space, f : [0,1]→X be a reduced path,
and O ∈O ∈ C. If Im(f ) ∩O = ∅, then there exists a refinement of U ∈ C of O such that
the reduced path of fU passes through some U ∈ U with U ⊆O .
Proof. Take P ⊆ O so that P ⊆ O and Im(f ) ∩ P = ∅. To show the conclusion by
contradiction, suppose that the reduced path of fU does not pass through any U ∈ U with
U ⊆ O for any U ∈ C. Then, for each U ∈ C, there exist uU < vU and V ∈ U such that
f ([uU , vU ])∩P = ∅, f (uU ), f (vU ) ∈ V and V O .
Then there exist u and v and a cofinal refinement-chain of Un’s in C such that u and
v are the limit points of uUn ’s and vUn ’s, respectively. Then f (u)= f (v), u < v and also
(f  [u,v])Un = e for each n. This implies f  [u,v] is null-homotopic by Lemma 3.8,
which contradicts that f is a reduced path. ✷
Lemma 3.10. Let X be a one-dimensional metric space. For a ∈ π1(X,x), O ∈ C and
µ > 0, there exists a refinement U ∈ C of O such that lµO(a, x)= lµO(qU (a), xU ), where
x ∈ xU ∈ U .
Proof. We may assume that a is non-trivial. Let f : [0,1]→X be the reduced loop such
that [f ] = a. Then, by the definition, lµO(f )= lµO(a, x) (denoted by n). Take 0= t0 < · · ·<
tm = 1, Oi ∈ O for 0  i  m and jk  jk+1 for 1  k  2n − 1 so that f (ti) ∈ Oi for
0 i m, f ([ti , ti+1])⊆Oi ∪Oi+1 and ρ(Oj2k−1,Oj2k ) > µ for 1  k  n. We choose
fO to be a simplicial path tracing Oi ’s.
Since there possibly exist two elements of O containing x , we choose a refinement
U ∈ C of O so that any U ∈ U containing x is a subset of O0 ∩Om.
In the case fO is a reduced path, U is the desired one. Otherwise, there exists i with
Oi−1 =Oi+1. For each such i we work as follows: by Lemma 3.9, we have a refinement
Vi ∈ C of O such that the reduced path of (f  [ti , ti+1])Vi passes through some V ∈ Vi
with V ⊆Oi . After we work on all such i’s, we take a refinement U ′ ∈ C of all Vi ’s and U .
This U ′ satisfies the desired property. ✷
Lemma 3.11. Let (X,x) be a one-dimensional metric pointed-space. For a homo-
morphism h :× i<ωZi → π1(X,x), µ > 0 and O ∈ C, there exists n < ω such that
sup{lµO(h(a), x): a ∈×inZi}<∞ holds.
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Proof. Suppose the contrary, then there exist un ∈×inZi such that lµO(h(un), x) n. We
let n0 = 0 and U0 =O and choose x ∈ xU0 ∈ U0 and then define nk+1 and Uk+1 ∈ C with
xUk+1 ∈ Uk+1 by induction. Suppose that we have defined nk and Uk and xUk . There exists
nk+1 > nk such that lµO(h(unk+1), x) 2l
µ
O(h(un0 · · ·unk ), x)+ 2 and qUk · h(×ink+1Zi )
is trivial by Lemma 3.1. Then, take a refinement Uk+1 of Uk and xUk+1 ∈ Uk+1 with
x ∈ xUk+1 ⊆ xUk such that lµO(h(un0 · · ·unk+1), x)= lµO(qUk+1 · h(un0 · · ·unk+1), xUk+1) by
Lemma 3.10.
By the above inequality concerning lµO and Lemma 3.6, we have
lµO
(
h(un0 · · ·unk ), x
)
< lµO
(
h(un0 · · ·unk ), x
)+ 1
 lµO
(
h(unk+1), x
)− lµO(h(un0 · · ·unk ), x)− 1
 lµO
(
h(un0 · · ·unkunk+1), x
)
.
As un ∈× inZi , there exists an element u of × i<ωZi corresponding to un0 · · ·unk · · ·.
(We refer the reader to [5, Proposition 1.9] for a precise definition.) Note that qUk ·
h(unkunk+1 · · ·)= e for k < ω.
There exists k such that lµO(h(u))= lµO(qUj h(u)) for j  nk by Lemma 3.10. We have:
lµO
(
h(u), x
) = lµO(qUk · h(u), xUk )= lµO(qUk · h(un0 · · ·unk ), xUk)
= lµO
(
h(un0 · · ·unk ), x
)
< lµO
(
h(un0 · · ·unkunk+1), x
)= lµO(qUk+1 · h(un0 · · ·unk+1), xUk+1)
= lµO
(
qUk+1 · h(u), xUk+1
)= lµO(h(u), x),
which is a contradiction. ✷
Let (X,x) be a one-dimensional metric pointed space and h :×n<ωZn → π1(X,x) be
a homomorphism. Apply Lemmas 2.4 and 2.5 to the elements h(δn) to find cyclically
reduced loops fn and reduced paths gn such that g−n fngn are reduced and h(δn) =
[g−n fngn] (recall that fn is the essential part of h(δn)).
Lemma 3.12. There exists a tail-limit of (gn: n < ω). Moreover, for any subsequence
(gkn : n < ω) the tail-limit of (gkn : n < ω) exists and coincides with that of (gn: n < ω).
Proof. If there are infinitely many degenerate gn’s, the tail-limit of (gn: n < ω) is a
degenerate path. Hence we may assume that each gn is non-degenerate and is given by
a map gn : [0,1] → X. Let εn = inf{t: gn  [t,1] is a tail of gm for all m  n}. Then,
gn  [εn,1] is a tail of gm for all m n. We observe that gn  [εn,1] is a tail of gm  [εm,1]
for m n.
In case gn  [εn,1]’s are all equivalent for sufficiently large n’s, the tail-limit g exists
and is such a gn  [εn,1]. Otherwise, we choose an ascending sequence (in: n < ω) so that
• gin  [εin,1] is a tail of gin+1  [εin+1,1], but
• gin  [εin,1] is not a tail of gim for m< n.
This can be done by induction as follows: Let i0 be the maximal k such that gk 
[εk,1] ∼= g0[ε0,1]. Suppose that we have defined in. Let in+1 be the maximal k such that
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gk[εk,1] ∼= gin+1[εin+1,1]. Then we have the desired sequence. Let smn be the path such
that gn  [εn,1] ∼= smngm  [εm,1] for m n.
Next we construct a subsequence (jn: n < ω) of (in: n < ω), natural numbers mn,
positive real numbers µn, and On ∈ C by induction. The aim of this construction is to
find a loop the image of whose reduced loop contains the Im(sjnjn+1)’s. This implies the
convergence of the Im(sjnjn+1)’s. Let j0 = i0 and choose µ0 andO0 ∈C so that lµ0O0(fi0) =
0. There exists j1 such that sup{lµ0O0(h(a), x): a ∈×kj1Zk} <∞ by Lemma 3.11. Let
m0 = sup{lµ0O0(h(a), x): a ∈×kj1Zk} + 2.
Suppose that we have defined jn, mn−1, µn−1, and On−1. There exists m′ such that fjn
remains as a tail of the reduced path of
g−j0f
m0
j0
gj0 · · ·g−jn−1f
mn−1
jn−1 gjn−1g
−
jn
f m
′
jn
by Lemma 2.8. Next choose On ∈ C and µn so that On is a refinement of On−1 and
lµnOn(fjn) = 0. There exists jn+1 > jn such that sup{l
µn
On (h(a), x): a ∈×kjn+1Zk}<∞ by
Lemma 3.11. Let mn = sup{lµnOn(h(a), x): a ∈×kjn+1Zk} +m′ + 1.
Finally let a∞ be an element in×n<ωZn expressed by
δ
m0
j0
· · · δmnjn · · · .
Then the reduced loop representing h(a∞) is of the form
g−j0fj0u0fj1u1 · · ·un−1fjnun · · ·u∞
for some u∞.
To show this, we prove that g−j0fj0u0fj1u1 · · ·un−1fjn is a head of the reduced loop
representing h(a∞) for each n by induction. According to the choice of O0, µ0 and m0,
the left-most fj0 remains in the reduced form and consequently so does g
−
j0
. Having
verified that g−j0fj0u0fj1u1 · · ·un−1fjn−1 is a head of the reduced loop representing h(a∞),
consider fjn . Then again by the choice ofOn, µn andmn, the m′th fjn from the left remains
in the reduced form. We can see that un−1 is the reduced path of f jjn−1gjn−1g
−
jn
f m
′
jn
, where
j = 1+ sup{lµn−1On−1(h(a)): a ∈×ijnZi}. Let the remaining tail be a path u∞ : [c, d]→X.
Notice the following:
• un−1 is the reduced path of
f kjn−1gjn−1  [0, εjn−1] (sjn−1jn)−
(
gjn  [0, εjn]
)−
fm
′
jn
for some k > 0;
• f kjn−1gjn−1  [0, εjn−1] and (sjn−1jn)−(gjn  [0, εjn])−f m
′
jn
are reduced.
Then we can see Im(sjn−1jn)⊆ Im(un−1) ∪ Im(fjn−1) ∪ Im(fjn). Since u∞(c) is the limit
of Im(un)∪ Im(fjn)’s,
· · · sjn+1jnsjnjn−1 · · · sj1j0gj0  [εj0,1]
is a path with the initial point u∞(c) and is the tail-limit of (gn: n < ω). (We should remark
that gjn−1  [0, εjn−1] may be degenerate and fjn−1(sjn−1jn )− may not be reduced.)
Now we prove the second statement. Suppose that the tail-limit of (gkn : n < ω) is
not equal to that of (gn: n < ω). Then the tail-limit of (gn: n < ω) is a tail of the
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tail-limit of (gkn : n < ω) and hence there exist non-degenerate paths h0, h1 such that
h0h1g is a tail of gkn for a sufficiently large kn and h1g is not a tail of gj for infinitely
many j ’s. Choose O ∈ C and µ so that lµO(h0)  2. There exist m,M < ω such that
sup{lµO(h(a), x): a ∈× imZi}  M by Lemma 3.11. Choose kn  m and n0  m so
that h0h1g is a tail of gkn and h1g is not a tail of gn0 . Then the reduced path of gkng−n0
is of the form uh0v, where u,v are non-degenerate and u is a head of gkn and v is the
reduced path of h1gg−n0 . Let f
∗ be the reduced path of uh0vfn0v−h−0 u−. We claim that
lµO(fn0)= 0. Suppose not. Since (g−n0fn0gn0)M+1 = g−n0fM+1n0 gn0 holds and the right term
in the equation is a reduced loop, we have lµO(h(δn0)
M+1, x) > M , which contradicts the
choice of m and M . Now
(g−knfkngkng
−
n0fn0gn0)
k+1 = g−kn(fknf ∗)kfknuh0vfn0gn0 ,
where g−kn(fknf
∗)kfknuh0v is a reduced path and l
µ
O(g
−
kn
(fknf
∗)kfknuh0v)  2k + 1 by
Lemma 3.5. Hence limk→∞ lµO((g
−
kn
fkngkng
−
n0fn0gn0)
k+1) = ∞, which is a contradic-
tion. ✷
In the remaining part of this section, g : [c, d]→X denotes the tail-limit of (gn: n < ω),
x∗ denotes the initial point g(c), tn is the reduced path of gng−, and tmn is the reduced
path of gmg−n .
Lemma 3.13. Let U be a neighborhood of x∗. If Im(tn) U for infinitely many n’s, then
sup{n: Im(tmn)U} =∞ for each m.
Proof. We divide the proof into two cases.
(Case 1) g is not a tail of gm:
Since g is the tail-limit, Im(tn)⊆ U ∪ Im(tmn) for sufficiently large n and we have the
conclusion.
(Case 2) g is a tail of gm:
Let gm ∼= ug. If Im(u)  U , then Im(u) \ U ⊆ Im(tmn) for sufficiently large n.
Otherwise, Im(tn)⊆U ∪ Im(tmn) for each n < ω and we also have the conclusion. ✷
Lemma 3.14. Let rn : [0,1]→X be the reduced loop of gg−n fngng− with the base point
x∗ for each n. Then Im(rn)’s converge to x∗.
Proof. First we show Im(tn)’s converge to x∗ by deriving a contradiction. Suppose
that there exists an open neighborhood U of x∗ such that Im(tn)  U for infinitely
many n’s. We construct an ascending sequence (kn: n < ω), a sequence (mn: n < ω),
and On ∈ C by induction to find a loop whose reduced loop contains Im(tn)’s and then
deduce a contradiction. Though this construction is almost the same as that of the proof of
Lemma 3.12, we give a detail.
Let k0 = 0 and choose µ0 > 0 andO0 ∈ C so that lµ0O0(f0) = 0. There exists k1 such that
sup{lµ0O0(h(a)): a ∈×nk1Zn} <∞ and Im(tk0k1)  U hold by Lemmas 3.11 and 3.13.
Then let m0 = sup{lµ0O0(h(a)): a ∈×nk1Zn} + 2.
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Suppose that we have defined kn, mn−1, µn−1 and On−1. There exists m′ such that fkn
remains as a tail of the reduced path of
g−k0f
m0
k0
gk0 · · ·g−kn−1f
mn−1
kn−1 gkn−1g
−
kn
f m
′
kn
by Lemma 2.8. Next choose On ∈ C so that lµnOn(fkn ) = 0. There exists kn+1 such that
sup{lµnOn(h(a)): a ∈×nkn+1Zn}<∞ and Im(tknkn+1)U hold by Lemmas 3.11 and 3.13.
Let mn = sup{lµnOn(h(a)): a ∈×nkn+1Zn} +m′ + 1.
Finally let a∞ be an element in×n<ωZn expressed by
δ
m0
k0
· · · δmnkn · · · .
Then the reduced word of h(a∞) is of the form
g−k0fk0u0fk1u1 · · ·un−1fknun · · ·u∞.
This can be shown by induction in the same way as before. Instead of tracing the same
argument, we explain some aspects of the construction of the sequences. We aim to
construct a∞ so that the Im(tn)’s appear in the image of the reduced loop for h(a∞). Our
construction continues infinitely many times and the resulting element a∞ is mapped by a
homomorphism h. Therefore, in general there may be cancellations and any trace of a path
may disappear, while we take care of the tn’s one by one just considering the neighboring
paths. To avoid these possible cancellations we construct barriers by the fmnkn ’s. We use
Lemma 2.8 for cancellations from the left and Lemma 3.11 for those from the right. The
situation resembles the one that is observed in the word AmBCn, where A and C are
cyclically reduced, and B is reduced. If some parts of B disappear in the cancellation, the
inverses of fragments of those parts are included in A and C. What we should do is to
make m and n so large that the left-most A and the right-most C in AmBCn remain in the
reduced path of AmBCn. In particular, cancellations from the right are more severe, since
our construction proceeds from the left and so cancellations from the right will come from
our later construction. Here Lemma 3.11 gives us some assurance, that is, if we construct
a sufficiently high barrier, it will never be destroyed in any future.
We skip the argument that the fkn ’s remain in the reduced loop for h(a∞), since the
argument is precisely the same as that in the proof of Lemma 3.12. Now for the remaining
tail u∞ : [c, d] → X, u∞(c) is the limit of Im(un) ∪ Im(fkn)’s and g is the tail-limit
of (gkn : n < ω) by Lemma 3.12. Hence, we have u∞(c) = x∗ and x∗ is the limit of
Im(tknkn+1)’s, which contradicts Im(tknkn+1)U .
Since the Im(tn)’s converge to x∗, the base points of loops fn converge to x∗. What
remains to be shown is that the Im(fn)’s converge to x∗. (Remark that the Im(fkn)’s
converge to x∗.) We omit this proof, since this can be proved by an argument similar to
and simpler than the above. ✷
As we mentioned just now, the Im(fn)’s converge to x∗, that is, the images of the
essential parts of the h(δn)’s converge to x∗. This fact will be used in the proof of
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Theorem 1.3 (Lemma 5.3). The last lemma for the proof of Theorem 1.1 is of an algebraic
nature.
Lemma 3.15. Let X be a one-dimensional path-connected space. If two homomorphisms
h and h′ from × n<ωZn to π1(X) satisfy h  ∗n<ωZn = h′  ∗n<ωZn, then h = h′.
Consequently, Im(h) is finitely generated, if and only if h(δn)= e for almost all n < ω.
Proof. By Proposition 3.2, π1(X) is a subgroup of the inverse limit of finitely generated
free groups. Thus it suffices to prove that p · h = p · h′ for each homomorphism p from
π1(X) to a free group F . Let p :π1(X)→ F be a homomorphism, where F is a free group.
Then by Lemma 3.1 there exists n < ω and homomorphismsh,h′ :∗i<nZi → F such that
p · h =h · qn and p · h′ = h′ · qn. Then we see p · h =h · qn =h′ · qn = p · h′ for such
a homomorphism p and hence h = h′. A canonical homomorphism h with h(δi) = {e}
for i  n factors through ∗i<nZi . On the other hand, if h(δn) = {e} for infinitely many n,
Im(h) is uncountable. Therefore the second proposition holds. ✷
Proof of Theorem 1.1. Let h :π1(H, o)→ π1(X,x) be a homomorphism and h(δn) =
[g−n fngn] for n < ω, where fn is a cyclically reduced loop and gn is a reduced path for
each n. In case Im(h) is finitely generated, h(×inZi )= {e} for some n by Lemma 3.15.
Therefore h itself is a spatial homomorphism. Otherwise take a strictly increasing sequence
(in: n < ω) so that {in: n < ω} = {m<ω: h(δm) = e}. Apply Lemma 3.12 to (gin : n < ω),
then there exists a tail-limit g of (gin : n < ω) which is a path from x∗ to x . Without loss
of generality, we may assume in = n. By Lemma 3.14, rn’s are loops with the base point
x∗ whose images converge to x∗. Define ψ :H→ X by: ψ(en(t)) = rn(t) for 0  t  1
and 1 n < ω. Then h(δn)= [g−rng] = ϕg(δn) holds for every n < ω and consequently
h= ϕg ·ψ∗ holds by Lemma 3.15.
To see the uniqueness, suppose that the image of h is not finitely generated and
h= ϕg′ ·ψ ′∗ holds, where g′ is a path from x ′ to x . Then there exist infinitely many n’s such
that h(δn) = e by Lemma 3.15. We remark that the images of reduced loops representing
ϕ−1
g′ ·h(δn)’s converge to x ′. Since infinitely many rn’s are essential loops and the Im(rn)’s
converge to x∗, x ′ is equal to x∗ and hence g′ is homotopic to g and ψ ′∗ =ψ∗. ✷
Remark 3.16. (1) There exists a reduced non-degenerate loop f such that fO is not a
reduced loop for any O ∈ Cov2(X) unless fO is degenerate. Let f be a reduced loop in H
with the base point o representing
δ0δ0δ1δ
−1
0 δ1δ2δ
−1
1 · · · δn−1δnδ−1n−1δnδn+1δ−1n · · · .
To see that fO is not a reduced loop unless fO is degenerate, let n be the largest number
such that [gO] = e for the representing loop g of δn. Since [hO] = e for the representing
loop h of δn+1, we see that fO is not reduced.
(2) For a compact metric space X, Cov2(X) contains a countable cofinal sequence and
we can use it instead of C in the proof of Lemma 3.12. Using Proposition 3.4 we have a
short proof of Lemma 3.12 for the compact metric case.
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(3) We stated Theorem 1.1 for metric spaces. Since results about infinitary words in [7]
were applied to non-metrizable spaces in [8,9], it seems possible to prove Lemma 3.11 for
more general spaces, but we have not succeeded it yet.
(4) G. Higman [13] proved Lemma 3.1 in 1952 as a non-commutative version of the
Specker theorem [17]. He also proved a similar result for a homomorphism whose domain
is lim←(∗mi=0Zi : m < ω), which is isomorphic to the one-dimensional ˇCech homotopy
group of the Hawaiian earring (see Remark 1.5). Since a homomorphism h :π1(H, o)→
π1(S1) has a support of the form ∗i<nZi if and only if there exists a continuous map
f :H→ S1 such that h= f∗, Lemma 3.1 is rephrased in topological terms as follows:
Let h be a homomorphism from the fundamental group of H to that of S1. Then, there
exists a continuous map f :H→ S1 such that h= f∗.
This statement, obtaining topological information from algebraic information, can be
seen as a prototype of the main theorems of the present paper. Lemma 3.1 is rather
surprising, when we notice the following fact. There is a surjection from × n<ωZn to
the direct product Zω and there are 22ℵ0 -many homomorphisms from Zω to the rational
group Q. Such homomorphisms can be obtained by embedding Zω to a Q-vector space
and taking a base of this vector space by the Axiom of Choice. On the other hand, there
are only countably many, natural homomorphisms to Z by Lemma 3.1. The naturalness of
homomorphisms reflects the fact that continuous maps induce these homomorphisms and,
as we stated above, we can rephrase Lemma 3.1 in a topological term. The name “spatial
homomorphism” derives from such situations.
4. A proof of Theorems 1.2
K. Kawamura suggested an application of brick partitions [14] instead of open covers
which were used in the first version of the present paper. He also kindly offered the
following proposition with the proof. The proposition is useful for a clear understanding
of the result of this section.
Proposition 4.1. Let X be a one-dimensional Peano continuum and x be a point in X.
The following statements are equivalent:
(a) X is semi-locally simply-connected at x;
(b) X is locally simply-connected at x;
(c) there exists a neighborhood of x which does not contain a simple closed curve.
Proof. The implications (c) ⇒ (b) ⇒ (a) are obvious. To prove the implication (a) ⇒ (c),
suppose that X is semi-locally simply-connected at x . There is a neighborhood U of x
such that the inclusion map induces a trivial homomorphism from π1(U,x) to π1(X,x).
If U contains a simple closed curve, there exists a loop f in U with the base point x such
that f  (0,1) is injective. Since [f ] ∈ π1(X,x) is trivial, there exist a dendrite T such that
f factors through T , that is, there are continuous maps g : [0,1]→ T and h :T →X with
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f = h ·g by Lemma 2.3. Since g is a loop and T is a dendrite, g  (0,1) cannot be injective
and f (0,1) cannot be injective either, which is a contradiction. ✷
We introduce some notions. For O ∈ Cov2(X) and an open subset O of X, St(O,O)
denotes the subset
⋃{P0P1: O ∩ P0 = ∅,O ∩ P1 = ∅,P0,P1 ∈O} of the polygon |XO|.
The first lemma is for the implication (1) ⇒ (3) in Theorem 1.2.
Lemma 4.2. Let X be a one-dimensional, locally path-connected, path-connected space
and f :H→ X a continuous map. If there exists a point x = f (o) such that X is not
semi-locally simply connected at x, then f∗ :π1(H, o)→ π1(X,f (o)) is not surjective.
Proof. Choose a path-connected open neighborhood O of f (o) so that x /∈ O and then
choose n so that f (U2/n(o) ) ⊂ O . Since X is not semi-locally simply connected at x,
we have more than n-many pair-wise non-homotopic loops at x . If we choose a fine cover
O which contains O as an element and detects all of these loops, then the number of
generators of π1(XO) is greater than n and so f∗ should not be surjective. Now we proceed
to a rigorous proof.
For a givenO ∈ Cov2(X), let KO be the quotient graph of |XO| by identifying St(O,O)
with one point O∗. The quotient map is denoted by σ : |XO| →KO . Since X is not semi-
locally simply connected at x, we can choose O ∈ Cov2(X) so that each member of O
is path-connected, and the number of generators of the free group π1(KO,O∗) is greater
than n. Since each member of O is path-connected, σ∗ :π1(XO)→ π1(KO) is surjective
and also qO :π1(X)→ π1(XO) is surjective. Since the number of generators of Im(f∗) is
less than n, f∗ cannot be surjective. ✷
Lemma 4.3. Let X be a space satisfying the following conditions:
• X contains a dendrite T ;
• there exist xn, yn ∈ T and arcs An such that An ∩ T = {xn, yn} and An \ {xn, yn} are
open in X and (Am \ {xm,ym})∩ (An \ {xn, yn})= ∅ for m = n;
• X = T ∪⋃{An: n < ω};
• there exists r ∈ T such that any neighborhood of r contains almost all An’s.
Then X has the same homotopy type as the Hawaiian earring.
Proof. Let f :X→ H be a map such that f (T )= {o} and the restriction of f to An is a
winding to {(x, y): (x − 1/n)2 + y2 = 1/n2}, i.e., a path from xn to yn corresponds to the
anti-clockwise winding. Next define g :H→X to be a map as follows:
• g · en maps [0,1/3] to a unique arc from r to xn homeomorphically;
• g · en maps [1/3,2/3] to An from xn to yn homeomorphically;
• g · en maps [2/3,1] to a unique arc from yn to r homeomorphically.
Then both f · g and g · f are homotopic to the identity in H and X, respectively. ✷
The proof of the implication (3) ⇒ (2) in Theorem 1.2 is a modification of the proof
of the fact that a semi-locally simply connected, one-dimensional Peano continuum is the
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same homotopy type as a finite graph. We review results about brick partitions, and refer
the reader to [1] and [14] for more precise information.
A metric space (X,ρ) is uniformly locally connected if, for every ε > 0, there exists
δ > 0 such that if ρ(x, y) < δ then x and y are contained in a connected open set of
diameter less than ε. We note the following fact [14, Proposition 2.5]: Let O be a uniformly
locally connected, connected open set in a Peano continuum. Then O is also a Peano
continuum.
A partition P of a space is a pair-wise disjoint family of finitely many connected
open sets such that
⋃P is dense. A partition P is of order 2 if P1 ∩ P2 ∩ P3 = ∅ for
distinct P1,P2,P3 ∈ P . A partition P is a brick partition if int(P ∪ Q) is uniformly locally
connected for each P,Q ∈ P . We state [14, Theorem 2.9] in a suitable form to our case.
Proposition 4.4 [14, Theorem 2.9]. Let X be a one-dimensional Peano continuum and
x0, x1, . . . , xn ∈X. Then, for every ε > 0, there exists a brick partition P of order 2 such
that
• if xi = xj , then there are distinct Pi,Pj ∈ P such that xi ∈ Pi, xj ∈ Pj ;
• Mesh(P) is less than ε;
• the boundary of each member of P is 0-dimensional.
Next, we prove lemmas for the implication (3) ⇒ (2).
Lemma 4.5. Let X be a one-dimensional Peano continuum which is semi-locally simply
connected at any point except x0. For each ε > 0, there exists a brick partition P of order 2
such that
• there exists P0 ∈ P such that x0 ∈ P0;
• the diameter of each P ∈P is less than ε;
• for distinct P,Q ∈ P , P ∩ Q contains at most one point;
• P is simply connected for P ∈ P \ {P0}.
Proof. Apply Proposition 4.4 to X and x0 and ε > 0, then we have a partition Q and
x0 ∈ P0 ∈Q. We remark that for distinct P,Q ∈Q, P ∩ Q is at most finite. To see this,
suppose that P ∩ Q is infinite. Then there exists an accumulation point y of P ∩ Q in
P ∩ Q. Since P ∩ Q is 0-dimensional and each P is a Peano continuum, we see that X is
not semi-locally simply connected at y by Proposition 4.1, which is a contradiction.
Then
⋃
(Q \ {P0}) is a semi-locally simply connected one-dimensional Peano contin-
uum. There exists δ > 0 such that π1(Uδ(x), x) is trivial for every x ∈ ⋃(Q \ {P0}).
Let {p0, . . . , pm} = P0 ∩ ⋃(Q \ {P0}) and apply Proposition 4.4 to ⋃(Q \ {P0}) and
p0, . . . , pm and min{δ/3, ε}. Then we have a partitionQ′. Since P ∪ Q is simply connected
and P ∩ Q is 0-dimensional, P ∩ Q contains at most one point for distinct P,Q ∈Q′. Now
the partition {P0} ∪Q′ is the desired one. ✷
Proof of Theorem 1.2. If X is semi-locally simply connected, π1(X,x) is finitely
generated by [15, Corollary 9]. (Since our space X is one-dimensional, the proof is easier.)
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If there exist two points at which X is not semi-locally simply connected, π1(X,x) is
not isomorphic to π1(H, o) by Theorem 1.1 and Lemma 4.2. Therefore (1) implies (3).
Since (2) clearly implies (1), we show the implication from (3) to (2). Let X be not semi-
locally simply connected only at a point x0. We construct brick partitionsPn, x0 ∈ Pn ∈ Pn,
finitely many points yni ∈ ∂Pn, subsets Tn of X \ Pn , and arcs Anj in X by induction as
follows.
Let P0 = X and P0 = {X} and T0 = ∅. (We do not define y0i’s nor A0j ’s.) In the nth
step, using Lemma 4.5 we choose Pn and Pn as follows:
• Pn is a brick partition of Pn−1;
• there exists Pn ∈Pn such that x0 ∈ Pn and Pn ⊆ Pn−1;
• Mesh(Pn) is less than 1/n;
• for distinct P,Q ∈ Pn, P ∩ Q contains at most one point;
• P is simply connected for P ∈ Pn \ {Pn}.
For P ∈ Pn \ {Pn}, we connect all points in P ∩⋃{Q: Q ∈ Pn−1 ∪Pn \ {P }} by arcs.
Since P is a dendrite, the union of the arcs GP is homeomorphic to a finite tree and GP
is a deformation retract of P . Then ⋃{GP : P ∈ Pn \ {Pn}} is homeomorphic to a finite
graph, which may be disconnected. Let {yni : i  kn} be an enumeration of Pn∩⋃{P : P ∈
Pn \ {Pn}}. Let N be the set consisting of all branch points of ⋃{GP : P ∈ Pn \ {Pn}}
and all points in P ∩⋃{Q: Q ∈ Pn−1 ∪ Pn \ {P }} for P ∈ Pn. Then N is finite and we
can regard
⋃{GP : P ∈ Pn \ {Pn}} as a graph with the nodes N . We choose a maximal
tree Mni in
⋃{GP : P ∈ Pn \ {Pn}} \ {ynj : j = i} which contains yni by induction on i .
Every point in N belongs to the unique Mni . Let the space Tn = Tn−1 ∪⋃{Mni : i  kn}.⋃{GP : P ∈ Pn \ {Pn}} \⋃{Mni : i  kn} is the finite union of disjoint open arcs, that is,
sets homeomorphic to an open interval. Let {Anj : j  ln} be the enumeration of all the
closures of such open arcs. These complete the nth step.
Finally, let T = {x0} ∪⋃{Tn: n < ω} and Y = T ∪⋃{Anj : j < ln, n < ω}. Then Y
has the same homotopy type as the Hawaiian earring by Lemma 4.3. Observe that each
P ∈ Pn \ {Pn} deforms to GP and Pn’s converge to x0. Then we can see that Y is a
deformation retract of X. ✷
5. A proof of Theorem 1.3
In this section we introduce a new construction of continuous maps defined on certain
subspaces from homomorphisms between fundamental groups. First we introduce some
notation.
For a homomorphism h :π1(X,x)→G, a point x0 ∈X is wild with respect to h if, for
each neighborhood U of x0, there exists a loop f such that h(ϕg([f ])) = e for some path
g from x0 to x . We remark that this definition does not depend on the choice of a path g.
The set of all wild points with respect to h is denoted by Xwh . When h is the identity, X
w
h
is simply denoted by Xw . Then, for a path-connected space X, Xw is the set of all points
at which X is not semi-locally simply connected.
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A subgroup H of a group G is a retract of G if there exists a homomorphism r :G→H
such that r(x)= x for x ∈H .
Since the next lemma will be used again in the next section, we state a stronger form
than is necessary to prove Theorem 1.3.
Lemma 5.1. Let X be a first countable space and Y be a one-dimensional metric space
and h :π1(X,x)→ π1(Y, y) be a homomorphism. Let x0 be a wild point with respect to h.
Then there exists a unique point y0 ∈ Y which satisfies the following condition:
for a path p : [0,1] → X with p(0) = x0 and p(1) = x , there exists a unique path
q : [0,1]→ Y from y0 = q(0) to y = q(1) up to homotopy which satisfies the following:
for each continuous map f : (H, o)→ (X,x0) there exists a spatial homomorphism
h :π1(H, o)→ π1(Y, y0) such that h · ϕp · f∗ = ϕq ·h.
Consequently, if X = Y is a one-dimensional metric space and h is the identity on
π1(X,x0) and p is the constant loop, then y0 = x0 holds and q is homotopic to the constant
loop.
Proof. By the first countability of X and the wildness of x0 with respect to h, there exist
loops gn with the base point x0 such that h · ϕp([gn]) = e and Im(gn) converge to x0. Let
g : (H, o)→ (X,x0) be a map defined by g(en(t)) = gn(t) for 0  t  1 and 1  n < ω.
Then Im(h · ϕp · g∗) π1(Y, y) is not finitely generated by Lemma 3.15. Then there exist
y0 and a path q from y0 to y such that h · ϕp · g∗ = ϕq ·h by Theorem 1.1.
First we show that the choice of a path p does not have an effect on the choice of the
point y0. Let p′ be another path from x0 to x . Then ϕp′(a)= [p′−p]ϕp(a)[p−p′] holds and
the two homomorphisms h ·ϕp ·g∗ and h ·ϕp′ ·g∗ are conjugate via h([p′−p]) ∈ π1(Y, y).
The proof of Theorem 1.1 shows that the point y0 determined by p is the same as the one
determined by p′.
To see that the choice of g does not have an effect on the choice of y0 and q ,
let f : (H, o) → (X,x0) be a continuous map and define f ′ : (H, o) → (X,x0) by:
f ′(e2n(t)) = f (en(t)) and f ′(e2n+1(t)) = g(en(t)). We apply Theorem 1.1 to f ′ and
conclude that h · ϕp · f ′∗ = ϕq · h′ for a spatial homomorphism h′ :π1(H, o)→ π1(Y, y0).
Let ξ :π1(H, o)→ π1(H, o) be a spatial homomorphism such that ξ(δn) = δ2n. Then
f ′∗ · ξ = f∗ and hence h · ϕp · f∗ = h · ϕp · f ′∗ · ξ = ϕq · h′ · ξ . Since h′ · ξ is a spatial
homomorphism, the uniqueness of y0 and q follows from Theorem 1.1. A combination of
the above two arguments gives us the conclusion. ✷
Let X be a first countable space and Y be a one-dimensional metric spaces and
h :π1(X,x)→ π1(Y, y) be a homomorphism. We define a map h˜ :Xwh → Y according
to Lemma 5.1, i.e., h˜(x0)= y0 in the statement.
Lemma 5.2. For x0 ∈ Xwh , there exists a continuous map g : (H, o)→ (X,x0) such that
Im(h · ϕp · g∗) is infinitely generated, where p is a path from x0 to x .
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Proof. There exist loops fn with the base point x0 such that h · ϕp([fn]) ∈ π1(Y, y) is
non-trivial for each n and the Im(fn)’s converge to x0. Let g : (H, o)→ (X,x0) be the map
defined by: g(en(t))= fn(t) for n < ω and 0 t  1, then h · ϕp · g∗(δn)= h · ϕp([fn]) is
non-trivial for each n and hence Im(h ·ϕp ·g∗) is infinitely generated by Lemma 3.15. ✷
Lemma 5.3. If X is locally path-connected and path-connected, then h˜ :Xwh → Y is
continuous.
Proof. To show the continuity of h˜ by contradiction, suppose that there is a sequence
(xn: n < ω) such that limn→∞ xn = x∞ and limn→∞ h˜(xn) = h˜(x∞). By taking a
subsequence if necessary, we may assume the existence of an open neighborhood U of
h˜(x∞) such that h˜(xn) /∈ U . By the local path-connectivity and the first countability, we
can choose paths pn from xn to x∞ so that the Im(pn)’s converge to x∞. We also choose a
path p from x∞ to x . For each xn, choose gn : (H, o)→ (X,xn) so that Im(h · ϕpnp · gn∗)
is not finitely generated by Lemma 5.2. Then for h · ϕpnp · gn∗ (= h · ϕp · ϕpn · gn∗)
there is a continuous map fn : (H, o)→ (Y, h˜(xn)) such that h · ϕpnp · gn∗ = ϕqn · fn∗,
where qn is the path from h˜(xn) to y obtained in Lemma 5.1. Since fn(o) = h˜(xn) /∈
U , there exists a sequence (mn: n < ω) such that the images of the essential parts
of fn∗(δmn)’s are contained in Y \ U . Define g∞ :H→ X so that g∞(o) = x∞ and
g∞∗(δn) = ϕpn · gn∗([δmn]). Apply Theorem 1.1 to h · ϕp · g∞∗. Then it coincides with
a spatial homomorphism from π1(H, o) to π1(Y, h˜(x∞)) up to the base-point-change-
isomorphism. Now Im(h · ϕp · g∞∗) is not finitely generated and for a sufficiently large
n the image of the essential part of h ·ϕp ·g∞∗(δn) is contained in U . These contradict that
the images of the essential parts of h · ϕp · g∞∗(δn)= h · ϕp · ϕpn · gn∗(δmn) are contained
in X \ U . Hence, h˜ is continuous. ✷
The following theorem is a stronger form of Theorem 1.3.
Theorem 5.4. Let X and Y be one-dimensional, locally path-connected, path-connected,
metric spaces and i :π1(X)→ π1(Y ) be an isomorphism onto a retract of π1(Y ). Then Xwi
is homeomorphic to a closed subspace of Y .
If, in addition, X is not semi-locally simply connected at any point, X is homeomorphic
to a closed subspace of Y .
Proof. Since x0 is wild with respect to i , there exist essential loops fn with the base
point x0 such that the images of fn’s converge to x0 and i · ϕp([fn]) = e for every n.
Let f : (H, o) → (X,x0) be the map defined by: f (en(t)) = fn(t) for 0  t  1 and
1  n < ω. By Lemma 5.1 and the definition of i˜(x0), there exists a continuous map
g : (H, o)→ (Y, i˜(x0)) such that i · ϕp · f∗ = ϕq · g∗ for some path from i˜(x0) to y . Let
gn(t) = g(en(t)) for 0  t  1 and 1  n < ω. Then gn’s are loops with the base point
i˜(x0) such that [gn] = ϕ−1q · i ·ϕp([fn]) for each n, and the images of gn converge to i˜(x0).
Denote the retraction from π1(Y ) to i(π1(X)) by r , that is, r · i(a) = a for a ∈ π1(X).
Since r˜(i˜(x0)) is determined by the gn’s by Lemma 5.1 and r · ϕq([gn]) = ϕp([fn]) for
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each n, we have i˜(x0) ∈ Ywr and also r˜ · i˜(x0)= x0 again by Lemma 5.1, that is, r˜ · i˜ is the
identity.
To show the closedness of i˜(Xw), let y = limn→∞ i˜(xn) for xn ∈Xw . Since i˜(xn) ∈ Ywr ,
y ∈ Ywr holds and hence r˜(y)= limn→∞ r˜ · i˜(xn)= limn→∞ xn by Lemma 5.3. Therefore
r˜(y) is in Xw and i˜ · r˜(y) = limn→∞ i˜(xn) = y , again by Lemma 5.3, which implies
y ∈ i˜(Xw). ✷
Now Theorem 1.3 follows directly from Theorem 5.4. We prove Theorem 1.4 in the
next section and then we obtain a stronger conclusion than the one in Theorem 1.3; each
isomorphism from π1(X,x) to π1(Y, y) is induced by a continuous map and the base-
point-change-isomorphism.
Remark 5.5. (1) Since any embedding between one-dimensional spaces induces an
embedding of the fundamental group [3], the fundamental group of a one-dimensional
Peano continuum is embeddable into that of the Menger curve, and the fundamental
group of a one-dimensional Peano continuum in the plane is embeddable into that of
the Sierpinski curve. Recently, the author of the present paper has shown that neither the
fundamental group of the Sierpinski gasket, nor of the Sierpinski curve, nor of the Menger
curve is embeddable into that of the Hawaiian earring [4]. But, it is still unknown whether
the fundamental group of the Menger curve is embeddable to that of the Sierpinski curve
[2, Question 3.5].
According to Theorem 1.4, which will be proved in the next section, the non-
embeddability is a consequence of the confirmation of the following assertion: for each
continuous map f from the Menger curve to the Sierpinski curve, there is a point x of the
Sierpinski curve such that f−1({x}) contains a circle.
(2) Recently, G. Conner and the author found a new construction of a space XG from
a given group G. The construction has the following feature: if X is a space satisfying
the hypothesis of Theorem 1.3 and G is the fundamental group of X, then XG is
homeomorphic to X. In other words, the space as in Theorem 1.3 is recovered from its
fundamental group.
6. A proof of Theorem 1.4
In this section we shall make a more precise investigation into the paths and the
continuous maps that were being made use of in the previous section. In particular, we
introduce a topology on a path space that will be used to prove Theorem 1.4.
The next technical lemma is a topological variation of [4, Lemma 2.3], where the
proposition was stated in purely algebraic terms.
Lemma 6.1. Let X be a first countable space and Y be a one-dimensional metric space
and h :π1(X,x)→ π1(Y, y) be a homomorphism. Let x0 ∈ Xwh and p : [0,1] → X be a
path with p(0)= x0 and p(1)= x . Choose y0 ∈ Y and a reduced path q : [a, b]→ Y from
y0 = q(a) to y = q(b) as in Lemma 5.1.
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For each neighborhood O of p(0), there exists a loop l in O with the base point p(0)
such that h ·ϕp([l]) is represented as a reduced loop q−l′q for a cyclically reduced loop l′.
(In other words, q appears explicitly as a conjugator supporting the essential part of
h · ϕp([l]).)
Proof. Since x0 ∈ Xwh , there exists a continuous map f : (H, o) → (O,x0) such that
f∗(δn) = e for each n. By Lemma 5.1, there exists a continuous map g :H→ Y such
that g∗ =h.
Let C ⊆ Cov2(Y ) be a family having the properties in Lemma 3.7.
We choose δin , Un ∈ C, Un ∈ Un, positive real numbers µn and positive integers kn by
induction as follows:
Let i0 = 0 and u−0 v0u0 be a reduced loop such that g∗(δ0) = [u−0 v0u0], where v0 is
cyclically reduced. Choose U0 ∈ C and U0 ∈ U0 so that q(a) ∈ U0, Im(v0)  U0 and
lµ0U0(v0) > 0. Let k0 = 1. In the nth step, choose in so that g∗(δin ) = [u−n vnun], where
u−n vnun is reduced and vn is cyclically reduced, and Im(u−n vnun)⊆Un−1.
Then choose a refinement Un ∈ C ∩Cov1/n(X) of Un−1 and µn so that:
(1) lµnUn(vn) > 0, and(2) there is Un ∈ Un such that q(a) ∈Un ⊆Un−1 and Im(vn)Un.
Finally, choose kn  1 so that max{lµnUn(vn−1un−1), l
µn
Un (q)}< kn.
Our desired u is f∗(· · · δ2kn+2in · · · δ
2k0+2
i0
· · · δ2kn+2in · · ·). To see that this u satisfies the
required properties, we consider the reduced path of u−n−1v
2kn−1+2
n−1 un−1u−n v
2kn+2
n un. Since
lµn−1Un−1(vn−1) > 0 and Im(u
−
n vnun) ⊆ Un−1, the second appearance of vn−1 from the right
remains in the reduced path. On the other hand, since lµnUn(vn−1un−1) < kn, the right-most
appearance of vkn+1n remains in the reduced path. Therefore the reduced path is of the form
u−n−1v
2kn−1+1
n−1 wv
kn+2
n un for some path w.
A symmetric argument works for u−n v
2kn+2
n unu
−
n−1v
2kn−1+2
n−1 un−1. Since g∗ is a spatial
homomorphism, Im(u−n v
2kn+2
n un) converge to q(a) and hence
· · ·u−n v2kn+2n un · · ·u−0 v2k0+20 u0 · · ·u−n v2kn+2n un · · · (∼= v∞)
is a loop with the base point q(a) and the reduced loop of this v∞ is of the form
· · ·vkn+1n · · · s1vk1+11 s0vk0+10 t0vk1+11 t1 · · ·vkn+1n · · · .
We denote this reduced loop by w∞ : [c, d]→X.
Since lµnUn (q) < kn, q
−w∞q is reduced by Lemma 2.6. To see that w∞w∞ is reduced,
we consider ck =min{α: w∞(α) /∈Uk} and dk =max{β: w∞(β) /∈Uk} for k. We express
w∞w∞ as wl∞wr∞, that is, wl∞ refers the left w∞ of w∞w∞ and wr∞ refers the right w∞
of w∞w∞. We use the superscripts l , r also to other notions which are related to w∞.
Suppose that wl∞wr∞ is not reduced. Since the Un’s form a neighborhood base at q(a),
there exists j such that wl∞  [dlj−1, d] wr∞  [c, crj−1] disappears in the reduced word of
wl∞wr∞. Then wl∞  [dlj−1, d]wr∞  [c, crj−1] = e (by Lemma 2.6). By the same argument,
wl∞  [dlj , d]wr∞  [c, crj ] = e.
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We consider the positions of cj and dj in the domain of w∞. They come from u−j vjuj
and there are two possibilities, that is, when Im(uj )Uj and, otherwise.
When Im(uj )  Uj , cj corresponds to an element in the domain of sj and dj
corresponds to one in the domain of tj . Since sj and tj are the reduced paths of
v
i0
j+1uj+1u
−
j v
i1
j and v
i2
j uju
−
j+1v
i3
j+1 for some i0, i1, i2, i3, respectively,
wl∞ 
[
c, dlj
]
wr∞ 
[
crj , d
]∼=w′vju′ju′j−vjw′′ =w′vj vjw′′
where w′vj and vjw′′ are reduced paths. Hence there should exist a cancellation in vj vj ,
which contradicts that vj is cyclically reduced.
When Im(uj ) ⊆ Uj , cj corresponds to an element in the domain of vj and dj also
corresponds to a one in the domain of vj . Then we have vj ∼= xyz so that Im(x)∪ Im(z)⊆
Uj and the initial point and the terminal point of y do not belong to Uj . Considering
l
µj
Uj (vj ) > 0 and the fact that v
kj
j tj of w
l∞ and sj v
kj
j of w
r∞ are cancelled, we conclude that
yy is null-homotopic. But, since y is a non-degenerate reduced path in a one-dimensional
space, this is a contradiction. We have shown that w∞ is cyclically reduced. Now
h · ϕp(u) = h · ϕp · f∗
(· · ·δ2kn+1in · · · δ2k0+1i0 · · · δ2kn+1in · · ·)
= ϕq · g∗
(· · · δ2kn+1in · · · δ2k0+1i0 · · · δ2kn+1in · · ·)
= [q− · · ·vknn · · ·vk00 · · ·vknn · · ·q]
holds and we have completed the proof. ✷
We introduce “tail-limit topology” on the set of the homotopy classes of paths in a one-
dimensional space X. Let RPx(X) be the set of all reduced paths in X which terminate
at x and RPhx(X) be the homotopy classes that are represented by the paths in RPx(X).
Lemma 2.4 states that the set RPhx(X) has a one-to-one correspondence to the quotient of
RPx(X) modulo the equivalence. Also observe that, for a homotopy class [p] ∈ RPhx(X),
the initial point of the class [p] is well-defined. An element of RPhx(X) is degenerate if it
is an equivalence class of degenerate paths.
For an open set U containing the initial point of [p], let O(U, [p]) = {[f ]: f is
homotopic to gp for some g with Im(g) ⊆ U}. The tail-limit topology is a topology on
RPhx(X) which has the collection of all O(U, [p])’s as a neighborhood base for [p]. Let
σ : RPhx(X)→X be the map which sends [p] to the initial point of p.
The key step for the proof of Theorem 1.4 is to prove Lemma 6.5. We begin with some
preliminary results.
Lemma 6.2. Let X be a one-dimensional space and F : [0,1]→ RPhx(X) be a path such
that F(0) is degenerate and ft : [at,1] →X be a representative of F(t) for each t . Then,
for a1  t0  1, there exists 0 s0  1 such that F(s0)= [f1  [t0,1]].
Proof. Let s0 = inf{s: f1  [t0,1] is a tail of fs} and t be the infimum of u such that
f1  [u,1] is a tail of fs0 . Then f1  [t,1] is also a tail of fs0 .
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To prove it by contradiction, suppose that F(s0) = [f1  [t0,1]]. The first two treat the
cases when f1  [t0,1] is not a tail of fs0 and the third treats the case when f1  [t0,1] is
not a tail of fs0 .
(Case 1): t > t0 and f1  [t,1] = fs0 .
Take a neighborhood U of fs0(0) so that f1([t0, t])  U . O(U, [fs0]) contains F(s) =
[fs] for some s < s0 such that f1  [t0,1] is a tail of fs by the definition of s0, which is a
contradiction.
(Case 2): t > t0 and fs0 ∼= g(f1  [t,1]) for a non-degenerate path g.
Take a neighborhood U of fs0(0) so that Im(g)  U . O(U, [fs0]) contains some [fs],
where f1  [t0,1] is a tail of fs , but this is a contradiction as in Case 1.
(Case 3):fs0 ∼= g(f1  [t0,1]) for a non-degenerate path g.
Take a neighborhoodU of fs0(0) so that Im(g)U . By the continuity of F , there exists
s < s0 such that [fs ] ∈O(U, [fs0]). Then f1  [t0,1] is a tail of fs , which contradicts the
choice of s0. ✷
Lemma 6.3. Let X be a one-dimensional space and F : [0,1]→ RPhx(X) be a path such
that F(0) is degenerate and ft : [at,1] → X be a representative of F(t) for each t . For
a1  t∗  1, there exist s0, s1 ∈ [a1,1] such that s0  t∗  s1, F(s0) = F(s1) holds and
fs0
∼= fs1 is a tail of f1.
Proof. The reduced path of f1f−t∗ is of the form f1  [a1, t0] (f  [at∗, t1])−. Then we
have f1  [t0,1] ∼= ft∗  [t1,1]. There exists 0 s0  t∗ such that F(s0)= [f1  [t0,1]] by
Lemma 6.2. Now fs0 is a tail of f1.
Next define G by: G(t) = [ftf−t∗ ] for t∗  t  1. Then G is a path in Phσ ·F(t∗)(X) and
G(t∗) is degenerate. The representative of G(1) is f1  [a1, t0] (ft∗  [at∗, t1])−. Hence,
there exists t∗  s1  1 such that G(s1)= [(ft∗  [at∗, t1])−]. Then
F(s1) = [fs1f−t∗ ft∗ ] =
[(
ft∗  [at∗, t1]
)−
ft∗
] [
ft∗  [t1,1]
]
= [f1  [t0,1]]= F(s0). ✷
To use a result about the ˇCech homotopy group from [10], we introduce a definition.
A finite ascending sequence a = u0 < u1 < · · ·< u2n = b is said to be a clicking for a
loop f : [a, b]→X if there exist pairs of intervals [ai, bi], [ci, di] for 0 i < n such that
• {[ai, bi], [ci, di]: 0 i < n} = {[ui, ui+1]: 0 i < 2n};
• f (ai)= f (di) and f (bi)= f (ci);
• bi  ci ;
• bi  aj implies di  aj or dj  ci .
For notations related to the ˇCech homotopy group, we refer the reader to [10].
Lemma 6.4. Let X be a one-dimensional metric space and F : [0,1]→ RPhx(X) be a loop.
For each ε > 0, there exist a clicking u0 < u1 < · · ·< u2n for F such that the diameter of
each set σ · F([ui, ui+1]) is less than ε for 0 i  2n− 1.
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Proof. Choose 0= s0 < s1 < · · ·< sm = 1 so that the diameter of each set σ ·F([si, si+1])
is less than ε. It suffices to show the existence of a clicking u0 < u1 < · · ·< u2n for F such
that {si : 0 i m} ⊆ {ui : 0 i  2n}.
We describe a procedure to get such a clicking. Let a  s  b c d and F(a)= F(d)
and F(b)= F(c). Let ft : [at,1]→X be a representative of F(t) for each t . Define
G(t)=
{ [ftf−a ] for a  t  b,
[ft−b+cf−a ] for b t  b+ d − c.
Then G is a loop and G(a) is degenerate. Let h be the reduced path of fbf−a .
There exist a  t0  s  t1  b such that G(t0) = G(t1) and the representative of
G(t0) is a tail of h by Lemma 6.3. Define G′ : [b, b+ d − c] → RPσ ·F(a)(X) by: G′(t)=
G(2b + d − c − t). Then G′(b) is degenerate and G′(b + d − c) = G(b). Now we have
b  t ′2  b+ d − c such that G′(t ′2)=G(t0) by Lemma 6.2. Let t2 = b+ d − t ′2. Then we
have c t2  d and G(t2 − c+ b)=G(t0) and hence F(t2)= F(t0)= F(t1).
Suppose that vi < sk < vi+1  vj < vj+1 and F(vi)= F(vj+1) and F(vi+1)= F(vj ).
(We can similarly perform the following procedure for the case vi < vi+1  vj < sk <
vj+1.) Apply the above for a = vi, b = vi+1 and so on. Then we have t0,k, t1,k, t2,k so that
F(t0,k)= F(t1,k)= F(t2,k).
Now we have a clicking u0 < · · · < vi < t0,k < sk < t1,k < vi+1 < · · · < uj < t2,k <
uj+1 < u2n, when t0,k < t1,k , and a clicking u0 < · · ·< vi < sk < vi+1 < · · ·< uj < t2,k <
uj+1 < u2n, when t0,k = t1,k . Applying this procedure to each sk , we have the desired
clicking. ✷
Lemma 6.5. Let X be a one-dimensional metric space and F : [0,1]→ RPhx(X) be a loop.
Then σ · F is null-homotopic.
Proof. By Proposition 3.2, it suffices to prove that pO ·σ ·F is null-homotopic for a finite
open cover O of X. Taking sufficiently small ε > 0 in Lemma 6.4, we have a clicking
u0 < u1 < · · ·< u2n for F such that each σ · F([ui, ui+1]) is contained in some O ∈O.
Then, according to the definition of a clicking, we can get a homotopy from (σ · F)O to
the constant map in the nerve XO . Now the conclusion follows. ✷
Lemma 6.6. Let X be a one-dimensional metric space and F : [0,1] → RPhx(X) be a
path such that F(0) is degenerate. If f ∈ RPx(X) represents F(1), then σ · F and f are
homotopic.
Proof. Let G(t) = [f  [1 − t,1]] for 0  t  1. Then G is a path from F(0) to F(1)
in RPhx(X) and hence FG− is a loop. Now (σ · F)f− = σ · (FG−) is homotopic to the
constant map by Lemma 6.5. ✷
For a path p : [0,1]→X which terminates at x , let pt be the restriction of p to [1− t,1]
for 0  t  1, e.g., p1 = p. Given a homomorphism h :π1(X,x)→ π1(Y, y) and a path
p : [0,1]→X which terminates at x , Lemma 5.1 states that for each t there exists a reduced
path qt : [at,1]→ Y from qt (at ) to y which satisfies the following:
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for each f :H → X with f (o) = p(1 − t) = pt(1 − t), there exists a spatial
homomorphismh :π1(H, o)→ π1(Y, qt (at )) such that h · ϕpt · f∗ = ϕqt ·h.
Let F(t)= [qt ] for 0 t  1.
Lemma 6.7. The above F : [0,1]→ RPhy(Y ) is continuous.
Proof. Suppose that limn→∞ tn = t . By Lemma 6.1, there exist loops ln’s with the base
point p(1 − tn) such that the reduced loop for h · ϕptn ([ln]) is of the form q−tn l′nqtn for a
cyclically reduced loop l′n and the Im(ln)’s converge to p(1− t). Then we have a continuous
map f :H→X such that f (o)= p(1 − t) and f∗(δn)= [ptp−tn lnptnp−t ] for n < ω. (We
remark that ptnp
−
t is homotopic to the restriction of p from 1 − tn to 1 − t and hence
the images of the reduced paths of ptnp−t converge to p(1 − t).) Now qt is given as in
Lemma 5.1, which comes from the tail-limit of qtn’s in Lemma 3.12. The images of the
essential parts l′n of h · f∗(δn) converge to the initial point of qt (see Lemma 3.14 or a
comment after the proof of Lemma 3.14), and the qtn’s converge to qt under the tail-limit
topology, that is, F is continuous. ✷
Proof of Theorem 1.4. Given an injective homomorphism h :π1(X,x) → π1(Y, y),
let h˜ :X → Y be the map defined before Lemma 5.2. Applying Lemma 5.1 to the
degenerate path at x , we have a reduced path r from h˜(x) to y . Define a homomorphism
h′ :π1(X,x)→ π1(Y, h˜(x)) by: h′ = ϕ−1r · h.
Now let p be a loop with the base point x . Then we are given paths qt with the
terminal point h˜(x) for each pt for 0  t  1 as in the above by Lemma 5.1. (We
note p1 = p.) Let F(t) = [qt ] for 0  t  1. Then σ · F and q1 are homotopic by
Lemmas 6.7 and 6.6. The fact that q1 is a loop is a consequence of the uniqueness of y0
in Lemma 5.1. Since σ · F(t)= h˜(p(1− t)), we have [h˜ · p−] = [q1]. On the other hand,
h′ · ϕp(a) = h′([p]−1a[p]) = h′([p])−1h′(a)h′([p]) holds for a ∈ π1(X,x), and hence
h′([p])−1 = [q1] by the uniqueness of q1 in Lemma 5.1. Therefore [h˜ · p−] = h′([p])−1,
i.e., (h˜)∗([p]−1)= h′([p]−1), and consequently (h˜)∗([p])= h′([p]) holds. Now we have
h= ϕr · h′ = ϕr · (h˜)∗, which completes the proof. ✷
The next corollary confirms a conjecture due to Greg Conner.
Corollary 6.8. Let X be a one-dimensional, locally path-connected, path-connected,
metric space which is not semi-locally simply connected at any point. Then π1(X) is not
isomorphic to π1(X) ∗ Z.
Proof. Let Y be the one point union of a circle and X. Then π1(Y ) " π1(X) ∗ Z holds.
(See [6].) Let i :π1(X)→ π1(Y ) be an injective homomorphism. Then there is a path p in
Y such that i = ϕp · (i˜)∗ by the proof of Theorem 1.4. Since Im(i˜) is contained in X, (i˜)∗
cannot be surjective, and consequently i is not surjective. ✷
Remark 6.9. (1) Modifying the proof in [10, Appendix B], we can prove the following
stronger version of Lemma 6.5:
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Let X be a one-dimensional metric space and F : [0,1]→ RPhx(X) be a loop. Then F is
null-homotopic.
(2) Jim Cannon remarked that the injectivity of i :π1(X)→ π1(Y ) does not imply the
injectivity of i˜ in Theorems 1.3 and 1.4. Let X be a space consisting of two copies of the
Hawaiian earring joined by an interval between two wild points, and Y be the quotient
space of X obtained by identifying the two wild points, where f :X→ Y is the quotient
map. Then Y is homeomorphic to the Hawaiian earring. The homomorphism f∗ is injec-
tive, while the induced map f˜∗ is a map from the two points space to the one point space.
To obtain a wilder space for such an example, it suffices to replace circles and an interval
by copies of the Menger curve or the Sierpinski curve, and so on.
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