We study a classical iterative algorithm for the problem of balancing matrices in the L∞ norm via a scaling transformation. This algorithm, which goes back to Osborne and Parlett & Reinsch in the 1960s, is implemented as a standard preconditioner in many numerical linear algebra packages. Surprisingly, despite its widespread use over several decades, no bounds were known on its rate of convergence. In this paper we prove that, for a large class of irreducible n × n (real or complex) input matrices A, a natural variant of the algorithm converges in O(n 3 log(nρ/ε)) elementary balancing operations, where ρ measures the initial imbalance of A and ε is the target imbalance of the output matrix. (The imbalance of A is maxi | log(a
are the maximum entries in magnitude in the ith row and column respectively.) This bound is tight up to the log n factor. A balancing operation scales the ith row and column so that their maximum entries are equal, and requires O(m/n) arithmetic operations on average, where m is the number of non-zero elements in A. Thus the running time of the iterative algorithm is e O(n 2 m). This is the first time bound of any kind on any variant of the Osborne-Parlett-Reinsch algorithm. The class of matrices for which the above analysis holds are those which satisfy a condition we call Unique Balance, meaning that the limit of the iterative balancing process does not depend on the order in which balancing operations are performed. We also prove a combinatorial characterization of the Unique Balance property, which had earlier been conjectured by Chen. Categories and Subject Descriptors 
Background and discussion of results
In numerical linear algebra, it is standard practice to precondition an n × n real or complex matrix A by performing a similarity transform D −1 AD for some diagonal scaling matrix D, prior to performing other computations on A such as computing its eigenvalues. The goal is that D −1 AD should be balanced, in the sense that the norm of the ith row is equal to the norm of the ith column, for all i. The point here is that standard linear algebra algorithms tend to be numerically unstable for unbalanced matrices. Diagonal scaling achieves balance without affecting the eigenvalues of A. (Preconditioning typically also involves a separate process of row and column permutations which we ignore here.)
This idea goes back to Osborne in 1960 [13] , who suggested an iterative algorithm for finding a D that balances A in the L2 and L∞ norms. This algorithm was generalized by Parlett and Reinsch to other norms [14] . While proving in some cases that the algorithm converges in the limit, neither of these papers gave a bound on the convergence time. In the decades since then, this algorithm has been implemented as standard in almost all numerical linear algebra software, including EISPACK, LAPACK and MATLAB. For further background see, e.g., [19, 11] . Surprisingly, despite its widespread use in practice, no bounds are known on the running time of any variant of this iterative balancing algorithm.
Our goal in this paper is to initiate a quantitative study of the Osborne-Parlett-Reinsch algorithm. We emphasize that our motivation is to understand an existing method which has emerged as the leading choice of practitioners, rather than to devise a new competitor in the asymptotic regime; however, the bounds we obtain show that even asymptotically this method is not far off the theoretically best (and much more complex) algorithms. (See the Related Work section for a discussion.)
The iterative algorithm is very easy to describe, and involves repeated execution of a simple local balancing operation. Let · be a norm. For an index i ∈ [n], let ai· and a·i denote the norms of the ith row and ith column of A respectively. To avoid technicalities, we make the standard assumption that A is irreducible (see below), which ensures these norms are always nonzero; otherwise, earlier (and faster) stages of the preconditioning decompose A into irreducible components. A balancing operation at i scales each entry in column i of A by ri = p ai· / a·i , and each entry in row i by r −1 i (thus leaving aii unchanged). Note that this operation corresponds to the diagonal transformation D −1 AD, where D = diag(1, . . . , ri, . . . , 1). The iterative algorithm simply performs the following step repeatedly: Pick an index i and perform a balancing operation at i. (In [14] the indices are picked in a fixed cyclic order. For ease of analysis we pick indices randomly. We conjecture that this change makes little difference to the rate of convergence. ) We focus in this paper on the case of balancing in the L∞ norm, where the goal is to find D so that in D −1 AD the largest entry (in magnitude) in the ith row is equal to the largest entry in the ith column, for all i. We refer to such a matrix as balanced. The scaling factor in the algorithm is then just ri = p a = maxj |aij| and a in i = maxj |aji| are the maximum elements in the ith row and column respectively. This version of the algorithm is particularly simple to implement, which makes it an attractive alternative to (say) the L2 version. Since the algorithm depends only on the magnitudes of the aij, and multiplies them only by positive reals, we will simplify from now on by assuming that all entries aij are non-negative, keeping in mind that the balancing operations are actually performed on the original matrix A.
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It is instructive to view this procedure in terms of the directed weighted graph GA, in which there is an edge (i, j) of weight aij if aij > 0 (and no edge if aij = 0). Irreducibility of A corresponds to GA being strongly connected. The above balancing operation scales all incoming (respectively, outgoing) edge weights
are respectively the maximum outgoing and incoming weights at i. At first sight (taking logarithms of the edge weights) this process resembles a diffusion on GA; however, the fact that the scaling at each step depends on the maximum incoming/outgoing edge weight is a nonlinearity that makes the process much harder to analyze. Clearly any fixed point of the above iteration must be a balanced matrix A, i.e., a out i = a in i for all i. Equivalently, in the weighted graph GA the maximum incoming edge weight is equal to the maximum outgoing edge weight at every vertex. The fact that the algorithm always converges asymptotically to a balanced matrix was proved surprisingly recently by Chen [2] , 2 who also conjectured that a worst-case input (in terms of rate of convergence) is one in which GA is simply a directed cycle; in this case each vertex has only one incoming and one outgoing edge, so the balancing operation is linear and convergence is easily seen to occur within Θ(n 3 ) operations. (The Θ here hides factors that depend on the maximum imbalance in the input matrix and the desired bound on how close the output matrix is to being balanced.) In most cases the process seems to converge much faster, but the problem of analyzing the convergence rate in general graphs, or even in any non-trivial family of graphs, has remained open until now. For example, even the case of two cycles that share a common vertex is quite non-trivial and resistant to standard arguments.
The first difficulty one faces in analyzing convergence rates is that the balanced matrix to which the algorithm converges is in 1 It is sometimes also assumed that the diagonal entries of A are replaced by zeros, since balancing never alters them. This assumption may of course change the problem since (e.g.) a diagonally dominant matrix is already balanced in L∞. Obviously, our analysis also applies under this additional assumption. 2 To make the current paper self-contained, we present in Appendix B an alternative proof of convergence that uses combinatorial rather than topological techniques and is closer to the methodology developed in this paper.
general not uniquely defined, but may depend on the sequence of indices i selected. (See Appendix A for a simple example that illustrates this phenomenon.) To ensure uniqueness we need to impose an extra condition. Note first that the product of the edge weights along any cycle in GA remains fixed under balancing operations, so these quantities are invariants of the algorithm. It is thus natural to call two matrices equivalent if they agree on all these invariants. For a balanced matrix B = {bij} and any real w > 0, let G w B denote the subgraph of GB consisting of those edges of magnitude at least w, with isolated vertices removed. (A vertex with a selfloop is not considered isolated.) Our first result proves a conjecture of Chen [2] , which characterizes all cases in which the balancing problem has a unique solution. THEOREM 1. A balanced matrix B is the unique balanced matrix in its equivalence class if and only if G w B is strongly connected for all w.
Note that this result gives an implicit criterion for whether a given input matrix A can be uniquely balanced: namely, that it is equivalent to a balanced matrix B with the above property. We say that such matrices A satisfy the Unique Balance (UB) condition. For the remainder of the introduction we focus on this case.
The UB case is still very non-trivial (it puts no restrictions on the graph structure, only on the edge weights) but gives us a promising starting point for understanding the balancing algorithm because we are able to assume the existence of a unique limit. To make progress on the convergence rate, we need to amend the sequence of balancing operations performed by the algorithm as follows. With the above notation, call a balancing operation at i raising if a out i > a in i , and lowering otherwise. The amended algorithm works in a sequence of phases, in each of which it performs only raising or only lowering operations.
To specify the algorithm precisely, we need a measure of how far a matrix is from balanced. We thus define the imbalance of A as maxi | log(a out i /a in i )|, and say that A is ε-balanced if its imbalance is at most ε. The target balance parameter ε > 0 is provided to the algorithm as an additional input.
Algorithm:
Repeat the following two steps (a "phase") until A is ε-balanced:
• Flip a fair coin to choose if the current phase is a "raising" or a "lowering" phase.
• Repeat T = Θ(n 3 ) times: pick an index i u.a.r.; if a We are now able to state the main result of the paper, which bounds the rate of convergence of the iterative L∞ balancing algorithm in the UB case 3 :
THEOREM 2. On any input matrix A that satisfies the UB condition, the above phased L∞ balancing algorithm converges in O(n 3 log n) steps. More precisely, on input (A, ε) where A is ρ-balanced, the algorithm terminates w.h.p. in O(nThis is the first polynomial time bound (except on the cycle) for any variant of the Osborne-Parlett-Reinsch algorithm (under any norm). Moreover, the bound on the convergence rate is actually tight up to a factor O(log n), in view of the Ω(n 3 ) lower bound we mentioned earlier for the cycle (which is necessarily UB for any input weights). Indeed, this result proves that the cycle is a worst case input for the algorithm (up to the log n factor), as conjectured by Chen [2] .
REMARK. Throughout the paper, we quantify the rate of convergence of the algorithm in terms of the number of balancing operations performed. Since each balancing operation involves finding a maximum element in one row and column and then scaling the row and column, it can be performed on average in O(m/n) arithmetic operations, where m is the number of edges in GA (i.e., the number of non-zero entries in A). Thus, in terms of arithmetic operations, the (expected) running time of the algorithm isÕ(n 2 m). 2 We close this section with a brief outline of our approach to analyzing the algorithm. First, the UB condition allows us to assign a well-defined height to every vertex in GA; each balancing operation can then be viewed as smoothing these heights locally. In a diffusion process this naturally leads to an associated Laplacian potential function consisting of the sum of squares of local height differences, whose convergence is captured by the eigenvalues. Attempts to conduct a similar analysis here fail. One serious problem is that a balancing operation at vertex i depends only on the incoming and outgoing edges of maximum weight, but has side effects on all other edges incident at i. Another problem is that there are, essentially, "layers" within the graph: roughly speaking, vertices that lie in the "small weight" layers of the graph cannot reliably converge toward balance until the vertices in the "large weight" layers have converged. While phenomena similar to this can arise in diffusion processes, in our nonlinear setting standard tools such as eigenvalues are lacking to capture them.
The chief technical challenge in our analysis is to relate the local smoothing operations to an improvement in a global potential function, thus ensuring significant progress (in expectation) over time. The details of our analysis ensure progress over a sequence of O(n 3 ) operations that are all either raising or lowering (but not both); this explains the phase structure that we impose on the algorithm 4 . We actually need two separate potential functions: one which measures progress within a single phase, and another which tracks progress of the algorithm across phases. The technically most complicated part of the paper involves showing that the inner potential function shrinks at a rate that scales with the outer potential function; this is established using the notion of the momentum of a vertex.
The usual Laplacian potential function for diffusion processes is based upon a scalar representation of the current state at each position. This is typical of the convergence analysis of iterative algorithms more generally. By contrast, we require a two-dimensional representation of the current state. One of these dimensions is the height function, while the other reflects the aforementioned "layering" of the graph. This two-dimensional representation is essential to bounding the momentum function.
Related work
As mentioned above, the idea of iterative diagonal balancing was introduced by Osborne [13] in 1960, who was motivated by the observation that minimizing the Frobenius norm of A is equivalent to balancing A in the L2 norm. Osborne formulated an L2 version of the above iterative algorithm and proved that it converges in the limit (but with no rate bound); he also proposed the L∞ algorithm discussed in this paper but left the question of convergence open. Convergence was first proved by Chen [2] almost 40 years later. Parlett and Reinsch [14] generalized Osborne's algorithm to other norms (without proving convergence) and discussed a number of practical implementation issues. For the L1 version of the OsborneParlett-Reinsch algorithm, convergence was proved by Grad [5] , and uniqueness of the balanced matrix by Hartfiel [6] , but again no bounds on the running time were given. Despite the scarcity of theoretical support, these algorithms are implemented as standard in many numerical linear algebra packages and experience shows them to be both useful and fast.
A sequence of two papers offers an alternative, and substantially more complex, non-iterative algorithm for matrix balancing in the L∞ norm. Schneider and Schneider [15] gave an O(n 4 ) algorithm based on finding maximum mean-weight cycles in a graph; the running time was improved to O(nm + n 2 log n) using Fibonnaci heaps and other techniques by Young, Tarjan and Orlin [20] . This is asymptotically faster than the e O(n 2 m) worst case running time we establish in the UB case for the iterative algorithm; and for some graphs (e.g., the cycle) it is faster than the actual running time.
However the iterative method has been favored in practice. This may be justified by the empirical distribution of inputs. Moreover, it is definitely driven by the fact that the iterative method offers steady partial progress, and so can deliver, without being run to completion, a matrix that is sufficiently balanced for the subsequent linear algebra computation. In practice indeed the method is usually run for far fewer iterations than are needed in the worst case. Our purpose in this paper is to provide the first theoretical understanding of the widely used iterative methods, rather than to derive new theoretical bounds for the underlying problem.
In other work on matrix balancing, Kalantari et al. [9] considered balancing in the L1 norm, and provided the first polynomial time algorithm by reduction to convex programming: e O(n 4 ) via the ellipsoid method.
Diagonal scaling has also been used to minimize matrix norms without regard to balancing. For example, Ström [18] considers the problem of finding diagonal scaling matrices to minimize the max and Frobenius norms of the matrix. In particular, for the max norm he proves that (when A is irreducible) the optimal diagonal scaling matrix is obtained from the principal eigenvector. Chen and Demmel [3] show that a suitable notion of weighted balancing can be used to minimize the Frobenius norm, and discuss Krylovbased algorithms that work efficiently on sparse matrices. Boyd et al. [1] formulate the problem of minimizing the Frobenius norm as a generalized eigenvalue problem.
A different notion of matrix balancing is often known as Sinkhorn balancing after Sinkhorn [17] , who proposed a natural iterative algorithm analogous to that of Osborne-Parlett-Reinsch. The goal here is to find a scaling matrix D such that D −1 AD has prescribed row and column sums. A polynomial time algorithm for this problem was given by Kalantari and Khachian [8] , while the convergence rate of Sinkhorn's iterative algorithm was studied by several authors [4, 7, 12, 10] . In particular Linial, Samorodnitsky and Wigderson [12] gave strongly polynomial bounds (after a nonSinkhorn preprocessing step) and derived a surprising approximation scheme for the permanent of a non-negative matrix.
PRELIMINARIES
In this section we introduce some terminology and notation that we will use throughout the paper. We begin with an equivalent reformulation of the Osborne-Parlett-Reinsch balancing algorithm from the Introduction.
Let A be an irreducible n × n matrix. As described in the Introduction, the algorithm operates by iteratively picking an index i and geometrically averaging the maximum entries (in magnitude) a We re-use the notation Gα from the Introduction to denote the digraph with edges (i, j) such that αij > −∞. (The passage from roman to greek letters will always resolve this abuse of notation.) Irreducibility of A again corresponds to Gα being strongly connected. We shall regard α as a real-valued function defined only on the edges of Gα, and call it a graph function. Note that if balancing operations change the graph function α to α we always have Gα = G α . For the remainder of the paper, we use letters u, v etc. rather than i, j to denote vertices as our focus will be on the graph Gα rather than on the matrix A.
We say that a graph function α is balanced if α
The imbalance of α is ρ := maxv ρv, and α is ε-balanced if ρ ≤ ε. (These definitions are equivalent to those in the Introduction in terms of the matrix entries aij.) A balancing operation is available at v iff ρv > 0.
As indicated in the Introduction, we analyze a slightly modified version of the basic Osborne-Parlett-Reinsch algorithm which performs only certain balancing operations (raising or lowering) during a phase. Let ρ
For any real w, denote by G w α the subgraph of Gα consisting of edges (u, v) such that αuv ≥ w, with isolated vertices removed. (A vertex with a self-loop is not considered isolated.) Given a balanced graph function β, define the layer of v to be the real number xv = max{w : v ∈ G w β } (i.e., in the increasing sequence of graphs G w β as w decreases, xv is the first value of w at which vertex v appears). We say that an edge (u, v) is strong if βuv = min{xu, xv}, and weak otherwise; thus an edge is strong iff it is a maximum incoming or outgoing edge at one of its endpoints. Note that every vertex v has an incoming strong edge (u, v) and an outgoing strong edge (v, u ) with βuv = xv = β vu .
Let α, γ be two graph functions on the same graph G. We say that α, γ are equivalent, α ∼ γ, if their sums around all cycles of G are equal, i.e., if
It is convenient for our analysis to introduce a generalization of the standard local balancing operation at a vertex. Let α be a graph function. For any x ∈ R and S ⊆ [n], denote by α+xS ("α shifted by x at the set S") the graph function given by (α + xS)uv = αuv + x · (IS(u) − IS(v)), where IS is the indicator function for membership in S. Thus the balancing operation at v is equivalent to shifting by (α in v − α out v )/2 at the set {v}. It is readily seen that two graph functions are equivalent iff there is a sequence of shifts converting one to the other. Note that, like balancing operations, shifts of α do not change the structure of Gα.
THE UNIQUE BALANCE PROPERTY
As shown by Chen (and reproved with a different argument in the present paper-see Appendix B), balancing operations do not cycle; Chen argued this topologically while we show that there is an order on graph functions such that nontrivial balancing operations are strictly lowering in the order. However, neither the topological nor the order-theoretic argument yields useful quantitative information on the rate of convergence. One reason for this, but not the only reason, is that the limit point of the process is not in general uniquely determined by the input matrix A (see Appendix A for a simple example).
For a broad class of inputs, however, a unique limit does exist. The characterization of this class was conjectured by Chen [2] and is our first result. This was already stated as Theorem 1 in the Introduction; we restate it here in slightly different notation.
PROOF OF ⇒: Let β be balanced. Suppose G w β is not strongly connected, and that w is the largest value for which this is the case. Note that since β is balanced, G w β has no sources or sinks, and hence must contain at least one source strongly connected component (scc) S and one sink scc T , both of which are non-trivial (i.e., contain at least two vertices or one self-loop). Moreover, by maximality of w, the weights of external edges (between scc's) in G w β are all exactly w. Choose vertices s ∈ S and t ∈ T , and consider a directed simple path P from s to t in G β . (Such a path exists because G β is strongly connected.) Let ε > 0 be smaller than the gap between any two distinct values of β. Then in G β+εT , the length of P is ε less than it is in G β . Now apply balancing operations in any order to the graph function β + εT (which is equivalent to β), to balance it (in the limit). We claim that no balancing operation will ever be applied at any vertex inside a non-trivial scc of G w β , and hence at either s or t. To see this, note that such a balancing operation can only occur if the weight of some external edge incident on the scc reaches a value larger than w. But in β + εT no external edge has weight larger than w (this was true in β and the shift at T has increased the weight only of edges leaving T , but to a value less than w), so balancing operations at the vertices outside the scc's cannot increase the weight of edges above w. Hence in the limiting (and hence balanced) graph function, the length of the path P from s to t will remain ε less than it is in β. (The length of a path can be altered only by a balancing operation at one of its endpoints.) Hence this limiting graph function is different from β.
PROOF OF ⇐: Let α ∼ β be distinct balanced graph functions. We show that there is a w such that neither G The weight of this cycle is larger in G β than in Gα because all weights larger than w in the cycle are identical in both functions, and in G β all remaining weights equal w, while in Gα all are at most w and at least one is strictly less than w. Hence α ∼ β, which is a contradiction.
Likewise, if there is an edge in G 
sinks). These scc's (call them U and V ) must also be strongly connected in G w α ; in fact, we argue that α equals β on the edges of G w β within each scc. For, consider any cycle using edges of G w β in the scc. The cycle may contain edges heavier than w (which are identical in α and β), and some edges that are equal to w in β and ≤ w in α. But then since α ∼ β, these edges must also equal w in α. So α and β are identical on the edges of G 2
In light of Theorem 1, we say that a graph function α has the Unique Balance (UB) property if there is a balanced β ∼ α such that G w β is strongly connected for all w. By the convergence theorem (see Appendix B), on any input matrix with the UB property, the Osborne-Parlett-Reinsch balancing algorithm will converge to a unique balanced matrix. We analyze the rate of convergence in the next section.
Two additional notes about graph functions α with the UB property are in order. The first is that, since there is a unique balanced β ∼ α, we can meaningfully refer to edges in Gα as being strong or weak according to their characterization in G β . The second is the following lemma (where xv denotes the layer of vertex v, as defined in Section 2). LEMMA 3. Let α have the UB property. For any u, v, there is a strong layer-unimodal path from u to v, i.e., a directed path u0 = u, . . . , ur, . . . , us = v (for 0 ≤ r ≤ s) consisting only of strong edges (ui, ui+1) and such that for all i < r, xu i ≤ xu i+1 , and for all i ≥ r, xu i ≥ xu i+1 .
PROOF. It is enough to show that there exists a strong layermonotone path in the case that one of u or v is in the top layer of the graph. We may moreover suppose that v lies in the top layer, as the other case follows by an identical argument. The proof is by induction on the number of layers above xu. The base case is that u is in the top layer; in this case the lemma follows immediately from the fact that G xu β is strongly connected, where β is the unique balanced graph function equivalent to α. For the induction step, note that all edges in G xu β which include a vertex in layer xu necessarily have weight xu in β. Since G xu β is strongly connected, there is a path of edges all of weight ≥ xu which originates at u and eventually reaches a vertex at a higher layer; let u be the first vertex at a layer higher than xu on this path. Then all the edges on the path from u to u have weight xu in β and are therefore strong. Concatenate this path with the inductively established strong layermonotone path from u to v. 
CONVERGENCE TIME FOR UB MATRICES

The algorithm
We start by specifying more precisely the variant of the iterative balancing process which we analyze and which was described in the Introduction. After conversion to additive notation as in Section 2, the problem has two inputs: a graph Gα with associated graph function α, and a parameter ε > 0. The algorithm outputs an ε-balanced graph function β equivalent to α. (In an actual implementation, the balancing operations of the algorithm would be applied multiplicatively to the original input matrix A rather than additively to α; we omit the details of this trivial translation.) We measure the running time of the algorithm in terms of three parameters: n, the number of vertices in the graph, or equivalently the order of the matrix; ρ, the imbalance of the input; and the target imbalance ε.
The algorithm is specified by the routine IterativeBalance and subroutine BalancePhase:
Input: A graph function α on vertex set [n] with (unknown) imbalance ρ; and a target ε > 0. Output: A graph function equivalent to α that is ε-balanced. Repeatedly run BalancePhase until α is ε-balanced.
1
Note that the termination condition that α is ε-balanced can be checked straightforwardly in time proportional to the number of edges in the graph, which is negligible compared to the runtime of BalancePhase.
Algorithm 2: BalancePhase
Flip a fair coin to choose whether this is a "raising" or a We now restate our main theorem, Theorem 2 from the Introduction, which gives a polynomial bound on the running time of this algorithm for any input that has the Unique Balance property. THEOREM 2. For any input α that is UB, IterativeBalance will w.h.p. terminate within O(log(ρn/ε)) calls to BalancePhase (thus, within O(n 3 log(ρn/ε)) total balancing operations) and output an ε-balanced graph function β ∼ α.
The remainder of Section 4 is devoted to a proof of this theorem. Here we give a very brief, high-level overview of the proof. We will measure progress not in terms of the imbalance ρ, which quantifies imbalance locally, but in terms of a global imbalance quantity h. This will be defined in the next section, but its key properties are that it is nonnegative; is 0 when the graph function is balanced; and is always at least ρ/2 and at most n 2 ρ (a fact shown in Lemma 4 and Corollary 7). The main claim we will prove (see Lemma 8) is that, in each call of BalancePhase, h never increases and, with probability at least 1/4, decreases by a factor of at least 1/4. This implies that O(log(hn/ε)) calls to BalancePhase suffice to reduce h to ε/2 w.h.p., which ensures that the output is ε-balanced. Since h ≤ n 2 ρ, Theorem 2 follows. Most of our work will be aimed at proving that a balancing phase reduces h as claimed above. The necessity for randomization between lowering and raising phases comes about because, depending on the initial conditions of the phase, only one type of phase is guaranteed to significantly decrease h with constant probability. (The other may make no progress, but it never increases h.)
A two-dimensional representation
Let α be the current graph function and let β be the balanced graph function equivalent to it. Note that β is unique by our assumption that α is UB. Define a height function y on vertices by selecting any particular vertex v0 as the origin, and then defining y at any vertex v by finding any path v0v1 . . . vt = v and setting
(1) Note that y is well-defined because α, β are equivalent, and that yv 0 = 0. Define the global imbalance of the graph function to be
In contrast to h, which is a global quantity, our main imbalance parameter ρ measures the maximum local imbalance at a vertex, namely ρ = maxv ρv, where ρv = |α
To emphasize this distinction, we will refer to ρ as the local imbalance.
A key element of our analysis is to show a tight connection between these local and global imbalances. This connection, which is proved in Lemma 4 and Corollary 7, is
In particular, the second inequality entails that large global imbalance forces the availability of substantial-size local balancing operations. A second part of the analysis will then be to show that the application of many such operations leads to a reduction in the global imbalance. REMARK. As reflected in Eqn. (2) , the conditions h = 0 and ρ = 0 are each equivalent to stating that the graph function is balanced. The reason we use h, rather than ρ, as the measure of progress across phases of the algorithm, is that balancing operations do not reduce ρ monotonically, but we will be able to make monotone improvement claims relating to h. 2 One of the technical challenges of the problem-the "layering" of vertices discussed in the Introduction-forces the analysis to take account, as the algorithm proceeds, of more than just the heights of vertices. Instead, a two-dimensional representation of the graph function α will be necessary in what follows. Accordingly, we map the vertices of Gα to R 2 by
Note that one coordinate is the height yv of v, while the other is its layer xv as defined in Section 2. (See Figure 1 for an example.) We stress that this representation is for the purposes of analysis only; it is not constructed by the algorithm. Define a lower outer corner (LOC) of Gα to be a point (x, y) ∈ Image(π) such that there is no other point (x , y ) ∈ Image(π) with x ≤ x and y ≥ y . Likewise, define an upper outer corner (UOC) of Gα to be a point (x, y) ∈ Image(π) such that there is no other point (x , y ) ∈ Image(π) with x ≤ x and y ≤ y . Index the LOCs in order of increasing x coordinates as c1, . . . , c k , and the UOCs in order of increasing x coordinates as d1, . . . , d k . Abusing notation, we will identify each LOC (resp., UOC) (x, y) 
Local and global imbalance
In this section we establish the upper and lower bounds in Eq. (2) on h in terms of ρ. These will be the key ingredients in the proof of our main result, Theorem 2, which we present in the next subsection. We begin with a proof of the easier lower bound on h in Eq. (2). such an edge is guaranteed to exist.) We will show that
This will complete the proof, as it implies
To prove (3) we write
where in the last line we have used the fact that α u v ≤ αuv. Now observe that
since βvw ≤ xv and β u v = xv. Plugging these into (4) gives
exactly as claimed in (3). This completes the proof. 2
We proceed now to the much more delicate second inequality in (2) . In fact, we will prove a more detailed version that refers to raising and lowering imbalances separately; this will be useful when we come to analyze our two-phase algorithm. Recall from Section 2 the definitions of the local raising and lowering imbalances at v, namely
We also introduce raising and lowering versions of the global height h, defined by
(See Figure 2. ) Our goal in the rest of this subsection is to prove the following sharper version of the second inequality in (2):
which by symmetry between raising and lowering operations implies the same inequality with R replaced by L. This in turn gives (2). From now until the end of the subsection, we will focus exclusively on the "raising" version of the above inequality.
Our analysis will make crucial use of the two-dimensional representation introduced in the previous subsection, as well as one additional concept which we call "momentum," whose role will emerge in due course. The momentum of a vertex v is defined by mv = max (u,v) {αuv − xv}.
Here the maximum is over edges (u, v) in Gα and xv is the layer of v, as defined in Section 2. One key property of momentum is that, on a certain kind of directed path in Gα, the momentum can increase only gradually along the path, at a rate controlled by the local imbalance ρ. Its second key property is that, along such a path, the height can in turn increase at a rate bounded by the momentum. Putting these two properties together ensures that, if the height difference between vertices in the graph is substantial, then the aggregate local imbalance P v ρ R v must be large, which is exactly the content of inequality (5) .
The following lemma makes the above two properties precise. 
where the equality follows from the definition of momentum. For part (i), we thus have
To show that we can restrict the maximum to u with yu < yv, observe that if yu ≥ yv we have
where the last inequality follows since βuv ≤ min{xu, xv}. Therefore, the upper bound on mv can be restricted to u s.t. yu < yv in case the overall maximum is at least 0. This completes the proof of (i). For part (ii), note from the definition (1) of height that
where for the inequality we have again used (7). 2 REMARK. Lemma 5 provides complementary bounds on the increase of height and momentum locally (i.e., along an edge): essentially the momentum increase is bounded by the local imbalance, and the height increase by the momentum (and the local imbalance). In both cases there is a correction due to the layers xu, xv. However, in our application of these bounds (see the proof of Lemma 6 below) we will need to consider only strong edges (u, v) with xu ≤ xv. For such edges, the correction (xu − xv) in part (i) is non-positive and thus can be ignored, and the correction (xu − βuv) in part (ii) is zero since βuv = min{xu, xv} for strong edges.
2 Our final goal in this subsection is to translate Lemma 5 into global bounds along an entire path in Gα. To state this result, we need to introduce some additional notation. Recall from Section 4.2 the definitions of the extremal LOC c1 and UOC d k (see Figure 2) . For a vertex v with yv ≤ y d k let Sv denote the set of vertices whose height is strictly smaller than v, i.e., Sv = {u : yu < yv}. Also, let ρ R (Sv) = P u∈Sv ρ R u . If yv > yc 1 , denote by loc(v) the highest LOC lying strictly below v, i.e., loc(v) = ci where i = arg max{j : yc j < yv}. Finally, define zv = max{xu : yu ≤ yv} − xv. (In words, zv is the distance in Figure 2 from v to the rightmost point in the region at the same height.) This definition has the consequence that
We are now ready to state our global bounds.
LEMMA 6. For any vertex v with yv ≤ y d k , the following two bounds hold:
Before proving the lemma, we pause to note an immediate corollary.
As we have already observed, this corollary establishes the second inequality in (2), which was the main business of this section. PROOF OF COROLLARY 7. The bound for h R is immediate from part (ii) of Lemma 6 by taking v to be d k , i.e., v has the greatest height among vertices in the top layer. The identical bound with h R , ρ R replaced by h L , ρ L follows by symmetry between raising and lowering operations.
2 PROOF OF LEMMA 6. Both parts (i) and (ii) are proved by induction on the height of v. We begin with part (i), which will be used in the proof of part (ii).
Part (i). We use induction on the height yv of v. If yv = yc 1 (the minimum value), the statement is true since mv ≤ 0 (this follows from part (i) of Lemma 5) and the right-hand side is non-negative. Assuming yv > yc 1 , and beginning with part (i) of Lemma 5, we may write
where in the second line we applied induction to bound mu since yu < yv, and in the third line we used the fact that u ∈ Sv \ Su to deduce that ρ R (Su) + ρ R u ≤ ρ R (Sv). To complete the proof we need only apply (9) to conclude that for all u in the last maximization, xu + zu ≤ xv + zv.
Part (ii). Again we use induction on the height of v. The base case is yv = yc 1 , in which case the statement holds trivially. Now let v be any vertex with yc 1 < yv ≤ y d k . By Lemma 3 there exists a directed path of strong edges from loc(v) to d k that moves weakly to the right at every step. Let v be the first vertex along this path with y v ≥ yv, and let (u , v ) be the path edge into v . Now we argue that z u = 0. This follows from noting that u is in the region x u ≥ x loc(v) , y u < yv; the first inequality is because the path proceeds weakly to the right; the latter, because of the minimality of v . Now, applying part (ii) of Lemma 5 to the edge (u , v ) we have
In the second line here we have used the fact that (u , v ) is a strong edge, so that β u v = min{x u , x v } = x u ; in the third line we used part (i) of the current lemma; in the fourth line we used the fact that z u = 0 and also the inductive hypothesis applied to y u (which is strictly less than yv); finally, in the last line we used the fact that u ∈ Sv \ S u . This completes the inductive proof of part (ii). 
Running time analysis of the algorithm
In this subsection we apply the relationship between local and global imbalance proved in the previous two subsections to conclude our analysis of the matrix balancing algorithm and prove Theorem 2. The key fact is the following lemma, which establishes that with constant probability the global imbalance h decreases substantially in either a lowering or a raising phase. LEMMA 8. Suppose BalancePhase is called with a UB graph function α having (unknown) global imbalance h = h0. Then upon termination the global imbalance is never larger than h0 and, with probability at least 1/4, is at most 3h0/4.
PROOF. We established in the proof of Lemma 4 that, if ρ R v > 0 (i.e., a raising operation is available at v), then there exist edges (u , v) and (v, w) such that yv + (inequality (3)). A highest vertex in the graph, therefore, cannot be one at which a raising operation is available. Moreover, if a raising operation is performed at any vertex v other than v0 (the origin of the height function in the notation of Sec. 4.2) then the height of v increases by ρ R v /2; so we see from the same inequality (3) that, after raising, the height of v still cannot exceed the maximum height of its neighbors. Consequently, if at the beginning of a raising phase we choose v0 to be some vertex of greatest height, then heights throughout the phase can only increase, and none can become positive. (Likewise, during a lowering phase, taking the origin to be a vertex of lowest height ensures that heights can only decrease and none can become negative.)
This argument shows that h cannot increase during either kind of phase.
Since
, and the algorithm is symmetric w.r.t lowering and raising, we may suppose w.l.o.g. that h R 0 ≥ h0/2. If BalancePhase's random choice is to implement a lowering phase then we make no performance claim other than that, as just argued, h is non-increasing. However if BalancePhase chooses a raising phase then we argue that, with probability 1/2, h will decrease by at least h0/4 in the phase. To this end, and motivated by the preceding argument, we choose v0 at the beginning of the phase to be a vertex of greatest height, and for the analysis of the phase we employ the following potential function: Ψ = − P v yv. Since every yv is non-decreasing during the phase, Ψ is non-increasing.
The expected decrease in Ψ at each step of BalancePhase is precisely
We show that, as long as h has not decreased by h0/4, this expected decrease remains quite large. Note that by the same argument as above the maximum height of a vertex in the top layer is non-decreasing during the phase, and therefore, as long as h has not decreased by h0/4, h R is at least h0/4. Applying Corollary 7 we obtain P v ρ R v ≥ h0/(4(n − 1)), so under the above condition the expected decrease in Ψ at each step is at least h0/(8n 2 ). Since Ψ lives on the interval [0, nh0], a supermartingale stopping argument (see Appendix C) now ensures that, if BalancePhase is run for 32n 3 steps, then h decreases by at least h0/4 with probability at least 1/2, as desired.
2
Finally we prove Theorem 2, which quantifies the convergence rate of the balancing algorithm.
PROOF OF THEOREM 2. By Lemma 8 the global imbalance h decreases in each phase by a fixed positive constant fraction with constant probability. Thus O(log(nh/ε)) iterations of BalancePhase suffice to reduce this imbalance from h to ε/2 w.h.p. By Lemma 4 this ensures that the final graph function is ε-balanced. Finally, by the second inequality in Eq. (2) we may replace h in the above bound by (n − 1) P v ρv, which in turn is bounded by n(n − 1)ρ, yielding O(log(nρ/ε)) iterations. This completes the proof. 2
CONCLUDING REMARKS
We close the paper with some remarks and open problems. 1. Our analysis in the present paper does not apply to matrices that fail to satisfy the UB condition. Recall that in this case, while the algorithm is still guaranteed to converge (see Appendix B), the balanced matrix to which it converges depends on the sequence of balancing operations performed. In fact, even quite simple examples can give rise to a complicated, non-smooth geometry for these fixed points. In the upcoming full version of this paper [16] , we extend our analysis to the general case.
2. As we have seen, our e O(n 3 ) bound on the worst case convergence time is essentially optimal. While this goes some way towards explaining the excellent performance of the algorithm in practice, more work needs to be done to explain its empirical dominance over algorithms with faster worst-case asymptotic running times. In particular, can one identify features of "typical" matrices that lead to much faster convergence?
3. We have analyzed one variant of the Osborne-Parlett-Reinsch algorithm, namely the L∞ version with some additional conditions on the order of balancing operations. It would be interesting to analyze the algorithm for other norms Lp, and also to investigate whether the random order of balancing operations, or the introduction of raising and lowering phases, affect the convergence time (in theory and in practice).
APPENDIX A. EXAMPLE OF A NON-UB MATRIX
The following 4 × 4 matrix illustrates the phenomenon that the diagonal balancing matrix found by the Osborne-Parlett-Reinsch algorithm may not be unique and may depend on the order in which balancing operations are performed: 
B. PROOF OF CONVERGENCE
In this section we present an alternative proof of convergence of the Osborne-Parlett-Reinsch L∞ balancing algorithm. As remarked earlier this was first proved by Chen [2] using a compactness argument. In the interests of making the present paper selfcontained, we give here an alternative proof that is more combinatorial in nature. For this proof only, we explicitly allow more general sequences of balancing operations, subject only to the constraint that every index i appears infinitely often. (Clearly, the random sequence discussed in the main text has this property with probability 1.) THEOREM 9. Consider the Osborne-Parlett-Reinsch L∞ balancing algorithm applied to any irreducible (real or complex) input matrix A, and assume that balancing operations are performed infinitely often at all indices i. Then the algorithm converges, i.e., if A (t) is the sequence of matrices after each step of the algorithm, then there exists a balanced matrix B equivalent to A such that A (t) → B as t → ∞.
PROOF. We work in the framework of Section 2, representing A as a graph Gα with an associated graph function α, where αuv = log |auv| (and edges (u, v) with auv = 0 are omitted). We let α 
