Abstract. The aim of this paper is to determine the logical and computational strength of instances of the Bolzano-Weierstraß principle (BW) and a weak variant of it.
In this paper we investigate the logical and recursion theoretic strength of instances of the Bolzano-Weierstraß principle (BW) and the weak variant of it stating only the existence of a slow converging Cauchy subsequence (BW weak ). Slow converging means here that the rate of convergence does not need to be computable.
Let weak König's lemma (WKL) be the principle stating that an infinite 0/1-tree has an infinite branch and let Σ 0 1 -WKL be the statement that an infinite 0/1-tree given by a Σ 0 1 -predicate has an infinite branch. We show that BW and Σ 0 1 -WKL are instance-wise equivalent. Instance-wise means here that for every instance of BW, i.e. every bounded sequence, one can compute, uniformly, an instance of Σ 0 1 -WKL, i.e. a code for an infinite Σ 0 1 -0/1-tree, such that from a solution of this instance of Σ 0 1 -WKL one can compute, uniformly, an accumulation point and vice versa. Instance-wise equivalence refines the usual logical equivalence where the full second order closure of the principles may be used -e.g. arithmetical comprehension (ACA 0 , i.e. the schema ∃X ∀n (n ∈ X ↔ φ(n)) for any arithmetical formula φ) and Π 0 1 -CA (comprehension where φ is restricted to Π 0 1 -formulas) are equivalent but they are not instance-wise equivalent. As consequence we obtain that the Turing degrees containing solutions to all instances of Σ Furthermore, we show that BW weak is instance-wise equivalent to the strong cohesive principle, see Definition 1 below. Using this one can apply classification 2010 Mathematics Subject Classification. 03F60, 03D80, 03B30. Key words and phrases. Bolzano-Weierstraß principle, cohesive principle, sequential compactness.
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results obtained for the (strong) cohesive principle, see [HS07, JS93, CJS01, CSY] . Especially this shows that the low 2 degrees, i.e. degrees d with d ′′ ≡ 0 ′′ , are exactly those containing a slowly converging subsequence for every computable bounded sequence. This shows also that BW weak does not lead to more than primitive recursive growth when added to RCA 0 .
Cohesive Principle
Definition 1. Let (R n ) n∈N be a sequence of subsets of N.
•
• A set S is strongly cohesive for (R n ) n∈N if
• A set is called (p-cohesive) r-cohesive if it is cohesive for all (primitive) recursive sets.
Definition 2. The cohesive principle (COH) is the statement that for every sequence of sets an infinite cohesive set exists. Similarly, the strong cohesive principle (StCOH) is the statement that for every sequence of sets an infinite strongly cohesive set exists. We will denote by (St)COH(X) the statement that for the sequence of sets (R n ) n coded by X an infinite (strongly) cohesive set exists. The recursion theoretic strength of the cohesive principle is well understood, its reverse mathematical strength is a topic of active research mainly in the context of the classification of Ramsey's theorem for pairs, see [HS07] for a survey.
To state the recursion theoretic strength of COH we will need following notation. Denote by a ≫ b that the Turing degree a contains an infinite computable branch for every b-computable 0/1-tree, see [Sim77] . In particular, the degrees d ≫ 0 ′ are exactly those which contain an infinite path for every Σ 0 1 -0/1-tree. By the low basis theorem for every b there exists a degree a ≫ b which is low over b, i.e. a ′ ≡ b ′ , see [JS72] .
Theorem 3 ([JS93, JS97], see also [CJS01, theorem 12.4]). For any degree d the following are equivalent:
• There is an r-cohesive (p-cohesive) set with jump of degree d,
This result for RCA 0 and RCA 0 + Σ 0 2 -IA is due to Cholak, Jockusch, Slaman, see [CJS01] , the result for RCA 0 + Π 0 1 -CP is due to Chong, Slaman, Yang, see [CSY] . 
Bolzano-Weierstraß principle
Let BW be the statement that every sequence (y i ) i∈N of rational numbers in the interval [0, 1] admits a fast converging subsequence, that is a subsequence converging with the rate 2 −n or equivalently any other rate given by a computable function resp. by a function in the theory. This principle covers the full strength of BolzanoWeierstraß, i.e. one can take a bounded sequence of real numbers.
Let BW weak be the statement that every sequence (y i ) i∈N of rational numbers in the interval [0, 1] admits a Cauchy subsequence (a sequence converging but not necessarily fast), more precisely (BW weak ) :
The statement BW weak also implies that every bounded sequence of real numbers contains a Cauchy subsequence. Just continuously map the bounded sequence into [0, 1] and take a diagonal sequence of rational approximations of the elements of the original sequence.
We will denote by BW(Y ) and BW weak (Y ) the statement that the bounded sequence coded by Y contains a (slowly) converging subsequence.
The Proof. Define the mapping h : 2
The image of h is the Cantor middle-third set. One easily establishes
Therefore (slow) Cauchy sequences of 2 N primitive recursively correspond to (slow) Cauchy sequences of the Cantor middle-third set.
For {e} choose the function mapping (x i ) i∈N to (h(x i )) i∈N . The lemma follows.
The full Bolzano-Weierstraß principle (BW) results from BW weak , if we additionally require an effective Cauchy-rate, e.g. s = 2 −n in the above definition of BW weak . One also obtains full BW if one uses an instance of Π BW weak is also interesting in the context of proof-mining or "hard analysis", i. Let B i for i < 2 be a quantifier free formula such that n ∈ A i ≡ ∀x ∃y B i (x, y; n).
We assume that y is unique; one can always achieve this by requiring y to be minimal. Note that by assumption ∀x ∃y B 0 (x, y; n) ∨ ∀x ∃y B 1 (x, y; n).
Then define
We use here a sequence coding that is monotone in each component, i.e. for two sequences s, t with the same length we have s ≤ t if (s) x ≤ (t) x for all x < lth(s), see for instance [Koh08, definition 3.30]. If for fixed n, i the statement ∀x ∃y B i (x, y; n) holds and f y is the choice function for y, i.e. the function satisfying ∀x B i (x, f y (x); n), then for the course-of-value functionf y of f y f i (n,f y (m) + 1) =f y (m). If ∀x ∃y B i (x, y; n) does not hold then λk.f i (n, k) is bounded. Define g i (n, k) := lth(f i (n, k)) and for each n let g i,n := λk.g i (n, k). Then for each i the range of g i,n is N iff ∀x ∃y B i (x, y; n).
Therefore it is sufficient to find a set S obeying
By hypothesis, for each n there is at least one i < 2 such that the range of g i,n is N. For a fixed n, if there is exactly one i < 2, such that the range of g i,n is N then lim k→∞ h k (n) = i. In this case (1) is satisfied for this n if
If for each i < 2 the range g i,n is N then (1) is trivially satisfied for this n.
Applying BW to h k , yields an accumulation point h. For h then
Hence h describes a characteristic function of a set S obeying (1).
A number e 2 of a Turing machine such that {e 2 } Y yields the Cantor middle-third set belonging to (h k ) k can easily be computed using e from lemma 6 and e ′ . This proves the theorem.
1 -CA one obtains as consequence of this theorem that well known result that BW is equivalent to ACA 0 over RCA 0 , see [Sim99, theorem I.9 .1].
Notice that in Theorem 7 the use of Σ 
In a language with higher order functionals {e 1 } and {e 2 } could be given by fixed primitive recursive functionals.
Proof. To prove BW weak for a sequence (x i ) i∈N coded by X define
Let f be a strictly increasing enumeration of a strongly cohesive set for (R i ) i . Then by definition it follows, that ∀i ∃y, s (lth(y) = i ∧ ∀w > s f (w) ∈ R y ) .
This statement is equivalent to
which implies BW weak . Clearly there exists a number e 1 of a Turing machine computing (R i ) i . The first part of the theorem follows. For the other direction, let (R i ) i∈N be a sequence of sets coded by Y . Let (x i ) i∈N ⊆ 2 N be the sequence defined by
Applying BW weak and lemma 6 to (x i ) i yields a slowly converging subsequence (x f (i) ) i∈N , i.e. ∀n ∃s ∀j,
By spelling out the definition of dist and x i we obtain
which implies that the set strictly monotone enumerated by f is strongly cohesive.
The number e 2 can be easily computed using the construction in lemma 6.
As immediate corollary we obtain: 
