On Degree Bound for Syzygies of Polynomial Invariants by Gao, Zhao
The College of Wooster Libraries
Open Works
Senior Independent Study Theses
2017
On Degree Bound for Syzygies of Polynomial
Invariants
Zhao Gao
The College of Wooster, zgao18@wooster.edu
Follow this and additional works at: https://openworks.wooster.edu/independentstudy
Part of the Algebra Commons
This Senior Independent Study Thesis Exemplar is brought to you by Open Works, a service of The College of Wooster Libraries. It has been accepted
for inclusion in Senior Independent Study Theses by an authorized administrator of Open Works. For more information, please contact
openworks@wooster.edu.
© Copyright 2017 Zhao Gao
Recommended Citation
Gao, Zhao, "On Degree Bound for Syzygies of Polynomial Invariants" (2017). Senior Independent Study Theses. Paper 7699.
https://openworks.wooster.edu/independentstudy/7699
On Degree Bound for
Syzygies of Polynomial
Invariants
Independent Study Thesis
Presented in Partial Fulfillment of the
Requirements for the Degree Bachelor of Arts in
the Department of Mathematics and Computer
Science at The College of Wooster
by
Zhao Gao
The College of Wooster
2017
Advised by:
Ondrˇej Zindulka
Ma´tya´s Domokos

Abstract
Suppose G is a finite linearly reductive group. The degree bound for the
syzygy ideal of the invariant ring of G is given in [2]. We develop the theory of
commutative algebra and give the proof from [2] that the ideal of relations of
the minimal set of generators of invariant ring of a finite linearly reductive
group G is generated in degree at most 2|G|.
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Chapter 1
Introduction
Let G be a finite group, k a field. The group G is linearly reductive if and only
if |G| is coprime to the characteristic of k. Suppose V is a representation of G.
Then G acts on the coordinate ring k[V] by linear substitution. Let βG(V) be the
smallest integer d such that the invariant ring is generated by elements of
degree ≤ d. Noether proved that βG(V) ≤ |G| in the case when the characteristic
of the base field is 0. Fleischmann extended Noether’s bound to the case when
the group is linearly reductive over k. Let β1G(V) be the least integer d such that
the ideal of relations of a minimal set of generators of invariant ring is
generated by elements of degree ≤ d. Harm Derksen proved β1G(V) ≤ 2|G| in [2].
In this paper, we develop commutative algebra from scratch and give the
proof of Harm Derksen that β1G(V) ≤ 2|G|. We also give Fogarty’s proof of
Noether’s bound in the linearly reductive case in Appendix B.
1
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Chapter 2
Commutative Algebra
This chapter is devoted to the basic concepts of rings and modules. A reader
who is familiar with rings and modules may skip this chapter.
2.1 Rings
Definition 2.1.1. A commutative ring is an abelian group A together with an
operation (a, b) 7→ ab called multiplication and an identity 1, such that
∀a, b, c ∈ A:
(ab)c = a(bc)
ab = ba
a(b + c) = ab + ac
1a = a1 = a
We shall not discuss non-commutative rings in this article, therefore we
3
4 CHAPTER 2. COMMUTATIVE ALGEBRA
will use the word ring for commutative ring through out the paper. We will
use a¯ for the congruent class of a.
A will always denote a ring, k will always denote a field through out the
paper.
Example 2.1.2. (i) The set of integers Z is a ring under usual addition and
multiplication.
(ii) Zn, the integer modulo n, is a ring under addition a + b = a + b and
multiplication ab = ab.
The polynomial ring A[X] is a ring by adjoining an indeterminate X to the
ring A. It is the ring of polynomials with coefficients in A. i.e. ,
A[X] = {∑n1 aiXi | ai ∈ A}. In general, we define the n variable polynomial ring
to be A[X1, . . . ,Xn] = {∑ aiXi11 . . .Xinn | ai ∈ A}, where i = (i1, . . . , in) ∈Nn and the
sum is finite. A[X1, . . . ,Xn] can be viewed as a ring of polynomial functions
from An to A. That is, if f =
∑
aiXi11 . . .X
in
n , then f (a1, . . . , an) =
∑
aiai11 . . . a
in
n .
If A and B are two rings, then the product of A,B, denoted A × B, is the
product of sets A × B together with coordinate-wise addition and
multiplication.
A subring of a ring A is a subset S ⊂ A that is a ring itself and contains the
identity element of A.
The identity of the ring is generally not equal to the zero of the ring except
the case where the ring consists of only the zero element. In this case it is
called the zero ring, denoted by 0.
Definition 2.1.3. A ring homomorphism from a ring A to a ring B is a map
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f : A→ B such that ∀a, b ∈ A
f (a + b) = f (a) + f (b)
f (ab) = f (a) f (b)
f (1A) = 1B
In other words, ring homomorphism preserves addition, multiplication and
identity.
If the homomorphism is injective (surjective, bijective), we call it a
monomorphism (epimorphism, isomorphism respectively).
It is easy to see that the image of a ring homomorphism is itself a ring. It is
a subring of the codomain of the homomorphism. The kernel of the ring
homomorphism is defined to be the preimage of zero. If S is a subring of A,
then the inclusion map i : S→ A is a monomorphism. Composition of ring
homomorphisms is a ring homomorphism.
Definition 2.1.4. A zero-divisor in a ring A is an nonzero element u ∈ A such
that there exists a nonzero element v ∈ A with uv = 0. A nonzero element that
is not a zero-divisor is called a non-zero-divisor. A domain is a ring A with no
zero-divisor.
In particular, a domain is a ring where the cancellation law holds:
suppose a ∈ A is a non-zero-divisor and ab = ac. Then we have a(b − c) = 0.
Since a is a non-zero-divisor, b − c must be zero, hence b = c. Therefore we may
cancel a from both sides of the equation ab = ac.
Example 2.1.5. (i) The ring of integers Z is a domain.
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(ii) The ring of Gaussian integers Z[i] = {a + bi | a, b ∈ Z} is a domain.
(iii) If A is a domain, then the polynomial ring A[X] is also a domain.
Definition 2.1.6. A unit in a ring A is an element u ∈ A such that there exists
an element v ∈ A with uv = 1. Such v is called the inverse of u, written u−1. A
field is a ring F such that every nonzero element of F is a unit and 1 , 0.
We use A× to denote the set of all units in A. It is easy to see that A× is a
multiplicative group and A is a field if and only if A× = A \ 0. If u ∈ A is a unit,
then ua = 0 =⇒ u−1ua = 0 =⇒ a = 0, hence u is a non-zero-divisor. It follows
that a field is automatically a domain.
Example 2.1.7. Q,R,C,Zp where p is a prime are fields.
Definition 2.1.8. An ideal in a ring A is an additive subgroup I ⊂ A such that
for any r ∈ A, s ∈ I we have rs ∈ I. If I is a proper subset of A, then I is called a
proper ideal of A.
Ideal is the notion corresponding to that of a normal subgroup in group
theory. It can also be described as the kernel of a certain homomorphism.
Often it is not a subring by itself. By the definition of ring homomorphism, the
identity is mapped to the identity. Therefore if the identity of the codomain is
not 0, the kernel of the homomorphism does not contain the identity, hence not
a subring. We will see later that the kernel is actually a submodule.
Let X be a subset of a ring A. The ideal generated by X is the smallest ideal
in A that contains X. It is denoted by (X). It is easy to verify that
(X) = {∑n1 risi | n ∈N, ri ∈ A, si ∈ X, 1 ≤ i ≤ n}. If X = {t1, . . . , tn} is a finite set,
then we shall write (t1, . . . , tn) for (X). Ideals of the form (t1, . . . , tn) are called
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finitely generated. In particular, ideals generated by a single element are
called principal.
An ideal I ⊂ A is a proper ideal if and only if it does not contain a unit. If it
contains a unit u, then for every a ∈ A, we have a = au−1u ∈ I, hence I = A.
It is customary to use 0 for the zero element and the ideal consisting only
the zero element.
Example 2.1.9. Every ideal of the ring of integers Z is of the form (m), hence
principal. This follows easily from the well-ordering principle. Ring with the
property that every ideal is principal is called a principal ideal ring. If that
ring is also a domain, then it is called a principal ideal domain.
Let I, J be two ideals of ring A. We define
I + J = {i + j | i ∈ I, j ∈ J}
IJ = {
n∑
1
ik jk | n ∈N, ik ∈ I, jk ∈ J, 1 ≤ k ≤ n}
Definition 2.1.10. An ideal P in a ring A is called prime if P , A (i.e. P is a
proper ideal of A) and for any ideals I, J ⊂ A with IJ ⊂ P we have either I ⊂ P
or J ⊂ P.
Equivalently, P is a prime ideal if and only if ∀i, j ∈ A, i j ∈ P implies i ∈ P
or j ∈ P. A maximal ideal of a ring A is a proper ideal m such that any proper
ideal containing m equals m. Maximal ideals always exist by the Zorn’s
lemma. In fact, for any proper ideal I ⊂ A, there is a maximal ideal of A
containing I: it is obtained by partially ordering the set of all proper ideals
containing I by set inclusion. The union of a chain is an upper bound since the
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identity 1 is not in the union, hence the union is a proper ideal.Therefore by
the Zorn’s lemma, there exists a maximal proper ideal containing I.
The spectrum of a ring A is the set of all prime ideals of A, denoted Spec A.
The maximal spectrum of a ring A is the set of all maximal ideals of A,
denoted m · Spec A. A local ring is a ring with only one maximal ideal. We
write (A,m) to denote the local ring A with maximal ideal m. This concept will
be discussed in more details in the section on localization.
Example 2.1.11. (i) If A is a domain, then the zero ideal 0 ⊂ A is prime.
Indeed, if ab = 0, A is a domain implies one of a, b is zero, hence in the
zero ideal.
(ii) If p ∈ Z is a prime number, then (p) ⊂ Z is a prime ideal. This is where
the name ”prime” comes from.
(iii) If K is a field, then (X), (Y), (X,Y) ⊂ K[X,Y] are all prime ideals.
Definition 2.1.12. Let I be an ideal of a ring A. The quotient ring A/I is the
abelian quotient group A/I together with the multiplication defined by:
(a + I) (b + I) = ab + I
If I ⊂ A is an ideal, then there is a natural surjection pi : A→ A/I with
kernel I. Moreover, there is an order-preserving 1-1 correspondence between
the ideals in A/I and ideals in A that contain I given by J 7→ pi−1(J). All of the
ideals in A/I are of the form K/I for some ideal K ⊂ A.
Theorem 2.1.13 (First Isomorphism Theorem). If f : A→ B is a ring
homomorphism, then f induces an isomorphism of rings A/ker f  Im f .
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The proof is omitted.
Example 2.1.14. (i) Consider the epimorphism f : Z→ Zn given by a 7→ a
mod n. We have ker f = (n), therefore Z/ (n)  Zn.
(ii) Let K be a field, K[X1, . . . ,Xn] be the polynomial ring of n variables. Let
a = (a1, . . . , an) ∈ Kn be a vector. Then a induces an evaluation map
eva : K[X1, . . . ,Xn]→ K given by F 7→ F(a). It is obviously surjective, and
ker eva = (X1 − a1, . . . ,Xn − an). Therefore
K[X1, . . . ,Xn]/(X1 − a1, . . . ,Xn − an)  K.
If A is a domain, it follows immediately from the definition of prime ideal
that 0 ⊂ A is prime. Conversely, if 0 ⊂ A is prime, then a , 0 and ab = 0 implies
b = 0, therefore a is a non-zero-divisor and A is a domain. If u ∈ A is a unit,
then (u) = A since for any a ∈ A, we have a = au−1u ∈ (u). Therefore if A is a
field, then 0 is the only proper ideal of A, hence a maximal ideal. Conversely, if
0 , a ∈ A is not a unit, then (a) , A, and thus 0 is properly contained in (a) and
is not maximal. Therefore we have the following proposition.
Proposition 2.1.15. Let A be a ring. Then
A is a domain ⇐⇒ 0 is prime.
A is a field ⇐⇒ 0 is maximal.
I ⊂ A is a prime ideal if and only if 0 is prime in A/I. Similarly I ⊂ A is a
maximal ideal if and only if 0 is maximal in A/I. Therefore if I ⊂ A is a
maximal ideal, A/I is a field hence a domain. It follows that I is also prime.
Thus a maximal ideal is automatically a prime ideal.
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Lemma 2.1.16. Let A,B be two rings. Let f : A→ B be a homomorphism. If P is a
prime ideal in B then f −1(P) is a prime ideal in A.
Proof. Consider the composition A
f−→ B pi−→ B/P. The kernel of this composition
is f −1(P). Therefore f induces an embedding A/ f −1(P)→ B/P. Since P is
prime, B/P is a domain, hence A/ f −1(P) is also a domain. It follows that f −1(P)
is prime in A. 
An analogous statement does not hold for maximal ideals. Consider the
inclusion map Z→ Q: 0 is a maximal ideal in Q but not a maximal ideal in Z.
We finish this section with an elementary yet useful lemma that will be
used later multiple times.
Lemma 2.1.17 (prime avoidance). Let P1, . . . ,Pn ⊂ A be prime ideals. If I is an
ideal of A such that I ⊂ ⋃n1 Pi, then I ⊂ Pi for some i.
Proof. We prove this lemma by induction on n. If n = 1, the statement is trivial.
Now suppose I ⊂ ⋃n1 Pi. If I ⊂ ⋃i, j Pi for some j, then by induction I is
contained in one of Pi’s. Thus we may assume that I 1
⋃
i, j Pi for all j’s. Hence
there exist x j ∈ P j such that x j ∈ P j \⋃i, j Pi for all j’s. We claim that
x1 + x2x3 · · · xn ∈ I is not contained in ⋃n1 Pi. For if x1 + x2x3 · · · xn ∈ P1, we will
have x2x3 · · · xn ∈ P1. Since P1 is prime, it contains one of x2, . . . , xn. But by
assumption, none of x2, . . . , xn is in P1. If x1 + x2 · · · xn ∈ Pi for some i (2 ≤ i ≤ n),
then we will have x1 ∈ Pi. But by assumption x1 is not in any of P2, . . . ,Pn. 
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2.2 Modules
Modules over a ring generalize abelian groups and vector spaces. It is a
concept that is broad enough to include a great amount of algebraic objects.
Recall that A denotes a ring.
Definition 2.2.1. An A-module (or a module over A) M is an abelian group
with a map A ×M→M, written (a,m) 7→ am, such that ∀r, s ∈ A,m,n ∈M:
r(sm) = (rs)m
r(m + n) = rm + rn
(r + s)m = rm + sm
1Am = m
Given an A-module M, for any fixed a ∈ A, the map ϕa : M→M given by
m 7→ am is a group endomomorphism. That is, ϕa ∈ End(M), the ring of
endomorphisms of abelian group M. It is easy to see that M is an A-module if
and only if M is an abelian group together with a ring homomorphism
A→ End(M).
Example 2.2.2. (i) Z-modules are nothing but abelian groups.
(ii) Let K be a field. K-modules are nothing but K-vector spaces.
(iii) Let I ⊂ A be an ideal. Then I and A/I are both A-modules.
Let M be an A-module. A submodule N ⊂M is an abelian subgroup of M
such that AN ⊂ N (i.e., for any a ∈ A,n ∈ N, we have an ∈ N). The
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corresponding quotient module M/N is the quotient group M/N together with
multiplication a(m + N) = am + N.
Definition 2.2.3. An A-module homomorphism from an A-module M to an
A-module N is a map f : M→ N such that ∀a ∈ A,m,n ∈M:
f (m + n) = f (m) + f (n)
f (am) = a f (m)
An A-module homomorphism is an A-linear map.
Let M,N be A-modules. We define HomA(M,N) to be the set of all
A-module homomorphisms from M to N. For any
f , g ∈ HomA(M,N),m ∈M, a ∈ A, we define f + g and a f by
( f + g)(m) = f (m) + g(m)
(a f )(m) = a f (m)
This turns HomA(M,N) into an A-module. We write Hom(M,N) when A is
clear from the context.
The kernel of the A-module homomorphism is defined to be the preimage
of zero.
Similar to groups, we have isomorphism theorems for modules.
Theorem 2.2.4 (First Isomorphism Theorem). Let f : M→ N be a
homomorphism of A-modules. Then Im f  M/ker f .
Theorem 2.2.5 (Second and Third Isomorphism Theorem). Let M,N,L be
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A-modules.
(i) If L ⊂M ⊂ N, then (N/L)/(M/L)  N/M.
(ii) If L,M ⊂ N, then (M + L)/L  M/(M ∩ L).
If N ⊂M is a submodule of the A-module M, then there is a one-to-one
order-preserving correspondence between the submodules containing N and
submodules of M/N. (Note that the corresponding statement for ideals is just a
special case of this statement.)
If M,N are A-modules, the direct sum of M,N is
M ⊕N = {(m,n) | m ∈M,n ∈ N}with coordinatewise multiplication and
addition. More generally, if {Mλ}λ∈Λ is a possibly infinite family of A-modules,
then the direct sum of this family is
⊕
λ∈Λ
Mλ = {(mλ)λ∈Λ | mλ = 0 for all but finitely many λ ∈ Λ}.
Free A-module of rank n is defined to be An = A ⊕ · · · ⊕ A (n copies).
ei = (0, . . . , 1, . . . , 0) (ith), i = 1, . . . ,n form the standard basis of An. Let M be an
A-module. The submodule generated by m1, . . . ,mn ∈M is defined by∑n
i=1 Ami =
{∑n
i=1 aimi | ai ∈ A
}
. M is called finitely generated if it is generated
by a finite number of elements. If M =
∑n
i=1 Ami, then there is a unique
A-module homomorphism pi : An →M such that ei 7→ mi (i = 1, . . . ,n). It is
given by (a1, . . . , an) 7→ ∑ni=1 aimi. In particular, M  An/kerpi =
An/{(a1, . . . , an) | ∑ aimi = 0}. An/kerpi is called the representation of M by
relations. (pi is a common symbol for this canonical map.)
If M,N,L are A-modules, and f : L→M, g : M→ N are homomorphisms,
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then a pair of homomorphisms L
f−→M g−→ N is called exact if ker g = Im f . In
general, a sequence of homomorphisms · · · → L→M→ N→ · · · is exact if
each pair of consecutive homomorphisms is exact. A short exact sequence is
an exact sequence of homomorphisms 0→ L f−→M g−→ N→ 0. That is, f is
injective and g is surjective.
If M is an A-module and m ∈M, the annihilator of m is
ann(m) = {a ∈ A | am = 0}. It is an ideal of A since it is the kernel of the
A-module homomorphism ϕ : A→M given by a 7→ am. The annihilator of M
is ann(M) = {a ∈ A | ∀m ∈M, am = 0}. It is also an ideal of A.
The Cayley-Hamilton theorem in Linear Algebra works not only in the
case of a module over a field, but also in the case of a module over a ring. It
has a nice and important corollary called Nakayama’s Lemma.
Theorem 2.2.6 (Cayley-Hamilton). Let M be a finitely generated A-module
generated by n elements, and ϕ : M→M a homomorphism of A-module such that
ϕ(M) ⊂ JM, where J is an ideal of A. Then there exist ai ∈ Ji such that
ϕn + a1ϕn−1 + · · · + an−1ϕ + an = 0.
Proof. Let m1, . . . ,mn be the generators of M. We have ϕ(mk) =
∑n
i=1 yikmi,
yik ∈ J. Let Y = (yik) ∈ An×n be the n × n matrix with entries in A. Make M an
A[x]-module as follows:
(∑
cixi
)
m :=
∑
ciϕi(m)
Then we have
∑n
i=1(δikx− yik)mi = 0, for k = 1, . . . ,n. Define matrix Z as follows:
Z = (zi j) = adj (xI − Y) ∈ A[x]n×n
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For i = 1, . . . ,n we have
det(xI − Y)mi =
∑
i
δi j det(xI − Y)mi
=
∑
i
∑
k
(δikx − yik)zkj)mi
=
∑
k
zkj
∑
i
(δikx − yik)mi = 0.
Since mi’s generate M, it follows that det(xI − Y)m = 0 for all m ∈M. Therefore
det(xI − Y) = xn + ∑ aixn−1 is the desired monic polynomial such that
ϕn + a1ϕn−1 + · · · + an−1ϕ + an = 0 with ai ∈ Ji. 
Corollary 2.2.7. If M is a finitely generated A-module, and M = JM for some ideal J
of A, then there exists an x ∈ A such that x ≡ 1 mod J and xM = 0.
Proof. Apply the previous theorem to idM to get
1 + a0 + · · · + an = 0 ∈ End(M).
Then 1 + a0 + · · ·+ an ≡ 1 mod J is the desired element which annihilates M. 
Corollary 2.2.8 (Nakayama’s lemma). Let (A,m) be a local ring and M a finitely
generated A-module. Then M = mM implies M = 0.
Proof. By the previous corollary, there exists an x ∈ A such that x ≡ 1 mod m
and xM = 0. Since A is a local ring, any element outside of the maximal ideal
m must be a unit. Therefore x is a unit. Then M = x−1xM = 0. 
Corollary 2.2.9. Let (A,m) be a local ring, M be an A-module, N ⊂M a submodule.
Suppose M/N is a finitely generated A-module. Then M = N + mM implies N = M.
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In particular, if M is a finitely generated A-module and s1, . . . , sk ∈M are elements
such that s1, . . . , sn ∈M/mM generate M/mM as an A/m-module, then s1, . . . , sk
generate M as an A-module.
Proof. For the first statement, it is enough to show that M/N = 0. We have
m(M/N) = (N + mM)/N = M/N. By assumption we know A is a local ring, and
M/N is finitely generated. By Nakayama’s lemma, we have M/N = 0, hence
N = M.
For the second statement, let N =
∑
Asi. Since si’s generate M/mM, we
have M = N + mM. By the first statement we have N = M. 
2.3 Noetherian Rings and Modules
Proposition 2.3.1. The following conditions are equivalent for an A-module M:
(i) The ascending chain condition (a.c.c.) holds for submodules of M (i.e.,
∀M1 ⊂M2 ⊂ . . . an increasing chain of submodules, ∃ l : Ml = Ml+1 = . . . ).
(ii) Any nonempty set of submodules has a maximal element.
(iii) Any submodule of M is finitely generated.
Proof. (i) =⇒ (ii), (iii) If (ii) or (iii) does not hold, then we may find an
ascending chain that does not terminate.
(ii) =⇒ (i) If there exists an increasing chain of submodules that does not
terminate, then this chain has no maximal element.
(iii) =⇒ (i) Suppose M1 ⊂M2 ⊂ . . . is an increasing chain of submodules.
Then
⋃
i Mi is a submodule of M. By assumption it is generated by s1, . . . , sn.
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Each si is contained in some M j. Then M j contains all si’s for the largest such j.
Hence M j =
⋃
i Mi and M j = M j+1 = . . . .

Definition 2.3.2. An A-module M is Noetherian if any of the above conditions
holds for M. A ring A is Noetherian if it is Noetherian as an A-module.
Lemma 2.3.3. Let L be a submodule of an A-module M. Then M is Noetherian if and
only if L and M/L are Noetherian.
Proof. Assume M is Noetherian. Any submodule of L is a submodule of M,
therefore the submodule of L is finitely generated, hence L is Noetherian. The
submodules of M/L are of the form N/L where N is a submodule of M
containing L. Since N is finitely generated, N/L is also finitely generated. Thus
M/L is Noetherian.
Assume L and M/L are Noetherian. Let N be a submodule of M. It is easy
to see that N ∩ L and N/(N ∩ L) are finitely generated implies N is finitely
generated. Since N/L is a submodule of L, it is finitely generated. Since
N/(N ∩ L) is isomorphic to (N + L)/L which is a submodule of M/L, it is also
finitely generated. Hence N is finitely generated and M is Noetherian. 
Corollary 2.3.4. (i) If Mi (i = 1, . . . , r) are Noetherian, then
⊕r
i=1 Mi is
Noetherian.
(ii) Let A be a Noetherian ring, and M be an A-module. Then M is Noetherian if
and only if M is finitely generated.
Proof. (i) Since M′ ⊕M′′/M′  M′′, M′ and M′′ are Noetherian implies M′ ⊕M′′
by the previous lemma. Then (i) follows by induction on the number of
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modules.
(ii) If M is Noetherian then M is obviously finitely generated. If M is
finitely generated, then M  An/kerpi, which is the representation of M by
relations. By (i) we know An is Noetherian, therefore M is Noetherian by the
previous lemma. 
Theorem 2.3.5 (Hilbert Basis Theorem). If A is a Noetherian ring, then the
polynomial ring A[X] is Noetherian as well.
Proof. let I be an ideal in A[X]. For n ∈N0, set
Jn = {a ∈ A | I contains an element of the form axn + ∑n−1i=1 aixk}. Then Jn is an
ideal of A and J0 ⊂ J1 ⊂ J2 ⊂ · · · . A is Noetherian implies there exists a terminal
ideal Jl of this chain of ideals. For r = 0, 1, . . . , l, take f
(r)
1 , . . . , f
(r)
nr ∈ I whose
leading coefficients generate Jr. We claim that I is generated by
J = { f (r)1 , . . . , f (r)nr | r = 0, 1, . . . , l}. Let I′ be the ideal generated by J. We do
induction on the degree of f ∈ I.
If deg f = 0, then f ∈ J0 ⊂ I′.
If 0 < d = deg f ≤ l, f = axd + LDT, a ∈ Jd, then there exist c1, . . . , cnd ∈ A
such that c1 f
(d)
1 + · · · + cnd f (d)nd ∈ I′ has the leading coefficient a. Therefore
f − c1 f (d)1 + · · · + cnd f (d)nd ∈ I has degree less than d. By induction we have
f − c1 f (d)1 + · · · + cnd f (d)nd ∈ I′, hence f ∈ I′.
If deg f > l, then the leading coefficient of f is in Jl. Thus we may apply the
above induction to get f ∈ I′. 
An A-algebra is a commutative ring S together with a ring
homomorphism ϕ : A→ S. For a ∈ A, s ∈ S, we write as in place of ϕ(a)s.
Given an ideal I ⊂ S, we write A ∩ I to denote ϕ−1(I). An A-algebra
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homomorphism from an A-algebra S to an A-algebra T is a ring
homomorphism f : S→ T such that ∀a ∈ A, s ∈ S: f (as) = a f (s). If k is a field,
then a k-algebra contains k as a subfield since a ring homomorphism from a
field to a nonzero ring must be injective.
Given an A-algebra B and b1, . . . , bn ∈ B, we define A[b1, . . . , bn] to be the
subring of B generated by A and b1, . . . , bn. It is clearly an A-algebra. Such
algebras are called finitely generated. Clearly there is an algebra
homomorphism from A[X1, . . . ,Xn] to A[b1, . . . , bn] by sending Xi to bi, hence
A[b1, . . . , bn]  A[X1, . . . ,Xn]/I, where I is the ideal generated by polynomials
with coefficients in A such that f (b1, . . . , bn) = 0.
By the Hilbert basis theorem, if k is field, then k[X1, . . . ,Xn] is a Noetherian
ring. If follows that finitely generated k-algebras are Noetherian as well.
2.4 Integral Ring Extension
Definition 2.4.1. Let A be a subring of a ring B.
(i) y ∈ B is integral over A if there exists a monic f ∈ A[X] such that f (y) = 0.
(ii) B is integral over A if all elements of B are integral over A.
Lemma 2.4.2. Let A ⊂ B be a subring, y ∈ B. The following conditions are
equivalent.
(i) y is integral over A.
(ii) A[y] is a finitely generated A-module.
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(iii) There exists a subring C such that A ⊂ C ⊂ B. y ∈ C and C is a finitely
generated A-module.
Proof. (i) =⇒ (ii) Suppose y is integral over A. Then there exist a1, . . . , an ∈ A
such that yn + a1yn−1 + · · · + an = 0. Hence
yn = −(a1yn−1 + · · · + an) ∈ A + Ay + · · · + Ayn−1 = M ⊂ A[y]. M is a finitely
generated A-module. It is easy to see that AM ⊂M and yM ⊂M, therefore M
is a A[y]-submodule (an ideal of A[y]). Since 1 ∈M, we have M = A[y]. Thus
A[y] is a finitely generated A-module.
(ii) =⇒ (iii) is trivial.
(iii) =⇒ (i) Since C is a finitely generated A-module, we may apply
Cayley-Hamilton theorem: consider the A-module homomorphism ϕ : C→ C
given by a 7→ ay. There exist a1, . . . , an ∈ A such that ϕn + a1ϕn−1 + · · ·+ an = 0. It
follows that yn + a1yn−1 + · · · + an = 0, hence y is integral over A. 
Proposition 2.4.3. Let A ⊂ B ⊂ C be subrings.
(i) Suppose C is a finitely generated B-module, and that B is a finitely generated
A-module. Then C is a finitely generated A-module.
(ii) If y1, . . . , yn ∈ B are integral over A, then A[y1, . . . , yn] is a finitely generated
A-module.
(iii) If C is integral over B and B is integral over A, then C is integral over A.
(iv) The set A˜ := {y ∈ B | y is integral over A} ⊂ B is a subring. Moreover, ˜˜A = A˜.
Proof. (i) If B = Ab1 + · · · + Abn and C = Bc1 + · · · + Bcm, then C = ∑ Abic j.
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(ii) Clearly A ⊂ A[y1] ⊂ A[y1, y2] ⊂ · · · ⊂ A[y1, . . . , yn]. By the previous
lemma, each of these subrings is a finitely generated module over the
preceding subring. Then A[y1, . . . , yn] is a finitely generated A module by (i).
(iii) If z ∈ C, then there exist b1, . . . , bn ∈ B such that
zn + b1zn − 1 + · · · + bn = 0. Hence z is integral over A[b1, . . . , bn], which is a
finitely generated A-module. Thus A[y1, . . . , yn, z] is a finitely generated
module over A[b1, . . . , bn]. Therefore A[y1, . . . , yn, z] is a finitely generated
A-module by (i). It follows by (iii) of lemma 2.4.2. that z is integral over A.
Thus C is integral over A.
(iv) Suppose a, b ∈ B are integral over A. Then A[a, b] is integral over A.
Hence ab, a + b ∈ A[a, b] are integral over A as well. Thus A˜ is a subring. The
second statement follows easily from (iii). 
A˜ in the previous proposition is called the integral closure of A in B. If
A = A˜, then A is called integrally closed in B. A domain A is called normal if
A is integrally closed in its field of fractions.
Let A be a k-algebra (k is a field). y1, . . . , yn ∈ A are algebraically
independent over k if for any nonzero polynomial F ∈ k[X1, . . . ,Xn],
F(y1, . . . , yn) , 0. That is, k[y1, . . . , yn]  k[X1, . . . ,Xn] by identifying yi with Xi.
Theorem 2.4.4 (Noether Normalization Lemma). Let A be a finitely generated
k-algebra (k is a field). Then there exist z1, . . . , zm ∈ A such that
(i) z1, . . . , zm are algebraically independent over k.
(ii) A is a finitely generated k[z1, . . . , zm]-module.
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That is, any finitely generated k-algebra is a finitely generated module over a subring
that is a polynomial ring.
Proof. It suffices to prove the following claim:
Suppose A = k[y1, . . . , yn] and F ∈ k[X1, . . . ,Xn] is a nonzero polynomial
such that F(y1, . . . , yn) = 0. Then there exist w1, . . . ,wn−1 ∈ A such that yn is
integral over A∗ = k[w1, . . . ,wn−1] and A = A∗[yn].
To prove the claim, suppose
F =
∑
i∈I
aiXi11 . . .X
in
n
where I is a finite set of those i = (i1, . . . , in) ∈Nn for which ai , 0.
Take C ∈N greater than any component i1, . . . , in of any i ∈ I. Set
w1 = y1 − ycn−1n
w2 = y2 − ycn−2n
. . .
wn−1 = yn−1 − ycn
Clearly w1, . . . ,wn1 , yn generate A.
0 = F(y1, . . . , yn) =
∑
iˆ∈I
aiˆ(w1 + y
cn−1
n )
i1(w2 + yc
n−2
n )
i2 . . . yinn
=
∑
iˆ∈I
aiˆy
i1Cn−1+i2Cn−2+···+in−1C+in
n + R
where R denotes the remaining terms, they have smaller degree in yn. Since C
CHAPTER 2. COMMUTATIVE ALGEBRA 23
is greater than any component of any i ∈ I, i1Cn−1 + i2Cn−2 + · · · + in−1C + in can
be viewed as a base C number. And each i ∈ I corresponds to a unique
number. Let j ∈ I be the lexicographically greatest element of I. Then
F(y1, . . . , yn) = ajy
j1Cn−1+ j2Cn−2+···+ jn−1C+ jn
n + R′
where R′ denotes the remaining term which has lower degree in yn. Since
a jˆ ∈ k is a unit, by multiplying F by a−1j we see that yn is integral over
A∗ = k[w1, . . . ,wn−1]. Since y1, . . . , yn ∈ A∗[yn], we have A = A∗[yn]. The claim is
proved.
We proceed with the proof of the theorem. Suppose A = k[y1, . . . , yn]. We
prove the theorem by induction on n. If n = 0, then A = k and we are done.
Suppose n > 0. If y1, . . . , yn are algebraically independent, then we are
done. Otherwise there exists a nonzero F ∈ k[X1, . . . ,Xn] such that
F[y1, . . . , yn] = 0. By the claim there exist w1, . . . ,wn−1 ∈ A such that yn is
integral over A∗ = k[w1, . . . ,wn] and A = A∗[yn]. By induction hypothesis, there
exist z1, . . . , zm ∈ A that are algebraically independent and A∗ is a finitely
generated k[z1, . . . , zm]-module. Since A = A∗[yn] is a finitely generated
A∗-module, it follows that A is a finitely generated k[z1, . . . , zm]-module. 
Let G be a finite group of automorphisms of a k-algebra A (k is a field). Set
AG := {a ∈ A | g(a) = a,∀g ∈ G}.
It is easy to see that AG forms a subring of A. AG is called the ring of invariants
of G in A.
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In the case where A is a finitely generated k-algebra, especially if
A = k[X1, . . . ,Xn], it is often the case that one can find a finite set of generators
for the ring of invariants. The fundamental problem of invariant theory was
the existence of such finite set of generators. Hilbert solved this problem using
the power of abstraction. Here we present a classical theorem of Emmy
Noether:
Theorem 2.4.5 (Emmy Noether). The ring of invariants of a finite group in a
finitely generated k-algebra is finitely generated as a k-algebra.
Proof. Let G be a finite group of k-algebra automorphisms of the k-algebra A
generated by y1, . . . , yn ∈ A. We shall show AG is finitely generated.
First we find a finitely generated k-subalgebra B in AG such that each
generator yi is integral over B. Since G is a finite group, we may assume
G = {g1, . . . , gk}. The action of G on A extends to an action on the polynomial
ring A[X]. For g ∈ G,∑ aiXi ∈ A[X],
g(
∑
aiXi) =
∑
g(ai)Xi.
Note that (X − g1(y))(X − g2(y)) . . . (X − gk(y)) is a monic polynomial such that y
is one of its root since G contains the identity homomorphism. Let S be the set
of all coefficients of (X − g1(y))(X − g2(y)) · · · (X − gk(y)). Then y is integral over
the finitely generated k-algebra k[S]. Moreover, any g ∈ G acting on
(X − g1(y))(X − g2(y)) · · · (X − gk(y)) is simply permuting the roots of this
polynomial, therefore the coefficients are invariant under G, hence they are in
AG. Let T be the set of all coefficients of (X − g1(yi))(X − g2(yi)) · · · (X − gk(yi)),
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i = 1, . . . ,n. Let B = k[T]. Then B is the desired finitely generated k-subalgebra
in AG.
Since all the generators of A are integral over B, A = B[y1, . . . , yn] is a
finitely generated B-module. By Hilbert basis theorem, B is Noetherian, hence
A is a Noetherian B-module. Note that AG can be viewed as a B-submodule of
A. Therefore AG is a finitely generated B-module. Say AG = Bz1 + · · · + Bzm.
Then AG = B[z1, . . . , zm] is a finitely generated k-algebra generated by
generators of B and z1, . . . , zm. 
Lemma 2.4.6. Suppose A ⊂ B are domians. B is integral over A. Then A is a field if
and only if B is a field.
Proof. (=⇒) Take 0 , x ∈ B. Since B is integral over A, there exist a1, . . . , an ∈ A
such that xn + a1xn−1 + · · · + an = 0. We may assume an , 0. Then
x(xn−1 + a1xn−2 + · · · + an−1) = −an. Thus x is a unit.
(⇐=) Take 0 , x ∈ A. Then there exists x−1 ∈ B. x−1 is integral over A
implies there exist a1, . . . , an ∈ A such that
(
x−1
)n
+ a1
(
x−1
)n−1
+ · · · + an = 0.
Multiply by xn−1 and rearrange the equation, we get
x−1 = −(a1 + a2x + · · · + ann−1x ) ∈ A. 
Theorem 2.4.7 (Weak Nullstellensatz). Let k be a field, F a finitely generated
k-algebra, which is a field. Then F is a finite field extension of k (i.e. dimk(F) < ∞),
hence F is algebraic field extension over k.
Proof. By Noether Normalization Lemma, there exist algebraically
independent z1, . . . , zm ∈ F such that F is a finitely generated
k[z1, . . . , zm]-module. By the above lemma, k[z1, . . . , zm] is a field. Since
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z1, . . . , zm are algebraically independent, k[z1, . . . , zm] is isomorphic to a
polynomial ring unless m = 0. Since a polynomial ring cannot be a field, we
have m = 0. Hence F is a finitely generated k-module.
For the second statement, let x ∈ F, consider 1, x, x2, . . . , xn, . . . . Since F is a
finitely dimensional k-vector space, there exists a j ∈N such that x j is a linear
combination of 1, x, x2, . . . , x j−1. That is, there exist a1, . . . , a j ∈ k such that
x j + a1x j−1 + · · · + a j = 0
Therefore x is algebraic over k. 
Corollary 2.4.8 (Weak Nullstellensatz). Suppose k is algebraically closed. Then
there is a one-to-one correspondence between kn and m · Spec(k[X1, . . . ,Xn]) given by
(a1, . . . , an)←→ (X1 − a1, . . . ,Xn − an).
Proof. Let A = k[X1, . . . ,Xn]. For a = (a1, . . . , an) ∈ kn, define k-algebra
homomorphism eva : A→ k given by f 7→ f (a). It is surjective, therefore
k = Im(eva)  A/ker(eva). So ker(eva) is maximal. Clearly,
(X1 − a1, . . . ,Xn − an) ⊂ ker(eva). Now (X1 − a1, . . . ,Xn − an) is a maximal ideal
since for every f ∈ A can be written as f = f (a) + h where
h ∈ (X1 − a1, . . . ,Xn − an). It follows from the identity:
f =
∑
biXi11 · · ·Xinn
=
∑
bi(a1 + (X1 − a1))i1 · · · (an + (Xn − an))in
=
∑
biai11 · · · ainn mod (X1 − a1, . . . ,Xn − an)
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Conversely, let m be a maximal ideal of A. Then A/m is a finitely generated
k-algebra which is a field, hence by the above theorem A/m is algebraic over k.
Since k is algebraically closed, we have A/m = k. Set ai = Xi + m ∈ A/m = k.
Then the natural map A→ A/m = k is eva. Therefore m = ker(eva). 
2.5 Varieties
When we study the polynomial ring k[X1, . . . ,Xn], it is natural to view
k[X1, . . . ,Xn] as a ring of polynomial functions on kn. kn is called affine n-space
in this case. We often look at a collection of polynomials (ideal) instead of a
single polynomial. Similarly, we will look at the common zero locus of a
collection of polynomials. An affine variety X ⊂ kn is a subset of the form
V(S) = {a ∈ kn | ∀ f ∈ S, f (a) = 0}, where S ⊂ k[X1, . . . ,Xn]. Note that V(S) = V(I),
where I is the ideal generated by S. Therefore every affine variety is the
vanishing locus for some ideal of k[X1, . . . ,Xn]. For X ⊂ kn, we define the ideal
of X by I(X) = { f ∈ k[X1, . . . ,Xn] | ∀a ∈ kn, f (a) = 0}. It is easy to verify the
following properties:
(i) If {Iα} is a collection of ideals, then V(⋃α Iα) = ⋂α V(Iα).
(ii) V(I) ∪ V(J) = V(IJ).
(iii) V(0) = kn,V(1) = ∅,V(X1 − a1,X2 − a2, . . . ,Xn − an) = {(a1, a2, . . . , an)}.
(iv) I ⊂ I′ =⇒ V(I) ⊃ V(I′), X ⊂ X′ =⇒ I(X) ⊃ I(X′).
(v) V(I(X)) ⊃ X, equality holds if and only if X is an affine variety.
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If we view affine varieties as closed sets in kn, then property (i), (ii) and (iii)
show affine varieties form a topology on kn. It is called the Zariski topology.
For an affine variety X ⊂ kn, the coordinate ring A(X) is defined to be
k[X1, . . . ,Xn]/I(X). Two polynomial functions agree on X if and only if their
difference vanishes on X, hence they are congruent modulo I(X). Therefore
A(X) is a ”faithful” representation of polynomial functions on X.
An affine variety is irreducible if it is not the union of two proper
subvarieties. Irreducible variety corresponds to prime ideal in the polynomial
ring.
Proposition 2.5.1. An affine variety X ⊂ kn is irreducible if and only if I(X) is prime.
Proof. (=⇒) If A,B are two ideals such that AB ⊂ I(X), then
V(A) ∪ V(B) = V(AB) ⊂ X. We have X = (X ∩ V(A)) ∪ (X ∩ V(B)), hence
X ⊂ V(A) or X ⊂ V(B). Therefore A ⊂ I(V(A)) ⊂ I(X) or B ⊂ I(V(B)) ⊂ I(X).
Thus I(X) is prime.
(⇐=) Let A,B be two ideals such that X = V(A) ∪ V(B) = V(AB). Then
AB ⊂ I(V(AB)) ⊂ I(X). Since I(X) is prime, we have A ⊂ I(X) or B ⊂ I(X), hence
V(A) ⊃ X or V(B) ⊃ X. Thus X is irreducible. 
Theorem 2.5.2. Any affine variety V ⊂ kn has a unique irreducible decomposition
V = V1 ∪ · · · ∪ Vm such that Vi’s are irreducible and Vi 1 V j for all i , j.
Proof. Since k[X1, . . . ,Xn] is noetherian, any set of ideals has a maximal
element. Therefore any set of affine variety has a minimal element. Apply this
to the collection of affine varieties having no finite irreducible decomposition.
The uniqueness is easy to check. 
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The following proposition illustrates the relation between points in an
affine variety and maximal ideals in a k-algebra.
Proposition 2.5.3. Let k be an algebraically closed field. Let A = k[x1, . . . , xn] be a
finitely generated k-algebra. Let I denote the kernel of the k-algebra homomorphism
k[X1, . . . ,Xn]→ k[x1, . . . , xn] given by Xi 7→ xi, A  k[X1, . . . ,Xn]/I. Then there is a
one-to-one correspondence between V(I) and m · Spec(A).
Proof. There is a one-to-one correspondence between m · Spec(A) and
{J ∈ m · Spec(k[X1, . . . ,Xn]) | I ⊂ J}. By weak Nullstellensatz, each maximal
ideal J is of the form (X1 − a1, . . . ,Xn − an) and one-to-one corresponds to
(a1, . . . , an) ∈ kn. Since I ⊂ J implies {(a1, . . . , an)} = V(J) ⊂ V(I), we have a
one-to-one correspondence between V(I) and m · Spec(A). 
Note that for any proper ideal I ⊂ k[X1, . . . ,Xn] (k algebraically closed), we
have V(I) ⊃ V(J) , ∅ for I ⊂ J ∈ m · Spec(k[X1, . . . ,Xn] by weak Nullstellensatz.
Let I ⊂ A be an ideal. Define the radical of I by
√
I = {a ∈ A | an ∈ I for some n ∈N}.
Theorem 2.5.4 (Hilbert’s Nullstellensatz). Let k be an algebraically closed field, I
be an ideal in k[X1, . . . ,Xn]. Then I(V(I)) =
√
I.
Proof. (⊃) Trivial.
(⊂) Suppose f ∈ I(V(I)). Let I′ := (I, f Y − 1) be an ideal of k[X1, . . . ,Xn,Y].
Then V(I′) ⊂ kn+1 is empty, hence I′ = k[X1, . . . ,Xn,Y]. Therefore
1 =
∑r
i=1 gihi + g0( f Y − 1), hi ∈ I, g0, . . . , gr ∈ k[X1, . . . ,Xn,Y]. Multiply both side
of this equation by a high power of f , we can get
f d =
∑
Gi(X1, . . . ,Xn, f Y)hi + G0(X1, . . . ,Xn, f Y)( f Y − 1). Substitute 1/ f for Y,
we have f d =
∑
Gi(X1, . . . ,Xn, 1)hi ∈ I. Thus f ∈
√
I. 
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Corollary 2.5.5. Let k be an algebraically closed field.
(i) V and I induces one-to-one correspondences:
{affine varieties in kn} ←→ {radical ideals in k[X1, . . . ,Xn]}
{irreducible varieties in kn} ←→ {prime ideals in k[X1, . . . ,Xn]}
(ii) Suppose A = k[x1, . . . , xn] = k[X1, . . . ,Xn]/I is a finitely generated k-algebra, I
is a ideal of k[X1, . . . ,Xn]. Then there is a one-to-one correspondence:
Spec A←→ {irreducible subvarieties of V(I) ⊂ kn}
The spectrum of a ring A also has its own Zariski topology. The closed sets
are the subsets of the form V(I) = {P ∈ Spec A | I ⊂ P}where I is an ideal. It is
easy to verify that V(0) = Spec A, V(A) = ∅, ∩αV(Iα) = V(∑α Iα),
V(I1) ∪ V(I2) = V(I1I2) = V(I1 ∩ I2).
2.6 Localization
Recall that a local ring is a ring with only one maximal ideal. The technique of
localization reduces many problems to the local case. This turns out to be
useful in many cases.
The idea of localization comes from geometry. Given a point in an affine
variety p ∈ X ⊂ kn, we want to investigate the property of X near p in the
Zariski topology. This is done by looking at an open neighborhood of p. An
open neighborhood of p is the complement of an affine variety Y which does
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not contain p. We want to make this open neighborhood as small as possible,
hence Y should be large. Therefore we may assume Y is the zero locus of a
single polynomial f which does not vanish at p. In this case X − Y is
isomorphic to a affine variety in kn+1.The points of X − Y are points at which f
does not vanish. Therefore there exists a function z(x) such that z(x) f (x) = 1.
This is the inverse function of f . The idea is to adjoin the inverse of f to A(X).
If X ⊂ kn corresponds to the ideal I ⊂ k[X1, . . . ,Xn], then X − Y corresponds to
J = I + (z f − 1) ⊂ k[X1, . . . , xn, z]. V(J) is a lifting of X − Y. If we project V(J) to
the X1, . . . ,Xn-plane, then it is X − Y. We have A(X) = k[X1, . . . ,Xn]/I, then we
may write k[X1, . . . ,Xn, z]/J = A(X)[z]/(z f − 1). This is adjoining an inverse of f
to A(X).
We want to invert many polynomials at the same time. If f , g are inverted,
then f g should be inverted as well. Therefore the set of inverted elements S
should be multiplicatively close. That is, any product of S is in S. For a ring
A, a subset S ⊂ A is called a multiplicative set if it is multiplicatively closed
and contains 1. If f is inverted and f g = 0, then we should make g = 0.
Given a ring A and a multiplicative set S ⊂ A. We define the localization
of A at S, written as S−1A, to be the set of equivalence classes of A × S with the
equivalence relation (a, s) ∼ (m′, s′) if u(as′ − a′s) = 0 for some u ∈ S. The
equivalence class of (a, s) is denoted by a/s. S−1A forms a ring under addition
a/s + a′/s′ = (as′ + a′s)/ss′ and multiplication (a/s)(a′/s′) = aa′/ss′.
Proposition 2.6.1. (i) κ : A→ S−1A, a 7→ a/1 is a ring homomorphism.
(ii) κ(s) is a unit in S−1A for all s ∈ S.
(iii) κ is a universal S-inverting homomorphism: that is, for any ring
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homomorphism f : A→ B into some ring B such that f (S) ⊂ B×, there is a
unique f : S−1A→ B such that f = f ◦ κ.
(iv) kerκ = {a ∈ A | ∃s ∈ S, sa = 0}.
The proof is omitted.
There are two maps between ideals of A and ideals of S−1A. Given an ideal
I ⊂ A, the extension of I is e(I) = S−1I = S−1A · κ(I) = {i/s | i ∈ I, s ∈ S}. Given an
ideal J in S1−A, the restriction of J is r(J) = A ∩ J = κ−1(J) = {a ∈ A | a/1 ∈ J}.
Proposition 2.6.2. (i) For any ideal J ⊂ S−1A, we have J = e(r(J)). It follows that
if A is Noetherian, then S−1A is Noetherian.
(ii) For any ideal I ⊂ A, we have r(e(I)) = {a ∈ A | ∃s ∈ S, sa ∈ I}. In particular,
e(I) = S−1A if and only if I ∩ S , ∅.
(iii) r induces a 1-1 correspondence between Spec(S−1A) and
{P ∈ Spec A | P ∩ S = ∅}.
Proof. (i) If a/s ∈ J, then a/1 = (a/s)(s/1) ∈ J, hence a ∈ r(J). Therefore
a/s = (a/1)(1/s) ∈ e(r(J)). Thus J ⊂ e(r(J)). Since J ⊃ κ(κ−1(J)) = κ(r(J)), we have
J ⊃ S−1A · κ(r(J)) = e(r(J)). For the second statement, since every ideal J of S−1A
is the image of some ideal I of A, the image of generators of I under κ are the
generators of J. Hence if I is finitely generated, J is finitely generated as well.
(ii) b ∈ r(e(I)) if and only if b/1 = a/s for some a ∈ I, s ∈ S if and only if
bsu = au for some u ∈ S. Since su ∈ S, au ∈ I, we have
r(e(I)) ⊂ {a ∈ A | ∃s ∈ S, sa ∈ I}. If as ∈ I, a ∈ A, s ∈ S, then as/1 ∈ e(I), so
(as/1)(1/s) ∈ e(I). Hence a ∈ r(e(I)). Thus r(e(I)) ⊃ {a ∈ A | ∃s ∈ S, sa ∈ I}. For the
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second statement, if s ∈ I for some s ∈ S, then e(I) contains a unit s/1, hence
e(I) = S−1A. If e(I) = S−1A, then r(e(A)) = A 3 1. By the first statement, there
exists an s ∈ S such that 1 · s ∈ I. Therefore I ∩ S , ∅.
(iii) If J is a prime ideal in S1A, then r(J) = κ−1(J) is a prime ideal in A.
Moreover, J = e(r(J)) implies r(J) ∩ S = ∅ and
r : Spec(S−1A)→ {P ∈ Spec A | P ∩ S = ∅} is injective. To show r is surjective,
take P ∈ Spec A,P ∩ S = ∅. Then as ∈ P, s ∈ S implies a ∈ P since s < P and P is
prime. Thus P = {a ∈ A | ∃s ∈ S, as ∈ P} = r(e(P)). It remains to show that e(P) is
a prime ideal. Suppose (a1/s1)(a2/s2) ∈ e(P), then a1a2/s1s2 = b/t for some
b ∈ P, t ∈ S. There exists u ∈ S such that a1a2tu = bs1s2u ∈ P. Since tu ∈ S, we
have a1a2 ∈ P hence a1 ∈ P or a2 ∈ P. That is, a1/s1 ∈ e(P) or a2/s2 ∈ e(P). Thus
e(P) is a prime ideal. 
If P is a prime ideal of A, then S = A \ P is multiplicatively closed. We write
AP for S−1A in this case. Ap is the localization of A at P. By (iii) of the above
proposition, AP is a local ring with maximal ideal e(P).
Example 2.6.3. (i) Z(p) = {a/b | a, b ∈ Z, p - b}
(ii) k[X](X−a) = { f/g | g(a) , 0}
Given an A-module M, and a multiplicative set S ⊂ A. We define the
localization of M at S, written as S−1M, to be the set of equivalence classes of
M × S with the equivalence relation (m, s) ∼ (m′, s′) if u(sm′ − s′m) = 0 for some
u ∈ S. We write m/s for the equivalence class of (m, s). S−1M is an S−1A-module
with operations m/s + n/t = (tm + sn)/st and (a/s) · (m/t) = am/st,
m,n ∈M, s, t ∈ S, a ∈ A. Given an A-module homomorphism f : M→ N, we
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define the localization of f at S to be S−1 f : S−1M→ S−1N given by
m/s 7→ f (m)/s. This is an S−1A-module homomorphism. Moreover, if
L
f−→M g−→ N are A-module homomorphisms, then S−1(g ◦ f ) = S−1g ◦ S−1 f and
S−1idM = idS−1M.
Lemma 2.6.4. Suppose L
f−→M g−→ N is an exact sequence of A-module
homomorphisms. Then S−1L
S−1 f−−→ S−1M S−1 g−−→ S−1N is an exact sequence of
S−1A-module homomorphisms.
Proof. (⊂) Since S−1g ◦ S−1 f = S−1(g ◦ f ) = 0, we have Im S−1 f ⊂ ker S−1g.
(⊃) Suppose S−1g(m/s) = g(m)/s = 0 ∈ S−1N, then there exists u ∈ S such
that ug(m) = 0. Hence g(um) = 0, um ∈ ker g = Im f . Therefore um = f (l) for
some l ∈ L. We have m/s = um/us = f (l)/us = S−1 f (l/us) ∈ Im S−1 f . Thus
Im S−1 f ⊃ ker S−1g. 
The above lemma is saying that localization is exact.
A property P for an A-module M is called a local property if the following
holds: M has P if and only if MQ has P for all Q ∈ Spec A. Here are some
examples of local properties:
Proposition 2.6.5. Let M be an A-module. Then the following are equivalent:
(i) M = 0.
(ii) MP = 0 for all P ∈ Spec A.
(iii) Mm = 0 for all m ∈ m · Spec A.
In short, a module being zero is a local property.
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Proof. (i) =⇒ (ii) =⇒ (iii) Trivial.
(iii) =⇒ (i) Let x ∈M be given. If x , 0, then the annihilator of M
ann(x) = {a ∈ A | ax = 0} is not A. Hence ann(x) is contained in some maximal
ideal m. Then x/1 ∈ Am is not 0 since x/1 = 0 if and only if there is a u < m such
that ux = 0. But that means u is in ann(x) ⊂ m. Since we assume Am = 0 for all
m ∈ m · Spec A. There is no such x , 0, thus M = 0. 
Proposition 2.6.6. Let f : M→ N be an A-module homomorphism. Then the
following are equivalent:
(i) f is injective.
(ii) fP is injective for all P ∈ Spec A.
(iii) fm is injective for all m ∈ m · Spec A.
The statement is true if we replace ”injective” with ”surjective”.
Proof. (i) =⇒ (ii) f being injective is equivalent of saying 0→M f−→ N is exact.
Hence 0→MP fP−→ NP is exact for all P ∈ Spec A. Thus fP is injective for all
P ∈ Spec A.
(ii) =⇒ (iii) Trivial.
(iii) =⇒ (i) Let L = ker f , then the sequence 0→ L→M f−→ N is exact.
Hence 0→ Lm →Mm fm−→ Nm is exact for all m ∈ m · Spec A. It follows that
Lm  ker fm = 0 for all m ∈ m · Spec A. Therefore by the previous proposition,
L = 0. Thus f is injective.
For the ”surjective” part, reverse the arrows and replace ker with coker. 
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2.7 Associated primes and primary decomposition
Let M be an A-module, m ∈M. Recall that the annihilator of m is
ann(m) = {a ∈ A | am = 0}. The support of M is Supp M = {P ∈ Spec A |MP , 0}.
Note that MP , 0 if and only if there exists an m ∈M such that ann(m) ⊂ P.
Recall that V(I) = {P ∈ Spec A | I ⊂ P}where I is an ideal of A.
Proposition 2.7.1. (i) Supp(A/I) = V(I)
(ii) If L is a submodule of an A-module M, then Supp M = Supp L ∪ Supp M/L.
(iii) If M =
∑
i∈J Mi, then Supp M =
⋃
i∈J Supp Mi.
(iv) If M is a finitely generated A-module, then Supp M = V(ann(M)).
(v) If P ∈ Supp M, then V(P) ⊂ Supp M.
Proof. (i) A/I is generated by the element 1 + I. Hence (A/I)P , 0 if and only if
1 + I , 0 in (A/I)P. That is, I = ann(1 + I) ⊂ P. This is if and only if P ∈ V(I).
(ii) Consider the exact sequence 0→ LP →MP → (M/L)P → 0. MP , 0 if
and only if LP , 0 or (M/L)P , 0.
(iii) (⊃) Trivial.
(⊂) P ∈ Supp M if and only if P ⊃ ann(m) for some m ∈M,
m = mi1 + · · · + mik ∈Mi1 + · · · + Mik . Hence P ∈ Supp Mi1 + · · · + Mik . It is
sufficient to show that if M = N1 + N2, then Supp M ⊂ Supp N1 ∪ Supp N2.
Since M/N1  N2/(N1 ∩N2), by (ii) we have Supp M = Supp N1 ∪ Supp M/N1 =
Supp N1 ∪ Supp N2/(N1 ∩N2) ⊂ Supp N1 ∪ Supp N2.
(iv) Suppose M = Am1 + · · · + Amk, then by (ii)
Supp M =
⋃k
i=1 Supp Ami =
⋃k
i=1 V(ann(mi)) = V(
⋂k
i=1 ann(mi)) = V(ann(M)).
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(v) P ∈ Supp M if and only if there is an m ∈M such that ann(m) ⊂ P, hence
for all Q ∈ V(P), ann(m) ⊂ P ⊂ Q. Therefore Q ∈ Supp M. 
Let M be an A-module, P ∈ Spec A is an associated prime of M if
P = ann(m) for some m ∈M. It is equivalent to say that M contains a
submodule Am isomorphic to A/P. The set of associated primes of M is
denoted Ass M. It is a subset of Supp M.
Proposition 2.7.2. (i) If P ∈ Spec A, then for all y < P, ann(y + P) = P.
(ii) Any maximal element in {ann(m) | 0 , m ∈M} is prime (i.e. , in Ass M).
(iii) If A is Noetherian, M , 0, then Ass M , ∅.
(iv) If L is a submodule of M, then Ass M ⊂ Ass L ∪Ass M/L.
Proof. (i) Since A/P is a domain, y + P is only annihilated by P.
(ii) Suppose ann(x) is maximal, and st ∈ ann(x), t < ann(x). Then tx , 0, and
ann(tx) is in {ann(m) | 0 , m ∈M}. Since ann(tx) ⊃ ann(x) and ann(x) is
maximal, we have ann(tx) = ann(x). Thus s ∈ ann(tx) = ann(x) and
ann(x) is prime.
(iii) If A is Noetherian, then {ann(m) | 0 , m ∈M} has a maximal element
which is prime by (ii).
(iv) Let P ∈ Ass M, then there is a submodule N ⊂M, such that N  A/P.
Case 1: L ∩N = 0. Then M/L has a submodule (N + L)/L  N/0  A/P,
hence P ∈ Ass M/L.
Case 2: L ∩N , 0. Then there is a 0 , y ∈ L ∩N, by (i), ann(y) = P, hence
P ∈ Ass L.
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
Theorem 2.7.3. Let A be a Noetherian ring, M be an A-module. Then the minimal
element P ∈ Supp M is in Ass M.
Proof. Suppose P ∈ Supp M is minimal. Then for any prime ideal Q properly
contained in P, MQ = 0. We know Spec AP = {QP | Q ⊂ P}. For P , Q ∈ Spec AP,
(MP)QP = MQ = 0. Therefore Supp MP = {PP}. Since A is Noetherian, Ass MP is
nonempty. Therefore Ass MP = {PP}. It follows that there exists an m ∈M such
that ann(m/1) = PP (note that ann(m/s) = ann(m/1)). For all t ∈ A \ P,
κ(ann(tm)) = ann(tm)Ap ⊂ ann(tm/1) = ann(m/1) = PP. Therefore
ann(tm) ⊂ κ−1(κ(ann(tm))) ⊂ κ−1(PP) = P = (p1, . . . , pk). Since P annihilates m/1,
pim/1 = 0 for i = 1, . . . , k. Hence there exists ti ∈ A \ P such that tipim = 0 for
i = 1, . . . , k. Set t = t1 · · · tk ∈ A \ P. Then pi ∈ ann(tm) for i = 1, . . . , k, hence
P ⊂ ann tm. Thus P = ann(tm). 
Corollary 2.7.4. If M is a finitely generated A-module, where A is Noetherian, then
Supp M =
⋃n
i=1 V(Pi) where Pi’s are the finitely many minimal prime containing
ann(M),Pi ∈ Ass M.
Proof. Since M is finitely generated, it follows that Supp M = V(ann(M)). This
closed subset V(ann(M)) of Spec A is a finite union of irreducible closed sets,
which correspond to the prime ideals containing ann M. 
Let M be an A-module, an nonzero element a ∈ A is called a zero-divisor
on M if am = 0 for some m ∈M. Clearly the set of all zero-divisors on M is⋃
0,m∈M ann(m) \ 0. If A is Noetherian, then the maximal elements in
{ann(m) | 0 , m ∈M} are in Ass M. It follows that⋃
0,m∈M ann(m) \ 0 =
⋃
P∈Ass M P \ 0.
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Definition 2.7.5. An ideal Q in A is primary if for any f , g ∈ Q, f g ∈ Q implies
f ∈ Q or gn ∈ Q for some n ∈N.
Equivalently, every zero-divisor of A/Q is nilpotent.
If Q is a primary ideal, then it is easy to see P =
√
Q is a prime ideal. We
say that Q is a P-primary ideal.
Theorem 2.7.6. Let Q be an ideal of a Noetherian ring A. Then Q is primary if and
only if Ass(A/Q) = {P}.
Proof. (=⇒) Suppose Q is P-primary, and P = √Q. Then every zero-divisor on
A/Q (viewed as an A-module) is in P.Take 0 , x ∈ A/Q, we have
Q ⊂ ann(x) ⊂ P. If ann(x) is prime, then ann(x) ⊃ √Q = P, hence ann(x) = P.
Therefore Ass(A/Q) ⊂ {P}. Since A is Noetherian, it follows that Ass(A/Q) is
nonempty. Thus Ass(A/Q) = {P}.
(⇐=) Suppose Ass(A/Q) = {P}. Then P is the unique maximal element in
ann(m) | 0 , m ∈M} and the unique minimal element in Supp(A/Q). Therefore
P = {zero-divisors on A/Q} and Supp(A/Q) = V(P). Since
V(P) = Supp(A/Q) = V(Q), it follows that P is the unique minimal prime ideal
containing Q, hence we have
√
Q = P. Combine this with
P = {zero-divisors on A/Q}, we see that every zero-divisors of A/Q is
nilpotent. Thus Q is P-primary. 
Definition 2.7.7. Let I be an ideal of A. Then I is called indecomposible if I
cannot be written as the intersection of two strictly bigger ideals.
Proposition 2.7.8. In a Noetherian ring A, any ideal I is an intersection of finitely
many indecomposible ideals.
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Proof. Suppose the set of all ideals that is not an intersection of finitely many
indecomposible ideals is not empty, and I is the maximal element in it. Then I
is not an indecomposible ideal, hence I is the intersection of two strictly bigger
ideals. Since I is the maximal, these two bigger ideals are intersections of
finitely many prime ideals. Hence I is an intersection of finitely many prime
ideals. This is a contradiction. Thus any ideal I is an intersection of finitely
many indecomposible ideals. 
Proposition 2.7.9. Suppose A is a Noetherian ring, and I is an indecomposible ideal
in A. Then I is primary.
Proof. Note that I is indecomposible if and only if 0 is indecomposible in A/I,
and I is primary if and only if 0 is primary in A/I. Thus we may assume I = 0
is indecomposible. Suppose x, y ∈ A, and xy = 0. Then
y ∈ ann(x) ⊂ ann(x2) ⊂ · · · . Therefore there exists an n ∈N such that
ann(xn) = ann(xn+1) = · · · . Take z ∈ (y) ∩ (xn). Then we have ya = z = xb for
some a, b ∈ A. Multiply the equation by x we get 0 = xya = xz = xn+1b, hence
b ∈ ann(xn+1) = ann(xn). This implies z = xnb = 0. Thus (y) ∩ (xn) = 0. Since we
assumed 0 is indecomposible, either y = 0 or xn = 0. Thus I = 0 is primary. 
Definition 2.7.10. A primary decomposition of an ideal I in a ring A is
I = Q1 ∩ · · · ∩Qk where Q1, . . . ,Qk are primary ideals.
This is a shortest primary decomposition if
(i) I 1
⋂
j,i Q j for i = 1, . . . , k.
(ii) Let Pi =
√
Qi. P1, . . . ,Pk are distinct.
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Proposition 2.7.11. Let A be a Noetherian ring. Then the intersection of two
P-primary ideals is P-primary.
Proof. Suppose Q1,Q2 are P-primary ideals. Consider the short exact sequence
0→ Q1/(Q1 ∩Q2)→ A/(Q1 ∩Q2)→ A/Q1 → 0.
By (iv) of proposition 2.7.2., we have
Ass(A/(Q1 ∩Q2) ⊂ Ass(Q1/(Q1 ∩Q2)) ∪Ass(A/Q1). Since Q1/(Q1 ∩Q2) is
isomorphic to (Q1 + Q2)/Q2 which is a submodule of A/Q2. Hence
Ass(Q1/(Q1 ∩Q2)) ⊂ Ass(A/Q2) = {P}. Since Ass(A/Q1) = {p}, it follows that
∅ , Ass(A/(Q1 ∩Q2)) ⊂ {P}. Thus Q1 ∩Q2 is P-primary. 
If A is a Noetherian ring, then the primary decomposition of any ideal
always exists. By the above proposition, the shortest primary decomposition
also exists.
Theorem 2.7.12 (Lasker-Noether). Let A be a Noetherian ring. Then:
(i) Every ideal I ⊂ A has a shortest primary decomposition:
I = Q1 ∩ · · · ∩Qk,Pi = √Qi.
(ii) Ass(A/I) = {P1, . . . ,Pk}.
Moreover, if Pi ∈ {P1, . . . ,Pk} is minimal, then Qi = κ−1(IPi). In particular the
primary components belonging to the minimal associated primes of A/I are unique.
Proof. (i) It follows from the above proposition.
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(ii) Consider the map ι : A/I→⊕ki=1 A/Qi given by
a + I 7→ (a + Q1, . . . , a + Qk). Clearly ker ι = ⋂i(Qi/I) = I/I = 0. Therefore ι is
injective, hence Ass(A/I) ⊂ ⋃ki=1 Ass(A/Qi) = {P1, . . . ,Pk}.
For any Pi, let Ni =
⋂
j,i Q j/I ⊂ A/I. Consider the map η : A/I→ A/Qi.
Clearly ker η = Qi/I, then Ni ∩ ker η = I/I = 0. Hence η |Ni : Ni → A/Qi is
injective. Therefore ∅ , Ass Ni ⊂ Ass A/Qi = {Pi}. It follows that
{Pi} = Ass(Ni) ⊂ Ass(A/I). Thus Ass(A/I) = {Pi, . . . ,Pk}.
For the last statement, suppose Pi is minimal in {P1, . . . ,Pk} = Ass(A/I).
Localize I at Pi, we have IPi = Q1Pi ∩ · · · ∩QkPi . For j , i, since P1, . . . ,Pk are
distinct, there exists t ∈ P j \ Pi. Since P j = √Q j, there exists an n such that
tn ∈ Q j \ Pi. Therefore tn/1 ∈ Q jPi is a unit in APi , hence Q jPi = APi . It follows
that IPi = QiPi . On the other hand,
κ−1(QiPi) = {a ∈ A | sa ∈ Qi for some s ∈ A \ Pi}. Since s < Pi =
√
Qi, by the
definition of primary, we have a ∈ Qi. Hence Qi = κ−1(QiPi) = κ−1(IPi). 
Chapter 3
Graded rings and Modules
3.1 Tensor Products
Definition 3.1.1. Let M and N be A-modules. The tensor product of M and N
over A, written M ⊗A N, is the A-module generated by symbols m ⊗ n for
m ∈M and n ∈ N, with relations
rm ⊗ n = m ⊗ rn
(m + m′) ⊗ n = m ⊗ n + m′ ⊗ n
m ⊗ (n + n′) = m ⊗ n + m ⊗ n′.
When the context is clear we may omit the subscript A.
Let M, N and L be A-modules. A bilinear map from the set M ×N to L is a
map that is linear in each factor. The above relations say exactly that the
natural map ϕ : M ×N→M ⊗A N taking (m,n) to m ⊗ n is bilinear. The tensor
product can be characterized in the following universal property: for any
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A-module L and a bilinear map f : M ×N→ L, there exists a unique
homomorphism f¯ : M ⊗A N→ L such that f = f¯ ◦ ϕ.
If α : M→M′ and β : N→ N′ are A-module homomorphisms, then there
is an induced homomorphism α ⊗ β : M ⊗N→M′ ⊗N′ sending m ⊗ n to
α(m) ⊗ β(n).
Proposition 3.1.2. If M,N,K and L are A-modules, then
(i) M ⊗N  N ⊗M and M ⊗ (N ⊗ K)  (M ⊗N) ⊗ K.
(ii) (M ⊕N) ⊗ K  (M ⊗ K) ⊕ (N ⊗ K).
(iii) If M→ N→ K→ 0 is an exact sequence, then the sequence
L ⊗M→ L ⊗N→ L ⊗ K→ 0 is exact.
The tensor product is right exact in the sense of (iii).
Proof. These properties can be easily checked by using universal property. For
example, the commutativity property follows from the fact that a bilinear map
from M ×N to K is the same as a bilinear map from N ×M to K. For the third
statement, it suffices to show that coker(L ⊗M→ L ⊗N) has the same
universal property as L ⊗ K. Note that the maps from coker(L ⊗M→ L ⊗N)
corresponds to bilinear maps from L ×M that kills the elements in L ×N, and
these are exactly the same as bilinear maps from L × K. 
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3.2 Tor Functor
A complex of modules over a ring A is a sequence of A-modules and
homomorphisms
F : · · · → Fi+1 ϕi+1−−→ Fi ϕi−→ Fi−1 → · · ·
such that ϕi ◦ ϕi+1 = 0 for every i. The homology of F at Fi is defined to be
HiF = kerϕi/ Imϕi+1.
The maps ϕi are called differentials. We shall only consider complex with
Fi = 0 for all i > 0 or all i < 0 and not to indicate the terms that are zero. The
complex F is said to be exact at Fi if HiF = 0. The complex F is called exact if
it is exact at every Fi.
An A-module P is called projective if for every epimorphism of modules
f : M→ N and every homomorphism g : P→ N, there exists a map g¯ : P→M
such that g = f ◦ g¯. Note that free modules are projective since if P is free on
the generators pi’s, then we may take qi in M that maps to the elements g(pi),
and take g¯ to be the map sending pi to qi.
Definition 3.2.1. A projective resolution of an A-module M is a complex
F : · · · → Fn ϕn−→→ · · · → F1 ϕ1−→ F0
of projective A-modules such that cokerϕ1 = M and HiF = 0 for i > 0.
If each Fi is a free module, then F is called a free resolution. If for some
n < ∞we have Fn+1 = 0, but Fi , 0 for 0 ≤ i ≤ n, then F is called a finite
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resolution of length n.
Every module has a free resolution. To construct one, note that every
module M is an image of a free module over the generators of M. Let M1 be
the kernel of this map and repeat this procedure, then we have a free
resolution of M.
We now introduce the Tor functor and give some properties of it without
proof.
If M and N are A-modules, and · · · → Fi+1 ϕi+1−−→ Fi → · · · → F0 is a projective
resolution of M, then TorAi (M,N) is the homology at Fi ⊗N of the complex
· · · → Fi+1 ⊗N ϕi+1⊗1N−−−−−→ Fi ⊗N→ · · · → F0 ⊗N. The TorAi (M,N) is independent of
the choice of the projection resolution of M. Since the tensor product is right
exact, we have TorA0 (M,N) = coker(F1 → F0) ⊗N = M ⊗N.
The tensor product is commutative in the sense that M ⊗N  N ⊗M. The
same is true for the Tor functor: TorAi (M,N)  Tor
A
i (N,M). Thus we can
compute TorAi (M,N) by tensoring M with a projective resolution of N.
For any short exact sequence 0→M′ →M→M′′ → 0 of A-modules, and
any A-module N, there is a long exact sequence of Tor:
· · · → TorAi (M′,N)→ TorAi (M,N)→ TorAi (M′′,N)→ TorAi−1(M′,N)→ · · ·
· · · →M′ ⊗N→M ⊗N→M′′ ⊗N→ 0
3.3 Graded Rings and Modules
A ring A is graded if its additive group can be decomposed as a direct sum
A =
⊕∞
i=0 Ai such that AiA j ⊂ Ai+ j. Note that A0 is a subring of A. If a ∈ Ai,
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then we say a is homogeneous of degree i. Every a ∈ A has a unique
expression a = a0 + a1 + a2 + · · · where each ai is homogeneous. The ai’s are
called homogeneous component of a. A homogeneous ideal of A is an ideal I
generated by homogeneous elements. The ideal
⊕
i>0 Ai is called the
irrelevant ideal, denoted A+.
An A-module M is called a graded A-module if M can be decomposed as
M =
⊕∞
i=0 Mi and AiMj ⊂Mi+ j.
Suppose M
⊕∞
i=0 Mi is a graded A-module. We define M[d] to be the
graded module M shifted by d degrees. That is, M[d]i = Md+1.
Lemma 3.3.1. Let A =
⊕∞
i=0 Ai be a Noetherian graded ring, and M =
⊕∞
i=0 Mi be a
finitely generated graded A-module. Then each Mi is a finitely generated A0-module.
Proof. Since A is noetherian and M is finitely generated A-module, it follows
that M is a noetherian A-module. Therefore the submodule AMi is generated
by a finite number of elements m1, . . . ,mr ∈Mi. Clearly Mi = ∑ri=1 A0Mi. 
Let A = k[x1, . . . , xn] be a finitely generated k-algebra, where k is a field, we
may assign each xi a degree di. Then A becomes a graded ring with A0 = k. If
M =
⊕∞
i=0 Mi is a finitely generated graded A-module, then by the above
lemma, each Mi is a finite dimensional k-vector space. Hence we may talk
about the dimension of each Mi. We encode this information in the Hilbert
series H(M, t) =
∑∞
i=0 dimk(Mi)ti.
Theorem 3.3.2 (Hilbert-Serre). Let A =
⊕∞
i=0 Ai be a graded ring with A0 = k,
where k is a field, and finitely generated as a k-algebra by homogeneous elements
x1, . . . , xr with degrees d1, . . . , dr. Let M =
⊕∞
i=0 Mi be a finitely generated graded
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A-module. Then the Hilbert series H(M, t) is of the form
f (t)∏r
i=1(1 − tdi)
where f (t) is a polynomial in integer coefficients.
Proof. We prove by induction on r. If r = 0, then A = k and M is a finite
dimensional vector space, therefore H(M, t) is a polynomial. Suppose r > 0, let
K and L be the kernel and cokernel of multiplication by xr, we have an exact
sequence
0→ Kr →Mi xr−→Mi+dr → Li+dr → 0.
From this exact sequence we have
dimk(Ki) − dimk(Mi) + dimk(Mi+dr) − dimk(Li+dr) = 0.
Therefore
tdr H(K, t) − tdr H(M, t) + H(M, t) −H(L, t) = 0.
Thus
H(M, t) =
H(L, t) − tdr H(K, t)
1 − tdr .
Since K an L are annihilated by xr, they are finitely generated graded module
over k[x1, . . . , xr−1], so by induction their Hilbert series have the desired form.
Thus the above formula is the desired form for H(M, t). 
Suppose k is a field. A grade k-algebra A =
⊕∞
i=0 Ai with A0 = k is very
similar to local rings. In fact, many theorems of local rings can be translated to
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theorems of grade k-algebra A =
⊕∞
i=0 Ai with A0 = k. Note that although A
may not have a unique maximal ideal, it does have a unique maximal
homogeneous ideal A+.
For the rest of this section, we assume A = k[X1, . . . ,Xr] is a graded algebra,
where k is a field.
Theorem 3.3.3 (Graded Nakayama Lemma). Let M
⊕∞
i=0 Mi be a graded
A-module. Then a subset G ⊂M of homogeneous elements generates M if and only if
{x + A+M | x ∈ G} generates M/A+M as a k-vector space.
Proof. (=⇒) Trivial.
(⇐=) It is sufficient to show each Mi is in AG. We do induction on i. If i = 0,
the element m ∈M0 is of the form m = ∑i cixi + b, ci ∈ k, xi ∈ G, b ∈ A+M. Since
the homogeneous component of element in A+M is of degree at least 1, it
follows that b = 0 and we are done. Suppose i > 0, then m ∈Mi is of the form
m =
∑
i cixi +
∑
j dini, where ci ∈ k, xi ∈ G, d j ∈ A+, m j ∈M, and d j,m j are
homogeneous. We may assume deg(m) = deg(xi) since xi’s are homogeneous.
Then deg(d jm j) = deg(a). Since deg(d j) > 0, it follows that deg(m j) < deg(a) = i.
Thus by induction m j ∈ AG and we are done. 
Lemma 3.3.4. A graded A-module M is projective if and only if it is free.
Proof. Suppose M is projective. Let Md be the first nonzero graded piece of M,
and let {m j} be a basis of Md as a k-vector space. Then M is a surjective image
of a free module F ⊕⊕ j Am j where F is a free module generated by elements
of degree at least d + 1. Since M is projective, this map splits. The composition
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of the splitting with the projection
M→ F ⊕
⊕
j
Am j →
⊕
j
Am j
is clearly a surjection. Since
⊕
j Am j is free, we have M =
⊕
j Am j ⊕M′ where
M′ the first nonzero piece of M′ has degree at least d + 1. Now M′ is projective,
so we may repeat this procedure to obtain
M =
⊕
j
Am j ⊕
⊕
k
Amk ⊕ · · ·

Suppose M is a finitely generated graded A-module with homogenous
generators m1, . . . ,mr with degrees d1, . . . , dr. Then we have Ar →M a free
module surjecting onto M with ei maps to mi. We require the degree of ei to be
the degree of mi for all i. Then Ar becomes a graded free A-module
A[−d1] ⊕ · · · ⊕ A[−dr] and the natural epimorphism A[−d1] ⊕ · · · ⊕ A[−dr]→M
preserves degree. A graded free resolution of M is a resolution of M such that
each free module is graded and each map preserves degree.
Proposition 3.3.5. If M is a graded A-module, let FM = A ⊗K (M/A+M), a free
A-module on the graded K-vector space M/A+M of generators of M. Then there is a
surjective map pi+ M : FM →M. If pi : F→M is another free module surjecting onto
M then F  F′ ⊕ FM with pi |F′= 0 and pi |FM= piM.
Proof. Consider the map FM →M/A+M induced by A→ A/A+ = k. Since FM is
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free, this lifts to a map piM : FM →M. Let M′ be the image of this map. Then
(M/M′)/A+(M/M′) = M/(M′ + A+M) = 0.
Hence M/M′ = 0 by graded Nakayama lemma and pi is surjective.
Now suppose pi : F→M is another free module surjecting onto M. Since F
is free, we can lift to a map F→ FM. Now F surjects onto M/A+M, hence onto
FM/A+FM and so F→ FM is surjective. Since FM is free, we can write
F  F′ ⊕ FM with pi |F′= 0 and pi |FM= piM. 
Corollary 3.3.6. If M is a graded A-module then M has a unique minimal free
resolution
F : · · · → F1 → F0 →M→ 0.
Every free resolution of M is a direct sum of F and a free resolution of a zero module.
Proof. This follows by applying the proposition and induction. 
Theorem 3.3.7. If A = k[X1, . . . ,Xr] is a graded polynomial ring, and M is a graded
A-module, then the minimal resolution takes the form
0→ Fr → Fr−1 → . . .→ F0 →M→ 0.
Proof. We prove this by using the fact that TorAi (M, k) can be calculated in both
variables. First, we calculate TorAi (M, k) using the minimal resolution of M. We
have Fi ⊗A k = Fi/A+Fi, the vector space of generators of Fi. Since the resolution
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is minimal, the differential Fi ⊗ k→ Fi−1 ⊗ k is zero, hence
TorAi (M, k)  Fi ⊗ k  Fi/A+Fi
On the other hand, the Koszol complex K(X1, . . . ,Xr) is a free resolution of k
(see Appendix A), therefore TorAi (M, k) is the homology of the complex
M ⊗ K(X1, . . . ,Xr). For i > r, this complex is zero, hence TorAi (M, k) = 0. This
implies that Fi/A+Fi = 0, hence Fi = 0 by graded Nakayama lemma. 
By construction of the free resolution and the fact that TorAi (M, k)  Fi/A+Fi,
we see that
0→ TorAr (M, k) ⊗k A→ · · · → TorA0 (M, k) ⊗k A→M→ 0
is the minimal free resolution of M. Since each TorAi (M, k) is a graded vector
space, this makes TorA0 (M, k) ⊗k A into a graded A-module and the free
resolution into a graded free resolution.
3.4 Cohen-Macaulay Modules
The Krull dimension of a ring A is the supremum of the length of chain of
proper inclusion of prime ideals P0 ⊃ P1 ⊃ · · · ⊃ Pn. If M is an A-module, we
define the Krull dimension of M to be the Krull dimension of the ring
A/ ann(M). We write dim(A) and dim(M) to denote the Krull dimension of A
and M.
Suppose A = k[x1, . . . , xr] is a graded algebra and M is a finitely generated
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graded A-module, a sequence of homogeneous elements x1, . . . , xr ∈ A+ is a
regular sequence for M if each xi is a non-zero-divisor on
M/(x1, . . . , xi−1)M , 0. The depth of M is the length of the longest regular
sequence for M, denoted by depth(M). In fact, any maximal regular sequence
has the same length, see Appendix A. An A-module M is Cohen-Macaulay if
its depth is equal to its Krull dimension.
Proposition 3.4.1. Suppose A = k[x1, . . . , xr] is a graded algebra and M is a finitely
generated graded A-module. Then the depth of M is at most the Krull dimenison of M.
Proof. We prove by induction on the depth of M. Suppose the depth(M) = 0,
we are done since dim(M) ≥ 0. Suppose depth(M) = n, let a1, . . . , an be a
maximal regular sequence for M, then a2, . . . , an is a maximal regular sequence
for M/a1M. Therefore depth(M/aM) = n − 1, by induction we have
dim(M/a1M) ≥ n− 1. Hence there is a chain of proper inclusion of prime ideals
P1 ⊂ · · · ⊂ Pn−1 in A with ann(M/a1M) ⊂ P1. Since a1 is a non-zero-divisor on M,
it is not in any associated primes of M. But a1 ∈ ann(M/a1M) ⊂ P1, so P1 is not
an associated prime of M. Since ann(M) ⊂ ann(M/a1M) ⊂ P1, it follows that P1
is in the support of M. Recall that a minimal element of the support of M is an
associated prime of M, hence P1 is not minimal. Therefore there is an
associated prime P0 of M that is a proper subset of P1, thus P0 ⊂ P1 ⊂ · · · ⊂ Pn−1
is a chain of proper inclusion of prime ideals with ann(M) ⊂ P0. Hence
dim(M) ≥ n. 
Corollary 3.4.2. Suppose A = k[x1, . . . , xr] is a graded algebra and M is a finitely
generated graded A-module. If M is Cohen-Macauley and a ∈ A is a non-zero-divisor
on M, then M/aM is Cohen-Macauley.
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Proof. Suppose dim(M) = n, then dim(M/aM) ≤ n. Since a is a
non-zero-divisor on M, we may extend it to a regular sequence of length n.
Then depth(M/aM) = n − 1. By the above proposition, we have
dim(M/aM) ≥ n − 1. If dim(M/aM) = n, then by the proof above we have
dim(M) ≥ n + 1. But we assumed dim(M) = n. Thus dim(M/aM) = n − 1 and
M/aM is Cohen-Macauley. 
Lemma 3.4.3. Any finitely generated A-module M has an ascending sequence of
submodules
0 = M0 ⊂M1 ⊂ · · · ⊂Mn = M
with Mi/Mi−1  A/Pi for some prime ideal Pi for i = 1, . . . ,n.
Proof. If M=0, we are done. If M , 0, then we choose P1 ∈ Ass(M) and let M1
be the submodule of M isomorphic to A/P1. If M1 , M, we repeat this process
with M/M1. Since M is Noetherian, the process eventually terminates. 
A composition series of an A-module M is an ascending sequence of
submodules 0 = M0 ⊂M1 ⊂ · · · ⊂Mn = M such that each Mi/Mi−1 is a simple
module. That is, Mi/Mi−1 has no submodule other than zero and itself. Clearly,
a simple module is generated by any of its nonzero element. Therefore it is
isomorphic to A/I where I is an ideal. Since the module is simple, I must be
maximal.
Proposition 3.4.4. If a finitely generated A-module M has Krull dimension zero,
then it has a composition series of finite length. Moreover, if M is finite generated
graded A-module where A is a finitely generated graded k-algebra and dim(M) = 0,
then M is a finite dimensional k-vector space.
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Proof. Suppose M has Krull dimension zero. Consider the ascending sequence
of submodules 0 = M0 ⊂M1 ⊂ · · · ⊂Mn = M in the previous lemma. Since
ann(M) ⊂ ann(Mi/Mi−1), the Krull dimension of Mi/Mi−1 is also zero, hence Pi
must be maximal. Therefore this sequence is the composition series of M.
Suppose M is a finitely generated graded A-module where A is a finitely
generated k-algebra and dim(M) = 0. Consider the composition series
0 = M0 ⊂M1 ⊂ · · · ⊂Mn = M. Each Mi/Mi−1 is isomorphic to A/m where m is a
maximal ideal of A. Since A/m is a finitely generated k-algebra and also a field,
it is a finite field extension of k by weak Nullstellensatz. Therefore
dimk(Mi/Mi−1) < ∞ for all i. It follows that dimk(M) = ∑i dimk(Mi/Mi−1) is
finite. 
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Chapter 4
Invariant Theory
Let G be a finite group, k a field and V a finite dimensional k-vector space. Let
ϕ : G→ GL(V) be a representation of G (i.e., ϕ is a group homomorphism). We
write k[V] for the coordinate ring of V. The group G acts on k[V] via
(g f )(v) = f (ϕ(g)−1v). The ring of invariants k[V]G is the set of all fixed points
of this action.
By Theorem 2.4.5., the ring of invariants k[V]G is finitely generated. Let
f1, . . . , fr be the minimal homogeneous generators of the invariant ring
R = k[V]G with degrees d1 ≤ · · · ≤ dr. We define the graded polynomial ring
S = k[X1, . . . ,Xr] by setting the degree of Xi to be di for all i. Then R is an
S-module by the ring epimorphism pi : S→ R given by pi(Xi) = fi for all i. Let
0→ Fk → . . .→ F1 → F0 → R→ 0 be the minimal graded free resolution of R
as an S-module. Note that F0 = S. Since S is Noetherian, ker(F0 → R) is finitely
generated, therefore F1 is a graded free module of finite rank. It follows that all
Fi are finitely generated. We define βiG(V) to be the smallest integer d such that
Fi is generated by the elements of degree at most d.
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The module Im(Fi → Fi−1) is called the ith syzygies module of R. The
image of F1 in F0 is the syzygy ideal J of S defined by
J = {h ∈ S | h( f1, . . . , fr) = 0}. The elements of J are the relations between the
generators of R. In general, the ith syzygies module describes the relation
between the generators of the (i − 1)th syzygies module.
A finite group G over a field k is linearly reductive if and only if the
characteristic of k is coprime to G. If G is linearly reductive, then the ring of
invariants k[V]G is Cohen-Macaulay as an S-module. We shall use this fact
without proof.
We first discuss a general degree bound for syzygies. Suppose
S = k[X1, . . . ,Xr] is a graded polynomial ring with degrees deg(Xi) = di and
d1 ≥ d2 ≥ · · · ≥ dr. Let M be a finitely generated graded Cohen-Macaulay
S-module. Recall that the minimal graded free resolution of M is
0→ TorSr (M, k) ⊗k S→ · · · → TorS0(M, k) ⊗k S→M→ 0.
Here TorSi (M, k) is a finite dimensional graded vector space. We define the
degree of a finite dimensional graded vector space M to be the maximal
degree appearing in M if M is nonzero, and it is −∞ if M is zero. We use
deg(M) to denote the degree of M. For a finitely generated graded module M,
we define the a-invariant of M to be the degree of H(M, t) viewed as a rational
function. That is, the degree of the numerator minus the degree of the
denominator. We write a(M) for the a-invariant of M.
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Theorem 4.1.1 (Harm Derksen). We have the inequality
deg(TorSi (M, k) ≤ d1 + d2 + · · · + ds+i + a(M)
where s is the Krull dimension of M
Proof. We prove the theorem by induction on s = dim(M). Suppose
dim(M) = 0, then M is a finite dimensional k-vector space. In the case we
prove by induction on dimk(M). If dimk(M) = 0, then M is zero and the
inequality obviously holds. Suppose M is nonzero. Since M is a
finite-dimensional k-vector space, M has only finitely many nonzero
homogenous component. Thus the Hilbert series of M is simply a polynomial
and a = a(M) is the maximum degree appearing in M. Let Ma be the part of M
of degree a. Then Ma is a submodule of M. We have the exact sequence
0→Ma →M→M/Ma → 0.
Since dimk(M/Ma) < dim(M) and a(M/Ma) < a, by induction we have
deg(TorSi (M/Ma, k)) ≤ d1 + · · · + di + a − 1
Recall that the Koszul complex K(X1, . . . ,Xr) is a free resolution of k. The
TorSi (Ma, k) is the ith homology of the complex Ma ⊗ K(X1, . . . ,Xr). The ith term
of K(X1, . . . ,Xr) is generated by elements of the form x j1 ∧ · · · ∧ x ji therefore the
degree is at most d1 + d2 + · · · + di since we assumed d1 ≥ · · · ≥ dr. Since every
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element of Ma is of degree a, we have
deg(TorSi (Ma, k)) ≤ d1 + d2 + · · · + di + a.
From the exact sequence 0→Ma →M→M/Ma → 0 we have the long exact
sequence of Tor
· · · → TorSi (Ma, k)→ TorSi (M, k)→ TorSi (M/Ma, k)→ · · · .
Since deg(TorSi (M/Ma, k)) ≤ d1 + · · · + di + a − 1, every element of degree larger
than d1 + · · · + di + a − 1 must be in the kernel of TorSi (M, k)→ TorSi (M/Ma, k)
hence is in the image of TorSi (Ma, k)→ TorSi (M, k). Thus we have
deg(TorSi (M, k)) ≤ d1 + d2 + · · · + di + a.
Suppose s > 0. Since M is Cohen-Macaulay we can find a homogeneous
non-zero-divisor p of degree e > 0 and M/pM is again Cohen-Macaulay. Since
p is a non-zero-divisor, the dimension of Mi as a k-vector space is invariant
under multiplication by p. Therefore H(M/pM, t) = (1 − te) H(M, t), so
a(M/pM) = a(M) + e. From the short exact sequence
0→M[−e] p−→M→M/pM→ 0
we have a long exact sequence of Tor
· · · → TorSi+1(M/pM, k)→ TorSi (M, k)[−e]→ TorSi (M, k)→ · · · .
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Any element of TorSi (M, k)[−e] of maximal degree must map to 0 in TorSi (M, k),
therefore it must come from TorSi+1(M/pM, k). It follows that
e + deg(TorSi (M, k)) = deg(Tor
S
i (M, k)[−e]) ≤ deg(TorSi+1(M/pM, k))
≤ d1 + d2 + · · · + d(s−1)+(i+1) + a(M/pM) = d1 + d2 + · · · + ds+i + a(M) + e.
Thus deg(TorSi (M, k)) ≤ d1 + d2 + · · · + ds+i + a(M). 
Let us go back to the case where R = k[V]G. The previous theorem implies
that βiG(V) = deg(Tor
S
i (M, k)) ≤ d1 + d2 + · · · + ds+i + a(R). Knop proved that
a(R) ≤ −s (see [5], Satz 4) . Therefore the inequality becomes
βiG(V) = deg(Tor
S
i (M, k)) ≤ d1 + d2 + · · · + ds+i − s.
Suppose M is a graded module over the ring k[V] with minimal free
resolution
0→ Hl → Hl−1 → · · · → H0 →M→ 0.
The Castelnuovo-Mumford regularity reg(M) is the smallest integer d such
that Hi is generated by the elements with degree at most d + i for all i.
Let I ⊂ k[V] be the ideal generated by every homogenous elements of
positive degree in k[V]G. Define τG(V) to be the smallest integer d such that
every homogeneous elements in k[V] of degree at least d lies in I. We will use
the fact that reg(I) = τG(V) without proof. If G is linearly reductive over k,
Fogarty’s proof of the bound of β0G(V) shows that τG(V) ≤ |G| (see Appendix B
or [4]).
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Proposition 4.1.2. Suppose R =
⊕∞
i=0 Ri is a graded ring with R0 = k and minimally
generated by homogeneous elements f1, . . . , fr as a k-algebra. Let S = k[X1, . . . ,Xr] be
the graded polynomial ring and let ϕ : S→ R be the surjective ring homomorphism
given by Xi 7→ fi for all i. Then we have an exact sequence of graded vector spaces
TorS2(k, k)→ TorR2 (k, k)→ TorS1(R, k)→ 0.
Proof. From Exercise A3.47 in [3], we have an exact sequence
TorS2(k, k)→ TorR2 (k, k)→ TorS1(R, k)→ TorS1(k, k)→ TorR1 (k, k)→ 0
Since TorS1(k, k) and Tor
R
1 (k, k) can be identified with S+/S
2
+ and R+/R2+ and they
are both r-dimensional, the proposition follows. 
Theorem 4.1.3 (Harm Derksen). Let G be a linearly reductive group over a field k.
Suppose { f1, . . . , fr} is a minimal set of homogeneous generators of the invariant ring
k[V]G with degrees d1 ≥ · · · ≥ dr and let J ⊂ k[X1, . . . ,Xr] be the syzygy ideal. Then J
is generated in degree at most 2τG(V) ≤ 2|G|.
Proof. Let T = k[V]. Consider the T-module U defined by
U = {(w1, . . . ,wr) ∈ T[−d1] ⊕ · · · ⊕ T[−dr] |
r∑
i=1
wi fi = 0}.
Since I = ( f1, . . . , fr) has Castelnuovo-Mumford regularity τG(V), it follows that
U is generated in degree ≤ τG(V) + 1. The R-module
M = {(w1, . . . ,wr) ∈ R[−d1] ⊕ · · · ⊕ R[−dr] |
r∑
i=1
wi fi = 0}
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gives an exact sequence
0→M→ R[−d1] ⊕ · · · ⊕ R[−dr]→ R→ k→ 0.
Note that the first three terms of this exact sequence is part of the minimal
resolution of k, therefore we may identify M/R+M with TorR2 (k, k). The module
M is equal to UG. We claim that (IU)G = R+UG = R+M. Suppose
x = (t1 f1 + · · · + tr fr)(w1, . . . ,wr) is an element of (IU)G. Then it is invariant
under G, therefore
|G|x =
∑
g∈G
g(x)
=
∑
g∈G
(g(t1) f1, . . . , g(tr) fr)(g(w1), . . . , g(wr))
=

∑
g∈G
g(t1)
 f1, . . . ,
∑
g∈G
g(tr)
 fr

∑
g∈G
g(w1), . . . ,
∑
g∈G
g(wr)
 .
Note that
∑
g∈G g( f ) is invariant under G for any f ∈ k[V] and |G| is coprime to
the characteristic of k. It follows that x ∈ R+M.
Therefore we have M/R+M = UG/(IU)G. Hence we have an inclusion map
M/R+M→ U/(IU). Since U is generated in degree ≤ τG(V) + 1 and every
homogenous polynomial of degree ≥ τG(V) is in I, it follows that every
homogenous element of U of degree ≥ 2τG(V) + 1 must lie in IU. This shows
that
deg(TorR2 (k, k)) = deg(M/R+M) ≤ deg(U/IU) ≤ 2τG(V) ≤ 2|G|.
By the previous proposition, we have TorR2 (k, k)→ TorS1(k, k) a surjection. Thus
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deg(TorS1(k, k)) ≤ deg(TorR2 (k, k)) ≤ 2τG(V) ≤ 2|G|. The theorem follows. 
We end this chapter with a conjecture of Harm Derksen.
Conjecture 4.1.4 (Harm Derksen). βiG(V) ≤ i|G|.
The proof of i = 2 does not seem to extend to this general case.
Chapter 5
Conclusion
In this paper we have developed the theory of commutative algebra and
proved the theorem of Harm Derksen. There are some more stuff involving
that we have not covered such as the homological tool that we have used.
During the independent study I have gained the knowledge on
commutative algebra and invariant theory and have become confident in my
research skills. The most valuable skill I gained in the study is constructing
knowledge on mathematics from different sources. This experience has
deepened my interest in algebra and I am willing to learn more about algebra.
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Appendix A
Koszul Complex
We shall assume all rings are Noetherian, all modules are finitely generated.
Let R be a Noetherian ring, N an R-module. The exterior algebra ∧N is
defined to be the free algebra T(N) = R⊕N⊕ (N⊗N)⊕ · · · modulo the relations
x ⊗ y = −y ⊗ x and x ⊗ x = 0 for all x, y ∈ N. The product of a, b ∈ N will be
written a ∧ b. ∧N is a graded algebra with m-th component is the image of
N ⊗N . . .⊗N(m factors), written ∧mN. It is skew-commutative in the sense that
for homogenous elements a, b ∈ ∧N, a ∧ b = (−1)abb ∧ a where a, b on the power
of −1 means the degree of a, b. If f : N→M is an R-module homomorphism,
then ∧ f : ∧N→ ∧M is the map of algebra taking a ∧ b ∧ · · · to f a ∧ f b ∧ · · · .
We shall focus on the case when N is free with rank n, then we have
∧mN  R(nm) with basis {xi1 ∧ · · · ∧ xim |1 ≤ i1 < · · · < im ≤ n}. In particular,
∧mN = 0 for m > n.
Let x ∈ N be given, the Koszul complex K(x) is:
K(x) : 0→ R→ N→ ∧2N→ · · · → ∧iN dx−→ ∧i+1N→ · · ·
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where dx : a 7→ x ∧ a. If N is a free with rank n and x = (x1, . . . , xn) ∈ Rn  N,
then we shall write K(x1, . . . , xn) for K(x).
The Koszul complex may be built from parts. First, we introduce two ways
of constructing complexes: tensor products and mapping cones. Given two
complexes:
F : · · · → Fi ϕi−→ Fi+1 → · · ·
and
G : · · · → Gi ψi−→ Gi+1 → · · ·
The tensor product of them is
F ⊗ G : · · · →
∑
i+ j=k
Fi ⊗ G j dk−→
∑
i+ j=k+1
Fi ⊗ G j → · · ·
where the map dk on Fi ⊗ G j(i + j = k) is ϕi ⊗ 1 to Fi+1 ⊗ G j and (−1)i1 ⊗ ψ j to
Fi ⊗ G j+1, zero map otherwise.
If G is a complex then G[n] is the complex where G[n]i = Gn+i, with
differential multiplied by (−1)n. We may treat R as the complex 0→ R→ 0
with R in the zeroth position. Then G[n] = R[n] ⊗ G.
Let y ∈ R, We have the commutative diagram
R[−1] : 0 // 0 //

R //
1

0
K(y) : 0 // R
y //
1

R //

0
R[0] : 0 // R // 0 // 0
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a short exact sequence of complexes
0→ R[−1]→ K(y)→ R[0]→ 0.
If we tensor this diagram with another complex G, then we get a short exact
sequence of complexes 0→ G[−1]→ K(y) ⊗ G → G → 0. K(y) ⊗ G is the
mapping cone of the map G[−1]→ G of complexes given by multiplication by
y. We get a long exact sequence
· · · → Hi−1(G) y−→ Hi−1(G)→ Hi(K(y) ⊗ G)→ Hi(G) y−→ · · · .
Proposition A.1. If N = N′ ⊕N′′, then ∧N = ∧N′ ⊗ ∧N′′. If x′ ∈ N′, x′′ ∈ N′′,
x = (x′, x′′) ∈ N, then
K(x) = K(x′) ⊗ K(x′′).
Proof. If N = N′ ⊕N′′, then the free algebra T(N) = T(N′) ⊗ T(N′′) ⊗ T(N′) ⊗ · · · .
This may be seen from the fact that
(N′ ⊕N′′) ⊗ (N′ ⊕N′′) = N′ ⊗N′ ⊕N′ ⊗N′′ ⊕N′′ ⊗N′ ⊕N′′ ⊗N′′. We first apply
the skew-commutativity between T(N′) and T(N′′), the result is T(N′) ⊗ T(N′′).
Then apply the skew-commutativity within T(N′) and T(N′′), we get
∧N′ ⊗ ∧N′′.
It is left to show the differentials in ∧N and ∧N′ ⊗ ∧N′′ agree. Let
y = y′ ⊗ y′′, and x = (x′, x′′) = x′ ⊗ 1 + 1 ⊗ x′′. We have
x ∧ y = (x′ ⊗ 1 + 1 ⊗ x′′) ∧ (y′ ⊗ y′′)
= (x′ ∧ y′) ⊗ y′′ + (−1)y′y′ ⊗ (x′′ ∧ y′′)
70 APPENDIX A. KOSZUL COMPLEX

If x = (x′, y) ∈ N = N′ ⊕ R, then by the previous proposition we have
K(x) = K(y) ⊗ K(x′). Note that this tensor product is just the mapping cone of
K(x′)
y−→ K(x′). By tensoring an R-module M, we get a short exact sequence of
complexes
0→M ⊗ K(x′)[−1]→M ⊗ K(x)→M ⊗ K(x′)→ 0.
In particular, we have a long exact sequence:
· · · → Hi(M ⊗ K(x′)) y−→ Hi(M ⊗ K(x′))→ Hi+1(M ⊗ K(x))→ Hi+1(M ⊗ K(x′)) y−→ · · ·
Definition A.2. Let R be a ring and let M be an R-module. A sequence of
elements x1, . . . , xn ∈ R is called a regular sequence on M or an M-squence if
(x1, . . . , xn)M , M and for i = 1, . . . ,n, xi is a nonzerodivisor on
M/(x1, . . . , xi−1)M.
We want to use Koszul complex to study regular sequence on an R-module
M. This is done by analyzing the homology of M tensoring with a Koszul
complex.
Proposition A.3. If y1, . . . , yr ∈ (x1, . . . , xn) ⊂ R, and M is an R-module, then
H∗(M ⊗ K(x1, . . . , xn, y1, .., yr))  H∗(M ⊗ K(x1, . . . , xn)) ⊗ ∧Rr
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as graded modules. In particular, for each i we have
Hi(M ⊗ K(x1, . . . , xn, y1, . . . , yr)) 
∑
i= j+k
Hk(M ⊗ K(x1, . . . , xn)) ⊗ ∧ jRr.
Thus,
Hi(M ⊗ K(x1, . . . , xn, y1, . . . , yr)) = 0
iff
Hk(M ⊗ K(x1, . . . , xn)) = 0 for all k with i − r ≤ k ≤ i.
Proof. Since y1, . . . , yn ∈ (x1, . . . , xn), we have yi = ∑ j ai jx j. Let A be the r × n
matrix with entries ai j, then the invertible matrix
 I 0A I

takes the column vector with entries x1, . . . , xn, y1, . . . , yr to the one with entries
x1, . . . , xn, 0, . . . , 0. Then we have
K(x1, . . . , xn, y1, . . . , yr)  K(x1, . . . , xn, 0, . . . , 0)  K(x1, . . . , xn) ⊗ K(0, . . . , 0).
Since K(0, . . . , 0) has all differentials 0, we have the first statement of the
proposition, hence the other two statements. 
Proposition A.4. If x1, . . . , xi is an M-sequence, then
Hi(M ⊗ K(x1, . . . , xn)) = ((x1, . . . , xi)M : (x1, . . . , xn))/(x1, . . . , xi)M.
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In particular, H j(M ⊗ K(x1, . . . , xn)) = 0 for j < i. If x1, . . . , xi is a maximal
M-sequence in I = (x1, . . . , xn), and IM , M, then Hi(M ⊗ K(x1, . . . , xn)) , 0.
Proof. We prove by induction on i, if i = 0 the first statement is trivial. For
given i, we do induction on n, starting from n = i. If n = i, we need to prove
Hn(M⊗K(x1, . . . , xn)) = M/(x1, . . . , xn)M. Consider the right-end of K(x1, . . . , xn):
· · · ∧n−1 Rn → ∧nRn → ∧n+1Rn = 0.
Let e1, . . . , en be the basis for Rn. We have e1 ∧ · · · ∧ en the basis of ∧nRn and
e1 ∧ · · · ∧ ei−1 ∧ ei+1 ∧ · · · ∧ en, i = 1, . . . ,n the basis of ∧n−1Rn. We have
(∑
xiei
)
∧ e1 ∧ · · · ∧ ei−1 ∧ ei+1 ∧ · · · ∧ en = ±xiei ∧ · · · ∧ en.
Therefore Hn(k(x1, . . . , xn)) = coker(∧n−1Rn → ∧nRn) = R/(x1, . . . , xn). Then
Hn(M ⊗ K(x1, . . . , xn) = coker(M ⊗ ∧n−1Rn →M ⊗ ∧nRn)
= M ⊗ coker(∧n−1Rn → ∧nRn)
= M ⊗Hn(K(x1, . . . , xn))
= M ⊗ R/(x1, . . . , xn)
= M/(x1, . . . , xn)M
Now suppose n > i. By induction on i we have,
Hi−1(M ⊗ K(x1, . . . , xn)) = ((x1, . . . , xi−1)M : (x1, . . . , xn))/(x1, . . . , xn)M = 0
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since xi is a nonzerodivisor on M/(x1, . . . , xi−1)M. By the long exact sequence
after proposition 0.1, we have
Hi(M ⊗ K(x1, . . . , xn)) = ker(Hi(M ⊗ K(x1, . . . , xn−1)) xn−→ Hi(M ⊗ K(x1, . . . , xn−1))
= ker(((x1, . . . , xi)M : (x1, . . . , xn−1)/(x1, . . . , xi)M
xn−→
((x1, . . . , xi)M : (x1, . . . , xn−1)/(x1, . . . , xi)M))
= ((x1, . . . , xi)M : (x1, . . . , xn))/(x1, . . . , xi)M.
The second statement follows from the fact that x j is a nonzerodivisor on
M/(x1, . . . , x j−1)M. For the last statement, if x1, . . . , xi is a maximal
M-sequence in I, then I is contained in the set of zero-divisors on
M/(x1, . . . , xi)M. Hence I is contained in the finite union of associated primes,
thus I is in one of them by the prime avoidance. Therefore I ⊂ ann(m) for some
0 , m ∈M/(x1, . . . , xi)M, so
m ∈ ((x1, . . . , xi)M : (x1, . . . , xn))/(x1, . . . , xi)M = Hi(M ⊗ K(x1, . . . , xn)). 
Theorem A.5. Let M be a finitely generated R-module. If r is the smallest integer
such that Hr(M ⊗ K(x1, . . . , xn) , 0, then every maximal M-sequence in
I = (x1, . . . , xn) ⊂ R has length r.
Proof. Let y1, . . . , ys be a maximal M-sequence in I. If r is the smallest integer
such that Hr(M ⊗ K(x1, . . . , xn) , 0, then by proposition A.2., r is also the
smallest integer such that Hr(M ⊗ K(x1, . . . , xn, y1, . . . , ys) , 0. Since
Hr(M ⊗ K(x1, . . . , xn) , 0, we have IM , M, which will be proven below. Then
by proposition A.3. we deduce s = r, as desired. 
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The Koszul complex has a dual constructoin. For ϕ ∈ Hom(N,R) = N∗, the
dual complex is:
K′(ϕ) : · · · ∧i N δϕ−→ ∧i−1N→ · · · → N ϕ−→ R→ 0
where
δϕ(m1 ∧ · · · ∧mi) =
i∑
j=1
(−1) j−1δϕ(m j) ⊗m1 ∧ · · · ∧ mˆ j ∧ · · · ∧mi
.
δϕ is a derivation of ∧N to itself. That is, if n,n′ ∈ ∧N are homogenous, then
δϕ(n ∧ n′) = δϕ(n) ∧ n′ + (−1)nn ∧ δϕ(n′)
.
Here is one relation between K(x) and K′(ϕ). Let n ∈ ∧iN, then
dxδϕ(n) + δϕdx(n) = x ∧ δϕ(n) + δϕ(x ∧ n)
= x ∧ δϕ(n) + δϕ(x) ∧ n − x ∧ δϕ(n)
= δϕ(x) ∧ n
= ϕ(x)n.
This means we have
dxδϕ + δϕdx = ϕ(x) · 1,
where 1 is the identity map on ∧N. Thus δϕ is a homotopy on K(x) and dx is a
homotopy on K′(ϕ), showing that multiplication by ϕ(x) is homotopic to 0.
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If y =
∑
aixi, then the map ϕ : Rn → R with matrix (a1, . . . , an) takes
(x1, . . . , xn) to y. Therefore multiplication by y induces the zero map on
homology of H j(M ⊗ K(x1, . . . , xn)) for all M and j.
If (x1, . . . , xn)M = M, then by Cayley-Hamilton there exists a y ∈ (x1, . . . , xn)
such that 1 − y annihilates M, that is, the identity map and multiplication by y
induces the same map on M. Thus we have H j(M ⊗ K(x1, . . . , xn) = 0 for all j.
This finishes the proof of Theorem A.4.
If IM , M, then by Theorem A.4., the lengths of maximal M-sequences in I
are all the same.
Definition A.6. If IM , M, the depth of I on M, written depth(I,M), is the
length of maximal M-sequence in I. If IM = M, we define depth(I,M) = ∞. We
define depth I to be the depth of I on R.
Theorem A.7. Let (R,m) be a local ring, M , 0 a f.g. R-module. Suppose
x1, . . . , xn ∈ m. If for some k < n, Hk(M ⊗ K(x1, . . . , xn)) = 0, then
H j(M ⊗ K(x1, . . . , xn)) = 0 for all j ≤ k. In particular, if Hn−1(M ⊗ K(x1, . . . , xn)) = 0,
then x1, . . . , xn is an M-sequence.
Proof. We prove by induction on n. If n = 1, we have
M ⊗ K(x) : 0→M x−→M→ 0
Then H1(M ⊗ K(x)) = 0 implies M = xM. Thus M = 0 by Nakayama’s lemma.
If Hk(M ⊗ K(x1, . . . , xn)) = 0, then by the long exact sequence after
Proposition A.1., the map
Hk−1(M ⊗ K(x1, . . . , xn−1)) xn−→ Hk−1(M ⊗ K(x1, . . . , xn−1))
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is an epimorphism. Thus Hk−1(M ⊗ K(x1, . . . , xn−1)) = 0 by Nakayama’s lemma.
By induction we have H j(M⊗K(x1, . . . , xn−1)) = 0 for j ≤ k− 1. Then by the long
exact sequence again we see that H j(M ⊗ K(x1, . . . , xn)) = 0 for j ≤ k, as desired.
For the second statement, we do induction on n again. The case n = 1 is
trivial. If Hn−1(M ⊗ K(x1, . . . , xn)) = 0, then Hn−2(M ⊗ K(x1, . . . , xn)) = 0. So by
induction x1, . . . , xn−1 is an M-sequence. By Proposition A.3. we have
0 = Hn−1(M ⊗ K(x1, . . . , xn)) = ((x1, . . . , xn−1)M : (x1, . . . , xn))/(x1, . . . , xn−1)M.
Thus xn is a nonzerodivisor on M/(x1, .., xn−1)M, as desired. 
Corollary A.8. If R is local and (x1, . . . , xn) ⊂ R is a proper ideal containing an
M-sequence of length n, then x1, . . . , xn is an M-sequence.
Proof. Nakayama’s lemma implies Hn(M ⊗ K(x1, . . . , xn)) = M/(x1, . . . , xn)M , 0.
By Theorem 0.4, depth((x1, . . . , xn),M) is the smallest integer r such that
Hr(M ⊗ K(x1, . . . , xn)) , 0. It follows that depth((x1, . . . , xn),M) = n. Thus
x1, . . . ., xn is an M-sequence by Theorem A.5. 
Corollary A.9. If x1, . . . , xr is an M-sequence, then xt11 , . . . , x
tr
r is an M-sequence for
positive ti’s. It follows that depth(I,M) = depth(
√
I,M).
Proof. We do induction on r. For r = 1, note that a power of a nonzerodivisor is
again a nonzerodivisor. For general r, by induction we have xt11 , . . . , x
tr−1
r−1 an
M-sequence. It suffices to show that
0→M/(xt11 , . . . , xtr−1r−1)M
xr−→M/(xt11 , . . . , xtr−1r−1)M
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is exact. We may localize at a prime P, if P does not contain x1, . . . , xr, then
either M/(xt11 , . . . , x
tr−1
r−1)M = 0 or xr is a unit, then the localized sequence is exact.
Thus we may assume (R,P) is local with x1, . . . , xr ∈ P. We have x1, . . . , xtrr an
M-sequence. By the previous corollary, we have xtrr , x1, . . . , xr−1 an M-sequence.
Therefore by repeating the argument, we have xt11 , . . . , x
tr
r an M-sequence, as
desired. The last statement follows immediately. 
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Appendix B
Bound of β0G(V)
In this appendix we give the proof of the Noether’s bound for polynomial
invariants, which states that the invariant ring is generated in degree of |G|.
This proof is given by John Fogarty in [4].
Let G be a finite group of order g, V a representation of G over a field k,
where the characteristic of k is coprime to g. Let A = k[V] be the graded
coordinate ring over V. Let I ⊂ k[V] be the ideal generated by all
homogeneous elements of positive degree in k[V]G.
We first show that gAg+ ⊂ I. That is, if f ∈ Ag+, then g f ∈ I. Since g invertible
in k, we also have f ∈ I.
Let { fγ} be g elements of A+ indexed by the elements of G. Then
∑
σ∈G
∏
γ∈G
( fγ − σ−1γ fγ) = 0,
since at least one of the terms in the product is zero. Suppose S is a subset of G,
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we define
ΨS =
∑
σ∈G
∏
γ<S
fγ

σ−1 ∏
γ∈S
(γ fγ)
 ,
then by expending the product of the first equation and collecting terms by
subsets of G, we get ∑
S⊂G
(−1)|S|ΨS = 0.
If S is nonempty, then ΨS is in I. It follows that Ψ∅ = g
∏
γ∈G fγ is also in I. Thus
gAg+ ⊂ I. Since g is invertible in k, we also have Ag+ ⊂ I. Recall that τG(V) is the
smallest integer d such that every homogeneous elements in k[V] of degree at
least d lies in I. It follows that τG(V) ≤ |G|.
Note that Ag+ ⊂ I implies that I is generated by homogeneous elements
f1, . . . , fr of degree ≤ g. Then there exist homogeneous invariants u1, . . . ,un and
homogeneous elements hi j such that
fi =
∑
j
hi ju j, hi j ∈ k[V], 1 ≤ i ≤ r.
Clearly u1, . . . ,un generate J and have degree ≤ g. Therefore every element of
AG+ is of the form g1u1 + · · · + gnun, with g j ∈ k[V]. If f ∈ k[V], we set
ϕ( f ) = g−1
∑
γ∈G
γ( f ).
It is the average of f over G. Clearly ϕ( f ) is invariant and ϕ(h) = h if h is
invarinat. Then averaging g1u1 + · · ·+ gnun over G we may replace gi with ϕ(gi)
which is invariant. It follows that AG+ is generated by u1, . . . ,un as an ideal in AG
Thus u1, . . . ,un generate AG as a k-algebra and AG is generated in degree ≤ |G|.
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