Geodesic Information Flows: Spatially-Variant Graphs and Their Application to Segmentation and Fusion by Cardoso, MJ et al.
This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/TMI.2015.2418298, IEEE Transactions on Medical Imaging
1
Geodesic information ﬂows: spatially-variant graphs and their
application to segmentation and fusion
M. Jorge Cardoso12, Marc Modat1;2, Robin Wolz3, Andrew Melbourne1, David Cash2,
Daniel Rueckert3, and Sebastien Ourselin12
1Translational Imaging Group, Centre for Medical Image Computing (CMIC), University College London, UK
2Dementia Research Centre (DRC), Institute of Neurology, University College London, UK
3Biomedical Image Analysis (BioMedIA) Group, Imperial College London, UK
Clinical annotations, such as voxel-wise binary or probabilistic tissue segmentations, structural parcellations, pathological regions-
of-interest and anatomical landmarks are key to many clinical studies. However, due to the time consuming nature of manually
generating these annotations, they tend to be scarce and limited to small subsets of data. This work explores a novel framework
to propagate voxel-wise annotations between morphologically dissimilar images by diffusing and mapping the available examples
through intermediate steps. A spatially-variant graph structure connecting morphologically similar subjects is introduced over a
database of images, enabling the gradual diffusion of information to all the subjects, even in the presence of large-scale morphological
variability. We illustrate the utility of the proposed framework on two example applications: brain parcellation using categorical
labels and tissue segmentation using probabilistic features. The application of the proposed method to categorical label fusion showed
highly statistically signiﬁcant improvements when compared to state-of-the-art methodologies. Signiﬁcant improvements were also
observed when applying the proposed framework to probabilistic tissue segmentation of both synthetic and real data, mainly in the
presence of large morphological variability.
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I. INTRODUCTION
Since the advent of open imaging databases, researchers
have struggled with the fact that clinical, structural and
anatomical annotations are only available on a small subset
of the data. For example, annotations such as voxel-wise
labels (characterising structural parcellations or tissue seg-
mentations), landmarks (localising anatomical features) and
diagnosis (characterising the patient clinical status) are usually
scarce due to the need of human interaction. Ideally, one would
like to be able to estimate this information for all subjects
in a large database by propagating and extrapolating from a
subset of annotated examples. More speciﬁcally, this work will
focus on the problem of propagating categorical labels and
probabilistic segmentations between datasets.
In neuroimage analysis, the most well known example of
information propagation and extrapolation is the use of a
priori probabilistic atlases in the context of tissue segmen-
tation. In segmentation, the observed intensities alone often
do not provide sufﬁcient information about the underlying
tissue composition. The ill-posed nature of the segmentation
problem is the result of several imaging limitations, ranging
from reduced signal- (SNR) and contrast-to-noise ratio (CNR)
to imaging artefacts (e.g movement, ringing, chemical shift,
susceptibility) and intensity non-uniformity (INU). As the
spatial localisation of an intensity sample can be informative
about its tissue composition, the tissue segmentation problem
can be regularised by adding a priori information to the model
through coordinate mapping and propagation of anatomical
priors (see Fig. 1-top). This coordinate mapping can be
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carried out prior to segmentation [1] or iteratively optimised
within the segmentation procedure [2].
The process of generating anatomical priors for healthy
or pathological populations starts by manually segmenting
a set of subjects, followed by a registration to a mean
shape/appearance space, known as a groupwise space. Due
to its mathematical properties and computationally efﬁciency,
groupwise averages have been thoroughly used by the medical
image community for information propagation and group
analysis.
However, groupwise spaces suffer from three main prob-
lems: (1) their construction is highly dependent on the choice
of image similarity metric and regularisation [3]; (2) the map-
ping errors to the groupwise space can result in morphological
mismatch, a problem which has generated wide criticism
[4],[5]; and (3) groupwise spaces confound the two sources
of morphological variation by averaging natural variability
(e.g. sulcal patterns, brain shape) and pathological effects (e.g.
atrophy). This latter effect is detrimental for the purpose of
information propagation.
In order to overcome the problem of mixing normal mor-
phological variability and pathology, some groups [6],[7]
have explored the idea of stratifying different pathological
subgroups into disease-speciﬁc atlases. This process relies on
either having
a priori knowledge about pathological clustering assign-
ments and clinical characteristics (e.g. age, gender) of each
subject [6], or by optimising the clustering as part of the
model [7]. Even though groupwise atlases become sharper,
pathological stratiﬁcation does not take into account the fact
that there are different non-pathology-related morphological
subgroups (e.g. different sulcal patterns). Subsequently, there
is a need to further stratify the population into local morpho-This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.
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Fig. 1. Information ﬂow from all subjects to a target subject (in red), using
a groupwise, pairwise and geodesic aproach. Top) The information from all
the subjects ﬂows through the group mean (in yellow) and then to the target
subject. Centre) The information is propagated directly from all subjects to the
target subject. Bottom) The information ﬂows only between the neighbours
of the target subject.
logical subgroups. In the limit, this population stratiﬁcation
process considers each training subject as independent prior
information, which is then used to generate a patient speciﬁc
prior [8]. Interestingly, this solution can be interpreted as the
same problem solved by the multi-atlas segmentation propa-
gation and label fusion community, but instead of generating
a ﬁnal categorical parcellation, one is actually estimating the
prior probability of a certain voxel being assigned to a speciﬁc
class.
Multi-atlas segmentation propagation and fusion uses a
pairwise information propagation scheme. Many researchers
have shown that propagating structural parcellations from
multiple sources by mapping them to new unseen data using
pairwise image registration, followed by a label fusion scheme,
provides a good estimation of the true underlying parcellation
[9],[10](see Fig. 1-centre). However, this propagation strategy
can be problematic in the case of limited and morphologically
clustered source of information, e.g. propagating labels from
an atlas [11] consisting of 30 young controls to a 90 year
old diagnosed with Alzheimer’s disease. As these parcellations
are deﬁned only on young controls with normal anatomy, it is
non trivial to directly map this information to morphologically
dissimilar and pathological subjects [12], [13] without intro-
ducing large errors. Recently, Wolz et al. [14] introduced the
LEAP approach (learning embeddings for atlas propagation)
for brain segmentation. In the LEAP framework, similarly
to the work by Liu et al. [15], and by Lafon et al. [16], a
low dimensional representation of the data is used to ﬁnd
a surrogate measurement of the morphologically similarity
between datasets. This morphological similarity can then be
used to propagate the segmentation between young subjects
and AD subjects via intermediate datasets, greatly increasing
the segmentation accuracy. Since the similarity metric used
in LEAP is a global metric, the morphological embedding
becomes less localised as the size of the structure to be
segmented increases, resulting in a decrease in performance. A
similar idea, but in the context of geodesic image registration,
was introduced by Hamm et al. [17] with the GRAM (geodesic
registration on anatomical manifolds) method. This method
was later expanded to regional manifolds by Ye et al. [18]. Two
more recent methodologies also provide interesting insights to-
wards this general step-wise propagation idea, one by Jia et al.
[19],which uses tree-based registration, and another by Wang
et al.[20], which uses multiple registration paths. This family
of step-wise propagation algorithms will become increasingly
relevant with the availability of larger unlabeled databases.
Ideally, one would like to slowly diffuse any information from
the training examples to all the other images in a database in
an unbiased manner.
We present a framework, named geodesic information ﬂows
(GIF), that propagates information between images using the
geodesic path of a spatially-variant graph. This spatially-
variant graph represents local patches of an implicit mani-
fold using a heat kernel. GIF is a general formulation that
can propogate many different types of information, such as
labels, image intensities, or transformation matrices. In this
manuscript we present two example applications: the propaga-
tion of categorical labels (similarly to multi-atlas segmentation
propagation algorithms) and probabilistic tissue segmentations
(using patient speciﬁc priors). By using a restricted neighbour-
hood for information propagation the proposed framework is
not only more accurate but also less biased than state-of-the-art
techniques. This paper is an extension of previous preliminary
work [21].
II. GEODESIC INFORMATION FLOWS
This section will ﬁrst introduce the mathematical framework
and the spatially-variant undirected graph for geodesic infor-
mation ﬂow, followed by the morphological similarity metric
describing both image intensity similarity and the complexity
of the coordinate mapping between images. Further details on
the estimation of the geodesic distance and its advantages will
then be provided. Finally, after building the local graph em-
bedding, the geodesic information propagation framework will
be applied to two well-known types of problems: propagation
of categorical labels for image parcellation and propagation of
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A. Spatially-variant graphs
Graphs are ubiquitous in machine learning. They are used
for a variety of applications, ranging from classiﬁcation,
image segmentation, dimensionality reduction and information
propagation [15], [16].
Graphs can also be used to embed high-dimensional data
in a low-dimensional manifold. The work by Wolz et al. [14]
and by Gerber et al. [22] are good examples of graph-based
dimensionality reduction strategies applied to brain images.
These techniques use a low-dimensional representation of the
data to propagate categorical labels between subjects [14],
or describe the brain’s morphological variability [22]. How-
ever, the features used by [14], necessary to project imaging
data to a low-dimensionality space (data similarity, distance
in the high dimensional space, angle preservation), require
equicardinal data samples (i.e. all images should be resampled
into a common unbiased discretisation grid, normally a group
mean) [14]. Furthermore, due to the complexity and high
dimensionality of brain data, the embedded dimensions of the
manifold can lack interpretability and usefulness. For example,
Gerber et al.[22] explored the manifold structure of the space
of brain images and concluded that the ﬁrst dimension of
the manifold represents global ventricular expansion due to
disease/ageing, while the second dimension is described as
”less obvious”. This sort of interpretation illustrates that local
variations in morphology are hard to capture using a single
global manifold. This hypothetical global manifold of brain
morphologies would have to capture the local variation in
sulcal patterns and subcortical shape between all the brain
regions and all the subjects in a population, resulting in a
very high-dimensional embedding.
Instead of characterising the morphology of the full brain,
one should instead capture the local variation in morphology at
separate spatial locations. This can be achieved using a local
similarity metric as a measure of distance between mapped
anatomical locations in different images [23],[18]. Initial work
by Bhatia et al. requires a common discretisation space (i.e.
resampling to MNI) and has very high computational and
memory requirements, making the problem intractable for
large datasets. As an example, to store a pairwise distance
matrix at every voxel, assuming a set of 120 neighbouring
images with average size 2003, one would need approximately
429GB of computational memory. Furthermore, the memory
requirements will grow with pN2qM, where N is the number
of datasets and M is the number of voxels in the common
discretisation space, i.e. an N2 matrix per voxel M. On the
other side, the regional manifold learning method by Ye et
al. [18] a utilises a common template as a registration target
in order to spatially deﬁne the regions of interest. However,
these regions have to be large (37  32  32 voxels) and non-
overlapping in order to ensure a smooth and diffeomorphic
mapping. Furthermore, while regional methods reduce the
computational and memory burden, they are highly dependent
on the choice and size of the regions of interest. While one
can argue that the size pN2q  M of the full graph will be
greatly reduced with a sparsifying operation (thresholding), it
is still not suitable to current memory-limited systems.
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Fig. 2. Left) Implicit manifold with the neighbourhood deﬁned as all the data
points within a certain distance. Right) Diagram representing the local graph
patch, the observed (P Fpa;~ vq) and unobserved (R Fpa;~ vq) connections (in
blue and green respectively) and distances from the standpoint of the voxel
~ v in image a.
Thus, it is computationally impractical to have an explicit
representation of the manifold at the voxel level. Instead of
constructing an explicit representation of the manifold, one
can assume the existence of an implicit manifold, which
is here represented through local graph patches (see Fig.
2), i.e., a per-voxel subgraph that describes the local data
morphological neighbourhood. As this local graph patch is
deﬁned in the space of each image independently, it does not
require a groupwise mapping between subjects. This obviates,
to some degree, the problems related to groupwise matching
of anatomical structures, as all registrations are pairwise, and
also the problems of discretisation bias, as every image is
discretised in the space of every other image. This local graph
patch is obtained through pairwise mapping of every image
in a database to every other image. While pairwise mapping
is an N2 problem, it can be easily distributed as a pre-
processing step as each operation is independent. Furthermore,
the amount of memory required to represent a local graph
patch is linearly proportional to N, greatly reducing both
computational complexity and memory requirements of the
graph representation.
B. The geodesic information ﬂow spatially-variant graph
Let a set Y of N images be the full set of observed T1-
weighted MRI data with the i-th image of this set denoted by
Yi. Each image Yi is a vector of size Mi, with the sample at
position ~ v being a graph vertex denoted by Vpi;~ vq. Note that
Mi is not ﬁxed for all images in Y , as this value is different
depending upon ﬁeld of view and image resolution.
We now deﬁne Tij as a coordinate mapping between image
Yi and Yj, found through pairwise registration. Here, Tijp~ vq
represents the corresponding real-world location of the vertex
Vpi;~ vq in the space of image Yj. Now, let ^ Vpj;Tijp~ vqq deﬁne
a ”virtual” leaf vertex at location Tijp~ vq. As this leaf vertex
^ V is located at a non-integer position, it will sample its value
from the underlying discrete grid on Yj using an appropriate
resampling function (e.g. trilinear, nearest neighbour).
One can now deﬁne a graph edge Epi;j;~ vq that connects the
vertex Vpi;~ vq in image Yi and the corresponding ”virtual”
vertex ^ Vpj;Tijp~ vqq in image Yj. Each edge will have an
associated distance Dpi;j;~ vq describing the similarity between
its two composing vertices. See Fig. 3 for a pictorial example
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Fig. 3. A graph vertex V pi;~ vq (red) in image Yi is linked to a ”virtual”
vertex ^ Vpj;Tijp~ vqq (blue) by a graph edge Epi;j;~ vq (black).
A subgraph Fpi;~ vq is comprised of the vertex Vpi;~ vq,
its corresponding ”virtual” vertices t^ Vpj;Tijp~ vqqu and their
connecting edges tEpi;j;~ vqu; @j  i. This subgraph Fpi;~ vq
connects the location ~ v in image i to its mapped location in
image j; @j  i, thus describing the local data neighbourhood.
Finally, a pruning threshold dt is introduced over the distances
D, i.e. the edges Epi;j;~ vq in the subgraph Fpi;~ vq are pruned
if Dpi;j;~ vq   dt.
An interesting point about this graph construction is that
one does not need to explicitly represent the full graph in
memory. In order to solve one iteration of the information
diffusion problem at a given vertex Vpi;~ vq, one only needs to
keep track of its subgraph Fpi;~ vq, visually shown in Fig. 2.
Note that in the case of very high morphological variability, dt
can be set to 0, thus ensuring that all vertices are connected.
Similarly to diffusion maps, we now introduce a
weight Wpi;j;~ vq characterising the contribution of vertex
^ Vpj;Tijp~ vqq and edge Epi;j;~ vq to the information of vertex
Vpi;~ vq. The weight Wpi;j;~ vq is a property of the edge
Epi;j;~ vq, and characterises the amount of contribution that
vertex ^ Vpj;Tijp~ vqq has to the reconstruction of the vertex
Vpi;~ vq. Here, a heat kernel is used to reconstruct the missing
information [24],[25]. This kernel is deﬁned as
Wpi;j;~ vq  exp


 
Dpi;j;~ vq
2


(1)
with  being a heat kernel temperature that will determine
the speed and the distance the information can diffuse. For all
experiments in this paper,   1 and dt  0:1.
C. The distance metric
The heat kernel decay function is based on the assumption
that one can calculate a distance that is a surrogate of the
morphological similarity between two vertices in the graph.
Ideally, this distance should be at least a semi-metric, re-
specting the coincidence as well as separation axioms and
symmetry. In a medical imaging framework, and more specif-
ically in neuroimaging, the local distance between images
should take into account both local morphology and local
image similarity. To achieve this goal, Gerber et al. [22] and
Ye et al. [18], both propose to use the complexity of the
coordinate transformation as a distance metric that informs
about the object’s morphology. The coordinate transformation
maps an image Yi to an image Yj by ﬁnding the opti-
mal transformation Tij that minimises some cost function.
In order for Dpi;j;~ vq to be a semi-metric, this coordinate
transformation has to be symmetric, inverse consistent and
diffeomorphic. In our work, we use a symmetric variant of
a non-rigid free-form registration algorithm [26]. Under the
symmetry and diffeomorphism constraints, the transformation
Tij  T
1
ji and Tij  Tji  Id, with T1 being the inverse of
the transformation,  being the composition operator and Id
the identity transformation. In order to remove the smoothly
varying local afﬁne component of the transformation that
characterises the global anatomical shape differences, the low
frequency component of the transformation is removed using a
20mm standard-deviation Gaussian kernel. From the resulting
high-frequency version of the transformation, one can then ﬁnd
the displacement ﬁeld Fij that describes how much (in mm) a
voxel ~ v in Yi had to move in order to match the corresponding
voxel Tijp~ vq in Yj.
Even though this displacement ﬁeld will describe the mor-
phological differences between different subjects, we also
combine it with an intensity similarity metric in order to assess
the local similarity between the images after transformation
[27]. This similarity term is necessary to characterise both
the local differences in tissue appearance due to pathology
(e.g. damaged white matter (WM) in dementia) and also some
possible local registration errors. The local similarity between
an image Yi and an image Yj transformed by Tij, denoted
by Lij, can be calculated as the kernel local sum of squared
differences (LSSD) between the intensity in these images,
using a cubic B-spline as a kernel, i.e. Lij  BS pY pi;~ vq 
Y pj;Tijp~ vqqq2 with BS being the B-spline kernel and  as
the convolution operator. We combine the two semi-metrics
together by setting
Dpi;j;~ vq  Lijp~ vq   p1  qFijp~ vq; (2)
with  being a relative weight (here set to 0.5), meaning
that both a low displacement and a low LSSD are necessary
to obtain a low distance Dpi;j;~ vq between images. The
intensity images Y are z-scored before estimating L, in order
to balance the inﬂuence of L and F in the metric. The mean
and standard-deviation of the observed intensities within the
foreground region are used for the z-scoring procedure. The
foreground region (i.e. the full head) is obtained through an
Otsu threshold.
Note that Fijp~ vq can be deﬁned using the differential of
either the displacement ﬁeld or the velocity ﬁeld of the
diffeomorphic registration rather than the proposed heuristic
high-pass ﬁltering methodology. Nonetheless, better results
were found with the proposed high-pass ﬁltering methodology.
D. Geodesic distance estimation
When propagating the information through the spatially-
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vertices, and thus the quality of the available information is
only dependent on their pairwise distance between position ~ v
in image i and its neighbours Tijp~ vq. However, one should
note that in theory, vertices that are closer to the source
of information should have more accurate segmentations, as
the extrapolation error is lower. It would thus be ideal if
this accuracy metric was also used for the information ﬂow
process.
Let K be a set of all manually annotated images in a
database, with K  N. Now, let Gpi;~ vq be a characteristic
of vertex Vpi;~ vq, describing the amount of information ex-
trapolation. G is deﬁned as the geodesic distance along the
graph edges between vertex Vpi;~ vq and the closest source of
manual labeled information in image Yj, @j P K. Note that by
deﬁnition, Gpj;~ vq  0, @j P K, as j is manually annotated.
In the geodesic information ﬂow framework, Gpi;~ vq cannot
be directly estimated as one only has access to the subgraph
F. However, Gpi;~ vq can be obtained by iteratively solving at
every vertex Vpi;~ vq of every image i R K by
Gpi;~ vqt  argmin
jPDpi;j;~ vq dt

^ Gpj;Tijp~ vqqpt1q   Dpi;j;~ vq
	
(3)
i.e., the geodesic distance at iteration t and vertex Vpi;~ vq
is equal to the smallest value of the neighbour’s geodesic
distance ^ Gpj;Tijp~ vqq at iteration pt  1q plus the pairwise
distance Dpi;j;~ vq, for all neighbouring vertices. The value of
^ Gpj;Tijp~ vqq for a ”virtual” vertex ^ Vpj;Tijp~ vqq, required by
Eq. 3, is obtained through trilinear interpolation of it closest
vertices V in image Yj. One should also note that for all i R K,
the geodesic distance is initialised to Gpi;~ vq   8. We will
see later in Section III that setting Gpi;~ vq to  8 removes
the inﬂuence of the unsolved node i at ~ v in the information
propagation step. An example of G is shown in Fig. 6.
Note that this iterative geodesic minimisation algorithm is
analogous to the Bellman-Ford algorithm. The main advantage
of Bellman-Ford in this context pertains with the fact that one
does not need to keep track of the node with the minimum
distance value at each iteration, meaning that we can solve
the geodesic path search by having access only to F. This
minor detail allows for solving the geodesic path problem
without storing the full graph or a graph queue in memory.
Also, the proposed geodesic distance is an heuristic solution
to a problem that could have been solved in a more principled
manner by many methods present in the literature. However,
these methods commonly require access to the full graph or
to the graph laplacian, a structure which is not available in
this work due to the memory constraints explained in Section
II-A.
III. APPLICATION TO LABEL FUSION
The two previous sections have deﬁned the neighbourhood
graph and the distance metric. This section will make use of
the graph structure to introduce the concept of propagating
information between neighbouring vertices of the graph. More
speciﬁcally, information here refers to the propagation of
categorical labels as done in a multi-atlas propagation and
fusion.
Let Lpi;~ vq, deﬁned in the domain of Yi, represent some
annotation or label at vertex Vpi;~ vq. Under the assumption
that only a subset K of the images are initially labeled,
Lpi;~ vq is only deﬁned @i P K, where K  N. The aim of
the information propagation step is to obtain an estimate of
Lpi;~ vq for i R K.
As the realm of observations at each spatial location Vpi;~ vq
is limited by the subgraph Fpi;~ vq, one can approximate the
information at Vpi;~ vq by a combination of the information
available within the subgraph, using the heat kernel deﬁned in
Eq. 1. As the degree of the ”virtual” vertices of the subgraph
is 1, the reconstruction of the data at Vpi;~ vq is equivalent to a
normalised weighted sum of the information available within
subgraph. Thus, can be obtained by iteratively solving Lpi;~ vq
Lpi;~ vqt 
°
j Wpi;j;~ vq ^ Lpj;Tijp~ vqqpt1q
°
j Wpi;j;~ vq
; (4)
solved for all i R K, i.e. for all datasets where the information
is not deﬁned. Here, Tijp~ vq is the spatially transformed coordi-
nate ~ v into the space of image Yj, mapped using the previously
described transformation, and t is the current iteration number.
The information ﬂow is thus governed by the heat kernel-
derived weights Wpi;j;~ vq. Note that the above equation is
similar to most weighted voting and patch based algorithms.
Also, if ^ Gpj;Tijp~ vqq   8 for all the ”virtual” vertices of
Fpi;~ vq, then
°
Wpi;j;~ vq  0, and subsequently Lpi;~ vq will
not be deﬁned. However, this is not a problem as Gpi;~ vq (see
Eq. 3) will tend to  8, meaning that image i will always
have a weight Wpj;i;~ vq  0@i  j. Note that Eq. 4 is only
valid for continuous data and not for categorical labels. The
same equation can be reformulated in a weighted label fusion
scheme by making Lpi;~ vq equal to ppLpi;~ vq;lq, representing
the probability that location ~ v in image i has label l. The
value of ^ Lpj;Tijp~ vqq is a property of the ”virtual” vertex
^ Vpj;Tijp~ vqq, and its value is obtained through interpolation
of it closest vertices V. This interpolation process can be
either nearest neighbour interpolation for categorical labels or
trilinear interpolation for probabilistic labels. Both Eq. 4 and
Eq. 3 are solved iteratively for all i R K.
In this work, the geodesic distance is taken into account as
an estimate of uncertainty due to extrapolation. Thus, one can
reformulate Eq. 1 as
Wpi;j;~ vq  exp




^ Gpj;Tijp~ vqq   Dpi;j;~ vq
	2



; (5)
The reader should note that under this reformulation, Eq. 5
does not represent a pure diffusion process anymore, as it is
now dependent on G. Nonetheless, the introduction of G in
Eq. 5 minimises the length travelled by the propagated label
through the graph, which not only reduces extrapolation error,
but also propagates information faster (than in Eq. 1).
Using Eq. 5, if i is an unsolved or disconnected vertex,
then Wpj;i;~ vq  0 as ex will tend to 0 when x tends to 8.
Similarly, a source vertex i will have weight dependent only
on Dpi;j;~ vq. As this weighted fusion scheme is analogous to
a local weighted voting strategy under geodesic propagation,This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.
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GIF will be referred to by the name GIF+LWV in the rest
of the paper. Note that the proposed GIF framework is only a
graph construct which enables the propagation of information,
meaning that the proposed local weighted voting strategy (Eq.
4) represents only one example of its application for label
fusion.
In all experiments, we assume that the algorithm has con-
verged when the mean (for all the nodes) change in Geodesic
distance between iterations is below 0.01, which normally
happens in less than 10 iterations.
IV. APPLICATION TO TISSUE SEGMENTATION
Another interesting application of the GIF framework is the
problem of tissue segmentation. This application builds on the
work by Van Leemput et al. [1]. The tissue segmentation prob-
lem is modelled as a maximum likelihood (ML) probabilistic
model deﬁned as
^   argmax

log

¸
L
PpY |L;q

with   t1;:::;k;1;:::;k;c1;:::;cmu being a vector
of model parameters. The observed intensities are modelled
as a mixture of k tissue classes with parameters  and 
characterising the mean vector and the covariance matrix re-
spectively. As in [1], intensities are assumed to be corrupted by
a smoothly varying bias ﬁeld, modelled using m polynomial
basis functions and m basis coefﬁcient.
A. Spatially variant prior over L
The GIF graph over a set of data is introduced into the
segmentation framework [1] through a modiﬁcation of the
Markov Random ﬁeld (MRF) model. The change to MRF
model proposed in this work preserved all parameter update
equations presented in [1]. We thus refer the reader to the orig-
inal work by Van Leemput et al. for the model optimisation.
As previously deﬁned in section II, let W and T be a
set of model parameters characterising the similarities be-
tween subjects in a database and their pairwise coordinate
mappings respectively. These parameters are assumed to be
given a priori and are introduced into , now deﬁned
as   t1;:::;k;1;:::;k;c1;:::;cm;W;Tu. The MRF
energy function (UMRFjk) presented in [1] is modiﬁed to
incorporate both a spatial constrain, i.e. the segmentation
should vary smoothly between neighbouring voxels, and the
GIF graph constraints, i.e. two morphologically similar lo-
cations in two different images should have similar tissue
segmentations. As in [1], we use a mean ﬁeld approximation
and assume independence between the spatial neighbourhood
and the graph neighbourhood. Thus, the probability that the
hidden label z at location j is of type k is deﬁned as
Ppzjk|q 
e
UMRFjk
°
k1 e
UMRFjk1 (6)
where UMRF will contain a term over Nij, i.e. the ﬁrst-
order spatial neighbours of pixel j in image i, and a term
over GIF graph, with Sj representing the ﬁrst order mapped
locations from pixel j in the current image to the correspond-
ing locations on the space of the other images. This MRF
has two components, the ﬁrst enforcing spatial smoothness
of the segmentation and the second enforcing smoothness
between the different morphologically similar images in the
database. This second MRF provides a way for information
to ﬂow between subjects in a database and can be seen as the
main contribution of this section to the classic probabilistic
framework. The UMRF term is deﬁned as
UMRF  UN
MRFijk   US
MRFijk (7)
The spatial smoothness term is deﬁned, similarly to [13] , as
UN
MRFjk 


¸
k1PK
hkk1


¸
j1PNj
njj1 pj1k1




spatial neighbourhood
where, njj1  1
djj1 , with djj1 being the real-world distance
between the centre of voxel j and j1 in the image being
segmented,  is a scaling term that controls the strength of the
neighbourhood constraint and hkk1 is neighbourhood energy
function deﬁned in [1]. The GIF graph smoothness term is
deﬁned as
US
MRFjk 

log


¸
iPSj
wijtijppikq




population neighbourhood
where wij is the morphological similarity weight between the
current subject and subject i at location j, i.e. wij  Wp;i;jq
as deﬁned in Eq. 5, with  being the current image. Also, tij is
the change of coordinate system between the current subject
and subject i in order to sample pik at location j, i.e. tij
resamples pik to the space of the current subject.
Note that under the assumption that a database of manually
segmented training images is available, if one only wants to
segment a single image, then the “population neighbourhood”
component of the UMRFjk energy term will not change at each
iteration and Eq. 6 can be seen as a common static prior. In
this special case, Eq. 6 becomes
Ppzjk|q 
jke
U
N
MRFjk
°
k1 jk1e
UN
MRFjk1
with the jk term deﬁned as
jk 
¸
iPSj
wijtijppikq:
Note that if one assumes that wij is the same for every image
and if the transformation ti is approximated as the composition
of transformations from image i to the groupwise average and
then from the groupwise average to the current image, then
the proposed formulation becomes the framework proposed by
Van Leemput et al. [1] and Ashburner et al. [2]. One can then
see Eq. 6 as a generalisation of the classical atlas-based prior
probability.This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.
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V. VALIDATION: LABEL FUSION
The data used in this work for the validation of the label
fusion application is comprised of four datasets.
 30 T1-weighted MRI images from young controls with
associated structural parcellation of 83 key structures,
here denoted as the Hammers dataset [11](http://www.
brain-development.org)
 90 subjects from the ADNI database. The ADNI database
was subdivided into 30 controls, 30 Mild Cognitive
Impairment (MCI) and 30 Alzheimer’s diseased (AD)
patients with associated manual segmentations of the
brain, here denoted as the ADNI dataset (http://adni.loni.
ucla.edu).
 35 T1-weighted MRI images from young controls
with associated structural parcellation of 143 key
structures as provided by Neuromorphometrics for
the MICCAI 2012 Grand Challenge on label fusion,
here denoted as the Neuromorphometrics dataset
(https://masi.vuse.vanderbilt.edu/workshop2012/index.
php/Challenge Details).
 20 T1-weighted and T2-weighted MRI images from
neonatal subjects (5 term subjects and 15 preterm sub-
jects) with associated structural parcellation of 50 key
structures, here denoted as the ALBERT dataset [28]
(http://www.brain-development.org).
In this and the next section,   0:5. Optimisation of  will
be addressed in future work.
One of the aims of the current work aims is to homogenise
databases under the assumption that extra information is only
available on a subset of the data. From these sources of
information, measuring the information extrapolation accuracy
will always be limited by the anatomical and pathological
variability within the full dataset and by the range of available
segmentations. Furthermore, the most complex sources of
information, like the 30 young controls with full brain parcella-
tions, are currently not available in pathological subjects. This
makes the validation anecdotal for untested morphologies.
Within the scope of label fusion, the proposed validation
will thus have four subsections. The ﬁrst experiments will
access the segmentation accuracy in a leave-one-out (LOO)
setup. However, due to the LOO approach, this experiments
will only characterise empirically the overall performance
of the GIF+LWV propagation strategy against well known
fusion strategies. It does not highlight the ability to extrapolate
information as the LOO validation strategy makes GIF+LWV
analogous to a pairwise LWV approach. The second and third
experiments characterise not only the accuracy of information
extrapolation by propagating the segmentations from a training
dataset to a morphologically different testing dataset, but can
also be compared to previously published state of the art
methodologies. Here GIF+LWV is compared to a pairwise
version of the local weighted voting algorithm (Pair+LWV).
This experiment does not attempt to show that the proposed
fusion algorithm is better than state-of-the-art methodologies.
We are only assessing the impact of the geodesic propagation
in comparison to pairwise propagation. The ﬁnal experiment
demonstrates the trivial extension of the proposed distance D
to multimodal data. This experiment shows that multimodal
data dramatically improves propagation results. This experi-
ment also shows the advantage of using the geodesic distance
(Eq. 4) when compared to using only the edge distance (Eq.
1) as proposed in preliminary work.
A. Leave-one-out cross validation on the Hammers dataset
The accuracy of propagating information through a geodesic
path was compared to MAPER [12] using the Hammers
dataset. The results for MAPER were kindly provided by
the author of [12]. As the amount of parcellations available
for validation is limited, a leave-one-out cross validation was
performed only on the 30 young controls that have manual
brain parcellations. The left-out manual segmentations were
then used as the gold standard for comparison. One should
notice that the limited availability of segmentations restricts
the range of morphological variability in the propagation,
thus not representing the real performance when segmenting
morphologically dissimilar subjects.
In this paper, the Dice score was used as a measure of
accuracy. The mean Dice scores per structure for the LOO
cross validation are shown in Table I. Out of 83 structures,
15 structures had a signiﬁcantly higher Dice score using
the GIF+LWV when compared to MAPER, while only two
structures (lingual gyrus and superior parietal gyrus) where
better segmented in MAPER. Under the LOO setting, the mean
Dice score over all structures and all patients for the proposed
method (0:8182) was signiﬁcantly higher (p   104) than in
MAPER (0:8089) using a two-tailed paired t-test. A parametric
t-test was used in this experiment because the pairwise errors
were approximately Gaussian.
B. Information extrapolation accuracy using ADNI
In the previous subsection, the accuracy of propagating
information through a geodesic path was limited to a mor-
phologically similar set of subjects due to the use of a LOO
cross validation strategy. Thus, the previous validation does
not capture the GIF+LWV ability to extrapolate information
to anatomically disparate subjects. The information extrapo-
lation accuracy is here assessed by using a restricted subset
(cognitively normal elderly control group) of all the manual
brain segmentations as training data. This morphologically
clustered set of data is then used to segment both the MCI
and AD groups, assumed in this work to be morphologically
less similar than the subjects within the training population.
The manual brain segmentations of the MCI and AD groups
were used as gold standards for comparisons. The proposed
geodesic propagation algorithm is compared to a direct pair-
wise propagation algorithm, hereafter named Pair+LWV, based
on the locally weighted majority voting algorithm with a
inverse exponential weight proposed by Yushkevich et al. [29].
This algorithm was chosen due to its similarities with the
proposed technique, resulting in an experiment that compares
mostly the advantages of GIF versus pairwise fusion under the
same voting scheme and using the same data pre-processing
and pairwise registrations.This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.
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TABLE I
MEAN DICE COEFFICIENT FOR A SET OF KEY STRUCTURES, COMPARING
THE PROPOSED METHOD (GIF+LWV) WITH MAPER [12] ON
CLINICALLY RELEVANT STRUCTURES.
Structure Unilateral Structures
GIF+LWV MAPER
Mean Dice Mean Dice p-value
All Structures 0.818 0.809   104
Corp. callos. 0.880 0.867   104
Brainstem 0.953 0.938   104
Structure Left Side
Mean Dice Mean Dice p-value
Hippocampus 0.844 0.834 0.004
Amygdala 0.826 0.792   104
Cerebellum 0.971 0.966 0.002
Caudate nucl. 0.898 0.892 0.037
Nucleus acc. 0.758 0.683   104
Putamen 0.907 0.892   104
Thalamus 0.921 0.888   104
Pallidum 0.856 0.766   104
Lateral vent. 0.902 0.898 0.001
Structure Right Side
Mean Dice Mean wDice p-value
Hippocampus 0.824 0.821 0.212
Amygdala 0.824 0.783   104
Cerebellum 0.973 0.967   103
Caudate nucl. 0.902 0.896 0.027
Nucleus acc. 0.732 0.671   104
Putamen 0.910 0.896   104
Thalamus 0.920 0.885   104
Pallidum 0.855 0.767   104
Lateral vent. 0.912 0.908 0.002
The results are presented in Fig. 4 and Fig. 5, with seg-
mentation accuracy measured using Dice score. The mean
(std) Dice score for the proposed geodesic method was
0.941(0.008) and 0.949(0.008) for the AD and MCI groups
respectively while for the direct method, the mean (std) Dice
score was 0.934(0.009) and 0.942(0.008) for the AD an MCI
groups respectively. This represents a statistically signiﬁcant
(p   104) increase in segmentation accuracy when using a
two-tailed paired t-test for statistical comparison. Note that one
should not compare these results with other brain segmentation
methods due to the lack of post-processing, the limited size
of the training set and the fact that these brain segmentations
do not include inter-sulcal CSF.
An interesting outcome of this experiment is presented in
MCI 
Pair+LWV
0.91
0.92
0.93
0.94
0.95
0.96
MCI 
GIF+LWV
AD
Pair+LWV
AD 
GIF+LWV
Fig. 4. Dice scores for pairwise (Pair+LWV) and geodesic (GIF+LWV)
propagation of the brain mask.
Fig. 6, which represents the geodesic distance Gj at conver-
gence for an AD subject when measured from a database
of cognitively normal subjects. In other words, the ﬁgure
presents areas that are morphologically distant from a cog-
nitively normal population. Note that regions with high Gj
are associated with AD pathology, i.e. periventricular lesions,
sulcal openings.
C. Information extrapolation using the MICCAI 2012 chal-
lenge data
This section validates the GIF methodology on 35 T1-
weighted MRI images from the Neuromorphometrics dataset.
All subjects were controls with associated structural parcel-
lation of 143 key structures as provided by Neuromorpho-
metrics for the MICCAI 2012 Grand Challenge on label
fusion (https://masi.vuse.vanderbilt.edu/workshop2012/index.
php/Challenge Details).
The aims of this experiment are two fold: First, this ex-
periment aims not only to serve as a ground for compari-
son to other techniques, but also to allow for an unbiased
comparison between GIF and the equivalent local weighted
fusion algorithm with the same weighting function. This vali-
dation is unbiased as it uses exactly the same pre-processing,
registration strategies and assessment methods. In this ﬁrst
experiment, 15 subjects are used as training datasets, whilst the
other 20 subjects are used as training datasets, as deﬁned in
the MICCAI challenge setup. Second, we artiﬁcially reduce
the size of the training database to 5 subjects and then to
only 1 subject, in order to demonstrate the robustness to
extreme situations. These 5(1) subjects were selected as the
5(1) youngest females from the initial 15 training subjects in
order to select a morphologically clustered subset.
As an extra insight, we show how the accuracy of GIF
evolves with each iteration. It is also important to note that GIF
with only one iteration is equivalent to paired weighted label
fusion (Pair+LWV). Thus, GIF’s results after convergence
(here needing 6 iterations) can be directly compared to GIF’s
results after 1 iteration, providing a comparison between
GIF+LWV and Pair+LWV when using exactly the same setup,
similarity kernel, pre-processing and implementation.
Fig. 5. An example of the propagation of the structural parcellation to
an atrophied subject (ID:1049) from the ADNI database. Note the correct
ventricle segmentation and the smooth deep grey matter parcellation.This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.
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Fig. 6. An example of the geodesic distance Gj for an AD subject when
measured from a database of cognitively normal subjects. Areas with high Gj
(light blue) correlate with regions known to be associated with AD pathology.
The image was skull stripped and low values of G have been set to transparent
for visualisation purposes.
The average Dice score for all testing subjects and for
all relevant regions as deﬁned in the MICCAI challenge
website is provided in Fig. 7. GIF after 6 iterations obtained
a Dice score of 0.755, in line with the best methods of the
MICCAI challenge. More speciﬁcally, even with a simpler
fusion model, the proposed method would have ranked 4th
out of 25. The best method performed 0.01 Dice above GIF,
but used a correction strategy that could be used to post-
processing of any other algorithm (including GIF). Also, these
results should always be carefully compared between methods
as each submitted methodology uses a different pre-processing
strategy. This pre-processing acts as an accuracy confound.
A more interesting result was the performance of the
proposed GIF algorithm on the restricted training dataset.
GIF with only 5 training subjects obtained a Dice score of
0.728, an accuracy which is better than 13 other label fusion
algorithms from the MICCAI challenge that were using 15
training datasets. Finally, the most extreme experiment (where
N=1) showed that using only one training dataset, the GIF
methodology can obtain an average Dice score of 0.681, which
represents a gain of 0.084 in Dice score when compared to
weighted voting. Note that because N=1, Pair+LWV becomes
equivalent to single atlas propagation. In all three experiments,
1 2 3 4 5 6
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Fig. 7. Average Dice score over all relevant regions and testing subjects
for GIF+LWV. Each line represents the same test but starting from different
number of training datasets N. Note the improvement in accuracy with each
iteration.
GIF+LWV performed signiﬁcantly better (p   0:001) than
Pair+LWV using a Wilcoxon Signed-Rank test.
D. The value of multimodal imagin using the ALBERT
dataset
For the ﬁnal label fusion validation we use the ALBERT
dataset, comprised of 20 T1-weighted and T2-weighted MRI
images from neonatal subjects (5 term subjects and 15 preterm
subjects) with associated structural parcellation of 50 key
structures [28] (http://www.brain-development.org). In this ex-
periment, the 5 term subjects were used as training datasets
and the 15 preterm datasets were used as testing datasets. The
aims of this experiment are two fold: First we want to show
that using the geodesic distance (Eq. 4) is beneﬁcial when
compared to using only the edge distance (Eq. 1) both in terms
of accuracy and stability; second, we want to show that GIF
can be extended to multimodal data in a trivial manner and that
this multimodal extension can provide substantial accuracy
advantages.
In order to incorporate multimodal information into the
algorithm, the local similarity Lijp~ vq, previously deﬁned as
the LSSD between two images, is replaced with the sum of
the LSSD between each modality, i.e. Lijp~ vq  LSSDT1  
LSSDT2. The deformation ﬁeld between image pairs is also
estimated using both modalities and the locally normalised
cross correlation as a image similarity. All other equations
remain the same.
The average Dice score for all testing subjects and for all
relevant regions is provided in Fig. 8.
We observed that the performance of the GIF algorithm with
the geodesic distance plateaus after 3 iterations, whilst the
version of GIF only using pairwise distances starts degrading
its accuracy after 3 or 4 iterations. This is caused by label
propagation oversmoothing due to the unconstrained heat
kernel formulation.
The average accuracy after convergence when starting from
only 5 training datasets to the remaining 15 testing was 0.805,
which is greatly improved when compared to the results pre-
sented in [30] where the author performs a leave-one-out cross
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Fig. 8. Average Dice score over all regions and testing subjects for GIF with
(full line) and without (dashed line) the geodesic distance using T1 data, T2
data and joint T1/T2 multimodal data. Note the improvement in accuracy with
each iteration for the method with the geodesic distance, and the degradation
of the results if this is not used.This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.
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validation. This demonstrates that the proposed algorithm can
obtain good results even in low-contrast neonatal datasets,
mainly when using multimodal data.
VI. VALIDATION: TISSUE SEGMENTATION
The validation of the GIF framework for tissue segmentation
will be comprised of two sections with three experiments:
1) An experiment on synthetic data with ground truth
segmentations using the 20 BrainWeb (www.bic.mni.
mcgill.ca/brainweb) datasets in a leave-one-out fashion.
2) A leave-one-out cross-validation experiment using the
35 subjects from the Oasis database (www.oasis-brains.
org) that have the corresponding silver-standard manual
segmentations provided by Neuromorphometrics, inc.
This dataset includes some highly pathological sub-
jects suffering from ventricular expansion, atrophy, WM
hypo-intensities and imaging artefacts.
3) The robustness to discrepant morphologies is assessed
by separating the 35 subjects into a training (the 5
youngest females) and test group (the remaining sub-
jects). This validation tests the ability to segment sub-
jects that are highly different from the training popula-
tion.
A. Synthetic data with ground-truth segmentations
20 datasets were downloaded from the BrainWeb MR image
simulator. Each dataset contained a simulated T1-weighted
image and corresponding segmentations of the grey matter
(GM), white matter (WM) and Cerebrospinal ﬂuid (CSF). The
simulated data was generated using a spoiled FLASH sequence
with TR  22ms, TE  9:2ms,   30 and 1-mm isotropic
voxel size with simulated 3% noise and 20% INU [31]. A
leave-one-out cross-validation strategy was used to validate
the segmentation accuracy when compared to the ground-
truth segmentation. The tissue segmentations used for MRI
simulation are used as ground truth for comparison. We val-
idated the proposed tissue segmentation method (abbreviated
to GIF+Seg) against a standard EM segmentation based on
a groupwise population atlas [1] (abbreviated to GW-EM) as
implemented in NiftySeg (niftyseg.sf.net), against SPM12b [2]
(abbreviated to SPM) and also against the GIF based locally
weighted label fusion algorithm (abbreviated to GIF+LWV)
presented in the previous section of this work. All methods are
tested using a leave-one-out cross validation strategy, assuming
that all the images except the image under analysis are
training sets. The GIF method is also tested using test/training
jackkniﬁng cross-validation (denoted as GIF+SegC), where for
each testing image, a subset of 10 of the remaining images
is randomly selected as training data. This last jackkniﬁng
comparison strategy tests, to some degree, the robustness of
GIF to a reduced number of training samples.
For both GIF and GIF+SegC, Wi, Ti are obtained using the
procedure described in Section II-D. For the GW-EM method,
in order to segment a subject, the remaining 19 subjects are
used to create a population prior. This population prior is then
registered to the image under study (as illustrated in Fig. 1-left)
using a sequence of afﬁne and non-rigid registrations. Finally,
TABLE II
BRAINWEB RESULS (SYNTHETIC DATA). DICE OVERLAP STATISTICS ARE
PRESENTED. THE P-VALUES COMPARE EACH METHOD TO BOTH GIF+SEG
AND GIF+SEGC, ACCORDING TO THE WILCOXON SIGNED-RANK TEST.
WM GM
Dice Coef. p-value vs. Dice Coef. p-value vs.
mean (std) GIF+Seg GIF+SegC mean(std) GIF+Seg GIF+SegC
GIF+Seg 0.957 (0.007) - - 0.944 (0.006) - -
GIF+SegC 0.941(0.013) - - 0.935 (0.013) - -
GW-EM 0.918 (0.023) <10-4 <10-4 0.917 (0.025) <10-4 <10-4
SPM 0.931 (0.010) <10-4 <10-4 0.925 (0.015) <10-4 <10-4
GIF-LWV 0.902 (0.010) <10-4 <10-4 0.893 (0.011) <10-4 <10-4
for the GIF+LWV method, the weighted majority voting label-
fusion technique presented in this work is used. The accuracy
of the segmentation was measured using the Dice overlap.
Examples of the segmentation results are shown in Fig.
9 the population statistics are shown in Table II. A two-
tailed non-parametric Wilcoxon Signed-Rank test was used to
assess statistical signiﬁcance due to the non-Gaussian nature
of the pairwise errors. This test was chosen due to the non-
Gaussian nature of the Dice coefﬁcient distributions caused
by a heavy tail. Using the Wilcoxon Signed-Rank test, the
proposed method (GIF+Seg) achieved statistically signiﬁcantly
higher (p   104) Dice overlap when compared to the other
techniques.
B. Clinical data with manual segmentations
A set of 35 subjects from the OASIS reliability dataset [32]
were manually segmented by Neuromorphometrics, inc. into
140 different labels. These 140 labels were combined into
8 tissue classes: cortical GM and WM, cerebellar GM and
WM, extra-cerebral and ventricular CSF, deep GM structures
Fig. 9. From left to right: A synthetic T1-weighted image from the Brainweb
database and its corresponding ground-truth segmentation, segmentation using
label fusion, segmentation using a population prior in a groupwise space and
segmentation using GIF+Seg. The ﬁrst two and last two rows correspond to
subjects 04 and 53, respectively. The red and green circles highlight areas
with large variations between methods.This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.
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TABLE III
DICE OVERLAP STATISTICS BETWEEN EACH METHOD AND THE SILVER-STANDARD WHEN DOING A LEAVE-ONE-OUT CROSS VALIDATION (TOP) AND
USING ONLY 5 SUBJECTS AS TRAINING SAMPLES (BOTTOM). THE HIGHEST MEAN IS IN BOLD. ALL P-VALUES EXCEPT BETWEEN GIF+LWV AND
GIF+SEG ON THE DEEP GM (BOTH EXPERIMENTS) AND CEREBELLAR GM (LIMITED DATA EXPERIMENT) REPRESENT STATISTICALLY SIGNIFICANT
INCREASE IN ACCURACY FOR GIF. GIF+LWV OUTPERFORMS BOTH GW-EM AND GIF+SEG ON THE DEEP GM AND ON THE CEREBELLAR GM FOR
THE SECOND EXPERIMENT.
Full Cortical GM Cortical WM Cerebellar GM Cerebellar WM Deep GM
Data GIF+LWV GW-EM GIF+Seg GIF+LWV GW-EM GIF+Seg GIF+LWV GW-EM GIF+Seg GIF+LWV GW-EM GIF+Seg GIF+LWV GW-EM GIF+Seg
Average 0.863 0.912 0.925 0.879 0.930 0.940 0.924 0.927 0.933 0.880 0.905 0.921 0.894 0.825 0.849
Std 0.018 0.025 0.018 0.011 0.015 0.013 0.019 0.029 0.016 0.007 0.008 0.008 0.009 0.019 0.014
p-value <10-4 <10-4 - <10-4 <10-4 - <10-3 <10-4 - <10-4 <10-4 - <10-4 <10-4 -
Limited Cortical GM Cortical WM Cerebellar GM Cerebellar WM Deep GM
Data GIF+LWV GW-EM GIF+Seg GIF+LWV GW-EM GIF+Seg GIF+LWV GW-EM GIF+Seg GIF+LWV GW-EM GIF+Seg GIF+LWV GW-EM GIF+Seg
Average 0.833 0.805 0.915 0.848 0.832 0.936 0.916 0.881 0.912 0.877 0.866 0.933 0.873 0.789 0.844
Std 0.017 0.043 0.023 0.010 0.039 0.015 0.011 0.018 0.014 0.018 0.033 0.022 0.040 0.083 0.027
p-value <10-4 <10-4 - <10-4 <10-4 - <10-4 <10-4 - <10-4 <10-4 - <10-4 <10-4 -
and pons. It is important to consider that both the deep GM
and pons manual segmentations are based on geometrical
assumptions and anatomical knowledge and not on an intensity
distribution, and thus segmenting these tissues assuming Gaus-
sian intensity distributions is not ideal. The validation of seg-
mentation accuracy follows the same algorithmic comparison,
leave-one-out methodology, similarity metric and statistical
test used in Section VI-A, but with the OASIS data. The
SPM12b algorithm was not used for comparison as it is not
optimised for such high number of structures.
A second experiment tests the ability to segment morpho-
logically dissimilar subjects. For this purpose, the 5 youngest
female subjects in the database (age range = 18-20, 100%
females) were chosen as training subjects and the remaining
30 subjects (age range = 20-90, 63% females) were used as
test subjects. This experiment is similar to the jackkniﬁng cross
validation strategy from the previous section (GIF+SegC), but
with a highly biased training dataset (biased towards a very
speciﬁc age group and gender), demonstrating GIF’s ability
Fig. 10. From left to right) A T1-weighted image from the OASIS database
and its corresponding manual segmentation, segmentation using label fusion,
using a groupwise population prior and using GIF from the leave-one-
out experiment. The ﬁrst two and last two rows correspond to subjects
OAS1 0285 and OAS1 0083, respectively. The purple and blue circles
highlight areas with noticeable variations between methods. Note the extent
of the periventricular WM damage in subject OAS1 0083.
to cope with large morphological variability. For the GW-
EM method, a new groupwise population prior was created
from the 5 training subjects. Both the GIF+Seg and GIF-LWV
methods used the 5 subjects as sources of information in the
GIF framework. The same similarity metric and statistical tests
used in Section VI-A were used for segmentation accuracy
estimation.
The population statistics for both experiments are shown in
Fig. III - top, where the proposed method (GIF+Seg) achieved
statistically signiﬁcantly higher (p   104) Dice overlap in the
cortical and cerebellar GM/WM.
VII. OPEN SOURCE IMPLEMENTATION AND WEB SERVICE
An open-source implementation of GIF will be made avail-
able as part of NiftySeg (niftyseg.sf.net). Also, in order to
provide a simple and purpose optimised tool for the commu-
nity, a fully automated GIF-based brain parcelation and tissue
segmentation web-service is available at http://cmictig.cs.ucl.
ac.uk/softweb/.
VIII. DISCUSSION
This work proposes a framework for information propaga-
tion between a population of images. This framework can be
exploited for multiple applications, ranging from tissue seg-
mentation and structural parcellation to morphometric analysis
and image synthesis. Here, we apply the GIF framework to
the problems of multi-atlas label propagation and tissue seg-
mentation and demonstrate improved performance compared
to the equivalent pairwise approach, mainly in the presence
of morphological differences between the training and testing
population.
More speciﬁcally, the application to multi-atlas propagation
problem showed a small but signiﬁcant increase in perfor-
mance when compared to MAPER. It is important to note
that GIF was not compared to other more advanced fusion
techniques as the proposed geodesic propagation framework
is agnostic to the fusion strategy, i.e. GIF can be combined
with most fusion techniques by changing Eq. 4. Interestingly,
section V-B, which aims at propagating a set of brain masks
from control subjects to pathological subjects, demonstrates
that geodesic propagation can improve the overall performance
when compared to direct pairwise propagation by improving
the ability to extrapolate information. Visual inspection (e.g.This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.
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see Fig. 5) shows good quality results even in the presence
of large scale atrophic processes and pathology. Nonetheless,
further validation on subjects with larger morphological vari-
ability is still necessary, as the current validation is hampered
by the limited amount of ground-truth manual parcellations.
Combining GIF with other fusion techniques, rather than a
simple local weighted voting, should also further improve the
accuracy of the results.
Another interesting point pertains to Fig. 6, which represent
the value of G at convergence for an AD patient, when
measured from a database of cognitively normal subjects. This
ﬁgure shows that the areas that are morphologically distant
from a normal population are located in regions normally
associated with AD pathology. To some degree, Fig. 6 shows
visually that the geodesic distance is capturing pathology
related features, which could in theory be used for pathological
classiﬁcation in future work.
Section V-C compares the proposed methodology to state
of the art algorithms as deﬁned in the MICCAI label fusion
challenge. This section also provides insights of the algorith-
mic performance in situations of very low number of training
datasets. Experiments showed that GIF with only 5 training
datasets (rather than the 15 datasets deﬁned in the challenge)
can provide better results that 13 other methodologies that
competed in the challenge using the full (15) training data. A
similar, albeit worse, performance can be obtained using GIF
with only one single training dataset, demonstrating that GIF
performs well even in extreme situations with very limited
training data. This characteristic can open new opportunities
in labelling very large and time consuming datasets such as
7T brain data, small animal imaging or even microscopy data.
Section V-D extends the validation of label fusion to mul-
timodal data and demonstrates that multimodal information
can be exploited to improve the process of label fusion. GIF
obtained better results than the state-of-the-art method for this
application using only 5 training datasets. This section also
shows that the use of the geodesic distance within GIF is
paramount for both stability and accuracy of the algorithm,
as GIF without the geodesic component starts degrading its
accuracy after a few iterations due to label over-smoothing.
The application of the GIF framework to the problem of
tissue segmentation is interesting from a more conceptual point
of view, as it provides a different way to think about the
propagation of a priori information between subjects. Again,
results show improved performance when compared to both an
equivalent technique using groupwise tissue priors, to SPM or
to fusion, even when only a subset of the training data is used
(see GIF+SegC). The results on the OASIS database provide
a more captivating view of the advantages of geodesic propa-
gation when compared to pairwise or groupwise propagation
due to the large scale morphological differences between the
subjects in the OASIS/Neuromorphometrics, inc. database.
Furthermore, even with gender- and age-group limited training
data, the performance of the tissue segmentation does not
deteriorate substantially when using GIF, but does so for
groupwise or fusion-based approaches. This advantage can
have a crucial impact when applied to pathological populations
or to the analysis of the developing brain.
This work presents the ﬁrst step towards a formal, com-
pressive and uniﬁed framework for the processing of brain
images. The central idea of this paper can also be used in
the context of image synthesis [33], atrophy simulation [34]
and to stratiﬁed voxel based morphometry [35], showing its
general applicability. Future work will aim at optimising the
multiple parameters in GIF by learning from training datasets
and explore different applications of the GIF framework to
bias-ﬁeld correction and outlier detection.
IX. CONCLUSION
This work presents an algorithm where information is
propagated along geodesic paths through a local spatially-
variant neighbourhood graph. Application of the geodesic
propagation concept to structural parcellation and brain seg-
mentation has demonstrated statistically signiﬁcant advantages
when compared to their pairwise equivalent methods. Overall,
the proposed framework can be used to better propagate
information from a group of subjects to other morphologically-
different subjects in a dataset.
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