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Introdução. 2 
várias extensões cuja díferenciaçã.o ocorre na naturt''J.'.a das variáveis regressaras indu;das no 
modelo e na complexidade de sua estrutura matemática. 
Um segundo modelo alternativo, é o modelo de n•gressão expon..,ndal por partes 
(piecewise exponent.ia.l, em inglês), que em particular trata da análise de dados de sobrcYiYência 
estruturados na forma de t-abelas de vida, com covariáYeis caü·górkas. 
O objetivo deste trabalho é apresentar esses métodos alternativos de modelos de 
regressão para análise de sobrevivência, o logÍstic.o (e suas extensões) e o exponencial por part.es, 
com o estudo das propriedades da função de sobrevivência associada a esses modelos em termos 
estatÍsticos através de estimação e construção de int.erva!os de confiança, A comparaç.ão desses 
dois modelos também foi objetivo de estudo. A formulação de programas de wmputação em 
alguns casos e a descrição do uso de pacotes computacionais já de domÍnio público como o SAS, 
foi também realiz.ada, visando complement-ar os programas no que se refere a erros padrão das 
estimativas da função de sobrevívénda (não fornecidos usualmente). 
No capÍtulo 1 é apresentada uma introdução dos conceit-os básicos, e uma revJsão dos 
modelos de Kaplam~Meier [1958] e tabela de vida {não paramétrica) e do modelo de Riscos 
Proporcionais Exponencial de Glasser [1967} (param{:trico) que são os mais conhecidos nesta 
área, incluindo modelos de regressão com covariáwis concomitant-es e o modelo de riscos 
proporcionais de Cox [1972]. No cap\tulo 2, é considerado o est-udo de vários modelos de 
regressã.o lo@stico, usado corno alt-ernativo, aos modelos descritos no capÍtulo anterior, com 
enfoques diferentes, apresentando desde o modelo logÍstico simples (Elandt-Jobnson [1980]), 
englobando a variável tempo como covariável (Mantel e Ha.nkey [1978]), e ainda quando a 
distribuição dos tempos é exponencial ou exponencial por partes (Eiantd-Johnson [1983]). No 
capÍtulo 3 é apresentado o modelo de regressã.o exponencial por partes (Laird et al [1981]) e seu 
uso em análise de sobrevivêncía, quando as covariáveis sàD c.ategóricas e a sua equiva\encia com 
o modelo de regressão de Poisson e regresa.o multinomial (Holford [1980]). Ainda neste capÍtulo 
é apresentado um estudo comparando o modelo !og:stico exponencial por partes e log~linear 
e.xponencial por partes. No capitulo 4, uma aplicação é realizada com os dados cedidos pelo Dr. 
Perdra Barret.o referente ao estado de endomiocardiofibrose, realizado no Instituto do Coração, 
Hospital das Clinicas S.P. E finalmente, são apresentados algumas considerações finais e 
condusões desta t.ese. 
INTRODUÇÃO 
A Análise de Sobrevivência é uma área da estatística aplicada que analisa o tempo 
observado para a ocorrência de algum evento de interesse. Por exemplo, o tempo de 
sobrevivência de pacientes submetidos a um determinado tratamento. Esta situação é, muito 
comum entre pesquisadores biomédicos; porém, nos últimos tempos tem chamado a atenção de 
pesquisadores de diversas áreas como por exemplo engenharia, devido ao grande aparecimento de 
problemas onde o tempo é a variável de interesse c nessa aplicação, é chamado Análise de 
Confíabilidade. 
Usualmente o objetivo em problemas de Análise de Sobrevlvêm:ia é predizer a 
probabllidade de sobrevlvéncia, ou tempo médio de vida e comparar a curva de sobrevivência 
dos indivÍduos. A possibilidade de identificar fat-ores de riscos e inclusão de variavéis 
concomitantes tem sido alvo mais recente,com o desenvolvimento de novas técnicas e 
metodologias de estudo. São os modelos de regressão, que em anállse de sobrevivência tem sido 
empregado para avaliar a dependência da variável de interesse, tempo de falhas, sob um 
conjunto de variáveis regressaras (variáveis concomitantes), com o intuito de predizer as 
probabilidades de sobrevivência. Os modelos mais utilizados foram desenvolvidos nas décadas de 
60 e 70 (modelos de regressão paramétrica e modelo de Cox), modelos es.tes que utiHzam tempo 
como variável dependente. Estes modelos exigem, no ~ntanto, que algumas presuposições sejam 
satisfeitas, como por exemplo, algum modelo paramétrica, exponencial ou \Veíbull para os 
tempos de vida ou que os riscos sejam pr-opordonais, re.spectivamente. 
É desejável estudar alguns modelos de regressão alternativos a estes dois modelos mais 
usuais! para que possam ser utilizados quando as condições desejavêis para o emprego dos dois 
métodos acima não estejam satisfeita..':l. 
Assim, quando a variável de interesse é do tipo dicotômica, por exemplo, falha ou não 
falha durante um perÍodo de tempo, o modelo de regressão logistico pode ser utilizado como 
modelo alternativo para análise de dados de sobrevivência. Este modelo será descrito através de 
' CAPITUlO 1 
MODELOS DE REGRESSÃO USUAIS NA ANÁLISE DE SOBREVIVÊNCIA 
Ll. Introdução. 
Há situações onde o tempo de ocorrência de um evento é a variável de interesse; tempo 
de ocorrência é denominado "tempo de vida". Por exemplo, suponha que os eventos de interesse 
são mortes de indi\'Íduos num sentido real e o "tempo de vida" é o comprimento de vida desse 
indivÍduo; ou, taJvez o tempo de sobrevivência desse indiv(duo medido após uma condição 
inicial; por exemplo, inÍcio de tratamento com uma determinada droga até a morte. Assim 
métodos estatlsticos para análise de tempos de sobrevivência ou tempos de resposta para um 
determin.ado tratamento ou tempos de falha, são chamados de Métodos de Análise de 
Sobrevivência. 
Os principais objetivos da Análise de Sobrevivência são: L predição da probabilidade de 
sobrevivência; 2. estimação do tempo médio de vida e 3. comparação da distribuição de 
sobrevivência para experimentos com animais ou mesmo de pacientes humanos, 
Os dados de sobrevivência apresentam caracterÍsticas que criam problemas e.<>peciais na 
aná!be, por exemplo, no término do perÍodo de estudo alguns indivfduos ainda podem estar 
vivos. O tempo de vida exato para esses indivÍduos são desconhecidos, somente é sabido ser 
maior do que o tempo fixado para o término do experimento. Estas observações são conhecldas 
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como censuradas e podem ocorrer também quando individuas sã.J perdidos de observaçào, por 
exemplo pela mudança de endereço. As censuras podem ser classificadas como: 
Censura tipo I: ocorre quando o tempo de estudo é fixado e neste tempo, o indivÍduo ainda 
não falhou. 
Censura tipo Il: ocorre quando o número de fal11as é fixo; l. e., dos n itens na amostra 
somente os r primeiros são consideradas falha.s e o restante censuradas, ( 1 $ r $ n ). 
Censura aleatória:: ocorre quando os tempos são censurados de forma aleatórios. Por 
exemplo, num ensaio dinko pacientes podem entrar no esttldo em urna fraçiío mais ou menos 
aleatória, de acordo t,Olll os seus tempos de diagnósticos. Se o estudo termina em uma data pré-
fixada, então o tempo de observação é o comprimento ent.re a entrada de um indiVÍduo no 
estudo até o t(:rmino do estudo é aleatório, e é chamado censura nleatória. A censura do tipo I 
está incluÍda em censura aleatória. Ex<•mplo, perdidos de observação, retirados do experimeuto, 
término do estudo. 
Um,; outra caracterÍstica da AmUise de Sobrc\·ivênda é que permite a inclu.slJ.O de 
\"ariáveis concomitantes, ou regressaras no modelo. Por exemplo, suponha que há interesse em se 
estudar o tempo de sobrevivência d<~ pacientes com câncer de puJL. ío, fatores como idade e 
condição f1ska do padcnte, tipo de tumor e tempo de diagnóstico, devem ser .considerados, 
ignorar tais fatores ao plmtejar e analisar m; dados acima pode obter conclusões incorretas. 
Os métodos de análise de sobrevivência estão sendo muito utilizados, pois permite 
incorporar eensura.s e variáveis concomitantes. O objetivo desse caphu!o é apresentar uma 
revisão suscint.a dos modelos de regressão mais utilizados em análise de sobrevivência, bem como 
realizar uma revisão sumária dos métodos de estimação de máxima verossimilhança e suas 
propriedades assíntót.icas. Deste modo\ secção 1.2 introduz a notação e conceitos básicos. 
Estimação da função de sobrevivência é abordada na secção L3 e nas secções lA a L7, o método 
de má ... xima verossimilhança 'Para estimar os parámetros, di:.;tribuiçiio assintótica destes 
estimadores e as estatÍsticas para testes de hip·,1teses considerando uma função genérica. A secção 
1.8 trata do modelo de riscos proporcionais e lina!mente na secção L9 um exemplo com intuito 
de ilustrar a teoria apr<e'Sentada nas secções anteriores. 
L2. Not.açã.o e Conceitos Bá.<licos de Análise de Sot..evívência. 
Primeiramente collsídera-se o U\SO de uma única variável T. Se T representa os tempos 
de falhas de um indivÍduo, é uma variável aleatória não negativa usualmente caracterizada por 
três funções: 
a- Função Densidade de Probabilidade { f.d.p. ), d<•notado por f(t) é dado por 
Pr [ um indiVÍduo falhar no intervalo { t , t + ~t )] 
f( t ) := lim - ~ 
~t -+ o - t 
A f.d.p. tem as seguintes propriedadrs: 
la. f(t) é uma função não n<?gativa 
f(t) 2 O para todo t > O 
f(t) = O para t < O 
2a. A áren sobre a curva da densidade e o eixo dos t é igual a L 
b- Funçà.o de Sobrevivência denota-se por S{t), logo 
(L l) 
Si!) ~ Pt· (um i"didduo mb,,im ao tempo l I = exp [-1 À( ui du J i 1.2) 
Note que a função S(tl é condnua e monótona decrescente com S(O) = 1 e S(oo)= lirn S(t) =O. 
- t-+-~ 
c - Função Risco de Falha Instantâneo denota-se por >.(t). A função riseo do tempo de 
sobre\·ivênda t fornece a razão de falha. i.e. 
À (t) = lim 
D.t- o 
Pr { ~ < T < t + ,6.t / T 
"' 
A firn de l'Xemplificar, considere: 
1. t ,.._, Exponencia!(O) 
- Funç.ão Densidade de Probabilidade ( f.d.p. ) 
> t ) f( t ) 
S( t ) 
f(t) = () exp [- Bt] para t >O e fJ >O. 
- Função de Sobreviv(-nda correspondente à f.d.p. acima é 
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À(t) ~ 8 t > O e (} > O. (1.6) 
2. t """ \Yeibull( cr, &) 
- Função Densidade de Probabilidade ( f.d.p. ) 
f(t) -""'aO [ Bt p~t exp (- (Bt)a J com t >O, a> O e B >O. ( 1.7) 
- Função de SobreYi>·ência correspondente à f.d.p. acima é 
S(t) ~ exp [- ( 8t )0 ] t > O. u > O e O> O. (L8) 
~ Função Risco 
..\(t) ::::: rxO [ Bt p-t t > O, rx > O e O > O . I L9) 
Porém, na prática tem-se situaçi><c'S onde a populaçãu de estudo e' heterogênea, türnando 
importante considerar a rela.ção dos tempos de falha com outros fatores. Seja 
ZT = (z0, z1, z2, •.• ,zp), vetor das p+l variáveis concomítantes que são consideradas para 
predizer falhas. Assim, pode--se reesnever as três funções acima como: 
al - Fnnç~'io Densidade de Probabilidade ( f.d.p. ) 
Pr [um individuo falhar no intervalo ( t, t + D..t } I ~J 
f(t I *li ~ Jim At 
6t-+ o 
bl - Função de Sobrevivência 
d- Função R.isco de Falha lnstant.áueo 
À(tl'itll~ lim 
L\t -+ o 
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Como exemplo. considere os dois modelos já mencionados «<:íma 
la. t ,...., Exponenria!(O) 
- Função Densidade de Probabilidade ( f.d.p. ) 
f(t I z) :::: 8z exp [- 8zt J para t > O e 8z > O. 
- Função de Sobrevh·enda correspondente à f.d.p. acima é 
S(t I z) == exp [- &zt] t >O e &z > O. I 1.141 
- Função Risco 
t>OeQz>O. (l.lõ) 
2a.. t - \Ydbul! {a. B) tem-se que: 
- Função Densídade de Probabilidade ( f.d.p. ) 
(1.16) 
- Função de Sobrevivência correspondente à f.d.p. acima é 
S(t ! z) ::::: exp [- ( Uzt )a] t > O, o > O e f1z > O). ( LlT) 
- Função Risco 
.\(t I,) = aa, I a,t r-l t > O, a> O e flz > 0), (1.18) 
1.3. Estimação da Função de Sobrevivência. 
A função de sobrevivência S(t) pode ser estimada através de métodos não-paramétricas 
Produto Limite de haplan-Meier e Tabelas de Vida, ou através de métodos paramHricos que 
consiste na estimação dos parâmetros da função de sobrevivênda, quando somt•nte os tempos de 
falha e <:.ensura são considerados. 
8 
L3. L Métodos Niio-Paramélricos. 
Métodos não-paramétricas devem ser considerados quando não se conhece a distribuição 
dos tempos, OlJ a distribuição teórica não se ajusta bem aos dados ou, a procura do mod<'lo 
"adequado'' dem;wda muito tempo e dinheiro. O método não par;:;.métrico mais conhecido é o 





onde tj = tempos de falhas 
dj = número de lndiv)duos que falharam no tempo j e 
nj = número de indivÍduos em risco no tempo j ( vivo e não cf'JJsurado antes de tjl· 
O estimador de S(t) possui a.s seguintes propriedades: 
i. Estlmador PL pode ser visto como o estimador de máxima n•ro:::.<;ímilhança. 
ií. O estima.dor PL, .S(t) é fortemente consistente para S(t), i.e. 
S(t) ...:!:;· S(t) ou Pr[ lim S11 (t}.:::::: S(t)].:::::: L n~OO 
{1.!9) 
iii. A distribuição a.s,intótka de Z0 (t) = '\[ll [ Sn(t)- S(t-) J é normal multivariada wm média O 
e matriz de varlimda e covariiincia dada por 
v a<[ S(t)] 





Lee [1980] apresemou estimativa de S(t), quando os ternpos de falha estão distribuídos 
em intervalos de classes, i.e., quando o tempo está particionado em uma seqüênda de intervalos 
11, ... , lk, estes intervalos são qua..se sempre, mas não necessariamente de comprimentos iguais. 
o 
Para estimar a função de sobrevivência usou o método atuário ou tabe-la de vida. Assim. 
{L21) 
onde 
P; ::o: 1 - ií; = proporção condicional de sobrevivência no intervalo i. 
éi; = proporção condicional de falha no intervalo i. 
n; = número de índivfduos vivos no inÍcio do intervalo i. 
di = número de iudiv:duos que falharam no inkrvalo L 
I; :::: número de indivÍduos perdidos de observação no intervalo L 
wi = número de indivÍduos retirados vívos no intervalo i. 
llj = n; - ,~ [ 1; - w; ]. 
A varíiincia de S(rk) foi d<·rivnda por Greenwc.od [1926] e é 
V ar(}\) 
k d-
L Dr( r/-~)· 
Í=l l . ) 1 
1.;).2. M{~todos Pararn[:tricos. 
9 
(1.22) 
_\!(·todos paramét-ricos :;;iio empregados (j\li'llldo a distribuição dos tempos de falha i~ 
conhecida. A procura di'! função dislribniçiio adequada para os tempos de falha se baseia numa 
<lhordagem ini<inl nilo paramétrica, qne fomece evii!êw:ia.s de possÍveis modelos para os (lildos, 
i.<:., atrilv&s das t•siimati\'as de S(t.) pelos métodos ni'io paramétricas descritos na r>ecção L3.1. 
analisa-se grafinmwnte o ajuste de alguma distribuição paramétrica. Por exemplo; estin!i'l.-se S(t) 
pelo método de 1\:aplan-Meier e traçam-se os seguintes gráficos: 
log S(t) *TEMPO 
~Log S(t) 
I I 






l,-c--~TE\l~PO _____ ___J 
Gráfico 1 
Obs: a expres.são log rt.fNt>se ao logaritmo lJefWríano. 
'i') log [- log S(t) J * log (TEMPO) 
Log[- log S(t)] 
Gráfico 2. 
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10 Caso: gráfico 1, menos o logaritmo de S(t) <:ontra tempo. se o resultado mostra uma rdaçilo 
linear, e passar através da origem (a= 1) então a distribuição apropriada para t é a fxponenda! 
com .S(t) = exp(- Bt ). ond<> ê é o e.stimador de máxima verossimilhança de O. 
'f! Caso: se o gráfico 1, menos logaritmo de §(t) contra tempo nã.o é linear, i.e., (a f l) deve-
se continuar a investigar. O próximo passo é. traçar o gráfico logaritmo de menos logaritmo de 
S(t) contra logaritmo do tempo e verificar ,.;;- a relação é. linear. Em caso afirmativo a 
distribuição de t é \Yeibull com S(t) = exp(- êtó). onde Õ e ó é o estimador de máxima 
verossimilhaça. de O e a respectivamente . 
l .4. Estimação da. Função de Sobrevivênda. em Modelos de Regrcssã.o. 
Em sítuações, onde há interesse em avaliar a relação entre a variável resposta {t0mpo de 
falha) com outros fatores (variáveis com::ornitantes) utiEz.a-se modelos de regressão. \ 1esta secçào, 
é realizada uma breve revisão dos modelos mais utilizados. Posteriormente, na secção 1.8, será 
apresentada uma revisão mais detalhada de modelos de riscos proporcionais. 
lA. L Modelos ParaméLricos. 
Considerando t com distribuição exponencial, com Ld.p. dada em (1.13) e função de 
sobrevivência dada em (Ll4), a dependência do tempo de falha sobre as variáveis concomitantes 
podem ser expressadas através dos seguintes modelos de regressão: Linear Feig! e Zden [1965}, 
Linear Rec:proco Feigl e Zelen [1965] e Log-Linear Glas._;o.er [1967]. 
A tabela abaixo apresenta um resumo, contendo .:\(ti~) e S(t.lz) relativos aos 3 modelos 
acima. considerando t ...., Exponencial[- &z} 
~- -~-
MODELO u, -l(tlzl S(tiz) 
1. Linear e .. {3T"t.· ex~- t (iJTz,)] - . 
t-!~i~l e Zelen [1965] 
2. Linear RecÍproco [I'TZ;j' I , , ex{ t {§Tz;) '] rY~ir 
Feigl e 7 ..clen [1965] ---
3. Log-Linear exq§'z,] e~P[ §T•i] ox{ t =~/JT•i)] 
I Glas.<>er [1967] 
- ---· --' 
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:-.;ote que as funções riscos À( tI~) podem ser d<'smembradas. Por exemplo, 
(1.23) 
que é conhecido como modelo de riscos proporcionais, pois a razão entre a função de risco 
relativo às variáveis concomitantes é constante com respeito ao tempo. Exii'-tem \·árias 
aboH{<lgens para an<~li;:;ar- este modelo, que tem sído de grande utilidRde o:>m prohlemas 
envolvendo dados de sobr<?vivencia. 
L4.2. Modelo Scmiparamétrico. 
Cox [1972] sugenu que A0 (t) dado em (1.23) fosse considerada uma função de risco 
arbitrária, i.t•" os tempos de falha tem distribuições arbitrárias. ele argumenta que as 
informações contidas em A0(t) pode não contribuir sobre IJ em inte-rvalos de tempos onde falhas 
não ocorrem. Desta forma convém considerar apenas a situação sobre o conjunto dos instantes 
em que falhas ocorrem. ou seja, é conveniente trabalhar com distribuíçÕ('.S c.ondidonais. Este 
modelo tem sido muito usado devido a flexibilidade de não necessitar a&'Sumir nenhuma 
distribuição paramétrica para os tempos de falha. 
1.5. Estim.adores de Máxima Veros.<Jimilhança. 
A função de sobrevivência é estimada através da estimação de seus parámetros. A 
t.écnica mais utilizada é o método de máxima verossimilhança. A função de verossimilhança em 
análise de sobrevivência incorpora a informação de censura já mencionada anteriormente: pois 
não considerar informações incompletas sobre os tempos de falha pode levar a infNéncias 
viciadas ou menos eficientes. Portanto, é importante considerar a natureza do meci1nismo de 
.:ensma atuando sobre os dados quando constrói-se a função de verossimilhança para os 
parâmetros. 
Assumindo que os tempos de censura sejam aleatórios, suj)Onha um estudo onde n 
indiv;duos são observados e asso<::ia-se ao i-ésimo indiv:duo as variáveis aleatórias 
12 
' contmUa.'i 
Yl (tempo de falha) e Wí(tt>mpo de censura) com função distribuição F (i·) e H(.) 
rh>pectivament.e. As derivada.s dE'sta.9 funções forn('('em as densidades r0( ·)e h(·). Define-&> t; =:o 
min(Yí, W;) e O; ::: 1 se Yí $ \Yi e Ói = O se Yi > W;, i = 1, 2, ... ,n. Lawless [Hl82], 
apresmt.ou a Ld.p conjunt-a de (t;, bi) por 
Assim. a função de verossimilhança é 
L(B) ~ .ÍI lfo(t;) I'' I I- Fo(t;)j l-I; [ h(t;) r-Ó; [I- H(t;) J 6;_ 
J::::l 
Supondo independt'ncia entre Y; e \V;. a distribuição de \V1 não envolve nenhum 
parâmetro de interesse. Conseqüentemente, a função de verossimilhança é reesníta considerando 
apenas os tt~rmos envolvendo os pB.t;irnetros de intE'resse 
(1.24) 
O método de máxima verossimilhança para estimar os parãrneiros do modelo implica 
maximizaçào da equação (1.24). Isto é equivalente a maximizar o logaritmo da função de 
verossimilhança: 
n n 
log L~ ?:: 61 log I r0(t1) j + L [I - 61] log I S0(t1)} 
jOO} 1;:::;} 
(1.25) 
e as equações normais 
8 
80 
log L( O)~ O, 
J 
J 1, 2, .... p. 
Normalmente, as equações de máxima verossimilhança não são lineares e portanto 
necessitam de métodos iterativos. Um método conheçido é o de ~ewion~Raphsou. 
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1.5. L Mi~todo de Ncwton~Raphson. 
Este rn(~todo é um procedimento utilizado para encontrar ponto de máximo de uma 
função. Para usá-lo deve-se admitir um valor inicial e aproximar a função na vizinhança desse 
valor por um polinômio de segundo grau. Em seguida, usa-se o valor encontrado para aproximar 
novamente este \·alor a um polinômio de segundo grau na vizinhança desse segundo valor e 
assim é g<-rada urna seqüência de valores que convergirá para o ponto de máximo. Seja G(8) 
uma função com argumentos reais, por exemplo, logaritmo di'l função de verossimilhança e 
suponha que deseja-se encontrar o valor de é que maximiza G(8). Nos casos onde as duns 
prímeiras derivadas de G(8) existem, i.e., seja U(O) um vetor coluna de dimensM p cujos 
elementos são dados por Ô~- G(O) e H(O) uma matriz quadrada de dimensão p cujos elenH~ntos 




). ·- 1 ., S. 8°- I 8° "0 I' · t I d· SctO a OS por !J'ê.ô(} > fJ J, V- , ~, ... , p., E'Ja - l' ... ,Up llffi V e OT tO una e 
' ' dirnemão p cujos componentes são valores próximos dos componentes de li. Expandindo l'{O) em 
sérit> de Taylor em tomo de 0° tem-se que 
(L26) 
Resolvendo a expressão auma em termos de {l, obtém-se para a {a+l)-ésima iteração na 
seqüCncia de aproximações para &. 
(L27) 
onde H(B) é uma matriz não singular. O processo só termina quando (l(a+I) e Q(a) s.ão "ba.5tante 
próximos"'. O processo iterativo pode ser iniciado com um vetor fl(O) formado por valores 
arbitrários. 
1.5.2. Distribuição As.c:;intótica dos E..'1timadores de Máxima Verossimilhança. 
Seja T 1, T 2, .. , . Tn vanaveJs aleatórias independentes e identicamente dístribuida.s 
(i.Ld) wm função densidade fe(t), 8 E 6 C ;RP satisfazendo as seguintes condiç{h•s de 
regularidade (Cramér): 
(i)- As derívadru> ô~j f0(t) e 71~;0v f8(t) existem em quase toda parte e são tais que 
Gjv(tl onde f Hj (t) dt < oc, f Gjv (t) dt <(X\ 
~ ar 
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para j, v :::: L ... , p; 
{ii)- Paraj, v:::: L ... , p, 
s.~o tais que: 
a' cadf=-log fe(t) existem em quase toda parte e 
OiBv 
a -a matriz de informação de FishN, 




on~;-;;r log f(B+h) (TtJ-
{h li h 11 < " ' ' 
onde 
Satisfeitas as condições aeima, verifica-se a distribuição assintótica de ê 
(1.28) 
01.1 ainda, 
U(Q) t J<[ Q, l (Q)} poi' 
VM [V(&)]= va' I- e l( a)+ Q l( e ) l = va~ Q I( e) l = I 2(QJ m(Q) = l 2(Q)r 1(QJ = l(Q). 
1.6. Variâ.ncia do ~.:Stimador da Função de Sobrevivên<:ia. 
Se ê é o estimador de máxima verossimilhança de &, pela teoria nssintótica apresentada 
na subsecção 1.5.2, â ~ N{&, r 1 (Q}). onde J(Q) ::::E[- -í~ log f0(t)], logo var(Ô):::::: I-1(Q). 
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Seja g{a) uma função de t! e g(â) é o estimador de m:Uima verossimilhança de g(t!). Se 
g( ê) satisfaz as condições de regularidade de&": ri tas na sub&..'<:çilo 1.5.2, a distribuição assintótica 
pata o estimador g(i!) pode então ser encontrada. Desenvolnmdo g(â) em série de Taylor em 
torno de B tem-se que: 
g(Q) ~ g(l) + (i+ l)g'(l) + (IÍ ;,º1' g"(l) + ... 
onde g'(Q) :;::;: te g(tl) e g11(tl) 
acima torna-se: 
8' {JfP g(B). Então pelo Teor<::ma AL apêndice A, a expressão 
g(i) ~ g(Q) + (Q + @)g'(Q) + Op (,}., ) 
1 g(ÍJ. g(i) 1 ~ 1i +i)g'(a) +op ( ~ ) . 
pelo Teorema A2. ap.?ndice A, '{ff [ â + e]:;::;: Op(1) . Oll seja [ â + e]:;::;: op( -,],. ), o que implica 
que 
logo, 
""(i+ a) g'(il ~ x [o, [g'(il] T r'(l) g'(IJ} 
Tem-se que pelo teorema de Slutsky, apêndice A, teorema A3, que 
(L29) 
onde 
var[g(i) I~ [g'\el] T r 1 (i) g'(Q). (UO) 
Este método é conhecido como Método Delta. 
Se g1(â1 ) e g2{i/2 ) são duas funçÔE'S reais de â1 f: Ô2 respectivamente, onde g1(Õ1) e g2(a2) 
são indep0ndentes. a distribuição assintótica é dada por 
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Ainda com relação a distribuição, t('m-se o intervalo de 100(1-o)% de eonfiança pé>ra 
g(â). que é dado por 
I 1.31 I 
onde Zl-erjz é o percenLil 100(1 - o./2)% da distribuição "Normal Padrão. 
Excmploo: 
1. i - exponeucial{B) 
Ctillzando fe(tp) e Se( ti) dados em (lA) e {L.'í). respectivamente, a função de verossimilhança 
011 (L24.) torna-se 
L(B) = rr ' {j 1 exp{ - OtJ 
i=l 
Tem-se que a Informação de Físher para O é 
n 
ondenFo::: L 61. 
j = 1 
82
2 log L( O) }-l - ~~, ôe 
la.. g(Ô) = Sê(t) = exp(- Ôt), onde t é fixo. logo 
De (1.30) tem-se 
Então, 
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lb. g(Ô)::::::- logf S-(t.) j:::::: Bt 
' a 
Pürt.anto 
lc. g(Ô)::;::: lo{ lo~ SÔ(t) J J:::::: log â + log t. 
Portanto 
2. t "" Weibull{a. Ç). 
1 a· 
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t:tilizando-se da f(a,,o(t) e s(a, Ç)(t) descritas em (1.7) e (1.8), porém para simplificar faz-se 
~l :::::: ça. A função de verossimilhança é 
L( a, ; ) :::::: fr [ Uf tf.t-l ] ~i; exp(- 1tf ). 
lo:ol 
A matriz t 1(;,a) é composta por: 
82 nF A::::: --2 log L( o:, ~,) =- - 2 Ôí· I 




"' 8 nF '\!!..... o í 2 C=-a- !ogL(o-,"'l=--2 -;L.. t; llogti] . o- o- i=l 
c 
Portanto 1~ 1 (8) =I 
L 
var("f) 
cov(),ó) var(&i ]=[ 





[- log Sqitl] 
g'(&) = 
[J ~- log Sq(tl] 
I 
g'(&) = l 
















L7. Testes de HipÓteses. 
C: ma vez qw~ se conhece o modelo "'adequado" para explicar os dados de sobreviúncia a 
próxima etapa é construir teste de ajuste do modelo e teste soh:re os SI.'US parámetros. 
Testes estadsliws para verifiçar a signifkãncia dos parâmetros no moddo. Seja 
(! ;:::: (8~. Q~-qf. (q $ p) uma partição do vetor de parámetros, e considf'te a hipótese nula 
definida por: H0: {]";:::: ag. Cm caso particular d<"sta hipótest• e 8~""' Q. Três estatÍstica_.;; dt' 
teste.;; são usua!menH.' empregada"' para testar H0. 
a. - EstatÍ.'1-tica de Wald 
( L32) 
onde lqq (O) ~a sub-matriz de I(Q) associado ao sub-vetor Ôq e&. Porém, quando há interesse em 
tl"star a nulidade de somente 11m parâmetro do modelo, i.e., H0: IJj::::: O. j = 1, ... , p a t'S!rttÍstíca 
acima toma a forma 
onde Ili(â) são os elem<)ntos da diagonal principal de [t(Ô) r-
b. - Est at.ístiea do Eswre de Rao 
Por definição de é, C(á) = O, sob a validade de H0, o estimador r<:'strito 




::\ote que esta estat;stica não exige cálculo do estimador de máximo verossimil!umça de a. 
c- EstatÍstí<;a da Razão de Verossimilhança (Neyman- Pearson/\Yilks) 
R(Q0) =- 2 [L (Q
0)- L (Q) ], I t.:l5) 
onde L{·) é o logari1.mo da função de verossimílhança. 
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' Sob a hipót('.~~, H0 as trCs estatJstkas adma tem distribuição assintótica Qui-Quadrado 
com q graus de liberdade. 
L8. Modelo de Riso>& Proporcionais. 
Os modelos de riscos proporóonaís assumem que variáveis concomitantes tem um cfeit.o 
multiplicaliro na funç;io risco. Esta suposição parece ser razoável em muita.s situações, por isso 
tem sido de grande importância na análise de dados de sobrevivi-nda. Este modt>!o está definido 
em (L23), na secção lA. 
Há duas situações a ser consideradas: 
L .\0(t) é uma função especÍfica, Le., involve parâmetros desconhecidos, wmo um 
exemplo. tem-se o rnod<'lo paramt~trí.::o ('Stndado por Glasser [l!J67]: 
2. J.0(t) é uma funçáo desconhe<ida e não especificada, i.e., uma função de risco 
arbitr&.ría, Cox [1972]. 
Esta secção tem como objetivo apresentar resultados e>p<?dfi~·os relativos ao modelo de 
riscos proporcionais, nas situações acima. 
L8.1. Modelo Exponencial (Gla..'>SC:r). 
O Modelo de riscos proporcionais é dito ser exponencial quando a distribuição associp.da 
aos tempos de falha é exponencial, i. e. a função de risco bá.&ka é constante. Este modelo deve 
ser considerado quando as diferenças em ()i est.ão relacionadas com outras va.riâveis 
concomitantes z:, i.e 
I !.36) 
Glasser [1967} propôs um modelo log-linear onde g{ <:;· • . B) em (1.35) é dado por ,, -
IU7) 
e o valor esperado do tempo de sobrevivên<:la é 
E(t;) = + = exP[- tFz:;], 
' 
com ziü = 1, i 
A função de wrossimllhauça dos n tempos dt' sobrevivência pode ser escrito como 
O loguitmo da funçiío de verossimilhança é 
log L(@) ~ 8 (JTz.)-' - . 
Os t•st.imadores de máxima verossimilhança de JT 
encontrados resolvendo as (p+l) equações: 
l'-( J ) ' -
t zij [ b;- t1 exp{ J?Tz; ) ]. 
i:=l 





Estas equações não tem solução expllcita, logo necess:ita-se de métodos iterativos para resolvê-
las. O procedimento de Newton-Raphson descrito na secção {lA) é usado. 
Os elementos da matríz das derivadas segundas é 
t Z;j ti exp( §Tz.i) ziv . 
l=:ol 
(1.41) 
A matriz de covariâncw a,..<;sintót.ica para os estirnadores de máxima verossímílhauça 
podem ser estimados pela inversa da Informação de Fisher. 
cujos elementos de I(§)= E{· ol:?J log L(§)}. 
' J I \" 
Muít&> vezes, as esperanç.as solicitadas acima são inudculáveis. Em tais casos. utiliza-.'>e 
o inverso da matriz de Fisher observada, Le., a matriz I (i}} tem o elemento (j,v) drt forma 
a' ap a a log L(81 . 
J . ' 
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A distribuição de sobrevlvêUia estimada é 
(1.42) 




L8.2. Modelo de Riscos Proporcionais de Cox. 
O nw(klo de riscos propordonnis de Cox dc'\·e :-oer considen1do, qucwdo não se nmhece a 
distribuição ac,_,odada aos tempos. A 1< ~d·ia de;envo]Yída por Cox [1912] assume pRra os dadot< 
UH\ modelo de ri.scos proporÓollais dado ''m (1.23), ondf< >.0(t.) i:: uma ful!ç<"io d(' risco axbitrária 
que correspond<' ii função risco de um illdi'dduo quando ~ ~ O. 
,\ fnu<;ii.o densid<Jde de prohabilid;:idt• de T dndo z corresp{mdcii1e a (L2:-!) é dada por 
(1.4.5) 
Cox [Hli2] sugeriu a função de verossirnillwuça parcial para estimar os parâmetros f! na 
equação acimtL Para simplificar a notação, assume-se que as observações são ordenada..'J, 
i.e, sej;, t. 1< .. <: 1k deHota os k distintos tempos de fal11a ordenados e !H(i) o wnjunto de 
indi\·lduos em risw em t{i)- O (i.e., vivos c não censurados), repres~mt.ado por !R :;:;;: { 1: t1 2:: t}, 
A probabilidade coudícíonal (]UC um indivÍduo {i) em estudo falhe até t(i). dado que ocorreu 
exatamente um<'l falha em t(i) e O~(i) é: 
( L46) 
para i ::: L 2,,.. , k. 
C:Hfa ínst<n1lt' de f<1lha con!.ribui çmn um f<ltor para a ,·crossimílh;mça, logo 
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k 
L(}' I = rr 
i=l L >T ' exp(ô z"' ) ' ,_ (!) 
1 E !R(i) 
O estimador de i} é encontrado rnnximizando o logaritmo da função de verossimilhança parcial 
(1.47) 
A ma.ximização é rt•aliz11da igualando a zero a derivada parcial de primeira ordem da equação 
acima. i. e. 
(1.48) 
t.em que ser resolvida iterativamente, empregando o método de Newton-Raphson (s<>cção 1.5.1); 
e o elemento {jv) da matriz das segundas derivadas é d.a forma 
{ 
(1.49) 
Se J representa a estimativa de @, a estirnativa da função de sobrevivência S(t, z) e 
d8da por 
S(t, <) = exp [- 1.\(,, <I du] = cxp [- 1.\0(u) exp(!j''<') du] 
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(1.50) 
Link [1984] propos que a variânda da fuuçiio de sobrevi vencia fosse estimada usando a 
fórmula da variância derivada por Tsiat.is [1974], onde -este usou de argument-os heurÍsticos para 
encontrar uma estimativa da variá11Óa <Lssiniótica da função de Sobrevivência S(t, z). Sua 
estirn<~tiva da variãnda assiutóti<:a para os tnnpos de morte observados t :::: t 1 , ...• tk (· dada 
pür 
" { w,~ L 
;~1 ( 
Tsiatis [1981], usamlo um processo Gaussiano, mostrou que S(t, z) C assintoticamente normaL 
1.9. Exemplo. 
!\esta secçho serií cousiderado um exemplo com o intuito de ilustrar os métodos desnit.os 
acima para a.nális<; de modelos de regr;:~ssão com dados de sobr<~vívência. 
Exemplo 1: Krall, Uthoff e Harley [1975] apreseutaram um estudo sobre myeloma múltiplo 
conduzido por pesquisadot<:_"S da \Vest Vil-ginia GJ1ivcrsity l\ledica! Center. Neste estudo 65 
pacientes com ''alkylating agents" são tratatos ao tempo de diagnóstico. Destes padentt•s 48 
morreram duraute o estudo e li est.<~vam \·i vos no término do mesmo. Assim tem-se disponivd 
os tempos de sobreviYéucia em meses desde o diagnóstico e a vHriável STATUS que <t.ssume dois 
valores. O ou L imlicrwdo se o paciente estava vivo ou morto, respectiv~unente, até o término do 
estudo. A;;sim s0 o v;:dor do STATUS;_, O, o corr<?spoudt'nte Ytdor do wmpo é cenSlJrado. Além 
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dis~o, foi registrado para cada paciente os valores das seguin1es ~-ariáveis concomitantes. 
Tabela 1.1: Sumário da_s variáveis aferidas no estudo. 
>< esctlÇtiO i Tipo Notação do 
I ~pêndice Bl ~ 
OGBP\ LÕgaritmo da variá~·el Bt':l Contlriua ZI 
~~-" Uemoglibina 
~" Z'J ~-ContJJJUa 
uü:ü:'l -PlateTestcs Discre1<1 "-õ anormal ------1 
1 = normal 
Z3 I 
i :-;·rtc -· ·lnf<~~Çãõ Discreta O - ausf'nte Z4 "-1 
1 = presente ----~ DADE ~ade em""'"'' (completo') Contwua Z5 
EXO xo Discreta 1 ma.scullno Z6 
~~ 2 = feminino OG '.2:~-~ I Logari t_mo da. variável \YBC-- Contmua Z7 
!lAT ratnras 
- -O = ause1lte zs Discreta 
l = presente 
iT~~-i OGPBM I Loga;[tmo da% de Cflul~ Plasmá" Contn;ua 
tica mt medula Óssea -- I 
1:\F %linfócitos no sangue periférico COJl!mua ~ZJO --""--l 
ELCLAS I % céfÜlas myeloid no sangue períL Continua Zll -"-
ROTEIN j Pcotcu<Os Continua Zl2 
B~F -f~rol..eina BencC-:fon~ na urina Discreta l presente Zl3 
-~ 
2 = ausente 
OTSOR.O 1 ota.l de soro prote1co Contmua Zl4 --
OROGL Soro Globin (gm %) Contmua Z15 
OROCAL Soro Cálcio (rngm %) " Contmua -- Zl6 --
Obs: Os dados estão listados na Tabela Bl (Apêndice B), página 120. 
O objetivo principal desse t~studo foi identificar fatores prognósticos imporliwtes na 
sobre,·ivt'ncia de pacientes com mydoma múltiplo. 
1.9.1. Result,ados. 
A. Descritivo. 
Al. AnAlise descritiva da variáw~l tempo de sobrevivê-ncia. 
A análise exploratória das variáveis foí feita utilizando o procedimenw l'NIVAfUATE 
do software estadstico SAS. Em Al apresenta os resultados obtidos na investigação da variável 
resposta TE!\IPO e em A2 a análise descritiva das variáveis concomitantes nferidas. 
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o 44778 o 112223556G667779 
l 1223699 l 111113456677899 
2 8 2 456 
3 3 257 
4 1 4 11 
5 37 5 1248 
6 6 67 
7 7 7 
8 8 89 
g g 2 
Censura :Falha 
~----------~---·-· 
Quadro Ll- Ramo c Foll1a;; dos tcll!pos dt' ce1:"'ura e falha dos poden!.es (ern meses) com myrlorna 
JllÚltiph 
Oh.~CFilJJdo o aspecto visual da distribuição dos kmpos d<? ti:JJRtlfa e falha no (jllildro 
acimi'!, paH'<:(' razoável supor que a dislribnição associada ao tempo de sobreviv&nóa dos 














Figura Ll- D\'o;eJ;Lo C><(jllf~lllillico corrcspolldcllÍI'S aos 1\'Dlpos de rensurn e falha dos 
pacíuJks com n1ydomH múlliplo. 
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A2: Análise- descritiva das yarián:-is ind.,.pendent.es. 
Tabela L2- Sumário das estadstica.:: p<:~ra as variáveis con1 I nuas. 
---~,-------
VARlAVEL N Média Mt.-diana d.p Máximo MÍnímo 
LOGBUN 65 L:393 1.322 0.313 2.236 õ. 778 
l!GB 65 10.202 10.200 '} -- ~ -·0')1 14.600 4.900 
!DADE 65 60.154 60.000 10.334 S:!-000 38.000 
LOGWBC 65 3.769 3.732 0.238 4.954 3.:362 
LOGPBM 65 1.549 L623 0.364 2.000 0.477 
LJNF 65 6.738 6.000 o.:JOo 24.000 0.000 
CELULAS 6.5 :-HL:354 35.000 20.031 68.000 0.000 
PROTETN 65 3.615 1.000 6.012 27.000 0.000 
TOTSORO 65 8.600 9.000 2.249 17.000 4.000 
SOROGL 65 .).215 5.000 2.190 12.000 2.000 
SOROCAL 65 10.123 10.000 ].816 18.000 7.000 ·----·---
A2. Estimação não paramétrica da função de sobrevh-t;nóa. 
Estimou-se a função de sobrevivência através do método não paramétrica de 1\aplam-
Meier, utilizou·se do proc;;dinwnto LfFETEST do SAS. Os resultados estão sumarízados na 
Tabela L3 e na Figura 1.2. 
Tabela L3 -Função de sobrevivência estimada pelo método de Kaplam-Meier 
para pacientes com mydoma múltiplo. 
---------
TEMPO (t;) di "i S( 'i l d.p.[ S(t; ) J 
L25 2 65 0.9692 0.0214 
2.00 3 63 0.9231 0.03lJ1 
3.00 60 0.9077 0.0359 
5.00 2 57 \L8í58 0.0411 
6.00 ,, 5.) 0.8121 0.0489 
T .00 3 51 0.7644 O.O:j33 
9.00 1 45 0.7474 0.0.547 
11.00 ;) 44 0.6625 0.0603 
13.00 1 ll6 0.6441 0.0613 
14.00 1 34 0.6251 0.0624 
15.00 1 :)3 0.6062 0.0633 
16.00 2 3:2 0 .. 5683 0.0648 
17 .oo 2 29 0.5291 0.06(i0 
18.00 1 "-_, 0):}095 0.0664 
HLOO 2 ?G 0.4703 0.0668 
24.00 1 2? 0.4489 0.0671 
25.00 1 ?1 0.4275 0.0672 
26.00 1 20 0.4062 O.Oôi2 
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Tabela L3 ·· (Coutinuaçào). 
-----· 
TEMPO (ti) di "i S( 'i ) d.p.[ S(ti ) J 
3:Ut0- 1 18 0.3836 0.06i 1 
35.00 l 17 0.3610 0.0669 
:n.oo 16 0.3385 0.0664 
·11.00 2 LI 0.2933 0.0647 
51.00 1 I2 0.2689 0.0638 
.12.00 I 11 0.2445 0.0625 
.')4.00 I 9 0.2173 0.0612 
58.00 I 7 o. I863 0.0598 
66.00 I 6 0.1552 0.0.573 
67.00 I 5 0.1242 0.0536 
88.00 I 3 0.0828 0.0492 
l%LOO 2 0.0414 0.0382 
92.00 I I 
nota- n-: 
' 
nÚmen! de paci~n!e:> e:m li 
d-: 
' 














TD1PO (em mese:~>:l.l __ -------- _ __1 
f'igura 1.2- Curva de sobrevivencia estimada. através de Kaplam-.\feier para pacientes çom mydoma 
múltiplo. 
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A3. Investigação da distribuição dos tempos através de gráficos. 
t;ma inves:Ligação mais detalhada dos tempos de falha dos pacientes com myeloma 
múltiplo foi feita <11-ravés do grâfic:o mmos logaritmo da função de sobrevivência (- log S(t)) 
contra tempo (ver Figura 1.3) para verificar a distribuição adequada. Considerando-se sonwnte a 
vari.áve] H'Sposta tempo e o indicador de censura, ajustou-se o modelo param~trko exponencial 








S(tl i ' 1.5 '-
TE;\IPO (em meses) 
Figura 1.3- Distribuição menos logaritmo da função de sobrevivênda ao longo do tempo. 
A figura acima mostra uma evidência de que a rel;:u;ão entre menos !ogarit.mo da função 
de sobre·vivéncia e tempo possa se considerar linear. Portanto, a distribuição exponencial dos 
tempos parecem se ajust.a.r aos dados. 









O valor do teste multiplicador de Lagrange sob a hipótese H0: escalar::::: 1 é 0.1129 com 
p-v<'-lue "" 0.7369. Portanto, aceita-se a hipótese H0 , i.e., os tempos possuem distribuição 
exponencial. 
R. Ajuste do Modelo. 
Bl. Modelo de Cox 
O modelo de Cox foí ajustado através do proncdimento PU REG do software estat.istico 
SAS. com o propósito de identiftcar fatores prognósticos importantes na sobrevivência de 
pacientes com myeloma múltiplo. Para selecionar as covariáveis que formarão o "melhor" 
modelo empregou-se o método de seleção STEP\VISE. Este e out.ros métodos de seleção podem 
ser encontrados em Hosmer and Lemeshow [1984 - Cap. 3]. Duas variáveis, LOGBCN e HGB 
estavam relacionadas com o tempo de sobrevivência destes pacientes. Portanto, <1 função risco 
para cada indivÍduo é dada por: 
1 :::;::: 1, 2, ... , n . 
.A tabela abaixo mostra o sumário do modelo ajustado. 
Tabela 1.5 ~Estimação dos coeficientes de regressão para o mod<'lo de Cox usando 













Para testar o ajusk do modelo, i.e., H0: 1'31 = ;32= O , usou-se a estatÍstica da mzil.o de 
verossimilhança o valor encontmdo foi 11.949 que é urna \ 2 com 2 graus de liberdade 
31 
(p-value = 0.0025). Há evidências de que o teste é significativo, i.e., os fatores LOGBUN e HGB 
são lmp-ortanks na sobrevlvêacia dos padcntes com rnyeloma múltiplo. 
Bl. Modelo I..og-linear 
Uma vez que os tempos de sobrcyivCncia de pacientes nnn myeloma múltiplo estão 
disttibuldos e.xponeJlCialrnente, ajustoU-S{' também o modelo de regressão log~lincar expom·nda! 
utiliznndo o procedimento LIFEREG do software estatistíco SAS. Deste modehl também 
concluiu-se que '>OllWntc as variáv~'is LOGBUN e HGB são significantes. Portmllo, ajustou·se um 
SE~gnndo modelo oude a função risco pnrn cHdn indivÍduo~ & dad<1 por: 
Tahela 1.6 -EslinHIÇào dos cocficiclllPS dt' tPgn'ssáo pnra o modelo log-lin<~HT 
CX!)Ol!ellCiaJ. 
"----~~-- --~--














Os resultados obtidos ueste modelo sào muito próximos aos do modelo de Cox. O 
critério usado para ti:'Sl<n o ajuste do modelo, H0: j31 = ,82= O, foi o teste da razão de 
verossimilhança 
onde log L(@0} é o logaritmo da fnnç:ào ôe verossimilhi1JJÇh do modelo onde ;3:1 = ;12= O c 
log L(@) é o log;uitmo da função de verossimilhança do modelo npresentado na Tabela Lu. 
Portallto. o valor do teste encontrado f. 11.2554 que é uma x2 com 2 gl (p-value = 0.0036). Os 
fatores LOGlHiK e IIGB mostraram-se importantes na sobrevivi~ncia dos pacientes com 
myelorna múlt.iplo. O (O('firimk negativo indica que LOGBUl\' cstiÍ rd.acionado lH:gativamcnte 
tom o log[..\;(1, z
1
)]. 
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C. Intervalos de Confiança para a Função Sobrevivência nos modelos Bl e B2. 
Com o Íll1uito de comparar as taxas dt' sobrevin~w;:ia St'gundo os modelos a.<:irna, 
t•stimou-se a funçiio de sobrevivência S(t; ~) para ('tida p<ldt"llte e construiu-se intervalos de 
confiança de 9:5'/( de confi<lnça. Os resultndos Pncontram-se na Tabela Cl (apêndice C). O 
procedimento PHREG do SAS, fornece estimatiYa da função .sobrevi-vência S{t; z), mas não 
oferece uma forma de estimação da variância da função de wbrevivênda. Para obter tal 
estima.tiva foi dest>n\'ohido o programa PEVST:\lCPRG utilizando o procedimf'nto 1~1L do 
SAS. (Apt'-ndice 0;}.5). Por outro lado, o procedimento LlFEHEG não estima a função de 
Sobrevivência S(t; z), neste ca.so foi dE·senvolvido o programa PES\'5:\[G.PRG (apêndke 03.3) 
para o cálculo da estimativa de S(t; z) e \"âr(S(t: z)) dé!do em (lAl) e (1.42) respectivamente. 
,,_ 
0.8 ~ 
0.6 :· : 





i : I 


















_Fígura 1.4- Gráficos dos intervalos de confiança para estimctiva dl.' S(tl ~)nos modelos de 
riscos proprocionais. 
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D. Condus.ão. 
Pelo aspecto \·isua! dos gráficos anteriores, nota··St> que em média a ftmcào de 
sobrevivência estimada atran~s do modelo de Cox s.iio inferiores à respectiva funçiio 
sobrevi,:ência estimadil pdo modelo de G!asser. Entretanto, a estimativa de seu respecti\·o erro 
padrão, é inferior no modt'lo de Glasser que no modelo de Cox. 
Ambos o.<, modelos parect·m ser adequados para a análise dos dados da Tabela Bl. 
CAPÍTUlO 2 
MODELO LOGÍSTICO EM ANÁLISE DE SOBREVIVÊNCIA 
2.1. Introdução 
Suponha que n indiv(duos são estudados, e para o í-ésimo indivÍduo observa-se a 
variável aleatória Xi assumindo os valores O ou 1, que podem ser chamados de falha ou sucesso 
respedívamente , ou seja xi = 1 se o i-ésimo indivÍduo é um sucesso e Xi = O, caso contrário. 
Suponha ainda que p variáveis independentes Zil' Zi2 ..... Zip (caracter~stkas do paciente ou 
possÍveis fatores de risco) são medidas para cada indivÍduo. 
Problemas desta ordem ocorrem especialmente na área médica, onde a resposta binária 
pode re,presentar sucesBo ou falha de um tratamento (_'SpecÍfico, morte ou sobrevivencia após 
seguimento do tratamento durante um perÍodo de tempo. ou ainda morte por uma determinada 
causa em contraste com morte por alguma causa distinta. As variáveis Z;1, Z;2, ... , Z;p podem 
r€pre.sent.ar quantidade!> ou qualidades próprias de cada indiv~duo. PossÍvt>is variáYeis Z são: 
idade, tempo desde diagnóstico, severidade inicial dos sintomas, sexo, aspectos da histologia 
médita do indivÍduo, entre outras. 
Com tais inforlllações, em geral, deseja-se um método que permita avaliar a dependência 
da probabilidade de sucesso sob Yalores das variáveis independentes Z, i. e, desf'ja-se utilizar as 
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covariáveis a fnn dl" ~'xplicar ou predizer a influência destas na variável resposta. A funçiio 
logistica é então usada por estatÍsticos e epidemiologistas para modelar as probabilidades de 
sucesso ou faH\il., durante nm p<'rfodo de i<'mpo especÍftco, como função de várias Yatl<iVClS 
independentes que podem influenciar a variável dicotômica tomada como resposta. 
O modelo logÍstko também pode ser utilízado para análise de dados de sobre\-·ivência. 
Ele é uma alternativa do modelo de regressão de Cox e de outros modelos de rl.""gressão 
paramétricas que utilizam os tempos de sobrevivência como variável dependente e incorporam 
observações censuradas (perdidos da observação). No modelo logislko, a variável depe-ndente é a 
variável dicotômica, observada para cada indivÍduo em. estudo, após um perÍodo de tempo r pr& 
fixado. 1'\este modelo, os ca:sos perdidos da observação não são incluÍdos na análise. 
O uso do modelo logÍstko como modelo para .a análise de sobrevivência foi questionado 
em diversos aspectos, em muitos estudos. E!andt.-Johnson [1980] e Green, M.S e Symons, 
l\-LJ [1983] estudaram as condições sob as quais o modelo logÍstico e de Cox se aproximam. Eles 
rnostrara.m que quando o perÍodo de seguimento é curto e a doença é rara, os coeficientes do 
modelo de regressão logÍstico se aproximam daqueles do modelo de riscos proporcionais de Cox. 
Myers et aL [1973] qtJestionaram o fato do modelo logÍstico ter a variável resposta dicotômica O 
ou l, indep-endente do tempo de seguimento; isto é, a resposta. que ocorre perto do inÍcio do 
intervalo de seguimento é dado o mesmo p-eso que à resposta que ocorre no fim do periodo. Para 
evitar isso, eles propuseram o modelo logistico exponencial, onde incorporam a variável tempo 
de sobrevivência. 
Elandt-Johnson [1983] estudou o uso do modelo logÍstico em estudos prospectivos em 
situações em que ocorrem censuras simples e censuras múltiplas. Censuras simples ocorrem, em 
situações onde todos os indivÍduos entram no estudo ao mesmo tempo e observa-se falha ou não 
falha após o perÍodo r pré-fixado. Neste tipo de estudo, existem a informação de quantos não 
falharam e o comprimento do pedodo de estudo, logo não é necessário conhecer a distribuição 
dos tempos, argumenta Elandt--Johnson. Em contrapartida, propõe o uso do modelo loglstico 
paramétrica (exponencial entre outros) quando ocorrem censuras múltiplas. Censuras múltiplas 
ou progressi>·as ocorrem em situações onde todos os indivÍduos entram no estudo em diferentes 
tempos e o tempo de seguimento 7 é fixo no calendário. Assim cada indiv(duo que falhar terá 
um perÍodo distinto de observação uns dos outros. O mesmo ocorre para cada indivÍduo que não 
falhar. Desse modo, argumenta Elandt-Johnson, deve~se levar em conta os tempos poten•iais de 
falha e não falha e, portanto nee(;ssita-se caracterizar a distribuição desses tempos. 
O objetivo deste capítulo é fazer uma bro':'ve revisão do modelo logÍstico usual e 
apresentar as utilizações do moddo logÍstko para análise de dados de sobrevivência. sob várías 
condições estudadas. ;-{a secção 2,2, é apresentado o modelo logÍstico e a interpretação doJ> seus 
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parâmetro~. A secçào 2.3 trata do modelo log~stico ('St.udado por Elandt-Johnson [1980]. Na 
secção 2....1 f:. dada 0nfa.se :aos modelos paramét.riws ir"lt.roduzidos por Elandt-Johnson [1980] e 
l\{yers et al [197:>]. A secção 2.5 apresenta um enfoque i\0 modelo logistico exponencial por 
p;utes. \a secção 2.7 é abordada a generalização de :-.1antel e Hankey [1978) usando o moddo 
logÍ,;tko. 
2.2. Modelo Log~stico Linear. 
O modelo logÍstico é próprio para anâli.sar dados binários uma vez que o modelo de 
regressão usual não St' ajustaria a tais dRdos. Est.a secção é dedicada 'a descrição do ruodelo 
logÍstico e 'a int.erprf'tação dos seus parãnH•tros. Refer~ncias ao modelo de regre~são logÍstico 
podem ser encontrados em Cox [1970] e 1-losmer and Lemeshow [1984]. 
2.2.1. Modelo LogÍstico. 
Suponha um experimento com n indivÍduos onde n1 desses indivÍduos falham e o 
tt'stante n2 = n- n1 m1o falham. Denota-se por X i a variável resposta diwtõrnica, i """1, 2, ...• u 
onde 
{ o se o i-(~simo indivÍduo falhar (sucesso) se o i-ésimo indivÍduo não falhar (fracasso) (2.1) 
Suponha ainda que para cada indivÍduo, são medidas p variáveis independent-es Z11 , Zi2, ... ,Zip 
(caracterÍsticas ou fatores de risco). 
C ma fonntdação geral para o modelo í.~ dado por: 
Pr[ xí = 1 I zi] = Pr{ iudivÍduo falhar dado o vetor de covariávcis} = p(z;) 
[ J 
exP[ giz,, jl) J 
~ l + exr[, g(z,, J)j -I= [ ' , , 
l + exP[ g(z,, ;!J] j 
(2.2) 
que é a probabilidade de falha. onde g(zi, §) é alguma função real de 4j e de um vetor de 
par.ámetros ;}T = (,80, {31, ,82, ... , BP), ond<' f]j é o par.àmetro que- determina a cont-ribuição da 
variável zj para a ft'Sposta, f)0 e o coe-fi<ieJJte linear e zT = ( z0, z1, ... , zp ), com z0 ~ L A 
probabilidade de nào falha é 
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Pr[ x1 ::::;: O I z;]::::;: Pr{ indivÍduo não falhar dado o Vt>tor d<:> co\·ariáveis}::::;: q(;::) 
(2 .• 1) 
com 
p(z;) + q(z;) ~ L (2.4) 
Obter soluções para as equações (2.2) e (2.3) é wmpllcado; por(.m utilizando a 
transformação !ogadtmica para a razão de p(~;) e q(z;), obtém~se a função real g(z;, ;c}), de 
fácil soluçào. Então o modelo logÍstico línea.r é definido por 
p(z ) P[ x; ~ l I '; I 
log ' - log - g(' J) 
e q(<::;) - e P[ Xj - O j zi] - . "í' - ' 
p(z·) 
onde lo~-(-')- e chamado de transformação loglst.ica da. probabilidade de falha. 
q Z; 
(2.5) 
Cox [1970] sugeriu um modelo no qual o !ogarítmo da resposta esperada era linear em z, 
isto é 
em (2.5). Substituindo em (2.2) e (2.3), obtém-se 
(2.6) 
(2. 7) 
O modelo de probabilidade para X;, i == 1, ... , n é o Bernouille com parâmetros p(z;) e 
q(z;) 
(2.8) 
A função de vewssimilhança é então o produto de n distribuiçÕ<;s de Bernouil!e e e 
definida por: 
n "[()]X; X· 1-X· P Z· L(@)~ II [p(z;l]'' [g(z;l] '~ II q(;) q(<;) · 
!""l l=l J 
(2.9) 
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Os parâmetro;; !} podt'm ser estimados pelos métodos clássicos de estimação usados em 
moddo de análise de regressão linear. A estimação dos parâmetros do modelo log:stko nào se 
re.sl ringe ao método de máxima verossimilhança. O método dos mÍnimos quadrados pondt'rados. 
introduzido por Duncan e Walker [196i] também pode ser utilizado. 
2.2.2. Interpretação dos Parâmetros. 
A interpretação dos parâmetros involve duas questões: 
1. determinar a função de variáveis dependente e variáveis independentes, 
2. e definir a unidade de mudanç-a na variável independente. 
Primdramente, considera-se um modelo com uma única c-ovariável z, que pode ser do 
tipo disneto ou continuo. Suponha linearidade da funçã.o g( ·)em (2.5) 
( ) 1 p(z) ' + 3 "' g Z ;::;;: oge q(z) ;::;;: ;.;o - 1'·• (2.10) 
onde J
1 
é o coeficiente angular, i.e., ~a diferença entre os valores da variável dependente z + 1 
até z. (g(z) ""j30 + P1z;::;:} ;31 ""g( z + 1) ~ g(z)) 
L z é uma variável discreta, onde z assume os valores z = O ou L Sob este modelo 
existem dois valores para p(zi) e q(z;), por c.onveniencia estO?eS valores serão apresentados numa 
tabt>la 2x2. 
Tabela 2.1. Relaç.ão entre a variável resposta e variável independente. 
variável independente z 
z = 1 z =o 
X :;:;; 1 p(l) = ef3o + P1 p(O) = ,~o 
1 + e·BO + j31 1 +lo 
variável 
resposta x 
q(1) = 1 q(O)=-~ 
1 + e/o + ;31 1 +e O 
x=O 
---
Total 1 1 
A probabi!idmlE" de falha para z = 1 e z = O é ddinido por 
respectivamen!e. O log<nitmo da prohabi!i{lade de falha é 
{ 





Denot-ando por Ó a odds ratio, é definido pela razão dos odds de z = 1 por z = O 
ri!) I q(!J 
'' ~ P(o) I q(O) 
O logaritmo da odds ratio. deHomlnado por logíto é 
. ( p(ll 1 q(l) 
log(1;') = log p(O) / q(O) 
qM é,,. dífereuça dos Jogitos. 
) ~. g(l)- g(O) 





Quando z <1ssuuw valores genéricos, por exemplo a ou b , ao invés de O ou 1 1jJ = i~1(a. ·h), 
logo a interpretaçào dos parãnwtros através de lj' não pode ser realizada sem antes conhecer a 
codificação adotada. Para efeito de simplificação adota-se a= 1 e b = O. Donde, para regressão 
logÍstica corn mna variável independente dicotômica 1;'' = e/31 e a diferença do !ogito é 
log(~b) = log( i 11) = ;91. O odds rallD é uma medida de a.<,:,;ociação e a ínk'rpretação desses 
p;uàmetros reflete três situaçõe» quando associa a v;l.fiável x com a covaríável z: 
a. lf·, = 1 indica inexistência de associação: 
h. O < 1/, < l associaçiio negativa; 
c 'i > 1 associaçXw positiva. 
Em snrna pmil uma variável dicotômica o parâmetro de interesse é a odds ratio. 
2. z é uma variável cont.~nna, o coeficiente ;31 pode ser iuterpret.ado como a variação 
ororrida no logarit.rno da odds ratio quando há um ac:r(•scimo de uma unidade em z, t.e., 
31 = g(z + 1)- g(z) para todo Fdor d(· z, onde g(z) é àdínida ('J1l (2.10). 
Em algum; problemas o ant~scimo de uma unídiide nilo seria int('ressante. Por e..xemplo, 
em estudos biológí;:os o r;créscírno de l ano na idade ou de lmm hg na pressão sangülnea 
~istblica pmk Ilfio &cr lmporltmte, porém o acréscimo de 10 ;mo;; ou 10 mm hg poderia ser 
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considerado mais inh'ressante. Pmtanto, se ao invi--s dl" impor o acrí~sclmo de uma nnidadl.'. 
considerar-se um acn~scímo de uma constante "c" dt> unidades de variação dez, o logaritmo da 
odds ratio muda para 
g(z +c)- g(z) .::::;- cJ1 . (2.14) 
Quando g(z) não é linear em z deve-se agrupar a covaríável contÍnua para análise. ou 
ajustar um outro tipo de relação que melhor se adapte aos dados, por exemplo, uma função 
qlladrática. Para melhor compreensão d.;,>sta discussão ver Hosm&r and Lemeshow [1984- Cap 4.]. 
2.3. Modelo Log~stico Linear para Análise de Sobrevivência ( Elandt-Johnson ). 
Suponha que todos os índiv:duos entram no estudo ao mesmo tempo, e r é o 1empo d(' 
seguimento desde a entrada até a falha ou censura {tipD I, í. e., fixo um Íntervalo de tempo T de 
observação do experimento) e 'l não depende de t. 
A pwbi1bilidade de sobrevivénda até o tempo T é 
Pr [T > T f']~ S(rf <), 
e a probabilidade de falhar antes do tempo r é 
O modelo loglstico sob um perÍodo r pré-fixado pode ser definido na forma 
log 
1-S(rf,) 
S( T I ,) 
onde G( ·) é uma função real dos T e z. 
~ G (,(r), 01 (2.15) 
Nosso interesse é o modelo ST( ·) talque g( ·) pode ser aproximado para uma função 
linear dos z, e o z podem ou não ser função linear de t (ou são constant-e). 
J 1-S(rf,) 
og ·-s(7TiT- ,§T,(t) (2, 16) 
T onde ~~ :::=: (i10 , (:1 1, ••• , f]P} vetor dos parãmetros de-s,;onhecidos. Esnevendo <:;(t) por <; , 
podernos considerar o seguinte modelo 
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onde l;o = 1 (2. li) 
Portanto, 
(2.18) 
é probabilidade de sobreviver e 
l·S(r),1~1· () 
1 + exp iFz 
exp (F') 
+ exp ( ,;!Tz) 
=r(rl,l (2.19) 
é probabilidai!e de falhar. 
Suponha um estudo onde se observa n indidduos e que destes n 1 falharn até r. Define-
o 
se o indivÍduo (i) falhar no tempo r 
se o individuo (i) não falhar no tempo r. 
(2.20) 
O modelo de probabilidade assodado a Ó; é exatamente igual a.o (1.8), Bernouille com 
parâmetros r 1- S(r I z) J e S(-r I;:;). Duas obserYações tornam-se importantes neste momento: 
1. os indivÍduos (:ensurados antes de -r não são utilizados para estimar os 
parâmetros, o que implica que NT S N. 
2. Os tempos de falhas e cenurras não são utilizados. 
A funçii.o de verossimilhança é dada por 
NT 
L(§)~ rr (2.21) 
i=l 
(2.22) 
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A função swre U(§) = :i} log L(~). km como rornponente j, 
:J. log L(J)= 
J 
com j = O. l, ... , p. 
zu e.xr( .jT z;) 
1 + exr(.Yt:;) 




Esta nvttriz é também eonhecida por matriz Hessiana da função (2.22). Portanto, a matriz de 
informaç.ão de Fisher é dada por 
A inversa de I(§) é a matriz de covariâncla assintótica dos estimadores de má...'\ima 
verossimílhança dos parâmetros da regressão logÍstica, cuja estimativa de má..xima 
verossimilhança será dada por [I(§")]-
1
. 
O estimado r de f} é obtido pelo método de máxima verossimilhança onde 
NT 
U(§) = 2.:: [o,- [1- S(r I zlj >•i = Q, 
!=l 
a solução do sistema acima requer o uso de método itnativo, já mencionado anteriormente 
(subsec-çiio 1.5.1), com os valores iniciais de f!0 =O o que implica S(r lz}::: 0.5. Os pariimetros 
estima-dos podem ser t.estado utilizando as estatJsticas definidas na secção 1.7. 
A função de ,:;ohrevivência. estimada é 
(2.25) 
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(2.26) 
Entáo S(t/ (:) ~ x[ O, Var(S(t) z))). Do exposto pode-se c-onstruir intnva!os de 100(1- (t)% de 
confiança para a função de sobrevivência, através da expressão L31. Foi desenvolvido urn 
programa computacional no módulo IML do SAS, PESVSLAS.PRG (A~ndice D3.7), para 
efetuar os cálculos da estimativa da função de sobrevivênda S(t) z} expressada em (2,2.5} e sua 
variância utilizando (1.30) cuja derivada de S(t) z) é dado em (2.26). 
2.4- Modelo LogÍstico Exponencial par-a Análise de Sobrevivência (Elandt-Johnson e Myers). 
:\fyers et a! [1973] e Elandt-.Jonhson [1983] utilizaram os t.empos de vida no modelo de 
regrt>ssão logÍstir.o, em situações onde a entrada dos indiv1duos no estudo se verifica <?m tempos 
diferentes e ainda com tempo de seguimento T fixo no calendário. 
Quando os tempos de vida seguem uma distribulçAo exponencial com parâme1ro À(~) 
constante, com funçào sobrevivênda S(t ) <:)dada por 
S(l I z) ~ exp I· .\(z) t ], 
o logaritmo da odds ratio é uma fnnção linear dez sob um perÍodo {0, T), i. e. 
log 
Assim 
p(r I z) 
q( r I z) :::::: Jog 
1 - exp(- J..{z) r) 
exp(- À(z) r) 






O perÍodo T pode ser pré-fixado, ou como Myers ei a! [1973] propõs. T pode ser um 
paràmetro desconhecido que pode ser estimado. 
Dois (.a..~os especiais ,:ào de interesse: 
(i)~ Suponha qut' r ê muito pequeno (i. e., r-+ 0). Então (::t28) torna-se 
l 




Este é um caso espedal do modelo de Cox {1D72] 
com a vizin!mnça de risco À (t) ::::: ),0 sob o perÍodo (0, r). 
(ii)- Suponha que r é muito grande ( i. e. , r-+ oo ) , Então (2.28) torna-se 
log 
1 ~ exp(- A(z) r) 
ex:p(- À(z;) r) 
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onde ,\(z)::::: + ;?z::::: ~~ 0 + -?;,(, -~0 = -} /30 e -y::::: +!.?"que é um modelo aditivo da função 
razão de risco. 
De modo similar à secção anterior, considera-se n indivÍdtJos num estudo. Seja n1 o 
número de mortes e tl o tempo no qual o indivÍduo i, com caraderistica Zj, foi visto pela última 
vez no intervalo de observação r (O < ti :'5 r). Assim, 
t- = j { ,_ ' r se o indiv;duo (i) morre antes de; se o indi'v·:duo (i} sobrevive a T 
Nota-se que os c.asos perdidos de observação (Le, c-ensurados ant.es de r), não são considetlldos 
para estim1n os p;uâmetros. A função de verossimilhança neste caso é dada por 
(2.31) 
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oude 1, ={ o 
se o l!? indivÍduo morre até ti 
S(' o i'? indi,.-Íduo não morre até ti 
logo a funçã.o a ser rnaximlzada é 
" log L( r; i!) = L [ 61 log J.(z;) - .\(zi)ti], 
i:l 
substituindo .\(z;) = -~ log [ 1 + exp(§Tzi) J tem-se que 
" n 
log L( r;~) =L ó;log {log [1 + exp (§Tz;l J} -L 
J=l 1=1 
(2.32) 
Xota-se que, os tempos de falha e censura sào considerados no moddo e o perÍodo de seguimento 
r é usado para pondera-los. Assim tem-se duas situaçÕ!?S a. ser mnsiderada: 
1. r é conhecido- ~este easo r é pré-fixado, portanto a eqnoç}10 de verossimilhança~~ 
' " DJ log LI r; f!) =L I; 
J jo;;ol 
'\j exp(§Tzi) 
1 + exp( _Ir z1) 
com j = O, 1, ... , p. A matriz das d(õrivadas >wgundas é: 
+t 
i= I 
z .. exp(fP.z.) 
lj - I 
t; T 









que é uma função dos eknwntos de ;}. 
Substituindo (2.36) na equação (2.33) aeima, obtém-se as t>quações de rnaxuno 
\'eros,slmilhança sonwntt> como função dos parãnw!ros §, logo 
8 . a a log L(r; §I = 
' 
n 





Obs:- o indice h foi introduzido com o intuito de simplificar e niio confundir quando a derivad<t 
s<~gunda da equ<lçào <:~cima fosse calculada.. 
O elemento {j,v) da ma.triz da segundas derivadas parciais em relação aos f! é: 
t;nF I n-·--·---·-----




?\'a obtenção dos estimadores dos f]j, o proçedimento usado foi o de Newton~Raphson, já 
meudonado ant.aionnf."nte, com Yalores iniciais de t~0 :::: _81 :::o ••• :::: j]P :::::O. Após estimar os ;J. 
substitui-se seus nJores em {2.36) e tem-se o valor estimado de 7. 
Nol<Hle que em alguma<; circunstâncias não é possh·e! conht'cer o t.empo exl'lto on<:k o 
e\·ento ocorre, porém tem-se informi'lçiks do internllo de tempo onde eles ocorr('m. A funçi'io de 
wrossimilhança, quaJldo os ti são intervalos de tempos, é discutido por Myers et a! [1973]. 
A funçáo dF. sobrevin3nda estimada para O< ti :S: r e 
S(t I z) ~ exr( · J .\(z) do) ~ exr( · .\(z) J du) ~ cxr( · .\(z) t1 ). 
o o 
substituindo o valor de A(z) dado por (2.30) na expressAo acima tem-se 
!-j 
S(t I z) ~ cxr(. ~ log [ l + exp(iJTz) J) ~ cxr( log [ 1 + exp(fhJ J . T) ~ 
t; 
= [ 1 + exp(;jTz) J -T (2.:39) 
Assim a Yarlãncla a.ssinfótica de S(t- I<>) é dado por [G(6) f v<U(}l G(il), onde G(il) é um vetor 
linha sendo que os seu~ elementos são as derin:lCl<ts de S(t \ z) em relação a f}, porém deve-se 
lembrar qut> as derí,-adas st>rão diferentes consídt'rando <>s duas situaçÕ(''-i H{'.ima, logo te,nH:.e 
L T conhecido; 
' { t T I z):::::.- 7> ~""- exp(J z-l I
, lj ' - J 
l 
--j- f"Xp(:jTz;)} -+-- (2.40) 
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2. T desconhecido; substitui-se o valor de T dado em (2.36) na equ~ão (2.39), obter-se-a 
uma equação somente em função dos ff.. A derivada é 
/i~ S(t I,)~ 
J 
zij e.xp(§Tzh) 
1 + exp(§7~h) · 
A expressão acima pode ser simplificada substituindo alguns valores já conhecido, logo 
t. 
~ {1 + exp(§T~JY +- 1 + 
S(t I z) {to4 I + oxp(§T';JJ} -",_----'1'~--- f: th 
r I: th log[l + exp(§7 zh}] h=l 
h=l 
(2.41) 
Com base nas informação acima, o intervalo de 100(1- a)% de confiança para S(t I z) é 
dado por (L31). 
Utilizando o módulo IML do SAS, foi desenvolvido o programa PAMLEAS.PRG 
(Apêndice D3.8)para ajustar o modelo Jogistiw exponencial quando T é conhecido (2.28) e testar 
seus parâmetros, tal como ealcular as estimativas da funç.iio de sobrevivência (2.39) e a variãncia 
de S(L I z) dado por (L30) com a derivada da funçM de sobrevivência expressada em (2.40). 
2.5. Modelo J.,ogÍstico Exponencial por Partes para AnáJise de Sobrevivência. 
Na análise de sobrevivência há situações onde a função de risco nào é constante durante 
todo o perÍodo do ~~studo; porém, pode ser constante em fragmentos deste perÍodo. Por exemplo, 
suponha uma situHçào onde o risco é uma cons!-ante -\1 até nm determinado tempo t1, e uma 
constante .-\2 até um tempo t 2, e assim por diante. 
Então, 
.\(') = { 
seo::;t<tt 
se t 1 :::; t < oo 
a função densidade é dada por 
..\1 exp(- .-\t) 
.:1. 2 exp(- ..\1 t 1) exp(- ..\2( t " t 1)) 
e a função de sobrevivência é dado por 
S(t) = { 
exp(- .\1t) 





O estudo descrito acima pode ser estendido a uma situação onde as covariáveis usadas 
no modelo tem caracterlsticas continuas, sujeitas a mudanças no tempo, e o tipo de mudança na 
rnaioria. das vezes é desconhecida, Poderia ser por exemplo, variações aleatórias dependendo de 
muitos fatores nào e.ontrolados, ou alguma dependência de covariáveis no tempo, cuja relaçào é 
difÍdl de ser estabelecida. Uma solução é transformar uma variável contlnua em discreta, 
entretanto, pode haver perdas de informação e uma pergunta que surge é se esta é a forma 
corret.a de resolver tais problemas. 
Suponha~se que pacientes com câncer indicam uma alta taxa. de mortalidade nos 
primeiros anos após diagnósticos, mas pacientes que sobrevivem à este perÍodo crÍtico reagem 
melhor a doença. Neste caso não é possível ajustar uma função de distribuição simples, i.e., de 
fOrma matemática simples, de modo que cubra a variação dos dados. 
Seja T o perÍodo de investigação e M = 1, 2, ... , k são pontos fixos (O< t 1 < ... < tk < oo) 
at-é que uma mudança na função de sobrevivência ocorra. Estes pontos podem ser sugeridos por 
disposição gráfica. Cada intervalo apresentará um novo conjunto de medidas, i.e., para o i··ésimo 
indivÍduo 110 intervalo Jk = [t.k, tk+ 1), de comprimento Tk = tk+l - tk> k = O, I, 2, ... , M-1; o 
conjunto de covariáveis é z{; = (zlki> Zzki• ... , zpki), que podem ser f,omadas até o último 
contato corn o i-ésimo indivÍduo observado durante -o intervalo Jk. Geralmente as funções de 
sobrevivência, podem pertencer a diferentes famÍlias, entretanto na prátiça, observ.a-se que são 
membros diferentes de uma mesma famllia. Freqüentemente aproxima-se esta distribuição 




A taxa d~ risco do i-ésirno indivÍduo no k-ésimo intervalo é denotado por ).ik' as .. -sumindo 
que \k >O para cada (i, k). 
A relação logÍstico-exponencial sob o perlodo Ik é escrito por 
log 
P,(rkiz) 
q,(r, I z) 
para k =O, l, .~., M-1. 
= log 
1 • oxp[- Àdzh] 
exp[- ..\k(z.)rk J 
Para tk :.-::; t < tk+l as probabilidades de falhas e sobrevivências são 





Supondo que os dados são agrupados em intervalos fixos, mas também se conhecem os 
tempos individuais de mortes, então tki representa o tempo no qual o i-ésimo índiv:duo foi visto 
pela úhima vez no intervalo [tk, tk+l), i.e 
tki = ti 
tki ::::: tk+l 
se ti < tk+l 
se ti 2': tk+ 1 
Seja Tki = tki - tk (O < Tki $ rk) o tempo que o indivÍduo i permaneceu no intervalo k. 
Para melhor ~nt,endimento considera-se, por exemplo, um estudo onde observam-se alguns 
indidduos por um perlodo de 12 meses. Supondo que este dados foram agrupados em intervalos 
de 6 meses, logo k::::O, L Suponha-se que um indivÍduo tem tempo de falha ti = 10 meses. Este 
indivÍduo sobrevive ao primeiro intervalo de 6 meses e vem a falhar no segundo intervalo; então 
t01 :::: 6 e t1;:::: 10, com r 0; :::: 6- O = 6 e r 1;:::: 10- 6 = 4. 
Seja ;;:;ki o coHjunto de caracterlstica.s medidas para o i-ésimo indivÍduo no intervalo 
[tk, tk+ 1). Nota-se que o vetor das covariâveis pode ser observado a cada intervalo, porém, 
quando;; são medidos uma única vez, os zki podem ser substítuidos por ;;:;1• 
Ddine~se a. variável dicotômica ókl• 
1 se o i-ésimo indidduo morre até tkl 
O se o i-ésimo indivÍduo vive até tlci 
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Substituindo óí, ~<; e t1 em (2.32) por óki, zki e rki• respeçtivamente, a função de 
verossimilhança para o intervalo [ tk, tk+l) é 
Lk(rk, 1k• §) ~ fr [ Àk(,~) fici exp(- A,(,k;) rk;]· 
i=l 
(2.50) 
Nota-se que, somente os indivÍduos mortos no intervalo e ainda vivos após 'l"k são excluidos a 
cada intervalo, e a verossimilhança total é 
M-1 




As equações normais são: 
t (2.53) 
i=l 
com k =O, 1, .. , , ~'1-1; 
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com j ::::: 1, 2, ... , p; portanto 
(2.54) 
A matriz das derivadas segundas é: 
]} 
(2.55) 
."\"" '\:'"""' 1 *T *) 0ki ki \H n { [ ' T ] =L ~zkij -----~-~-:2 zkiv exp(~rk ~ !j Z; ---------;:r:-:-- rk -
k=Oi=l [l+exp(-lk-i} zi)J lo~l+exp(rk+/! <:;)] 
Capf~ulo 2: Modelo ~tko em Análi&e de Sobrevivênci&. 53 




);a obtenção dos estimadores dos parâmetros desconhecidos, o proeedimento usado foi o 
de Newton -R..s.phson, já mencionado anteriormente. Como valores iniciais podem-se considerar 
/31 = ... = t3p ~.::: 0 e i'k = O, k = 1 , 2, ... , M-1. 
Usando (2.54) - (2.56) segue que 
é a matriz assint.Otica de variãncia e covar\ância para (y, fZ). 
A função de sobrevivência estimada para t.k < t.kí ::; tk+I' i.e para tki E lk é 
Pk ~esq- J .l,(z) du) ,, 
tki 
~ex>{- .\k(z) j d" ) ~"r(- .l,(z) [tk;- tJ) 
'k 
sulntituindo o n\!or de .\kú:) dado por (2A9) na expressão acima tem-se 
'k! 
Pk =eJq{- ~~i log(l+exp(·h+§*TzkJ])=exr{log[l+exp(i'k+§*Tzki)rlk) 
Portanto, 
rki 
= [ 1 + exp(?k + ,[JH:~;k)] - --r'k 
7 oi 
[I+ (~xp(i'o + .§*Tzôi)r 1'(} 
(2 .. 58) 
(2.S9) 
Assim, a variância <ISsintótica de Sk(t I z) é dado por [G(&) JT var(§) G(t?), onde G(&) é um 
vetor linha sendo que os seus elementos são as derivadas de S(t I ;:) em relação a Tk e .Jj. Por 
exemplo, as derivadas de S(t j ;:) quando os dados estã.o agrupados em três intervalos são: 
To· 
Ô~o S(t I z) =- Ti'~ exp{ro + .q*Tzõ) {I+ exp(ro + gnz~í)r rd - 1 * 
7 li 7 2i 
[ 1 + exp(/1 + ê*Tz;)]- ~[1 + exp{/2 + .q-nz;)r 1'2 (2.60) 
'li 
ô~l S(t) 0'.) =- ';: exp(J'I + é'*Tzij) {1 + exp(J'l + §*Tzi)r 71- 1 * 
7 0i 7 2i 
[ 1 + exp( i o + ,§nzô1) ] - ----rQ [ 1 + exp( Tz + _IJ.nzii)]- T2 (2.61) 
''2' 
!j~ exphz + §nz;) {1 + exp(/'z + .qnz;;)r ri-- l * 
7 0i 7 li 
[ 1 + exp(/0 + ,qnzõ) J -1'()[1 + exp(/1 + .'}Hzi)r --r"1 (2.62) 
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'm '21 
[l+exp(r0 +§Hzõí>] -TD[l+exp{J2+§*rz2i)r12" + 
'oi 'Il 
( 1 + exp(;·0 + .§nzõ) J -Tü[t + exp("l'l + §nz;j)r TI }. (2.63) 
l'sando (2.60) - (2.63) segue que 
[ 
/ 1 S(t I •) J 
~§ S(t I •) • 
é o vetor da:s derivadas de S(t I z). Utilizando as informações acima contruiu-se intervalos de 
100(1 · Ci)% de confiança para S(t I z). 
O programa PAMLEPAS.PRG (Apêndice D3.9), foi desenvovido com o intuito de 
ajustar o modelo logistico exponencial por partes (2.46), tal como estimar a função de 
sobn:-vh·ência S(t j z) através de (2.59) e .a varii>nda da função de sobrevivêJwia dada em (1.30). 
2.6. Extensão do Modelo LogL'ltiro Exponencial. 
.\lantel e Hankey [1978] assumiram que o logaritmo da probabilidade condicional de 
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falha é uma função das variáveis regressaras e do tempo, e a equação (2.17) pode ser modificada 
para 
(2.63) 
i= 1, 2, ... , n e k:::: O, 1, ... , Ti, onde qki = 1- Pki é a probabilidade que o i-ésimo indiv(duo 
falhe no int-ervalo de tempo k condicionado a não ter respondido em nenhum intervalo de tempo 
anterior. Os valores de qki dependem das variáveis regressaras ..,1 e do intervalo de tempo k. 
Quando h(k) é conhecido ou espf'cificado, este moddo pode ser empregado a fim de analisar os 
dados, tal como ava!br o papel das variáveis regressora.s, sem necessariamente assumir função de 
risco constante. Na ausênda de uma forma conhedda ou espeCÍfica para h(k) pode ser 
aproximado de uma maneira grosseira por um polinômio de gra.u s em k 
h(k) - t 01 k1 
l=l 
onde B0 é omitido, pois será embutido em !30 na equação (2.63). 
Então, substituindo h(k) em (2.63) obtém-se 
portanto 
log Pki = ;Fz. + 
Gki - l 
qki= -------[e-_cl~~--c-----"'J 






Seja ti o tempo de resposta para o i-ésimo indiv(duo. Este tempo pode ser contÍnuo ou 
1. Tempo cont~nuo quando o t<?mpo exato de resposta é observado, nest~~ caso o 
krnpo entra no modelo como uma covariável e a extensão do modelo logÍstíço fi<:a semelhante 
ao modelo logÍstico da seeção 2.3, onde (2.64) é da forma 
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sendo que o s é o grau do polinômio a ser considerado no modelo. 
2. Tem);Xl discreto quando o tempo está representado por intervalos, T; reprt-senta o 
intervalo de tempo onde as falhas oçorrem (6; :::::: 1) ou Ti representa o número de intervalo no 
fim do qual não houve falha (<\ = O). Este modelo é disc-utido por Mantel e Hankey [1978] e 
serão apresentados alguns de seus resultados. 
A funçào de verossimilhança é dado por 
[ [ ] T.] n P;T. ' log L = ?,: ói !og qiT ~ + L log qki •=l J k=l 
que é linear nos parâmetros. 
A primeira e segunda derivadas parciais do logaritmo da verossimilhança são 
0~ log L~ 
J 















.L '" k ko;,l )j 
â2 _ ~ T; Lu 




Para estimar os parâmetros, consídt>ra-se que a funçiio risco é constante, B1 .são todos 
iguais a zero, e entra-se com valores ink-ials para os fJ/ Um possÍvel conjunto de valores iniciais 
para os ,3j são {30 = ;91 = .. , = f3p = O. Estima-se os parâmetros pelo método de ~ewton­
Raphson da mesma forma que foi estimado na secção 2.2. Em seg1Jida usa-se est.es parâmetros 
estimados como valores iniciais dos j3j e para os 81 = O, para estimar os parâmetros quandü 
todos estão induÍdos. 
A funçào de sobrevivência estimada é 
1 (2.75) 
Portanto a variânda assintótica de S(t I z) é dado por [G(&) ]T var(@) G(Q), onde G(Q) é um 
vetor linha sendo que os seus elementos são as derivadas de S(t I z) em relw;ão a ;Jj e a 01. 
A derivada acima fica complicada e extensR quando T1 é muito grande. Uma solução é 
considerar g(8) ::::: log S(tl z)) assim 
T; 
G{B):::::- L !og[ 1 + exp( ;p'l.i + 
k;;;;;l 





De {2.79) e (2.80) tem-se que 
ll@ G(O)j, _f}_ G(O) &8 
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é a vetor das derivadas de logaritmo da f1mção de sobrevivênda. Utilizando as informações 
acima, WHtruiu-se inrervalos de 100(1- o:)% de confiança para logaritmo de S(t I z). 
2.7. Aplic.a.çã.o. 
Nesta secção, estuda-se novamente os dados do exemplo 1 introduzido no CapÍtulo 1 • 
sobre sobrevivência de pacientes com myeloma múltiplo, com o intuito de ilustrar os métodos 
expostos adma. 
Algumas suposiç&..s a respeito do planejament-o se fez necessário, antes de ajustar 
qualquer modelo. Supõe-se que todos pacientes entraram no estudo no mesmo instant-e e foram 
seguidos por um tempo r ou entrando em t-empos diferentt,s porém seg11idos por um mesmo 
tempo r pré-fixado. 
Foi considerado o tempo r o:= 20 meses como o tempo fixado para observaç.ào, portanto, 
os dados censurados antes deste perÍodo foram descartados., assim como os. pacientes mortos após 
este perÍodo foram considerados no modelo corno vivo.'>. 
As. suposiÇÕC's acima foram consideradas para todos os moddos aqui analisados. 
Para o modelo logÍstico e sua ext.ensã.o, o pron~dimento LOGlSTIC do SAS estima e 
testa os parâmetros, porém para calcular a estimativa da função de sobrevivência foi 
desenvolvido um programa at ravl>s do procedimento nlL doSAS. f' ES\"SLAS.P RG{ Apé·ndice D3. 7 ). 
Para os modelos loglstico exponencial e expon<.'nci;\1 por partes foram desenvolvidos Oii 
programas de computador PA\ILEAS.PRG {Apêndin~ D3.8) (: PA\ILF:PAS.PRG( Apendice D3.9), 
respectivamente, para estimar e testar os parâmetros do modelo. bem como para cakular as 
estimativas da função de sobre-.·i; éncia e os respectivos int<.'rvalos de confianç-a. 
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A. Ajuste dos Modelos. 
A L Modelo LogÍstico. 
No caso desta <1-plicaçào, há interesse em determinar quais fatores prognósticos 
importantes no status de sobrevivência de paciente-s com rnydoma múltiplo. No ajuste do 
modelo foram considerado 53 pacientes dos 65, pois 12 destes foram perdidos de observação, i.e, 
censurados antes de 20 meses. Define-se a variável resposta por 
1 
o 
se indivÍduo (i) morreu antes dos 20 meses 
se indivÍduo (i) sobreviveu aos 20 m<->ses 
Este moddo, pode ser ajustado usando o pto('(·dlmento LOGISTIC do software 
estatÍstico SAS, que tem como opçáo métodos de seleçâ.o de (".avariáveis. !\este c.aso empregou-se 
o método STEPWISE. (ver Hosmer and Lemeshow [1984) - Cap. 3). Três variávds, LOGBFN, 
PBJU e TOTSORO estavam relacionadas com o status do paciente após o periodo de 
observação. Portanto, o modelo ajustado para cada paciente é dado por: 
Os resultados estão sumarizados na tabela abaixo. 
Tabela 2.2 - Estirna.;ão dos coefíc.ient-es de regressão para o modelo logÍstico. 
VAIUÁVE1S p Erro-padrão p-vnlue 
INTERCEPTO 10<6866 3.4457 0.0019 
LOGBUN -3.4352 1.3716 0.0123 
PBJU -2.0750 0<7645 0<0066 
TOTSORO -0.3746 0<1800 0.0374 
Para testar, a hipótese ;31= ;32 = j33 = O, usou-se o teste da raúo de verossimilhança 
(L35). O valor do teste estatístico encontrado foi 17.!')32, fjUC é uma \ 2 com 3 graus de liberd.:<de 
(p-value = 0.000.5). Portanto há evidências de que as çovarláveis LOGBliX. PBH) e TOTSORO 
estão relacionados com o status do paciente com myeloma múltiplo. 
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A2. Modelo Log:stico Exponencial . 
Como foi verificado no Capltulo 1, os tempos de sobrevivênda rel;u:ionados aos 
pacientes com mycloma mtíltiplo possuem distribui<;ã-o exponencial; uma condição necessária 




se o indivÍduo (i) morreu antes dos 20 meses 
se o indi\•fduo (i) sobreviveu aos 20 meses 
Este modelo foi ajustado usando o programa PA!\lLEAS.PRG (Apêndice 03.8). 
Proced,~u-se da seguinte forma: 
(1) ajustou-se o modelo onde somente o intercepto foi considerado; 
(2) ajustou-se para cô.da covariável um modelo logÍstico exponencial simples, i.e .. 
modelo incluindo o intercepto e a resp(•ctiva covariável e comparou-se este último com o modelo 
inicial (1) através do teste da razão de verossimilhança dado em (1.35). O nÍvel descrítivo 
(p-value) do teste determina a inclusão da rt>spe<:tiva covariável (p-value < 25%); 
(3) ajustou-se o modelo considerando todas as covariáveis selecionadas em (2) e 
testou-se a nulidade de cada um de seus coelióentes, atr;1xés da estatÍstica de \Vald expressada 
em (1.33). A exclusão de cada covariável é determinada pelo nÍvel descritivo do respectivo te-ste 
de Wald (p-value > 5%); 
(4) ajustou-se o modelo sem as covariávels excluídas em (3) e comparou-se este com 
o modelo (3) através da estatística da razão de verossimilhança. Assim as covariáveís LOGBUN 
e PBJ U mostraram evidencias de risco para os padentes observados nos 20 primeiros meses com 
m,_veloma múltiplo. Portanto, o modelo ajustado para cada paciente é dado por 
log 
Os resultados estão sumarizados na tabela abaixo. 
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Para testar a hipótese ;31:::: f32 = O usou~se o testt~ da razão de veros.<Jimilhança, que 
resultou em x2 :=: 33.9162 com 2 gl (p-value :=: 0.0000). Logo rejeitou-se a hipótese dos j] sNem 
iguais a zero, i.e, as covariáveis LOGBUN e PBJU t--stão relacionados com status do paciente 
com rnyeloma múltiplo. 
A:-t Modelo I,og:stico Exponencial por Pa.rt.es. 
Neste modelo, o objetivo é verificar se a sobrevivência dos pacientes com myeloma 
múltiplo é diferente ao longo do tempo, isto é, paciente qtJe sobrevive aos primeiros meses 
reagem melhor ao mydoma múltiplo, e se os fatores prognósticos estão sujeitos a mudança no 
tempo. 
Supondo que o tem!)O de seguimento (r::::: 20), seja dividido em dois pontos ftxos, ou 




se o indiv:duo (i) morreu antes de rk 
se o indivÍduo (i) sobreviveu a rk 
e o ternpo de sobrevivénda relacionado ao i-ésimo pao:-iente no intervalo (k) é 
tki = ti 
tki :::: 1k 
se ti E rk 
se ti > rk 
Neste estudo as covariáveis foram aferidas uma única vez para cada paciente. 
Na busca do "melhor" modelo procedeu-se da mesma forma descrita no moddo anterior. 
Para ajustar e testar o modelo usou-se o programa PA}.-1LEPAS.PRG desenvolvido no módulo 
IML doSAS. O mo<.ldo logÍstico exponenc-ial para c-,ada paciente sob o !J"dodo rk é da forma 
Os resultados estão sumarizados na Tabe-la 2.4. 
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Tabela 2.4 ~ Estimação dos coeficientes de regressão para o modelo logfstico 
exponencial por partes. 
VARIÁVEIS jJ Erro-padrão p-value 
1:\TERCEPTO 1 - 7.1661 o. 7556 0.0000 
l~TERCEPT02 - 6.2664 0.7479 0.0000 
LOGBt:~ 2.3321 0.4344 o.oooo 
l\FEC 0.8112 0.3928 0.0389 
PBJV 0.8042 0.!5!0 0.0000 
TOTSORO 0.1770 0.0392 0.0000 
Nota-se que qlJando se divide o tempo de seguimento em intervalos, os resultados se 
alteram se çomparado com os modelos anteriores; ou seja, neste modelo além dos fatores de risco 
já detectados nos modelos anteriores, aparece também como fator de risco para os pacientes fOm 
myeloma múltiplo a covariável infecção {INFEC). 
A4. Extensão do Modelo LogÚ!tico. 
Não foi poss(vel ajust.ar o modelo log~st.ico, extensão de \Iantel e Hankey [1978], para os 
dados referentes ao estudo de padentes com rnyeloma. múltiplo, porque ao incluir o polinômio do 
tempo de grau 1 ou grau 2 como covariáveis, o método de Newt.on-Raphson empregado para 
estimar os parâmetros ;J não convergiu. (número de observações insuficiente para o modelo) 
B. Intervalos de \...onfiança. para a Função Sobrevivência nos Modelos Al, A2 e A3. 
Com o intuito de comparar os rnoddos loglstkos estimou-se a funr;.ão de sobrevivência 
S(t z) para. cada paciente e construiu-se intervalos de coufiança de 95% de t'onfiança. Os 
n-;sultados encontram-se na Tabela C2 (Apêndice C). Os cálculos foram feitos utilizando os 
programas PES\'SLAS.PRG no modelo logÍstico linear, PAMLEAS.PRG no modelo logÍstico 
exponencial e PA:\ILEPAS.PRG no modelo loglst.ico exponencial por partes. 
D. Gráfico. 
Para ilustrar os resultados, procedeu-se da mesma forma do cap~tulo anterior. Construi-
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se gráücos das estimativas da função de sobrevlvência e seus respectivos erros padrão, 
considerando-se os três modelos ajustados acima, para os quatro primeiros pacientes, com o 
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Figura 2.1.- Intervalos de confiança para estimativa da função de sobrevivênda no mock!o 
LogÍstico Linear, Log[stico Expon{'llcial e Loglstiw Exponencial por Partes, 
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D. Condus.ão. 
Os gráficos anteriores, mostram que em média a função de sobrevívêncía estimada 
através do modelo Al se distãncia dos valores estimados nos outros dois modelos quando o 
tempo é considerado, e seus erros padrão apresentaram estimativas superiores aos demais, com 
exceção para alguns paciente. 
Considerando os modelos A2 e A3, as estimativas da função de sobrevivência individual 
são próximas nos dois modelos, e os intervalos de confianç,as aparentam ser con..'~lstentes ern 
ambos os modelos. Portanto, uma vez que se conht'ce o tempo de falha individual destes 
pacientes e este por sua vez possui distribuição exponencial, ambos os modelos parecem, explicar 
bem os riscos re!adonados a estes pacientes. 
CAPÍTUlO 3 
MODELO DE Rl'GRESSÃO EXPONENCIAL POR PARTES 
3.1 - Introdução 
Em situiições onde o numero de indivfduos observados é rnuito grande, tal que os 
tempos de sobrevivência podem ser agrupa{los em intervalos e, a<> variáveis wncomita.ntes 
aferidas para cada indivÍduo são categóricos. o método de t.abt'la de vida, nsnalmente empregado 
para estimar a distribuição de sobrevivênda, pode ser de grande utilidade. Porém, para analisar 
o efeito dru; variáveis concomitantes na sobrevivênci.a dos indivÍduos é necessário construir para 
cada combinação do..s nh.:eis das covariáveis uma tabela de vida distinta, embora a análise possa 
ser re.~odizada globalmente incluindo essas- distintas tabelas. Para melhor compreensào considere o 
exemplo abajxo. 
Exemplo 3.1. Laird e Olivier~198l], apresentN.ram um conjunto de dados, onde 
estudaram a sobreviYência de 1970 pacíentes submetidos a tran~p!ante de rim. Os fãtores de 
interesse são: 
1. Tipo de Doador, com 2 categorias: CAD (doador morto) e LRD (doador vivo); 
2. Grau de Compatibilidade, com .) categorias crescentes: O. 1, 2, 3, 4; 
O perlodo de seguimento foi dividido em 16 intervalos de tempos. A partir de t~tis informações. 
67 
construiu-se 10 tabda.s de vidas referentes a combinaçõt>s das categorias da..,; 2 variá\·eis de 
interesse (2x5=::10), como pode ser visualizado na Tabela 3.1 abaixo. 
Tabela 3.1- Tabela...<; de vida para pacientes submetidos a transplante de rim. 
CAD 
Tempo 
o - 7d 
7 - !5d 
15 - 21d 
21 - 30d 
1 - 2m 
2 - 3m 
3 - 6m 
6 - 9m 
9 - 12m 
1 - 1.5a 
L5 - 2a 
2 - 2.5a 
2.5 - 3a 
3 - 3.5a. 
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Holford(l980j e Laird et ai [1981], estudaram o uso do modelo log~linear, empregado {'n1 
análise de dados categóricos, para caracterizar dados de sobrevivência dispostos como no 
exemplo acima, Holford havia demonstrado que os estimadores de máxima verossimilhança do 
modelo de risco log-linear, quando as eovariáveis sã<! categóricas e os modelos estruturais são 
Poisson, exponenc-ial por partes e multinomial, são equivalentes. Laird et ai demonstrar<lm a 
equivalê.ncla do modelo log-linear para. médias das caselas da tabela de conting('n<::ia com 
estrutura de Poisson. com o modelo de riseo log-linear quando a distribuição dos tempos de 
sobrevivência é exponencial por partes e a.'> covariáveis são categóricas. 
O objetivo d<Ste capÍtulo é estudar o uso do modelo exponencial por partes em situações 
de análise de sobrevi\-encia, como o segundo modelo alternativo aos usuais modelos de regrt>S,'iao 
paramhrico e de Cox e comparar este modelo com o loglstico exponendal por partes. A 
correspondência entre os modelos log-lineares com estrutura de Pol.,;son, exponencial por partes e 
multüwmial nas abordagens de Holford e Laird et al são revistas com o objetivo de fornecer 
fundamentos para o uso de pacotes compntac.ionais. 
Na secç.iio 3.2 é apresentado o modelo exponencial por partes para dados de 
sobrevivência provenientes de tabelas de vida. A relação entre a regressão loglst.ica exponendal 
por p<ntes e exponencial por partes é dada na secção 3.3. A secção 3A trata da corr<---Spondência 
<'1lt.re os modelos de Poisson, exponencial por partes e multinomia!. E finalmente na secção :.).5 a 
reprodução dos resultados utilizando os dados do exemplo 3.1 apres~ntados por Laird et al [1981] 
e uma aplicação aos dados do exemplo 1 do CapÍtulo L 
3.2. Modelo Exponencial por Partes. 
O modelo exponencial por partes pode ser utilizado quando o intervalo de tempo e 
particionado em k intervalos de tempo mutuameute exdusivos Jk, k = 1, ... , K, tal qu<: a 
função risco é constante em cada intervalo. As presuposlção básicas neste modelo são: 
L censuras ocorrem uniformemente; 
2. as probabilidades de falha são pequenas dentro de cada intervalo. 
Quando as coYarlá\·eis são consideradas, os modelos exponenciais por partes irão depender do 
lipo de covltriáveis consider<s.das. Entre outros, Holford [1980] c-onsiderou no seu modelo 
covariáveis do t.ipo contÍnuo e/ou discretas e Laird et al (19$1) utilizou o modt~lo exponencial 
por partes quando as covariávf'is Nam categóricas. 
Basícament~. quando a.s covariáveis sfio contÍuua'> e/ou discretas. a função risco é 
apresentada por 
CapÍtulo 3- Modelo de Regressii.o E:l:ponencial por paries 
t E lk, k::::l,2, ... , K, 
onde: 
~* = (z 1 . z-. •... , zP) vetor de covariáveis, 
i}*: é o vdor cohma dos parâmetros d<:'sconhe-cidos que especÍfica os efeitos das wvariáveis. 
Ik: reprCS('/lta o intervalo. 
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13.1 I 
-\: é a função risco da exponendal çom função dens-idade de probabilidade f(t) = ,\ exp(-Àt). 
1\'o modelo com variáveis categóricas, denota-se por Àk a função risco constante em cada 
intervalo Ik e a função rísco do modelo será: 
À E Ik• com k=1,2, ... , K; 
onde: 
s*: é a rnat.riz de planejamento que espedfica os nÍn·is das p covariáveis categóríca.s; isto é . 
.x:* = (:sr :s:2, .... sp)· 
De (3.2), obt(.m-se que 
ek = Àk(t-, x) = Àk e::-;:p(_<}nx*) = exp{ log .-\ + §*Tx*), (3.3) 
com !}* = (.§1 .... , i}p), /3í :::: CB11, ,Bi2• 
número de nÍveis da covariável i. 
PnJ· = L 2, .... p, J 1. 2, ... , li, onde j é o 
' 
Considera-S<~ o exemplo 3.1 para a.s covariáveis tipo de doador, c.om 2 n~veis (1 1 2) e 
grau de compatibilidade. com 5 nlveis (12 = 5). 
Como k ::o 1, ... , K, o modelo completo incorporando o efeito do tempo é o seguinte: 
log(,! = §T::;. 
com J!T= (121, ... , ,@p, il-r) e::;.= ( Xt, ... , -Xp, ::;.T)· 
(3.4) 
Laird et al empregaram a notação usual de modelo log-linear em tabelru; de contingência 
para caracterizar o modelo de risco exponencial p-or partes (3.4). A equação acima pode ser 
reescrita corno 
log f) ::;: p. + Po (I k) + t 
j::::l 
fJ; Ul + 
onde: 
p: méd.ia ger;l.l 
!;.K 
2.::: t-loi(lk, j) + 
j,k 
v,, 
' Ljl._,,_ ·') + ... 
•• / 11 \J· J 
" 
J.lj U) : efeito prim:ipal do j-~sírno nivel da cova.riáxel i na wbrevivéncia. 
" - efeito de intera.--ão nos nÍ\·eis J. c j' 1 das conuiávd i e i 1 na sobre\'ivéncia. 
'i/(j,j')" ., 
O modelo da matriz de planej.;mwnto é o de diferen~·a d<l médih<;;, de t-al modo que 
(3.5) 
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Observa-se que a função nsco do rnode!o (3.3) .:onsidera na matriz de planejamento ~* 
nnic-arnent.e o efeito das covariáveis e o efeito do tempo é dado por .Àk. Incorporando este último 
deito na matriz ;s:, 
log ·\ ::;::; f3o + Rr 
sendo ,80 a média geral. Portanto, 
>.k = exp(}30 + Ih ). 
Observa-seque a matriz 4 reparametrizadacomoexplíc-ado adma., tem ( 1 +(1 1- 1 )+ ... +(lp-1)+(k-l )) 
colunas de efeitos principais e (1 1 x I 2 X . , • X I P x k) linhas. 
Para ilustração, suponha um estudo onde foram aferidas para cada individuo 2 
covariáveis categóricas, i ::;::; 1,2. a covariável 1 com 2 nlveis de resposta e a covatiável 2 com 3 
nÍveis, í.e, 11 o::: 2 e !2 ::::: 3. Suponha ainda que estes indivÍduos foram seguidos por um perÍodo de 
tempo dividido em trii-s intervalos mutllamente exclusivo. isto é Ik, k = 1, 2, 3. Assim o modelo 
exponencial por partt>s com efeito principal é dado por 
ek = >.k[t., ~) = .Àk e:xp(q"'x*) 'k = 1,2,3. 
Portanto, 
1 1 o 
1 o 1 [Pul :::,:.* = 1 -1 -1 'e rl* = /321 . -1 1 o 
-1 o 1 P, 
-1 -1 -1 
Logo, 
1 1 1 o 1 o 
1 1 1 o o 1 
1 1 1 o -1 -1 
1 1 o I 1 o 
1 1 o 1 o 1 
1 1 o 1 -1 "1 ~80 1 1 -1 -1 1 o Pu 
1 -1 -1 o 1 
logQ=:-,:
7 !}=1 1 1-1-1-1-l .8-zl • 1 -1 1 o 1 o !3n 
' 1 -1 1 o o l 
1 -1 1 o -1 -1 li~J> 1 -1 o l 1 o 
1 -1 o 1 o 1 _83'} 
l-101-1-1 
1 -1 -1 -1 1 o J 
- 1 -1 -1 -1 o -1 
Ll-l-1-1-1-l 
Ca.pltulo 3 - Modelo de ~ Exponencial por partes 
onde: 
.30 =:: média geraL 
,3 11 :::o efeito principal do nÍvd 1 d;t covariávd 1 na sobre\·ivêw:ia; 
J,n :;:; eft>iw principal do nÍvel 1 da covariá\-el 2 na sobrevivência; 
_8 22 :;:; efeito principal do nÍvel 2 da covariáve! 2 na sobrevivência; 
;131 :::o efóto princípal do intervalo de tempo 1 na sobreviv~nóa; 
_1332 :::o deito principal do intervalo de ternpo 2 na sobrevivhncia; 
sob as restrições do modelo: 
;3 11 :::o- 3 11 é o efeito priucípal do nÍvel 2 da covariáve-1 1 na sobrevivência; 
3 23 = - {;321 + J 22 ) ê o efeito principal do nÍvel 3 da covariável 2 na sobrevivência; 
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.833 :::o -{ 331 + 332 ) é o efeito principal do intervalo de tt>mpo 3 na sobrevivência; portanto, 
,\1 :::o exp {_80 + _8 31 ), >.2 = exp (/30 + ;132 ) e A3 = exp (,80 + {333 ). 
Supondo que n individues são observados e seja 0:\ a função de risco constante no 
intervalo Ik e (lki a variável dicotômica tal que 
se o i-ésimo individuo falha no intervalo Ik 
' ' - ' l. 'd · f 11 · I I ' para k :::o se o 1-eomno m< lVl uo nao a 1a no mterva o k 
A funçáo de verossimílhança para os indivÍduos no intervalo Ik é dada por 
e a verossimilhança total é 




log L(€) = L...-
k,,l 
K 
L(Q) = II Lk(Bk). 
k=l 
dk = L 6ki- é o número de falhas no intervalo Ik; 
i=l 
l. ... h:. 





Qnando os dados estão repres.entados em tabelas de vida, <:orno mostra. a Tabeb .}. L Tk 
pode ser calculado diretamente, i.e, 
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onde I-\, Dk e Wk são dados da Tabela 3.1 e rk é o comprimento do intervalo Ik-
Substituindo-se o valor de ek dado em (3.3) n.a equação (3.9), tem-se que 
log L(i}) 
diferenciando a equação acima com respeito a cada um dos parãmetros, obtém-se 





O estimador de máxima verossimilhança i} para os parâmetros do modelo é obtido 
igualaudo (3.11) a zero. obt-endo um sistema de e-quações que usualmente não são !inear{'s. Assim 
são nt)cessários procedimentos iterativos para encontrar i}. O procedimento empregado foi o 
:"l"ewton-Raphson, subsecção l.S.l, com valores iniciais de f}= Q. 
Neste caso é de interesse estimar a probabilidade de um indivÍduo sobreviver ao 
iiJtervalo Ij+l = [tj, tj+d dado que sobreviveu a tj, j = O, 1, ... , k-1. Assim, para cada 
combinação dos niveis das covariá,-eis, a taxa. de risco é constante em cada intervalo. Logo 
(3.13) 
A probabilidade de nm indiv\duo sobrevivam t_ onde tk < t. < tk+l é 
r 
onde pk = e.xp I' -
- tk 
Logo, 
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Portanto, o logaritmo de menos Sk(t I x) é 
k-1 
- !og ~(tI x):::::. L Bj+l (t"j+t- t1) + Bk(t- tk), 
j;;;oQ 
onde Bk expressado em (3.3) é o risco referente ao intervalo Ik. A estimativa de (3.15) é 
Da secção L6 t.ern-se que 
\'a+ log S,lti xJj = [ iJ~ I· log S(t] x))fj I·'(}) r 0~ I· log S(t] x))]. 
- J L J 
onde 
o~:(· log S(t.] x)) = 
" 







Com base nas informações adma, o intervalo de 100(1-o-)% de confiança para(- log S(t)) 
é dado por (1.31). 
Foi desenvolvido o programa de computador no módulo IML do SAS 
(PAMEPTV.PRG, Apêndice D3.l0), para estimar os par.ii.mctros do modelo exponencial por 
partes com covariáveis categóricas, tal como o menoo logaritmo da função de sobrevivência em 
cada intervalo e para construir intervalos de- confiança. 
Por outro lado, quando as co variáveis são contÍnuas e/ou diBcretas, a função rísco (3. l) 
para o modelo exponencial por partes, pode ser expressada por 
t E lk• k=I.2 ..... K 
onde: 
30k = log(.\) que f: o risco constante no intervalo Ik. qqe a'.'Sume valore-s difere-nte>; a cada 
intt'rvalo; 
sr é o efeito da j-éslma covariável no modelo: 
;::t: éoconjuntodefatoresde risco(wmriávds) medidas para o i-ésimo individuo no intenalolk. 
!'\ota-se que o vetor das covaríáveís pode ser observado uma única vez ou a cada intervalo. 
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Para ilustrar, suponha que n indivldnos foram estudados durante um certo periodo de 
t<'lllpo e observou-oJe que o ris<:o associado não era constante durante todo o perÍodo, porém 
constante em intNvalos de temp\), Assirn particionou-se o tempo em k intervalos mutuamente 
exclusivo. onde foram aferidas p covariáveis contlnuas e/ou discretas medidas a cada interva!oik. 
O modelo exponencial por partes incluindo tais covariáveis é dado por (3.18) onde 
,k ~I 
1 2kn 2kl2 2klp fiok 
1 2k2l 2kn 2k2p fi, 
' p~ 
l 2knl 2ku2 2knp Pp 
z.k; é a tnatriz de covariáveis medidas no Ít1t<-rvalo Ik; 
;30k: é o risco constante no intervalo Jk, a'>S<lmindo valores diferentes a cada intervalo; 
Bj: é o efeito n~sodado a j-ésima covarilivel. 
Nota-se que os índi~·lduos que falharam no k-ésimo intervalo, não são mais observados no 
(k+1)-ésimo intervalo. Assim, a função (3.9) pode ser expressada por 
K 
log L( 30,. !3') ~ L 
n 
L; [õki (fok + ft''Tzk)- tki exp(ftok + ;:!*TzkJ]. 
k=l i=l 
Logo. 
U( B ) ~ · Ok "g--log L(Pok· §') ~ 
Uf.'Qk 
E a matriz das derivadas s<>gnndas é: 
v :Jl ;;;:: 
· Ok 
n 
2::: zkij [óki - tki exp(/3ok + J!''*TzJti)]. 
Í=l 









\ . o I 1(3 ''I- ,~ t jP + p*T·*' k- 1 ,_.,,,. ")4) J,.,k .. J;;;:: ----,=----3 ·,3 og "· Ok" i:! --L zkij ki exp ,Jok i! tk,;J · - , · .. · n\· ·-
ô Ok'j j i:=l 
Cap~tulo 3 - Modelo d~ Regresaio Exponendal por parW.s 75 
'Csa.ndo (3.22)- (3.24) a matriz assintótica de variãncia e covariãncia é dada por 
v -(k+p)x(k+p) -
Para estimar os parâmetros do modelo exponencial por partes quando as covariáveis são 
contÍnuas e/ou discretas e as informações são it:dividuais, foi de~>envolvldo o programa 
PA.\IEP.PRG no módulo lML doSAS, Apêndice D3.1L No\.a-se que neste novo contexto Tk é a 
sorna dos tempos de sobrevivência exatos de cada individuo no intervalo Ik. Este programa 
permite estimar a função de sobrevivência e construir ink'tYa}os de 100(1-a)% de confiança para 
a mesma. 
3.3. Relação entre o Modelo Logfstico Exponencial por Parf.es e Exponencial por Partes. 
l'ma. vez que o modelo logÍstico exponencial por partes e log-linear exponencial por 
partes já foram definidos nas secções (2.5) e (3,2), respect.ivarnente, neste momento será 
introduzido sonwnte o neces,;;iirío para atingir o objetivo de Vf'rificar a relação dos dois modelos 
considerando covariáveis contÍnuas e/ou discretas. 
Recordando, seja rk o comprimento do intervalo entre os tempos t.k e tk+l e a função 
loglstica exponencial por partes dada em (2A6), sob o perÍodo Ik é 
log 
Pk(rk \ ~) 
qk(rk\~) 
::::: log 
1 + exp[- .. \(z) Tk] 
oxp[- Àk(,) rd k::::::O. 1, ... , K (3.25) 
onde qk(rk I z) e Pk(rk \ z) est.âo definidos em (2.47) e (2.48). re.~pectívamente. A probabilidade 
de sobrevi,:ência correspoudente ao tempo t E lk, i.e., tk ::; t. < tk+l foí Yeríficado em (2.59) no 
CapÍtulo 2, secção 2.5 que é dada por 
St'·J- l - {rr-r ] 
k{ I Z, ,J- j"'O ll + exp(Boj + !}*·t'l.,'j) 
(1.26) 
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Por outt·o lado. o modelo baseado no risco da exponencial por partes é dado por 
(3.27) 
onde o ntor dos to~?fidentes a relacionados aos fatores de risco z não são necessariamente os 
,., f3' • mesmos que os coedCJell es ~ nas equaçoes (3-.25) e (3.26). A função sobrevivência 
conespondente a (3.27) para tk S t < ~+lê 
(3.29) 
l.Jma rel~ão entre uma regressão logÍstica exponencial por p;utes e o ca<;o do modelo de 
risco log-linear exponeucial por partes com Àk(i) :;:;:- >.k, onde _,\k é constante dentro do intervalo 
Ik é agora estudado. Para o modelo log~stico exponencial por partes ern (3.26) o menos 
logaritmo de Sk{t) ~: ~)é dado por 
k-1 
2:: (.3 .. 30) 
j=:O 
ondt~ uk = exp[- J 0k - }Hii;J A <-:xpressão pode ser aproximada através da expansào dtc &:érie de 
Taylor, como 
se _]_ é pequeno. A aproximação 
"' 
exp[ ;30j + _fj*T ;~;j] + "P' ·J _J_. ;J*Tz•j exl'Ok''! k· 
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~ I:Àj(t) exp(QT<;n [tj+t- tjj 
J=Ü 
(.1.32) 
a equação (3.32) sugere a correspondência natural fiok = log [-rk'\], k = 1, .... K e 3j ~ uj, 
j = 1, ... , p. Nota-se que o comprimento do intervalo -rk afeta diretamente o coeficiente J0k na 
regressão logistica exponencial por partes. 
3..4. Unificação dos Modelos Exponencial por Partes, Poisson e Multinomial. 
O objetivo desta secção é apresentar a equivalência estudada por Holford [1980], entre os 
parâmetros da regressão de Poisson, regressão exponencial por partes e regressão multinomíaL 
sob cerras condições particulares, com uma finalidade primordial: permitir o uso de pacotes 
computacionais conhecidos a fim de estimar os parâmetros de regressão de um modelo. através 
de seu eqnivalente correspondente. 
Para tanto, é apresentado o modelo de regressão de Poisson para análise de dados de 
sobrevivenüa provenientes de tabelas de vida (Tabela 3.1) e equivalência deste com o modelo 
exponencial por partes secção 3.2 e o multinomiaL 
3.4.1 Modelo de Rcgres.'>ão de Poisson. 
A regressão de Poisson foi definida por Koch [198.11 como método estatlstícos para 
analisar a relação entn~ uma contagem obserntda que segue distribuição de Poisson e urn 
conjunto de variáveis exploratórias independentes. 
O modelo de reg1·essào pode representaL por exemplo: 
1. Contagem de bactúrias ou vÍrus para um conjunto de diferentes diluição e/oll 
condições ambient;;is. 
2. Número de falhas de um determinad-O equipamento durante operações diversa..<;. 
3. Estatlsiiols vitais pertencentes à mortalidade ou morbida.de infantiL 
4. Incidência de câncer de 1mm amostra da-«sifica<la segundo caracter~stica 
demográficas t~ outrBs caratterÍsticas. 
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SuponhH-se que d4 repre,;(•nta contagens independentes. com distribuição de Poisson, 
com valor esperado B = B~, onde :s: é a matriz de planejamento que espeCÍfica os nh·eis das p 
covariáveis categóricas. O modelo de regressão de Poisson aprest>ntado por Koch [1983] é 
m4 = T~ G(:s:; 1}), 
onde: 
m~ J. o \·alo r esperado do número de eventos dx i i.e., m4 = E (d~ J 
T 4 é a população exposta ao risco 
G(s, ,}) é uma fuJJçào real conhecida dos X e de!} que especÍfka a relação entre os riscos. 
(3.33) 
Especificando, G(4, §) = exp(§T4:), onde §T = (ft0, ftp ., . , fip) é o vetor de parâmet-ros 
desconhecidos, wm Bj representando o parâmetro que determina a contribui(,·âo de xj, 
j =O, 1, ... ,p (X;) =::: 1). O modelo (3.33) é o modelo log-Jinear com estrut-ura de Poisson. 
Considere agora um estudo envolvendo uma amostra de n indiv\duos. onde para cada 
indivÍduo está associado um conjunto de caracterÍsticas x, alguns desses individuas apresentam 
as mesmas caractedsticas, podendo assim ser agrupados em subconjuntos da amostra. Seja 
k o::- 1, ... , K inde:-o>dor dos subconjuntos da amostra, para os quais :S:k :::o (xkl• xk2, --·. xkp)T 
representa o vetor de p variáveis concomitantes linearmente independente, onde p:::; K, seja 
dk = d:Sk o número de eventos para o k-ésin10 subconjunto da amostra, e Tk = T ~k a população 
exposta ao risco correspondente. Sob o suposto que dk tem distribuição de Poisson independente, 
com valor esperado mk;;:::; m~k' a função de verossimilhança para oo dados é 
I{ 
L(d I m) ~ I1 
k:"'l 
( :L34) 
onde d = (d1, d2, ... , d1.ç)T e 111 = (m 1, m2, ... , mK)T. As equações de máxima verossimilhança 
são obtidas substituindo-se o valor de mk dado em (3.33) na equação adma, e diferenciando o 
logaritrno da máxima verossimilhança com respeito a cada um dos parâmetros, i.e. 
I( 
log L(d )111) = L { dk §T:\k- Tkexp(dT.::;k)} +A 
k=l 
K 
ondtc A = L { dk log Tk- log dk!} é constant.e. A d<•rí\·ad<t primeira é 
k:o::l 




i m) ~ ~ L 
k=l 
K 
Tk xkj expC;JT :\k) + L 
k:=l 
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e as d<erivadas s.egundit~ são 
(3.37) 
O estinwdor de máxima verossimilhança @ para os parâmetros do modelo Jog-linear 
{3.33) é obtido igualando as equações (3.36) a zero, obtendo-se um sistema de equaçÕt's que 
usualmente ni\o tem solução e:xpÜcita, i.e., não são lineares. Assim. são necessários 
procedimentos ite1·ativos para calcular ,@. O procedimento empregado é o método de :'•iewloll-
Ra.phson dado na subsecç<lo 1.5.1. pois este converge rapidamente se as seguintes condições silo 
satisfeitas; 
i-.::> tem posto completo p; 
li - O modelo apresenta os residuos (d - rU) pequenos e não eorrelacionados com 
outras variávt:'is exploratórias; 
iii- As contagens d são suficientemente grandes afim de que QT;s: ~ )'(n €111 virtude 
do Teorema Central do Limite. 
As condições {ii) e (iii} garantem que i} ~ X [.e; V(0)} onde V(.}) é a inv<:rsa de 
H{;3). Logo, pode-se testar a hipótese usando a estatÍstica de Wald descrita em (1.32). 
Exemplo 3.2: Aplicação da Regressão de Poisson em modelos log-lineares. Os dados 
apres0ntados na Tabela .3,2 são contagens de células de bactérias em divisão, considerando 4 
grupos experimentais. Eles foram estudados por Vieir-a [1988] e analisados por \Vada, 








C.klulas em divisão 
6. 7, 7, 8, 8, lO, 8. 9, 6, 5 
4, 3. 7' 5, 4, 5, 4, 7' 5, 7 
6. 5, 8, 4, 6, 11, 3. 1 L 9. ú 
Para cada gTupo t'xperimental h = 1, 2, 3, 4, a compatibilidade dos dados com a 
distribuição de PoL'!..'iOn com 1-"alor esperado exp(f'hl pode ser inn~stigado ajustando o modelo 
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log-linear (3.32) com Th:::: ls e Xh = ls , onde sh :::: 10. 10, 10. 10, denota o número de réplica..<; 
'h h 
para cada grupo experimentaL Neste raso, as equações de máxima verossimilhança (3.36) tem 
solução explÍcita 
onde dih denota a contagem para a i-ésima réplica no h-é-simo grupo experimental. A variância 
estimada correspoll(.k,nte é 
Assim, os resultados ,Bh e seus respectivos erros padrão para os dados da Tabela 3.2 estão 













Para t.estar se a divisão de células no grupo controle é igual ao do grupo CoAc, a hipótese de 
interesse é H0: ;3 1 :::: ;1 2 .::::? H0: 81 - (32 =O q\le é a mesma coísa que testar H0: Cf! = Q, onde 
C:::: [ 1 -1 O O] e J = [_31 , !32 , ;33 , ,34]. :\este caso a estatística de Wald é 
e seu resultado Qw = 4.18í5 indica que o teste é significante ao nÍvel de significânóa de .5%, 
i.e, existe evidência.'! dE' que as contagens das células em divisão do grupo .;;ontrole diferem da 
contagem do grupo CoAc. 
3.4.2. Modelo de Poisson em Análise de Sobrevivêncla. 
Ho!fúrd [1980} seguindo é\ mtsrna linha do modelo dísçutido na suhse.::ção anterior, 
discutiu a aplicação do modelo log-linear para taxas de Poisson. porém, usando um novo 
contexto, i. e., T deixa de ser a população exposta ao risco e passa a representar o kmpo total 
de seguimellto dos indívÍduos (•xpostos. 
Em seguida. Laird et. al [1981], compartilhando os pensamentos de Holford. 
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apresentaramornesmomodeloquando o tempo total é particionado em k int.crvalos, k = l, , , . , K 
e o número de fnlhas entre (tk, tk+Jl' condicionado a Tk (tempo total de seguimento dos 
individuas expostos no iut.ervalo Ik) tem dist.ribuição de Poisson com E(dkl Tk) = mk = 8kTk, 
i.e., wm parâmdros que são o produto do número esperado de falha com o tempo total de 
segttimento dos individuas expostos ao intervalo Ik. 
Assim, as informações apresentadas na Tabela 3.1, podem ser resumidas em tabe!a.s de 
contígêntia contendo as dua_q informações necessárias para a análise: o número de mortes ( dk) e 
o tempo total de exposição dos indivÍduos (Tk calculado por J.lO), em cada combinação dos 
nÍveis das covariáveis e dos iuterYalos do tempo como mostram as tabelas abaixo. 
Tabela 3.3- :"\Úmero de mortes 110 intervalo pelo tipo de do<~dor e grau de compatibilidade. 
TIPO CAD(mort.o) LRD(vivo) 
Grau 
Tempo Comp. o 1 2 3 4 o 1 2 3 4 
--~~- 13 -16 20 8 o o 2 14 4 1 
15d 18 :?5 20 4 1 1 o 7 3 2 
21d 14 12 18 8 o 1 1 3 5 1 
lrn 13 17 18 lO o o 2 4 7 1 
2m 21 43 36 14 1 3 5 31 8 5 
3m 14 30 26 2 3 1 3 21 1 1 
6m 23 35 36 10 2 2 2 27 8 4 
9m 8 11 o 5 o o o 14 3 1 
la 3 16 10 1 o o 1 11 1 2 
l..5a 4 9 11 3 o o 2 9 o o 
2a 9 6 7 4 1 o o 10 1 2 
2.5a 2 8 8 o 1 o o 7 2 1 
3a 3 4 6 o 1 o 1 3 1 
3.5a 2 3 5 1 o o o 2 1 
4a 1 1 o o o o o o 
> 4a o 1 o 2 o o o o o o 
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Tabela. 3.4- Total de tempo seguimento de indivÍduos expostos aQ risco no intervalo pelo 
tipo de doador e grau de compatibilidade. 
----~-··-
TIPO CAD(morto) LRD(vivo) 
----
Grau 
Tempo Comp. o 1 2 3 4 o 1 2 3 4 
7d 1648.5 2646.0 2681.0 882.0 126.0 140.0 329.0 2821.0 ll34.0 1144.5 
15d 1760.0 2860.0 2904.0 960.0 140.0 1.56.0 368.0 3140.0 1268.0 1296.0 
21d 1224.0 2034.0 2064.0 684.0 102.0 111.0 273.0 2325.0 927.0 96:!.0 
lm 1714.:) 2920.5 2934.0 94.'5.0 153.0 162.0 396.0 3456.0 1336 .. 5 1435.5 
2m .520-5.0 8835.0 8970.0 2190.0 495.0 495.0 1215.0 10995.0 42:30.0 4695.0 
3m 4680.0 7740.0 8040.0 2.'550.0 43.').0 435.0 1095.0 10215.0 4095.0 4605.0 
6rn 12375.0 20'295.0 21330.0 7110.0 1080.0 1170.0 3060.0 28485.0 11880.0 13.190.0 
9m 10980.0 18225.0 19440.0 643.5.0 990.0 1080.0 2970.0 26640.0 1138.').0 13365.0 
la 10485.0 17010.0 18720.0 6165.0 990.0 1080.0 2925.0 25515.0 1120.5.0 13230.0 
1.5a :!0340.0 317!0,0 :~55.50.0 11970.0 1980.0 21Gü.ü 5.180.0 49230.0 223"20.0 26280.1) 
2a 18-990.0 :304:?0.0 33210.0 ll!OO.O 1890.0 2160.0 5400.0 46800.0 220,50.0 25740.0 
2.:)a 16290.0 250:?0.0 27270.0 9360.0 1260.0 1980.0 Et040.0 39780.0 20070.0 23040.0 
3a 12420.0 18540.0 19350.0 7110.0 540.0 1800.0 3870.0 30060.0 16740.0 17820.0 
3.5a 8370.0 13140.0 13590.0 .)040.0 360.0 13.')0.0 2790.0 21510.0 12690.0 12240.0 
4a 4680.0 7380,0 8640.0 2970.0 360.0 810.0 1890.0 13770.0 8100.0 7560.0 
L 1a l44!l,Q 2Jf1Q,Q .JfW!l,!l lli!QJL 180.0 3lillJL~91J1JL.J1llllJL 
Nota: Tk = (Ek · (Dk + Wk)/2)Tk, onde E. D. W são dados na Tabcla3.1 e r é<;> comprimento do intervalo em diw;. 
A definiçcio ou e.ó'co\ha da função de ligação torna-se a.ssim instrum('nto de grande 
importância para a inv~stíga;;ão da adequação do modelo. Suj>onha que foram aferidas ~r<'l cada 
indivÍduo, p covarláveis categóricas de interesse. Assumindo--se que a taxa de falha 




x: é a matriz de planejam<"nt.o que espt>cÍfica os nlveis das p covariáveis cowomitantes e 
incorpora o efeit.o do tempo, como visto na SK"Ção 3.2. 
;}: é o vetor coluna dos parâmetros desconhecidos que espeç~fíca os efeitos das covariáveis e do 
tem1)o. 
Lembrando ,1inda que os dados podem, ser representados por tabela.-, de contingência, 
sendo que o valor ~sperado em cada case la é mk ;:;:;: Bk T k que é a média da distribuiçào de 
PoissorJ. tem-se 
log rnk = log Ôk + log Tk 
onde Bk é dado por (3.38). Logo 
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(3.39) 
que é a taxa de risco a ser modelada em cada casela. 
Assim, as equações de máxima verossimilhança usadas para estimar os 3 são 
equivalentes a (3.36), pois a única diferença entre estas e o modelo da subsecção 3A.l e a 
defilliçào de T. 
P<ua ajustar o modelo de Poisson pode~se usar o programa PAMEPTV.PRG, 
desenvolvido para o ajuste do modelo exponencial por partes, uma vez que as equações máxima 
n~rossimilhança expressadas em (::L36) e (3.11), respectivamente são as mesmas. Levando em 
conta estes resultados, Ho!ford [1980] enunciou um teorema unificando o estimador de máxima 
verossimilhança para o modelos exponendal por partes, Poí.~son e ~1ultlnomiaL 
3.4.3. Teorema de Uolford. 
Suponha que Ok:::: exp(a + ,Jn;.;k), onde xkT:::: ( xkl' xk2, ... , xkp) é o conjunto de 
covadáveis categóricas e JT = (J 1. 3 2, ... , ,8p) os efeitos associados as covariáveis. O cstirnador 
de máxíma verossimilhança para } é equintlente para 
k = 1, 2, ... , K 
onde i indexao indivÍduo e tki é o tempo de fa.lha do t~ésimo indivÍduo; 
k = l, 2, .... K, 
onde dk é o número de falhas no intervalo Ik e Tk é o tempo total de seguimento dos indiv:duoJS 
expostos ao risco no intervalo Ik. 
(íii). dKxl Multinomial{ I\.:xl· d) k :::: l. 2 .... ' K. 
onde 




A funçiio de verossimilhança exponencial por partes da secção 3.2 é agora expressa por 
K nk 
L(ll) = II II [ek] ókí exp( - elhJ , 
k,J i==l 
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o logaritmo da função de n~rossimilhança é 
!\ nk K 
"EP~ L ;[[bk1log0k-OkTkij= L[clklogOk-OkTk]· 
k=o] i=ol k=l 
(3.40) 
Substituindo ek = exp( a + §*T :s:1) na equação ante-rior e derivando em rdação aus parâmetros 
u e ~J e igualando as equações à zero. A j*ésima equação que deve ser resolvida em ordem para 
errwntrar o estimador de máxirna verossimilhança para i} é 
l'(J) ~ 
De (3.41) tem-se que 
exp(G) = 
L Tk exp(,~-nsk) 
k;= 1 
substituindo (3.43) em (3.42) obt.ém-se a equaç.ão 
que é a equação a ser relsovida para estimar {!, 




jT ke,j dk exp{ - Ok T k) 
dk! 
o logarit.mo da função acima é 
K K 





o primeiro termo de (3.45) é igual a (.1.40) e o segundo {~ urna cons1<~nte 
K 




~PO = ÓEP + A. 
Logo o estimador de máxima wrossirni!hança de _iJ em (3A?i) e (3.40) são equivalentes e 
<'xprcssa.dos em (3.4.4), 
Finalment-e a função de verossimilhança da distribuição multinomial é 
J( I P, I dk 
L(Pk) ~ d! I1 d , . 
k:o:l k' 
1\ K K 
ondelog L(Pk);:::::; log d! + L dklog Pk- L log dk! , sujeito a restriçÃo L Pk = 1, tem-se que 
k=l k~l k=l 
K K 
Ql\-l::::: Log L(Pk) = iog d! + '2.::: dk log Pk- À (:2.= 
k=l k=l 
Substituindo-se. pk =h Tk exp(o + enxD ohtém~se 
L Tk 
k=l 
Derivando-se a equação acima ern relação aos parâmet.ros a, §e ,\obtém-se 
a K 
U(J.J= aJ. <>,=·L 
k=l 
" represent-ando-se T:::: L Tk, de (:3.47) tem-se que 
k=l 
exp(a) = T 1{--·-----
L Tk exp{Q'*TxkJ 
k=l 
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De (3.48) Td ( 3.51) K 
exp(a) I: Tk exp(@n~k) 
k"'l 
Por fim, subBtituindo-se (3.50) e (3.51) em (3.49) obtém-se 
=o. 
Logo verifica··se que a equaçâú ac.ima é identica a equação obtida ern (3.44). Assim o 
estimador de mit:dtna verossimilhança de 'ª em (i) - (iii) são equivalentes. o que implica que os 
estimadorcs de máxima verossimilhança de .f! podem ser enco!ltrados usaudo qualquer um dos 
modelos acima. Entretanto, se há interesse em estimar a probabilid<Uie de sobreviv0nda 
associada a cada indivÍduo, o modelo exponencial por partes ou Poisson é o adequado. sendo 
inviável a utilização do modelo mnltinomia! uma vez que o estimador de má:-.:ima 
verossimilhança de à difere neste com os demais. 
O programa PAMLOGH\1 (Ap{>ndke D3.12), foi desenvolvido com intuito de ajustar o 
modelo log-linear multinornial definido em (Hi), uma vez que os procedimentos conhec-idos para 
o ajuste de tal modelo, por exemplo, CAT!\fOD (pNcedimento próprio para ajuste de moddo 
!og~lin<'Bl' pal"a dados cat-egôricos} doSAS não fornecem o estimador de máxima verossimilhança 
para o modelo com eslrntura da multinomial apresentada por Holford. 
3.5. Exemplo. 
Com o int.uiw de ilustrar a teoria acima desen\'olvida, çonsiderou-se num primeiro 
inst.ant.e os dadosdaTabela3.1pat·aapreowntar alguns resultados discutidos por Laird et a! fl%1]. 
Estes resultados foram obtidos pelo ajuste do modelo de regressão exponencial por partes sob 
estirnadores de máxima wrossimilhança. através do prograrna computacional PAMEPT\'.PHG 
(ver Apêndice D3.10). 
Como uma primeira. anállse usou-se os dados como mostram as Tabelas 3.3 e 3.4. i.e, 
considerou-se os 16 íntervalos de tempo e a.s 5 categorias de grau de compatibilidade, a.justotl-se 
um modelo com efeitos prindpais do tipo de doador, grau de compatibilidade e tempo. O 
modelo é dado por: 
'• 
log .\{t; ~):;;:: P + Poo .J +L 
k j=l 
Cap~tu!o 3 - Moddo de Regressão E;qx.>nencial por ~es 
onde: 





): efeito principal associado ao tipo de doador na sobrevivência, 11 = 2: 
Pz(Jzf efeito principal associado ao grau de compatibilidade na sobrevivência, 11 :::::: 5; 
f.lo(Ikf efeito principal associado ao intervalo de tempo, k:::::: 1, 2, ... ,16. 
K 
'fJlo(k) =O. Os efeitos estimados para este 
modelo estão sumarizados na tabela abaixo. 
Tabela 3.5- EstimatiYas de máxima verossimilhança dos pRràmetros e seus respectivos 
erros padrão. 
PARÂMJ\'TRO Estimativa. E.rro-Padrão 
-------
" - 7.4686 0.0677 111( l) 0.3403 0.0409 
• 11] (2) - 0.340;3 
112( ()) 0.2579 0.0809 
11 2{1) 0.2337 0.0703 
f1zp) 0.1982 0.0.')\JS 
~"2(3) 0.0031 0.084\J 
• P:t(4.) - 0.5929 
Jlo(t) 2.0434 0.1216 
l'otzl 1.9967 0.1198 
Po(3) 2.0809 0.1321 
11o(4l L85.'}0 0.1253 
í1o(l>) 1.5749 0.0937 
11o(6) 1.1833 0.1101 
f1o(7) 0.5695 0.0970 
flo(s) - 0.4737 0.1475 
11o(9) - 0.4938 O.l.')lú 
f.1o(IO} - 1.3132 O.!G:JO 
11o(ll) - 1.2092 0.1!594 
Pop2) - 1.31313 0.18.1(; 
1-1o(J3) - 1.4444 0.? 175 
flo(14) - 1.3852 0.2488 
fio( 1 s) - '2.2073 0.4715 
"' f1o(IB) - 1.4156 
Ajuste do modelo QL = 154.8109 (p-value = (l.U}99) 
Nota: (t)- Valore-s obtidos sob as rest.riçô(•s do modelo. 
87 
EsinJ;: es1imativas indicam que o risco é menor parn os pacientes com maior grau d" 
wrnpat.ibilidade e o doador Vi\·o {LRD), e que o perÍodo lrnediatamente ;;eguido ao transplame 
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apt<~scnta um risco relat-ivamente alto, que dimínui com o tempo. As estinvJ.th·as .suget~õlll que os 
efeitos do grau de compatibilidade é não linear, sendo que as diferenças entre os três primeiros 
graus; são pequena.:;; assim, decidiu-se juntar os três reduziudo para 3 niveis o grau de 
<.ompatibi!idade (0-2.3.4). Os efeitos relacionados aos inten-a!os de tempo sugerem que podem 
ser redívididos, reduzindo de 16 para 5 intervalos. A diüsão correspondente a.QS novos interV<dos 
é 0-1 mês, 1-3 meses, 3-6 meses, 6 meses- l ano, e> 1 ano. Assim, os dados da Tabda 3.:1 e a.4 
forarn reduzidos a uma tabela 3x2x5 (11::::: 2 e 12 = 3). 
Por fim. apresenta-se o modelo reduzido contendo o efeito principal do tempo e os 
efeitos combinados dos nlveis de grau de compatibilidade e tlpo de doador. O modelo é 
1t 12 
onde 
Log >.(t: :i:) = P + Po (I kl + L Jl12 0/), 
jj'"" l 
w efeito da média total da tabela; 
p0(Ik): efeito priudpal associado ao intervalo de tempo. k ::::: L 2 . ... ,5: 
p 11(.W): efeito combinado ao tipo de doador com grau de compHilbilidade na sobrevivência 
com j = 1, 2 e j' ::::: 1, 2, 3; por exemplo 11 12{ ll) é o deito combinado do tipo de 
doador (CAD) çom grau de çompatibilidade {0-2). 
As restrições do 
tabela abaixo. 
modelo são E Po(U = E P121;;'l k k .. / w ,, = O. Os resultados estão sumarizados na 
Tabela 3.6- Estimativas de máxima verossimilhança dos parâmetros e seus respectivos 
erros padrão. 
--·----
PARÂMETRO Estimativa Erro--Padrão 
p - 7.1190 0.0728 
Po(tl 1.5639 0.0.')75 
Pop} 0.9826 0.0.)90 
Po(3) 0.14.50 0.0727 
Jlo(4) - 0.9077 0.0878 
• Po(5) - L 7838 
fiJ2(1l) 0.6214 0.0789 
~"12{12) 0.5:107 0.1200 
1112(13) 0.4190 0:2680 
f1J2(21) 0.00.54 o.ong 
Jll2(21) - 0.4248 0.1~110 
' h2(23) - 1.1517 
Ajuste do modelo QL::::: 28.0099 (p-value = 0.109): __ _ 
Nota:(*)- Valores obtidos sob as restri~·ões do modelo. 
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Figura 3-1- Aju.s.te das curvas de sobrevivência . 
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. -\ Figura 3.1 mostra a curva da sobrevivência estimada, considerando os seis grupos, 
í.e., para as combinações dos nÍveis de grau de compatibilid11de e tipo de doador ao longo do 
tempo. :\otô-se que os indi.-iduos eujo tipo de doador é vivo e com alto grau de compatibilidade 
possui maior prob;lhllidade dt' sobrevivê-nçia que os outros grupos. Conclui-se que o tipo de 
doador m<tis adequado é vivo e quanto maior o grau dt' compatibílidad<\ maior a sobrevivência. 
Nota-se ainda pdo gráfico. que dois ou três intervalos de lt.>mpo devem ser suficientes para 
caracterizar a função de sohreviYéll(~ía dos pacientt>s transplantados. 
CAPÍTUlO 4 
APLICAÇÃO A l"M CASO REAL. 
4.1. Problema. 
Será conS: :i<-rado um eStlldo de ensaios elinico sobre cndorniocardiofihrosc1, conduzido 
pelo INCOR (Jn,;;~ituto do Coração - Hospital das ClÍnicas S.P). Este estudo envolvem 151 
pad<'JHes que po(~-:-:-iam ser indicados para cirurgia ou simplesmente rt.'ceber trfltarnento dlniro 
dependendo da su,s da..;;se funcional. A classe funcíonal t_, COlliiJ.ituida das categorias: 
1- quando ü ~;aciente não apresenta sintomas que é cardíaco 
2- quando c, ; .. acíent~~ é cardjaco e nào se altera quando exerce um grande esforço 
:l - quando c ;)acú:nte é cardiaco necessitamo de pouc-o esforço para se cansar e 
,l - quando c ~·<Kiente é cardÍaco e se cansa. ao menor esforço. 
Os p<1.rientes que :·úrem dassifitados hmdo "-'> d11sses funrion<tis 3 ou 4 são designados para 
cirúrgia exceto ;;.:~udes que apresentam (~m St'll quadro clinico algum fator que venha int.:rferir 
1: é ,;ma do,;nça car;::..::;·riu;da por fibrose nos ventrÍnllo~ esquerdo, Jireito ou em ambos: i.e., os ventrÍculos ~il.o 
tomados por fibrlli' ·~'~" impedem a drn>laçào do sangue, fa<endo com que o coração tenha \U1l mal 
funcionamento. 
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no sucesso da operação; por exemplo, pacientes hipertensos. Assim, os pacientes foram divididos 
em 2 tratamentos: cirúrgico (com 81 pacientes) e clÍnicos (com 70 pacientes). Dos 81 pacientes 
do tratamento cirúrgico 21 faleceram, sendo que dos 70 do grupo clÍnico faleceram 29. Foram 
aferidas para cada paciente dados relativos'a identificação do paciente, estado dÍnico. cirúrgico, 
eletrocardiograma (ECG ), exame.<: laboratóriais, ecocardiograma (ECO} e cateterismo {CA T). Os 
dados estão listados, na Tabda B2, do Apêndice B, página 122. 
Tabela 4.1. - Sumário das variáveis aferidas no estudo . 
IYARIAVEIS Descrição- Tipo NotaçãodO 
Tabela B2 
DADOS PESSOAIS 
NOME __ Iniciais do Nome do Paciente Caracter 
Idade do Paciente - Contmua (em anos) Z6 IDADE 
'iExo Sexo do Paciente Discreta F - Feminino Z7 
M - Masculino -coa·-- ~Cor do Padente Discreta BCA Branca 
}.fllL = ~fu!ata zs 
PTA = Preta 
PRIMEIRA Data da Primeira Consulta Data 
CIRURGIA Data da Cirurgia Datã 
ULTIMA Data da última Consulta Data --OBITO Data do Obito Data 
ESTADO CLINICO 
CFl Classe Funcional no Inkio Discreta 1 = Moder<u:la 
2 = Leve Z2 
3 =Alta 
4 = Intensa 
CF2 Classe Funcional Final Discreta 1 Moderada 
2 = Leve Z1 
3 =Alta 
4 = 1ntensa 
TlllST Tempo de Historia em anos Contmua Z9 
1NTFIBVD Intensidade de Fibrose de Ventn- Discreta 1 - Discreta 
cu lo Direito 2 =Moderada Z3 
3 = Intensa 
JNTFIBVE Intensidade de Fibrose do Ventn- Discreta 1 - Discreta 
cuJo Esquerdo 2 = Moderada Z4 
3 = Intensa .. 
DlSPNElA Dispnéia Discreta S =Sim ZIO--
N- Não 
--
Discreta · zrr--EDEMA Ederrla - s Sim 
1-xscrrc-
N =Não 
Zl2--Ascite Discreta S- Sim 
rbORPlif:C -Dor Precordial 
N =Não 
Zl3--Discreta S:::: Sim 
N- Não ------
S\11TRAL ·sopro .\1itral Discreta s Sim 214 L ____ . ____ N =Não . 
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Tabela 4.1- (Cominuação) . 
ARIAVEIS Descrição Tipo N ota.ção da 
Tabela B2 
STIUCUP Sopro Tricuspide Discreta S- Sim Zl5 
N- Não 
FIGA DO Flgado (tamanho em em) Conttnua Z16 
ESTALIDO Estalido Disereta S - Sim Zl1 
N=Nâo 
CIRURGIA 
RESSECVE Resseção da Fibrose VE Discreta S =Sim Z18 
N- Não 
RESSECVL Resseç.W da Fibrose VD Discreta s Sim zíli-
N =Não 
PROTESEl> Prótese Mitral Discreta S- Sim Z20 
N=Não 
PROTESE' Prótese Tricuspide Discreta S- Sim Z21 
N =Não 
PLASTICA Plástica da Valvula Discreta S- Sim Z22 
N =Não 
1---z,:l-RESSECPO Resseção pelo Apke Discreta S- Sim 
N - Não 
ECG 
FA Fibrilaç-ào Atrial Disc.reta S =Sim Z24 
N ::: Não 
SAD Sobrecarga AtriaJ Direita Discreta S- Sim Z25 
N- Não 
SVD Sobrecarga Ventricular Direita Discreta s Sim Z26 
N =Não -
SAE Sobrecarga Atrial Esquerda Discr('ta S- Sim Z27 
N- Não 
SVE Sobrecarga Ventricular Esquerda Discreta S- Sim Z28 
N =Não 
BRD Bloqueio do Ramo Direito Discreta S- -Sim Z29 
N- Nào 
BDAS Broqueio Discreta s Sim Z30 
N ::: Não 
BRE Bloqueio do Ramo Esquerdo Discreta S- Sim Z31 
N = Não 
AINATIVA Area Inativa Discreta s Sim Z32 
N =Não 
ALTT Alteração da Repolarizaçào Discreta S- Sim Z33 
Ventricular N =Não 
' 
LABORATORIO 
TP Tempo de Protrombina ContÍnua (Nl ± 100%) Z34 __ 
EOSINOFI Eosinofilia Contmua ( ±- 5 %) Z3~-
ECO 
ECOVE Diâmetro VentrÍculo Esquerdo Contínua Z36 
ECOA E Diâmetro Aorta Esquerda Contmua Z37 
ECOVD Diâmetro VentrJCuio Direito Contmua Z3~-
ECOAO Diâmetro Aorta Direit.a Con1-mua Z39 
' -
ECO FE Fração de Ejeçã~ Contmua zs 
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Tabela 4.1- (Continuação) . 
AIUAVEIS Descrição Tipo Notação da 
Tabela B2 
ECO IM lnsuficienda. Mitral Discreta S- Sim Z40 
N =Não 
ECOIT Insuficiencia Tricuspide Discreta S- Sim ---"-Z4l 
N- Não 
CAT 
CATAD Pressão Atrio Direito Contínua Z45 __ 
CATVDPS Pressão Sistólica do VD Contmua Z46 
CATVDPD Pressão DiMtólica Inicial VD Contmua Z47 
CATVDPD Pressão Diastolica Final VD Contutua _Z4~~ 
CATTPPS Pressão Sistólica Tronco Contmua Z49 
Pulmonar 
CATTPPD Pressão Diastolica Tronco Contmua. Z50 
Pulmonar 
CATCP Capilar Pulmonar Contmua Z51 
CATVEPS Pressã.o Sistólica VE Contmua Z52 
CATVEPDI Pr;ssâo Diastblica Iniciai VE Contmua 
-
Z53 
CATVEPD Pressão Diastólica Final VE Contmua 254 
CATAOPS Pressão Sistoiica Aórtic.a Contmua Z55 
-CATAOPD Pressão Diast.ólica Aórtica Continua Z56 
CATIM Insuficiência Mitral Discreta s Sim Z57 
N=Não 
CATIT Insuficiência Tricuspide Discreta S- Sim Z58 
N =Não 
CALCIF Ca!cificaçiio Discreta S- Sim Z59 
N=Não ----TEMPO 
TI Data do óbito-Data drúrgia ContÍnua (em dias) 
T2 Data do óbito-Data J!'! consulta Contmua (em dias) 
T3 Data da u!t cons-Data cirúrgia Contmua (em dias) -- ~--
T4 bata da ult - Data lg consulta Contmua (em dias) 
T5 Data círúrgia-Data I!'! consulta Contmua (em dias) 
TEMPO Tempo: T2 se o paciente morreu Contmua (em dias) "--
T4 se o paciente esta vivo 
h Status do Paciente Discreta l ~ Falha 
O =Censura 
TRATAM Tipo de Tratamento Discreta 1 ~ Cirúrgico "-
2 =Clínico 
4.2. Objetivo. 
O objetivo é esr;,belecer os fatores prognósticos de sobrevivência. de pacientes com 
Endomiocardiofibrose e veríficar se a cirurgia prolonga a vida dos pacientes em cornparJtÇão com 
tratament-o clÍnico. 
94 
4.3. Metodologia de Análise. 
Como a variável de inteH~sse é tempo de sobrevivência dos pacientes, que pode ser 
tempo de falba ou tempo censurado. Deve-se utilizar métodos de análise de sobrevivência, pois 
estes como já vistos, permitem iiH·orporar informações. a respeito do tempo Oe censura. O tempo 
de sobreviYéncia em dias pam cada paciente é: 
Tempo;;;; Data do óhit.o- Data da primeira consulta;;;; T2, 
~e o paeknte falhar, ou 
Tempo= Dat<J. da última consnlta- Data da primeira consulta;;;;: T4, 
se o paciente (• n·nsur<Jdo. 
Por exemplo, o primeiro p;t<;Í(•nt.e tem Tempo ::::: Data óbito- Data prinwira cousulta = 
l2íü9/81 - 10/09/80 :::: 3G7 dias. (n:r TFlbela B2, Api·nd!ce B, pógína 122) 
A. Dc;;critiva. 
SBlK·-s~: qw: na lll<liorla lhts wu·.s. a díf-.l ribuiçfio associ<1da 'a ariável aleatória Tempo Í.' 
1i o;:porn··ncinl. Foi feiti1 tlllH\ cmA!isc exploratôria ulili;oando as técnicas de ramo e folhas (fomw 
de sumnriz;n ü~ dados) e (]('S(~lliJO esquemático (traduz em um desenho as iuformações mais 
importantes.. tais romo nwdiam\., média, m(nimo, máximo e quartis) na busca de íudicações de 
l>Oss~veis dist rilmições <'LSsocirtda.s aos tempos. 
Numa segunda etapa da inve.st.igação utilizo\H:~e os tempos, lev;wdo em conta tempo;; 
censurado, para e~timar a função de sobr0vivência usando a tabela de vida. Traçou~~e os gráficos 
de interesse (secção 1..3.2) para verificar a distribuição adequada aos dados. Considerando 
somente a variável tempo e o indicador de censura, ajust.ou~se o modelo pararnétrko \Veibull e 
exponencial. 
t:ma exploraçào inicial se faz nece~''ário, 11fun de selecionar somente as variáveis que 
contribuem na sobrevivência de p<:Kientes que sofrem de endorniocardiofibrose. Portanto, foi feita 
uma auálise d(':scriLiva para investigar tais variáveis, verificar o st<'Ltus de sobrevivência (O :;;;. 
vinn; , 1 ::::; fakcídos) versus outras variáveis categóricas { no caso de con-tÍnuas a variável foi 
CiJI cgorlzada ). 
Primeiraml:'nlt' foi fcitH 11ma anillise d-· crit-lva dos dadoH composta de cálculos de 
rnédias, medimws. dcs1·ios padúio, valore" máximos -t' mÍnimos. Para cada uma das vari;ÍYeÍs 
discreta;; construiu-s~, uma tabela do:- \OJ\ting&ncia, u partir da qual testou-se a hipÓtese de 
igualdade de proporçôes (falha ou não fallw) pan 2 amostras indqwndeut.cs, utilizando-se da 
estatÍ::;tíca Qui - Qundr<~do de Pear"o11. Pilra cada UIJli\ da .. s varif1vcí.oc con\;uuas os dados foram 
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ditotomizados, isto é. dívldiu~se em duas categorias ( 2:: mediana e < mediana) e procedeu-se a 
análise CiliJmcgaudo-;o;e .a mesma técnica usada para a.s variáveis discretas. Nos ca.sos onde havia 
evidências de se rejeitar a hipót.esej prosseguiu-se a análise para dekctar quais realmente 
diferiam através do teste log-rank, para cornpar<~,ção dos tempos de sobrevivência dos grupos 
construidos cotno descrito acima (pela mediana). 
Após verific:n-se dctallHH]amente quais as variáveis independentes que mostraram SN 
importantes na sobn~vivência dos pacientes, foi invest.lg<~da também a existência de interação 
de.>ÜltJ com os twt.amentos rírúrgko e dÍ11ko. Procedn1-se da scgointe maneira: contruiu-se 
làbdRs de conting/nc-ia .. <; para wrificrtr H relaçiio entre tratamentos ( 1 ~ cirúrgico, 2 :;::: d1nico) 
\d~Us outras \'ariávels ('Oncornit.arrles utilizaudo-~e a <·st.at1stica :\ 2. 
H. l\1()dclos de Regressfw. 
FiHalmolte, cou1 o ímuito d\; ldentificnr fatores progirÓslicos importantes na 
s<Jbrcviyéncia de pitcientes c\Hll endomiorrndíofíbrose, aj11stou-se modelos de regressão. 


































L. Cn1sura Falha 
Quadro 4.1 HH.rno c Folhas dos tCmpoS(fc censura e fã!ha d"osc .. cPc"c,c.iec,c>tcecs-,=,c,cn-,=,=,d:ro=m::cicoc(:a=c=d"ico----' 
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Observando o quadro anterior pode-se fazer as seguintes observações a respdto dos 
conjuntos de valores em questão: 
i) t\o Ramo e Folhas dos tempos de falha há um destaque ao valor 46 - correspondente ao 
tempo de falha do pacieDte 18. Além deste está bem destacado o valor 3L Os demais valores 
est.iio com:enirados entre O e 23. Há urna acentuada assimetria em direção a valores gr.nndes. 
(ii) Olhando-se para o <1specto visual da distribuição dos tempos de falha e censura, faz sentido 
supor que tal conjunto de valores pudesse ser1 de alguma forma, considerado como provenientes 




































bl 500 <> 
Censura Falha 
Figura 4.1 ~Desenho esquemático correspondentes aos tempos de censura e falha dos pacíentes 
com endomiocardíofibrose. 
Na Fignra4.1, mais do que no Quadro4.1 apareceo real destaque do valor correBpondente ao 
paciente 18. Pode-se observar que para os tempos de censura a assimetria é menos acentuada do 
que nos tempos de falha. O tempo mediano de sobrevivência é maior nos padentes censurados. 
Cap:tulo 4o Aplicação a. um Caso Real. 
Tabela 4.2 ~Sumário da.s estatÍsticas para as variáveis contÍnuas. 
VARlAVEL N Média Mediana d.p 
IDADE 151 36.92 38 13.06 
THIST 136 4.29 3 4.17 
F! GADO 135 3.71 4 3.19 
TP 99 67.79 70 18.:!6 
EOSINOFI 108 5.64 2 11.48 
ECOVE 79 52.73 53 9.26 
ECOAE 77 42.54 41 9.62 
ECOVD 66 23.80 20 10.14 
ECO FE 0.7 0.73 0.75 0.09 
CATAO 111 14.62 16 6.81 
CATVDPS l12 44.87 40 2l.18 
CATVDPDI 100 6.15 6 5.65 
CATVDPDF 112 15.95 16 6.56 
CATTPPS 112 44.17 39.5 21.27 
CATTPPD 1]] 23.43 20 1].]4 
CATCP 116 20.94 20 9.85 
CATVEPS 115 119.52 ]]9 20.72 
CATVEPD1 106 4.42 o 6.37 
CATVEPDF 115 23.29 23 10.17 
CATAOPS 115 116.60 ]]4 20.27 
CATAOPD 114 76.94 78 10.94 
A2. Estimação da função de sobrevivência. 
Tahi-Ja. 4.3 ~ Tabela de vida para pacientes com Endomiocardiofibrose. 
INTERVALO 
TEMPO (t;) n! • d; wi +I; 
o f- 500 151 30 29 
500 1-- 1000 92 7 18 
1000 1-- 1500 67 6 18 
1500 1-- 2000 4:1 4 8 
2000 f- 2500 31 1 11 
2500 f- 3000 19 o 6 
3000 f- 3500 1:1 1 3 
3500 f- 4000 g o 4 
4000 f- 4500 5 o 3 
4500 + 2 1 1 
Nota::n~: 
d;: 
nÚmero de pacientes vivos no inÍcio do intervalo t; 
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2 3 4 5 
TEMPO (em milhares de dias) 
Figura 4.2- Curva de sobrevivéncia para pacientes com endomiocardiofihrose. 
A3. Investigação da distribuição dos tempos através de gráficos. 
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Figura 4.3 - ~fenos logaritmo da ta.xa de sobrevivimc.ia dos padentes com endomiocardiolibtose ao 
longo do t.empo. 
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Log (TEMPO) 
Figura 4.4- Logaritmo do menos logaritmo da taxa de sobrevivência dos pacientes com o logaritmo 
do tempo. 
A Figura 4.3 mostra que a relação entre menos o logaritmo da ta.xa de sobrevivência e o 
tempo de sobrevivência não é linear, portanto, a distribuição dos tempos não parece ser 
exponencial. Com relação a Figura 4A, também se nota que a relação não é linear excluindo 
assim a possibilidade de associar a distribuição Weibull para os !empos de sobrevivência. 
Tabela 4.4- Ajuste dos modelos de Weibull e exponenciaL 
-----~-- ~--
WEIBULL EXPONENCIAL 
VAlUÁVEIS jJ Erro Padrão P-valuc jJ Erro Padrão P-value 
·--~------·---
INTERCEPTO 8.8323 0.3317 0.0001 8.1613 0.1414 0.0000 
ESCALAR 1.8:371 0.2284 1 o 
O valor do teste multiplicador de Lagrange sob a hipótese H0: escalar= 1 é 17.6685 
( p-value = 0.0001 ). Portanto, rejeita-se a hipótese, J,e., os tempos não possuem distribuição 
exponenciaL 
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A4. Relação entre variá\·eis independentes e status de sobreYivência. 
Tabela. 4.5 + Sumário da..<> estatlst.icas. 
DISCRETAS CONTINUAS 
VARIÁVEL x' p-value VARI.ÁVEL x> p-va.lue 
--~SEXO 2.011 0.150 IDADE 0.511 --o.~·-
COR 1.993 0.574 THIST 3.152 0.076 (*} 
CF! 29.069 0.000 (•) FI GADO 12.452 0.000 (•) 
CF2 87.672 0.000 (•) TP 0.370 0.54:! 
INTFIBVD 9.250 0.010 (•) EOSINOFI 3.138 0.076 (*) 
INTFIBVE 4.078 0.130 ECOVE 0.017 0.898 
DlSPNEIA 0.910 0.340 ECOAE 0.002 0.969 
EDEMA 7.745 0.005(•) ECOVD 0.055 0.815 
ASC1TE 16.267 0.000 (•) ECO FE 1.932 0.165 
DORPREC 15.625 o.ooo I•) CATAO 3.310 0.069 
S.MlTRAL 0.129 0.720 CATVDPS 0.162 0.687 
STR1CUP 0.347 0.556 CATVDPDI 8.261 0.004 (•) 
ESTALIDO 0.844 0.358 CATVDPDF 2 . .581 0.108 
RESSECVE L27l 0.260 CATTPPS 3.366 0.067 
RESSECVD 0.315 0.574 CATTPPD 4.382 0.0:36 (•) 
PROTESE1I 0.7-52 0.386 CATCP 2.0-t8 0.152 
PROTESET 0.864 0.353 CATVEPS 0.1/9 0.672 
PLASTICA 6.049 0.014 (•) GATVEPDI 1.818 0.1 íl 
RESSECPO 9.164 0.002(•) CATVEPDF 2.191 0.139 
FA 4.511 0.034(•) CATAOPS 0.298 0.585 
SAD 0.003 0.953 CATAOPD 1.718 0.190 
SVD 0.263 0.608 
SAE 0.027 0.870 
SVE 0.536 0.464 
BRD 0.666 0.415 
BDAS 0.014 0.907 
BRE 1.891 0.169 
AINATIVA 3.921 0.048 (•) 
ALTT 0.213 0.645 
ECO IM 2.451 0.!17 
ECOIT 0.096 0.756 
CATIM 3.039 0.081 
CATIT 3.647 0.056 (*) 
CALCIF 0.538 0.463 
----
Nota: (•)~ variáveis cujo teste de igualdade de pr<>porçit.o ou te5te !ng~rank fnram ~jeitada.s ao nÍvel de 
signific·ância < 0.05. 
As variáveis tempo de história em anos (THIST), eosinofia (EOSINOFl), pressão do 
átrio direito (CATAO) e pressão sistólica do tronco pulmonar (CATTPPS) foram investigadas 
utilizando-se também o test.e log-rank. Este, por sua vez, mostrou-se significante para as 
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variáveis THIST (x2 = 3.5934, p-value = 0.0580) e EOSI:\OFI (x 2=3.7i4L p-value = 0.0521). 
A5. Relação e-ntre tratamento e variáveis. 
Tabela 4.6- Sumário das estatÍstka.s para a variável TEMPO nos tratamentos. 
N MÉDIA MEDIANA d.p. MÁX. MÍN. 
Falha 60 1562.83 1262 1131.62 4869 116 
CIRÚRGICO 
Censura 21 699.38 348 1019.51 4563 13 
Falha 41 1177.44 774 1222.16 4464 8 
CLÍNICO 
Censura 29 634.86 229 798.3.'3 3054 3 
Para os pacientes cirúrgicos também se fez um.a análise descritiva para o tempo de espera, i.e. 
Tempo Espera = Data da Cirúrgia- Data da primeira consulta = T5, 
wm intuito de verificar o tempo médiano de espera.A tabela abaixo mostra estes resultados. 
Tabela 4.7- Sumário das estatÍsticas para a variável TEMPO DE ESPERA. 
VARJAVEL N Média Mediana d.p Máximo M~nímo 
794.01 4557 o 
Tabela 4.8- Sumário das estatÍsticas para as variáveis cont:nuas considerando tratamentos. 
CIRÚRGICO CLINICO 
VARIÁVEL N " MED d.p MAX MIN N i MED d.p MAX MIN 
THIST 71 3.8 2 3.62 15 I 6-5 4.8 3 4.68 20 I 
FI GADO 69 3.9 4 2.75 13 o 66 3.4 3 3.59 12 o 
EOSJ?\OFI 66 5.3 2 8.70 57 o 42 6.2 2 14.94 78 o 
CATVDPDI 49 5.6 5 .5.09 20 o 52 6.6 6 6.15 24 o 

















































Figura 4.5- Desenho esqut-mático correspondente aos tempos de censura e falha dos pacientes 
com endomiocardiofibrose, nos tratamentos cirúrgico e clÍnico . 
O tempo médio de sobrevivência e o tempo médio de falha no grupo cirúrgico é maior 
do que no grupo cl~nko, nota~se também que a média se distancia da mediana, confirmando a 
assimetria da distribuição dos tempoo. 
A6. Estimação da fuução de sobrevivência nos tratamentos. 
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Tabela 4.9- Tilbda de vida para pacientes com endomiocardiofibrose no tratamento cirúrgico e 
c!lnico. 
INTERVALO CIRÚRGICO CLÍNICO 
TEMPO(t1) ·' • d; wi + ~ n; S(t1) 
o ~ 500 81 12 14 74.0 1.0000 
500 ~ 1000 55 4 7 51.5 0.8378 
1000 f- 1500 44 3 13 37.5 0.7728 
1500 r 2000 28 1 7 24.5 0.7109 
2000 r 25oo 20 o 8 16.0 0.6819 
2500 1- 3000 12 o 4 1 o. o 0.6819 
3000 f- 3500 8 o 3 6.5 0.6819 
3500 ~ 4000 5 o 2 4.0 0.6819 
4000 r 4500 3 o 1 2.5 0.6819 
4500 + 2 1 1 1.5 0.6819 
Not.a.'"n~: 
di' 
nÚmero de pacientes vivos no iulcio do intervalo t; 
uúmao de pacientes mortos durante o intervalo l; 












número de pacientes retirados vívo5 ou perdidos no in!.en·alo !· 
1 ' 
wi +li ., s(t1) 
15 62.5 1.0000 
11 3L5 o. 7120 
5 20.5 0.6442 
1 14.5 0.5499 
3 9.5 0.4361 
2 6.0 0.3902 
o 5.0 0.3902 
2 3.0 0.3122 
2 1.0 0.3122 
·' 
S(~i): 
n( - T [ wi + I,] 
propory'i<> a<:umulada de sobrn·iv~neia do inldo do e~1udo até o u:~rmino do in!ervalo. 
O valor da estatÍstica log-rank referente ao teste de igualdade de tratamento é 7.1513 
(p-value :;::: 0.0075). Portanto rejeita-se hipótese, i.e., e.-xiste efeito de tratamento cirúrgico e 
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Figura 4.6- Curva de sobrevh-ência paJ·a os pacientes com endomim:ardiofibrose no tratamento 
cirúrgico e clÍnico. 
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Observando-se a Figura 4.6, nota-se que os pacientes submetidos a cirurgia apresentam 
tempo de sobrevivência sempre maior do que aqueles que receberam tratamento dinicos. 
A7. Relação entre as \·ariáveis independentes significantes na sobrevivência dos pacientes com 
tipo de tratamento. 
Tabela 4.10- Sumário da<> Estatfsticas. 
VARIAVEL xz p-value 
-CFl- 36.687 0.000 1•1 
CF2 1L160 0.011 (*) 
THIST 2.i40 0.098 
INTFIBVD 2.027 0.363 
EDEMA 5.531 0.019 (•) 
ASCITE 0.987 0.321 
DORPREC 2.282 0.131 
FIGA DO 0.025 0.874 
PLASTICA 31.019 0.000 (•) 
RESSECPO 27.143 o.ooo (•I 
FA 0.294 0.587 
AJNATIVA 0.286 0.593 
EOSINOFI 0.259 0.611 
CATVDPDI 1.093 0.296 
CATTPPD L517 0.218 
CATIT 16.295 0.000 (•) 
Nota:(-"}· variá.veis cujo teste de iguald&de de proporçáo foram rejeitadas ao nh·e! de signifJdi.ncia < 0.05. 
B. Ajuste do Modelo. 
Uma vez que se verifica na secção anterior (secção A) que a distribuição a.,.,__ç,ociada aos 
tempos de sobrevivência para os pacientes com endomiocardiofibrose não é exponenciaL optou-se 
por ajustar modelos onde esta suposição não fosse necessária. São o modelo de riscos 
proporcionais de Cox, o modelo log::stico ou ainda modelos considerando o tempo particionado 
em intervalos mutuamente exclusívo com risco constante, 
Bl. Modelo de Cox 
Dos 1.)1 pacientes estudados somente 72 foram consid<:>radas para o ajuste do modelo, 
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sendo que 79 foram eliminados por não possuir Informações completa<; a respeito das 14 
covariávels selecionadas na secção A. 
O modelo de Cox: foi ajustado usando o procedimento PHREG do SAS. e a seleção da'l 
covariáveis no modelo foi atravCs do método de seleção STEP\rlSE. As covariâveis que foram 
induidas no modelo final foram: classe funcional final (CF2), fihrilação atrial (FA), tipo de 
tratamento (TRATA~-!). Assim a função de risco para cada indivÍduo é 
wm i= 1, ... , 72. 
Os resultados estão sumarizados na tabela abaixo. 
Tabela. 4.11- Estima.ção dos coeficientes de regressão. 
VARIÁVEIS /3 Erro Padrão p-valuc 
CF2 L5518 0.3082 0.0001 
FA . 0.9909 0.4769 0.0377 
TRATAMENTO - 1.1241 0.5287 0.0335 
Para test.ar a hipótese H0: /31= f32 = f33 = O, usou-se a estatÍstica da razão de 
verossimilhança. O valor encontrado é 43.289 que é uma x2 com 3 graus de Hberdade 
(p-value = 0.0001). Portanto, existem evidências de que os fatores de riseo classe funcional final 
(CF2), fibrilação atrial {F A) e tipo de Tratamento (TRATAM) são importantes na 
sobrevivência dos pacientes com endomiocardiofihrose. 
Com o objetivo de comparar as taxas de sobrevivências associadas a cada pat:iente 
segundo o modelo acima, construiu-se intervalos de 95% deeonfiança. onde a estimativa de 5(t I~) é 
encontrada através do procedimento PHREG do SAS e o erro associado através do programa 
.PEVSTMCPRG (Apêndice D3.5). Os re:sultados encontram-se na Tabela C4, Apêndice C. O 
gráfico a seguir, mostra estes result.ados para os 10 primeiros pacientes divididos igualmente 
para tipos de tratamentos, i.e, 5 pacientes para cada grupo. 
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Figura 4.7- Intervalo de confiança para taxa de sobrevivência estimada no modelo de Cox. 
para os lO primeiros pacientes. 
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Pelo aspecto visual do gráfieo ;u::ima, nota-se que em média a taxa de sobrevivência para 
os pacientes que receberam tratamento clinico e/ou possuíam fibrilação atrial são inferiores aos 
que receberam tratamento cirúrgico e/ou não possuíam fibrilação atria!. 
B2. Modelo Log~tico. 
Neste problema, como se conhece o t<'mpo calendário de entrada e saÍda (data primeira 
consulta e data última consulta ou óbito) associado a cada indivlduo no estudo, é possível fixar 
um tempo r para o término do mesmo. A figura a seguir, ilustra o possivel ensaio. 
~tu1o 4: Aplk.a.çio a um Ca.so Real. 107 
10/69 02/92 o '" 
Ternpo Caltmdário Tempo de Seguimento( em meses) 
~~----~~ ~--
Figura 4.8- Entrada e saÍda dos pacientes com endomiocardioíibrose no estudo. 
Com base na figura adma fixou-se r = 30 meses, pois como pode ser \·isto a maioria dos 
pacientes foram seguidos pelo menos por 30 meses. 
Com o intuito de verificar quais fatores prognósticos são importantes no status de 
sobrevivência de pacientes com endomioc.ardiofibrose, ajustou-se o modelo logÍstico wm levar em 
consideração os tempos associados a cada pac_iente. Porém, quando planejou-se o estudo a fim de 
ajustar o modelo logÍstico, somente 54 pacientes fo-ram considerados dos 72 que possuíam 
informações completas com respeito as covarláxeis; sendo que 18 destes foram considerados 
perdidos de observação, i.e, censurados antes de 30 meses. Assim, a variável rt:'.sposta pode ser 
definida por 
se o padente (i) morre antes de 30 meses 
se o paciente (i) sobrevive aos 30 meses 
Este modelo, foi ajustado usando o procedimento LOGISTIC do SAS, e o método 
empregado para seledonar covaríáYeis foí STEPWISE. Detectou-se apenas a covariável classe 
funcional final (CF2) como fator de risco importante no status da sobrevivência dos pacientes 
com endomiocardiofibrose. Portanto, o modelo ajustado é 
log 
1-S(r!z) 
S(r I z) 
Os resultados <:stilo sumarizados na tabela S{'guinte. 
'" 
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Este modelo mostrou-se pouco recomendado para explicar a sobrevivência de pacientes 
com endomiocardiofibrose, talvés pelo fato do estudo não t-er sido planejado como deveria. Le, 
pré-fixar o tempo r no inÍcio do estudo. Para poder ajustar o modelo foi necessário estipular est.e 
perÍodo correndo o risco de perder pacientes (18 pacientes vivos antes de; :;;; 30 meses) além de 
atribuir uma resposta para o padente que poderia não ser condizente com a realidade, i.e, 
pacientes que morreram após os 30 meses foram considerados como vivos, estes fatores afetam 
diretamente no ajuste do modelo fazendo com que este somente detect-&>'Se uma covariável como 
fator de risco para tais pacientt<-S. 
B3- Moddo Loglstico Exponencial por Partes. 
Numa segunda etapa invBstigou-se vários inten·alos de tempos através do procedimento 
LIFEREG do SAS, na busca de intervalos de rí.s<:os constantes, encontrando como possÍveis 
partições O - 6 meses e 6 - 30 meses. Porém quando planejou-se o estudo para que pudesse ser 
ajustado o modelo logÍstico exponencial por partes, o número de pacientes reduziu-se muito 
tornando irnposslvel o ajuste do modelo, pois o método iterativo empregado para encontrar as 
estimativas para o vetor dos parâmetros não atingiu convergência. 
B4. Moddo Exponencial por Partes_ 
Para o ajuste do modelo exponencial por partes foram considerados 151 pacientes wn1 
endomiocardiofibrose e os fatores de interesse fornecidos pelo ajuste do modelo de Cox 
1. Tipo de tratamento com 2 categorias: cirúrgico e clÍnico (1 1 :;;; 2); 
2. Classe funcional final (CF2) com 4 categoria<>: \Ioderada, Leve, Alta e Intensa(l.2 ::::: 4); 
3. Fibrila.ção attial (FA) com 2 categorias: Sim e :'\.io 0.1 :;;; 2). 
O perÍodo de seguimento foi dividido em lO intervalos. Para o ajuste do modelo exponencial 
particionado levando em coma os três fatores seria necessário um número maior de paóentes, 
pois só assim seria possiYel construir tabelas de vida referentes as combinações das categórias, 
porém como dispõem-se de apenas 151 pacientes decidiu-se fazer anR!ise separada, i.e, uma vez 
que há interesse em verificar se o tipo de tratamento prolonga a vida destes. pacientes, 
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considerou-se llllm primeiro instante tipo de tratamento (TRATAM) e classe funcional final 
(CF2) e em seguida tipo de tratamento e fibrl!açâo atrial (FA). 
B4.L Modelo Exponencial por Partes ( tipo de tratamento e da'{.'?C funcional final). 
Considerando os fatores tipo de tr-atamento (TRATAM) e classe funcional final (CF2) 
construiu-se 8 tabelas de vida(Tabela C5. Apêndice C) referentes à combinação das cat-egorias 
destas covariáveis, e tabelas de contingências contendo as duas informações necessária para a 
análise: o número de mortes e o tempo total de exposição dos padentes em cada combinação dos 
nlveis das covariáveis e dos intervalos de tempo. Nota~se que a informação do tempo individual 
não é necessário, i.e, Tk é dado por (3.10). 
A tabeladecontingêndaconsiderandoa'l quatros categorias de classe funcional final (CF2) 
' . apresent.aram muitas ca'ielas iguais a zero, assim optou-se por juntar os mve1s l-'1 e 3-4 
reduzindo-se de quatro para duas classes funcionais, !2 = 2 {Tabela C6, ApCndiee C). Numa 
primeira análise usou-se os dados como mostra a Tabela CG, i.e, considerando os 10 intervalos 
de t.empo, e ajustou-se um modelo com efeitos prillcipals do tipo de tratamento {TRATAM), 
classe funcional final (CF2) e tempo de sobrevivência. Deste ajuste verificou-se que os efeit-os 
relaeionados aús intervalos de tempos sugerem uma redução de dez para seis intervalos. A 
divisão correspoudente aos novos intervalos é 0-1 mês, 1-3 meses, 3-ô meses, ô meses- l ano, 1-2 anos 
e >:::: 2 anos, assim os dados da Tabela C6 são reduzidos a uma tabela (2x2x6). Portanto, o 
moddo reduzido, contendo o efeito principal do tempo e os efeitos principais do típo de 
tratamento e classe funcional final é dado por: 
p: média geral da tabelaí 
ll 
log >.(t; 4) = J1 + Po(Ik) + L 
j=l 
,, 
L p 2(j) = O, k= I, ... , 6 , 11 =2 e 12 = 2 onde: 
j=l 
flo{IIJ efeito principal associado ao intervalo de tempo Ik na sobrevivência dos pacientes com 
end o m iocard i o fi bras e: 
11
1 
(j); efeito principal associado ao tipo de tratamento na sobrevivência dos pacientes com 
endomiocardiofi brose. 
fl 2 (j); efí.'lto principal associado a classe funcional final na sohreviv&ncía dos pacientes corn 
endomio<:Hrdiofi brose. 
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Para o .ajuste do modelo usou~se o programa PAMEPTV.PHG (Apêndice 03.10). Os resultados 
estão apresenta dos na tabda abaixo. 
Tabela 4.13 - Estimativas de máximo verossimilhança dos parâmetros e seus respectivos 
erros padriio. 
PARÂMETRO F..stimatíva. Erro Padrão P-value 
,, -7.7036 0.2025 0.0000 
f.lo(l) 1.0357 0.3276 0.0016 
J1o(2) 0.5168 0.3274 0.1144 
11o(3) 0.1574 0.3449 0.6480 
Jto(<t) . 0.9388 0.4363 0.0314 
J.lo(s) - 0.7916 0.3452 0.0218 
' Po(6) 0.0205 
111 (1) . 0.1208 0.1462 0.4086 
' h(2) 0.12118 0.1462 0.4086 
fl2(l) . 1.3409 0.19.58 0.0000 
' }J2(2) 1.3409 0.1958 0.0000 
Ajnst.e do modelo QL = 22.9721 (p-va]ue = 0.1145) 





F'igura 4.9- Ajuste dss curvas de sobrevivência p<tra pacientes com endomíocardlofibrose 
considerando os fatores de risco tipo de tratamento e classe funcional final. 
A Figura 4.9 mostra a curva da sobrevivência estimada, <:onsidNando os 4 grupos, i.e., 
para as wrnbimlções dos nÍveis do tipo de tratamento (TRATAM) e classe funciona} final (CF2) 
1ll 
ao longo do tempo. Nota~se apenas que os pacientes que pos..suem classe funcional final 1-2 
parecem ter t<l.Xi:IS de sobrevivência superior aos pacientes que possuem classe funcional final 3-4 
(p--value-:::: 0.0000). 
A fim de verificar o efeito do tipo de tratamento dentro dos nÍveis de classe funcional 
ajustou-se um modelo hierárquico dado por: 
média gerai da tabela; 




(j}: efeito principal associado a classe funcional final na sobrevivência dos pacientes com 
en dom i ocard i o fi brose. 
p1UJ{2(l)): efeito do tipo de tratamento dentro do 1-ésimo nÍvel de classe funcional final na 
sobrevivência dos pacientes com endomiocardiofibrose. 
Os resultados estão sumarizados na tabela abaLxo. 
Ta.bela 4.14- Estimativas de máximo verossimilhança dos paràmetros e seus respectivos 
erros padrâú. 
PARÂMETRO 








1-'1 ( 1 )(2( l)) 

















Ajuste do modelo QL:::::: 22.6374 













(p-value :::: 0.0921) 
Nota.: ( *) - são valores obtidos sob as restrições do modelo. 
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As taxas de sobrevivênda não diferem quanto ao tipo de tratamento que o paciente 
recebe dentre os que possuem classe funcional final 1-2 (p-value=0.3836) e nem dentre os que 
possuem classe fundonal 3-4 (p-value = 0 .. 5999) 
B4.2. Modelo Exponencial por Partes ( tipo de t-rat.a.ment.o e fibrilaçã.o atrial). 
Nas Tabelas Cí e C8 (Apêndice C) encontram-se a.s 4 tabelas de vidas, referentes a 
combinatões das categorias dos fatores tipo de trat-ament-o {TRATAM) e fibrilação 1ttrial (FA) e 
as tabelas de contingência contendo o número de mortes e o tempo total de exposição, 
respectivamente. O procl"dimento empregado foi o mesmo descrito em B4.1. Assim, o modelo 
reduzido, con1-endo o efeito principal do tempo, consíder<Hldo os me>mws seis intervalos do 
modelo anterior. e os efeitos principais do tipo de tratanwnto e fibrilação atrial é 
p: média geral da tabela; 
,, 
log ,\(t; s) = f1 + Jlo(Ik) + L 
j=l 
•, 
I: JJ3(i) = O, k:::::: 
J=l 
,, 
.l11(j) + L Jl3(j) 
j=l 
flo(Ik}' efeito principal associado ao intervalo de tempo Ik na sobrevivência dos pacicmtes com 
endomiocardiofibrose; 
Jlt(j): efeito principal associado ao tipo de tratamento na sobrevlvência dos pacientes com 
endomiocardiofibrose. 
f13 (j); efeito principal associado a fibrilação atrial na sobrevivência dos pacientes com 
endom i oca rd i o fi brose. 
Para o ajuste do modelo usou-se o programa PAMEPTV.PRG (Apêndice D3.l0). Os resultados 
estão apresentados na t.al)ela seguinte. 
Capitulo 4: Aplicação a um Caooo Real.. 
Tabela 4.15- Estirnativas de máximo verossimilhança dos parânwtros e seus respectivos 
(~nos padrão. 
PARÂMETRO Estimativa Erro Padrão P-value 
p - 7.3692 0.1559 0.0000 
fio( I) 1.1433 0.3280 0.0004 
J!op) 0.5522 0.3276 0.0917 
11o(3) 0.1525 0.3448 0.6581 
Jlo(4) - 0.9506 0.4363 0.0293 
P-o(s) . 0.8866 0.3452 0.0101 
' JJo(6) . 0.0108 
fl1 (1) - 0.3240 0.1438 0.0242 
' Jl l(Z) 0.3240 0.1438 0.0242 
.u3(1) 0.3857 0.1424 0.0067 
' fl3(2) . 0.3857 0.1424 0.0067 
Ajuste do moddo QL ::::: 32.4275 {p-value ::::: 0.0087) 








Figura 4.10- Ajuste das curvas de sobrevivência para paciente,;, com endomiocardiofibrose 
considerando os fatores de risco tipo de tratarrH•nto e fibrilaçiio atrlaL 
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Olhando a figura acima, observa-se que as taxas de sobrevivência p.>ra os p1H:Íentes no 
tratamento cirúrgico par<.>rt'm ser superiores ao 1ratamento clÍnico, tanto na presença ou ausência 
de fibrilação atrial. En1ào afim de verificar o efeito do tipo de tratamento dentro dos nÍveis de 
Ga.p(tulo 4: Aplir.a.çã.o a um. Caso Real. 114 
fibrilaçâo atrial, ajustotHe o seguinte modelo hierárquico 
,, 
com &'i retições E 
onde: 
j=l 
média geral da tabela: 
efeito principal associado ao intervalo de tempo Ik na sobrevivência dos pacientes com 
endomiocardiolibrose: 
p3U): efeito principal a.._~ociado a fibrílação atríal na sobrevivência dos pacientes com 
cndomiocardiolibrose. 
p1(j)(3(l)): efeito do tipo de tratamento dentro do l-ésimo 11lve! de fibrilaçâo atria! na 
sobrevivência dos pacientes com endomiocardiofibrose. 
Os result.ados estão sumarizados na tabela abaixo. 





























Ajuste do modelo QL = 30.0148 













(p-value = 0.0118) 
~~~- -~--~~--~---------
Nota: ( *) - são valores obtidos sob as nc.strições do modelo. 
Corn b.ase nestes resultados e na. Figura 4.10 condui-se que pacientes que não tem fibri-
lação atríal possuem sobrevivência superior aos pacientes que tem fibrilação atrial (p--val ue :::;::0.0067). 
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Os pacient.es que receberam tratamento cirúrgico possuem taxa de sobrevivência melhores que 
os paóentes que receberam tratamento clÍnico, signí_ficante dentre os que tem fibrilação 
atria! (p-value :::: 0.0108) ma.s não significantes dentre os que não tem fibrilaçào atrial 
(p-\'alue = 0.5181). 
CONCLUSÃO DA TESE. 
Neste trabalho, procurou-se diseutír dois métodos de regressão alternativos aos métodos 
comumente utilizados na análise de sobrevivência que são a regressão de riscos proporcionais de 
Cox [1972] e a regress.ão exponencial de Glasser [1967}, Assim, foram estudados sob o aspecto 
teórico e aplk<tdo o~ métodos de regressão logÍstko, .considerando diversas situações quando a 
variável resposta é dicotômica (falha ou não falha) e o método de regnssão expon<>ncial por 
partes, quando os dados de sobrevivência estão estrut.urados na forma de tabelas de vida com 
. . . . . ' covanave1s categoncas e contmuas. 
Foram desenvolvidos programas computadonais no módulo B.fL do SAS, com o intuito 
de aplicar os métodos de regressão alternativos aqui sugeridos. Também foram des1~nvolvidos 
programas complementares para encontrar estimativa da função de sobrevi\·ên<:ia e seus 
respectivos erros quando necessário, uma vez que nos programas existentes não siio fornecidos. 
As aplica-ç;ões numéricas destes métodos foram rea!iz,adas usando-se um conjunto de 
dados da literatura e outro de dados reais. A adequação do uso do modelo logÍstico e exponencial 
por partes foi pr~udicado pela adaptação a posterior! destes modelos, no que se refere ao tempo 
de seguimento no modelo loglstico e ta.manho reduzido da amostra no modelo exponencial por 
partes. Esse prejulzo deve ser evitado com um planejamento adequado do experimento, tanto na 
sua condução, no tamanho da anwstra requerido e, na definição a priori dos métodos estatÍsticos 
para a análise. 
APÊNDICE A 
TEOREMAS 
Neste apêndice são apresentados alguns teoremas ne-ee&.:;ários para o desenvolvimento da 
teoria da secção 1.6 relativo à normalidade assit1tÓtica dos estimadores da variância da função de 
sobrevivência. 
!18 
Teorema Al: Sejam {Xn} 
11
2: 1 ltma seqüência de variáveis aleatórias,{~} n 2: 1 uma 
seqüência. de números rt'ais posithos com 8n -+ O quando n -+ co, e f uma função real de variável 
real derlvável até a ordem k em um inten·alo que contém um ponto a. Se Xn- a= op(anl' então 
(veja prova em Leite d al [1990}, Cap. 2 página 44). 
Teorema A2: Se urna seqüência de variáveis aleatórias {Xn} n ?: 1 converge em 
distribuição para uma variável aleatória X, então X
11 
= op(l). (veja prova em Leite et al [1990], 
Gap. 2 pág!Ha 58) 
Teorema A3: (Teorema de Slutsky) Seja X1 , X2, ... e Y1 , Y2, ... variáveis aleatórias tais 
que Xn ~ X e Yn :!! c, onde c é uma constante. Então 
. X " m X l..n+tn-+ .+c 
iL XnYn ~ Xc; 
Xn ~ X 
iii. se c #- O, -y -+ c-· 
n 
(veja prova em Leite et ai [1990], Cap. 2 página 63) 
APÊNDICE B 
:::ONJUNTO DE DADOS. 
!\este apêndice f'ncontram-se os conjuntos de dados analisados nesta tese. O pnmeno 
!eles, exibido na Tabela Bl, k proveniente de um estudo sobre myeloma múltiplo analisado por 
(ral!, Utboff e Har]ey [1975]. O segundo conjunto de dados, exibido na Tabela 82, são dados de 
tm estudo real sobre em!omiocardiofibrose realizado no Instituto do Coração de São Paulo pelo 
)r. Pereira Barreto e analisado por Rita Helena Ant.onelli Cardoso fl991]. 
Apêndice B - Gonj1mto de Dad011. 120 
Tabela IH: Dados referentes aos 65 pacientes com myeloma múltiplo. 



































































1 2.1139 10.:2 
1 
o 
1 1.1139 9.7 1 
1 1.4150 10.4 1 
1 1.9777 9.5 1 
1 1.0414 5.1 o 
1 1.1761 11.4 1 
o 1.1139 12.4 l 
1 O L5315 10.2 
(J 1.11792 9.9 1 
1 1.7243 8.2 ] 



























1 1.9542 o o 12 2 11 7 10 
1 1.9542 o o 20 1 6 3 18 
2.0000 o o 2 1 11 8 15 
1 1.2553 13 52 o 2 9 6 12 
1 2.0000 o o 3 1 10 6 9 
o 1.9345 3 5 12 2 9 3 10 
o o. 7782 21 51 12 1 7 3 10 
o 1.6232 21 24 o 2 17 12 13 
11.6628 827 41 6 4 9 
o 1.7324 1 25 5 2 10 7 9 
o 1.4624 7 51 1 2 7 5 8 
1 1.3617 6 68 1 2 9 7 8 
1 1.3979 11 30 o 2 11 i 10 
o 67 2 3.9294 1 1.6902 10 33 o 2 10 6 8 
o 48 1 3.3617 1 1.5682 9 41 5 2 9 3 10 
o 61 2 3.7324 1 2.0000 o o 1 2 8 4 10 
o 53 2 3.7243 1 1.5185 13 42 1 1 9 ô 13 
o 48 2 3.7993 1 1.8573 1 ll o 2 6 3 10 
1 81 1 3.5911 o 1.8808 1 16 o 2 12 10 11 
o 57 2 3.832,5 1 1.6532 1 40 o 2 8 4 8 
o 55 1 3.7993 1 1.7404 4 31 o 2 9 6 12 





























1 1.2304 12.0 1 o 43 1 3.7709 1 Ll761 7 48 1 1 12 8 9 
L1fL35.00 
1 1.301.0 13.2 
1 1.5682 7.5 
1 o 65 1 3.7993 1 1.8195 4 21 1 2 8 4 10 
1 o 70 1 3.8865 o 1.6721 5 35 o 2 7 5 12 
1 1.0792 9.6 1 
o 1.6128 14.0 1 
o 1.1461 11.6 ] 
o 1.3979 8.8 1 
1 0.7782 5.5 o 
o 1.6628 4.9 o 
1 1.3979 14.6 1 
1 1.6021 !0.6 1 
1 1.3424 9.0 1 
1 L3222 8.8 
o 1.1461 13.0 
1 1.2304 )0.0 




o 51 2 3.5051 1 1.9031 5 10 o 2 7 !{ 9 
o 60 1 3.7324 1 1.8451 o o 3 1 6 2 9 
o 46 2 3.6435 o 1.1461 7 47 o 2 7 3 7 
o 66 2 3.8388 l 1.3617 8 50 o 2 9 5 9 
1 60 2 3.5798 1 1.3979 12 55 2 2 10 8 10 
o 71 2 3.6435 o 1.7924 2 2-1 o 2 10 11 9 
1 66 1 3.7243 1 1.2553 7 51 2 1 9 4 10 
o 70 1 3.6902 1 1.4314 16 46 o 2 9 5 11 
O 48 1 3.9345 1 2.0000 O O O 2 8 4 lO 
o 62 2 3.6990 1 0.6990 5 41 17 2 8 4 10 
o 55 1 3.8573 o 0.9031 13 53 o 2 9 5 9 
o 53 1 3.8808 1 1.4472 9 50 4 2 10 7 9 
1 68 1 3.4314 o 1.6128 1 46 1 2 9 6 10 
o 65 2 3.5682 o 0.9031 17 46 7 2 6 4 8 
o 51 1 3.9191 1 2.0000 o o 6 2 13 7 15 
o 60 2 3.7924 1 1.9294 2 10 5 1 !j 3 9 
1 1.4472 7.5 ] 
1 1.0792 14.4 1 
1 1.2553 7.5 o 
o 1.3222 13.0 1 o 59 2 3.7709 1 2.0000 o o 1 2 8 4 lO 
O L3222 10.$ 
1 1.3010 14.6 
1 1.0000 12.4 
1 1.2304 11.2 
o 1.2304 7 . .3 






O 69 2 3.8808 1 1.5185 O O O 2 lO 7 10 
o 56 2 4.0899 l. 0.4771 12 52 o 2 4 3 9 
o 67 3.8195 1 1.6435 3 23 o 2 7 3 10 
o 49 2 3.6021 1 2.0000 o o 27 1 6 3 11 
1 82 2 3.7482 I 1.6721 7 40 O 2 7 4 9 
1 o 46 J 3.6990 1 1.6335 6 32 1 2 12 8 9 
o ____!L1íL..l..JL.fi>~5;,;32L-_jl~Lci1n76ul~lll6J._ct4L2 ~.1...·-'-~-'""L-..JL_]j]j 
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Tabela Bl: (Cont.lnuação). 
Pac. Tempo 6 Zl Z2 Z:l Z4 Z5 Z6 Z7 Z8 Z9 ZlO Zll Z12 Z13 Z14 Zl5 Zl6 
50 37.00 l 1.6021 !LO 1 o 63 l 3.9542 o 1.2041 10 53 7 1 7 4 
1~1 51 ...j 1.00 1 1.0000 10.2 1 o 60 1 3.4771 l 1.4771 5 30 6 1 lO o 
52 41.00 1 1.1461 5.0 1 o 70 2 3.5185 l 1.3424 18 53 o 2 7 4 9 
53 4LOO o 1.7559 12.8 1 o 72 1 3.7243 1 1.4472 2 56 1 1 7 3 9 
54 51.00 1 1.5682 7.7 o o 74 3.4150 1 1.0414 10 50 4 1 12 8 13 
55 52.00 1 LOOOO 10.1 1 o 60 2 3.8573 1 1.6532 1 27 4 1 10 7 lO 
56 53,00 o L1130 12.0 l o 66 1 3.6128 1 2.0000 o o l 2 6 3 11 
.)7 5-tOO 1 1.2553 9.0 1 o 49 l 3. 7243 1 1.6990 8 37 2 1 8 3 10 
58 57.00 o 1.2553 12.5 1 o 66 1 3.9685 o 1.9542 o o o 2 8 4 11 
59 58.00 1 1.2041 12.1 1 o 42 2 3.6990 1 L5798 9 35 22 1 7 4 10 
60 66.00 1 1.4472 6.6 1 o 59 1 3.7853 1 1.8195 4 22 o 2 5 3 9 
61 67.00 1 1.3222 12.8 1 o ,1)2 1 3.6435 1 1.0414 24 54 1 1 11 7 lO 
62 17.00 o 1.0792 14.0 1 o 60 1 3.6812 o 0.9542 4 50 o 2 6 3 12 
lJtr·oo 1 1.1761 10.6 1 o 47 2 3.5563 o 1. 7559 22 17 21 1 6 3 9 9.00 1 1.3222 14.0 1 1 63 1 3.6532 1 ] .6232 7 38 1 1 9 7 9 
2Jlil 1.43l1_llj) o 58 2 :1.0755 1.4150 12 30 l 1 9 6__1 
.Fonte: Krall, Uthoff e Harley [1975], 
OBS: As siglas referentes as variáveis encontram-se definidas na Tabela 1.1, página 25. 
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Tabela B2: Dados para os 151 paciente-s com Endorniocardiofibrose. 
1:: Zl Z2 Z3 Z4 Z5 NOME Z6 Z7 Z8 P!UMEIRA CI!WRGIA ULTIMA OB!TO Z9 04 04 3 2 NJC 49 F BCA 10/09/80 12/09/81 16 
002 02 03 2 0.84 NA 23 F BCA 09/01/86 05/09/86 31/10/89 1 
003 02 04 2 1 ERM 34 F BCA 13/04/78 15/06/78 12/08/91 
004 o:J 04 1 3 0.82 AGM 36 F BCA 18/03/82 09/11/82 7 
005 04 04 3 3 0.72 MACLB38 F BCA 07/02/80 20(01(83 4 
006 01 03 1 3 O.ií HAVA 46 F BCA 30/08/82 28/01/92 14/02/92 2 
007 02 03 2 2 0.72 MLCJ 50 F BCA 15/05/80 09/05/91 10 
008 04 04 2 3 0.75 TF 43 F BCA 13/03/79 22/05/81 12 
009 04 04 2 2 JG 42 MBCA 16/11/78 27/05/80 5 
010 04 04 2 2 ALP 35 MBCA 18/12/80 22/12/80 6 
011 04 04 2 2 VGR 22 MBCA 12/09/80 16/08/82 3 
I 012 03 03 1 2 DFA 37 F - 27/08/82 28/12/82 15 013 04 04 3 2 0.78 A :viM 38 F BCA 26/11/80 15/09/81 7 
014 04 04 2 3 ,JCB 48 F BCA 02/05/80 17/12/80 16 
015 04 04 3 1 JML 46 F BCA 13/09/79 19/11/79 06/12/79 10 
016 03 04 3 2 ZGA 44 F BCA 21/09/77 08/12(78 14/01/79 1 
017 04 04 3 2 MJF 29 F MUL 17/03/80 12/09/80 10 
018 03 03 2 2 'c 53 ~~ BCA 15/10/69 07/04/82 13/04/82 1 
019 02 04 1 3 0.77 MCP 35 F BCA 25(05/82 15/10/84 08/12/88 1 
020 04 04 3 2 0.77 LST 51 F BCA 24/04/80 19/12/83 20 
021 04 04 3 1 :1\IAL 21 M BCA 1.5(04(79 12/12/83 3 
022 04 04 2 2 JSR 37 MBCA 09/01/84 26/04/84 1 
023 02 04 2 3 0.78 PCV 27 MBCA 30/10/79 24/11/79 20/06/82 2 
024 03 03 2 2 EDRV 29 F BCA 16/07/80 25/08/83 27/08/83 3 
O?-_, 04 04 3 2 AMS 47 M BCA 10/03/78 16/11/82 7 
026 04 04 3 2 JMA 18 M BCA 12/12/83 07/02/84 08/02/84 1 
027 04 04 3 3 0.74 ASSM 32 F - 06/05/81 23/01/85 23/01/85 1 
028 04 04 1 2 0.72 HAS 30 F BCA 12/03(81 16/08/82 18/08/82 1 
029 04 04 2 2 0.60 CSF 47 F BCA 28/02/83 04/04/83 10/04/83 1.5 
030 04 04 3 2 GLS 24 F BCA 16/01/81 26/06/81 5 
031 02 02 2 1 MCS 32 F BCA 25/06/80 03/06/91 !O 
032 02 03 1 3 0.78 RS 60 MBCA 22/10/81 !4/02/92 3 
o:13 02 03 3 2 0.78 MJAC 49 F BCA 08/12/80 20/10/89 30/06/91 2 
034 02 03 1 0.75 MCLB 19 F MUL 20/06/84 06/06/86 1 
035 04 03 2 2 0.75 MLS 34 F BCA 09/03/83 10/06/89 1 
036 02 04 1 3 0.73 AAA 43 M BCA 05/05/82 24(02/89 12/07 (91 12 
037 04 04 1 2 0.78 TJ lvtS 29 F BCA 11/05/84 13/06/84 14 
0.38 02 04 2 2 0.69 TMF 47 F BCA 23/03/8·5 15/09/85 06/02/86 2 
039 02 04 2 2 0.77 EC 32 M MUL 14/09/82 10/11/82 16/07(88 1 
040 02 04 2 1 0.78 AJP 27 F BCA 02/08/83 13(09/83 02/06/91 5 
041 01 03 1 2 0.77 VFNL 23 F - 25/10/84 08/02/85 23/10/90 3 
042 04 04 3 1 0.70 OFS 22 M - 25/02/86 29/04/86 01/05/86 4 
043 02 04 3 1 L1CS 15 F MUL 11/10/82 18/02/83 13/09/85 3 
044 02 02 2 2 0.76 ASC 26 MBCA 13/06/85 15/11/85 8 
045 01 03 1 1 0.75 VMO 30 F PTA 09/02/80 31/05/85 30/00/91 4 
040 01 03 1 3 0.67 JRL 57 M BCA 30/01/84 24/04/84 15/06/91 2 
047 02 03 2 2 0.78 AFM 41 F BCA 26/10/83 09/12/83 09/09(8,5 11 
048 01 03 2 3 JAGI 42 F BCA 15/02/84 08/03/84 08/09/88 3 
JLllJ_j)J___..L.__LlL.IL ABA 57 F BCA 24/01/84 
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Tabela B2: (Continuação). 
---------~- -----
p., Zl Z2 Z3 Z4 Z5 NOME Z6 Z7 ZB PRfMEIRA CIRURGIA UtTIMA OBITOZ9 
050 01 04 3 1 0.70 s;1s 9 i\1 :t..-IUL 26/09/83 18/ll/83 22/03/89 l 
051 OI 04 2 2 0.69 ECFB 36 F >IUL 23/ll/81 12/07/83 I4/03/9I 4 
052 04 04 3 2 0.62 MJAS 35 F PTA 03/02/84 08/03/85 IO 
053 02 04 ., 2 ELS 22 M BCA 07/04/86 09/05/86 06/03/9I I 
054 04 04 3 3 DBS 24 F MUL I7/08/78 20/I1/82 6 
055 02 04 3 2 NSL 26 F ~lU L 14/I2/79 11/01/80 20/04/80 1 
056 02 04 3 2 RRFC 28 F 15/06/83 26/07/83 11/08/91 
057 04 04 3 3 MNPL 35 F 10/04/80 25/0-5/80 
058 04 04 3 2 AIA 40 F 05/06/81 09/06/81 2 
059 02 04 2 2 GMG 38 F 14/04/81 28/05/81 11/08/91 
060 02 02 2 l 0.86 OBS 55 MBCA 21/07/85 17/05/86 
061 02 03 1 1 VJF 13 M - 21/10/85 05/05/88 1 
062 02 04 3 3 MJS 29 F HCA 09/05/83 20/07/83 11/05/89 2 
063 01 03 3 2 0.78 MGFD 22 F BCA 19/09/84 26/10/84 13/08/89 1 
064 04 04 1 3 0.69 MLI\.1 39 F BCA 17/10/86 30/10/86 30/10/86 1 
065 04 04 2 2 NFS 29 F BCA 29/03/84 22/05/84 28/05/84 2 
066 03 04 1 3 0.55 cs 56 MBCA 08/10/82 15/09/83 11/04/86 1 
067 03 04 1 2 0.37 JBB 40 M BCA 04/09/79 09/05/83 I 
068 01 01 1 2 ARB 64 F BCA 20/11/84 02/04/91 1 
069 04 04 2 3 MCSP 18 M BCA 09/05/86 12/0.5/86 4 
070 04 04 3 2 MLFP 44 F BCA 12/06/84 22/0H/84 4 
071 04 04 1 2 ACV 53 F - 11/11/85 01/12/85 1 
o-o ,_ 01 01 2 1 0.74 LBS ,,_ _, M - 23/09/83 29/11/89 5 
073 02 03 3 1 0.89 JS 7 M PTA 30/09/86 26/11/86 2 
074 01 OI 2 3 RASXF30 F BCA 15/10/86 31/03/87 o 
075 02 04 2 2 JZAC 22 F BCA 22/11/86 16/12/86 01/ll/88 3 
076 01 01 1 3 0.70 WMP 22 M - 03/12/86 11/12/86 
077 02 03 3 2 tCS 19 F BCA 14/10/86 20/01/87 01/08/9I 2 
078 02 04 1 1 0.76 OMP 48 F - 06/08/86 16/09/86 25/06/91 8 
079 02 02 2 2 0.77 MVS 18 F BCA 10/12/86 25/08/89 6 
080 02 02 1 2 0.76 LAC 13 F BCA 25/11/82 10/08/90 I 
081 02 03 3 2 0.69 JND 34 F - 04/06/85 18/03/87 !4/07/91 1 
082 01 03 2 2 0.71 MPR 48 F BCA 17/02/87 20/03/87 21/05/91 12 
083 01 01 1 2 0.83 VJQ 45 F BCA 25/08/86 14/04/88 1 
084 Oi 02 1 2 ü.71 MCS 22 F BCA 07/07/81 16/Il/89 5 
085 03 03 I 2 0.69 ECT 28 M - 23/09/86 07/06/90 1 
086 01 02 1 3 0.82 EMSM 35 F - 03/07/86 14/12/88 2 
087 02 02 3 2 0.70 MAS 40 F - 03/12/86 08/04/87 5 
088 01 03 1 3 0.72 Uv1F 38 F MUL 10/06/87 15/07/87 12/10/90 9 
089 02 04 1 2 o. 71 M.JGS 36 F - 28/02/86 14/07/86 04/07/90 4 
090 02 03 l 2 0.78 RBS 48 MECA 23/01/87 15/01/91 1 
091 03 04 3 2 ELS 5 M MUL 27/07/87 20/08/87 01/07/89 2 
092 03 04 3 2 0.81 MSP 27 F BCA 02/09/87 19/10/87 15/08/88 2 
093 04 04 1 3 S:MG 38 F BCA 14/10/87 23/10/87 l 
09.J 02 03 2 2 0.76 EMS 29 M - 21/08/87 24/11/87 !9/06/91 2 
095 03 04 1 3 ICS 11 F BCA 12/01/84 01/02/84 04/05/88 I 
096 02 02 1 2 0.89 FCRM 62 MBCA 23/11/87 23/12/87 2 
097 01 02 2 2 0.76 IAFF 51 F - 11/08/87 19/08/91 6 
098 01 02 1 3 0.80 MR.R 32 F BCA 23/01/87 16/06/91 4 
099 02 04 3 2 0.77 NBA 50 F BCA 07/03/88 04/04/88 10/08/90 6 
_a - __Js.s._____ 25 E BCA za ;oz/B.8.....2.9/0:U8B llli,IDB.Lill_ - ' 
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Tabela B2: (Cont.inuaçáo). 
fPac"Zi-Z2'z3-z4·-·-:zcc.s--:Ncc:oMi~ z6_z_1 z_.s_P_R.-1M_E_J_R.A_cuw_a_a_,iA {-,L-1-'JM_A_o_mTo zg 
~ 02 04 2 2 0.50 
l 102 02 02 1 :3 0.75 ! 103 02 04 1 3 0.77 
I 104 02 04 2 2 0.72 
105 03 03 2 2 0.76 
106 02 03 1 3 0.58 
107 02 03 2 3 0.52 
108 02 03 I 3 0.79 
109 02 02 1 3 0.75 
1 110 02 03 3 1 0.76 
1
111 03 04 3 1 0.68 
112 04 04 2 2 
! 113 03 04 3 1 o. 73 
' 114 02 02 2 2 OAO 
115 01 04 2 2 0.72 
116 01 03 3 3 0.65 
117 03 04 3 3 0.72 
118 02 04 3 3 0.74 
1
119 02 04 2 2 0.76 
120 Ol 01 1 3 0.73 
11'21 02 03 3 3 
1
172 02 03 2 3 0.75 
1'23 02 03 3 2 0.88 
1 124 01 ü4 2 3 o.s2 
125 02 02 1 2 0.77 
126 OJ 03 1 3 0.71 
127 01 04 2 3 0.76 
128 01 01 1 2 
129 02 03 3 3 0.75 
130 01 03 1 3 
131 02 04 3 3 0.59 
132 02 02 1 3 0.78 
133 03 03 3 3 0.69 
134 02 03 3 2 0.80 
135 01 01 2 2 0.70 
136 02 04 3 2 0.76 
l~H 01. 03 1. 3 0.84 
138 01 03 2 2 0.79 
139 01 03 1 1 0.82 
140 01 03 3 2 0.78 
141 01 03 3 1 
l 142 01 03 2 2 
1
143 01 03 1 3 
144 ()2 04 1 3 
1 145 OI 04 2 2 
. 146 01 03 1 2 
I 111 oz o1 1 2 
I 14s 01 o3 1 3 o.s2 
I 149 o1 oa s 1 
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Tabela B2: {Continuação). 
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NNN SNNNNNNN 
SSNOSSNNNSSN 
N S N O N N N N N N N N 











N S N 6 S N N N N N N S N 
N N N 3 N N N N N ~ N N N 
N N N 5 N N N N N N N S N 
N S S 7 S N N N N N N S N 







S N S S 10 S N N N N 1\ N S N 
S N N N 7 S N N N N N N S N 
S N S S 4 S S S S S N N N N 
NNSN!NSSSSNNNS 
S N N N 10 N N N N N X N N N 
SNNS2NSSSSNNNS 
027NS S NNN4 NS S S S N NNS 
028 S S S N S N 10 N S N S N N N N S 
029 S S S N N N 6 S S S S S N N S N 
030SSSNSN4SNNNNNNSN 
031 S S N N N N N N N N N !\ N N S 
0325 NNS NNO NNNNNN NNN 
033 S S N N N N 5 N S S N N S S S N 
034SSSNSN3SNNNN~NNS 
035 S S S N S S 12 S N N N N ~ N N S 
0365 NNS S N3 NS NNNS S NN 
037 S S N N S N O S N N N N ?\ N N N 
038SSNNNN NSSSSKNNS 
039 S S N N S N 3 S S S S N 'i N N S 
O-WSSSNSN6SSSSSNNNS 
041 S S S N S S 6 S S N S N '\ N N N 
042 S S S N N N 8 S N S N S '> N S N 
043SSSNNN SNSNSNNNN 
044NNNNSNONNNNN"\NNN 
ú45NS S NNN3 NNS NS 1\NNS 
046 S S N N S N 3 S S N S N N N S N 
















































0485 NNNNNO SS NS r-;-:-;NNNKJJ 
0492\NNS NNO NNNNN:'\ NNN~S 
I 050 S S S N N N 4 N N S N S N N N S S N 
LilliL.lL___lSi_JiN_J'NL" _ _s__ _J:NL" ~3L__-"iN _ _:os~-'s'--"---'"'-" _.:,'C _ _rN;_" _N,_' _ _:,S _ _:,_S S 
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Tabela B2: (Continuação). 
·--·----::::-::---==--=-=--==---=:-:--c:------=---~ 




























































































































































































N S N 8 
s s s 7 
N S N 6 
N N N 4 
S N S 12 
NNNNNNNS 
S S S S S N N N 
N N N N N N N N 
NSSSSNNS 
S S S S N N N 
N N N N N N N 
S N N N N N N S 
S S S S N N N 
N N N O N N N N N N N N 
N N N 5 N N N N N N N N 
NNN4SSSSSNNS 
N N N 3 N N S N S N N S 
NSN8NSNSNNNS 
N S N 8 N S S S N N N N 
N N N 6 S S N S N N N N 
SSN4SNNNNNNN 
S N N O N N N N N N N N 
NNN NNNNNNNS 
N N N 3 N N N N N N N N 
NSS4NNNNNNNS 
S N N O N N N N N N N N 
N N N 5 N N N N N N N N 
NNNONNNNNNN 
NSNONSNSNNNN 
S S N O N N N N N N N N 
NNN5SSSSSNNN 
N S S 6 N N N N N N N S 
SSNGSNNNNNNN 




N N N 2 S N N N N N N S 
SNN6NNNNNNNS 
NNNONNNNNNNN 
S S N 9 N N N N N N N S 
NSN4SSNSNNNS 
N -s N 3 N S N S N N N N 
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K N :\ 
s s s 
N N S 
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K S \ 
.K N \' 
-'''-. _üN __ _x 
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Tabela. B2: (Contínuação). 
Pac Z10 Zll Z12 Z13 Zl4 Z15 Z16 Z17 Z18 Z19 Z20 Z2l Z22 Z23 Z24 Z25 Z26 Z27 
103 s N N s s s 3 s N N N N N N N N N s 
104 s s N N s s 6 s s N N N s s N N N N 
105 s s N ' ' s s 2 s s N N N s s N N s s 106 s s N s s N o N s N N N s s N N N s 
lO i s N N N s N 8 s N N N N N N s N N N 
108 s N N s N N 2 N s N N N s s N s N s 
109 s N N s s N o N N N N N N N N N N N 
110 s s s s N N 10 N N N N N N N s N N N 
lll N s s N N N 5 s N s N N N N N N N N 
112 s s s N s N 6 N N s N N s N s N s N 
1!3 s s s N !\ s 5 N N s N N N N s N N N 
JJ4 s s s N s N 6 N N N N N N N s N N N 
115 s s N s s N 2 N s s N N s s s N s N 
!16 s s N s s N 2 N s s N N s s N s s s 
117 s s s N s N 5 s s s N N s s s N s N 
118 s s s N N s 4 s s s N N s s N s s N 
!19 s N s s s s 3 s N s N N s N N N N s 
12:0 N N N N s N o N N N N N N N N N N N 
121 s s N N N N 4 s N N N N N N N s s s 
122 s s s N N N o s N N N N N N N s s s 
123 s s s " s s 4 s s s N N s s N N N s 124 s s s N s s ~ s s s N N s s s N N N 
125 s N N s s N o s N N N N N N N N N s 
126 s s s N s N 2 N N N N N N N s N N N 
127 s s N N s :>I 4 N s s N N s s N N N s 
128 N N N s N N o N N N N N N N ~ ~ ~ ~ 
129 s N N N s s 7 s s s N N s s N s s s 
130 s s N s N N o N s N N N s s N N N s 
131 s s s s s s 4 s s s N N s s s N s N 
132 s N N s N N o N N N N N N N N N N N 
133 s s N s s s 6 N N N N N N N s N N N 
134 s s N N N N 4 s N N N N N N N N s N 
135 N N N s s N o N N N N N N N N N N s 
136 s s s N N N 6 s N s N N N N s N N N 
137 s s N s s N o s s N N N s s N N N s 
138 s s N N N s 5 s s s N N s s N s N s 
139 s N N N s N 2 N N s N N N N N s s N 
140 s N N s s N o s s s N N s s N N N s 
141 ~ ~ ~ ~ ~ ~ ~ ~ N s N s N N ~ ~ ~ ~ 
14:? ~ ~ ~ ~ ~ ~ ~ ~ s s s s N N ~ ~ ~ ~ 
14:) ~ ~ ~ ~ ~ ~ ~ ~ s N s N N N ~ ~ ~ ~ 
144 ~ ~ ~ ~ s ~ ~ ~ s N N N s s ~ ~ ~ ~ 
145 ~ ~ ~ s N N ~ ~ s N N N s s ~ ~ ~ ~ 
146 ~ ~ ~ ~ s ~ ~ ~ s N N N s s ~ ~ ~ ~ 
14i ~ ~ ~ ~ s s ~ ~ s N N N s s ~ ~ ~ ~ 
148 s N N N 1\ N o N s N N N s s s N N N 
u49 s s N ' ' s 4 s N s N s N N N s N N 50 s N N s N N o s N N N N N ~ N ~ N s 
~~ N s_ _ _s_ N N N 4 ' N N N _N N N ~ "' 
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Tabela. B2: (Continuação). 
l Pac Z28 Z29 Z30 _Z_3:_1_Z-"3-2 Z33 Z34 Z35 Z36 Z37 Z38 Z40 Z41 Z42 7A3 Z44 Z45 Z46 
osz~--"'N-,N-~N''- s--,s•--.,oo---,o--------"s-'s~~N-'s~~19~'z-o 
053 N N S N S S 70 9 18 50 
054 S N N N N S 51 2 19 41 
055NNNNNS 
056NNNNSS 
057 N N N N S S 
0-58NNNNSS 








061 S N K N N 








OW N N N N S 
071NNSNS 
on N N N N N 
1073 N N N N N 
074 
075 N N 
076 N N 
077 S N 
078 S N 
079 N S 
080 S N 
081 N N 
082 N N 
083 N N 
084 N N 
085- S N 
086 S N 
087 N N 
088 S N 
089 N N 
090 S N 
N N l'\ 
N N ~ 
N N N 
N N N 
N N N 
N N N 
N N N 
N N N 
N N N 
S N N 
N N N 
N N N 
N N 1'\ 
1' N N 
N N N 


























091 N N N N N N 86 
092 N N 
093 S N 
094 N N 
095 S N 
096 S N 
097 N N 
098 S N 
099 S N 
N N N S 55 
N N N S 35 




K N ~ S 











































































100 N N N N K S 4 74 












































































N N 17 64 
16 2"2 
N S 8 12 
N N 4 35 
8 õ2 
24 48 
S N 26 






s s 19 24 
S N 5 45 
9 54 
~ N 4 40 
s s 15 40 
s s 15 17 
ftL S N N ...l:L _ _,N,_-_,_s ____ ._J5lJ;9L_,[ÇLr _12L7 _ _:Si_____f;i\ __ ~-~-~-_L_116fLJ 
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Tabela B2: (Continuação). 




































































































































































N N N N 
N N N S 
S N N N 
N N N N 
N N N S 
N N N S 
N N N N 
N K :\ N 
N N N N 
N N K N 
N J'L.~nK _ _tNL' _ 
s 74. 2 
556 659 
::\ 98 2 
s 56 5 
s 58 2 
S99 158 
S82 660 
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s 22 83 
17 49 
s 4 99 
s 28 36 
s 13 75 




















s 10 29 
N 6 30 
s 16 25 
s 
23 48 
N 11 28 
12 70 
s 16 33 
17 76 
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Tabda. B2: (Continuação). 






































































































































































































































148 N N S N N 
l49NSNNN 






















































































































































































































































































































1'\ 8 34 
22 26 
16 24 
7 39 40 _,q,___,s~-''--"---"----'."---""'-' 
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Tabela B2: (Continuação). 



























































































































































21 20 117 4 



































23 21 95 o 

















































































































































































N 1391 O 
N 4869 O 
N 236 O 
N 1078 1 
s 3455 o 
N 4011 O 
N 801 1 
N 558 1 
4 1 
N 703 1 
123 l 
N 293 1 
N 229 1 
84 1 
N 480 l 
179 1 
s 4563 1 
N 2389 O 
N 1334 1 
N 1702 1 
N 108 1 
N 964 1 
N 1137 l 
N 1712 1 
58 1 
N 1358 1 
N 524 1 
N 41 1 
N 161 O 
N 3995 O 
N 3767 O 
N 3856 O 
716 o 
N 228.5 1 
s 3355 o 
33 o 
320 ] 
N 2132 O 
N 2861 O 
N 2189 O 
N 65 1 
N 1068 O 
N 155 1 
N 4159 0 
N 2693 O 
N 684 O 
N 1667 O 
s 2718 o 










































N _iliill~ __ ll__.-i __ ~ 
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Tabela B2: (cont-inuação) 
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Tabela B2: (continuação) 
Pac Z47 Z48 Z49 Z50 Z51 Z52 Z53 Z54 Z55 Z56 Z57 Z56 Z59 TEMPO 6 GRUPO 
103 . 6 50 22 37 103 o 38 103 67 N N N 2260 o 2 
104 . 10 30 17 17 110 . 20 110 70 s N N 1156 o 1 
105 l 6 39 15 14 85 6 18 85 59 N s N 1221 o 1 
I 1oo o 10 78 28 28 122 o 31 96 57 s N N 1303 o 1 
107 5 12 37 20 16 130 8 20 130 80 s N N 32 o 2 
108 o 12 66 30 30 114 o 30 114 74 s s N 1448 o 1 
109 o o 39 16 15 14.5 o 26 145 80 N N N 1201 o 2 
110 1 ;) 17 21 17 12 110 2 1'2 110 84 N s N 313 o 2 
1l1 . 17 20 17 12 138 . 13 138 78 s N N 864 o I 
112 . . . . . . . . . . s N N 15 I 1 
113 4 9 17 10 10 97 o 10 97 64 N s s 1062 o I 
ll4 6 27 73 58 26 90 16 26 88 72 s N N 931 o 2 
IH! o 8 35 11 13 98 o 22 98 64 s s N 1081 o 1 
!lO . 22 43 20 23 ll8 . 36 117 91 s s N 1167 o 1 
117 . 22 51 30 30 91 . 28 90 69 s s N 949 o 1 
118 3 16 35 16 14 91 11 16 96 64 s s N 1019 o l 
!l9 8 18 20 16 20 92 o 20 92 47 s s N 858 o I 
120 o 6 34 !O !I 133 o 11 133 74 s N N 774 o 2 
121 . 16 23 . 16 110 . 2:4 !lO 80 s s N 464 o 2 
122 o 3 45 26 9 82 o 13 82 53 s N N 1334 1 2 
123 13 22 59 29 24 140 o •)"' _;) 133 88 s s N 625 o I 
124 . . . . . . . . . . s s N 83 l 1 
125 . . . . . . . . . . s N N 406 o 2 
126 6 18 91 37 41 128 11 43 115 80 s s N 4464 o ., 
rr ·' 6 14 70 33 43 1!7 15 46 117 78 s N N 478 o 1 
128 . . . . . 160 o 9 152 86 N N s 818 o 2 
129 14 19 25 18 2:2 101 3 22 95 72 s s N 464 o l 
130 . . . . 20 170 o 20 170 90 s N s 651 o 1 
131 . 12 25 12 15 100 1 15 100 75 s s N 474 o l 
132 . . . . 11 135 o 11 125 81 N N s 528 o 2 
133 6 17 48 35 Z3 122 ll 26 !16 80 s s N 139 1 2 
134 . 18 23 18 15 110 . 14 110 70 s s N 434 o 2 
135 8 15 85 45 40 ll8 16 44 112 79 s N N 566 o 2 
130 8 13 25 !O o 107 2 10 !16 74 s s N 364 o I 
137 o 4 24 8 !2 150 o 8 150 90 N N N 466 o 1 
138 9 22 27 19 !4 111 o 23 108 79 s s N 280 o 1 
139 o 5 35 8 6 . . . . . N s N 185 o 1 
140 ;) 13 37 14 15 100 o 14 !00 68 N N N 198 o l 
141 . . . . . . . . . . N N N 2371 o 1 
142 . . . . . . . . . . . . . 2617 o 1 
143 . . . . . . . . . . . . . 2441 o I 
144 . . . . . . . . . . . . . 447 o I 
145 . . . . . . . . . . . . . 436 o I 
146 . . . . . . . . . . . . . 343 o 1 
147 . . . . . . . . . . . . . 316 o 1 
148 6 8 37 21 21 132 o 21 121 77 s s N 238 o I 
149 18 20 26 . !O 110 o lO 110 76 s s N 116 o 1 
150 o 16 70 25 12 120 o 35 120 76 N N N 178 o 2 
~......J.5__]J __ j2Ji._...JL . .lll .. l')fi f:\1 s _!L__j'i_ __ lJL._Jl_ .2_ 
Fonte: Iustituto do Coraçãn- Hospit-al da.s ClÍnicas São Paulo- [1991]- Dados usado com :permissão do 
pesquisador. 
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OBS: L A variável Z39 não consta da tabela acima, pois seus valores são todos mis:sing. 




Neste ap~ndice encontram-se algumas tabelas referent-es a resultados numéricos obtidos 
ao longo desta tese. 
Na Tabela Cl, estimativas da função de sobrevin~ucia e os respectivos intervalos de 
confiança a 95 % para o modelo de Cox, usou-se o prognuna PEVSTMC.PRG e para o modelo 
exponencial de Gla.sser utilizou-se o programa PESVSMG.PRG. 
As estimativas dafunçãodesobrevivência e os respectivos intervalos de confiança a 95 %, 
para os modelos loglsüco e logÍstico exponencial estão apresentados na Tabda C2 e para o 
modelo loglstico por partes na Tabela C3. Os programas utilizados nos cálculos foram 
PESVSLAS.PRG, PA?.:ILEAS.PRG e PAMLEPAS.PRG, respectivamente. 
Na Tabela C4, estimativas da função de sobrevivência e os respe.::tivos inten:alos de 
confiança no modelo de Cox, para os pacientes com endomíocardiofibroseutilízadosno CapÍt.ulo 4. 
Nas Tabelas C5 e C7 encontram-se as tabelas de vidas rt-ferente; aos pacientes com 
endomlocardiofibrose para as eornhinações dos nÍveis dos fatores tipo de tratamento 
(TRATAMENTO) e classe funcional final (CF2) e tipo de tratamento e fibrilação do atrio (FA), 
r<~spectivamente. Nas Tabelas C6 e C8 apresentam-se as tabelas de conting<?ncia para o número 
d<.' mortes e tot.al de tempo exposto ao risco para padentes com endomiocardiofibrose e as 
respectivas combinaç.ões dos nlveis dos fatores indicados. 
Na Tabela C9 encontram-se as mat.riz<'s de pl.anejoment.o utilizadas no ajustt• do modelo 
exponencial por partes do Capitulo 4, 
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Tabela CL Intervalos de confiança para a função de sobrevivência estimada para cada 
pacienlE' eom myeloma múltiplo nos modelos de Cox [1972) e de Glasser [1967]. 
Modelo de Cox Modelo de Gla&"lCT 
IND s(t;) DP[S(t;)] 1C[S(t;); 95%] S(t;) DP[S(t;)] IC[S(t;); 95%] 
1 0.8919 0.0.124 ( 0.7890; 0.9947) 0.8501 0.0660 ( 0.7207; 0.9795) 
' 0.9486 0.0383 ( 0.8735; 1.0238) 0.9225 0.0270 ( 0.8696; 0.9754) 3 0.9153 0.0287 ( 0.8591; 0.971.5) 0.9187 0.0125 ( 0.8942; 0.9431) 
4 0.8970 0.0408 ( 0.8169; 0.9770) 0.9018 0.0243 ( 0.8541; 0.9494) 
5 0.8980 0.0440 ( 0.8118; 0.9842) 0.9058 0.0280 ( 0.8509; 0.9607) 
6 0.8501 0.0571 ( 0.7381; 0.9621) 0.8329 0.0366 ( 0.7613; 0.9046) 
7 0.8084 0.0795 ( O.f.i526; 0.9641.) o. 7272 0.0798 ( 0.5708; 0.8836) 
8 0.8128 0.0863 ( 0.6436; 0.9821) 0.1330 0.0748 ( 0.5864; 0.8796) 
9 0.6146 0.1234 ( 0.3727; 0.8565) 0.5375 0.1635 ( 0.2171; 0.8580) 
10 0.7443 0.0984 ( 0 .. 5515; 0.9371) 0.6810 0.0731 ( 0 .. 5377; 0.8242) 
11 0.8085 0.0488 ( 0.7127; 0.9042) 0.8048 0.0270 ( 0.7.518; 0.8577) 
12 0.5223 0.1075 ( 0.3115; 0.7331) 0.5427 0.1415 ( 0.2654; 0.8200) 
13 0.8788 0.0368 ( 0.8066; 0.9510) 0.8712 0.0256 ( 0.8211; 0.9214) 
14 0.8214 0.0550 ( 0.7135; 0.9292) 0.8156 0.0245 ( 0.7675; 0.8637) 
15 0.4735 0.0990 ( 0.:2794; 0.6676) 0.5370 0.1182 ( 0.3053; 0.7687) 
16 o. 7686 0.0578 ( 0.6.\54; 0.8819) o. 7928 0.0686 ( 0.6583; 0.9274) 
17 0.8557 0.0391 ( 0.7790; 0.9324) 0.8622 0.0258 ( 0.8116; 0.9128) 
18 0.8828 0.0331 ( 0.8179; 0.9477) 0.8857 0.0266 ( 0.8336: 0.9377) 
19 0.7219 0.0743 ( 0.5762; 0.8675) 0.7478 0.0358 { 0.6776; 0.8181) 
20 0.8535 0.0438 ( 0.7677; 0.9393) 0.8431 0.0326 ( 0.7793; 0.9070) 
21 0.5354 0.1045 ( 0.3306; 0.7401) 0.5383 0.0824 ( 0.3769; 0.6998) 
22 0.8476 0.0307 ( 0.7874; 0.9077) 0.8509 0.0416 { 0.7693; 0.9325) 
23 0.7749 0.0448 ( 0.6871; 0.8627) o. 7882 0.0380 ( 0.7137; 0.8627) 
24 0.7797 0.0458 ( 0.0900; 0.8694) 0.7912 0.0438 ( 0.7054; 0.8770) 
O' _, 0.4644 0.0872 ( 0.2935; 0.6353) 0.5273 0.0727 ( 0.3848; 0.6698) 
26 o. 7684 0.0509 ( 0.6687; 0.8681) 0.7850 0.0434 ( o. 7001; 0.8700) 
27 0.6829 0.0688 ( 0.5481; 0.8178) 0.7058 0.0746 ( 0.559.5; 0.8520) 
28 0.7927 0.0502 ( 0.6943; 0.8912) o. 7884 0.0405 ( 0.7091; 0.8678) 
29 0.6101 0.0848 ( 0.4439; 0.7764) 0.6256 0.0461 ( 0.5353; 0.7160) 
30 o. 7571 0.0560 ( 0.6473; 0.8670) 0.7591 0.0961 ( 0.5708: 0.9474) 
31 0.2687 0.0969 ( 0.0787; 0.4587) 0.3175 0.1236 ( 0.0753; 0.5598) 
32 0.7510 0.0572 ( 0.6389; 0.8632) 0.7414 0.0664 ( 0.6113; 0.8716) 
33 0.4984 0.0897 ( 0.3227; 0.6741) 0.5138 0.0653 ( 0.3858; 0.6418) 
34 0.5352 0.0780 ( 0.3823; 0.6882) 0.5699 0.0501 ( 0.4717; 0.6682) 
35 0.5386 0.0804 ( 0.3809; 0.6963) 0.5732 0.0521 ( 0.4712; 0.6753) 
36 0.7561 0.0.530 ( 0.6.523; 0.8600) 0.7604 0.0535 ( 0.6555; 0.8652) 
37 0.5917 0.0706 ( 0.4S:H; 0.7299) 0.6357 0.0491 ( 0.5396; 0.7:119) 
38 0.4350 0.0857 ( 0.2670; 0.6030) 0.4980 0.0688 ( 0.3632; 0.6329) 
39 0.3384 0.0842 ( 0.1734; 0.5034) 0.4193 0.0722 ( 0.2778: OJ>609) 
40 0.7468 0.0461 ( 0.6565; 0.8371) 0.7760 0.0646 ( 0.6494; 0.9025) 
41 0.4103 0.0796 ( 0.2.542; 0.5663) 0.5054 0.0743 ( 0.3597; 0.6.510) 
42 0.5957 0.0702 ( 0.4581; 0.7334) 0.6.526 0.0630 ( 0.5291: 0.7761) 
43 0.5102 0.0813 ( 0.3509; 0.6695) 0.5847 0.0492 ( 0.4882: 0.6812) 
44 0.6435 0.0662 ( 0 .. 1137; 0.7733) 0.6429 0.0852 ( 0.4759; 0.8100) 
4.5 0.6920 0.0584 ( 0.577.5; 0.8064) 0.6951 0.0730 ( 0 . .5520; 0.8381) 
46 0.5150 0.0768 ( 0.3646; 0.6655) 0 .. 5426 0.0605 ( 0.4240": 0.6612)_ 
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Tabela Cl. ( Continuação). 
----
Modelo de Cox Modelo de Glasser 
1ND s(c,) DP[S(t;)] IC[S(t,); 95%] S(t,) DP[S(t;)] 1C[S(t,); 95%] 
47 0.3481 0.0847 ( 0.1821; 0.5141) 0.3722 0.0841 ( 0.2074; 0.5-~ 
48 0.4125 0.0822 ( 0.2.513; 0.5737) 0.3974 0.0564 ( 0.2868; 0.5080) 
49 0.3601 0.0802 ( 0.2028; 0.5174) 0.3447 0.1007 ( 0.1475; 0.5420) 
50 0.2161 0.0706 ( 0.0777; 0.3545) 0.2069 0.0644 ( 0.0807; 0.3331) 
51 0.4961 0.0684 ( 0.3621; 0.6301) 0.4723 0.0926 ( 0.2908; 0.6538) 
'? ,_ 0.1898 0.01}44 ( 0.0636; 0.3159) 0.1990 0.1116 (-0.0197; 0.4177) 
53 0.161 11 0.0630 ( 0.0378; 0.2850) 0.1596 0.0890 (-0.0147; 0.3340) 
54 0.0709 0.0391 (-0.0057; 0.1475) 0.0547 0.0332 (-0.0104; 0.1198) 
.55 0.4336 0.0751 ( 0.2865; 0.5807) 0.3824 0.0961 ( 0.1940; 0.5707) 
56 0.4464 0.0809 ( 0.2878; 0.6050) 0.3836 0.0869 ( 0.2133; 0.55:~8) 
57 0.2018 0.0712 ( 0.0622; 0.3414) 0.1903 0.0546 ( 0.0832; 0.2973) 
58 0.3481 0.0885 ( 0.1746; 0.5215) 0.2962 0.0773 ( 0.1447; 0.4478) 
59 0.3237 0.0870 ( 0.1532; 0.4943) 0.3034 0.0767 { 0.1531; 0.4538) 
60 0.0252 0.0212 (-0.0164; 0.0669) 0.0302 0.0248 (-0.0184; 0.0788) 
61 0.1915 0.0735 ( 0.0474; 0.3356) 0.2151 0.0721 ( 0.0739; 0.3564) 
62 0.3852 0.1034 ( 0.182.5; 0.5879) 0.3425 0.1146 ( 0.1179; 0.5670) 
63 0.1299 0.0733 (-0.0134; 0.2736) 0.1319 0.0508 ( 0.0322; 0.2315) 
64 O. I 110 0.0677 (-0.0218; 0.2438) 0.1651 0.0805 ( 0.0073; 0.3228) 
65 0.0000 0.0492 0.0235 ( 0.0031; 0.0954) 
----~ 
Tabela C2. Intervalos de confiança para a função de sobreviYt:;neia estimada para cada paciente 
com myeloma múltiplo nos modelos logÍstico linear e logÍstico exponencial. 
Modelo Logl<>tíco Modelo Log~stico Exponencial 
IND S(tJ DP[S(t,)] 1C[S(t,); 95%] s(t,) DP[S(C,)] IC[S(t,); 95%] 
1 0.9945 0.0092 ( 0.9766; 1.0125)- 0.8048-- 0.0515 ( 0.70:18; 0.9059) 
2 0.5741 0.2211 ( 0.1407; 1.0075) 0.9079 0.0348 ( 0.8396; 0.9762) 
3 0.6738 0.1447 ( 0.3902; 0.9574) 0.9332 0.0235 ( 0.8872; 0.9792) 
4 0.9448 0.0475 ( 0.8518; 1.0378) 0.8096 0,0426 ( 0.7261; 0.8931) 
5 OA022 0.1283 ( 0.1506; 0.6537) 0.9598 0.0158 ( 0.9289; 0.9907) 
6 0.8946 0.0653 ( 0.7667; 1.0226) o. 7890 0.0415 ( 0.7078; 0.8703) 
7 0.6734 0.1923 ( 0.2965; 1.0503) 0.7289 0.0919 ( 0.5488; 0.9089) 
8 0.9984 0.0035 ( 0.9915; 1.0053) 0.5937 0.0838 ( OA294; O. 7580) 
9 0.7884 0.1996 ( 0.3972; 1.1797) 0.5588 0.1332 ( 0.2976; 0.8199) 
10 0.9519 0.0430 ( 0.8675; 1.0362) 0.6170 0.071.5 ( 0.4769; 0.7571) 
11 0.6821 0.1025 ( 0.4812; 0.8830) 0.7064 0.0532 ( 0.6022; 0.8106) 
12 0.9836 0.0219 ( 0.9408; 1.0265) 0.3871 0.1058 ( 0.1798; 0.594-5) 
13 0.8038 0.1132 ( 0.5821: L0256) 0.8109 0.0520 ( 0.7090; 0.9127) 
14 0.8880 0.0692 ( 0.7524; 1.0236) 0.6821 0.0558 ( 0.5727; 0.7915) 
15 0.9741 0.0299 ( 0.9155; 1.0327) 0.3803 0.1016 ( 0.1813; 0.5794) 
16 0.5094 0.1296 ( 0.2555; 0.7633) 0.8129 0.0599 ( 0.69-55; 0.9303) 
17 0.2:)1.) 0.1054 ( 0.0249; 0.4380) 0.9018 0.0428 ( 0.8178; 0.9857) 
18 0.:3864 0.1418 ( ().1086; 0.6642) o. 7830 0.0585 ( 0.6683; 0.8978) 
19 0.9616 o.o:wo ( 0.8840; _1_:_0391) 0.5816 0.0695 { 0.4454; 0.7178) 
----~-- ~---
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Tabela C2. (Continuação). 
-··· -----··---
Modelo LogÍStico Modelo LogÍstko Exponencial 
!ND s(t,) DP[S(t;)] tC[S(t,); 95%] s(t,) DP[S(t;)] IC[S(t;); 95%] 
20 0.5418 0.1226 ( 0.3014; 0.7821) 0.7723 0.0656 ( 0.6438; 0.9008) 
21 0.9404 0.0495 ( 0.8434; 1.0374) 0.3980 0.0902 ( 0.2213; 0.5747) 
22 0 .. '5712 0.1164 ( 0.3429; 0.7994) 0.6809 0.0800 ( 0.5241; 0.8377) 
23 0.5275 OJ785 ( 0.1777; 0.8774) 0.8288 0.0670 ( 0.6975; 0.9601) 
24 o. 7170 0.0924 ( 0.5.159; 0.8980) 0.5666 0.0728 ( 0.4240; 0.7092) 
25 0.8135 (L0923 ( 0.6326; 0.9944) 0.4059 0.0822 ( 0.2448; 0.5670) 
20 0.4484 0.1315 ( 0.1906; o. 7062) 0.7009 0.0818 ( 0.5406; 0.8613) 
o-_, 0.3050 0.1533 ( 0.0045; 0.6054) 0.6271 0.1073 ( 0.4168; 0.8374) 
28 0.5057 O.J.229 ( 0.2648; 0.7465) 0.6375 0.0822 ( 0.4763; 0.7987) 
29 0.8371 0.0778 ( 0.6845; 0.9897) 0.4760 0.0757 ( 0.3277; 0.6244) 
30 0.4707 0.1948 ( 0.0890; 0.8524) 0.8203 0.0972 ( 0.6299; 1.0107) 
31 0.9489 0.0446 ( 0.8614; 1.0364) 0.2941 0.08-54 ( 0.1267; 0.4615) 
32 0.3922 0.1188 ( 0.1593; 0.6251) 0.6940 0.0949 ( 0.5080: 0.8801) 
33 ll9120 OJJ602 ( 0.7940; !.0300) 0.2742 0.0812 ( 0.1150; 0.43:)4) 
34 0.7449 0.0893 ( 0.5699; 0.9199) -ü.4089 0.0800 ( 0.2521; 0.5658) 
35 0.7:{15 0.0907 ( 0.5537; 0.9093) {).4228 0.0808 ( 0.2645; 0 .. 5811) 
36 0.6839 0.1081 1 0.4721; 0.8958) 0.5486 0.0944 ( 0.3636; 0.7336) 
37 0.8078 0.0936 ( 0.6244; 0.9913} 0.4664 0.0879 { 0.2942; 0.6386) 
38 0.9089 0.0612 ( 0.7891; L0288} 0.23()3 0.0775 ( 0.0843: 0.3883) 
39 0.6643 OJ 241 ( 0.4210; 0.9076) 0.2972 0.0773 ( 0.1457; 0.4486) 
40 0.8850 0.1029 ( 0.6833; 1.0867) 0 . .5413 0.1091 ( 0.3274; 0.7552) 
41 0.1139 0.0820 (-0.0468; 0.2746) 0.7073 0.1026 ( 0.5063; 0.9083) 
42 0.7315 0.0907 ( 0.5537; 0.9093) 0.3598 0.0816 ( 0.1999; 0.5198) 
43 0.8521 0.0804 ( 0.6945; 1.0098) 0.3598 0.0816 ( 0.1999; 0.5198) 
44 0.3615 0.1803 ( 0.0080; 0.7149) 0.35&9 0.0831 ( 0.1930; 0.5188) 
45 0.3824 0.1404 ( 0.1073; 0.6576) 0.5848 0.1218 ( 0.3460; 0.8237) 
46 0.1055 0.0783 (-0.0479; 0.2589) 0.7107 0.1044 ( 0.5061; 0.9154) 
47 0.5774 0.1128 ( 0.3564; o. 7985) 0.4077 0.0903 ( 0.2306; 0.5847) 
48 0.9242 0.0650 ( 0.7968; 1.0516) 0.3410 0.0814 ( 0.1814; 0.500-5) 
49 0.4280 0.1834 ( 0.0685; 0.7876) o. 7792 0.0969 ( 0.5894; 0.9691) 
50 0.3809 0.1469 ( 0.0930; 0.6687) 0.4362 0.1324 ( o. ]766; 0.6958) 
51 0.1930 0.1135 (-0.0294; 0.4154) 0.8341 0.0882 ( 0.6613; 1.0070) 
52 0.5057 0.1229 ( 0.2648; 0.7465) 0.4722 0.1015 ( 0.2732; 0.6711) 
.53 0.5106 0.1758 ( 0.1660; 0.8552) 0.3242 0.1388 ( 0.0522; 0.5962) 
54 o. 7809 0.1391 ( 0.5082; 1.0535) 0.4623 0.1299 ( 0.2076; 0.7169) 
55 0.1930 0.113.5 (-0.0294; 0.4154) 0.8341 0.0882 ( 0.6613; 1.0070) 
56 0.3864 0.1418 ( 0.1086; 0.6642) 0.4971 0.1062 ( 0.2890; 0.7053) 
57 0.2137 0.099-5 ( 0.0187; 0.4088) 0.6946 0.1060 ( 0.4868; 0.9023) 
58 0.6840 0.0966 ( 0.4948; 0.8733) 0.3891 0.0875 ( 0.2176; 0.5607} 
59 0.1355 0.0848 (-0.0307; 0.3017) 0.1213 0.1028 ( 0.-5258; 0.9287) 
60 0.5164 0.1582 ( 0.2663; 0.8864) 0.2591 0.0750 ( 0.1127; 0.4067) 
61 0.5128 0.150-5 ( 0.2177; 0.8078) 0.6488 o. 1104 ( 0.4324; 0.8652) 
62 0.3585 0.1430 ( 0.0783; 0.6388) 0.5241 0.1112 ( 0.3061; 0.7421) 
63 0.0892 0.0706 (-0.0492; 0.2276) 0.7442 0.1010 ( 0.5462; 0.9421) 
64 0.3322 0.1137 ( 0.1094; 0 .. 5551) 0.6488 0.1104 ( 0.4324; 0.8652) 
65 0.4199 0.1216 ( 0.1816; 0.6583) 0.5681 0.1186 ( 0.3356; 0.8006} 
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Tabela C3. Intervalos de eonfiança para a função de sobrevivência estimada para cada 
paciente com myeloma múltiplo no modelo loglstko exponencial por partes. 
IND S(t,) DP[S(t;)) IC[S(t;); 95%] IND S(t;) DP[S(t;)] IC[S(t;); 95%) 
1 0.8034 0.0431 ( Õ.7l90; 0.8878) 34 0.4998 0.0437 ( 0.4142; 0.58[)3) 
2 0.91.50 0.0292 ( 0.8579; 0.9722) 35 0.5127 0.0423 { 0.4297; OJ5957J 
3 0.8759 0.0361 ( 0.8052; 0.9466) 36 0.[)756 0.0398 ( 0.4976; 0.6536) 
4 0.8606 0.0267 ( 0.8082; 0.9130) 37 0.4429 0.0511 ( 0.3427; 0.5430) 
5 0.9625 0.0045 ( 0.9536; 0.9714) 38 0.1135 0.0600 (-0.0042; 0.2312) 
6 o. 7539 0.0584 ( 0.6394; 0.8684) 39 0.4709 0.0514 ( 0.3702; 0.5716) 
7 0.8353 0.0391 ( 0.7587; 0.9120) 40 0.3367 0.0725 ( 0.1946; 0.4788) 
8 0.3247 0.0794 1 o.1691; 0.4804) 41 o. 7596 0.0273 1 o.;ooz; o.s1so) 
9 o. 7222 0.0753 ( 0.5747; 0.8698) 42 0.4261 0.0470 ( 0.3339; 0.5182] 
10 0.6833 0.0525 ( 0.5803; o. 7862) 43 0.3270 0.0546 ( 0.2200; 0.4340} 
11 0.7229 0.0722 ( 0.5813; 0.8644) 44 0.6143 0.0494 ( 0.5175: 0.7111) 
12 0.4618 0.0886 ( 0.2882; 0.63.54) 45 0.6576 0.0405 ( 0.5783; 0.7:!70) 
13 0.8304 0.0243 ( 0.7827; 0.8781) 46 0.7557 0.0283 ( 0.7003; 0.8111) 
14 o. 7504 0.0344 { 0.6829; 0.8178) 47 0.2846 0.1041 ( 0.0805; 0.4888) 
1.5 0.4734 0.0839 ( 0.3090; 0.6378) 48 0.21·18 0.0.587 ( 0.0997; 0.3298) 
16 0.8904 0.0126 ( 0.8658; 0.9151) 49 0.5672 0.0.561 ( 0.4573; 0.6770) 
17 0.9170 0.0081 ( 0.9010; 0.9329) 50 0.49.56 0.0.590 ( 0.3800; 0.6111) 
18 0.9069 0.0111 ( 0.8852; 0.9286) 51 0.7206 0.0363 ( 0.6494; 0.7918) 
19 0.4093 0.0934 ( 0.2263; 0.5923) 52 0 . .')687 0.0404 ( 0.4895; 0.0479) 
20 0.8661 0.0143 ( 0.8379; 0.8942) 53 0.3919 0.0744 ( 0.2461; 0.5377) 
21 0.5223 0.0688 ( 0.3874; 0.6.572) 54 0.2699 0.0706 ( 0.1316; 0.408:]) 
22 0.7900 0.0198 ( 0.7513; 0.8287) 55 o. 7206 0.0363 ( 0.6494; 0.7918) 
23 0.7593 0.0338 ( 0.6931; 0.8256) 56 0.6355 0.0397 ( 0.5577; 0.7133) 
24 0.7083 0.0273 ( 0.6549; o. 7018) 57 0.6654 0.0311 ( 0.6045; o. 72031 
25 0.6077 0.0484 ( 0.5128; 0.7027) 58 0.4457 0.0454 ( 0.3567; 0.5347) 
20 0.8297 0.0173 ( 0.7957; 0.8636) 59 0.7323 0.0274 ( 0.6785; 0.7860) 
27 0.7891 0.0318 ( 0.7268; 0.8515) 60 0.46{)9 0.0559 ( 0.3604; 0.5794) 
28 0.7757 0.0205 ( 0.7356; 0.8159) 61 0.4797 0.0552 ( 0.3715; 0.5878) 
29 0.5708 0.0440 ( 0.4840; 0.6571) 62 0.6557 0.0395 ( 0.5784; 0.7331) 
30 0.6418 0.0995 ( 0.4468; 0.8368) 63 0.7795 0.0268 ( 0.7269; 0.8321) 
31 0.3228 0.0685 ( 0.1885; 0.4570) 64 0.3483 0.1126 ( 0.1276; 0.5691) 
32 0.4850 0.1078 ( 0.2738; 0.0902) 65 0.5082 0.0486 ( 0.4129; 0.6035) 
33 0.3239 0.0625 ( 0.2014; 0.4464) 
~ 
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Tabela C4. lnten·alos de ('O!lfiança para a função de sobre~'ivt~nda estimada para cada padente 
com endomiocardiofibrose no modelo de riscos proporcionais de Cox. 
IND s(t,) DP[S(t;)] 1C[S(t,); 95%] 1ND s(t,) DP[S(C,)] IC[S(~); 95%] 
64 0.8837 CU081 ( 0.6718; L0956) 118 0.9346 0.0577 ( 0.8214; 1.0477) 
107 0.9982 0.0028 ( 0.9928; L0036) ll:l 0.4229 0.3336 ( -0.2309; 1 ,0768) 
29 0.7672 0.1776 ( 0.4191; Ll153) 24 0.6990 0.2084 ( 0.2904; L107.5) 
73 0.9986 0.0016 ( 0.9953; L0018) 88 0.9576 0.0373 ( 0.8846; LO:l07) 
65 0.8552 0.1046 ( 0.6501; L0602) 105 0.6990 0.2292 ( 0.2498; Ll481) 
42 0.5504 0.1969 ( 0.1645; 0.9363) 66 0.6701 0.2242 ( 0.2307; Llll95) 
151 0.9849 0.0106 ( 0.9640; L0057) 106 0.9187 0.0688 { 0.7839; 1.0535) 
22 0.7720 0.1155 ( 0.5457; 0.9983) 20 0.1285 0.1868 (-0.2376; 0.4947) 
30 o. 7720 0.1262 ( 0.5246; L0193) 122 0.9664 0.0254 ( 0.9166; L0162) 
139 0.9972 0.0021 ( 0.9931; L0013) 85 0.6475 0.2234 ( 0.2096; L0854) 
140 0.9972 0.0025 ( 0.9922; L0022) 27 0.0707 0.1296 (-0.1832; 0.3247) 
14 0.7166 0.1732 ( 0.3771; L0560) 2 0.8879 0.078.5 ( 0.7340; L0418) 
4 0.9741 0.0207 ( 0.9336; L0147) 94 0.7259 0.1836 ( 0.3660; L0858) 
148 0.9903 0.0090 ( 0.9727; 1.0079) 108 0.8879 0.0896 ( 0.7124; 1.0634} 
138 0.9964 0.0039 ( 0.9888; L0040) 90 0.9621 0.0343 ( 0.8948; 1.021)4) 
13 0.6606 0.2390 ( 0.1922; 1.1290) 97 0.9919 0.0085 ( 0.9753; L0084) 
110 0.9816 0.0179 ( 0.9464; L0167) 54 0.3694 0.3318 (-0.2808; 1.0197) 
92 0.8859 0.0898 ( O. 7098; L0620) 89 0.8715 0.1150 ( 0.6461; L0\l68) 
136 0.9332 0.0579 ( 0.8197; L0467) 19 0.0412 0.1049 (-0.1644; 0:1468) 
5'2 0.5530 0.2515 ( 0.0599; L0460) '" 0.2312 0.2174 (-0.1950; 0.6574) .o 
121 0.9701 0.0244 ( 0.9222; L0180) 77 0.8168 0.1179 ( 0.5859; 1.0478) 
137 0.9936 0.0060 ( 0.9819; L0053) 53 0.8168 0.1301 ( 0.5619; L0718) 
127 0.9936 0.0067 ( 0.9805; L0066) 39 0.8168 0.1430 ( 0.5366; L0971) 
16 0.8461 0.1291 { 0.5930; 1.0992) 41 0.9580 0.0414 ( 0.8769; L0392) 
28 0.4028 0.2860 (-0.1578; 0.9633) 81 0.5798 0.3415 (-0.0895; L2492) 
123 0.9600 0.0328 ( 0.8957; L0243) 35 0.1293 0.2035 (-0.2695; 0.5282) 
47 0.8959 0.0873 ( 0.7247; L0670) 19 o. 7539 0.1898 ( 0.3819; 1.1258) 
11 0.7125 0.1877 ( 0.3446; L0805) 40 0.7539 0.2186 ( 0.3253; 1.1824) 
75 0.9543 0.0371 ( 0.8815; L0270) 84 0.9245 0.0653 { 0.7966; 1.0524) 
8 0.3530 0.2668 (-0.1699; 0.8760) 36 0.6548 0.2767 ( 0.1125; 1.1911) 
119 0.9480 0.0394 ( 0.8708; 1.0252) 51 0.9142 0.0994 ( 0.7193: 1.1091) 
99 0.9413 0.0418 ( 0.8595; 1.0232) 6 0.9142 0.1179 ( 0.6831; L1452) 
61 0.9805 0.0154 ( 0.9504; 1.0107) 32 0.8714 0.1984 ( 0.4825; 1.2604) 
114 0.9484 0.0429 ( 0.8643; L0326) 7 0.8714 0.2297 ( 0.4212; 1.3217) 
23 0.9346 0.0510 ( 0.8346; L0345) 45 0.9142 0.1812 { 0.5590; 1.2694) 
79 0.9782 0.0187 ( 0.9416; L0149) 18 0.0000 
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Tabela C5- TabeJas de vida para pacientes com endomiocardiofibrose referente ao tipo de 
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1 o 34 
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2 o 33 
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1 o 27 
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15 o 19 
1 
w b E 
1 o 26 
o o 26 
1 o 23 
o o 18 
2 o 18 
o o 17 
o o 13 
3 o 11 
o o 11 
7 o 8 
CF2 
2 3 4 
w d E w d E w 
o o 11 o o 10 o 
o o 11 o o 8 o 
o 1 11 o o 2 o 
o o 11 o o 2 o 
2 1 11 o 1 2 o 
3 o !O o 1 2 o 
3 o 9 o 1 1 o 
1 1 8 3 o 1 o 
2 1 7 2 o 1 o 
19 o 5 1 4 1 o 
CF2 
2 3 4 
w d E w d E w 
o o 6 o o 24 o 
2 1 6 1 o 18 1 
3 2 5 o 2 ]6 1 
o o 3 1 o 13 o 
1 o 2 o o 12 o 
4 o 2 o o Jl o 
2 o 2 o o 9 o 
o o 2 o o 7 o 
3 o 2 o o 6 o 
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Tabela C6- Número de mortes e total de tempo de seguimento dos pacientes expost-os ao risco 
no intervalo, pelo tipodet-tatamento(TRAT A~fENTO) e classe fundonal final (CF2). 
- -
(a) número de mortes (b) total de tempo expostos ao risco 
Cirúrgico a:nieo Cirúrgico Clfnico 
tempo 1----1~ 3-4 1-2 3-4 1-2 3-4 1-2 3-4 
-- 2-- --o - 1m o o 6 1800 600 1185 810 
1 - 3m o 6 1 1 3600 960 2250 1350 
3 - 6m 1 o 2 4 5310 1170 2970 1665 
6 - 9m o o o 1 5085 lliO 2700 1350 
9-12 m 1 1 o 1 4~<)~ ,_, 1125 2565 1215 
1 -L5 a o 2 o 2 8460 1980 4500 1980 
1.5 - 2 a o 1 o 2 7560 1.710 3960 1620 
2 -2:.5 a 1 o o 1 7020 1530 3.;10 1530 
2.5 - 3 a 1 o o 1 6480 12:60 2970 1350 
>3a o 5 1 5 3060 540 1350 630 
Tabela C7- Tabelas de vida para pacientes com endomiocardiofibrose referente ao tipo de 
tratamento (TRATAMENTO) e fibrilação do atrio (FA). 
CIRÚRGICO CLÍNICO 
-
FA 1 2 I 2 
Tempo E w b E w d E w d E w d 
0- 1m 24 o 2 50 o o ?' _, o 4 43 1 2 
1 - 3m 22 o 4 50 o 2 21 1 1 40 3 1 
3 - 6m 18 o 1 48 1 o 19 3 4 36 1 2 
6 - 9m 17 1 o 47 2 o 12 o 1 33 1 o 
9 -12m 16 1 o 45 1 2 11 1 1 32 o o 
1. -1.5 a 15 1 o 42 3 2 9 o 1 32 4 1 
1.5- 2 a 14 1 o 37 3 l 8 1 o 27 3 2 
2 -2.5 a 13 1 o 33 2 l 7 o 1 22 2 o 
2.5-3a 12 2 o 30 2 1 6 1 o 20 2 o 
>3a 10 10 o 27 22 5 5 2 3 18 13 5 
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Tabela C8 ~Número de mortes e total de tempo de 5-{'guimenl-o dos pacientes expostos ao risco 
no intervalo, pelo tipo de tratamento (TRATAMENTO) e fibrilação do atrio (FA). 
---
(a) número de mortes (b) total de tempo expostos ao risco 
Cirúrgico ClÍnico Cirúrgico ClÍnico 
lcmpo 1 2 1 2 I 2 1 2 
-
o - 1m 2 o 4 2 690 1500 690 1245 
1 - 3m 4 2 1 I 1200 2940 1200 2280 
3 - 6m 1 o 4 2 1575 4275 1395 3105 
6 - 9m o o 1 o 1485 4140 1035 2925 
9 -12m o 2 1 o 1395 3915 900 2880 
1 -1.5 a o 2 1 1 2610 7110 1530 s::no 
1.5- 2 a o 1 o 2 2430 o:Joo 1350 4410 
2 -2.5 a o 1 1 o 2250 5670 1170 ;3780 
2.5 - 3 a o 1 o o 2070 5130 990 3420 
>3a o 5 3 5 900 2430 450 1620 
A piindice C - R.e..rulw.dos 
Tabela C9- \-Iat-riz de planejamento para ajuste dos mode-los no Capitulo 4. 
(a} Matriz de planejamento para efeitos prin<:ipais do tempo, tipo de tratamento 
(TRATAl\-1ENTO) e classe funcional final (CF2) ou fibrilação do at.rio (FA). 
X ={1 1 1 o o o o, 
1 1 1 o 1 o o o, 
1 1 o o 1 o O, 
1 1 1 o o o 1 o, 
1 1 1 o o o o 1, 
1 1 1-1-1-1-1-1, 
1 I -1 1 o o o O, 
l 1 -1 o 1 o o O, 
l 1 -1 o o l o O, 
1 1 'l o o o l o, 
1 1 'l o o o o 1, 
l 1-1-1-1-1-1-1, 
l ,] l l o o o o, 
l -1 1 o 1 o o o, 
l ,] l o o 1 o o, 
l ,] 1 o o o l 11, 
1 ,] l o o o o ], 
1 ,] 1-1-1-1-1-1, 
I -1 ,] l o o o o, 
l -I -I o 1 o o o, 
l -1 -1 o o l o O, 
1 -1 -1 o o o I o, 
l -1 -1 o o o o 1, 
I -1 -1 -1 -1 -1 -1 -1}; 
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Tabela C9 ~(Continuação). 
(b) Matriz de planejamento para o modelo hierárquico. 
X ~{1 o o o o 1 1 O, 
1 o o o o 1 -1 o, 
1 1 o o o o -1 o 1, 
1 1 o o o o -1 o -1, 
1 o 1 o o o 1 1 O, 
1 o o o o 1 -1 o, 
1 o 1 o o o -1 o 1, 
1 o 1 o o o -1 o -l, 
o o o o 1 1 o, 
1 o o 1 o o 1 -1 o, 
1 o o 1 o o -1 o 1, 
1 o o o o -1 o -1, 
1 o o o 1 o 1 o, 
1 o o o 1 o 1 -1 o, 
1 o o o 1 o -1 o 1, 
1 o o o 1 o -1 o -1, 
1 o o o o 1 1 1 o, 
1 o o o o 1 1 -1 o, 
1 o o o o 1 -1 o 1, 
1 o o o o 1 -1 o -1, 
1 -1-1-1-1-1 1 1 o, 
1 -1-1-1-1-1 1 -1 o, 
1 -1-1-l-l-1-1 o 1 
1 -1-1-1-1-1-1 o -1}' 
APÊNDICE D 
PROGRAMAS COMPUTACIONAIS 
Neste apêndice encontram-se os programas computacionais utilizados para a obtençào 
dos resultados desta tese. Utilizou-se o software estatÍstico SAS (Statistic.al Analysis System). Na 
secção Dl apresenta-se uma seqüência de procedimentos SAS utilizados no ajuste de alguns dos 
modelos. Na secção D2, uma introdução aos programas complementares desenvolvidos no 
módulo IML do SAS. Finalmente na seo;;ào D3 apresentam-se os programas. Quando necessário 
serão feitos breves comentários. 
DL SAS (Statistical Analysls System) 
SAS (SAS Institute 1987), é um pacote desenvolvido por meio de procedimentos. Os 
procedimentos tratados nesta tese são: 
Procedimento LlFETI.;5T: é utilizado quando os dados tlpreseJJtam censuras à direita para 
o cálculo de estimativas não paramétricas da função distribuição de sobrevivência, ta! como 
produw-limit.e de Kaplam-Meier e tabela de vida introduzidos no CapÍtulo L Também fornece 
teste de a.s.soeiação entre a variável resposta e outras covariáveis. 
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Procedimento LIFEREG: é usado para ajuste de modelos paramétricas onde a variável 
resposta é o tempo, que podem ser censurados à direita. A cla.sse de modelo inclui exponencial, 
Weibu!l, log-normal e- modelos log logÍstico. Os parâmetros são estimados através da máximo 
verossimilhança usando o algoritmo de Newton-Raphson. As estimativas do erro padrão dos 
parâmetros estimados são calculados da inversa da matriz de informação obser-vada. 
Procediment-o LOGISTIC: permite ajustar modelos de regressão logÍstica para dados 
binários e dados de resposta ordinal pelo método de máxima verossimilhança usando o método 
iterativo de mÍnimos quadrados ponderados para cálculo das estimativas dos parâmetros. O 
procedimento incorpora procedimentos para selecionar covatiáveis para obter o "melhor 
modelo". As opções de tais procedimentos são FORWARD (parte do modelo mais simples em 
direção aos modelos mais complexos), BACKWARD (parte do modelo mais complexo em 
direção aos modelos mais simples) e STEPWJSE (é a composição dos métodos FORWARD e 
BACK\VARD, que inclui ou exclui as covariáveis conforme sua importãncia.). 
Procedimento PHREG: é emprl?gado em análise de dados de sobn•vivência, quando a 
distribuição dos tempos é dt""~conhedda. Ajusta o modelo semi-paramétrica de C.(IX. O modelo de 
riscos proporcionais de Cox é muito usado para explicar os efeitos das variáveis exploratórias no 
tempo de sobrevivência. Usa o método da verossimilhança parcial de Cox. para estimar os 
parâmetros. O procedimento PHREG fornece quatro métodos de seleç.ào de variáveis: Seleção 
l<'ORWARD, elimina;_;ão BACKWARD, seleção STEPWISE e seleção "BEST". Também fornece 
teste de linearidade nos parâmetros e cria um novo conjunto de dados contendo a funç,ão de 
sobrevi vênda estimada. 
D2. Programas Desenvolvidos.. 
Os programas abaixo relacionados são todos desenvolvidos no módulo 1:\-fL doSAS. 
Programa PEVSTMC.PRG: Programa desenvo!Yido para estírnar a variãncía da função 
de sobrevivência atravf._s da fónnulade Tsiatis expressada em (l.f)l), apresentada por Link [1984] 
e construir intervalos 100(1 - a)% de confiança para a função de verossimilhança quando os 
parâmetros são estimados através do modelo de riscos proporcionais de Cox. 
Programa PJ<:::SVSMG.PRG: Programa desenvolvido para estimar a função de 
Sobrevivência dada em (1.42) e a respectiva variâucia, empregando o método Ddta apresentado 
na secção 1.6 no modelo de riseos proporcionais de Gla.sser, e contruir intervalos de 100(1- a)% 
confiança. 
Programa PESVSLAS.PRG: Programa dest'll\'Olvido para estimar a função de 
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sobrevivência e a varíãncia da mesma no modelo logÍstico em análise de sobrevivência, 
apresentadas na secçáo 2,3. Cálcula também intervalos de 100(1- a)% de confiança. 
Programa PAMLEAS.PRG: Programa dt"eSenvoh:ido para ajuste do modelo logÍstico 
expone11da! em análise de sobrevivência. Desenvolvido para estimar os parâmetros através do 
método de máxima ,·crossimilhança empregando o algoritmo de :\ewton-ful.phson, e calcular as 
estimativas da função de sobrevivência e as respe-ctivas variâcías, para construir intervalos de 
100(1 -a)% de confiança apresentados na secção 2.4. 
Programa PAMLEPAS.PRG: Programa desenvolvido para ajuste do modelo logÍstico 
exponencial por partes em análise de sobrevivência. Estima os parâmetros através do método de 
máxima verossimill1ança usando o algoritmo de Newton-Raphson, assim como fornece 
estimat-ivas para a função de sobrevivência e sua variãncia, apresentada-s na secção 2.5. Constroi 
também. int.ervaJos de 100(1- n)% de confiança. 
Programa PAMEPTV.PH.G: Programa desenvolvido j)<'lra ajuste do modelo exponencial 
por partes para análise de sobrevívBncia quando os dados estão apr-eMntados em tabdas de vida 
como mostra a Tabela 3.1 e as covariáveis são categóricas. Este- programa estima o.s parâmetros 
através do mét-odo iterativo de Newton-Raphson para encontrar estima-dor de máxima 
verossimilhança. Estima o logaritmo da função de sobrevivência dada em (3.16) ~~ controi 
intervalos de 100(1- a)% de confiança para loga.ritmo de S(t! s). 
Programa PAME.P.PRG: Programa desenvolvido para ajuste do modelo exponencial por 
partes para análise de sobrevivência quando as covariáveis são continuas efou diseretas. Este 
programa estima os parâmetros através do método de Newt.on-Raphoon. Estima o logaritmo da 
função de sobrevivência dada em (3.16) e contrai intervalos de 100(1 - a-)% de confiança para 
logaritmo de S(t- ! ;s:). 
Programa PAMLOGHM.PRG: Programa desenvoh"ido para ajuste do modelo 
multinomial sugerido por Holford [1980]. Este programa estima os parâmetros através do 
método de Newton-Raphson. 
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D3. Listagens dos Pr-ogramas. 
D3.1. ProgramaemSAS (LlF'ETEST) p.a.racakular a estimativa da função de sobrevivência 
através de métodos não paramétricas e desenhar os gráficos de interesse. 
LIBNAME A ''; 
PROC LIFETEST DATA= a.dados PLOTS = (S,LS,LLS); 
TIME TEMPO•STATUS(O); 
STRATA var; f* valido somente quando os dados estao divididos 
em estratos- Capitulo 4 '*-/ 
RUN; 
0hs:a-.d~ad~o-,~é~,-,m--~S~A~S~d~a-t-a-,-,~,-,-o-m--o-,-d~ad~o-,-.-----
03.2. Programa em SAS (LfFEREG) para ajustar o modelo paramétrica log-linear de Gla..~er. 
---
LIBNAME A ' '; 
PROC LIFEREG DATA= a.dados; 
RUN; 
MODEL TEMPO*STATUS(O) = covariaveis/ DIST = EXPONENTIAL 
COVB; 
/*especifica o modelo a ser ajustado *f 
OUTPUT OUT = a.dadosl XBETA = zb STD = dpzb; 
f* cria um novo conjunto de dados com os valores 
preditos zb e seus respectivos erros padrao *f 
Obs: ~ covariáveis são os nomes das covariáveis que serão incluidas no modelo, para o ajuste do 
modelo sem covariáveis deixar em branco. 
-as opções: DIST;;;: EXPONENTIAL -mostra que o modelo a ser ajustado é o modelo 
log~ linear exponenciaL 
COVB - escreve a matriz de covariánda dos parâmetros estimados. 
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D3.3. Programa PESVSMG.PRG (IML~SAS), desenvolvido para calcular a estimativa da função 
de- sobrevivência e de sua variãncia quando o modelo ajustado é o modelo de riscos 
proporcionais exponencíal de Glasser [I96i]. _ _:__:_ 
f*------------------------------------ PESVSMG.PRG--~------------ versao LO- Junho 93 -----*I 
f* PROGRAMA PARA ESTIMAR: FUNGAO DE SOBREVIVENCIA *f 
f* VARIANCIA DA FUNCAO DE SOBREVIVENCL,hl 
I* ----------------~----------------------------------------------------------------------------- *I 
/• ------------------------ MODELO LOG-LINEAR DE GLASSER------------------------------- •I 





1* ENTRADA DOS DADOS: A o::: matriz com os dados 
I* B o::: vdor dos parametros estimados (atraves de D3.2) 
I• VB o::: matriz de covariancia estimada (atrav<)S de D3.2) 
I * ---------- ~ --~ ------ ----------------------------- ~ ----------------------------------------------------
PROC IML WORKSIZE::::: 50; 
RESET NOPRINT; 
f* --------------------------------- ~ leitura dos dados ~-------------------------------------------- *I 
A ::::: { conjunto de dados }; 
B ~ {4.4806, -1.5414, 0.1041}; 
VB ~ { 0.989862 -0.452383 -0.034167, 
- 0.452383 0.307992 0.0023-39, 
- 0.034167 0.002339 0.003119}; 
f* pararnetros estimados atraves de D3.2 *f 
I* matriz de covariancia dada por D3.2 *f 
f*--------------------- -matrizes auxiliares utilizadas nos cakulos ----------------------------- - *I 
n::::: NROW(A); f* numero de observacoes {por exemplo pacientes) *I 
UM o::: J{n,l,l); 
Z = l'M li A[,{4 5}]; 
p ~ NCOL(Z); 
DELTA!~ A[,3]; 
T ~ A[,2]; 
ZB ~ A[,7]; 
IND ~ A[,l]; 
DPB ~ VECDIAG(VB)##0.5; 
f* vetor nxl de elementos 1 *f 
f* matriz para ajuste do modelo *I 
I* numero de parametros a ser estimado *I 
I* vetor nxl com indicador de censura *I 
I* vetor nxl wm os Tempos *-f 
I* vetor n:d dos preditos zb (atraves de D3.2) *I 
f*- vetor nxl ident-ificaeao do padente *f 
f* erro padrao para os parametros *I 
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I* --------------------------··---------------------------------------- ---------------------------------- *I 
AUX! = EXP(~ ZB); 
S = EXP(~ T#AUXl); I* funcao sobrevivencia estimada *I 
I• ~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ • I 
I• 
I• 
CALCULO DA ESTIMATIVA DA VARIANCIA 
METO DO DELTA 
•I 
•I 
GB ::: J(p,n,O); 
VS::: J(n,l,O); 
DO I::: 1 TO N; 
DO J ::: I TO P; 
Gb[J)] = GB[J,l] + T[l,]•S[l,]•Z[l,J]•AUXI[l,J; 
END; 
VS[l,] = VS[l,J + ((GB[,l])' • VB • (GB[,l])); 
END; 
/*derivada S(t I z) em b *I 
I• va.riancia de S(t I z) *I 
DPS::::: VS##0.5; I* erro padrao de S(t I z) *f 
I* --- --------------- ----------------------------------------------------------------------------------- *I 
I* Intervalo de 95% de confianca para. a funcao sobrevivenda *I 
I* no modelo log-linear de Glasser [1967] *I 
I • ~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~ ~~ ~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ • I 
AUX2 = 1.96; 
!CLI = J(N,I,O); 
I* valor tabelado da normal padrao com proba!idade 95% *I 
ICLS = J(l\',1,0); 
DO I= I TO N; 
!CLI[l,] = !CLI[l,J + S[I,J ~ AUX2•DPS[I,J; 
ICLS[l,J = !CLS[l,J + S[l,J + AUX2•DPS[l,J; 
END; 
I* límite inferior *f 
f* limite superior *I 
I* -··----- --------- ------------·------------------- ---- -----------------------------·--------------- ··----- *I 
I• IMPRESSA O DOS RESULTADOS •I 
I • ~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~ ~~~~ ~~~~~~~~~~~~~~ ~~~~ ~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~ ~~~~ • I 
VARIAVEL :::= { "INTERCEPTO" ,"nomes das covaríaveis incluidas no modelo''}; 
PRlNT, ,. :MODELO DE REGRESSAO LOG-.LINEAR DE GLASSER "; 
PRINT," "; 
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PRE\T.' ··, 
PR!NT, 'PARAMETROS ESTIMADOS E ERRO PADRAO'; 
PRINT, VARIAVEL B [FORMAT ~ 8.4] DPB [FORMAT ~ 8.4]; 
PTUNT," "; 
!52 
PRIN'fj"Fl1NCAODESOBREVIVENCIAESTIMADA, ERRO PADRAO DE S(t I z) E": 
PRINT "INTERVALO DE CONFIANCA DE 95% PARA S(t I z)"; 
PRINT.~ "; 
PRINT, OBS T S [FORMAT~8.4J DPS [FORMAT~8.4] ICL! [FORMAT~8.4] 
ICLS [FORM.U~8.4]; 
QUJT; 
Obs: Est-e programa só pode ser utilizado após a ewcução do programa 03.2. 
D3.4. Programa em SAS (PIIREG) para ajuste do modelo de risco proporcional de Cox. 
LIBNAME A ' '; 
PROC PHREG DATA::::: a.dados; 
RUN; 
MO DEL TEMPO>~<STATUS(O)::::: covariáveisiCOVB 
SELECTION ~ STEPWISE 
SLENTRY ~ 0.25 
SLSTAY = 0.15 DETA1LS; 
OUTPUT OUT = a.dadosl XBETA = zb STDXBETA = dpzb SURVIVAL = s; 
f* cria um novo conjunto de dados com os valores preditos zb 
e seus erros padrao e a estimativa da funcao de sobrevi vencia *f 
.. -----------~-------
D3.5.Programa PEVSTMC.PRG (IML--SAS), desenvolvido para calcular aestimati v a da variãnôa 
da funç.ão de sobrevivência. quando o modelo ajustado é o modelo de riscos proporcionais de 
Cox. 
/>t·-~----------------------~--------- -PEVSTMC.PRG---·--·-------- versao 1.0- Junho 93------ *f 
I* PROGRA\-IA PARA ESTIMAR: VAHIANCIA DA FUNCAO DE SOBREVJVENCIA*I 
I* -------~--- · -------------------------------------------------------------------- --------------------- - *I 
/• ----------------MODELO DE RISCOS PROPORCIONAIS DE COX --------------------------+/ 
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I * --------------------- -------------------------------------------------------------------------------- * I 
f* ENTRADA DOS DADOS: A ::::: matriz com os dados *f 
I* B ::::: vetor dos parametros estimados (atraves de D3.4) *f 
VB :::::matriz de covariancia estimada (atraves de D3.4) 
I * --------- -------------- ------ ----- --- ------------------- ---------------- ----------------------------
PR.OC 1!1·11 WORKSIZE ::::: 50; 
RESET NOPRINT: 
f*--------------·-·-------------------- -leitura dos dados ------------------------------------------ - *f 
A ::: { conjuuto de dados}; 
B = {1.674399, -0.118987): 
VB = {0.374649 0.001273, 
0.001273 0.003307}; 
f* paramet-ros estimados atraves de D3.4 •f 
f* matriz de covaria.11cia dada por 03.4 *f 
I*-------------------- -matrizes au:xiliares utilizadas nos calculas ----------------------------- - *f 
N = NROW(A); 
Z = A[,{4 5)]: 
T= A[,2]: 
DELTA!= A[,3]: 
ZB = A[,6]: 
S = A[,8]; 
IND= A{,l]: 
P = NCOL(Z); 
DPB = VECDIAG(VB)##0.5; 
I* numero de observac()('S (por exemplo pacientes) *f 
f* matriz para ajuste do modelo *I 
f* vetor nxl com os Tempos ordenados tl < t2 < ... < tn *f 
/*vetor nxl com indicador de censura *f 
f* vetor nxl dos preditos zb (atraves de 03.4) *f 
I* vetor nxl das sobrevivend-as estimadas atraves de D3.4 •/ 
f* vetor nxl a identifkacao do paciente •/ 
f* numero de pararnetros a ser estimado *f 




1• CALCULO DA VARJANCIA SEGUNDO TSJAT!S {1978] 
I * ----------------------------------------------------------------------------------------------------
vs = J(n,l,O); 
W::: J(p,l,O); 
AUX3 = 0; 
DO I= 1 TO N; 
AUX! =O; 
AUX2 = J(p,l,O); 
DO L::::: I TO N; 
!F T[L,J >= T[I,] THEN DO: 
AUXl = AUXl + EXP(Z[L,]•B); 




W[J,] = W[J,] + A\iX2[J,]/(AUXl##2)- Z[l,J]/Al!Xl; 
END; 
AUX3 = AUX3 + li(AUX1##2); 
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VS[l,] = VS[!,J +((S[l,]##2)•(EXP(2•Z[l,]•B)•AUX3 + EXP(2>Z[l,]>B)•W' ' VB•W)); 
/• variancia de S(t I z) *f 
El\D; 
DPS = VS##0.5; f* erro padrao de S(t I z) *f 
I* ------------------- ------------------------------------------------------------------------------- - *I 
f* Intervalo de 95% de confianca para a funcao sobrevivenda *f 
f* no modelo regressao de Cox [1972] *f 
I * ----------------------------------------------------------------------------------------------------- - * I 
aux4 = 1.96; I• valor tabelado da normal padrao com probabilidade 95% •/ 
ICLl = J(N,l,O); 
lCLS = J(N,l,O); 
DO bl TO N; 
!CL![l,J = !CLI[l,] + S[l,]- AUX4•DPS[!,]; 
ICLS[l,] = ICLS[!,J + S[!,J + AUX4•DPS[1,]; 
Ei'ID; 
f* limite inferior *f 
f* limite superior •/ 
I • ---------------------------- ------------------------------------------------------------------------- - • I 
IMPRESSA O DOS RESULTADOS 
I * ---~ ~ --------------- ---------~ ------------~ ---------~--------·------~--------------------------- ---- - * I 
VARIAVEL = {"nomes das covariaveis incluida.s no modelo"}; 
PR!NT," MODELO DE REGRESSAO DE COX "; 
PRL"iT," "; 
PRINT, ""; 
P!UNT, "PARAMETROS ESTIMADOS E ERRO PADRAO"; 
PRDIT, VAR!AVEL B [FORMAT=8A] DPB [FORMAT=8.4); 
PRINT," "; 
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PRlNT j"FUNCAO DE SOBREVI VENCIA ESTll\fADA, ERRO PADRAO DE S(t I z) E"; 
PRINT "INTERVALO DE CONFIANCA DE 95% PARA S(t I •)"; 
PRINT," "; 
PRINT ,IND T S [FORMAT=8.4) DPS [FORMAT=SA) ICLI [FORMAT=8A) 
ICLS [FORMAT=8A): 
QUIT; 
Ohs: Est.e programa só pode ser utilizado após a execução do programa 03.4. 
D3.6. Programa em SAS (LOGISTIC) para ajuste do modelo logÍstico. 
--'-----~ ,,,,,_ 
LIBNAME A ' '; 
PROC LOGISTIC DATA= a.dados; 
MODEL RESPOSTA= covariáveis I COVB 
SELECTION = STEPWISE 
SLENTRY = 0.25 
SLSTAY = 0,15 DETAJLS: 
OUTPUT OUT = a.dadosl XBETA = zb STDXBETA = dpzb; 
I* cria um novo conjuuto de dados com os valores preditos zb 
e seus erros padrao *I 
RUN: 
Obs: RESPOSTA é a variável dicotômica descrita em (2.20). 
D3.7. Programa PESVSLAS.PRG (IML-SAS), desenvo!vidoparacalcular a estimativa da função 
de sobrevivência e de sua variància quando o modelo ajustado é o modelo logÍstko. 
/*-----------------·---------------~- PESVSLAS.PRG ----··----------versão 1.0 · Jm1ho 93 ----- *I 
I• PROGRAMA PARA ESTJMARo FUNCAO DE SOBREVJVEKCIA •I 
I• VAIUANCIA DA Fl.JNCAO DE SOBREVIVENCIA 
I* ----------------- ----------------------------------------·- -------··- ------------------------·---------
1' ------------------------------- MODELO LOGJSTI CO -------------------------------------
1 * ---------------·--------------------------------------- --- ··---- -------------------------·------------
1* ENTRADA DOS DADOS: A= matriz com os dados 
B = vetor dos parametros estimados (atravrs de 03.6) 










PROC IML WORKS!ZE =50; 
RESET NOPR!NT; 
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J * ---------------------------------- -leitura dos dados -------------------------------------------- * / 
A = {conjunto de dados}; 
B = {10.6866,·3.4352,·2.0750,·0.3746}; I* parametros estimados atraves de D3.6 *f 
VB = {11.872648049 -3.776101392 -1.912350299-0.45970.572, 
-3.776101392 1.8814219429 0.4094242542 0.0794092465, 
-1.912350299 0.4094242542 0.5844034202 0.055 785167' 
-0.45970572 0.079409246.5 0.055785167 0.0324035679}; 
f* matriz de covariancia dada por D3.6 *f 
/*--------------------- -matrizes auxiliares utilízadas nos mkulos ---------------------------- -*f 
n = NROW(A); 
UM= J(n,l,l); 
Z = UM li a[.{3 15 !6}]; 
p = NCOL(Z); 
DELTA!= A[,2]; 
T =A[,!]; 
DPB = VECDIAG(VB)##0.5; 
PO = UMI(UM + exp(·Z•B)); 
ZB::::: z,.B; 
VZB = Z*HINV*Z' ; 
DPZB = VECDIAG(VZB)##0.5; 
f* numero de obsnvacoes (por exemplo p<.tcient.t>s} *I 
I* vetor nxl de el('met1t-os 1 *I 
I* matriz para ajuste do modelo *I 
I* numero de parametros a ser estimado *I 
I• vetor nxl com indicador de censura il-/ 
f* vetor nxl com os Tempos •f 
f* erro padrao para os para.metros *I 
f* Probabilidade de Falha •f 
f* preditor linear *f 
f* matriz de CO\'arianda de ZB *f 
*f desvio padrao de ZB *f 
I* -----~-~------- ---------~--~~--------------------------------------------------------- -------- - *I 
I• CALCULO DA ESTIMATIVA DA FUNGAO DE SOBREVIVENC!A •I 
I* ---- ---------------·------------------------------------------- ----------~-------------------------- - *I 
S::::; UM /(UM+ EXP(ZB)); I* funcao de sobrevivencia estimada") 
I* ------- -----------------------··------------------------------------------- ------------------------- - *I 
I• CAJ.Cl:LO DA ESTIMATIVA DA VARIANC!A •I 
I* ~IETODO DELTA *f 
1,....................................................................................................... . •I 
GB = J(p,n,O); 
VS = .I(N,l,O); 
DO 1 =I TO N; 
DOJ=1TOP; 
GB[J,I] = GB[J,1]- (Z[I,J]•S[l,]•11(1 + EXP(Z[L]•B))); I• daiwwa S(t I ,) em b •I 
E~D; 
VS[I,] = VS[I,] + ((GB[,J])'•VB•(GB[,l])); 
Ei\D; 
f* variancia de S(t I z) *f 
DPS "" VS##0.5; f* erro padrao de S(t I z) *f 
I* --------------------------------------~----------------~------·---------------------------------- - *I 
f* Intervalo de 95% de confianca para a funcao sobrevivenda *f 
f* no modelo loglstico *I 
I* --------------------------------------------------------------------------------------------- - *I 
aux3 = 1.96; 
JCLI = J(N,1,0); 
f* valor tabelado da normal padrao com probabilidade 95% *f 
ICLS = J(N,l,O); 
DO 1:::: 1 TO N; 
ICLI[I,] = ICLI[I,] + S[I,]- AUX3•DPS[I,]; 
ICLS[I,] = ICLS[I,] + 5[1,] + A UX3•DPS0,J; 
END; 
IND = J(N,l,O); 
DO I= 1 TO N; 
JND[I,] =I; 
END; 
r~; limite inferior *f 
f* limite superior *f 
I* -----------------------------------------------------------~~---~-------------------------------~ - *I 
I• IMPRESSAO DOS RESULTADOS •I 
I* --------------~-------~----------------------------~--------------------~------------------- - *I 
VARIAVEL:::::: { "lNTERCEPTO"',"nomes das covariaveis induidas no modelo"}; 
PRINT I "MODELO DE REGRESSAO LOGISTICO "; 
PRINT," "; 
PRINT," "; 
PRfNT, "PARAMETROS ESTIMADOS E ERRO PADRAO "; 
PRINT, VARIA VEL B [FORMAT=8.4] VB [FORMAT=8.4]; 
PRINT I "VALORES PREDITOS"; 
PRJNT, ZB [FORMAT=8A] DPZB [FORMAT=8.4]; 
PRJNTj"FUNCAODESOBREVIVENCJA ESTHvfADA, ERRO PADRAO DE S(t I z) E"; 
PRINT "INTERVALO DE CONFIANCA DE 95% PARA S(t I,)"; 
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PRINT ,IND T [FORMAT = 5.2) PO [FORMAT=8.4) S [FORMAT=8.4) 
DPS [FORMAT = 8.4) ICLI [FORMAT=8.4) ICLS [FORMAT=8.4); 
QUIT; 
Obs: Este programa só pode ser utilizado após a execução do programa 03.6. 
D3.8. Programa PAMLEAS.PRG (IML-SAS), desenvolvido para ajustar o modelo logÍstico 
exponencíal. 
1*-------------------------------- -PAMLEAS.PRC.------------- versao LO- Junho 93---- *f 
I• PROGRAMA PARA ESTIMAR; PARAMETROS •I 
FUNGAO DE SOBREVI VENCIA 
l~- VAIUANCIA DA Fl~NCAO DE SOBREVIVENClA *f 
I * -------·· --------------------·· ---------------------------------------·· -------------------------------- - * I 
f*------------------- :MODELO LOGISTICO EXPO-:\ENCJAL ------------------------*f 
I* -··----------------------- ---------------------------------------------~---------------------------- - *I 
f-* ENTRADA DOS DADOS: A= matriz com os dados *f 
f* TAU =tempo de obser-vacao *f 
I* -------------·------------- ------------------------------------- --~------------------------------- *I 
PROC IML WORKSIZE = 50; 
RESET NOPRINT; 
j * ------------~----------------~---- -leitura dos dados ----------------------------------------- - * / 
A = { conjunto de dados }; 
TAU = '20; 
I*--------------------- matrizes auxiliares utilizadas nos cakulos --------------------------- - -*I 
n = NROW(A); 
UM = J(n,l,l); 
Z =UM li a[,{3 15}); 
p = NCOL(Z); 
STATUS = A[.2); 
Tl =A{. I); 
I* numero de obscrvacoes (por exemplo pacientes) *I 
1-* vetor nxl de elementos 1 *I 
f* matriz para ajuste do modelo *f 
f* numero de parametros a ser estimado *I 
f* vetor nxl com indicador de censura *f 
f* vetor nxl com os Tempos *I 
I*-----~-------- - definindo variavel resposta deltaí e a variave! tempo---------------------- - *I 
DELTA!= .I(N,I,O); 
T = J(N.I,O); 
DO l=l TO N; 
!F Tl[l,] < TAU Tl!EN DO; 
T[l,]=Tl[l,J; 
!F STATUS[!,]= l THEN DELTA![!,]= l; 
!F STATUS[!,]= O THEN DELTAl[I,) = 2; 
END; 
ELSE DO; 




I • ---------------------------------------------------------------------------------------------- ----- - • I 
f* ESTIMACAO DOS PAR.A~1ETROS ot) 
I* ----------------------------------~------------------------------------------------------------ ---- - *I 
/ * ----------------------------------- - valores lDJC',ta\s --------------------------------------------- * / -
INAO = J(p,l,O); 
PARADA= J(p,l,1); 
B = INAO; 
it :::: O; 
LAMBDA = 1; 
f* valores iniciais para vetor dos paramf"tros •/ 
f• ------------------------- func.ao para calcular as derivadas de MV ------------------ - •I 
START DERIVADA; 
PO = J(N,1,0); 
A\JX1 = J(N,1,0); 
UB = J(P,l,O); 
IOB = J(P,P,O); 
DO I= 1 TO N; 
!F DELTA![!,] -= 2 THEN DO; 
PO[l,J= 1l(l+EXP(-Z[l,]•B)); f* probabilidade de falha *f 
AUX1[!,] = li(LOG(!+EXP(Z[l,]>B))); 
\JB = UB + (Z[l,]'•PO[l,]•(DELTAI[l,]>AUX1[L]- T[I,]/TAU)); 
f* derivada em relac.ao a H •/ 
AUX2 = EXP(-Z[l,]•B)•(DI:LT Al[l,]•AUX1[L]- T[I,]/TAU)- DEL TAI[I,]•A FX 1##2; 
IOB = !OB + Z[l,]' •(PO[l,)##2)•AUX2•Z[l,]; 
f* derivada parcial de segunda ordem em B *f 
END; 
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END; 
FINISH; 
/*--------------- -funcao para calcular funcao ma.xima verossimilhança---------------------- - *f 
START MV; 
LV= O; 
DO I= 1 TO N; 
!F DELTA![!,]-= 2 THEN DO; 
LV= LV+ DELTAI[!,J•(LOG(LOG(l + EXP(Z[l,]•B)))- DELTAI[l,]•LOG(TAU) 




/t---------------------- - processo iterativo de Newton-Raphson ------------------------------ - *f 




UO = UB; 
lO= IOB; 
HlNV = INV((-1)<10); 
DELTAO = HINV*UO; 
Bl = B; 
PARADA= LAMBDA*DELTAO; 
B = B +PARADA; 
RUN lv1V: 
!F LV<= LVATHEN DO; 
CONT =O; 
f* exe-cuta a funcao derivada t-f 
f* executa. a. funcao maxima verossimilhanca *f 
f* inversa da matriz de Fisher *f 
f* vetor dos parametros *f 
f* t•xecuta a funcao maxima verossimi!hanca *f 
DO WHILE ((LV<= LVA) & (CONT <= 10)); 
LAMBDA = LAMBDA/2; 
PARADA= LAi\-fBDA*DELTAO; 
B = B1 + PARADA; 
IWN I\·1V; f*- exe-cuta a fnncao rnaxima verossimilhança *f 
CONT = CONT + I; 
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END; 
END; 
IT = IT + 1: 
END; 
ITF ~ IT; f* nmnero de iteracoes netessarias para estimar os parametros *f 
VB = HINV; f* matriz de covaríancia dos parametros *I 
DPB = VECDIAG(VB)##0.5; f* desvio padrao de B -t/ 
I• ~~~~~~~~-~--~~~~~~~-~~-~~-~~~- .VALORES PREDITOS.~~~~~~~~~~~~-~-~~~~~~~~~~~~~~~~~~~~~~~~ ~ *I 
PO = llMf(UM + exp(-Z*B)); 
ZB = z,.B; 
VZB = Z*HIKV,.z· : 
DPZB ~ VECDIAG(VZB)##0.5; 
f* Probabilidade de Falha *f 
f* preditor linear-~) 
f* matriz de covarlantia de ZB *f 
*f erro paclrao de ZB *I 
I*------------------------ - funcao para testar os parametros --------------------------------- · *I 
START TESTE; 
CB = C*B; 
CVBC = C* VB*C' ; 
QWl = CB' *INV(CVBC)*CB: 
q ~ NROW(C); 
X~ PROBCHI(QW!,q); 
PVALUE = 1- X; 
QW ~ QW! li PV ALUE; 
PRINT QW; 
FINISH; 
f* estatistica de Wald *f 
f* numero de graus de liberdade *f 
I*~~~~--~--------------~-~--- TESTA R OS P ARAMETROS-------~~~~---~~~----~----~--~-~ *I 
ent-rar com a matriz C 
I* ------------------------------- ------------------------------------------------------- -------------- - *I 
PRINT,"TESTE Il\.TERCEPTO:::::: O"; 
c~{lOO}; 
RUN TESTE; 
PRINT,"TESTE LOGBUi\' = O"; 
C~{OIO}; 
RUN TESTE; 
PRINT,"TESTE PBJU ~ O"; 
c~{OO!}; 
RUN TESTE; 
I* executa a funcao teste *f 
I* exeeuta a funcao teste •/ 
f• <>xecuta a funcao teste *f 
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I* ------------------------------------------------------------------------------------------------
(>~< CALCULO DA ESTIMATIVA DA FUNGAO DE SOBREVlVE:"<'CIA 
I* --------------·------------------------------------~---------------------------------------------
s = J(N,l,O); 
DO I= l TO N; 
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S[l,] = (l + EXP(ZB[I,]))##(-T[I,]/TAF); I"' funcao de sobrevivencia estirnadMI 
END; 
I • ------ ---------------------------------------------------------- --------------------------------- - • I 
I• 
I• 
CALCULO DA ESTIMATIVA DA VARJANCIA 
METODO DELTA 
I* ------------------------------------------------------------------------------------------ - *I 
GB = J(P,:-1,0); 
VS = J(N,l.O); 
DO I= 1 TO N; 
DO J=l TO P; 
GB[J ,1] = GB[J,I]- (Z[I,J]•(T[I,]ITAU)•EXP(Zll[I.])•((l + EXP(ZB[I,]))##(-T[l,JITAU- 1)); 




VS[1,] = VS[l,] + (GB[,I]' • VB, GB[,fj); 
END; 
f* varíancia de S(t I z) *f 
DPS = VS##0.5; f* erro padrao de S(i I z) *f 
I * --------------------------------------------------------------------------- --------------·----------- - * I 
f* Intervalo de 95% de confianca para a funcoo sobrevívencia *I 
no modelo logístico •I 
I* ------------ --------------------------------------------------··-------------------------------------- - *I 
AUX3 = 1.96; 
ICLI = J(N,1,0); 
f* valor tahelad.o da normal padrao com probabilidade 95% *f 
ICLS = J(N,l.O); 
DO I= J TO:\; 
ICLl[L] = !CLI[I,] + S[l,] - AUX3•DPS[L]; 
JC:LS[l,] = ICLS[I,] + S[I,] + AUX3•DPS[I,]; 
END; 
IND = J(''U,O); 
I* limite inferior *I 
f* limite superior *I 
DO I~ 1 TO N; 
!ND[l,] ~ !; 
END; 
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I* ----------------------------------------------------------------------------------------------------- - *I 
I* IMPRESSAO DOS RESULTADOS •/ 
I' ------------------------------------------------------- ------------------------------------------ - 'I 
VARIAVEL = {"INTERCEPTO" ,"nomes das c.ovariaveis indu idas no modelo"}; 
PRINT I "MODELO DE REGRESSAO LOG!ST!CO EXPONENCIAL "; 
PRINT," "; 
PRINT," "'; 
PRINT, "PARAMETROS ESTIMADOS E ERRO PADRAO"; 
PRINT, VAR.IAVEL B [FORMAT=8.4] DPB [FORMAT=8.4]; 
PRJNT," "; 
P RINT," VEROSSI:MILHANCA"'; 
PRINT, "'ITF VL"; 
PR!NT I" VALORES PREDITOS"; 
PR!NT, ZB [FORMAT~SA] DPZB [FORMAT~S.4]; 
PRINT /"FUNCAODESOBREVIVENCIAESTIMADA, ERRO PADRAO DE S(t] •) E"; 
PR!NT "INTERVALO DE CONF!ANCA DE 95% PARA S(t I •J"; 
PRINT lND T [FORMAT~5.2] S [FORMAT=8-4] DPS [FORMAT~SA] 
ICLI [FORMAT~SAJ ICLS [FORMAT~SA]; 
QU!T; 
D3.9. Programa PAMLEPAS.PRG (IML-SAS), desenvolvido para ajustar o modelo logÍstico 
exponedal por partes. 
---------------------------------
f*----------------------------------- .P A:tvfLEP AS. PRG ------------- - versao LO-Junho 93 ---- *f 
f* PROGRA~lA PARA ESTIMAR: PARAMETROS *f 
1*- FUNCAO DE SOBREVIVJ<:NCIA *f 
VARIANCIA DA FUNCAO DE SOBREVIVENCIA 
I * -------------~ --~-----------------------~---------------------------------------- ~ -~ -----~-----~--~ - - * I 
/*----------- MODELO LOGISTICO EXPONENCIAL POR PARTES ----------------...1 
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I* ENTRADA DOS DADOS: A= matriz com os dados •I 
•I 
- •I 
I* TI =pontos fiXQS de tempos de observacao 
I ' --------------------------------------------- --------------------------------------------------------
PROC HvlL WORKSIZE :::;- 100; 
RESET NOP!UNT; 
I*----------------------------------- -leitura dos dados ~----------------------------------------- - *I 
A = {conjunto de dados}; 
T1 = {0,10,20); 
1*-------------------- -matrizes auxiliares utilizadas nos calculos ----------------------------- - •I 
n ::::;- NROW(A); f* numero de observac.oes (por exemplo pacientes) *f 
Z = a[,{3 6 1!) 16}]; /t- matriz das c.ovariaveis *I 
p = NCOL(Z); 
STATUS= A[,2J; 
TEMPO= A[, I]; 
y = NROW(Tl); 
I' ----------------------------------
Zl = J(n,(y-!),0); 
TIK = J(n,(y-1),0); 
DELTA!= J(n,(y-1),0); 
f* numero de covarlaveis no modelo *I 
I* vetor nxl com indicador de censura-.,,; 
f* vetor nxl wm os Tempos *I 
I* numero de pontos fixos no tempo *I 
definindo algumas variaveis ------------------------------- - *I 
/• interceptas para cada intervalo •I 
f* tempos de falhas dentro de cada intervalo •/ 
f* variavel indicadora de censura em cada intervalo •/ 
/ * -------------------------- -definindo matriz de interceptos ---------------------------------- * / 
DO K = I TO (y-1); 
DO I= 1 TO n; 
!F TEMPO[!,] >= T1[K,] THEN DO; 





1*---------··------·------------- - definindo matriz de tempos------------------------------------- - *I 
!F (TEMPO[!,]>= Tl[K,] & TEMPO[!,]< T1[(k+1),1J Tl!EN DO; 
T1K[!,KJ ~ TEMPO{!,]; 
END; 
IF (TEMPO[!,] >= T1[(k+l).] ) THEN DO ; 
TIK[l,K] = Tl[(k+l),]; 
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END; 
IF (TEMPO~,] < Tl[K,]) THEN DO; 
TIK[t,K] = O; 
END; 
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f*-------,.---------··----------- - deftnindo variavel resposta ------~----------------------------- - *f 
!F TEMPO[!,] >= Tl[K,] THEN DO; 
!F TEMPO[!,]< Tl[(k+l),] THEN DO; 
!F STATUS[!,]= 1 Tl!EN DELTA![!,K] = 1; 




!F TEMPO[!,] < Tl[K,] THEN DO; 
DELTA![LK] = 2; 
END; 
f* ----------------------------- -definindo matriz dos TA UIK ------------------------------------ - * / 
TAU!K = J(n,(y-1),0); 
DO K = 1 TO (y-1); 
DO 1 = 1 TO N; 
TAUJK[l,K] = TIK[I,K]. Tl[K,]; 
!F TAUIK[I,K] <O TIIEN TAU!K[l,Kj =O; 
F;ND; 
END; 
f*--------·---------------- - definindo comprimento do intervalo.-------------------------------- - *f 
TAU = J((y.J),l,O); 
DO K = 1 TO (y-1); 
TAU[K,] = Tl[(k+l),] · TI[k,J; 
END; 
I* --·------------ ----------- -- --- --- ----------------------·----------------------------- ----------------- - *I 
f* ESTlMACAO DOS PARAMETROS *f 
I* ----------- --------------------------------------------------------------------------- --------------- - *I 
f*-------------------------+--------· valores JnJçJaJs -------------------------------------··------- * / -
!NAO = J((p+y~l),l,O); 
w ::::: NROW(INAO); f* numero de parametros a ser estimado *f 




B ~GAMA// BETA; 
/ot coeficiente em relacao aos ínterceptos *I 
I* coeficiente em relacao as covariaveis *f 
f* valores iniciais para vetor dos parametro!J •</ 
IT::::: O; 
LAMBDA::::: l; 
I*------------------------ funcao para calcular as derivadas de MV -------------------------- - -;:f 
START DERIVADA; 
PO ~ J(n,(y-1),0); 
AUX1 ~ J(n,(y-1),0); 
UGAMA ~ J((y-1),!,0); 
UBETA ~ J(p,1,0); 
10GM!A ~ J((y-1),1,0); 
IOBETA ~ J(p,p,O); 
IOBGAMA ~ J(p,(y-1),0); 
DO K ~ 1 TO (y-1); 
DO 1::::: 1 TO N; 
IF DELTAI[1,K]-~ 2 THEN DO; 
PO[I,K] ~ 1/(1 + EXP(Z1[I,K]•GAMA[K,] + Z[I,]•BETA)); 
f* probabilidade de falha para cada intervalo *I 
AUXW,KJ ~ 1/(LOG(1 + EXP(Z1[l,K]•GAMA[K,] + Z[l,]•BETA))); 
UGAMA[K,] ~ UGAMA[K,] + PO[l,K]•(DELTA![1,K]•AUX![I,K]-
TAUJK[I,K]/TAU[K,]); I* derivada em relacao gama k *I 
UBETA ~ UBETA + Z[I,]'• PO[I,K]•(DELTA![I,K]•AUXI[I,K]-
TAUIK[I,KJITAU{K,]); I* derivada em relacao betaj *I 
AUX2 ~ EXP(-(Z1[l,K]<GAMA[K,j + Z[I,]•BETA))•(DELTA1~,K]<AUX1[1,K]­
TAU1K[l,K]/TAU[K,])- DELTAI[I,K]•AUXI[l,K]##2; 
IOGAMA[K,] ~ !OGAMA[K,] + ZI [l,K]<PO[l,K]##2•AUX2•Z1[l,K]; 
I* derivada parcial de segunda ordem em rl.'lacao gama k *I 
IOBETA ~ !OBETA + Z[1,]' •PO[I,K]##2<AUX2•Z[I,]; 
f* derivada parcial de segunda ordem em relacao betaj *I 
IOBGAMA[,K] ~ IOBGAMA[,K] + Z[l,]' * PO[l,K]##2•AUX2•Z1[I,K]; 
I* derivada pardal de segunda ordem em relflcao gama k e bet-a j *I 
END; 
END; 
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END; 
FINISH; 
1*------------- funcao para calcular funcao maxima verossimilhanca.---------------------- - *I 
START MV; 
LV::::::: O; 
DO I~ 1 TO N; 
DO l= I TO N; 
!F DELTAI[l,K] -~ 2 THEN DO; 
LV= LV+ DELT A1[1,KJ•LOG(LOG(1 + EXP(ZI[I.K]•GAMA[K.] + Z[I.]•BETA))) 
- DELTAI[l,K]•LOG(TAU[K,])- (TAUIK[l,Kl/TAU[K,])•LOG(1 + 





I*---------------------- -processo iterativo de Newton-Raphson ------------------------------- - *f 




UO ~ UGAMA // UBET A; 
JOGAM= DJAG(IOGAMA); 
!01 ~ JOGAM li (IOBGAMA)' ; 
102 ~ !OBGAMA IIIOBETA; 
lO= !OI//102; 
HINV ~ INV((-1)•10); 
DELTAO = HlNV•UO; 
B1 ~ B; 
PARADA= LAMBDA>•DELTAO; 
B = B +PARADA; 
GAMA~ Jl[l•(y-1 ),]; 
BETA ~ B[y•w,]; 
RUN MV; 
!F LV<~ LVA THEX DO; 
I* executa a funcao derivada *I 
I* executa a funcao maxima verossimilhanca *f 
I* in versa da matriz de Fisher *I 
I* vetor dos pararnetros *I 
I* executa a funcao maxima verossirnilhanca *I 
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CONT =O; 
DO WHlLE ((LV<~ LVA) & (CONT <~ 10)); 
LA:\lBDA ~ LAMBDAI2; 
PARADA = LA!-..fBDk•-DELT AO; 
B = Bl +PARADA; 
GAÃlA = B["(y~l),]; 
BETA = B[y:w ,J; 
RUN MV; 





/• executa a funcao maxima verossimi!hallt.a *-/ 
ITF ~ lT; f* numero de Heracoes necessarias para estimar os parametros *f 
VB = HI:XV; I• matriz de covarianda. dos parametros *-I 
DPB ~ VECDIAG(VB)##0.5; f*- desvio padrao de B *f 
I• ~-~~~~~~~~~~~~~~~~~-~~~~~~~~~~~ ~V A LO RES PREDITOS.~~~~~~~-~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~ *I 
ZB = Z*B; f* preditor linear *f 
I* ------------------------- - func.a.o para testar os parametros----------------------------------- - *f 
START TESTE; 
CB = C•B; 
CVBC = c,. VB*C' ; 
Q\Vl = CB' •INV(CVBC};oCB; 
q ~ NROW(CJ; 
X~ PROBCHl(QWl,q); 
PVALUE = 1- X; 
QW = QWl li !'V ALUE; 
PRINT QW; 
FINISH; 
/• estatistica de Wald *f 
f* numero de graus de líberdade •/ 
I* ----------------------------- ':!'ESTAR os pARAM ETROS-'-------------------------------··---··- - *I 
I• ent-rar com a malriz C *f 
I* -----.. -------------------------------------------------------------------------- ------------ ---------- *I 
PRINT,"TESTE INTERCEPTO! ~ O"; 
C~{IOOOOO}; 
RUN TESTE; I• execut-a a funcao teste"'-/ 
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PRINT,"TESTE 1NTERCEPT02 = O"; 
C={OIOOOO); 
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IU;X TESTE; I* executa a funcao teste *I 
PRI.\:T,"TESTE J.OGBUN =O"; 
C= {O O 1 O O O}; 
RUI\ TESTE; I* executa a funcao teste *I 
PRJKT,"TESTE INFEC =O"; 
C= {O O O 1 O O}; 
RUN TESTE; I* executa a funcao teste *I 
PRINT,"TESTE PBJU =O"; 
C= {O O O O 1 O); 
RUK TESTE; I* executa a funcao teste *f 
PRI!\T,"TESTE TOTSORO =O"; 
C={OOOOOI); 
RUN TESTE; /t- executa a funcao teste *f 
I' ------------------------------------------------------------------- ---------------- ---------------
1• CALCULO DA ESTIMATIVA DA FUNGAO DE SOBREVIVENCIA 
I* ----------- --------------- ------------------------------------------------- ------------- --- ------- ----
s = J(N,l,l); 
DO I= 1 TO N; 
DO K = 1 TO (y-1); 




f* funcao sobrevivencia estimada *f 
END; 
END; 
I * ----------------------------------------------------------------------------------------------- ------- * I 
I• 
I• 
CALCULO DA ESTIMATIVA DA VARIANC1A 
METODO DELTA 
I * ---------------------------------------------------------------------------------------------------- *I 
SAUX = J(n,(y-1),0); 
DO I=l TO N; 
DO K = 1 TO (y-1); 
SAUX[I,K] = (1 + EXP(GAMA[K,] + ZB[I,]))##(-TAUIK[l,K]ITAU[K,]); 
E:'ID; 
END; 
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GGAMA ~ J((y-l),N,O); 
GBETA ~ J(p,n,O); 
VS ~ J(N,l,O); 
DO I~ I TO N; 
GGAMA[I,l] ~ GGAMA[I,I]- (TAUIK[I,l]/TAU[I,])•((!+EXP(GAMA[I,] + 
ZB[I,]))##(-TAUJK[I,l]ITAU[I,]- I))•EXP(GAMA[J,] + 
ZB[I,])•SA U X[I,2]; 
f* derivada S(t I z) em relacao a gama 1 *f 
C:GAMA[2,1] ~ GGAMA[2,I]- (TAUIK[I,2]ITAU[2,])•((l+EXP(GAMA[2,] + 
ZB[I,]))##(-TAUIK[I,2]/TAU[2,]- l))•EXP(GAMA[2,] + 
ZB[l,])•SA UX[l,I]; 
/->~<derivada S(t l z) em relacao a gama 2 ;,.f 
DOJ~ITOp; 
GBETA[J,!J ~ GBETA[J,I]- Z[I,J]<(TAUIK[l,l]ITAU[l,])•((I+EXP(GAMA[I,] + 
ZB[l,]))##(-TAUIK[l,l]ITAU[l,]- l))•EXP(GAMA[l,J + 
END; 
ZB[l,])•SA UX[l,2] - Z[I,J] •(TA UIK[l,2JITAU[2,])•((l+EXP(GAMA [2,] 
+ ZB[I,]))##(-TAUIK[I,2]ITAU[2,]- l))•EXP(GAMA[2,] + 
ZB[l,IJ•SAUX[I,l]; 
/"'-derivada S(t l z) em relacao a beta *I 
END; 
G ~ GGAMA I/ GBETA; 
DOI~ITON; 
VS[I,] ~ VS[I,] + (G[,l]' • VB • G[,l]); 
END; 
I* varíanda de S(t ! z) *f 
DPS :=o VS##0.5; f* erro padrao de S{t ! z) *I 
I* --------------------·------------------~--------------------------------------------------------- *I 
I• Intervalo de 95% de confianca para a funcao sobrevivencia •I 
f* no modelo logístico *f 
I* ------------------------------------------------------------------·-------------------------------~- *I 
AUX3 = 1.96; I* valor tabelado da normal padnw com probabilidade 95% -.r. I 
ICLI ~ J(N,l,O); 
ICLS = J(N,l,O); 
DO I= 1 TO N; 
ICLI[I,] ~ JCLI[!,] + S[L]- ACX3·DPS[I,]; f* limite inferior *I 
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ICLS[I,] = ICLS[I,) + S[I,) + AUX3•DPS[l,); I*'- limite superior *I 
END; 
11<0 = J(N,l,O); 




IMPRESSA O DOS RESULTA DOS 
I* ----------------------------------------------------- ---------------------------------------------
V A RIAVEL =:: { "INTERCEPTOS" ,"nomes das covariaveis incluidas no modelo"}; 
PRINT I "MODELO DE REGRESSA O LOGISTICO EXPONENCIAL POR PARTES"; 
PRJNT," "; 
PRlNT," "; 
PRlNT, "PARAMETROS ESTIMADOS E ERRO PADRAO"; 
PRlNT, VARIAVEL B [FORMAT=8.4) DPB [FORMAT=8.4); 
PRlNT," "; 
PRlNT/"FUNCAODESOBREVIVENCIAESTIMADA, ERRO PADRAO DE S(t I •J E"; 
PRlNT "INTERVALO DE CONFIANCA DE 95% PARA S(l[ •J"; 
PRfNT IND TEMPO [FORMA1'=5.2) S [FORMA1'=8.4) DPS [FORMkf=8A) 
ICLI [FORMAT=8A) ICLS [FORMAT=SA); 
QUIT; 
D3.10. ProgramaPAMEPTV.PRG (IML-SAS), desenvolvido para ajustar o modelo exponencial 
por partes.(tabe!as de vida) 
--~~ -----~~--·--------~· 
I*------------------------------------ PAMEPAS.PRG ---------------versão LO- Junho 93----- *f 
f• PROGRAMA PARA ESTIMAR, PARAMETROS •I 
I• - LOG DA FUNGAO DE SOBREVIVENCIA •I 
f* VARIANCJADOLOGFUNCAO DE SOBREVIVENClA *f 
I* -------------------··----------------------------------------------------------------------------- - *I 
I• ------------- MODELO EXPONENCIAL POR PARTES -------------------~-•1 
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I• ENTRADA DOS DADOS: D = vetor com numero de falhas •I 
I• T = vetor com tempo total de seguimento •I 
I• X = matriz de planejamento •I 
I* -------------------------------------------------------------------------~--------·---------~---------- •I 
Pf\OC IML Wüf\KSIZE = 100; 
f\ESET NOPf\lNT; 
I• ~~~~~~~~~~~~~~~~~~~~~~~-~~~~~~~~~~ entrada dos dados------------------------------------------- •I 
D ::: {204,170,94,54,91 ,30, 16,10,6, 10, 1,4,2,0,3,35,64,31 ,26,34, 19,9,8,4,5,5,6,4,3,6}; 
T = { 27390.5,43470,54000,94860,351630,34 71 ,5340, 7110,12600,48600, 
521,930,1080,1980,6570,13677,24450,32715,60210,242100,4665.5, 
8.325,11880,22590,104940.4839,9300,13590,26595,115380}; 
X= { 1 o o o o 1 o o o, 
I o o o o o I o o, 
1 o o o o o o I o, 
1 I o o o o o o o I, 
1 I o o o 0-i-l-l-1, 
1 o 1 o o o o o o, 
1 o I o o o o I o O, 
o 1 o o o o o 1 O, 
1 o 1 o o o o o o I, 
1 o I o o 0~1~1~1~1, 
I o o 1 o o 1 o o o, 
1 o o I o o o I o o, 
1 o o 1 o o o o 1 O, 
o o 1 o o o o o 1, 
1 o o 1 o 0-l-1-1-1, 
o o o 1 o o o O, 
1 o o o 1 o o 1 o o, 
o o o 1 o o o 1 O, 
1 o o o 1 o o o o 1, 
1 o o o 1 0-1-1-1-1, 
1 o o o o o o O, 
1 o o o o o o o, 
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1 o o o o 1 o o 1 o, 
o o o o 1 o o o 1, 
j o o o o 1-1~1~1-1, 
-1~1~1~1~1 o o O, 
-1-1-1-1-1 o o O, 
1 -1-1-1-1-1 o o 1 O, 
1 -1-l-1-1-1 o o o 1, 
1 -1 -1 -1 -1 -1 -1 -1 -1 -1}; 
f*~------------------ -matriz~s auxiliares utilízadas nos calculas ----------------~---------- - * / 
N :::: NROW(X); f* numero de linhas da matriz de planejamento *f 
P:::: NCOL(X); f* numero de parametros a ser estimado *f 
UM~ J(N,1,1); 
I ' ---------------------------- -------------------------------------------------- ------------------------
ESTIMACAO DOS PARAMETROS 
I ' ------------------------------------------------------------------------------------------------------
I* ------------------------------------
IN Ao~ J(P,1,0); 
PARADA~ J(P,1,1); 
B ~ 1NAO; 
1T ~O; 





f*--------------~~--------- funcao para calcular as derivadas de MV ------------------------- *I 
START DERJV ADA; 
UB :::: J(P,l,O); 
108 ~ J(P,P,O); 
DO I~ 1 TO N; 
UB ~ UB + X[!,]' •(D[1,]- T[1,]•EXP(X[I,]•B)); f* derivada em relacao a B *f 
IOB = IOB + X[I,]' *T[l,]*EXP(X[l,}*B)*X[I.J: f"* derivada segunda ordem em B *f 
END; 
FINISH; 
f*-------------- funcao para calcular fuw:·ao maxlma veross.imi!han;:-_a ------------------------- *I 
START MV; 
LV~ O; 
DO I~ 1 TO N; 
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LV= LV+ D[l,]•X[l,]•B- T(I,]•EXP(X(l,]<B) + D(l,]•LOG(T[I,]/DK[I,]); 
END; 
FINISH; 
I* ---------------------- processo iterativo de Newton-Raphson ------------------------------- *f 




HINV = INV(IOB); 
DELTAO:::::: HINV.._UB; 
BI = B; 
PARADA:::::: LAMBDA*DELTAO; 
B:::: B +PARADA; 
RUN MV; 
I* executa a funcao derivada *f 
f* executa a funcao maxima verossimilhanca *f 
I* inversa da matriz de Fisher *-1 
f* vetor dos parametros *f 
f* executa a funcaü rnaxima verossimithanc.a *f 
I• ---------------------------------- VALORES PREDITOS------------------------------------------ •I 
;,., preditor linear *I 
VXB:::: X*HINV*X'; f* matriz de covariancia de XB *f 
DPZB:::: VECDIAG(VXB)##0.5; *f erro padrao de XB *I 
f*-----~---------------- funcao para testar os parametros -------------------------------- *f 
ST ART TESTE; 
CB = C*B; 
CVBC = C*VB*C' ; 
QW1 = CB' •lNV(CVBC)•CB; 
q = NROW(C); 
X~ PROBCHI(QWI,q); 
PVALUE = 1- X; 
QW = QW1 ]] PVALUE; 
PR!NT QW; 
FINISH; 
f* estat.istica de Wald *f 
I* numero de graus de liberdade *f 
I* -----------··------------- funow para estatística do ajuste --------------------·--------------- •I 
DE= T#EXP(XB); 
AUX =O; 
DO 1=1 TO N; 
!F D[l,] ·~ 0 THEN DO; 
AUX1 = D[l,JIDE[I,]; 
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At!X = AOX + D[I,]•LOG(AUXl); 
END; 
END; 
QL = 2*AUX; 
GL = N-P; 
Y = PROBCHl(QL,GL): 
PVALUE = 1- Y; 
PRlNT QL GL PVALUE; 
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I' ---------- ----------------------------------------------------------------------------------- --- • I 
I• IMPRESSAO DOS RESULTADOS •I 
I • ------------------------------------------- ------------------------------------------------------ • I 
VARIAVEL = {"efeitos a ser incluidos no modelo~}; 
PRlNT I "MODELO EXPONENCIAL PARTICIONADO"; 
PRINT," "'; 
PRINT," .. ; 
PRlNT, "PARAMETROS ESTIMADOS E ERRO PADRAO": 
PRlNT, VARJAVEL B [FORMAT=8.4] DPB [FORMAT=8.4]; 
PRINT," "; 
PRINT f" VALORES PREDITOS"; 
PRlNT, XB [FORMAT=8.4] DPXB [FORMAT=8A]; 
QUIT; 
D3.ll. Programa PAMEP.PRG (IML-SAS), dese-nvolvidopma ajustar o modelo exponencial 
por partes. 
f*------------------------------------ PAMEP.PRG ---··-----------versão LO- Junho 93 ---- *f 
/*' PROGRAMA PARA ESTIMAR: PARA::\fETROS *f 
- LQG DA FC~CAO DE SOBREVIVENCIA ;,c f 
VAR.IANCIA DOLOG FUNGAO DESOBREVIVENCIA *I 
I* ------------------------------- ------------------------- ------- ----------------------------------- *I 
I*------------··- MODELO EXPONENCIAL POR PARTES ----------------------•/ 
I * -----·· --------------------------------------- ------------------------------------------------------ * I 
f* ENTRADA DOS DADOS: A::::: matriz com os dados ~</ 
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Tl = pontos fixos dos tempos de ohsen·acao •I 
PROC 1ML WORKS1ZE ~ 100; 
RESET NOPRINT; 
I*----------------··------------------ entrada dos dados-------·------------------------------------ *I 
A= { conjun1.o de dados}; 
T1 ~ {0,10,20}; 
I* --------------------- -matrizes auxiliares utilizadas nos cakulos ---------------------------- - *I 
n = NROW(A); 
Z ~ a[,{3 15 16}]; 
p ~ NCOL(Z); 
STATUS~ A[,2]; 
TEMPO~ A[, I]; 
y ~ NROW(T!); 
I* -- --------------------------------
21 = J(n,(y-1),0); 
TIK ~ J(n,(y-1),0); 
DELTA!~ J(n,(y-1),0); 
l~ numero de observacoes (por exemplo pacientes) *I 
f* matriz das covariaveis *I 
I* numero de covariaveis no modelo *I 
I* vetor nxl com indicador de censura *I 
I* vetor nxl com os Tempos *f 
I* numero de pontos fixos no tempo *I 
definindo algumaE varia.wis ------------------------------- - *I 
j.t interceptas para cada intervalo *I 
I* tempos de falhas dentro de cada intervalo *I 
I* variavel indicadora de censura em cada intervalo *-I 
/ * ----~------------------- -definindo matriz de interceptos -----------------------------~----- *I 
DO K ~ I TO (y-1); 
DOI::::::1T0n; 
!F TEMPO(!,] >~ T1[K,] THEN DO; 





I* ----------------------------- - definindo matriz de tempos -------------"---------------------- - *I 
!F (TEMPO[!,]>~ Tl[K,] & TEMPO[!,]< Tl[(k+l),j) THEN DO; 
TIK[l,K] ~TEMPO[!,]- TI[k,J; 
END; 
!F (TEMPO(!,]>~ T![(k+l),]l THEN DO; 
TIK[l,K] ~ Tl[(k+l),]- TI[k,]; 
END; 




/ "- ----------------------------- - definindo variavel resposta ----------------------------------- - •f 
IF TEMPO[!,] >~ T1[K,] THEN DO; 
!F TEMPO[I,] < Tl[(k+I),J THEN DO; 
!F STATUS[I,] ~I THEN DELTAI[J,K] ~I; 
END: 
END; 
!F TEMPO[I,] < TI[K,] THEN DO; 




I• ---------------- ------------------------------------------ ------------------------------------------- - •I 
I• ESTIMACAO DOS PARA METROS 
I* ----------------------------------------------------------------------------------------------- - *I 
f* ---------------------------------- - valores lllli.:lats ------------------------------------------ * / -
JNAO = J((p+y-1),1,0); 
w = NROW(lNAO); f* numero de parametros a ser estimado *f 
PARADA~ J((p+y-1),1,1); 
GAMA= INAO[l:(y-1),]; f* coeficiente em relacao aos interceptes *f 
BETA = lNAO[y:w,]; f* coeficiente em rclacao as wvariaveís *f 
B =GAMA// BETA; /• valores inidais para vetor dos parametros *f 
IT ~O; 
LAMBDA = 1; 
f*-~--------~------------- - funcao p<ua calcular as derivadas de MV --------~----------------- - * J 
ST ART DERIVADA; 
UGAMA ~ J((y-1),1,0); 
UBETA = J(p,l,O); 
JOGAMA = J((y-1),1,0); 
IOBETA ~ J(p,p,O); 
IOBGAMA = J(p,(y-1).0); 
DO K ~ 1 TO (y-1); 
DO 1~ 1 TO N; 
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JF DELTAI(l,K] -;;;;; 2 THEN DO; 
UG AMA[K,] ~ UGAMA[K,J +(DELTAI[I,K]- TIK[I,K]•EXP(ZI[I,K]•GAMA[K,J 
+ Z(I,]*-BETA)); f* derivada em re!acao gama k *f 
li BETA~ UBETA + Z[l,J'(DELTAI[I,KJ- TIK[I,K]•EXP(ZI[I,KJ•GAMA[K,] 
TA UIK[I,KJ/T AU[K,]); f* derivada em relacao beta j *f 
IOGAMA[K,] ~ !OGAMA[K,J + ZI[!,KJ•TIK[I,K]<EXP(Zl[l,KJ•GAMA[K,J + 
Z[I,]<BETA); 
f* derivada parcial de segunda ordem em relacao gama k *f 
IOBETA = IOBETA + Z[l,J'•TIK[I,K]•EXP(Zl[I,K]•GAMA[K,] + 
Z[l,]<BL'T A)•Z[I,]; 
f* derivada pardal de segunda ordem em re!acao betaj *I 
IOBGAMA[,K] = IOBGAMA[,KJ + IOBGAMA[,K] +Z[l,J'•TIK[I,KJ•EXP(Zl[l,K] 
•GAMA[K,J + Z[I,J•BETAJ•Zl[I,KJ; 





1*-------------- funcao para calcular funeao maxima verossimilhanea.---------------------- - *f 
START MV; 
LV= O; 
DO I= I TO N; 
DO 1= 1 TO N; 
!F DELTAI[I,K] -= 2 THEN DO; 
LV= LV+ (DELTAI[I,KJ•(ZI[I,K]•GAMA[K,J + Z[l,J•BETA)-





1*---------------------- -pra<:esso iterativo de Newion-Rapbson ------------------------------- -*f 
DO WHILE 1(\!AX(ABS(PARADAJ) > 0.0001)); f* criterio de parada *I 
f* executa a funcao derivada *f 




UO ~ L! GAMA// UBETA; 
!OGAM ~ D!AG(IOGAMA); 
101 ~ !OGAM 11 (IOBGAMA)'; 
!02 = IOBGAMA li IOBETA; 
lO = !OI // !02; 
HINV = INV(IO); 
DELTAO = HINV*UO; 
B1 = B; 
PARADA::= LAMBDthDELTAO; 




IF LV<= LVA THEN DO; 
CONT =O; 
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f* inversa da matriz de Físher •/ 
/• vetor dos parametros •/ 
j-. executa a funcao maxima verossimilhanca •/ 
DO WHILE ((LV<~ LVA) & (CONT <= 10)); 
LAMBDA ~ LAMBDA/2; 
PARADA= LAMBDk•DELTAO; 




CONT ~ CONT + 1; 
END; 
END; 
!T ~ IT + 1; 
END; 
/• executa a func-_ao maxima veros<Jimilhanc.a •/ 
lTF = IT; /• numero de iteracoes necessarias para estimar os parametro..<; •/ 
VB::::: HINV; 
DPB = VECDIAG(VB)##0.5; 
/• matriz de covariancia dos parametros •/ 
/• desvio padrao de B "'-/ 
/< -------------·------------------ -VALORES PREDITOS---------------------------------------- - </ 
ZB :::: Z•B; /• preditor linear •/ 
f• ------------------------- - funcao para testar os parametros---------------------·-------------- - •f 
START TESTE; 
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CB = CtB; 
CVBC = C* VB•C' ; 
QW1 = CB' *INV(CVBC)*CBi 
q ~ NROW(C); 
X~ PROBCHI(QWJ,q); 
PVALUE= 1-X; 
QW ~ QWJ III'VALUE; 
PHINT QW; 
FINJSH; 
I* estatística de Wald *f 
f* numero de graus de liberdade •I 
I • ----------------------------- '!'ESTAR OS PARAMETROS---------------------------------- - •/ 
I* entrar com a matriz C *I 
I * ------------------------------------------------------------------------------------------------------ - * I 
PRINT,"TESTE INTERCEPTO!~ O"; 
C~{JOOOOO}; 
RUN TESTE; f* executa a ftmcao teste *I 
I* ---- ------- --- ------------------------------------------------------------·---------------------- *I 
I• CALCULO DA ESTIMATIVA DA FUNGAO DE SOBREVJVENCIA •I 
I • ------------------------------------------------------------------------------------------------ • I 
S ~ J(N,l,I); 
LNS ~ J(N,J,O); 
DO I= 1 TO N; 
DO K ~ I TO (y-1); 
S[J,] ~ S[I,]•EXP(-TIK[l,K]•EXP(ZJ[l,K]•GAMA[K,] + ZU,J•BETA)); 
I* funcao sobrevivencia estimada *I 
END; 
END; 
LNS ~ (-l)<LOG(S); I* funcao -log da funcao sobreví1:encia estimada•/ 
I* ----------------------------- ------------------------------------------------------------------- *I 
I• CALCULO DA ESTIMATIVA DA VARIANCJA- LOG S •I 
METO DO DELTA •I 
I* ------------------------------·----------------- ---------------------------------------------- ------- *I 
GGAMA ~ J((y-l),N,O); 
GBETA::: J(p,n,O); 
VLNS = J('O,l,O); 
DO I~ 1 TO N; 
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DO K ~ l TO (y-1); 
GGAMA[k,1] ~ GGAMA[K,fj + TIK[I,K]•EXP(Zl[I,]•GAMA[K,] + Z[I,)•BETA); 
I* deri\·acla- !og S(t I z) em rdacao a gama l "*/ 
DOJ~1TOp; 
GBETA[J,l] ~ GBETA[J,1] + T!K[l,K]•Z~,J]<EXP(ZI[I,]•GAMA[K,J + 




G ~ GGAMA li GBETA; 
DOI~ITON; 
VLNS[I,] ~ VLNS[I,] + iG[,I]· , VB, G[,1]1: 
END; 
I* variancia de- log S(t I z) *f 
DPLNS = VLNS##0.5; f* erro padr;.to de- log S(t I z_} *I 
I * -------------------------------· ---------------------------------------------------------------------- * I 
I• Intervalo de 95% de confianca para a funcao sobrevi vencia •I 
f* no modelo log.istico -..) 
I • --------·-·---·-----· · -· -------·---------------------------------------------------------------------- • I 
AUX = 1.96; 
!CLI ~ J(N,I,O); 
f* valor tabelado da normal pa.drao com probabilidade 95% *f 
ICLS ~ J(N,l,O); 
DO f~ I TO N; 
JCLI[l,] = ICLI[l,] + WS~,]- AUX•DPLN'S~,]; 
JCLS[I,] = 1CLS[I,J + LNS~,J + AUX•DPLNS[I,J; 
END: 
JND = ,J(N,I,O): 
DO J ~ 1 TO N; 
IND[l.j ~ l; 
END; 
I* limite inferior *I 
f* limite superior •/ 
I * -------------------------------------------------------------------------------------------- ---------- * I 
I• IMPRESSA O DOS RESULTADOS •/ 
I * -------------------------------------------------------- ---------------------·----------------- ------- * I 
VARlAVEL = { "'JNTERCEPTOS"' ,"nomes das covariaveis incluidas no modelo"}; 
PRINT /"MODELO DE REGRESSAO LOGISTICO EXPONENCIAL POR PARTES"; 
PRf:\IT, " "; 
PRINT.- '; 
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PRINT, 'PARAMETROS ESTIMADOS E ERRO PADRAO"; 
PR!NT, VARIAVEL B [FORMAT~8.4] DPB [FORMAT~8.4]; 
PRINT," "; 
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PRINT ("-LOGFUNCAO SOBREVIVENCIA ESTIMADA,ERROPADRAO- LOGS(t[z) E"; 
PRINT 'INTERVALO DE CONFIANCA DE 95% PARA- LOG S(t I •)"; 
PRJNT 1'\D TEMPO [FORMAT~5.2] LNS [FORMAT~8.4] DPLNS [FORMAT~8AJ 
ICLI [FORMAT~8.4]ICLS {FOR.MAT~8.4]; 
QUIT; 
D3.12. ProgramaPAMLOGIIM.PRG(I.ML-SAS),desenvolvidopara ajustar o modelo log-
linear multinomial.(Holford [1980]) 
f* ---------------------------------- P AMLOG HM. PRG -----·--------- versão 1.0 - Junho 93 ------.t/ 
I• PROGRAMA PARA ESTIMAR: PARAMETROS 
I"' --------------------------------------------------------------------------------------------- ------ · *I 
I• --------------- MODELO LOG LINEAR .MULT!NOM!AL -------------------~1 
I• (Holfmd {1980]) •I 
I* ----------------------------------------------------------------------------------------------- -- *I 
f* ENTRADA DOS DADOS: D =vetor com numero de falhas *f 
T = vetor com tempo total de seguimento 
X = matriz de planejamento 
I * ----·----------------------------------------------------~-------------------------------------· ------ * I 
PROC IML WORKSIZE ~ 100; 
RESET NOPRINT; 
f*---------------------------------- entrada dos dados--------------------------------------------- *f 
D = { 204.170,94,54,91 ,30, 16,10,6,10, 1 ,4,2,0,3,35,64,31,26,34, 19,9,8,4,5,5,6,4,3,6}; 
T = { 27390.5,43470,54000,94860,351630,3471,5340,711 O, 12600,48600, 
521,930, l 080,1980,65 70, 13ti77 ,24450,32715,60210,2421 00,4665.5, 
8.325.11880,22590,104940,4839,9300,13590,26595, 11.5380}; 
X = { 1 O O O O 1 O O O, 
100000100, 
Apêndice D - Progrl!.llla8 Computacionto.is 183 
I o o o o o o I o, 
I o o o o o o o I, 
o o o 0-1-1-1-1, 
o o o o 1 o o O, 
o 1 o o o o 1 o o, 
o o o o o o o, 
o 1 o o o o o o 1, 
o 1 o o 0-1-1-1-1, 
o o 1 o o 1 o o o, 
o o 1 o o o 1 o o, 
o o 1 o o o o 1 o, 
o o o o o o o 1, 
o o 1 o 0-1-1-1-1, 
o o o 1 o o o o, 
o o o o o 1 o o, 
o o o 1 o o o 1 o, 
o o o 1 o o o o 1, 
o o o 1 0-1-1-1-l, 
o o o o 1 1 o o o, 
o o o o I o 1 o O, 
o o o o I o o I o, 
o o o o 1 o o o 1, 
o o o o 1-1-1-1-1, 
-1-l-1-1-1 1 o o o, 
-1-1-1-1-1 o 1 o O, 
-l-1-1-1-1 o o I o, 
-1-1-1-1-1 o o o 1, 
-1 -1 -1 -1 -1 -1 -1 -1 -I}; 
f*--------------------- - matrizes auxiliares utilizadas nos calculos -----~---------------------- - *f 
N = NRO\V(X); f* numero de linhNJ da matriz de planejamenf,() *I 
P = NCOL(X); f* numero de parametros a ser l?Stimado *I 
TD = SUM(D): I* total de falhas *I 
TT = SU~l (T): /t- total de tempo de seguimento *I 
I* ------------------------------ ----------------------------------------------------------------------- *I 
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I• ESTIMACAO DOS PARAMETROS 
I* ---------------------·------- -------- valores inidais ---------------------------------------------- *I 
INAO ~ J(P,l,O); 
PARADA= J(P,I,l); 
B = INAO; 
IT ~O; 
LAMBDA = 1; 
I*-------------------------- funcao para calcular as derivadas de MV -------------------------- *I 
START DERIVADA; 
UB = J(P,l,O); 
!OB = J(P,P,O); 
AUX! = J(P,l,O); 
AUX2 = J(P,l,O); 
AUX3 = 0: 
AUX4 ~ J(P,P,O); 
DO I= l TO N; 
AUXl ~ AUXI + X[I,]' , D[l,]; 
A UX2 = AUX2 + X[l,]' , TU,]•EXP(X[l,]>B); 
AUX3 = AUX3 + T[l,]•EXP(X[l,]•B); 
AUX4 = AUX4 + X[1,]' •T[l,]•EXP(X[l,]•B)•X[l,]; 
END; 
UB ~ UB + AUX1 • TD•AUX2/AUX3;; I* derivada em relacau a B *I 
lOB = IOB + TD•((AUX3•AUX4, AliX2•AUX2')/(AUX3##2)); 
I• derivada segunda ordem em B *I 
F1NlSH; 




DO L= 1 TO N; 
AUX5 ~ AUX5 + T[L,]•EXP(X[L,]•B): 
END; 
DO I= 1 TO N; 
LV= LV+ D[l,]•LOG(((T[l,]•EXP(X[l,]•B))/AUX5)); 
END; 
FINISH; 
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/*- funcao de verossímilhanca *f 
}* ~-------------------~- processo iterativo de Newton-R.aphson -------------------------------- *I 
DO WHTLE ((MAX(ABS(PARADA)) > 0.0001)); 
RUN DERIVADA; f* executa a funcao derivada *I 
RUN MV; 
LVA =LV; 
HINV = JNV(IOB); 
DELTAO = H!NV•UB; 
B! = B; 
PARADA= LA~fBDAotDELTAO; 
B = B +PARADA: 
RUN MV; 
!F (LV<= LVA) THEN DO; 
CONT =O; 
f* executa a func.ao maxíma verosslmi!hanca *f 
f* inversa da matr-iz de Fisher *f 
f* vetor dos parametros *f 
f* exe<:uta a funcao maxima verossimilhanca *f 
DO WH!LE ((LV<= LVA) & (CONT <=!O)); 
LAMBDA = LAMBDAI2; 
PARADA= LAiviBDA*DELTAO; 
B = Bl +PARADA; 
RUN MV; 
CONT = CONT + 1; 
END; 
END; 
JT = IT + 1; 
END; 
f* executa a funcao maxima verossimilhanca *f 
ITF = IT; f* numero de iteracoes necessarias para estimar os parametros *f 
VB = HINV; 
DPB = VECDIAG(VB)##0.5; 
I* ------------------------~--~-- --
ST ART ALPHA; 
AUXO =O; 
DOf=lTO!'\; 
f*- matriz de covariancia dos parametros *I 
I* erro padrao de B *-f 
calculo do int.ercepto --------------------------------------------
AUX6 = AUX6 + T[l,]•EXP(X[l,]•B); 
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END: 
ALPHA '" LOG((TTIAUX6)); 
FINISH; 
f* coeficiente do Intercepto *f 
RUN ALPHA: f* executa a funcao alpha *I 
Bl ~ ALPHA li B; 
I' -----------------------------------------------------------------------------------------------
IMPRESSAO DOS RESULTADOS 
I* ------------------------------------------~--------------------------------------------------
VARIA VEL ::::: { "efeitos a ser inc!uidos no modelo"'}; 
PRJNT I "MODELO MULTINOMIAL- HOLFORD {1980]"; 
PRINT," "'; 
PRINT," .,: 
PRINT, "PARA\fETROS ESTIMADOS E ERRO PADRAO"; 
PRINT, VARJAVEL Bl [FORMAT~SA] 
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