Motivated by a question from [6] , we investigate the number of queries required for testing that an input graph G is isomorphic to a fixed graph H that is given in advance. We correlate this number with a measure of the "complexity" of H that we define here, by proving both an upper bound and a lower bound on the number of queries that depend on this new measure. As far as we know this is the first characterization of this type for graphs.
Introduction
Combinatorial property testing deals with the following task: For a fixed ǫ > 0 and a fixed property P , distinguish using as few queries as possible (and with probability at least 2 3 ) between the case that an input of length m satisfies P , and the case that the input is ǫ-far (with respect to an appropriate metric) from satisfying P . In our context the inputs are boolean functions, and the distance from P is measured by the minimum number of bits that have to be modified in the input in order to make it satisfy P , divided by the input length m. Many cases of interest involve tests that have a number of queries that depends only on the approximation parameter ǫ and is independent of the input length. In this paper we define a measure of complexity for the properties we consider, and use it to bound the number of queries required for the test.
Some historical background: The first time a question formulated in terms of property testing was considered is in the work of Blum, Luby and Rubinfeld [3] , and the general notion of property testing was first formally defined by Rubinfeld and Sudan [13] , mainly for the context of the algebraic properties (such as linearity) of functions over finite fields and vector spaces. The first investigation in the combinatorial context is that of Goldreich, Goldwasser and Ron [10] , where the testing of combinatorial graph properties is first formalized; their framework will also be the one used here. In recent years the field of property testing has enjoyed rapid growth, as witnessed in the surveys [12] and [5] .
In the context of boolean functions, it was proven in [6] that for a fixed k and ǫ one can ǫ-test a boolean function f : {0, 1} n → {0, 1} for the property of depending on only k of its variables, where the number of queries depends only on ǫ and k. As a corollary, it was then shown that if a function h : {0, 1} n → {0, 1} is "simple", in the sense that it depends on only k of its variables, then one can ǫ-test an input function f , for the property of being identical to h up to a permutation of its variables, using a number of queries that depends only on k and ǫ.
In [6] there were also examples of functions h : {0, 1} n → {0, 1}, depending on k variables, for which the number of required queries is at least a function of k. However, not all functions that are far from depending on a few variables require many queries. The question of finding a complexity measure for which both upper and lower bounds hold for every function h was posed in [6] , and to our knowledge is still open.
Here we consider an analogue question for graphs. Given a graph H, how many queries are required to test an input graph G for the property of being isomorphic to H? Here too, one would assume that the answer depends on some measure of the "complexity" of H.
First we need a criterion for simplicity, similar in spirit to that of depending on few variables in the case of boolean functions. Such a natural criterion is that the graph H is the result of only a few basic operations (defined below), taken over a constant number of subsets of its vertices.
Alternatively, one can formulate the criterion of H having a partition of its vertex set into a constant number of subsets W 1 , . . . , W k , such that for every 1 ≤ i ≤ j ≤ k the pair W i , W j either contains no edge at all or contains all possible edges (the gap between the first and the second approach turns out to be not more than an exponent, which is irrelevant for the purpose here).
Our main result shows both an upper bound and a lower bound on the number of queries required for the test that a graph is isomorphic to H, given in terms of the complexity parameter of H. We thus obtain that a simple graph (or a graph that is close enough to a simple one) admits an easy isomorphism test, while a graph far from all simple graphs does not admit such a test. In contrast, the result from [6] about boolean functions provides only an upper bound.
The rest of the paper is organized as follows. Some preliminaries, the definition of our complexity measure for H, and the formal statement of the main result are all in Section 2. The upper bound part of the main result is proven in Section 3. Section 4 introduces Szemerédi's Regularity Lemma and other tools used in the proofs following it, and Section 5 proves the lower bound part of our main result. All positive results here deal with 2-sided tests, which is not a coincidence -Section 6 contains a simple proof of a non-constant lower bound for 1-sided testing for isomorphism, even against a graph comprised of just one clique and an additional set of isolated vertices. The final Section 7 contains some discussion and concluding comments.
We note here that the upper bound part of the main result is rather easy, using the results of [10] . The lower bound, however, uses Szemerédi's Regularity Lemma, usually known for its strength in proving upper bounds about graph property testing. This lemma, which enables us to find random-like structures in any graph, is used here to construct a "re-randomization" of H that provides a graph H ′ that is far from being isomorphic to H, and yet is not distinguishable from it by any testing algorithm using too few queries.
Preliminaries and statement of the main result
The most central notion to property testing is that of the distance between inputs and properties.
We deal with the "dense" model of graph property testing, first defined in [10] , as per the following definition. Definition 1. Given two (labeled) graphs G and G ′ on the same vertex set V , the distance between G and G ′ is the size of the symmetric difference between the edge sets of G and G ′ , divided by |V | 2 . Given a graph G and a graph property (a set of graphs that is closed under graph isomorphisms) P , the distance between G and P is the minimum distance between G and any graph G ′ on the same vertex set which satisfies P .
Using this definition of the distance, we give a formal definition of a graph testing algorithm. Definition 2. An ǫ-testing algorithm withueries for a property P is a probabilistic algorithm, that for any input graph G makes up toueries (a query consisting of finding whether two vertices u, v of G form an edge of G or not), and satisfies the following.
• If G satisfies P then the algorithm accepts G with probability at least • If G is ǫ-far from P , that is, the distance of G from P is more than ǫ, then the algorithm rejects G with probability at least The measure of the complexity of a graph H is formalized in the following. We also formulate an approximate notion, of only being close to a simple graph. We need this technicality because such graphs also admit an efficient isomorphism test, as one can just test the input graph for isomorphism with the simple graph close to H, instead of testing for isomorphism with H itself.
Definition 3. The algebra number of a graph H, denoted by Algnum(H), is the minimal number k for which there exist cliques H 1 , . . . , H k over subsets of the vertex set of H, such that H is in the boolean algebra generated by H 1 , . . . , H k (that is, the edge set of H can be generated from the edge sets of H 1 , . . . , H k by the appropriate set operations).
The ǫ-approximate algebra number, denoted by Algnum ǫ (H), is the minimal k such that H is ǫ-close (i.e. has distance at most ǫ) to some graph whose algebra number is k.
For stating the main result, it is convenient to define the number of queries required for ǫ-testing a graph for the property of being isomorphic to H, as a parameter of H.
Definition 4.
The ǫ-testing number of a graph H, denoted by Testnum ǫ (H), is the minimum q for which there exists an ǫ-testing algorithm withueries for the property of being isomorphic to H.
We are now ready for the formal statement of the main result.
As a final note, it is not a coincidence that our results provide 2-sided algorithms, that is, algorithms that may err with some small probability on both sides. Section 6 contains a proof that 1-sided algorithms (algorithms that accept a graph that is isomorphic to H with probability 1) require an unbounded number of queries even for a graph H for which Algnum(H) = 1.
Isomorphism testing against a simple graph
To prove that it is easy to test an input graph for isomorphism against a simple graph that is given in advance, we use the result of [10] about the efficiency of testing for properties defined by the existence of a partition with prescribed densities, as stated in the following. Suppose we are given parameters m,
We say that a graph G satisfies the partition property with respect to these parameters if there exists a partition V 1 , . . . , V m of the vertex set of G
Lemma 3.1 (Partition testing [10] ). Given parameters m,
, the partition property with respect to these parameters is testable with ǫ −poly(m) queries, a number that depends only on m and the distance parameter ǫ.
We first prove as a warm-up that if H has a small algebra number (and not just a small approximated algebra number), then there is a test for being an isomorphism of H that uses few queries. The following lemma shows in essence that a graph with a small algebra number can be approximated by a partition property (in fact if we were allowed to choose α i = α ′ i and β i,j = β ′ i,j , then there would be a partition property identical to the property of being an isomorphism of H). H satisfies the partition property with respect to the parameters, and moreover every graph G that satisfies it is 1 2 ǫ-close to being isomorphic to H.
Proof. We look at the construction of H from the cliques H 1 , . . . , H k , and let W 1 , . . . , W m be the atoms of the boolean algebra generated from the vertex sets of H and H 1 , . . . , H k (in other words, W 1 , . . . , W m are the smallest nonempty vertex sets that can be constructed from the vertices of H and H 1 , . . . , H k by set operations). Note that m ≤ 2 k . We now note that for this partition, for every 1 ≤ i ≤ j ≤ m the graph H either has all possible edges between W i and W j , or it has no such edge. From this it is not hard to see that the following parameters will satisfy the assertions of the lemma:
ǫ} (note that here there are only two possible values for β i,j and
From Lemma 3.2 it is not hard to construct an ǫ-test for the property of being an isomorphism of an H with a small algebra number -we just apply a 1 2 ǫ-test as guaranteed by Lemma 3.1 for the property given by Lemma 3.2. Such a test uses for a fixed ǫ a number of queries that is exponential in some power of m ≤ 2 Algnum(H) .
The following is a strengthening of Lemma 3.2, in that it holds also for graphs with a small approximated algebra number. H satisfies the partition property, and moreover every graph that satisfies it is 8 9 ǫ-close to being isomorphic to H.
Proof. We again construct W 1 , . . . , W m as the smallest nonempty vertex sets that can be generated from the vertex sets of the appropriate cliques, but instead of doing this for H we do it for a graph H ′ that is 1 3 ǫ-close to H and whose algebra number is k. We then set α i = max{0,
ǫ}, where d(W i , W j ) denotes the density of the respective pair in the graph H and not in H ′ (this is important).
Again it is easy to see that H satisfies the partition property. On the other hand, any graph that satisfies the partition property is 2 9 ǫ-close to some graph that has a partition into W 1 , . . . , W m with exactly the same set sizes as H, and exactly the same pair densities as H.
A graphH having the same densities as H is . From this we conclude that a graph that satisfies the partition property is 
Proof. If Algnum ǫ/3 (H) ≤ k then we construct a test whose number of queries depends only on ǫ and k as follows. We take the partition property provided for H by Lemma 3.3, and 1 9 ǫ-test for it using the testing algorithm provided by Lemma 3.1. It is clear why this algorithm accepts (with probability at least 2 3 ) a graph that is isomorphic to H (and hence satisfies the partition property); on the other hand, if the input graph G is ǫ-far from being isomorphic to H, then by Lemma 3.3 and the triangle inequality it is at least 1 9 ǫ far from the partition property, and so it is rejected by the algorithm.
We close this section with some remarks about the running time of the testing algorithm. In general, the partition testing algorithm provided in [10] consists of choosing a uniformly random set U of vertices of G, with a constant number of vertices (this number is a polynomial in ǫ whose coefficients and degree depend on m), and then checking all possible partitions of the subgraph induced by U for certain properties. The running time of such a test is thus exponential in the number of queries.
Given a bound on Algnum(H) (and not just on the approximated algebra number), then it seems that by the methods of [10] one can devise a test in which only partitions of the induced subgraph into m sets, for which all set pairs are either full (of density 1) or edge-less (of density 0), need to be considered. These partitions can be calculated in only a polynomial time in the number of queries, by sorting the vertices according to their sets of neighbors, yielding a corresponding reduction in the running time of the test.
Further preliminaries and Szemerédi's Regularity Lemma
The most common use of Szemerédi's Regularity Lemma in graph property testing is in proving upper bounds, such as e.g. those in [1] and [4] . Here it will be used for proving a lower boundthe existence of regular pairs (as defined below) will be used in constructing a graph that is far from the original H, but in a way that is not detectable by a testing algorithm. First we define the regularity of pairs. Suppose that I is a graph with vertices v 1 , . . . , v t , and that V 1 , . . . , V t is a t-tuple of disjoint vertex sets of H such that for every 1 ≤ i < j ≤ t the pair V i , V j is γ-regular. Define η i,j to be
is not an edge of I. Then, the number of t-tuples w 1 ∈ V 1 , . . . , w t ∈ V t that span induced copies of I where each w i plays the role of v i , is
Proof. We will prove here the existence of γ ′ = γ ′ (ǫ, t) such that the number of copies of I as per the assertion of the lemma is at least ( 1≤i<j≤t η i,j − ǫ)
because then the full assertion of the lemma (both upper and lower bounds) follows from the correctness of the above for every of the 2 ( In proving the existence of γ ′ we assume without loss of generality that I is the clique with t vertices. In this case we may also assume that η i,j = d(V i , V j ) > ǫ for every 1 ≤ i < j ≤ t, as otherwise the above assertion is trivial. The proof is by induction on t, where the case t = 2 is trivial.
We set γ ′ = min{ǫ/4 
for every i < j, and that every pair V ′ i , V ′ j is in particular γ ′ ( 1 4 ǫ, t − 1)-regular by Observation 4.1. We now use the induction hypothesis to obtain that V ′ 1 , . . . , V ′ t−1 admit sufficiently many cliques with t − 1 vertices, one from every V ′ i , where each such clique makes a copy of I with v ∈ V t added. Specifically, the number of such cliques is at least
Multiplying this by the number of vertices v ∈ V t for which the analysis holds, we obtain the required number of copies of I.
In our lower bound proof we construct a graph that is hard to distinguish from H by a testing algorithm. We construct it by replacing some of the regular pairs of H with actual random subgraphs. But to find these regular pairs, we need Szemerédi's Regularity Lemma.
Definition 7. An equipartition of a graph H is a partition of its vertex set into sets whose sizes differ from each other by no more than 1. A γ-regular partition is an equipartition of H into k sets such that all If H is a graph with n ≥ T vertices, and A is an equipartition of the vertex set of H into m sets, then there exists an equipartition B that is a refinement of A into k sets, where m ≤ k ≤ T , and is a γ-regular partition.
For the proof of the lower bound we will need an equipartition of the vertices of H so that many of its pairs, apart from being regular, also have densities that are not too close to 0 or 1. A high approximate algebra number guarantees this. 
Proof. We set T = . We first use Lemma 4.3 to find the appropriate γ-regular partition B with k sets, where k ≤ T 4.3 (max{m, 2/ǫ}, γ) (we let A be an arbitrary equipartition with max{m, 2/ǫ} sets), and then prove that Algnum 3ǫ (H) ≤ k+1 2 unless B satisfies the assertion of the lemma.
We let H ′ be the graph obtained from H by the following modifications: For every i we add all possible edges inside V i , and in addition for every pair
then we add all possible edges between V i and V j , and if d(V i , V j ) ≤ 1 2 then we remove all edges between these sets. The distance between H ′ and H is bounded by
On the other hand, the algebra number of H ′ is no more than k+1 2 , because its edge set is the union of the edge sets of the following cliques: The clique on V i for every 1 ≤ i ≤ k, and the clique
. This means that if the assertion of the lemma does not hold then Algnum 3ǫ (H) ≤ k+1 2 , a contradiction.
To prove lower bounds it is best if we can restrict ourselves to relatively simple algorithms. In the context of graph properties, this can be done with the following.
Lemma 4.5 ([11]).
If there exists an ǫ-testing algorithm for a graph property that makesueries, then there exists an ǫ-testing algorithm that makes its queries by uniformly and randomly choosing a set of 2q vertices and querying all their pairs. In particular, it is a non-adaptive ǫ-test making 2q 2 queries.
Isomorphism testing against a complex graph
Given a graph H, we would like to construct a graph H ′ that is far from being isomorphic to H, but in a way that cannot be detected by a testing algorithm of the type depicted in Lemma 4.5.
The way to do so is to replace regular pairs in H with alternative regular pairs. We would like to construct them at random; for such considerations the following well known large deviation inequality comes in handy. and |B| ≥ N , in which every pair of vertices is taken to be an edge independently with probability η, then with probability at least 1 − 2 −α|A||B| the pair A, B will be a γ-regular pair (with respect to I) whose density is between η − ǫ and η + ǫ.
Proof. For proving the required regularity and density properties, it is not hard to see that it is enough to prove that with the asserted probability, every A ′ ⊂ A with |A ′ | = γ|A| and B ′ ⊂ B with variables X 1 , . . . , X m are defined as the indicator variables for the edges between |A ′ | and |B ′ |) implies that the probability that the above is not satisfied is at most 2e −2(min{γ/2,ǫ}) 2 |A ′ ||B ′ | ≤ 2 −β|A ′ ||B ′ | = 2 −β ′ |A||B| , for the appropriate β and β ′ = γ 2 β. To bound the probability that the above is not satisfied for any of the possible pairs |A ′ |, |B ′ |, whose number is no more than 2 |A|+|B| , we set α = We also need the following rather trivial observation about farness.
Observation 5.3. For every ǫ there exists α = α 5.3 (ǫ) > 0, such that if J is any fixed bipartite graph with vertex classes A and B, and I is a random bipartite graph with the same vertex classes where every pair of vertices is taken to be an edge independently with probability η, then with probability at least 1 − 2 −α|A||B| , the number of pairs that belong to the symmetric difference between the edges of I and J is at least (min{η, 1 − η} − ǫ)|A||B|.
Proof sketch. Assume without loss of generality that η ≤ The variation distance between the t-statistics of a graph H and a graph H ′ is defined as the usual variation distance between the corresponding distributions. That is, if we denote by µ the t-statistic of H and by µ ′ the t-statistic of H ′ , then the variation distance is equal to
where the index K runs over possible labeled graphs with a fixed set of t vertices.
The following lemma is then immediate from Lemma 4.5.
Lemma 5.4. If H and H ′ have 2q-statistics which differ by less than 1 3 in the variation distance, and H ′ is ǫ-far from being isomorphic to H, then Testnum ǫ (H) > q.
Proof. If there exists an ǫ-test for the property of being isomorphic to H that makes at mostueries, then by Lemma 4.5 there exists such a test that chooses a uniformly random set of
The main lemma is the following. It shows how, given a regular partition of a graph in which many pairs have densities that are not close to 0 or 1, one can construct a graph H ′ that is the one we need for a lower bound on the testing number.
Lemma 5.5. For every t and ǫ there exist m = m 5.5 (t, ǫ) and γ = γ 5.5 (t, ǫ), such that for every T ≥ m there exists N = N 5.5 (t, ǫ, T ) with the following property. Suppose that for a graph H with n > N vertices, there exists a γ-regular partition V 1 , . . . , V k with m ≤ k ≤ T that also satisfies
. Then there exists a graph H ′ that is ǫ-far from being isomorphic to H, and such that the t-statistics of the two graphs have variation distance less than 1 3 between them.
Proof. We choose
H ′ is constructed from H as follows: For every γ-regular pair V i , V j in the equipartition of H, we let the edges of H ′ between V i and V j be randomly and independently taken with probability
For every i, j such that i = j or V i , V j is not a regular pair, we just let the corresponding edges of H ′ be identical to those of H (this is an arbitrary choice, any other choice for this pairs will also do here).
To analyze the t-statistics we consider a uniformly random ordered set of vertices (with no repetitions), v 1 , . . . , v t . For 1 ≤ j ≤ t we define i j to be such that v j ∈ V i j ; with probability at least We assume that N is in particular chosen to be large enough so that with probability at least 3 4 over the choice of H ′ , the following holds: Every pair V i , V j that was γ-regular with respect to H, will also be γ-regular with respect to H ′ , and its density will be between η i,j − 2 −( 
The above choices guarantee that with probability at least 3 4 over the choice of H ′ , the graphs H and H ′ have t-statistics that differ by less than 1 3 . This is because when we condition the choice of v 1 , . . . , v t on a particular outcome of i 1 , . . . , i t that are all different and for which all pairs are γ-regular (in both graphs), Lemma 4.2 guarantees that the two conditioned distributions on the induced subgraphs differ from each other by no more than 3/15, because for every fixed labeled graph with t vertices the respective probabilities for its occurrence differ by no more than To make sure that H and H ′ are also ǫ-far from being isomorphic, in addition to the choice of the parameters above, we assume that N is chosen to be large enough so that with probability at least 3 4 over the choice of H ′ , the following occurs: For every pair V i , V j of H ′ that corresponds to a γ-regular pair of H, when its edges are compared to the edges of H between any two disjoint labeled vertex sets U 1 , U 2 of the same sizes as V i , V j , the number of vertex pairs in the symmetric difference will be at least (min{η i,j , 1 − η i,j } − 1 3 ǫ)|V i ||V j |. A large enough N will satisfy this, because the number of all possibilities for choosing U 1 and U 2 and labeling them for correspondence with V i and V j respectively is clearly bounded by n!, while the bound on the probability for a lesser difference between the edges of H ′ over V i , V j and the edges of H over U 1 , U 2 is 2 −Θ(n 2 ) by Observation 5.3, which decreases more rapidly than 1/n!.
When this occurs, there is at least a k 2 −1 1≤i<j≤k min{η i,j , 1 − η i,j } − ǫ ≥ ǫ distance between H and H ′ , so with probability at least 
Proof. We construct the inverse function of L ǫ (t), that is, we prove that for every q there exists A = A ǫ (q) such that if Algnum 3ǫ (H) > A then Testnum ǫ (H) > q. We will first prove the above only for graphs with n > N vertices for some N = N ǫ (q). From this we can conclude the proof, as we can use A ′ = max{A, If H has n > N vertices and satisfies Algnum 3ǫ (H) > A, we construct an H ′ that is ǫ-far from being isomorphic to H, and such that the 2q-statistics of H and H ′ differ by less than 
The difficulty of 1-sided testing for isomorphism against H
The test constructed in Section 3 for graphs with a small approximate algebra number has a 2-sided error, and the lower bounds for graphs with a large approximate algebra number hold for the general 2-sided error algorithms as well. If one insists on the more restricted framework of 1-sided testing algorithms, where the testing algorithms must accept a graph that is isomorphic to H with probability 1, then the situation is much worse, as a bounded Algnum(H) does not guarantee any bound on the testing number of H. Proof. If G is a random permutation of H, then any test making fewer than 1 4 n queries will, with some positive (albeit small) probability, fail to find any edge of G. This is because the 1 4 n queries of the algorithm cannot involve more than 1 2 n vertices, and with some (small but positive) probability none of those vertices will belong to the clique. If the algorithm has 1-sided error, then it must accept G with probability 1 even when encountering this small probability case. But this means that the algorithm will also accept the null (edge-less) graph with n vertices with probability 1, which is a contradiction. In fact, any graph H with n vertices, which admits a 1-sided ǫ-test for isomorphism making o(log n) queries, is either ǫ-close to being a clique or ǫ-close to being edge-less for n large enough.
To prove this, one can use Ramsey's Theorem to find in H either a clique with Ω(log n) vertices or an edge-less set of this size, and then proceed similarly to the proof above to show that the 1-sided ǫ-testing algorithm must also accept either the clique with n vertices or the edge-less graph with n vertices with probability 1.
Concluding comments
The question of a combinatorial characterization of all testable graph properties The question of a logical characterization of the testable graph properties seems very hard. Just as this work provides a combinatorial characterization for a graph admitting an easy isomorphism test, one could hope for a combinatorial characterization of whole properties for admitting an easy test.
This concerned a joint work with I. Newman [9] . It is hinted there that a testable graph property may be characterized as being approximable by properties concerning regular graph partitions.
The resulting "characterization" is however convoluted, and is not really a characterization in the strictest sense of the word. However, for the purpose of [9] it was used to prove that for every testable graph property, one can actually approximate the distance of any graph from satisfying it using a number of queries that depends only on the (additive) tolerance.
Worst cases and unknown graphs
After showing that the testing number of a graph depends on a measure of its complexity, there is still the question of the worst case. In other words, there is the question of estimating the maximum for Testnum ǫ (H) where ǫ is fixed and H ranges over all graphs with n vertices.
If we disregard running time, then it is not hard to construct an ǫ-testing algorithm for any graph H that is given in advance, that usesÕ(n) queries, where the tilde notation here and in the following is used to hide poly-logarithmic factors in n. This holds because, for an input graph G and a graph H that is given in advance, and for a particular labeling of the vertices of G, it takesÕ(n) queries to detect with probability at least 1 − 1 3n! whether G differs from H in at least ǫ n 2 labeled pairs. By using a union bound over all n! possible labellings of the vertices of G, one set ofÕ(n) queries is sufficient to completely test G for having any labeling that can serve as an isomorphism function with H. First results in an ongoing joint work with A. Matzliah [7] suggest that the true bound for 2-sided error algorithms is in fact a smaller power of n.
Another problem is that of deciding whether two graphs G and H, that are both given as input (with only the number of vertices n being given in advance), are isomorphic. This property, used in [1] to prove the existence of a first order graph property that is hard to test, is also investigated in [7] . Ignoring again the running time and concentrating on the number of queries, there seems to be anΩ(n) lower bound for this problem, and an upper bound of n α queries for some 1 ≤ α < 2.
Narrowing the gap between U ǫ and L ǫ There is a huge gap between the lower bound function and the upper bound function, on account of the lower bound proof using Szemerédi's Regularity Lemma. In fact, U ǫ (t) is a tower in a polynomial of L ǫ (t) (when comparing their values for the same t). It would be interesting to prove a better lower bound using a weaker version of Szemerédi's Regularity Lemma.
The gap between the approximation parameters In Theorem 2.1, the ǫ-testing number is compared from above with the ǫ/3-approximate algebra number, and from below it is compared with the 3ǫ-approximate algebra number. In the upper bound the approximation parameter can be made closer to ǫ/2, and in the lower bound it can be made closer to ǫ, but it would still be interesting to be able to make all approximation parameters arbitrarily close to each other (with the closeness parameter being an additional parameter of the bounding functions).
Back to boolean functions
The main question treated in this paper was motivated by a question about boolean functions, so now the question goes back: Is there any analogue of Szemerédi's Regularity Lemma that can be used to prove lower bounds on testing that a function f : {0, 1} n → {0, 1} is identical to a given function g up to a permutation of the variables?
There are indications that this question is rather hard. For example, it is not yet entirely clear what the complexity measure for boolean functions should be. Being dependent on a small number of variables cannot be the sole parameter of simplicity, because functions like the parity function on all n variables admit an efficient test despite not being close to any function depending on a small number of variables.
