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We consider the class of linear impulsive differential equations in Rn , given by
x′ = A(t)x, t = τi, x|t=τi = Bix, (1)
for some n × n matrices A(t) varying continuously with t  0, some n × n matrices B1, B2, . . . , and
some times 0 < τ1 < τ2 < · · · . A solution x of Eq. (1) is a function of class C1 outside the times τi
and having at most discontinuities of the ﬁrst kind at these times, such that
x′(t) = A(t)x(t) for t /∈ {τi: i ∈ N},
and
x|t=τi := x
(
τ+i
)− x(τ−i ) for i ∈ N.
For deﬁniteness we shall only consider left-continuous solutions, and thus x|t=τi = x(τ+i ) − x(τi)
for each i. Moreover, under mild additional assumptions there exist unique global left-continuous
solutions of Eq. (1), all of which with ﬁnite Lyapunov exponent (we refer to Section 2 for details).
Essentially, impulsive differential equations correspond to a smooth evolution that at certain times
τi changes instantaneously, or one could also say for example abruptly, having in mind applications.
These changes correspond to impulses in the smooth system, such as for example in the model of a
mechanical clock. It is by now well known that there are plenty applications of impulsive differential
equations to many mechanical and natural phenomena involving abrupt changes. We refer to the
books [11,12] for detailed descriptions of many developments of the theory, and for an extensive list
of references.
Our main objective is to study the notions of nonuniform exponential contraction and nonuniform
exponential dichotomy for Eq. (1). We ﬁrst brieﬂy recall these notions and their uniform versions, here
for simplicity for nonimpulsive differential equations, which accounts to take Bi = 0 for every i (we
refer to Section 3 for the general case). Consider n× n matrices A(t) varying continuously with t  0,
and the equation
x′ = A(t)x. (2)
Now let U (t, s) be the evolution operator associated with Eq. (2). This is the linear operator satisfying
U (t, s)x(s) = x(t) for every solution x(t) of (2) and every t  s (we notice that all solutions are global).
We say that U (t, s) is a (uniform) exponential contraction if there exist constants a, c > 0 such that
∥∥U (t, s)∥∥ ce−a(t−s) for every t  s.
We say that U (t, s) is a nonuniform exponential contraction if there exist constants a, b, c > 0 such that
∥∥U (t, s)∥∥ ce−a(t−s)+bs for every t  s. (3)
Thus, a nonuniform exponential contraction allows a “spoiling” of the uniform contraction along the
solution as the initial time s increases. Namely, while the uniform contraction (given by a) is still
present in (3), it may be multiplied by the exponential term ebs (and thus the nonuniformity along
the solution). This means that even though in both cases we have exponential stability of solutions,
in the nonuniform case the size of the neighborhood of zero in which we must choose the initial
condition so that the corresponding solution satisﬁes a prescribed bound may depend on s (while
in the uniform case this neighborhood can be chosen independently of s). The more general case of
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uniform or nonuniform (we refer to Section 3 for details).
Incidentally, it turns out that from the point of view of ergodic theory the nonuniformity in the
above notions can be made arbitrarily small, although perhaps not zero. More precisely, almost all
linear variational equations obtained from a measure-preserving ﬂow have a nonuniform exponential
dichotomy with arbitrarily small nonuniformity (the constant b in (3)), up to an appropriate change
of coordinates (see [2] for details). In this respect our work can also be considered a contribution
to the theory of nonuniformly hyperbolic dynamics. We refer to [2] for a detailed exposition of the
theory, and to [7] for a description of some recent development in the context of differential equations
in Banach spaces. On the other hand, for certain classes of measure-preserving transformations, the
nonuniformity cannot be made zero in a set of full topological entropy and full Hausdorff dimension
(see [3]).
We also would like to comment on the relevance of the above notions. It is well known that
the notion of (uniform) exponential dichotomy plays a central role for example in the Hadamard–
Perron theory of invariant manifolds of dynamical systems, both with continuous and discrete time.
For example, the existence of an exponential dichotomy for a linear variational equation as in (2)
ensures the existence of stable and unstable invariant manifolds for the solution of the nonlinear
differential equation
x′ = A(t)x+ f (t, x), (4)
originating the variational equation, up to mild additional assumptions on the nonlinear part f of
the vector ﬁeld. The theory of exponential dichotomies and its applications are widely developed.
We refer to the books [8–10,13] for details and further references. Analogously, the more general
notions of nonuniform exponential contraction and nonuniform exponential dichotomy play a similar
role although under much weaker assumptions, and thus also for a much larger classes of dynamics.
Indeed, while the extra exponential terms substantially complicate a corresponding study for example
of invariant manifolds, one is able to obtain fairly general results at the expense of a careful control
and “optimal transport” of the nonuniformity. In particular, we showed in [4,6] that if Eq. (2) has a
nonuniform exponential dichotomy with suﬃciently small “nonuniformity” (when compared to the
Lyapunov exponents), then under mild assumptions on the perturbation f , there exist stable and
unstable manifolds for the nonlinear equation (4).
In the general context of linear impulsive differential equations as in (1), we show in particular
that the notion of nonuniform exponential dichotomy is essentially as weak as possible. More pre-
cisely, provided that all Lyapunov exponents are nonzero any such equation admits a nonuniform
exponential dichotomy. Incidentally, under the assumptions in Section 2, or more precisely, since each
interval [a,b] ⊂ R contains at most ﬁnitely many jumping times τi , and since the matrices Id + Bi
are nonsingular for each i, one can show (see [12, Section 2.1]) that the vector space of solutions of
Eq. (1) has dimension n. Moreover, given a basis x1, . . . , xn of Rn , the collection of (left-continuous)
solutions x1(t), . . . , xn(t) of Eq. (1) with xi(0) = xi for i = 1, . . . ,n is a basis of the space of solu-
tions. This causes that there are ﬁnitely many Lyapunov exponents for the solutions of Eq. (1), namely
at most n + 1 (with the additional 1 corresponding to the zero solution, with the convention that
log0 = −∞). Coming back to our results, we also consider the particular case of nonuniform expo-
nential contractions that occur when there are only negative Lyapunov exponents. Namely, we show
that if the Lyapunov exponents of all solutions of Eq. (1) are negative, that is,
limsup
t→+∞
1
t
log
∥∥x(t)∥∥< 0 for each solution x(t),
then the equation admits a nonuniform exponential contraction. To obtain these results we introduce
the notion of Lyapunov regularity for a linear impulsive differential equation, in terms of the so-called
regularity coeﬃcient. This number combines the Lyapunov exponents of Eq. (1) with those of the so-
called adjoint equation (see Section 2 for the deﬁnitions). It turns out that the regularity coeﬃcient
can be used to measure the smallness of the “nonuniformity” of the exponential behavior.
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punov regularity, it is also of interest to provide alternative characterizations of Lyapunov regularity,
and most importantly to obtain sharp lower and upper bound for the regularity coeﬃcient. This is
also of interest in connection with the construction of invariant manifolds under suﬃciently small
perturbations of a nonuniform exponential dichotomy. In particular, we obtain bounds for the reg-
ularity coeﬃcient expressed in terms of the matrices deﬁning the impulsive linear system, as well
as characterizations in terms of the exponential growth rate of volumes determined by solutions. To
formulate a rigorous result, let x1(t), . . . , xn(t) be a basis of the space of (left-continuous) solutions
of Eq. (1). Now we denote by Γn(t) the n-volume determined by the vectors x1(t), . . . , xn(t). Clearly,
Γn(t) > 0 for each t . Incidentally, it follows readily from a straightforward generalization of Liouville’s
formula (see Lemma 8) that
Γn(t)/Γn(0) = exp
( t∫
0
tr A(τ )dτ
) ∏
0<τi<t
det(Id+ Bi). (5)
It is shown in Theorem 7 that
1
n
limsup
t→+∞
1
t
logΓn(t) − 1
n
lim inf
t→+∞
1
t
logΓn(t)
is a lower bound for the regularity coeﬃcient. This can be interpreted as saying that the regularity
coeﬃcient measures the deviation from the existence of an exponential growth rate of n-volumes
deﬁned by solutions of the differential equation. We refer to Section 6 for more general statements.
2. Lyapunov regularity
We introduce in this section the standing assumptions of the paper. We also introduce the notion
of Lyapunov regularity.
Consider the linear impulsive differential equation (1), for some continuous function A :R+0 →
Mn(R), where Mn(R) is the set of n × n matrices with real entries, such that
limsup
t→+∞
1
t
log+
∥∥A(t)∥∥= 0, (6)
where log+ x = max{0, log x}, and some matrices Bi satisfying
limsup
i→+∞
1
τi
log+ ‖Bi‖ = 0 and inf
i
∣∣det(Id+ Bi)∣∣> 0. (7)
We assume that the jumping times satisfy 0 < τ1 < τ2 < · · · , with τi → +∞ when i → +∞, and that
limsup
t→∞
card{i ∈ N: τi  t}
t
< +∞. (8)
These conditions ensure the existence and uniqueness of global left-continuous solutions of Eq. (1),
as well as the ﬁniteness of all Lyapunov exponents introduced below (see [12] for details; although
this book only considers the case when the functions t 
→ A(t) and i 
→ Bi are bounded, using the
generalization of the variation-of-constants formula for impulsive differential equations it is simple to
establish the ﬁniteness of all Lyapunov exponents in the general case).
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λ(x0) = limsup
t→+∞
1
t
log
∥∥x(t)∥∥, (9)
where x(t) is the (left-continuous) solution of (1) with x(0) = x0.
Proposition 1. The following properties hold:
1. λ(αx) = λ(x) for each x ∈ Rn and α ∈ R;
2. λ(x+ y)max{λ(x), λ(y)} for each x, y ∈ Rn;
3. λ(x+ y) = max{λ(x), λ(y)} for each x, y ∈ Rn with λ(x) = λ(y);
4. if for some x1, . . . , xm ∈ Rn \ {0} the numbers λ(x1), . . . , λ(xm) are distinct, then the vectors x1, . . . , xm
are linearly independent.
Proof. The ﬁrst three properties follow immediately from the deﬁnition. For the last property assume
on the contrary that there exist constants α1, . . . ,αm not all zero such that
∑m
i=1 αi xi = 0. Then
−∞ = λ
(
m∑
i=1
αi xi
)
= max{λ(xi): i = 1, . . . ,m with αi = 0} = −∞.
This contradiction yields the desired result. 
By the last property in Proposition 1, the function λ takes at most p  n different values in Rn \{0},
say
−∞ λ1 < · · · < λp . (10)
Moreover, by the ﬁrst two properties, for i = 1, . . . , p the set
Ei =
{
x0 ∈ Rn: λ(x0) λi
}
(11)
is a linear space. We note that λ(x0) > λi for every x0 ∈ Rn \ Ei .
Now we introduce the notion of regularity. For this we consider the so-called adjoint equation
y′ = −A(t)∗ y, t = τi, y|t=τi = −
(
Id+ B∗i
)−1
B∗i y, (12)
where A∗ denotes the transpose of the matrix A. By (7) the matrices Id + B∗i are invertible. Eqs. (1)
and (12) have the following property.
Proposition 2. (See [12, Section 2.5].) If x(t) is a solution of Eq. (1) and y(t) is a solution of Eq. (12), then
〈
x(t), y(t)
〉= 〈x(0), y(0)〉 for every t > 0. (13)
To obtain (13) it is suﬃcient to note that
d
dt
〈
x(t), y(t)
〉= 〈x′(t), y(t)〉+ 〈x(t), y′(t)〉
= 〈A(t)x(t), y(t)〉+ 〈x(t),−A(t)∗ y(t)〉= 0
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〈x, y〉|t=τi =
〈
x
(
τ+i
)
, y
(
τ+i
)〉− 〈x(τi), y(τi)〉
= 〈(Id+ Bi)x(τi), (Id− (Id+ B∗i )−1B∗i )y(τi)〉− 〈x(τi), y(τi)〉
= 〈(Id− Bi(Id+ Bi)−1)(Id+ Bi)x(τi), y(τi)〉− 〈x(τi), y(τi)〉= 0
for every i ∈ N. Now we deﬁne the Lyapunov exponent μ :Rn → R∪ {−∞}, associated to Eq. (12) by
μ(y0) = limsup
t→+∞
1
t
log
∥∥y(t)∥∥, (14)
where y(t) is the solution of (12) with y(0) = y0. By the last property in Proposition 1, the function μ
takes at most q n distinct values in Rn \ {0}, say
−∞μq < · · · < μ1. (15)
Moreover, for i = 1, . . . ,q the set
Fi =
{
y0 ∈ Rn: μ(y0) yi
}
(16)
is a linear space.
Let 〈·,·〉 be the standard inner product in Rn . We recall that two bases x1, . . . , xn and y1, . . . , yn
of Rn are said to be dual if 〈xi, y j〉 = δi j for every i and j, where δi j is the Kronecker symbol. We
deﬁne the regularity coeﬃcient of the pair of Lyapunov exponents λ and μ by
γ (λ,μ) = minmax{λ(xi) + μ(yi): 1 i  n}, (17)
where the minimum is taken over all dual bases x1, . . . , xn and y1, . . . , yn of Rn . Since λ and μ take
only ﬁnitely many values, the minimum in (17) is well deﬁned. It follows from Proposition 2 and the
Cauchy–Schwarz inequality that γ (λ,μ) 0. We say that Eq. (1) is regular if γ (λ,μ) = 0.
This notion of regularity is introduced following the approach in [1] (see also [7] for a related
discussion). An alternative notion of regularity is considered in [12], namely saying that Eq. (1) is
regular provided that
lim inf
t→+∞
1
t
( t∫
0
tr A(s)ds +
∑
0<τi<t
log
∣∣det(Id+ Bi)∣∣
)
=
p∑
i=1
(dim Ei − dim Ei−1)λi, (18)
where the numbers λi are the Lyapunov exponents in (10), and with the spaces Ei deﬁned by (11)
(we make the convention that E0 = {0}). By (5), identity (18) is equivalent to
lim inf
t→+∞
1
t
logΓn(t) =
p∑
i=1
(dim Ei − dim Ei−1)λi
(for some and thus for any basis x1(t), . . . , xn(t) of the space of solutions of Eq. (1)). Nevertheless,
it follows from Theorem 12 below that the two are equivalent. On the other hand, there are some
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(see [7] for a related discussion). Indeed, assuming that x1, . . . , xn and y1, . . . , yn are dual bases of Rn ,
and proceeding as in (41) and (42) below (compare with the proof of Lemma 8 in [12]), we ﬁnd that
〈
xi(t), y j(t)
〉= δi j
for every i, j = 1, . . . ,n, where xi(t) is the solution of Eq. (1) with xi(0) = xi , and where yi(t) is the
solution of Eq. (12) with y j(0) = y j . In particular, 〈xi(t), yi(t)〉 = 1 for every i = 1, . . . ,n and t  0. It
follows from the Cauchy–Schwarz inequality that
λ(xi) + μ(yi) 0 for i = 1, . . . ,n,
and thus γ (λ,μ) 0.
3. Criterion for nonuniform exponential behavior
We describe in this section criteria for the existence of nonuniform exponential behavior, and in
particular for the existence of nonuniform exponential contractions and of nonuniform exponential
dichotomies.
We write the unique left-continuous solution of Eq. (1) in the form v(t) = T (t, s)v(s) for t, s  0
(we recall that all left-continuous solutions are unique and global). We say that Eq. (1) admits a
(strong) nonuniform exponential contraction if there exist constants
a a < 0, a 0, and D > 0 (19)
such that
∥∥T (t, s)∥∥ Dea(T−s)+as, ∥∥T (t, s)−1∥∥ De−a(t−s)+at (20)
for every t  s 0. The following is an example of exponential contraction.
Example 3. Given ω,a,b > 0, we consider the impulsive differential equation
x′ = (−ω − at sin t)x, t = τi, x|t=τi = bx. (21)
We assume that
ω > a + p log(1+ b),
where p is the limsup in (8). The solutions of the ordinary differential equation u′ = (−ω − at sin t)u
are given by u(t) = T (t, s)u(s), where
T (t, s) = e−ωt+ωs+at cos t−as cos s−a sin t+a sin s.
For every t  s 0 we have
T (t, s) = e(−ω+a)(t−s)+at(cos t−1)−as(cos s−1)+a(sin s−sin t)
 e2ae(−ω+a)(t−s)+2as. (22)
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T (t, s) = e(−ω+a)(t−s)+2as. (23)
This shows that the exponent 2a in e2as appearing in (22) cannot be made smaller by taking the
constants e2a and ω − a suﬃciently large. Moreover, proceeding as in (22), we have
T (s, t) = T (t, s)−1 = e(−ω+a)(s−t)+as(cos s−1)−at(cos t−1)+a(sin t−sin s)
 e2ae(−ω+a)(s−t)+2at = e2ae−(−ω+a)(t−s)+2at . (24)
If s = 2kπ and t = (2l − 1)π with k, l ∈ N, then
T (s, t) = e(−ω+a)(s−t)+2at .
Again, the exponent 2a in e2at appearing in (24) cannot be made smaller.
Now we consider the impulsive differential equation. The solutions of Eq. (21) are given by
x(t) = T (t, s)(1+ b){i∈N: τit}x(s). (25)
By (8) and (22), there exists C > 0 such that
∣∣x(t)∣∣ Ce2ae(−ω+a)(t−s)+2asep log(1+b)t∣∣x(s)∣∣
= Ce2ae−(ω−a−p log(1+b))(t−s)e(2a+p log(1+b))s∣∣x(s)∣∣.
Moreover, by (24) and (25) we have
∣∣x(s)∣∣ e2ae−(−ω+a)(t−s)+2at∣∣x(t)∣∣.
This shows that Eq. (21) admits a (strong) nonuniform exponential contraction with D = e2amax{1,C},
a = −ω + a, a = −ω + a + p log(1+ b), and ε = 2a + p log(1+ b).
It follows from (23) that in general (for an arbitrary sequence τi) the constant ε cannot be made
smaller.
Clearly, if Eq. (1) admits a nonuniform exponential contraction, then
λ(x0) a < 0 for every x0 ∈ Rn.
The following is a converse to this statement.
Theorem 4. For each ε > 0, Eq. (1) admits a nonuniform exponential contraction with
a = λ1 + ε, a = λp + ε, a = γ (λ,μ) + 2ε.
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solution of Eq. (1), that is, an n × n matrix X(t) whose columns x1(t), . . . , xn(t) form a basis for the
space of solutions of Eq. (1). We note that all fundamental solutions are obtained as follows (see also
the discussion in the introduction). Given a basis x1, . . . , xn of Rn , let x1(t), . . . , xn(t) be the solutions
of Eq. (1) with xi(0) = xi for i = 1, . . . ,n. Then the matrix whose columns are these solutions is a
fundamental solution (and all fundamental solutions are of this form). Now we observe that
T (t, s) = X(t)X(s)−1 = X(t)Y (s)∗,
where X(t) is a fundamental solution of Eq. (1), and where Y (t) = [X(t)∗]−1 (since X(t) is a fun-
damental solution, we have det X(t) = 0 for all t). For each t /∈ {τi: i ∈ N}, taking derivatives in the
identity
X(t)X(t)−1 = X(t)Y (t)∗ = Id,
we obtain
X ′(t)X(t)−1 + X(t)Y ′(t)∗ = 0,
thus yielding
X(t)Y ′(t)∗ = −A(t)X(t)X(t)−1 = −A(t).
Therefore,
Y ′(t)∗ = −X(t)−1A(t) = −Y (t)∗A(t),
and hence, Y ′(t) = −A(t)∗Y (t) for each t /∈ {τi: i ∈ N}. Moreover,
Y
(
τ+i
)= [X(τ+i )∗]−1 = [((Id+ Bi)X(τi))∗]−1
= (Id+ B∗i )−1[X(τi)∗]−1 = (Id+ B∗i )−1Y (τi),
and hence,
Y |t=τi =
[(
Id+ B∗i
)−1 − Id]Y (τi) = −(Id+ B∗i )−1B∗i Y (τi)
for each i. This shows that Y (t) is a fundamental solution of Eq. (12). Now let x1(t), . . . , xn(t) be the
columns of X(t), and let y1(t), . . . , yn(t) be the columns of Y (t). For j = 1, . . . ,n we set
α j = λ
(
x j(0)
)
and β j = μ
(
y j(0)
)
,
where λ and μ are the Lyapunov exponents in (9) and (14). Given ε > 0 there is a constant D > 0
such that
∥∥x j(t)∥∥ De(α j+ε)t and ∥∥y j(t)∥∥ De(β j+ε)t
for each j = 1, . . . ,n and t  0. It follows from the identity Y (t)∗X(t) = Id that the bases
x1(0), . . . , xn(0) and y1(0), . . . , yn(0) are dual. Therefore, without loss of generality we can always
assume that
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since the Lyapunov exponents λ and μ take only ﬁnitely many values. The entries zik(t, s) of the
matrix T (t, s) = X(t)Y (s)∗ are given by
zik(t, s) =
∑
j=1
xij(t)ykj(s),
where xij(t) is the ith coordinate of x j(t), and where ykj(s) is the kth coordinate of y j(s). Therefore,
∣∣zik(t, s)∣∣ n∑
j=1
∣∣xij(t)∣∣ · ∣∣ykj(s)∣∣ n∑
j=1
∥∥x j(t)∥∥ · ∥∥y j(s)∥∥

n∑
j=1
D2e(α j+ε)t+(β j+ε)s =
n∑
j=1
D2e(α j+ε)(t−s)+(α j+β j+2ε)s
 nD2e(λp+ε)(t−s)+(γ (λ,μ)+2ε)s.
This yields the ﬁrst inequality in (20).
Now we consider the matrix T (t, s)−1 = X(s)X(t)−1. Its entries wik(s, t) are given by
wik(s, t) =
n∑
j=1
xij(s)ykj(t).
Therefore,
∣∣wik(s, t)∣∣ n∑
j=1
∣∣xij(s)∣∣ · ∣∣ykj(t)∣∣ n∑
j=1
∥∥x j(s)∥∥ · ∥∥y j(t)∥∥

n∑
j=1
D2e(α j+ε)s+(β j+ε)t =
n∑
j=1
D2e−(α j+ε)(t−s)+(α j+β j+2ε)t
 nD2e−(λ1+ε)(t−s)+(γ (λ,μ)+2ε)t .
This yields the second statement in (20). 
Now we consider the case when there are also nonnegative Lyapunov exponents. We assume that
there is a decomposition Rn = E ⊕ F , with E = Ek (see (11)) such that λk < 0 λk+1, with respect to
which A(t) and Bi have the block form
A(t) =
(
B(t) 0
0 C(t)
)
and Bi =
(
Ci 0
0 Di
)
(26)
for each t  0 and i ∈ N. The unique solution of Eq. (1) with v(s) = (ξ,η) ∈ E × F for some s 0 can
be written in the form
v(t) = (U (t, s)ξ, V (t, s)η) t  s,
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and C(t). We say that Eq. (1) admits a (strong) nonuniform exponential dichotomy if there exist con-
stants
a a < 0 b b, a,b 0, and D > 0
such that for every t  s 0 we have
∥∥U (t, s)∥∥ Dea(t−s)+as, ∥∥U (t, s)−1∥∥ De−a(t−s)+at,
and
∥∥V (t, s)∥∥ Deb(t−s)+bs, ∥∥V (t, s)−1∥∥ De−b(t−s)+bt .
We also consider the Lyapunov exponents associated to the equations
x′ = B(t)x, t = τi, x|t=τi = Cix,
y′ = −B(t)∗ y, t = τi, y|t=τi = −
(
Id+ C∗i
)−1
C∗i y,
and
z′ = C(t)z, t = τi, z|t=τi = Diz,
w ′ = −C(t)∗w, t = τi, w|t=τi = −
(
Id+ D∗i
)−1
D∗i w.
The corresponding regularity coeﬃcients are respectively
γU = γ (λ|E,μ|E) and γV = γ (λ|F ,μ|F ).
The following is a version of Theorem 4 when there exist negative as well as nonpositive Lyapunov
exponents.
Theorem 5. Assume that A(t) has the block form in (26). For each ε > 0, Eq. (1) admits a nonuniform expo-
nential dichotomy with
a = λ1 + ε, a = λk + ε, a = γU + 2ε,
and
b = λk+1 + ε, b = λp + ε, b = γV + 2ε.
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We show in this section that the asymptotic stability of a nonuniform exponential contraction
persists under suﬃciently small nonlinear perturbations, provided that the constant a in (19) is suﬃ-
ciently small.
We assume that f :R+ × Rn → Rn and gi :Rn → Rn for i ∈ N are continuous functions satisfying
f (t,0) = gi(0) = 0,
∥∥ f (t, x) − f (t, y)∥∥ C‖x− y‖(‖x‖q + ‖y‖q),
and
∥∥gi(x) − gi(y)∥∥ C‖x− y‖(‖x‖q + ‖y‖q)
for every t > 0, x, y ∈ Rn , and i ∈ N, where C,q > 0 are constants. Now we consider the nonlinear
impulsive differential equation
x′ = A(t)x+ f (t, x(t)), t = τi, x|t=τi = Bix+ gi(x). (27)
We denote by B(δ) ⊂ Rn the open ball of radius δ > 0 centered at zero.
Theorem 6. If Eq. (1) admits a nonuniform exponential contraction, and qa + a < 0, then there exist δ > 0
and K > 0 such that for each s 0 and v ∈ B(δe−a(1+1/q)s) we have
∥∥x(t)∥∥ Kea(t−s)+as‖v‖, t  s, (28)
where x(t) is the solution of Eq. (27) with x(s) = v.
Proof. As above, let T (t, s) be the evolution operator associated to Eq. (1). Given δ > 0, we consider
the operator J deﬁned by
J (x)(t) = T (t, s)v +
t∫
s
T (t, τ ) f
(
τ , x(τ )
)
dτ +
∑
sτi<t
T
(
t, τ+i
)
gi
(
x(τi)
)
in the space Cδ of functions x : [0,+∞) → Rn such that:
1. x is continuous outside of the points τi ;
2. x(τ−i ) and x(τ
+
i ) are well deﬁned, and x(τ
−
i ) = x(τi) for each τi ;
3. ‖x‖′  δe−a(1+1/q)s , where
‖x‖′ = 1
K
sup
{∥∥x(t)∥∥e−a(t−s)−as: t  s > 0}.
One can easily verify that Cδ is a complete metric space with the norm ‖ · ‖′ (we could as well con-
sider right-continuous instead of left-continuous functions). Given x1, x2 ∈ Cδ , setting η = 2Kq+1Cδq
we have
∥∥ f (τ , x1(τ ))− f (τ , x2(τ ))∥∥ ηea(q+1)(τ−s)‖x1 − x2‖′,
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∥∥gi(x1(τi))− gi(x2(τi))∥∥ ηea(q+1)(τi−s)‖x1 − x2‖′.
Therefore,
∥∥ J (x1)(t) − J (x2)(t)∥∥
t∫
s
∥∥T (t, τ )∥∥ · ∥∥ f (τ , x(τ ))∥∥dτ + ∑
sτi<t
∥∥T (t, τi)∥∥ · ∥∥gi(x(τi))∥∥
 ηD‖x1 − x2‖′
t∫
s
ea(t−τ )+aτ ea(q+1)(τ−s) dτ
+ ηD‖x1 − x2‖′
∑
sτi<t
ea(t−τi)+aτi ea(q+1)(τi−s)
 ηD‖x1 − x2‖′ea(t−s)+as
t∫
s
e(qa+a)(τ−s) dτ
+ ηD‖x1 − x2‖′ea(t−s)+as
∑
sτi<t
e(qa+a)(τi−s)
 2ηD‖x1 − x2‖′ea(t−s)+as
t∫
s
e(qa+a)(τ−s) dτ
 2ηD‖x1 − x2‖′ea(t−s)+as 1|qa + a| .
Thus,
∥∥ J (x1) − J (x2)∥∥′  θ‖x1 − x2‖′, (29)
where θ = 2ηD/|qa + a|. Taking δ suﬃciently small so that θ < 1/2 the operator J becomes a con-
traction, and provided that K > 2D we obtain
∥∥ J (x)∥∥′  ∥∥T (·, s)v∥∥′ + θ‖x‖′  1
2
‖v‖ + 1
2
‖x‖′
 1
2
δe−a(1+1/q)s + 1
2
δe−a(1+1/q)s = δe−a(1+1/q)s. (30)
This shows that J (Cδ) ⊂ Cδ . Therefore, J has a unique ﬁxed point x ∈ Cδ .
It remains to show that inequality (28) holds. Each solution x(t) satisﬁes
x(t) = lim
n→∞
(
Jn0
)
(t) =
∞∑
k=0
[
Jk+1(0)(t) − Jk(0)(t)].
Since θ < 1/2 and K > 2D , it follows from (29) and (30) that
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∞∑
k=0
θk
∥∥ J (0)∥∥′ = ‖ J (0)‖′
1− θ  ‖v‖,
thus yielding (28). This concludes the proof of the theorem. 
We refer to [1, Theorem 1.4.2] for an analog of Theorem 6 in the case of nonimpulsive equations
(see also [5] for an extension to Hilbert spaces).
We can also consider nonlinear perturbations of nonuniform exponential dichotomies, and study
the persistence of their stability along the stable direction. This corresponds to the study of stable
invariant manifolds. We will consider it elsewhere since it requires substantial additional material.
5. Bounds for the regularity coeﬃcient
We establish in this section lower and upper bounds for the regularity coeﬃcient. This is important
particularly due to its role in Theorems 4, 5, and 6. Namely, the regularity coeﬃcient measures the
nonuniformity of the exponential behavior.
We ﬁrst obtain a lower bound for the regularity coeﬃcient.
Theorem 7.We have
nγ (λ,μ) limsup
t→+∞
1
t
( t∫
0
tr A(τ )dτ +
∑
0<τi<t
log
∣∣det(Id+ Bi)∣∣
)
− lim inf
t→+∞
1
t
( t∫
0
tr A(τ )dτ +
∑
0<τi<t
log
∣∣det(Id+ Bi)∣∣
)
.
Proof. We start by recalling a generalization of Liouville’s formula.
Lemma 8. (See [12, Section 2.1].) If X(t) is a fundamental solution of Eq. (1), then
det X(t)
det X(0)
= exp
( t∫
0
tr A(τ )dτ
) ∏
0<τi<t
det(Id+ Bi).
Now let X(t) be a fundamental solution. Since |det X(t)|∏ni=1 ‖xi(t)‖, it follows from Lemma 8
that
limsup
t→+∞
1
t
( t∫
0
tr A(τ )dτ +
∑
0<τi<t
log
∣∣det(Id+ Bi)∣∣
)

n∑
i=1
λ
(
xi(0)
)
. (31)
Similarly, we have
lim inf
t→+∞
1
t
( t∫
tr A(τ )dτ +
∑
0<τi<t
log
∣∣det(Id+ Bi)∣∣
)
0
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t→+∞
1
t
( t∫
0
tr A(τ )dτ −
∑
0<τi<t
log
∣∣det(Id+ B∗i )−1∣∣
)
= lim inf
t→+∞
1
t
( t∫
0
tr A(τ )dτ −
∑
0<τi<t
log
∣∣det(Id− (Id+ B∗i )−1(Id+ B∗i − Id))∣∣
)
= − limsup
t→+∞
1
t
( t∫
0
tr
(−A(τ )∗)dτ + ∑
0<τi<t
log
∣∣det(Id− (Id+ B∗i )−1B∗i )∣∣
)
−
n∑
i=1
μ
(
yi(0)
)
, (32)
where y1(t), . . . , yn(t) are the columns of Y (t) = [X(t)∗]−1. Therefore,
limsup
t→+∞
1
t
( t∫
0
tr A(τ )dτ +
∑
0<τi<t
log
∣∣det(Id+ Bi)∣∣
)
− lim inf
t→+∞
1
t
( t∫
0
tr A(τ )dτ +
∑
0<τi<t
log
∣∣det(Id+ Bi)∣∣
)

n∑
i=1
[
λ
(
xi(0)
)+ μ(yi(0))].
Without loss of generality, as in the proof of Theorem 4, we can always assume that the minimum
in (17) is attained, that is,
γ (λ,μ) = max{λ(xi(0))+ μ(yi(0)): 1 i  n}.
Therefore,
n∑
i=1
(
λ
(
xi(0)
)+ μ(yi(0))) nmax{λ(xi(0))+ μ(yi(0)): 1 i  n}
= nγ (λ,μ).
This completes the proof of the theorem. 
Now we obtain an upper bound for the regularity coeﬃcient. We consider only triangular matrices,
in which case the results are more explicit. The reduction of the general case to that of triangular ma-
trices can be obtained as follows (see [12, Section 2.5]). Let x1(t), . . . , xn(t) be a basis of the space of
solutions of Eq. (1). Applying the Gram–Schmidt orthogonalization procedure we obtain an orthonor-
mal basis u1(t), . . . ,un(t) such that each uk(t) depends only on the solutions x1(t), . . . , xk(t). In other
words, the fundamental matrices X(t) and U (t) whose columns are respectively x1(t), . . . , xn(t) and
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of variables x = U (t)y transforms Eq. (1) into
y′ = C(t)y, t = τi, y|t=τi = Di y,
where
C(t) = −S(t)−1S ′(t)
for each t /∈ {τi: i ∈ N}, and
Di = S
(
τ+i
)−1
S(τi) − Id
for each i. Since S(t) is triangular one can easily verify that C(t) and Di are also triangular. Moreover,
since U (t) is orthogonal for each t , the values of the Lyapunov exponents, and thus also the regularity
coeﬃcient, remain unchanged under the change of variables x = U (t)y.
For k = 1, . . . ,n we consider the numbers
αk = lim inf
t→+∞
1
t
( t∫
0
akk(τ )dτ +
∑
0<τi<t
log
∣∣1+ bkki ∣∣
)
and
αk = limsup
t→+∞
1
t
( t∫
0
akk(τ )dτ +
∑
0<τi<t
log
∣∣1+ bkki ∣∣
)
,
where akk(τ ) are the entries in the diagonal of A(τ ), and where bkki are the entries in the diagonal
of Bi .
Theorem 9. If A(t) and Bi are upper triangular matrices for every t  0, then
γ (λ,μ)
n∑
k=1
(αk − αk).
Proof. We denote by alj(t) the entries of the matrix A(t), and by b
lj
i the entries of the matrix Bi . For
l = 1, . . . ,n and t  0, we set (see the formula in [12, (2.104)])
Al(t) = exp
( t∫
0
all(τ )dτ
) ∏
0<τi<t
(
1+ blli
)
,
zlj(t) =
{
0 if l > j,Al(t) if l = j,
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zlj(t) = Al(t)
( t∫
hlj
Al(τ )
−1
j∑
k=l+1
alk(τ )zkj(τ )dτ
+ sign(t − hlj)
∑
τi∈Ilj
Al(τi)
−1
j∑
k=l+1
blki zkj(τi)
)
(33)
if l < j, for some constants hlj and some intervals Ilj . Taking
clj = α j − αl +
j∑
m=l+1
(αm − αm), (34)
for each l < j we set
hlj =
{
0 if clj  0,
+∞ if clj < 0, and Ilj =
{
(0, t) if clj  0,
[t,+∞) if clj < 0. (35)
One can easily verify that Z(t) = (zi j(t)) is a fundamental solution of Eq. (1). The columns of Z(t) are
z j(t) =
(
z1 j(t), . . . , znj(t)
)
for j = 1, . . . ,n. Given l, j = 1, . . . ,n we write
λ(zlj) = limsup
t→+∞
1
t
log
∣∣zlj(t)∣∣.
Lemma 10. For each l, j = 1, . . . ,n we have λ(zll) = αl and
λ(zlj) α j +
j−1∑
m=l
(αm − αm). (36)
Proof. Clearly, λ(zll) = αl for l = 1, . . . ,n. Now we proceed by backwards induction on l. For a given
l < n, we assume that
λ(zkj) α j +
j−1∑
m=k
(αm − αm) whenever l + 1 k j. (37)
By (6), (7), and (37), for each ε > 0 there exists D > 0 such that
∣∣alk(t)∣∣ Detε, ∣∣Al(t)−1∣∣ De(−αl+ε)t, ∣∣blki ∣∣ Deετi ,
and
∣∣zkj(t)∣∣ De[α j+∑ j−1m=k(αm−αm)+ε]t
for every t  0 and l + 1 k j. We consider two cases.
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λ(zlj) limsup
t→+∞
1
t
log
∣∣Al(t)∣∣
+ limsup
t→+∞
1
t
log
∣∣∣∣∣∣∣Al(τ )−1∣∣
t∫
0
j∑
k=l+1
∣∣alk(τ )zkj(τ )∣∣dτ
+
∑
0<τi<t
∣∣Al(τi)−1∣∣ j∑
k=l+1
∣∣blki zkj(τi)∣∣
∣∣∣∣∣
 αl + limsup
t→+∞
1
t
log
∣∣∣∣∣
t∫
0
D3
j∑
k=l+1
e[α j+
∑ j−1
m=k(αm−αm)−αl+3ε]τ dτ
+ D3
∑
0<τi<t
j∑
k=l+1
e[α j+
∑ j−1
m=k(αm−αm)−αl+3ε]τi
∣∣∣∣∣
 αl + limsup
t→+∞
1
t
log
∣∣∣∣∣
t∫
0
D3ne(clj+3ε)τ dτ + D3|t|ne(clj+3ε)t
∣∣∣∣∣
 αl + limsup
t→+∞
1
t
log
∣∣∣∣D3ne(clj+3ε)tclj + 3ε + D3|t|ne(clj+3ε)t
∣∣∣∣
= αl + clj + 3ε = α j +
j−1∑
m=l
(αm − αm) + 3ε.
Since ε is arbitrary, we conclude that (36) holds for every j  l.
Case clj < 0. Proceeding as above, and taking ε > 0 such that clj + 3ε < 0, we obtain
λ(zlj) limsup
t→+∞
1
t
log
∣∣Al(t)∣∣
+ limsup
t→+∞
1
t
log
∣∣∣∣∣∣∣Al(τ )−1∣∣
t∫
+∞
j∑
k=l+1
∣∣alk(τ )zkj(τ )∣∣dτ
+
∑
τit
∣∣Al(τi)−1∣∣ j∑
k=l+1
∣∣blki zkj(τi)∣∣
∣∣∣∣∣
 αl + limsup
t→+∞
1
t
log
∣∣∣∣∣
+∞∫
t
D3ne(clj+3ε)τ dτ + D3
∑
τit
ne(clj+3ε)τi
∣∣∣∣∣
 αl + limsup
t→+∞
1
t
log
∣∣∣∣∣
+∞∫
D3ne(clj+3ε)τ dτ + D3n
+∞∫
e(clj+3ε)τ dτ
∣∣∣∣∣t t
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j−1∑
m=l
(αm − αm) + 3ε.
Since ε is arbitrary, we conclude that (36) holds for every j  l. This completes the proof of the
lemma. 
Now we consider the adjoint equation (12). For l, j = 1, . . . ,n and t  0, we set
wlj(t) =
{
0 if l < j,
Al(t)−1 if l = j,
and
wlj = −Al(t)−1
( t∫
h jl
Al(τ )
l−1∑
k= j
akl(τ )wkj(τ )dτ
+ sign(t − h jl)
∑
τi∈Ilj
Al(τi)
l−1∑
k= j
bkli wkj(τi)
)
(38)
if l > j. One can easily verify that W (t) = (wlj(t)) is a fundamental solution of Eq. (12). The columns
of W (t) are
w j(t) =
(
w1 j(t), . . . ,wnj(t)
)
for j = 1, . . . ,n. Given l, j = 1, . . . ,n we write
μ(wlj) = limsup
t→+∞
1
t
log
∣∣wlj(t)∣∣.
Lemma 11. For each l, j = 1, . . . ,n, we have μ(w jj) = −α j and
μ(wlj)−α j +
l∑
k= j+1
(αk − αk). (39)
Proof. Clearly, μ(w jj) = −α j for j = 1, . . . ,n. Now we proceed by induction on l. For a given l > 1,
we assume that
μ(wkj)−α j +
l∑
m= j+1
(αm − αm) whenever j  k l − 1. (40)
It follows from (6), (7), and (40) that given ε > 0 there exists D > 0 such that∣∣alk(t)∣∣ Detε, ∣∣Al(t)∣∣ De(αl+ε)t, ∣∣bkli ∣∣ Deετi ,
and ∣∣wkj(t)∣∣ De[−α j+∑l−1m= j+1(αm−αm)+ε]t
for every t  0 and j  k l − 1. We consider again two cases.
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μ(wlj) limsup
t→+∞
1
t
log
∣∣A−1l (t)∣∣
+ limsup
t→+∞
1
t
log
∣∣∣∣∣
t∫
0
∣∣Al(τ )∣∣ l−1∑
k= j
∣∣akl(τ )wkj(τ )∣∣dτ
+
∑
0<τi<t
∣∣Al(τi)∣∣ l−1∑
k= j
∣∣bkli wkj(τi)∣∣
∣∣∣∣∣
−αl + limsup
t→+∞
1
t
log
∣∣∣∣∣
t∫
0
D3
l−1∑
k= j
e[−α j+
∑k
m= j+1(αm−αm)+αl+3ε]τ dτ
+ D3
∑
0<τi<t
l−1∑
k= j
e[−α j+
∑k
m= j+1(αm−αm)+αl+3ε]τi
∣∣∣∣∣
−αl + limsup
t→+∞
1
t
log
∣∣∣∣∣
t∫
0
D3ne(c jl+3ε)τ dτ + D3|t|ne(c jl+3ε)τi
∣∣∣∣∣
= −αl + c jl + 3ε = −α j +
l∑
m= j+1
(αm − αm) + 3ε.
Since ε is arbitrary, we conclude that (39) holds for every j  l.
Case c jl < 0. Proceeding as above and taking ε > 0 such that c jl + 3ε < 0, we obtain
μ(wlj) limsup
t→+∞
1
t
log
∣∣A−1l (t)∣∣
+ limsup
t→+∞
1
t
log
∣∣∣∣∣
t∫
+∞
∣∣Al(τ )∣∣ l−1∑
k= j
∣∣akl(τ )wkj(τ )∣∣dτ
+
∑
τit
∣∣Al(τi)∣∣ l−1∑
k= j
∣∣bkli wkj(τi)∣∣
∣∣∣∣∣
−αl + limsup
t→+∞
1
t
log
∣∣∣∣∣
+∞∫
t
D3ne(c jl+3ε)τ dτ + D3
∑
τit
ne(c jl+3ε)τi
∣∣∣∣∣
−αl + limsup
t→+∞
1
t
log
∣∣∣∣∣
+∞∫
t
e(c jl+3ε)τ dτ +
+∞∫
t
e(c jl+3ε)τ dτ
∣∣∣∣∣
= −αl + c jl + 3ε = −α j +
l∑
m= j+1
(αm − αm) + 3ε.
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We proceed with the proof of Theorem 9. By Lemmas 10 and 11 we have
λ(z j) = max
{
λ(zlj): l = 1, . . . ,n
}
 α j +
j−1∑
m=1
(αm − αm),
and
μ(w j) = max
{
μ(wlj): l = 1, . . . ,n
}
−α j +
n∑
m= j+1
(αm − αm).
Therefore,
λ(z j) + μ(w j)
n∑
k=1
(αk − αk) for l = 1, . . . ,n,
and in view of the deﬁnition of the regularity coeﬃcient γ (λ,μ) it is suﬃcient to show that the
bases z1, . . . , zn and w1, . . . ,wn are dual. We ﬁrst note that
d
dt
〈
zl(t),w j(t)
〉= 〈A(t)zl(t),w j(t)〉+ 〈zl(t),−A(t)∗w j(t)〉
= 〈A(t)zl(t),w j(t)〉− 〈A(t)zl(t),w j(t)〉= 0 (41)
for t = τi . Moreover,

〈
zl(t),w j(t)
〉∣∣
t=τi =
〈
zl
(
τ+i
)
,w j
(
τ+i
)〉− 〈zl(τi),w j(τi)〉
= 〈(Id+ Bi)zl(τi), (Id− (Id+ B∗i )−1B∗i )w j(τi)〉− 〈zl(τi),w j(τi)〉
= 〈zl(τi), ((Id+ B∗i )− B∗i )w j(τi)〉− 〈zl(τi),w j(τi)〉= 0. (42)
This shows that
〈
zl(t),w j(t)
〉= 〈zl(0),w j(0)〉
for every t  0. Clearly, 〈zl(0),w j(0)〉 = 0 for l < j. Furthermore,
〈
zl(0),wl(0)
〉= n∑
j=1
z jl(0)w jl(0)
=
∑
jl−1
z jl(0)w jl(0) + zll(0)wll(0) +
n∑
jl+1
z jl(0)w jl(0)
= zll(0)wll(0) = 1
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〈
zl(t),w j(t)
〉= j∑
k= j
zkl(t)wkj(t)
= z jl(t)w jj(t) + zll(t)wlj(t) +
l−1∑
k= j+1
zkl(t)wkj(t), (43)
and we note that
c jl = ckl + c jk (44)
for k = j + 1, . . . , l − 1 (see (34)). We consider two cases:
1. If c jl  0, then h jl = 0 (see (35)). By (44), for every k such that j + 1 k  l − 1 we have either
ckl  0 or c jk  0. Hence, by (35), hkl = 0 or h jk = 0, and thus either zkl(0) = 0 or wkj(0) = 0 (by
direct substitution of t = 0 in (33) and in (38)). Furthermore, again since h jl = 0, it follows from
(33) and (38) that z jl(0) = wlj(0) = 0. We ﬁnd that all terms in the sum in (43) are zero, and
thus 〈zl,w j〉 = 0.
2. If c jl < 0, then h jl = +∞ (see (35)). By (44), for every k such that j+1 k i−1 we have either
hkl = +∞ or h jk = +∞, and thus zkl(+∞) = 0 or wkj(+∞) = 0. Evaluating (43) at t = +∞ we
ﬁnd that all terms in the sum are zero, and thus 〈zl,w j〉 = 0.
We conclude that 〈zl,w j〉 = δl j for every l and j. This concludes the proof of the theorem. 
6. Characterizations of regularity
The purpose of this section is to describe several equivalent characterizations of Lyapunov regular-
ity, including its relation to the exponential growth rate of volumes.
We consider the values
λ′1  · · · λ′n
of the Lyapunov exponent λ in Rn \ {0} counted with multiplicities, that are obtained by repeating
each value λi (see (10)) a number of times equal to dim Ei − dim Ei−1 (see (11)), with the convention
that E0 = {0}. Analogously, we consider the values
μ′1  · · ·μ′n
of the Lyapunov exponent μ in Rn \ {0} counted with multiplicities, that are obtained by repeating
each value μi (see (15)) a number of times equal to dim Fi − dim Fi+1 (see (16)).
We say that a basis v1, . . . , vn of Rn is normal for λ, or for the ﬁltration
E1 ⊂ E2 ⊂ · · · ⊂ Ep = Rn,
if for each i = 1, . . . , p there is a basis of Ei by vectors in {v1, . . . , vn}. Analogously, we say that a
basis w1, . . . ,wn of Rn is normal for μ, or for the ﬁltration
Fq ⊂ · · · ⊂ F1 = Rn,
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normal bases v1, . . . , vn and w1, . . . ,wn of Rn (see [7, Proposition 10.14]).
We deﬁne the Perron coeﬃcient of the pair of Lyapunov exponents λ and μ by
π(λ,μ) = max{λ′i + μ′i: 1 i  n}.
The Perron coeﬃcient is related to the regularity coeﬃcient as follows (see [1, Theorem 1.2.6]):
0 π(λ,μ) γ (λ,μ) nπ(λ,μ). (45)
This allows us to give several characterizations of regularity.
Theorem 12. The following properties are equivalent:
1. γ (λ,μ) = 0;
2. π(λ,μ) = 0;
3. given dual normal bases v1, . . . , vn and w1, . . . ,wn of Rn we have
λ(vi) + μ(wi) = 0 for i = 1, . . . ,n; (46)
4. λ′i + μ′i = 0 for i = 1, . . . ,n;
5.
lim
t→+∞
1
t
( t∫
0
tr A(τ )dτ +
∑
0<τi<t
log
∣∣det(Id+ Bi)∣∣
)
=
p∑
i=1
(dim Ei − dim Ei−1)λi . (47)
Proof. The equivalence of the ﬁrst two properties is immediate from (45), and their equivalence to
the third and fourth properties can be obtained by repeating arguments in the proof of Theorem 10.18
in [7].
It remains to consider the last property. Assume ﬁrst that γ (λ,μ) = 0. By Theorem 7, we have
limsup
t→+∞
1
t
( t∫
0
tr A(τ )dτ +
∑
0<τi<t
log
∣∣det(Id+ Bi)∣∣
)
= lim inf
t→+∞
1
t
( t∫
0
tr A(τ )dτ +
∑
0<τi<t
log
∣∣det(Id+ Bi)∣∣
)
,
and the limit in (47) is well deﬁned. On the other hand, given dual normal bases v1, . . . , vn and
w1, . . . ,wn of Rn identity (46) holds. By (31) and (32), and the existence of the limit in (47), we
obtain
−
n∑
i=1
μ(wi) lim
t→+∞
1
t
( t∫
tr A(τ )dτ +
∑
0<τi<t
log
∣∣det(Id+ Bi)∣∣
)

n∑
i=1
λ(vi).0
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∑n
i=1 μ(wi) = −
∑n
i=1 λ(vi), and hence,
lim
t→+∞
1
t
( t∫
0
tr A(τ )dτ +
∑
0<τi<t
log
∣∣det(Id+ Bi)∣∣
)
=
n∑
i=1
λ(vi) =
n∑
i=1
λ′i
=
p∑
i=1
(dim Ei − dim Ei−1)λi .
This yields property 5. Finally, it is shown in [12] that property 5 implies property 4, and thus also
property 1. 
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