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ABSTRACT
In this paper, we consider a two-stage flowshop scheduling
problem with a function constraint on alternative machines. The
objective is to minimize the makespan. We show that the proposed
problem is NP-hard and provide some heuristic algorithms and computational experiments. In addition, from the experimental results,
the modification of Johnson’s rule combined with the First-Fit rule is
the best heuristic algorithm of the proposed heuristic algorithms.

INTRODUCTION
A flowshop scheduling problem has been one of
classical problems in production scheduling since
Johnson [6] proposed the well-known Johnson’s rule in
the two-stage flowshop makespan scheduling problem.
Yoshida and Hitomi [9] further considered the problem
with setup times. Yang and Chern [8] extended the
problem to a two-machine flowshop group scheduling
problem. Ho and Gupta [5] and Cepek, et al. [2]
proposed some efficient algorithms to solve various
flowshop scheduling problems with dominant machines
which can be found in many flexible manufacturing
systems and process industries. However, these studies
just considered one machine in each stage. Thus, mul-

tiple machines in one or both stages were considered in
other literatures. Kim, et al. [7] considered a batch
scheduling problem for a two-stage flowshop with identical parallel machines at each stage. Brah and Loo [1]
studied a flowshop scheduling problem with multiple
processors. The objective is to minimize the makespan
and mean flow time. These machines of each stage are
identical in the previous studies. However, machines
are not all identical at each stage in many real production systems. Thus, Futatsuishi, et al. [3] further studied a multi-stage flowshop scheduling problem with
alternative operation assignments.
In this paper, we consider a two-stage flowshop
scheduling problem with alternative machines. We
focus on the functions of these alternative machines.
Moreover, we show that the proposed problem is NPhard and provide some heuristic algorithms and computational experiments.
Two contributions are made by this paper. First,
the research of two-stage flowshop scheduling problem
with a function constraint and alternative machines is
new and practically useful. Second, the sequencing
rules and heuristics developed in this paper are straightforward and easy to implement. We consider that this
investigation provides not only a new model but also a
new direction in the two-stage flowshop scheduling
problems.
PROBLEM DESCRIPTION AND COMPLEXITY
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The flowshop scheduling problem is described as
follows. There are m types of jobs. The total number of
all jobs is n. Each job must be processed at two stages.
Moreover, the processing time of jobs of the same type
at the first stage or the second stage may be different.
There are m alternative machines at the first stage and a
common processing machine at the second stage (see
Figure 1). These alternative machines at the first stage
have the following property. Without the loss of
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Fig. 1. The proposed problem model.

M1

A1

M2

A2

Mn

An

…

generality, it is assumed that the machines are numbered according to the technical functions, i.e. machine
1 can process jobs of type 1, machine 2 can process jobs
of type 1 and type 2, ..., and machine m can process jobs
of type 1, type 2, ..., and type m. We call these machines
increasing dominating function machines. The objective of this scheduling problem is to minimize the
makespan. Such scheduling problems can be applied to
many real production systems. For example, a product
has to undergo a manufacturing process and painting
process. There are several manufacturing machines and
one painting line in a production system. In addition,
some of the manufacturing machines are old and the
others are new. Generally, the new machines have more
technical functions than the old ones. Therefore, the
new machines can process more job-types than the old
ones.
The problem is developed using the following
notations. Additional notations will be introduced when
needed throughout the paper.
n : the number of all jobs.
m : the number of alternative machines at the first
stage.
M k : the k-th machine which is numbered according to technical functions at the first stage, k = 1, 2, ...,
m.
Mc : the common processing machine at the second
stage.
nk : the number of jobs of type k, k = 1, 2, ..., m. (n1
+ n 2 + ... + n m = n).
Jij : the j-th job of type i, i = 1, 2, ..., m, j = 1, 2, ...,
n i.
p ij : the processing time of J ij at the first stage.
q ij : the processing time of J ij at the second stage.

to this problem. Considering the following well-known
NP-complete problem:
3-partition: Give positive integers a1, a2, ..., a3n, B,
and for each J ∈ A = {1, 2, ..., 3n} such that B/4 < a j <
B/2 and Σ j ∈ A a j = nB, does there exist disjoint sets A1,
A 2 , ..., A n of A such that Σ j ∈ A 1 a j = Σ j ∈ A 2 a j = ... =
Σj ∈ An a j = B?
For a given instance of 3-partition, a 1, a 2, ..., a 3n,
B, an instance of the proposed problem is constructed as
follows. Let all jobs be the jobs of type 1.
p1j = a j and q 1j = 0 for j = 1, 2, ..., 3n, m = n, and
A = {1, 2, ..., 3n}, where Σ j ∈ A a j = nB.
We will show that 3-partition problem has a solution if and only if the above instance has an optimal
schedule with the minimum makespan C max = B.
(=>) If 3-partition problem has a solution, then
there exist disjoint sets A1, A2, ..., An of A such that Σj ∈
A 1 a j = Σ j ∈ A 2 a j = ... = Σ j ∈ A n a j = B. Let the jobs
corresponding to A1 be scheduled on machine Mi (i = 1,
2, ..., n) at the first stage (see Figure 2). Note that in such
a situation, each machine exactly processes three jobs.
Therefore, the maximum completion time on Mi (i = 1,
2, ..., n) is B. That is, the maximum completion time of
the first stage is B. In the meantime, the common
machine is idle. However, the processing times of all
jobs at the second stage is 0, thus the makespan Cmax =
B.
(<=) If 3-partition problem has no solution, we
will show that the makespan of any schedule for the
above instance is greater than B. Assume that m = n and
3-partition has no solution. Then we have at least one

0
C

B
Idle

Theorem 1. The proposed problem is NP-hard in the
strong sense.

0
Proof. We show that the 3-partition [4] problem reduces

B

Fig. 2. Configuration of an optimal schedule.
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disjoint sets of A, say Al, in which Σi ∈ Al ai < B. Hence
the sum of aj in the other disjoint sets of A is greater than
(nB – B). Therefore, if the jobs corresponding to Al be
scheduled on one machine, then there at least exists one
of the other (n – 1) machines, on which the maximum
completion time is greater than B. Thus, the makespan
C max = B. Therefore, the makespan is greater than B if
3-partition problem has no solution.
This follows that 3-partition problem has a solution if and only if the optimal schedule of the above
instance has the minimum makespan C max = B.
In this section, we will consider some heuristic
algorithms with computational experiments. Our sequence-first, allocate-second heuristic approach decomposes the overall problem to exploit each of these two
aspects. For the sequencing phase we have considered
two rules to form a sequencing priority list. One is the
Longest Processing Time (LPT) rule in which jobs are
sequenced in non-increasing order of q ij. The other is
the modification of Johnson’s rule. Second, we combine the two job sequencing methods with four dispatching rules to find an optimal or near-optimal
schedule. That is, there are eight combinations of
heuristic algorithms.

215

A. Type-Fix (TF):
Step 1. Select the job in order of sequencing priority
list, and assign the job to the corresponding
machine according to the job type. i.e. a job of
type 1 is assigned to machine 1, one of type 2 is
assigned to machine 2, and so on.
Step 2. Repeat Step 1 until all jobs are assigned.
B. First-Fit (FF):
Step 1. Select the job from the sequencing priority list,
say job j, and determine the base machine for
job j. If the job j belongs to job type k, then the
machine k is set to be the base machine for
processing job j.
Step 2. For machine (k + 1) to machine m, find the first
machine with the sum of processing times of
jobs assigned so far less than that of the base
machine. If there exits a such machine k’, then
assign job j to the machine k’. Otherwise, assign
the job to the base machine k.
Step 3. Repeat Step 1 to 2 until all jobs are assigned.
C. Best-Fit (BF):

1. The modification of Johnson’s rule
The steps of the modification of Johnson’s rule are
described as follows.
Step 1. For the jobs yet to be sequenced, determine the
minimum processing times of all p ij and q ij.
Step 2. If the minimum is associated with p ij, place the
corresponding job in the earliest possible position in the sequencing priority list. In case of a
tie, the job with the longest time of qij is chosen.
If there is still a tie, choose the job with the least
job type index, i.e. the number of machines to
which the job can be assigned is maximal, and if
still a tie, break it arbitrary. If the minimum is
associated with q ij, place the corresponding job
in the latest possible position in the sequencing
priority list. In case of a tie, select the job with
the longest time of pij from the jobs tied. If still
a tie, choose the job with the largest job type
index, i.e. the number of machines to which the
job can be assigned is minimal, if still tie again,
break it arbitrary.
Step 3. Repeat Step2 until all jobs are placed in the
sequencing priority list.
2. Dispatching rules
Four dispatching rules are described as follows.

Step 1. Select the job from the sequencing priority list,
say job j, and determine the base machine for
job j. If the job j belongs to job type k, the
machine k is set to be the base machine for
processing job j.
Step 2. For machine (k + 1) to machine m, find the
machine k’ with the minimum sum of processing time of jobs assigned so far. If the sum of
machine k’ is less than that of the base machine,
assign job j to the machine k’. Otherwise,
assign the job to the base machine k.
Step 3. Repeat Step 1 to 2 until all jobs are assigned.
D. Random (RD):
Step 1. Select the job from the sequencing priority list,
say job j. If job j belongs to job type k, then
choose a machine k’ from machine k to machine
m at random, and assign the job j to the machine
k’.
Step 2. Repeat Step 1 until all jobs are assigned.
It should be mentioned that the job sequence for
the second stage is arranged in first come first service
(FCFS) manner.
The following example demonstrates the usage of
the four proposed dispatching rules.
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C low = max {LB1, LB2, LB3}, where
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Fig. 3. The sum of processing times of all jobs assigned to each
machine at stage 1.

Example 1. In a two-stage flowshop scheduling problem,
there are five machines at the first stage. T 1 is the sum
of processing times of all jobs assigned to machine M 1,
T2 for machine M2, ... and T5 for machine M5. Moreover,
T4 < T5 < T3 < T1 < T2 (see Figure 3). A job of type 2 is
selected from the sequence. Which machine will the job
be assigned?
Solution.
A. TF rule.
B. FF rule.
C. BF rule.
D. RD rule.

The job will be assigned to machine 2.
The job will be assigned to machine 3.
The job will be assigned to machine 4.
The job will be assigned to any one of
available machines, i.e. the job will be
assigned to machine 2, 3, 4 or 5.

3. The computational experiments
In order to evaluate the efficiency of the eight
combinations of two job sequencing methods and four
dispatching rules, we generates several groups of problems according to the following conditions.
(1) m is equal to 2, 5, or 8.
(2) p ij is uniformly distributed over [1, 20].
(3) q ij is uniformly distributed over [1, 5], or [1, 10].
(4) n is equal to 10, 20, 30, 40, 50, 60, 70, 80, 90, 100,
150, 200, 250 or 300.
(5) n 1, n 2, ..., n m are generated randomly according to
the size of n.
There are 100 problems generated in each group.
Hence, the total number of problems generated is 8,400.
For each problem, a percentage of error e = (Ch – Clow)/
C low is computed. C h is the makespan of a heuristic
algorithm. Clow is the lower bound on the corresponding
makespan and is estimated as theorem 2.

j =1

Proof: Since each job has to go through two stages, the
starting time of the common machine at the second stage
begins after one of the jobs finishes its process at the
first stage. Thus, the first term of LB1 is equal to the
minimum waiting time of the common machine at the
second stage, while the second term is equal to the total
processing time of the common machine at the second
stage. Thus, LB1 is a possible lower bound.
Since the machine M m can process jobs of all
types, it is highly possible that the total processing time
of jobs on machine M m is maximal. Thus, we derived
lower bound LB2 and lower bound LB3 according to the
total processing time on machine M m. The first term of
the lower bound LB2 is the maximum completion time
of jobs on the machine Mm at the first stage. The second
term represents the processing time of the job with the
least processing time at the second stage. Therefore,
LB2 is another possible lower bound.
Finally, the first term of LB3 is equal to the minimum waiting time of the common machine at the second
stage, while the second term is equal to the total processing time of the jobs of type m on the common
machine at the second stage. Hence, LB3 is also a
possible lower bound. Thus, the maximum of the three
possible lower bounds provides a valid lower bound.
To evaluate the overall performances of the heuristic algorithms, we compute the means of all the
average percentages of errors for different numbers of
jobs. There are 1,400 (100 × 14) test problems for each
problem type. The results of computational experiments are shown in Table 1. From Table 1, it can be seen
that the performances of the four dispatching rules
combined with the modification of Johnson’s rule are
better than those combined with the LPT rule. In
addition, the performance of the First-Fit rule is the best
one of the four dispatching rules. It can also be seen that
most of the mean percentages of errors decrease as the
range of the processing times of jobs at the second stage
increases. This implies that if the processing time
variations of jobs at the second stage are larger, the
heuristic algorithms may generate better solutions.
CONCLUSIONS

Theorem 2. A lower bound Clow of the makespan for the
proposed problem is estimated as follows:

In this paper, we consider a two-stage flowshop
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Table 1. The mean of all the average percentages of errors for each problem type
Sequencing

The LPT rule

A modification of Johnson’s rule

qij

NM

TF

FF

BF

RD

TF

FF

BF

RD

[1, 5]

2
5
8

0.1578
0.0651
0.0254

0.128
0.0317
0.0089

0.128
0.0334
0.0092

0.532
0.587
0.2375

0.1577
0.063
0.0227

0.1311
0.0318
0.0068

0.1311
0.0323
0.0069

0.5282
0.6024
0.2421

[1, 10]

2
5
8

0.0456
0.0084
0.0051

0.0366
0.0072
0.0039

0.0366
0.0072
0.004

0.3707
0.0363
0.0098

0.0424
0.0025
0.0012

0.0335
0.0014
0.0008

0.0335
0.0015
0.0008

0.3655
0.0286
0.0075

0.0243

0.197

0.0322

0.0228

0.0229

0.1971

Average
0.0342
0.024
Note: NM means # of machines at stage 1.

scheduling problem with alternative machines. We
focus on the functions of these alternative machines.
Moreover, we show that the proposed problem is NPhard in the strong sense. Eight combinations of heuristic algorithms and the associated computational experiments are provided. From the results of the computational experiments, the performance of the modified
Johnson’s rule combined with the First-Fit dispatching
rule is the best heuristic algorithm of the proposed
algorithms.
In the future research, it is worthwhile to study
other objectives, such as total completion time or maximum lateness. It is also interesting to investigate an
extension of this problem, i.e. a flowshop scheduling
problem with alternative machines at both stages.
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