Lower Spectral Branches of a Spin-Boson Model by Angelescu, Nicolae et al.
ar
X
iv
:0
70
4.
34
45
v2
  [
co
nd
-m
at.
sta
t-m
ec
h]
  2
8 O
ct 
20
08
J.Math.Phys. (07-0355R)
Lower Spetral Branhes of a Spin-Boson Model
Niolae Angelesu
1
, Robert A. Minlos
2
, Jean Ruiz
3
and
Valentin A. Zagrebnov
4
1
National Institute of Physis and Nulear Engineering "H. Hulubei", P. O. Box MG-6,
Buharest, Romania, e-mail: nangeltheory.nipne.ro
2
Institute for Information Transmissions Problems, Bolshoj Karetny per.19, GSP-4, Mosow
101447, Russia, e-mail: minliitp.ru
3
Centre de Physique Théorique
∗
, Luminy Case 907, Marseille 13288, Cedex 9, Frane, e-mail:
ruizpt.univ-mrs.fr
4
Université de la Méditerranée and Centre de Physique Théorique
∗
- Luminy, Case 907,
Marseille 13288, Cedex 9, Frane, e-mail: zagrebnovpt.univ-mrs.fr
AbstratWe study the struture of the spetrum of a two-level quantum system weakly oupled
to a boson eld (spin-boson model). Our analysis allows to avoid the uto in the number of
bosons, if their spetrum is bounded below by a positive onstant.
We show that, for small oupling onstant, the lower part of the spetrum of the spin-boson
Hamiltonian ontains (one or two) isolated eigenvalues and (respetively, one or two) manifolds
of atom + 1-boson states indexed by the boson momentum q. The dispersion laws and generalized
eigenfuntions of the latter are alulated.
Keywords: Spin-boson model, two-level system, spetral branh
Mathematial Subjet Classiation: 81Q10, 47A40, 47A10, 47A55
∗
UMR CNRS 6207, Universités AixMarseille I et II et Sud ToulonVar, Laboratoire alié à la
FRUMAM
1
Contents
1 Introdution and the main result 2
2 Redution to a nite number of bosons 5
3 Disrete spetrum 13
4 One-boson branhes 17
5 Conlusion 27
6 Appendix 29
1 Introdution and the main result
The paper is devoted to the study of the low-lying spetrum of the Hamiltonian of the
so-alled "spin-boson" model. The Hilbert spae of the model is
H = C2 ⊗ Fs,
where Fs is the symmetri (boson) Fok spae (see [4℄):
Fs = Fs
(
L2(Rd)
)
=
∞⊕
n=0
F (n),
with F (0) = C, F (n) = (L2(Rd))⊗n
sym
(n ≥ 1) the symmetri tensor power, endowed with
the salar produt
(Ψ,Φ)F(n) =

ψ0ϕ¯0, if n = 0,
(n!)−1
∫
Rdn
ψn(k1, ..., kn)ϕn(k1, ..., kn)dk1...dkn, if n ≥ 1.
The formal Hamiltonian of the "spin-boson" model is dened as an algebrai sum
H = H0 +Hint , (1.1)
of the Hamiltonian of non-interating subsystems of two-level spin and of free boson eld:
H0 := ε σ3 ⊗ I+ I⊗
∫
Rd
ω (q) a∗(q)a(q)dq, (1.2)
and of the Hamiltonian oupled these subsystems:
Hint := ασ1 ⊗
∫
Rd
(λ (q) a∗(q) + λ (q)a(q))dq . (1.3)
Here,
2
• σ3, σ1, are the Pauli matries
σ3 =
(
1 0
0 −1
)
, σ1 =
(
0 1
1 0
)
;
• a∗(k), a(k) are the boson reation and annihilation operators [4℄: for φ ∈ L2(Rd),
a∗(φ) =
∫
a(q)∗φ(q)dq, a(φ) =
∫
a(q)φ(q)dq, whih at on the vetor
Ψ = (ψ0, ψ1(k1), ..., ψn(k1, ..., kn), ...) ∈ Fs
aording to the following rules:
(a∗(φ)Ψ)n(k1, ..., kn) =

0, if n = 0 ,
n∑
i=1
ψn−1(k1, ..., kˇi, ...kn)φ(ki), if n ≥ 1 ,
(a(φ)Ψ)n(k1, ..., kn) =
∫
ψn+1(k1, ..., kn, k)φ(k)dk, if n ≥ 0 .
• the one-boson spetrum ω(k) > 0 (the boson dispersion law) and λ(k) (the form-
fator) are funtions whose properties will be disussed below;
• ε > 0 and α ≥ 0 are real parameters, whereby we suppose the oupling "onstant"
α≪ 1.
The properties we require for ω(k), λ(k) are the following:
(A1) ω(·) : Rd → (0,∞) is a ontinuously dierentiable funtion, having a unique non-
degenerate minimum at the origin ω(0) =: κ, and with ∂ω(q) 6= 0 for q 6= 0. Moreover,
lim
q→∞
|∂ω(q)|/ω(q) = 0;
(A2) λ (·) : Rd → C is a ontinuously dierentiable funtion, dominated by a bounded
positive square integrable funtion h : Rd → (0, 1], i.e.
|λ (q) | ≤ h(q), |∂λ (q) | ≤ Ch(q),
for some C > 0;
(A3) on every level set Σx = ω
−1(x) of the funtion ω, the funtion λ is not identially
equal to zero. i.e. for all κ ≤ x <∞, λ|Σx 6= 0.
The Hamiltonian H0 of the "free" (non-interating) system has two simple eigenval-
ues e00 = −ε, e01 = ε; the orresponding one-dimensional eigenspaes will be denoted
H(i=0,1)0,0 ⊂ H. Besides, there exist two sequenes H(i)0,n, n = 1, 2, ... (i = 0, 1) of H0-
invariant subspaes on n-boson states. Under assumption (A1), in eahH(i)0,n, the spetrum
Σ0 of H0 is ontinuous and lls the half-innite intervals [λ
0
i,n,∞), where λ0i,n = e0i + nκ
(i = 0, 1; n = 1, 2, ...).
The paper is onerned with the desription of the struture of the lower part of the
spetrum of the weakly interating (0 < α ≪ 1) system. Namely, our main result (see
Theorem 5.1) an be formulated as follows:
3
(i) Below the ontinuous spetrum Σ0, there exist either one, e0 < −ε, or two, e0 < −ε <
e1 < ε, simple eigenvalues of H ; the orresponding one-dimensional eigenspaes will
be denoted H(i)0 = {CF (i)0 }, i = 0, 1.
(ii) In the orthogonal omplement [H(0)0 ⊕H(1)0 ]⊥ there exist (depending on the number
of eigenvalues) either one, or two mutually orthogonal, invariant subspaes H(i=0,1)1 ,
suh that the restritions H |
H
(i=0,1)
1
are unitarily equivalent to the operators of
multipliation by the funtions
Ei(q) := ei + ω(q) , i = 0, 1 ,
ating , respetively, in the Hilbert spaes L2(G
(i=0,1)
η ), where the domains G
(i=0,1)
η ⊂
Rd are dened by
G(i)η = {q ∈ Rd : ei + ω(q) < λ0i=0,n=2 − η} , i = 0, 1 . (1.4)
Here, 0 < η := η(α), where η = η(α) is small for small α. Thereby, the unitaries
establishing the equivalene are expliitly onstruted.
Remark 1.1 In fat, the two points above exhaust (though this is not expliitly shown in
the paper) the spetrum of H in the interval (−∞, λ00,2− η), meaning that the spetrum of
H in the orthogonal omplement
{
H(0)0 ⊕H(1)0 ⊕H(0)1 ⊕H(1)1
}⊥
has no point below λ00,2−η.
We did not onentrate here on the problem of ompleteness, although we think that it is
possible within out method. Instead, we foused on the expliit study of the disrete part
of the spetrum.
Let us briey desribe our method, by whih the subspaes H(i)n (n = 0, 1 ; i = 0, 1)
and the spetrum of the Hamiltonian H within them are onstruted. It onsists in the
following: onsider the equation
(H − zI)F = 0, F ∈ H, z ∈ R, (1.5)
whih determines the eigenvetors F and eigenvalues z. This equation an be written as
an innite system of equations for the omponents of the vetor F ,
F = {f0(σ), f1(σ, k), ..., fn(σ, k1, .., kn), ...} , σ = ±1, ki ∈ Rd, (1.6)
where fn are symmetri funtions of the variables k1, .., kn. After eliminating in a speial
eetive way all higher omponents fn, n = 2, 3, ... from Eq. (1.5), we are left with an
equation for the vetor F≤1 = (f0, f1) of the form:
A(z)F≤1 − zF≤1 = 0, (1.7)
where
{
A(ξ), ξ ∈ (−∞, λ00,2 − η)
}
is a family of generalized Friedrihs operators (see, e.g.
[1℄). For eah given ξ, the operator A(ξ) has one (or two) eigenvalues ei(ξ), i = 0, 1, whih
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an be alulated, e.g. as the zeros of the orresponding Fredholm determinant, while its
ontinuous spetrum is found using sattering theory and oinides with the spetrum of
the operators of multipliation by ertain funtions ei(q; ξ) in the spae L2(R
d). Finally,
the solutions ei of the equations ei(ξ) = ξ dene the disrete spetrum of the operator
H , and the solutions ξ(i)(q) of the equations ei(q; ξ) = ξ, whih are shown to be equal to
ei + ω(q), give its ontinuous spetrum.
The method skethed above has been applied in authors' papers [12℄, [1℄, where a model
of a quantum partile interating with a massive salar Bose eld was onsidered and the
lower branh of the spetrum of its Hamiltonian (polaron) has been studied. It has been
also used in [13℄, for the analogous problem in a model of a quantum partile interating
with a massive vetor Bose eld (similar to the Pauli-Fierz model in eletrodynamis).
Remark 1.2 It should be noted that our results onerning the ontinuous branhes of
the spetrum of the Hamiltonian 1.1 are already ontained in the paper [6℄, but there all
invariant subspaes of H are onstruted using the abstrat methods of sattering theory,
under ondition that its eigenvalues and eigenvetors are known.
The essential dierene is that we onstrut the eigenfuntions for disrete spetrum of
H as well as generalized eigenfuntions for ontinuous spetrum (lowest one-boson spetral
branhes) expliitly.
Besides, some analogous results are ontained in the papers [8℄, [2℄, [11℄, [14℄, and also
in [10℄, [20℄, however in the latter the Hamiltonian H with a "uto in the number of
bosons" was onsidered.
Beside this introdution the paper onsists of three setions. In Setion 2, the pro-
edure of elimination of the higher omponents of the vetor F from Eq. (1.5) and its
redution to Eq. (1.7) is presented in detail. Thereby we onsider diretly the general
ase, where the omponents fn, n > n0 with an arbitrary n0 ≥ 0 are eliminated. In
Setions 3, 4, Eq. (1.7) is analyzed for n0 = 0 and n0 = 1 and the invariant subspaes of
the operator H indiated above, along with its (disrete and ontinuous) spetra in them,
are onstruted.
2 Redution to a nite number of bosons
We shall show here how the spetral problem for H an be redued, at suiently small
oupling, to an equivalent problem within the subspae with at most n bosons.
It will be onvenient to represent H as a spae of C2-valued funtions:
H = L2(C,C2; dµ), (2.1)
where C = ⋃∞n=0 Cn is the set of all nite subsets of Rd, thereby Q ∈ Cn if |Q| = n, and
dµ is the so-alled Lebesgue-Poisson measure:
dµ(Q) = (1/|Q|!)
∏
q∈Q
dq. (2.2)
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Also, for Q ∈ C, let ω(Q) =∑q∈Q ω(q). To simplify notation, we shall write Q \ q :=
Q \ {q} and Q ∪ q := Q ∪ {q}.
The Hamiltonian of the spin-boson model (1.1) writes in this representation
(H0F )(Q) = [εσ3 + ω(Q)]F (Q)
(HintF )(Q) = ασ1[
∑
q∈Q λ(q)F (Q \ q) +
∫
λ(k)F (Q ∪ k)dk].
(2.3)
Let us onsider the orthogonal sum deomposition:
H = H≤n ⊕H>n, (2.4)
where H≤n = {F ∈ H;F (Q) = 0, ∀Q, |Q| > n} ∼ L2(
⋃
k≤n Ck,C2; dµ). Aordingly, the
Hamiltonian (2.3) has a matrix representation
H =
(
An Cn
C∗n Bn
)
, (2.5)
where An = PH≤nHPH≤n, Bn = PH>nHPH>n (here, PH>n, PH>n denote the orthogonal
projetions on the orresponding subspaes), and Cn : H>n →H≤n is given by
(CnF )(Q) = δ|Q|,nασ1
∫
λ(k)F (Q ∪ k)dk, (2.6)
while C∗n : H≤n →H>n equals
(C∗nF )(Q) = δ|Q|,n+1ασ1
∑
k∈Q
F (Q \ k)λ(k). (2.7)
As Ran(Cn) ⊂ Hn, C∗n an be viewed as an operator : Hn →H>n.
The restrition to H≤n of the resolvent of the Hamiltonian is obtained by solving for
Fn ∈ H≤n, F˜n ∈ H>n the system of two equations, where G ∈ H≤n:{
(An − zI≤n)Fn + CnF˜n = G
C∗nFn + (Bn − zI>n)F˜n = 0,
(2.8)
where I≤n, I>n are the unit operators in H≤n,H>n, respetively.
For z ∈ C \ spec(Bn), the seond Eq.(2.8) an be solved for F˜n. Upon insertion of the
solution into the rst Eq.(2.8), one obtains a redued problem in H≤n:
(An − Cn(Bn − zI>n)−1C∗n − z)Fn = G. (2.9)
If the operator in the l.h.s. is invertible and Fn(z) is the solution of Eq.(2.9), then
(Fn(z), F˜n(z)), where
F˜n(z) = −(Bn − zI>n)−1C∗nFn(z), (2.10)
is the unique solution of Eq.(2.8)
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Our next task is to obtain a good haraterization of the operator
Mn(z) := (Bn − zI>n)−1C∗n : Hn →H>n. (2.11)
Let η > 0, and dene
Dn,η :=
{
z ∈ C : Re z < λ00,n+1 − η
}
. (2.12)
(We remind that λ00,n := −ε+ nκ is the rst threshold of the n-boson branh of H0.)
Lemma 2.1 There exists α0 = α0(n, η), suh that, for any α < α0 and z ∈ Dn,η, the
operator Mn(z), Eq. (2.11), is bounded.
Proof. We represent Bn in the form
Bn = B
0
n + Vn,
where
(B0nF )(Q) = (εσ3 + ω(Q))F (Q),
(VnF )(Q) = ασ1[
∑
k∈Q
λ(k)F (Q \ k) +
∫
λ(k)F (Q ∪ k)dk], F ∈ H>n.
Hene, Mn(z) is (formally) represented as
Mn(z) = (I>n + (B
0
n − zI>n)−1Vn)−1(B0n − zI>n)−1C∗n. (2.13)
The assertion of Lemma 2.1 follows from the representation (2.13), if we prove that:
1. ‖(B0n − zI>n)−1Vn‖H>n < 1 for z ∈ Dn,η and α suiently small;
2. ‖B0n − zI>n)−1C∗n‖H>n <∞.
To prove 1 we split (B0n − zI>n)−1Vn into the sum of two terms:
(S1(z)F )(Q) =
{
(εσ3 + ω(Q)− z)−1ασ1
∑
q∈Q
F (Q \ q)λ(q), if |Q| > n + 1
0, if |Q| = n + 1
(S2(z)F )(Q) = (εσ3 + ω(Q)− z)−1ασ1
∫
λ(k)F (Q ∪ k)dk
and estimate separately their norms.
Let Fl ∈ L2(Rdl) be the omponents of F . We have, for l ≥ n + 2,
‖(S1(z)F )l‖L2(Rdl) <
lα‖λ‖L2(Rd)
(l − n− 1)κ+ η‖Fl−1‖L2(Rd(l−1)).
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Hene,
‖S1(z)F‖2H>n =
∑
l≥n+1
1
l!
‖(S1(z)F )l‖2L2(Rdl)
≤ α2‖λ‖2L2(Rd)
∑
l≥n+2
l
((l−n−1)κ+η)2
‖Fl−1‖
2
L2(R
d(l−1))
(l−1)!
≤ α2‖λ‖2L2(Rd) maxl≥n+2
l
((l−n−1)κ+η)2
‖F‖2H>n = α2
(n+2)‖λ‖2
L2(R
d)
(κ+η)2
‖F‖2H>n.
A similar alulation gives the following estimate of the seond term:
‖S2(z)F‖2H>n ≤ α2
(n+ 1)‖λ‖2
L2(Rd)
η2
‖F‖2H>n.
As a onsequene, the inequality in 1 holds for z ∈ Dn,η, if
α <
1
2‖λ‖L2(Rd)
min{ κ+ η√
n+ 2
,
η√
n+ 1
}
Point 2 an be proved similarly. 
We shall show that, for z ∈ Dn,η and for α suiently small, Mn(z), Eq.(2.11) has
a partiular representation, whih we now dene. Let M2 be the spae of square 2 × 2
omplex matries with some norm | · | (e.g. |n| = 1
2
maxi,j |ni,j|), and h : Rd → (0, 1] be
the ontinuous square-integrable funtion appearing in assumption (A2).
Denition 2.2 An operator Mn : Hn → H>n is said to have a h-regular representa-
tion in terms of oeient funtions, if there exist ontinuously dierentiable M2-valued
funtions
µ(m)n (·; ·; ·) : C × Cn−m × (Rd)m →M2, m = 0, 1, ..., n,
where µ
(m)
n (Q1; ·; ·) = 0 for |Q1| ≤ m, and µ(m)n (Q1;Q2; ·) = 0 for Q1
⋂
Q2 6= ∅, satisfying,
for some M > 0, the estimation
sup
Q2∈Cn−m
max
|α|≤1
|∂αµ(m)n (Q1;Q2; k1, ..., km)| < M
∏
q∈Q1
h(q)
m∏
i=1
h(ki), (2.14)
suh that, for f ∈ Hn and |Q| > n,
[Mnf ](Q) =
n∑
m=0
∑
Qˆ⊂Q,|Qˆ|=n−m
∫
µ
(m)
n (Q \ Qˆ; Qˆ; k1, ..., km)
×f(Qˆ ∪ {k1, ..., km})dk1...dkm.
(2.15)
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Here and below, we use the notation: for a multiindex α = {αik; k = 1, ..., n, i = 1, ..., d}
and Q = {q1, ..., qn} ∈ Cn,
(∂αf)(Q) =
∏
i,k
∂α
i
k
∂(qi
k
)
αi
k
f(Q),
|α| = ∑
i,k
αik.
In Eq. (2.15), the sum over Qˆ is a symmetrization, so that the l.h.s. depends only on
the set Q. As f is permutation symmetri, it is not neessary to impose the symmetry
of µ
(m)
n with respet to the k's. The estimation (2.14) means that the funtion µ
(m)
n and
its gradient are bounded uniformly, in partiular M is independent of |Q1|. The set of all
oeient funtions for a given h and n is a Banah spae Bn with the norm ‖µn‖ = infM ,
where the inmum is over all M for whih Eq.(2.14) holds.
In order to show thatMn(z) has a regular representation for all z ∈ Dn,η and determine
the orresponding funtions µ
(m)
n (z), we shall use the identity
[1 + (B(0)n − zI>n)−1Vn]Mn(z) = (B(0)n − zI>n)−1C∗n. (2.16)
Suppose an operator Mn : Hn → H>n is dened as in Eq.(2.15) by the oeient
funtions µn = {µ(m)n (Q1;Q2; k1, ..., km)}, where |Q2| = n − m. Then, one an easily
see that (B
(0)
n − zI>n)−1VnMn is likewise dened by a sequene of oeient funtions,
{[Γ(z)µn](m), m = 0, ..., n}, with
[Γ(z)µn]
(m)(Q1;Q2; k1, ..., km) = α(εσ3 + ω(Q1 ∪Q2)− z)−1σ1
×
{ ∑
q∈Q1
λ(q)µ
(m)
n (Q1 \ q;Q2; k1, ..., km)
+
∫
λ¯(q′)µ
(m)
n (Q1 ∪ q′;Q2; k1, ..., km)dq′
+λ¯(km)µ
(m−1)
n (Q1;Q2 ∪ km; k1, ..., km−1)
}
,
(2.17)
where the last term does not appear if m = 0. Let us also note that the r.h.s. of Eq.(2.16)
allows the representation Eq.(2.15) with the oeient funtions µˆn(z):
[µˆn(z)]
(m)(Q1, Q2; k1, .., km) = δm,0δ|Q1|,1α[εσ3 + ω(Q2 ∪ q1)− z]−1σ1λ(q1), (2.18)
where we put Q1 = {q1}. Therefore, Eq.(2.16) an be written as a xed-point equation
for the oeients µn = µn(z):
µn + Γ(z)µn = µˆn(z). (2.19)
Proposition 2.3 For any η > 0 and n ≥ 0, there exists α0(η, n) > 0, suh that for any
α < α0(η, n), and for all z ∈ Dn,η, Eq. (2.19) has a unique solution µn(z) ∈ Bn, whih is
Bn-valued analyti in Dn,η and ‖µn(z)‖ ≤ Kα/η for some onstant K. Moreover,
µ(m)n (z;Q1;Q2; k1, ..., km) = µ
(m)
m (z − ω(Q2);Q1; ∅; k1, ..., km) (2.20)
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Proof. As both sides of Eq. (2.17) dening Γ(z) ontain the same Q2 and the same m-
tuple (k1, ..., km), it will be onvenient to treat these variables as parameters, dene (for
|Q2| = n−m) the funtions of Q1:
ν
(m)
Q2,(k1,...,km)
(Q1) := µ
(m)
n (Q1;Q2; k1, ..., km), (2.21)
and remark that
[Γ(z)µn]
(m)(Q1;Q2; k1, ..., km) = [∆m(z − ω(Q2))ν(m)Q2,(k1,...,km)](Q1)
+α[εσ3 + ω(Q1)− (z − ω(Q2))]−1 · σ1λ(km)ν(m−1)Q2∪km,(k1,...,km−1)(Q1),
(2.22)
where we used that ω(Q1 ∪ Q2) = ω(Q1) + ω(Q2) for Q1 ∩ Q2 = ∅. The operator
∆m(z), z ∈ Dm,η ats on the funtions ν(Q) (suh that ν(Q) = 0 for |Q| ≤ m) aording
to the formula
(∆m(z)ν)(Q) = χ>m(Q)α(εσ3 + ω(Q)− z)−1
×σ1{
∑
q∈Q
λ(q)ν(Q \ q) + ∫ λ(k)ν(Q ∪ k)dk}, (2.23)
where χ>m(Q) is the indiator of the set C>m.
Let us onsider the Banah spae B˜ of all ontinuously dierentiable funtions {ν :
C →M2}, for whih
‖ν‖ = sup
Q∈C
max
|α|≤1
|∂αν(Q)|∏
q∈Q
h(q)
<∞, (2.24)
where | · | denotes the norm in M2. Also, let B˜>m ⊂ B˜ be the subspae of funtions ν
whih vanish on C≤m, i.e. ν(Q) = 0, ∀Q, |Q| ≤ m.
Lemma 2.4 For every η > 0 and m ≥ 0, there exists αˆ0(η,m) > 0, suh that for any
α < αˆ0(η,m), ∆m(z) is a bounded operator in B˜>m, norm-analyti of z in Dm,η, and
sup
z∈Dm,η
‖∆m(z)‖ ≤ 1/2. (2.25)
Also, the funtion
νˆ(z − ω(Q2); ·) := µˆ(0)n (z; ·;Q2; ∅) = µˆ(0)0 (z − ω(Q2); ·; ∅; ∅)
is a B˜>0-valued analyti funtion of z ∈ Dn,η (n = |Q2|) and ‖νˆ(z − ω(Q2))‖ ≤ Cα/η in
Dn,η for a ertain onstant C.
The proof of this lemma is similar to that of Lemma 2.1. 
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Remark 2.5 We shall onsider also the Banah spae
˜˜B onsisting of ontinuously dif-
ferentiable funtions ν : C → C2 with the norm ‖ν‖ given by Eq. (2.24), in whih now
| · | means the usual norm on C2. Its subspaes ˜˜Bn, ˜˜B≤n, ˜˜B>n are introdued as above. It
follows from Proposition 2.3 and the representation (2.15) that, for all z ∈ Dn,η, Mn(z)
applies the spae
˜˜B′n, the dual spae of ˜˜Bn, into ˜˜B′>n ⊂ H>n and is bounded with respet
to the norm of
˜˜B′. Besides, assumptions (A1) and (A2) imply that the operator H an
be extended to an unbounded operator ating in
˜˜B′ (denoted also H) on a domain inlud-
ing all nite (with respet to the spatial variables, as well as to the number of variables)
elements of
˜˜B′:
{φ ∈ ˜˜B′ : φ(Q) = 0, if ∃R, ∃N, dist(0, Q) > R or |Q| > N} (2.26)
In this way, as follows from Eq. (2.22), ν
(0)
Q2,∅
(·) satises the equation (2.19) for m = 0,
whih writes as
ν(·) + ∆0(z − ω(Q2))ν(·) = νˆ(z − ω(Q2); ·). (2.27)
If z ∈ Dn,η, the dierene z − ω(Q2) belongs to D0,η, therefore, aording to Lemma 2.4,
for α < α0(η, 0), the equation has one solution
ν
(0)
Q2,∅
(z; ·) = ν(0)∅,∅(z − ω(Q2); ·) ∈ B˜>0, (2.28)
where the equality omes from the fat that both sides obey the same equation (2.27),
therefore both equal its unique solution, (I+∆0(z−ω(Q2))−1νˆ(z−ω(Q2)). Obviously, the
solution is analyti of z ∈ Dn,η and (by the smoothness of ω) ontinuously dierentiable
of Q2 = {q1, ..., qn}. For its norm we have, by Lemma 2.4, the estimate:
sup
z∈Dn,η ,Q2∈Cn
‖ν(0)Q2,∅(z)‖ ≤ sup
z∈D0,η
‖(I+∆0(z))−1‖‖νˆ(z)‖ < 2Cα/η. (2.29)
We onsider next the ase m > 0, m ≤ n. Eq. (2.19) satised by ν(m)Q2,(k1,..,km)(·) writes
ν(·) + ∆m(z − ω(Q2))ν(·)
= −α[εσ3 + ω(·)− (z − ω(Q2))]−1σ1λ(km)ν(m−1)Q2∪km,(k1,...,km−1)(z; · ),
(2.30)
and, for α < α0(η,m), allows to determine indutively ν
(m)
Q2,(k1,...,km)
(z; ·) in terms of the
solution ν
(m−1)
Q2∪km,(k1,...,km−1)
(z; ·) of the (m−1)th equation. Suppose that ν(m−1)Q′2,(k1,...,km−1)(z)(·)
has been shown to fulll:
1. For z ∈ D|Q′2|+m−1,η,
ν
(m−1)
Q′2,(k1,...,km−1)
(z) = ν
(m−1)
∅,(k1,...,km−1)
(z − ω(Q′2)) ∈ B>m−1, (2.31)
and
‖ν(m−1)∅,(k1,...,km−1)(z)‖B˜>m−1 < C2m(α/η)m
m−1∏
i=1
h(ki); (2.32)
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2. ν
(m−1)
∅,(k1,...,km−1)
(z) is a B˜>m−1-analyti funtion of z ∈ Dm−1,η, dierentiable of k1, ..., km−1
and
sup
z∈Dm−1,η
max
1≤i≤m−1
|∂kiν(m−1)∅,(k1,...,km−1)(z;Q)| ≤ C ′2m(α/η)m
m−1∏
i=1
h(ki)
∏
q∈Q
h(q), (2.33)
where the onstants C,C ′ do not depend on m, k1, ..., km−1, Q.
Remark that, by Eqs. (2.28) and (2.29), ν
(0)
Q2,∅
(z) fullls both onditions.
Using Lemma 2.4 we nd that Eq. (2.30) has, for α < α0(η,m) and z ∈ D|Q2|+m, one
solution
ν
(m)
Q2,(k1,...,km)
(z; ·)
= (I+∆m(z − ω(Q2)))−1α[εσ3 + ω(·)− (z − ω(Q2))]−1σ1λ(km)ν(m−1)Q2∪km,(k1,...,km−1)(z; ·)
(2.34)
whih has the analogous properties. This proves the existene of the oeient funtions
µ
(m)
n (z;Q1;Q2; k1, ..., km) and their estimates (2.14).
The equality (2.31) in the ase m > 0 follows again by indution with respet to m:
Taking Q2 = ∅ in Eq. (2.34), we have:
ν
(m)
∅,(k1,...,km)
(z)
= (I+∆m(z))
−1α[εσ3 + ω(·)− z)]−1σ1λ(km)ν(m−1){km},(k1,...,km−1)(z; ·)
(2.35)
Suppose that (2.31) holds true; then,
ν
(m−1)
Q2∪km,(k1,...,km−1)
(z; ·) = ν(m−1){km},(k1,...,km−1)(z−ω(Q2); ·) = ν
(m−1)
∅,(k1,...,km−1)
(z−ω(Q2)−ω(km); ·),
wherefrom it follows that the r.h.s. of Eq. (2.35) written for z 7→ z − ω(Q2) oinides
with the r.h.s. of Eq. (2.34). This proves (2.31) for m, hene the equality (2.20).
The proposition 2.3 is proved. 
The following orollary ollets the information on the struture of the operator
Cn(Bn − zI>n)−1C∗n ating in Hn implied by the regular representation of Mn(z).
Corollary 2.6 The following representation holds: for α < α0(η, n), and f ∈ Hn, Q ∈
Cn,
[Cn(Bn − zI>n)−1C∗nf ](Q) = mn(z;Q)f(Q)+
n∑
m=1
∑
Q1⊂Q;|Q1|=m
∫
Dˆn,m(z;Q1;Q \Q1; k1, ..., km)f((Q \Q1) ∪ {k1, ..., km})dk1...dkm,
(2.36)
where
1. mn(z;Q) = m0(z − ω(Q); ∅) is analyti of z ∈ Dn,η, and
|mn(z;Q)| ≤ 2C ′(α2/η)‖λ‖2L2(Rd);
Hene, mn(z;Q) is ontinuously dierentiable of Q ∈ Cn, as well.
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2. Dˆn,m(z;Q1;Q2; k1, ..., km) = Dˆm,m(z − ω(Q2);Q1; ∅; k1, ..., km) is analyti of z ∈
Dn,η, ontinuously dierentiable of {Q1;Q2; k1, ..., km} ∈ Cm × Cn−m × (Rd)m, and
max
|α|≤1
|∂αDˆn,m(z;Q1;Q2; k1, ..., km)| ≤ C ′(2α/η)m+1
∏
q∈Q1
h(q)
m∏
i=0
h(ki), (2.37)
where C ′ is a onstant.
Proof. The assertions follow by applying the representation (2.15), the identity Eq.(2.20)
and the estimates (2.32), (2.33) in the formulae:
mn(z;Q) = ασ1
∫
λ(q′)µ(0)n (z; q
′;Q; ∅)dq′, (2.38)
Dˆn,m(z;Q1;Q2; k1, ..., km) = ασ1
∫
λ(q′)µ
(m)
n (z;Q1 ∪ q′;Q2; k1, ..., km)dq′
+ασ1λ(km)µ
(m−1)
n (z;Q1;Q2 ∪ km; k1, ..., km−1).
(2.39)

The M2-valued kernels Dˆ(Q1;Q2; k1, ..., km), whih are ontinuously dierentiable on
Cm× (Rd)m and dominated by h as in Eq.(2.37), form a Banah spae Km with the norm
‖Dˆ‖ = sup
Q1,Q2,k1,...,km
max
|α|≤1
|∂αDˆ(Q1;Q2; k1, ..., km)|/
∏
q∈Q1
h(q)
m∏
i=0
h(ki),
where | · | is the norm in M2.
3 Disrete spetrum
We onsider here, as an example of the general analysis, the ases n = 0, 1. This allows
the onstrution of the eigenvetors and of part of the one-boson branh. In this setion
we onsider the disrete part of the spetrum.
I. For n = 0, the equation (2.9) beomes an equation in C2:
(εσ3 −m0(z; ∅)− z)f = g, (3.1)
where the matrix m0(z; ∅) is analyti in D0,η and |m0(z; ∅)| ≤ 2C ′‖λ‖2α2/η. Eq.(3.1) has
a unique solution unless z is a (real) zero of the determinant of the matrix in the l.h.s.,
i.e., denoting m(z) := m0(z; ∅),
det(εσ3 −m(z)− z) = 0. (3.2)
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This equation an be brought to the form
1 +
m(z)11 + (1/2ε)det(m(z))
z − ε +
m(z)22 − (1/2ε)det(m(z))
z + ε
= 0. (3.3)
Now, m(z) = C0(B0 − z)−1C∗0 is positive and inreasing for z ∈ (−∞, λ00,1 − η). As
0 < m(z)ii = 0(α
2), while 0 < det(m(z)) = 0(α4), both numerators are positive at
z = ∓ε. The graph of the funtion in the l.h.s. is shematially depited in Fig.1 (for the
ase ε < λ00,1 − η).
−ε 0 ε e0 + κe0 e1
• •
Figure 1a: The graph of the l.h.s. of (3.3) : ase of two roots
−ε 0 ε
e0 + κ
e0
• •
Figure 1b: The graph of the l.h.s. of (3.3) : ase of one root
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One onludes that there exists always a zero e0 < −ε. Also, whenever ε < λ00,1− η =
−ε + κ − η, there exists a seond zero −ε < e1 < ε. For z = ei, i = 0, 1, Eq.(3.1) with
g = 0 has nontrivial normalized solutions fi, whih an be ompleted with the higher
omponents −M0(ei)fi to eigenvetors of H :
F
(i)
0 (Q) =
{
fi , Q = ∅
(−M0(ei)fi)(Q) , Q 6= ∅. (3.4)
Eq.(3.2) has no other real solution z < λ00,1 − η. Also, there are no omplex solutions
z˜, Imz˜ 6= 0: otherwise, onsidering an eigenvetor f˜ of the matrix εσ3−m(z˜) orrespond-
ing to the eigenvalue z˜ and ompleting it with the vetor −M0(z˜)f˜ ∈ H>0, one would
obtain an eigenvetor of H with a non-real eigenvalue.
>From now on, we onsider for deniteness the ase in whih Eq. (3.3) has two
solutions e0, e1 < λ
0
0,1 − η. The ase with one solution is treated similarly.
II. For n = 1, the equation (2.9) is a system of two equations, valid for z ∈ D1,η:
(εσ3 − z)f0 + ασ1
∫
λ¯(k)f1(k)dk = g0
ασ1λ(q)f0 + [εσ3 − (z − ω(q))−m(z − ω(q))]f1(q)
− ∫ Dˆ1,1(z; q; ∅; k)f1(k)dk = g1(q)
(3.5)
The operator
[B(z)f1](q) = [εσ3 − z + ω(q)−m(z − ω(q))]f1(q)−
∫
Dˆ1,1(z; q; ∅; k)f1(k)dk (3.6)
has an analyti inverse whenever the matries εσ3 − (z − ω(q))−m(z − ω(q)), ∀q ∈ Rd
are invertible, what happens for z ∈ C \ I, where we denoted I = [e0+κ,∞). As we shall
see below, λ0,1 = e0 + κ is the left boundary of the spetrum of H . Let D¯0 = {z ∈ C :
Re z < λ0,1}, n = 1, 2, .... The following proposition holds:
Proposition 3.1 For η > 0 suiently small, α < α0(η, 1) and z ∈ D1,η \ I the inverse
B(z)−1 exists and has the representation
[B(z)−1f ](q) = [εσ3 − (z − ω(q))−m(z − ω(q))]−1 (3.7)
× {f(q) +
∫
K(z; q, k)[εσ3 − (z − ω(k))−m(z − ω(k))]−1f(k) dk} ,
where the kernel K(z; ·, ·) ∈ K1 and its K1-norm is uniformly bounded for z ∈ D¯0. Besides,
K(z; ·, ·) is a K1-valued analyti funtion of z in D1,η \ I, whih has boundary values at
the ut I, i.e. for all x ∈ [e0 + κ, λ00,2 − η) the following limits exist in K1:
K±(x; ·, ·) = lim
ǫց0
K(x± iǫ; ·, ·). (3.8)
The kernels K±(x; ·, ·) are Hölder-ontinuous K1-valued funtions of x ∈ [e0+κ, λ00,2−η).
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A similar statement is outlined in our paper [1℄. For the reader onveniene below we
shortly resume the proof of the Proposition 3.1 and we leave a detailed demonstration
(whih inludes a generalization of the Privalov lemma) forAppendix. Note that essentially
the proof onsists in the following :
Denoting by Dˆ1,1 the integral operator with the kernel Dˆ1,1(z; q; ∅; k) ∈ K1, one has:
B(z)−1 = (εσ3 − (z − ω(·))−m(z − ω(·)))−1
+ {
∞∑
k=1
[(εσ3 − (z − ω(·))−m(z − ω(·)))−1Dˆ1,1]k}
× (εσ3 − (z − ω(·))−m(z − ω(·)))−1,
(3.9)
where every term of the sum is an integral operator with kernel in K1 and the sum
onverges in K1 for α suiently small, uniformly for z ∈ D1,η. Hene we arrive at
the representation (3.7), where the kernel K(z; ·, ·) ∈ K1 depends analytially on z ∈
D1,η \I. The existene of the limits (3.8) and the properties of the boundary value kernels
K±(x; ·, ·) are proved for every term of the series (3.9) using indution over k. Thereby,
we use that, if two z-dependent kernels K1(z), K2(z) ∈ K1 possess boundary values like
in Eq.(3.8), then the kernel
K3(z; q, k) :=
∫
K2(z; q, q
′)[εσ3 − (z − ω(q′))−m(z − ω(q′))]−1K1(z; q′, k) dq′ ,
has the same property, in view of the Sokhotski formula: 1/(x+ i0) = P(1/x) + iπδ(x).
Indeed, the inverse matrix (εσ3 − (z − ω(q′))−m(z − ω(q′)))−1 has the struture: either
A0
e0 − (z − ω(q′)) + φ(z − ω(q
′)),
if Eq. (3.2) has one solution e0; or
A0
e0 − (z − ω(q′)) +
A1
e1 − (z − ω(q′)) + φ(z − ω(q
′)),
if a seond solution e1 exists, too. Here, A0, A1 are 2×2-matries and φ(z) is aM2-valued
analyti funtion in D0,η. Therefore, denoting by dνx(q) the Gelfand-Leray measure on
the surfae C1,y = {q′ : ω(q′) = y}, we obtain
K±(x; q, k) =
∫∞
κ
dy
[
(
∑
j=0,1
Aj/[ej + y − x± i0] + φ(x− y))
× ∫
C1,y
K1,±(x; q; q
′)K2,±(x; q
′; k)dνy(q
′)
]
dx.
As the internal integral over the surfae C1,y is a smooth funtion of y, the integral with
respet to y an be done and gives Hölder ontinuous funtions of x, Ki,±(x; ·, ·), i = 1, 2
(as follows from the Plemelj-Privalov theorem [15℄, [16℄, and Appendix).
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Next, we onsider Eq.(3.5) for g1 = 0, i.e. again the resolvent of H restrited to H0.
We have
f1(·) = −α(B(z))−1σ1λ(·)f0.
Plugging f1 into the rst equation (3.5) we obtain that(
εσ3 − z − α2σ1
∫
λ¯(q)[B(z)−1σ1λ(·)](q)dq
)
f0 = g0.
Comparing this with Eq. (3.1) we obtain:
m0(z; ∅) = α2σ1
∫
λ¯(q)[B(z)−1σ1λ(·)](q)dq, (3.10)
what provides the analyti ontinuation of m(z) to D1,η \ I. We have thus shown that Eq.
(3.3) determines ompletely the disrete spetrum of the operator H below its ontinuous
spetrum.
Let us remark that lim
ξրe0+κ
m(ξ) is nite in dimension d ≥ 3, beause the 1/q2-
singularity of the integrand in Eq.(3.7) is integrable. Therefore, in the ase ε > e0+κ, the
seond solution e1 of Eq.(3.3) exists if, and only if, the l.h.s. of that equation is negative
for ξ = e0 + κ. This exhausts the disrete spetrum of H below its ontinuous spetrum.
4 One-boson branhes
We proeed now to the onstrution of the one-partile branhes of the (ontinuous)
spetrum of the operator H . Consider the family {A(ξ), ξ ∈ [e0+κ, λ00,2−η]} of selfadjoint
operators, ating in H≤1 aording to: for F = (f0, f1) ∈ H≤1,
(A(ξ)F )0 = εσ3f0 + ασ1
∫
λ¯(k)f1(k)dk
(A(ξ)F )1(q) = ασ1λ(q)f0 + (εσ3 + ω(q)−m(ξ − ω(q)))f1(q)
− ∫ Dˆ1,1(ξ; q, ∅, k)f1(k)dk.
(4.1)
Along with this, onsider the family {A0(ξ), ξ ∈ [e0 + κ, λ02 − η]} ating in H1:
(A0(ξ)f)(q) = (εσ3 + ω(q)−m(ξ − ω(q)))f(q), f ∈ H1. (4.2)
Conerning the latter, let us denote by e0(ξ, q), e1(ξ, q) the eigenvalues of the matrix
εσ3 + ω(q)−m(ξ − ω(q)). One an easily see that these eigenvalues are the solutions of
the equation
1 +
m11(ξ − ω(q)) + 12ε detm(ξ − ω(q))
−ε+ ω(q)− e +
m22(ξ − ω(q))− 12ε detm(ξ − ω(q))
ε+ ω(q)− e = 0 (4.3)
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whih is similar to Eq. (3.3). The graph of the l.h.s. as a funtion of e looks like the
graph of Fig. 1.
−ε+ ω(q) ε+ ω(q)
e
e0(ξ, q) e1(ξ, q)
• •
Figure 2: The graph of the l.h.s. of (4.3)
Hene one an see that its roots are simple and plaed in the order e0(ξ, q) < ω(q)−ε <
e1(ξ, q) < ω(q) + ε. As, for xed q, the matrix m(ξ − ω(q)) is positive and inreasing of
ξ < λ02 − η, both roots e0(ξ, q), e1(ξ, q) are monotonously dereasing funtions of ξ in the
interval (−∞, λ00,2 − η). Their graphs are skethed in Fig. 2. Moreover, as a onsequene
of Eq. (4.3), the two roots belong respetively to O(α2)-neighbourhoods of ω(q) ∓ ε,
therefore the distane between them is larger than ε for small α:
e1(ξ, q)− e0(ξ, q) > ε. (4.4)
For every ξ ∈ [e0 + κ, λ00,2 − η), let
E(ξ) = inf
q
e0(ξ, q) = −ε+ κ− O(α2).
Obviously, the spetrum ofA0(ξ) is absolutely ontinuous and overs the half-axis [E(ξ),∞).
Let us now alulate the resolvent (A(ξ)− z)−1 of A(ξ). As a preliminary to this, we
onsider the resolvent of the operator B˜(ξ) ating in H1 as
(B˜(ξ))(q) = [εσ3 + ω(q)−m(ξ − ω(q))]f1(q)−
∫
Dˆ1,1(ξ; q; ∅; k)f1(k)dk; f ∈ H1. (4.5)
In the same way as for Eq. (3.7), we nd for RB˜(ξ)(z) = (B˜(ξ)− z)−1
(RB˜(ξ)(z)g)(q) = [εσ3 − z + ω(q))−m(ξ − ω(q))]−1
× {g(q) + ∫ Kξ(z; q, k)[εσ3 − z + ω(k)−m(ξ − ω(k))]−1g(k)dk},
(4.6)
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where the kernel Kξ(z; ·, ·) ∈ K1 is a K1-analyti funtion of z in C \ [E(ξ),∞). Thereby,
the limits
K±ξ (x; ·, ·) = lim
ǫց0
Kξ(x+ iǫ; ·, ·)
exist in K1 and the funtions K±ξ (x; ·, ·) are K1-valued Hölder ontinuous funtions of
x ∈ [E(ξ),∞).
The resolvent RA(ξ)(z) = (A(ξ)− zI≤1)−1 an now be written as: for G = (g0, g1),
(RA(ξ)(z)G)0 = f0 = ∆
−1
ξ (z)(g0 − ασ1
∫
(RB˜(ξ)(z)g1)(k)λ¯(k)dk)
(RA(ξ)(z)G)1(q) = f1(q) = (RB˜(ξ)(z)[g1(·)− ασ1λ(·)f0])(q)
(4.7)
where ∆ξ(z) denotes the M2-valued analyti funtion of z ∈ C \ [E(ξ),∞)
∆ξ(z) = εσ3 − z − α2σ1
∫
[RB˜(ξ)(z)λ(·)](k)λ¯(k)dk (4.8)
The inverse matrix ∆−1ξ (z) has either one, or two simple poles τ0(ξ) < τ1(ξ) < E(ξ) lying
on the real axis at the left of −ε and ε, respetively. These poles are the eigenvalues of
the operator A(ξ) with orresponding eigenvetors ψ
(0)
ξ , ψ
(1)
ξ :
ψ
(i)
ξ =
(
f
(i)
ξ,0, f
(i)
ξ,1(q) = −α(RB˜(ξ)(τi(ξ))σ1λ(·))(q)f (i)ξ,0
)
, i = 0, 1, (4.9)
where f
(i)
ξ,0 are the null vetors of the matrix ∆ξ(τi(ξ)). As agreed before, we onsider the
ase of two roots τ0(ξ), τ1(ξ). Also, the limits
[∆−1ξ (x)]
± = lim
ǫց0
∆−1ξ (x± iǫ), x ∈ [E(ξ),∞)
exist, whereby, for α small,
±Im[∆±ξ (x)] = α2πσ1

∫
ω(k)−ε=x
|λ(k)|2dk 0
0
∫
ω(k)+ε=x
|λ(k)|2dk
+O(α4).
Hene, as a onsequene of assumption (A3), the matries ∆±ξ (x)
−1
are non-singular
on [E(ξ),∞), in other words, the operator A(ξ) has no eigenvalues embedded in the
ontinuous spetrum.
Remark that, in view of Eq. (3.10), for z = ξ, the matrix ∆ξ(z) equals the matrix
εσ3 − ξ −m(ξ) in the l.h.s. of Eq. (3.1) and the zeros τi(ξ) of det∆ξ(z) satisfy
τi(ξ) = ξ, i = 0, 1, (4.10)
i.e. the ondition under whih they equal, respetively, the solutions ei, i = 0, 1 of Eq.
(3.3).
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Let us onstrut, for every ξ ∈ (e0 + κ, λ00,2 − η), the vetors
F
(i)
ξ = (ψ
(i)
ξ , ψ¯
(i)
ξ = M1(ξ)f
(i)
ξ,1) ∈ H,
whih, obviously, fulll the equation
HF
(i)
ξ = ξF
(i)
ξ + (τi(ξ)− ξ)ψ(i)ξ ,
therefore, if ξ = ei they are the eigenvetors of H with eigenvalues ei, i = 0, 1. In this
way, we reobtain the already onstruted eigenvetors of H , Eq. (3.4).
Using general riteria of absene of the singular ontinuous spetrum of a self-adjoint
operator [18℄ and the expliit form of the resolvent RA(ξ)(z), one an show that A(ξ)
has no singular spetrum. Hene, the spae H≤1 splits into the orthogonal sum of two
invariant subspaes of A(ξ):
H≤1 = Hac +Hd, (4.11)
where Hac = Hac(ξ) is the subspae of absolute ontinuity of A(ξ) and Hd = Hd(ξ) is the
subspae orresponding to the disrete spetrum, generated by the vetors ψ
(0)
ξ , ψ
(1)
ξ (or
by ψ
(0)
ξ alone in the ase of one root).
Consider the embedding
I : H1 →H≤1 : If = (0, f) ∈ H≤1 for f ∈ H1,
and onstrut the wave operator
s− lim
t→+∞
exp [itA(ξ)]I exp [−itA0(ξ)] = Ω+ = Ω+(ξ). (4.12)
The limit exists and Ω+ : H1 →H≤1 is unitary and
Ω+A0(ξ)(Ω
+)−1 = A(ξ)|Hac (4.13)
i.e. the restrition of A(ξ) to Hac is unitarily equivalent to A0(ξ) (for details, see [1℄ or
[13℄).
The generalized eigenfuntions of the operator A0(ξ) have the form
δ
(i)
q¯,ξ = δ(q − q¯)φi(ξ, q¯),
where φi(ξ, q¯) are the eigenvetors of the matrix εσ3 + ω(q¯)−m(ξ − ω(q¯)) orresponding
to the eigenvalues ei(ξ, q¯), i = 0, 1 - the solutions of the equation
det [εσ3 − z + ω(q¯)−m(ξ − ω(q¯))] = 0. (4.14)
Known formulas of sattering theory ([17℄) allow to write the generalized eigenfuntions
of the ontinuous spetrum of A(ξ) as
ψ
(i)
q¯,ξ = Ω
+δ
(i)
q¯,ξ = lim
ǫց0
iǫRA(ξ)(ei(ξ, q¯)− iǫ)Iδ(i)q¯,ξ.
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Using the expliit form (4.7) of the resolvent RA(ξ)(z), we nd
ψ
(i)
q¯,ξ,0 = −α∆−1ξ (ei(ξ, q¯))σ1
[
λ¯(q¯) +
∫
(εσ3 − ei(ξ, q¯) + ω(k)−m(ξ − ω(k)) + i0)−1
×K−(ei(ξ, q¯); k, q¯)λ¯(k)dk
]
φi(ξ, q¯)
ψ
(i)
q¯,ξ,1(q) = δ(q − q¯)φi(ξ, q¯) + (εσ3 − ei(ξ, q¯) + ω(q)−m(ξ − ω(q) + i0))−1
×K−(ei(ξ, q¯); q, q¯)φi(ξ, q¯)
(4.15)
The somewhat formal derivation of the form of the generalized funtions ψ
(i)
q¯,ξ is bol-
stered by the following lemma:
Lemma 4.1
(a) For every xed q¯ ∈ Rd, ξ < λ00,2 − η and i = 0, 1:
i. the vetor ψ
(i)
q¯,ξ,0 ∈ C2 is a C2-valued bounded funtion of q¯;
(ii.) the funtion ψ
(i)
q¯,ξ,1(q) is a C
2
-valued generalized funtion of q in
˜˜B′1 and, for
every xed q ∈ Rd, it is a C2-valued generalized funtion of q¯ in ˜˜B′1.
(b) For any ϕ ∈ S(Rd), dene
C
(i)
ϕ,ξ,0 =
∫
ϕ(q¯)ψ
(i)
q¯,ξ,0dq¯, C
(i)
ϕ,ξ,1(q) =
∫
ϕ(q¯)ψ
(i)
q¯,ξ,1(q)dq¯;
then,
Ψ
(i)
ϕ,ξ = (C
(i)
ϕ,ξ,0, C
(i)
ϕ,ξ,1(·)) ∈ H≤1. (4.16)
Thereby, for two funtions ϕ1, ϕ2 ∈ S(Rd),
(Ψ
(i)
ϕ1,ξ
,Ψ
(i′)
ϕ2,ξ
) = (C
(i)
ϕ1,ξ,0
, C
(i′)
ϕ2,ξ,0
)C2 +
∫
(C
(i)
ϕ1,ξ,1
(q), C
(i′)
ϕ2,ξ,1
(q))C2dq
= (ϕ1, ϕ2)L2(Rd)δi,i′ .
(4.17)
A similar lemma appears in [1℄ and the proof there applies in our ase. The meaning
of relation (4.17) an be better seen by writing it more formally:
(Ψ
(i)
q¯,ξ,Ψ
(i′)
q¯′,ξ) = δ(q¯ − q¯′)δi,i′. (4.18)
In this way, for every ξ < λ00,2 − η and q¯ ∈ Rd, we onstruted two generalized eigen-
vetors Ψ
(i)
q¯,ξ ∈ ˜˜B′≤1, i = 0, 1 of the operator A(ξ) with the eigenvalues ei(q¯, ξ), i = 0, 1,
respetively. By ating on them with the operator M1(ξ) (see Remark 2.5) we obtain the
generalized funtions
Ψ¯
(i)
q¯,ξ = M1(ξ)Ψ
(i)
q¯,ξ ∈ ˜˜B′>1. (4.19)
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Obviously, the entire vetor F
(i)
q¯,ξ = {Ψ(i)q¯,ξ, Ψ¯(i)q¯,ξ ∈ ˜˜B′} satises the equation
HF
(i)
q¯,ξ = ξF
(i)
q¯,ξ + (ei(q¯, ξ)− ξ)Ψ(i)q¯,ξ
(here H denotes the extension of H to
˜˜B′, f. Remark 2.5). Let ξ(i)(q¯), i = 0, 1 denote
the unique (as seen on Fig. 3) solutions less than ±ε respetively, of the equations
ei(q¯, ξ) = ξ, i = 0, 1. (4.20)
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e0(ξ, q¯)
e1(ξ, q¯)
εξ(1)(q¯)
•
−εξ(0)(q¯)
•
ξ
Figure 3: Solving Eq. (4.20)
Now, it is lear that F
(i)
q¯,ξ=ξ(i)(q¯)
= F
(i)
q¯ is a generalized eigenvetor of H with eigenvalue
ξ(i)(q¯). We remind that ei(q¯, ξ) satises Eq.(4.14), whih, for z = ξ, beomes
det [εσ3 − (ξ − ω(q))−m(ξ − ω(q))] = 0. (4.21)
Comparing this equation with Eq. (3.2), we see that Eq. (4.21) has two solutions:
ξ(i)(q¯) = ei + ω(q), (4.22)
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where ei, i = 0, 1 are the two solutions of Eq.(3.2). Thereby, as the matrix εσ3 + ω(q¯)−
m(ξ − ω(q¯)) approahes, when ξ → ξ(i)(q¯) the matrix εσ3 + ω(q) − m(ei), one of its
eigenvetors φi(ξ, q¯) approahes the eigenvetor of the latter for the eigenvalue ξ
(i)(q¯), i.e.
for all q¯ and i = 0, 1, ϕi(ξ, q¯)|ξ=ξ(i)(q¯) = fi.
The onditions
ξ(i)(q¯) < λ00,2 − η, ξ(0)(q¯) < ξ(1)(q¯)
dene two bounded domains G
(i)
η ⊂ Rd of allowed values of q¯:
G
(0)
η = {q¯ : ξ(0)(q¯) < λ00,2 − η}
G
(1)
η = {q¯ : ξ(1)(q¯) < λ00,2 − η} ⊂ G(0)η .
(4.23)
For q¯ ∈ G(1)η , there are two generalized eigenvetors of H , F (i)q¯ = F (i)q¯,ξ(i)(q¯), i = 0, 1,
with eigenvalues ξ(i)(q¯), i = 0, 1,respetively, while, for q¯ ∈ G(0)η \ G(1)η , there is only one
eigenvetor left. The funtions ξ(i)(q¯) are smooth funtions of q¯ ∈ G(i)η and minq¯ ξ(0)(q¯) =
e0 + κ oinides with the lowest end of the ontinuous spetrum of H .
Let C0∞(G(i)η ) =: C(i), i = 0, 1 be the spae of innitely smooth funtions with support
in the domains G
(i)
η , i = 0, 1, respetively.
Lemma 4.2 For any ϕ ∈ C(i), the vetor
F (i)ϕ =
∫
G
(i)
η
F
(i)
q¯ ϕ(q¯)dq¯ ∈ H. (4.24)
A similar statement is ontained in [1℄ and the proof there applies to the ase at hand
through verbatim.
We introdue now two subspaes of H as the losures of the linear span of the vetors
(4.24):
H(i) = {F (i)ϕ , ϕ ∈ C(i)}, i = 0, 1.
As explained in [1℄, the alulation of the salar produt of two vetors (4.24) redues to
the alulation of the generalized funtion
Qi,i
′
(q¯, q¯′) = (F
(i)
q¯ , F
(i′)
q¯′ )H, q¯ ∈ G(i)η , q¯′ ∈ G(i
′)
η . (4.25)
As F
(i)
q¯ , F
(i′)
q¯′ are generalized eigenvetors of H with eigenvalues ξ
(i)(q¯), ξ(i
′)(q¯′) respe-
tively, Qi,i
′
(q¯, q¯′) is onentrated on the surfae {ξ(i)(q¯) = ξ(i′)(q¯′)}, hene it is a sum of
generalized funtions of the form A(q¯)δ(q¯ − q¯′) and B(q¯, q¯′))δ(ξ(i)(q¯) − ξ(i′)(q¯′)) (this is
rigorously proved in [1℄). Therefore, in alulating Qi,i
′
(q¯, q¯′), one an disard all terms
not ontaining suh singularities. So,
Qi,i
′
(q¯, q¯′) =
(
ψ
(i)
q¯,0, ψ
(i′)
q¯′,0
)
C2
+
∫ (
ψ
(i)
q¯,1(q), ψ
(i′)
q¯′,1(q)
)
C2
dq
+
∫
C>1
(
[M1(ξ
(i)(q¯))ψ
(i)
q¯,1(·)])(Q), [M1(ξ(i′)(q¯′))ψ(i
′)
q¯′,1(·)])(Q)
)
C2
dQ
(4.26)
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(we remind that C>1 denotes the set of all nite subsets with more than one point endowed
with the measure (2.2)). It will be onvenient to alulate separately the salar produts
for eah pair (i, i′) = (0, 0), (0, 1), (1, 1):
• i = i′ = 0. The rst term in (4.26) is a ontinuous funtion of q¯, q¯′ and will be
disarded, as agreed. To alulate the seond term in (4.26), we represent ψ
(0)
q¯,1 as
(see (4.15))
ψ
(0)
q¯,1(q) = δ(q − q¯)f0 + [A0(ξ(0)(q¯), q, q¯)f0]upslope[ξ(0)(q)− ξ(0)(q¯) + i0]
+[A1(ξ
(0)(q¯), q, q¯)ϕ01(ξ
(0)(q¯), q)]upslope[e1(ξ
(0)(q¯), q)− ξ(0)(q¯) + i0]
(4.27)
and similarly ψ
(0)
q¯′,1; here, f0 is the null vetor of the matrix (3.1) orresponding to
the solution e0 of Eq. (3.3), e1(ξ
(0)(q¯), q) is the seond eigenvalue of the matrix
εσ3+ω(q)−m(ξ(0)(q¯)−ω(q)) and ϕ01(ξ(0)(q¯), q) the eigenvetor orresponding to it,
and
A0(ξ
(0)(q¯), q, q¯) = (K−(ξ(0)(q¯), q, q¯)f0, f0)C2
A1(ξ
(0)(q¯), q, q¯) = (K−(ξ(0)(q¯), q, q¯)ϕ1(ξ
(0)(q¯), q), ϕ1(ξ
(0)(q¯), q)C2.
(4.28)
By virtue of Eq. (4.4), the third term in (4.27) is a regular funtion of q and q¯
and we disard it. For the seond term we use Sokhotski's formula 1/[x + i0] =
iπδ(x) + P (1/x) and obtain
ψ
(0)
q¯,1(q) = δ(q − q¯)f0 + iπA0(ξ(0)(q¯), q, q¯)δ(ξ(0)(q)− ξ(0)(q¯))f0 + regular terms.
In this way, the seond term in Eq. (4.26) equals, modulo regular terms:∫ (
ψ
(0)
q¯,1(q), ψ
(0)
q¯′,1(q)
)
C2
dq = δ(q¯ − q¯′)
+δ(ξ(0)(q¯′)− ξ(0)(q¯))
{
iπ[A0(ξ
(0)(q¯), q¯′, q¯)−A0(ξ(0)(q¯′), q¯, q¯′)]
+π2
∫
ξ(0)(q)=ξ(0)(q¯)
A0(ξ
(0)(q¯), q, q¯)A0(ξ(0)(q¯′), q, q¯′)dq
} (4.29)
For the alulation of the third term of Eq. (4.26) we represent (M1(ξ
(0)(q¯))ψ
(0)
q¯,1(·))(Q)
as (see Eq. (2.15)):
(M1(ξ
(0)(q¯))ψ
(0)
q¯,1(·))(Q) =
∑
q∈Q
µ
(0)
1 (ξ
(0)(q¯);Q \ q; q; ∅)ψ(0)q¯,1(q)
+
∫
µ
(1)
1 (ξ
(0)(q¯);Q; ∅; k)ψ(0)q¯,1(k)dk.
(4.30)
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Now, it is easy to see that the only ontribution of this expression to the third term
of (4.26) omes from the sum over q and equals∫
Rd
dq
∫
C>1
dQ(µ
(0)
0 (ξ
(0)(q¯)− ω(q);Q; ∅; ∅)f0, µ(0)0 (ξ(0)(q¯′)− ω(q);Q; ∅; ∅)f0)C2
×[δ(q − q¯) + iπA0(ξ(0)(q¯); q, q¯)δ(ξ(0)(q)− ξ(0)(q¯))]
×[δ(q − q¯′) + iπA0(ξ(0)(q¯′); q, q¯′)δ(ξ(0)(q)− ξ(0)(q¯))]
=
∫
dQ
(
µ
(0)
0 (e0;Q; ∅; ∅)f0, µ(0)0 (e0;Q; ∅; ∅)f0
)
C2
×{δ(q¯ − q¯′) +
[
iπ(A0(ξ
(0)(q¯); q¯′, q¯)−A0(ξ(0)(q¯′); q¯, q¯′))
+π2
∫
{ξ(0)(q)=ξ(0)(q¯)}
dqA0(ξ
(0)(q¯); q, q¯)A0(ξ
(0)(q¯′); q, q¯′)
]
δ(ξ(0)(q¯)− ξ(0)(q¯′))
}
(4.31)
In the equality above we used Eq. (2.20). Let us remark that the vetor
F0(Q) =
{
f0, Q = ∅
µ
(0)
0 (e0, Q, ∅, ∅)f0, |Q| > 0
is nothing but the eigenvetor (found above) of H orresponding to e0. Hene,∫
dQ
(
µ
(0)
0 (e0;Q; ∅; ∅)f0, µ(0)0 (e0;Q; ∅; ∅)f0
)
C2
= ‖F0‖2 − ‖f0‖2 = ‖F0‖2 − 1 = R = O(α2).
Colleting the expressions above, we obtain that Q0,0(q¯, q¯′) equals
Q0,0(q¯, q¯′) = ‖F0‖2 [δ(q¯ − q¯′)
+
{
iπ(A0(ξ
(0)(q¯); q¯′, q¯)−A0(ξ(0)(q¯′); q¯, q¯′))
+π2
∫
{ξ(0)(q)=ξ(0)(q¯)}
dqA0(ξ
(0)(q¯); q, q¯)A0(ξ(0)(q¯′); q, q¯′)
}
×δ(ξ(0)(q¯′)− ξ(0)(q¯))]
• i = i′ = 1. A similar alulation gives
Q1,1(q¯, q¯′) = ‖F1‖2 [δ(q¯ − q¯′)
+
{
iπ(A1(ξ
(1)(q¯); q¯′, q¯)−A1(ξ(1)(q¯′); q¯, q¯′))
+π2
∫
{ξ(1)(q)=ξ(1)(q¯)}
dqA1(ξ
(1)(q¯); q, q¯)A1(ξ(1)(q¯′); q, q¯′)
}
×δ(ξ(1)(q¯′)− ξ(1)(q¯))] ,
where F0 and F1 are the eigenvetors of H onstruted above, orresponding to the
eigenvalues e0 and e1, respetively.
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• i 6= i′. Finally,
Q0,1(q¯, q¯′) = Q1,0(q¯′, q¯) = 0, (4.32)
as these funtions have as fators (F0, F1)H = 0.
We have thus proved:
Lemma 4.3 The subspaes H(1) and H(2) are orthogonal. The salar produt in eah of
them has the form
(F
(i)
ϕ1 , F
(i)
ϕ2 )H(i) = ‖Fi‖2
λ00,2−η∫
κ+ei
dx
[∫
χ
(i)
x
ϕ1(q)ϕ2(q)dν
(i)
x (q)
+
∫
χ
(i)
x
∫
χ
(i)
x
M
(i)
x (q, q′)ϕ1(q)ϕ2(q′)dν
(i)
x (q)dν
(i)
x (q′)
]
, i = 0, 1.
(4.33)
Here, χ
(i)
x is the level surfae of the funtion ξ(i)(·):
χ(i)x = {q : ξ(i)(q) = x}, x ∈ [x+ e1, λ00,2 − η),
endowed with the Gelfand-Leray measure dν
(i)
x generated by the funtion ξ(i)(·), andM (i)x (q¯, q¯′)
denotes the restrition to χ
(i)
x × χ(i)x of the funtion
M (i)(q¯, q¯′) = iπ(Ai(ξ
(i)(q¯); q¯′, q¯)−Ai(ξ(i)(q¯′); q¯, q¯′))
+ π2
∫
{ξ(i)(q)=ξ(i)(q¯)}
dqAi(ξ
(i)(q¯); q, q¯)Ai(ξ(i)(q¯′); q, q¯′).
(4.34)
Our estimates imply that the operatorsM (i), i = 0, 1 given by the kernelsM (i)(q¯, q¯′), i =
0, 1 are bounded in H(i), i = 0, 1, respetively, and their norms are ≤ 1 for small α. This,
and the formulas (4.32), (4.33), imply, in partiular, that
C0‖ϕ‖L2(G(i)η ) < ‖F
(i)
ϕ ‖H(i) < C1‖ϕ‖L2(G(i)η )
for ertain onstants 0 < C0 < C1, therefore the appliations ϕ 7→ F (i)ϕ : C(i) → H(i)
are ontinuous with respet to the L2(G
(i)
η )-norm, and, as suh, they extend to one-to-
one appliations : L2(G
(i)
η ) → H(i), ϕ 7→ F (i)ϕ , ϕ ∈ L2(G(i)η ). Thereby, the ation of the
operator H on a vetor F
(i)
ϕ ∈ H(i) is given by the formula
HF (i)ϕ = F
(i)
ξ(i)ϕ
, (4.35)
where (ξ(i)ϕ)(q) = ξ(i)(q)ϕ(q), q ∈ G(i)η .
As seen from Eq. (4.33), eah of the spaes H(i) an be represented as a diret integral
of spaes
H(i) =
L∫
[ei+κ,λ00,2−η]
G(i)x dx, where G(i)x = L2(χ(i)x , dν(i)x ),
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whereby the spaes G(i)x are "eigenspaes" of H(i) = H|H(i), i.e.
H(i) =
L∫
[ei+κ,λ00,2−η]
xI(i)x dx,
where I
(i)
x is the unit operator in G(i)x .
Lemma 4.4 For eah i = 0, 1 there exists a bounded operator B(i) ating in H(i) and
ommuting with H(i), suh that(
F
(i)
B(i)ϕ1
, F
(i)
B(i)ϕ2
)
= (ϕ1, ϕ2)L2(G(i)η ) , ϕ1, ϕ2 ∈ L2(G
(i)
η ) (4.36)
Proof. The salar produt (4.33) indues in G(i)x a sesquilinear form:
〈ϕ1, ϕ2〉G(i)x = ‖F
(i)‖2((I(i)x +M (i)x )ϕ1, ϕ2)G(i)x ,
where (ϕ1, ϕ2)G(i)x is the salar produt in G
(i)
x and M
(i)
x is the selfadjoint operator in G(i)x
dened by the kernel M
(i)
x (q¯, q¯′). Our estimates show that ‖M (i)x ‖ < 1 for α small, hene
that the bounded operator B
(i)
x = (I
(i)
x +M
(i)
x )−1/2 exists. Obviously,
〈B(i)x ϕ1, B(i)x ϕ2〉G(i)x = (ϕ1, ϕ2)G(i)x .
Therefore, the operator B(i) =
L∫
[ei+κ,λ00,2−η]
B
(i)
x dx, whih ommutes with H(i), satises the
ondition (4.36) as well. The lemma is proved. 
The Lemma 4.4 shows that the appliation ϕ 7→ Fˆϕ : L2(G(i)η ) → H(i), where Fˆϕ =
FB(i)ϕ, ϕ ∈ L2(G(i)η ), is unitary. Thereby, as B(i) ommutes with H(i), the relation (4.35)
still holds:
HFˆ (i)ϕ = Fˆ
(i)
ξ(i)ϕ
.
5 Conlusion
In onlusion we would like to notie that observations made in Setions 3 and 4 an be
resumed as the following statement:
Theorem 5.1 Under the assumptions made onerning the parameters of the model (1.1),
and for α suiently small, for the operator H one has:
(i) One (or two) eigenvetors F
(i)
0 with the eigenvalues ei, respetively, below its ontinu-
ous spetrum (i = 0, or i = 0, 1).
(ii) For any η, one, or two (depending on the number of eigenvetors F
(i)
0 ), invariant
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subspaes H(i), and one, or two, bounded domains G(i)η ⊂ Rd, suh that the restrition of
H to H(i)is unitarily equivalent to the operator of multipliation by the funtion
ξ(i)(q) = ei + ω(q), q ∈ G(i)η
ating in L2(G
(i)
η ).
This theorem summarizes our main result about the struture of the spetrum of a two-
level quantum system weakly oupled to a boson eld (spin-boson model) announed in
the Setion 1.
In onlusion we would like to note that (in spite of the tehnial diulties) we believe
that our method allows some generalizations and improvements to be able :
(i) to onstrut in a similar way the multi-boson branhes; f. [6℄, where it is niely done
in a dierent way (a limited spae of the present paper does not allow us to enter into
details of [6℄ and we reommend it for the reader as an important referene);
(ii) to prove the ompleteness, whih redues to the proof that the Hilbert spae H =
C2 ⊗Fs in imbedded by a nulear operator into the spae ˜˜B′, see Remark 2.5 and (2.26).
A projet onerning these two points is now in progress.
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6 Appendix
Proof of Proposition 3.1 :
Let K1 be a spae of smooth funtions: f(q, k) ∈M2 for q, k ∈ Rd, suh that
‖(∂ε1q ∂ε2k f)(q, k)‖ ≤ C h(q)h(k) , ε1,2 = 0, 1 . (6.1)
Here ∂εq := (∂
ε
q1 , . . . , ∂
ε
qd
) and ‖·‖ is equal to the sum of the matrix-norms of {∂ε1qi ∂ε2qj f}di,j=1,ε1,ε2.
We dene the norm in K1 by
‖f‖K1 := inf C , (6.2)
over C verifying (6.1).
Reall that the kernels {Dˆ1,1(z; q; ∅; k)}z belong to the family of K1-valued funtions
Dz(q, k) dened in the semi-plane
D1,η = {z ∈ C : Re z < λ00,2 − η = 2κ− ε− η} , (6.3)
see (2.12), with the ut along the interval (see Proposition 3.1):
I = (κ+ e0, 2κ− ε− η) . (6.4)
We assume that:
(1) The family {Dz(q, k)}z is K1-analyti in D1,η\I.
(2) It is also K1-ontinuous and bounded: ‖Dz‖K1 < L1, in the losure D1,η\I.
(3) limz→0 ‖Dz‖K1 = 0 .
(4) For x ∈ I the limit values D±x (q, k) := limz→±xDz(q, k) verify the Hölder ondition:
|D±x1(·, ·)−D±x2(·, ·)| < C1 |x1 − x2|1/2 , (6.5)
for onstant C1 and exponent 1/2.
By (3.6) the kernel of the inverse operator B(z)−1 has the form:
[B(z)−1](q, k) = [εσ3 − (z − ω(q))−m(z − ω(q))]−1 (6.6)
× {δ(q, k) +K(z; q, k)[εσ3 − (z − ω(k))−m(z − ω(k))]−1} ,
where (formally) we put:
K(z; q, k) =
∞∑
n=1
K(n)(z; q, k) (6.7)
with K(n=1)(z; q, k) := Dz(q, k) and the other terms are dened by reursions
K(n+1)(z; q, k) :=
∫
Rd
K(n)(z; q, q′)[εσ3 − (z − ω(q′))−m(z − ω(q′))]−1K(1)(z; q′, k) dq′ ,
(6.8)
for n+ 1 ≥ 2.
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Let for a given n the kernel K(n)(z; q, q′) veries the same onditions (1)-(4) as the
funtionDz(q, k), we denote them (1)(n)−(4)(n) with the evident substitutions of the orre-
sponding onstants by Ln and Cn. Now we have to prove that the funtion K
(n+1)(z; q, q′)
satises onditions (1)(n+1) − (4)(n+1) with onstants that verify the estimates:
Ln+1 < θ Ln and Cn+1 < θ Cn , (6.9)
for some 0 < θ < 1. Notie that (6.9) implies (a uniform in the losureD1,η\I) onvergene
of (6.7) in the K1-norm, i.e. the the kernel K(z; q, q′) veries the onditions (1)-(4) for
some L∞ and C∞.
To this end we rst use the representation:
[εσ3−(z−ω(q′))−m(z−ω(q′))]−1 = A0
e0 − z − ω(q′)+
A1
e1 − z − ω(q′)+ϕ(z−ω(q
′)) . (6.10)
Here A0 and A1 are two residues of the matrix-valued rational omplex funtion Φ(ζ) :=
[εσ3−ζ−m(ζ)]−1 at poles e0 and e1 respetively, see (3.2), and ϕ : C 7→ M2 is an analyti
funtion bounded in domain {ζ ∈ C : Re ζ < λ00,1 − η = κ− ε− η}. Then (6.8) yields:
K(n+1)(z; q, k) = K(n+1),0(z; q, k) +K(n+1),1(z; q, k) + K̂(n+1)(z; q, k) , (6.11)
where (j = 0, 1)
K(n+1),j(z; q, k) :=
∫
Rd
K(n)(z; q, q′)
Aj
ej − z − ω(q′) K
(1)(z; q′, k) dq′ , (6.12)
K̂(n+1)(z; q, k) :=
∫
Rd
K(n)(z; q, q′) ϕ(z − ω(q′)) K(1)(z; q′, k) dq′ . (6.13)
The reursions (6.12) and (6.13) imply K1-analytiity of terms (6.11) in domain D1,η\I
and the estimates:
max{‖∂zK(n+1),j(z; q, k)‖K1; ‖K(n+1),j(z; q, k)‖K1} < Const×
max{‖∂zK(n),j(z; q, k)‖K1; ‖K(n),j(z; q, k)‖K1}max{‖∂zK(1),j(z; q, k)‖K1; ‖K(1),j(z; q, k)‖K1} ×{
1
(dist(z, I))2
+
1
dist(z, I)
}
,
where dist(z, I) is the distane between z and the ut I. Similarly one also obtains:
max{‖∂zK̂(n+1)(z; q, k)‖K1; ‖K̂(n+1)(z; q, k)‖K1} < Const×
max{‖∂zK̂(n)(z; q, k)‖K1; ‖K̂(n)(z; q, k)‖K1}max{‖∂zK̂(1)(z; q, k)‖K1; ‖K̂(1)(z; q, k)‖K1} ×
sup
ζ∈(D1,η\I)
|ϕ(ζ)| .
Moreover, for any n the funtion K̂(n)(z; q, k) is K1-ontinuous on the losure D1,η\I and
one gets for the limit values on the ut:
K̂(n+1),±(x; q, k) := lim
z→±x
K̂(n+1)(z; q, k) = (6.14)∫
Rd
K(n),±(x; q, q′) ϕ(x− ω(q′)) K(1),±(x; q′, k) dq′ .
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Then estimate (6.5), ondition (4)(n) , and (6.14) yield
‖K̂(n+1),±(x1; ·, ·)− K̂(n+1),±(x2; ·, ·)‖K1 < Rn+1 |x1 − x2|1/2 , (6.15)
where
Rn+1 = Const max{Cn, sup
x∈I
‖K(n),±(x; ·, ·)‖K1} ×
max{C1, sup
x∈I
‖K(1),±(x; ·, ·)‖K1} max
ζ∈(D1,η\I)
|ϕ(ζ)| .
By virtue of (6.14) one also gets that limz→∞ ‖K̂(n+1)(z; ·, ·)‖ = 0. Therefore, the family
{K̂(n+1)(z; ·, ·)}z veries the onditions (1)(n+1) − (4)(n+1).
Now we have to hek the same properties for the kernel K(n+1)(z; ·, ·). To this end
we introdue
B(z; q, k|y > κ) :=
∫
Γy:={q′:ω(q′)=y}
K(n)(z; q, q′) K(1)(z; q′, q) dνy(q
′) , (6.16)
with integration over the Gelfand-Leray measure νy(·) on the surfae Γy, see [3℄. Notie
that by (6.16) one gets:
|B(z; q, k|y)| < ‖K(n)(z; ·, ·)‖K1‖K(1)(z; ·, ·)‖K1 h(q)h(k)
∫
Γy
h(q′)2 dνy(q
′) . (6.17)
Thus, B ∈ K1 for any z ∈ D1,η\I and y > κ with the norm-estimate:
‖B(z; ·, ·|y)‖K1 < ‖K(n)(z; ·, ·)‖K1‖K(1)(z; ·, ·)‖K1
∫
Γy
h(q′)2 dνy(q
′) , (6.18)
and ∫ ∞
0
‖B(z; ·, ·|y)‖K1 dy < ‖K(n)(z; ·, ·)‖K1‖K(1)(z; ·, ·)‖K1
∫
Rd
h(q′)2 dq′ . (6.19)
Now we an prove the following estimates of y-derivative of B:
‖∂yB(z; ·, ·|y)‖K1 < C(y)‖K(n)(z; ·, ·)‖K1‖K(1)(z; ·, ·)‖K1 (6.20)
where the asymptoti of the funtion C(y) for y ց κ is
C(y) = (y − κ)(d/2−2) +O((y − κ)(d/2−2)−ǫ) , ǫ > 0 , (6.21)
whereas out of this κ-viinity the funtion C(y) is bounded.
Lemma 6.1 Let f(q) be a smooth funtion on Rd. Let us dene the funtion
I(y) :=
∫
Γy
f(q) dνy(q) . (6.22)
Then we have
|∂yI(y)| < d2
∫
Γy
{ |(∇f)(q)|
|(∇ω)(q)| + |f(q)|
|(∆ω)(q)|
|(∇ω)(q)|2
}
dνy(q) . (6.23)
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Proof. Notie that using dierential forms [9℄ one an rewrite (6.22) as
I(y) :=
∫
Γy
Ω0(f) , (6.24)
where Ω0(f) = f Ω˜ and Ω˜ is a speial (Gelfand-Leray form), whih has the following loal
oordinate representation:
Ω˜ =
1
∂ω/∂q1
dq2 . . . dqd . (6.25)
Without lost of generality we an suppose that ∂ω/∂q1 6= O and |∂ω/∂q1| ≥ |∂ω/∂qj | , j =
2, . . . , d. By (6.24) and (6.25) one gets [9℄:
∂yI(y) =
∫
Γy
Ω1(f) , Ω1(f) =
{
∂q1f
1
∂ω/∂q1
+ f ∂q1
1
∂ω/∂q1
}
Ω˜ . (6.26)
Sine the onvexity of ω implies d|∂ω/∂q1| ≥ |∇ω| and |∂2ω/∂q21| < |∆ω|, we obtain the
estimate (6.23). 
Corollary 6.2 The estimate (6.23) implies (6.20) with
C(y) = d2
∫
Γy
{
2h(q)2
|(∇ω)(q)| + h(q)
2 |(∆ω)(q)|
|(∇ω)(q)|2
}
dνy(q) = (6.27)
= d2 ∂y
∫
{κ<ω(q)<y}
h(q)2
{
2
|(∇ω)(q)| +
|(∆ω)(q)|
|(∇ω)(q)|2
}
dq .
Moreover, sine for y ց κ one gets in domain of integration: |(∇ω)(q)| ∼ √y − κ and
dq ∼ |y − κ|d/2−1dy, the right-hand side of the last identity in (6.27) has asymptotis
(y − κ)(d/2−2) that proves (6.21). On the other hand, for y > κ + ǫ, ǫ ≥ ǫ0 > 0 the same
expression is bounded.
By virtue of (6.20) and (6.21) we get for d = 3 the B(z; ·, ·|y) veries the Hölder
ondition with exponent 1/2:
‖B(z; ·, ·|y1)− B(z; ·, ·|y2)‖K1 < Ĉ3 |y1 − y2|1/2 , (6.28)
whereas for d > 3 we obtain:
‖B(z; ·, ·|y1)−B(z; ·, ·|y2)‖K1 < Ĉ>3 |y1 − y2| . (6.29)
Finally, B(z; ·, ·|y) is ontinuous in the losure D1,η\I, as a funtion of z, and by (6.16)
we have for it on the ut I the values:
B±(x; q, k|y) :=
∫
Γy
K(n),±(x; q, q′) K(1),±(x; q′, q) dνy(q
′) , (6.30)
whih satisfy the above estimates (6.18)-(6.20) and (6.28) or (6.29), for z = x.
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Moreover, we nd behaviour of (6.30) as a funtion of x:
‖B(x1; ·, ·|y)− B(x2; ·, ·|y)‖K1 < C˜d |x1 − x2|γd , (6.31)
where C˜d = Ln C1 + L1Cn (see (6.9)) and γd=3 = 1/2, γd>3 = 1 .
Summarizing we onlude that for j = 0 we obtain the orresponding representation
of the kernel (6.12) in the form:
K(n+1),0(z; q, k) =
∫ ∞
κ
B(z; q, k|y)
e0 + y − z dy . (6.32)
Now to establish desired properties, (1)(n+1) − (4)(n+1), of this kernel on the basis of the
B(z; q, k|y) properties, we onsider a more general integral:
K˜(n+1),0(z1, z2; q, k) =
∫ ∞
κ
B(z1; q, k|y)
e0 + y − z2 dy . (6.33)
Lemma 6.3 (Privalov's lemma for vetor-valued funtions)
Let {f(z, y)}z,y ⊂ B for z ∈ D0 \ I with a ut I and y ∈ (κ,∞) be family of vetor-valued
funtions in a Banah spae B. Assume that they verify the following onditions:
(a) f(z, y) is B-analyti in D0 \ I and B-ontinuous on the losure D0 \ I for any xed
y ∈ (κ,∞).
(b) The limit values f±(x, y) on the ut I verify the Hölder ondition:
‖f±(x1, y)− f±(x2, y)‖B < C1|x1 − x2|1/2 , x1,2 ∈ I . (6.34)
() For any z ∈ D0 \ I one has
‖f(z, y1)− f(z, y2)‖B < C2|y1 − y2|1/2 , y1,2 ∈ (κ,∞) . (6.35)
(d) For any z ∈ D0 \ I the integral∫ ∞
κ
‖f(z, y)‖B dy < R . (6.36)
(f) Uniform boundedness and limits at innity:
sup
{z∈D0\I,y∈(κ,∞)}
‖f(z, y)‖B < M and lim
z→∞
‖f(z, y)‖B = lim
y→∞
‖f(z, y)‖B = 0 . (6.37)
Let us dene the (Bohner) integral
F (z1, z2) :=
∫ ∞
κ
f(z1, y)
e0 + y − z2 dy , (6.38)
where e0 is dened by the ut I (6.4). Then the funtion (6.38) has the following proper-
ties:
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(1) It is analyti in D := {D0 \ I} × {D0 \ I} in two variables z1, z2 . (2) It is uniformly
bounded and ontinuous in the losure D:
‖F (z1, z2)‖B < A1M .
(3) The limit values F±(x1, x2) on the ut I satisfy the Hölder onditions:
‖F±(x1 + δ1, x2 + δ2)− F±(x1, x2)‖B < Ĉ(|δ1|1/2 + |δ2|1/2) ,
where
F±(x1, x2) := lim
ε1,2→+0
F (x1 ± iε1, x2 ± iε2) ,
and Ĉ = A2(C1 + C2) .
Proof. Follows through verbatim of the standard demonstration for omplex-valued fun-
tions, see e.g. [16℄. 
Applying Lemma 6.3 to our ase of B = K1 shows that limit values K˜(n+1),0,±(x1, x2; q, k)
of integral (6.33) verify the Hölder ondition for variables x1, x2. Sine
K(n+1),0(z; q, k) = K˜(n+1),0,±(z, z; q, k) ,
we obtain that the funtionK(n+1),0,±(x; q, k) also veries the Hölder ondition for the vari-
able x. Moreover, from the estimates that ontain the fatormax{z∈D1,η\I} ‖K(1)(z; ·, ·)‖K1 =
α yield:
‖K(n+1),0(z; ·, ·)‖K1 < const α‖K(n)(z; ·, ·)‖K1
and
‖K(n+1),0,±(x1; ·, ·)−K(n+1),0,±(x2; ·, ·)‖K1 < const α Cn ,
see (6.9).
Similarly one heks these estimates for the family {K(n+1),1(z; ·, ·)}z. Therefore, the
whole family {K(n+1)(z; ·, ·)}z veries the reurrent estimates (6.9), that nishes the proof
of Proposition 3.1. 
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Figures Captions
• Figure 1a: The graph of the l.h.s. of (3.3) : ase of two roots
• Figure 1b: The graph of the l.h.s. of (3.3) : ase of one root
• Figure 2: The graph of the l.h.s. of (4.3)
• Figure 3: Solving Eq. (4.20)
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