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Abstract
Let (X,ρ) be a Polish space endowed with a probability measure μ. Assume that we can do Malliavin
Calculus on (X,μ). Let d :X × X → [0,+∞] be a pseudo-distance. Consider QtF(x) = infy∈X{F(y) +
d2(x, y)/2t}. We shall prove that QtF satisfies the Hamilton–Jacobi inequality under suitable conditions.
This result will be applied to establish transportation cost inequalities on path groups and loop groups in
the spirit of Bobkov, Gentil and Ledoux.
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Let M be a complete Riemannian manifold and μ = eV dx be a probability measure on M ,
having a density with respect to the Riemannian measure dx. Consider the Dirichlet form E
on L2(M,μ): E(f,f ) = ∫
M
|∇f |2 dμ, where ∇f denotes the gradient of f . In [27], Otto and
Villani proved that the logarithmic Sobolev inequality
∫
M
f 2 log
(
f 2
‖f ‖2
L2
)
dμ 2C
∫
M
|∇f |2 dμ, f ∈ C1c (M), (0.1)
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W 22 (fμ,μ) C
∫
M
f logf dμ, f  0,
∫
M
f dμ = 1 (0.2)
where W2 denotes the Wasserstein distance between fμ and μ:
W 22 (fμ,μ) = inf
π∈C(fμ,μ)
∫
M×M
1
2
d2(x, y)π(dx, dy), (0.3)
the infinimum being taken over the set C(fμ,μ) of probability measures on M × M with
marginal laws fμ and μ. The distance d in (0.3) is the Riemannian distance on M , which
is identical to the intrinsic distance associated to the Dirichlet form E . So a natural question
arises: in which general setting, the implication (0.1) to (0.2) is still valid? Such problem was
discussed by F. Hirsch in [22], but for Wasserstein distance W1 defined by replacing d2 by d
in (0.3). For the approach [27], the main ingredient is the construction of coupling measure
π(dx, dy) = μt(dx)δφs(x)(dy) between μt := (Ptf )μ and μt+s , where φs :M → M resolves
the differential equation
d
ds
φs(x) = −(∇ logPt+sf )
(
φs(x)
)
, φ0(x) = x, t > 0, (0.4)
and Pt is the semi-group associated to E . Such approach seems difficult to be generalized to
infinite dimensional spaces.
In [3], an alternative approach was given by establishing the hypercontractivity of Hamilton–
Jacobi semi-group
(Qtf )(x) = inf
y∈M
{
f (y)+ 1
2t
d2(x, y)
}
. (0.5)
We refer to Ledoux [23] for a survey on various related topics. In infinite dimensional situa-
tion, a significative progress has been accomplished by Feyel and Üstünel [17], where the Monge
transport and Talagrand inequality were studied on the Wiener space (X,H,μ), the distance d in
(0.3) being replaced by Cameron–Martin distance dH . In contrast with finite dimensional cases,
dH :X × X → [0,+∞] is lower semi-continuous and a function f satisfying the dH Lipschitz
condition |f (x)−f (y)|CdH (x, y) is not necessarily measurable on X. Since dH (x, y) = +∞
almost surely with respect to the product measure μ ⊗ μ, the transportation cost inequality is
more striking in this infinite dimensional setting.
Let G be a compact connected Lie group of Lie algebra G endowed with an AdG invariant
metric 〈 , 〉G . Consider the group Pe(G) = {ξ : [0,1] → G continuous; ξ(0) = e} where e ∈ G is
the unit element. The Cameron–Martin distance dP on Pe(G) is defined as
dP (ξ1, ξ2) =
√√√√√
1∫
0
∣∣∣∣v(t)−1 ddt v(t)
∣∣∣∣
2
G
dt, (0.6)
if v = ξ−11 ξ2 is absolutely continuous; d(ξ1, ξ2) = +∞ otherwise. Developing the method of
Girsanov theorem (see [5,17]), a transportation cost inequality with respect to dP was proved
in [14], and in the context of the loop group Le(G) = { ∈ Pe(G); (1) = e}, a transportation
cost inequality was obtained for the uniform distance. In the note [15], the Riemannian distance
on Le(G) was considered and a transportation cost inequality was stated.
722 J. Shao / Bull. Sci. math. 130 (2006) 720–738The main purpose of this paper is to show how far we could go with Hamilton–Jacobi
semi-groups. As examples of applications, we shall treat two important cases: loop groups and
Riemannian path spaces. The organization of the paper is as follows. In Section 1, we shall in-
troduce the notion of the compatibility between a pseudo-distance and a quasi-invariant flow of
measurable transformations: a type of Rademacher theorem will be established; if the pseudo-
distance satisfies the property of length, then the associated Hamilton–Jacobi semi-group can be
defined and will be proved to satisfy the Hamilton–Jacobi upper inequality: it sufficient for prov-
ing that the logarithmic Sobolev inequality implies that the transportation cost inequality holds
using the method of [3]. In Section 2, we shall treat the example of the path space over a Lie
group G, two cases will be distinguished: the metric 〈 , 〉G on the Lie algebra is AdG-invariant
or not. In Section 3, we shall discuss the Riemannian distance dL on the loop group Le(G),
introduced in [16], and we will prove that dL satisfies all conditions needed in Section 1. This
distance dL was proved in [15] to be identical to one introduced already by Hino and Ramirez
in [21]. In Section 4, we will deal with the example of Riemannian path spaces. The situation is
quite different here, since the Itô parallel transport is defined almost surely.
1. Hamilton–Jacobi semi-groups on Polish spaces
Let X be a Polish space with a given probability measure μ. Suppose that we can do Malliavin
Calculus on (X,μ). More precisely,
Definition 1.1. We say that μ has a differential structure if there exists a separable Hilbert space
(H, | · |H ) such that to each h ∈ H associates a flow (Φht )t∈R of quasi-invariant transformations
on X such that Φh0 = Identity and satisfying the properties: (i) the density Kht = d(Φht )∗μ/dμ is
in all Lp(μ), (ii) δ(h) = {dKht /dt}t=0 holds in all Lp and (iii) ‖δ(h)‖L2  C|h|H .
Example 1.2. Let G be a compact Lie group and its Lie algebra G is equipped with an AdG
invariant metric. Consider the loop group Le(G) and
H0(G) =
{
h : [0,1] → G; h(0) = h(1) = 0, |h|2H0 =
1∫
0
∣∣∣∣ dds h(s)
∣∣∣∣
2
G
ds < +∞
}
. (1.1)
Let μ be the pinned Wiener measure on Le(G). To each h ∈ H0(G), we consider the flow (Φht )t∈R
defined by Φht () =  · eth. It was proved in [25] that all properties in Definition 1.1 hold.
Example 1.3. Let M be a compact connected Riemannian manifold. Fix a point m0 ∈ M . Con-
sider the space of paths
Pm0(M) =
{
γ : [0,1] → M continuous; γ (0) = m0
}
.
Let μ be the Wiener measure on Pm0(M) and
H =
{
h : [0,1] → Tm0M; h(0) = 0, |h|2H =
1∫
0
∣∣h˙(t)∣∣2
Tm0M
dt < +∞
}
(1.2)
where TmM denotes the tangent space of M at the point m. It has been proved by B. Driver [6]
(see also [11,19]) that to each h ∈ H , there is a quasi-invariant flow (Φht )t∈R on Pm0(M) satis-
fying all properties in Definition 1.1.
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Definition 1.4. Let F ∈ L2(X,μ). We say that F is in the space D21(μ) if there is ∇F ∈ L2(X,H)
such that for each h ∈ H , 〈∇F,h〉H = DhF where DhF = {dF(Φht )/dt}t=0 holds in L2−.
Consider now a pseudo-distance d on X, that is a function d :X × X → [0,+∞] , which is
symmetric, vanishes only on the diagonal and satisfies the triangle inequality. For example, the
Cameron–Martin distance dH is a pseudo-distance on the Wiener space, dP is a pseudo-distance
on Pe(G). An everywhere defined function F :X → R is said to be d-Lipschitzian if |F(x) −
F(y)| Cd(x, y) for all x, y ∈ X. The smallest constant C is denoted by ‖F‖Lip. Remark that
a d-Lipschitzian function is not necessarily measurable. The following result generalizes the
Rademacher theorem on the Wiener space [10].
Theorem 1.5. Let d be a pseudo-distance on X. Assume that it is compatible with the flows Φht
in the sense that
d
(
Φht (x),Φ
h
s (x)
)
 |t − s||h|H , x ∈ X, h ∈ H. (1.3)
If there exists an algebra A ⊂ L∞(X) ∩ D21(μ), which is dense in all Lp(X,μ), then any
bounded measurable d-Lipschitzian function F is in D21(μ).
Proof. Let ψ : [0,1] → R be defined by ψ(s) = F(Φhs (x)) for x fixed. We have∣∣F (Φht (x))− F (Φhs (x))∣∣Cd(Φht (x),Φhs (x)) C|t − s||h|H .
By Rademacher’s theorem on R, ψ is almost everywhere derivable on [0,1], and its derivative
is bounded by C|h|H . Let
Λh =
{
(x, s), lim
ε→0
F(Φhs+ε(x))− F(Φhs (x))
ε
exists
}
.
For all x, 1Λh(x, s) = 1, almost everywhere on [0,1], so (μ ⊗ λ)(Λh) = 1, where λ is the
Lebesgue measure. Using the property of flows, 1Λh(x, s) = 1Λh(Φhs (x),0). Then
1 =
1∫
0
[∫
X
1Λh
(
Φhs (x),0
)
dμ(x)
]
ds =
1∫
0
∫
X
1Λh(x,0)Khs (x) dμ(x)ds.
It follows that 1Λh(x,0) = 1 almost surely. This means that for almost surely x given, the
limit
(DhF)(x) = lim
ε→0
F(Φhε (x))− F(x)
ε
exists. By the dominated convergence theorem, DhF exists also in L2−. We have |DhF | 
C|h|H . According to the condition (ii) in Definition 1.1, for any ψ ∈A,∫
DhFψ dμ =
{
d
dε
∫
F(x)ψ
(
Φh−ε(x)
)
Khε (x) dμ
}
ε=0
=
∫
FD∗hψ dμ, (1.4)
X X X
724 J. Shao / Bull. Sci. math. 130 (2006) 720–738where D∗hψ = −〈∇ψ,h〉H + ψδ(h). According to the condition (iii) in Definition 1.1, there
exists a constant Cψ such that ‖D∗hψ‖L2  Cψ |h|H . Let {hn,n  1} be an orthonormal basis
of H . Consider
B =
{ ∞∑
n=1
anhn; an ∈ Q vanishes except a finite number
}
.
Then B is countable and dense in H . Using the linear property of h → D∗hψ and (1.4), there
exists Ω0 ⊂ X with μ(Ω0) = 1 on which DhF =∑∞n=1 anDhnF for h =∑∞n=1 anhn ∈ B. Since|h|H = (∑∞n=1 a2n)1/2 and |DhF | C|h|H , we get (∑∞n=1(DhnF )2)1/2  C. Let
(∇F)(x) =
∞∑
n=1
(DhnF )(x)hn.
Then ∇F ∈ L2(X,H), and for all h ∈ B, x ∈ Ω0, DhF(x) = 〈∇F(x),h〉H . For h ∈ H , there is
a sequence {um} ⊂ B which converges to h in H . Then∫
X
DhFψ dμ =
∫
X
FD∗hψ dμ = limm→∞
∫
FD∗umψ dμ = limm→∞
∫
DumFψ dμ
= lim
m→∞
∫
〈∇F,um〉Hψ dμ =
∫
〈∇F,h〉Hψ dμ.
It follows that DhF = 〈∇F,h〉H . So we get the desired result. 
Definition 1.6. Given a pseudo-distance d on X, for F :X → R, we define
(QtF )(x) = inf
y∈X
{
F(y)+ 1
2t
d2(x, y)
}
. (1.5)
Remark that even if F is a bounded measurable d-Lipschitzian function, it is not automatic
that QtF is measurable. We shall make the following hypothesis:
QtF is measurable for any bounded measurable d-Lipschitzian function F. (1.6)
Definition 1.7. We say that the pseudo-distance d has the property of length if for any
(x1, x2) ∈ X2 such that d(x1, x2) < +∞, for ε > 0, there exists a subset Xε of X such that
(i) for any x3 ∈ Xε , d(x1, x3)+ d(x2, x3) d(x1, x2)+ ε,
(ii) for any 0 < α < 1, then infx3∈Xε |d(x1, x3)− αd(x1, x2)| = 0.
Theorem 1.8. Assume (1.6) and that d has the property of length. Then Qt+s = QtQs and Qt
preserves the class of bounded measurable d-Lipschitz functions on X and
∣∣QtF(x)− F(x)∣∣ ‖F‖2Lip2 t. (1.7)
Proof. If d has the property of length, then for any x1, x2 ∈ X such that d(x1, x2) < ∞, and any
s, t > 0, it holds
inf
{
1
d(x1, x3)
2 + 1d(x2, x3)2
}
= 1 d(x1, x2)2. (1.8)
x3∈X s t s + t
J. Shao / Bull. Sci. math. 130 (2006) 720–738 725In fact, for ε > 0, there exists Xε ⊂ X, such that for any x3 ∈ Xε , we have
1
s
d(x1, x3)
2 + 1
t
d(x2, x3)
2  1
s + t d(x1, x2)
2 + t + s
ts
(
d(x1, x3)− s
s + t d(x1, x2)
)2
+ ε
t
(
ε + 2d(x1, x2)− 2d(x1, x3)
)
.
Hence, according to (ii) of the length property,
inf
x3∈Xε
{
1
s
d(x1, x3)
2 + 1
t
d(x2, x3)
2
}
 1
s + t d(x1, x2)
2 + εC˜
where C˜ is a constant. Letting ε → 0, we prove the inequality that the left-hand side in (1.8)
is dominated by the right-hand side. For another inequality, it is quite routine using the triangle
inequality of distance. By (1.8), we obtain
Qt ◦QsF(x) = inf
x2∈X
{
QsF(x2)+ 12t d(x, x2)
2
}
= inf
x2∈X
inf
x3∈X
{
F(x3)+ 12s d(x2, x3)
2 + 1
2t
d(x, x2)
2
}
= Qt+sF (x).
Let F be a d-Lipschitzian function with C = ‖F‖Lip. Then for any x′ ∈ X,
F(x′)+ 1
2t
d(x, x′)2 − F(x)−Cd(x, x′)+ 1
2t
d(x, x′)2 −C
2t
2
.
It follows that QtF(x)− F(x)−C2t/2. On the other hand, QtF(x) F(x). Therefore∣∣QtF(x)− F(x)∣∣ C2t2 .
Now we shall prove that Qt preserves the class of Lipschitzian functions. Let y ∈ X such that
F(y)+ d(x, y)2/2t QtF(x)+ t . Since F(y) F(x)−Cd(x, y), then
F(x)QtF(x) F(x)−Cd(x, y)+ 12t d(x, y)
2 − t,
from which, we get that d(x, y) (
√
C2 + 2 +C)t . Set C¯ = √C2 + 2 +C. Therefore
QtF(x) = inf
y∈B(x,C¯t)
{
F(y)+ 1
2t
d(x, y)2
}
, (1.9)
where B(x, a) = {y ∈ X: d(x, y) a}. Let x1, x2 ∈ X. For ε > 0, according to (1.9), there exists
x3 ∈ B(x2, C¯t) such that QtF(x2)+ ε  F(x3)+ 12t d(x2, x3)2. Then for any x4 ∈ X,
QtF(x1)−QtF(x2)

[
F(x4)+ 12t d(x1, x4)
2
]
−
[
F(x3)+ 12t d(x2, x3)
2
]
+ ε
Cd(x4, x3)+ 12t
(
d(x1, x4)+ d(x2, x3)
)(
d(x1, x4)− d(x2, x3)
)+ ε
:= A+ ε.
In what follows, we shall use the freedom of x4 to estimate A in several cases.
726 J. Shao / Bull. Sci. math. 130 (2006) 720–738Cases 1: if x3 ∈ B(x1, C¯t), then taking x4 = x3, we see that A C¯d(x1, x2).
Cases 2: if x3 /∈ B(x1, C¯t), x2 ∈ B(x1, C¯t) and d(x2, x3) d(x1, x2), we take x4 = x2. Then
A 2C¯d(x1, x2).
Cases 3: if x3 /∈ B(x1, C¯t), x2 ∈ B(x1, C¯t) and d(x2, x3) > d(x1, x2), we take x4 = x3. Then
d(x1, x4) d(x1, x2)+ d(x2, x3) 2d(x2, x3) and d(x1, x4)− d(x2, x3) d(x1, x2). Therefore
A 32t d(x2, x3)d(x1, x2) 2C¯d(x1, x2).
Cases 4: if x3 /∈ B(x1, C¯t) and x2 /∈ B(x1, C¯t). By length property (i), for any δ > 0,
there exists a subset Xδ of X such that ∀x ∈ Xδ , d(x1, x) + d(x, x2)  d(x1, x2) + δ. Let
α = C¯t/d(x1, x2) < 1. Then by length property (ii), there exists x4 ∈ Xδ such that
d(x1, x4) = αd(x1, x2)+ β(δ) d(x1, x2),
where β(δ) → 0 as δ → 0. We have
d(x3, x4) d(x4, x2)+ d(x2, x3) d(x4, x2)+ C¯t.
Replacing C¯t = αd(x1, x2) = d(x1, x4)− β(δ), we get
d(x3, x4) d(x4, x2)+ d(x1, x4)− β(δ) d(x1, x2)+ δ − β(δ).
So AC(d(x1, x2)+ δ − β(δ))+ 12t (2C¯t + β(δ))d(x1, x2). Let δ → 0, then
A 2C¯d(x1, x2).
Therefore in any case, QtF(x1) − QtF(x2)  2C¯d(x1, x2) + ε. Letting ε → 0, we get
QtF(x1)−QtF(x2) 2C¯d(x1, x2). Changing the role of x1 and x2, we get∣∣QtF(x1)−QtF(x2)∣∣ 2C¯d(x1, x2). (1.10)
So QtF is also a d-Lipschitzian function. The proof is complete now. 
Theorem 1.9. Under the hypothesis in Theorems 1.8 and 1.5, for any bounded measurable
d-Lipschitz function F on X, we have, for any t > 0,
D+t QtF := lim sup
s→0
Qt+sF −QtF
s
−1
2
|∇QtF |2H . (1.11)
Proof. By Theorems 1.8 and 1.5, QtF ∈ D21(μ). Let h ∈ H and Φht be the flow associated to h.
By (1.3), we have d(Φht (x), x) t |h|H for t > 0. Therefore
(QtF )(x) F
(
Φht (x)
)+ 1
2t
d2
(
Φht (x), x
)
 F
(
Φht (x)
)+ t |h|2H
2
.
It follows that
lim sup
t→0
QtF(x)− F(x)
t
 lim
t→0
F(Φht (x))− F(x)
t
+ 1
2
|h|2H =
〈∇F(x),h〉
H
+ 1
2
|h|2H .
Taking the infinimum over h in the right side, we get
lim sup
t→0
QtF(x)− F(x)
t
−1
2
∣∣∇F(x)∣∣2
H
.
Now using the semi-group property, we get (1.11). 
J. Shao / Bull. Sci. math. 130 (2006) 720–738 727Suppose now the pseudo-distance d :X × X → [0,+∞] is lower semi-continuous. Remark
that even in this situation, the hypothesis (1.6) is not automatically satisfied. Let ν1, ν2 be two
Borel probability measures on X. Consider
W 22 (ν1, ν2) = inf
π∈C(ν1,ν2)
∫
X×X
1
2
d2(x, y)π(dx, dy)
where C(ν1, ν2) denotes the totality of probability measures on X ×X, having marginal laws ν1
and ν2. The following Kantorovich dual characterization was proved in [22]:
W 22 (ν1, ν2) = sup
{∫
X
f dν1 −
∫
X
g dν2; f (x)− g(y) 12d(x, y)
2
}
where f and g run in the set of bounded measurable d-Lipschitzian functions. If the hypothesis
(1.6) is fulfilled, then
W 22 (Fμ,μ) = sup
{∫
X
Q1fF dμ−
∫
X
f dμ
}
(1.12)
where f runs in the set of bounded measurable d-Lipschitzian functions. Using (1.12), we have
the following result.
Theorem 1.10. Let d be a pseudo-distance on X, which is lower semi-continuous. Suppose that
the hypothesis in Theorems 1.8 and 1.5 are satisfied. Then the logarithmic Sobolev inequality∫
X
F 2 log
F 2
‖F‖2
L2
dμ C
∫
X
|∇F |2H dμ, F ∈ D21(μ) (1.13)
implies the Talagrand transportation cost inequality
W 22 (Fμ,μ)
C
2
∫
X
F logF dμ, F  0,
∫
X
F dμ = 1. (1.14)
Proof. The idea of the proof comes from [3]. Since we have only here the upper inequality
(1.11), we have to take care of signs in computations. Let f be a measurable d-Lipschitz function,
bounded by a constant M > 0. For any given T > 0, set G(t) = ∫
X
eλ(t)Qtf dμ, t ∈ [0, T ], where
λ(t) = a+ 2
C
t , a > 0 constant. We have |Qtf |M and e−λ(T )M G(t) eλ(T )M for t ∈ [0, T ].
By Theorem 1.8, t → Qtf (x) is a Lipschitzian function, of Lipschitzian constant C˜, which is
independent of x. For any t1, t2 ∈ [0, T ],
|eλ(t1)Qt1f − eλ(t2)Qt2f |
 |eλ(t1)Qt1f − eλ(t2)Qt1f | + |eλ(t2)Qt1f − eλ(t2)Qt2f |
Meλ(T )M 2
C
|t1 − t2| + λ(T )eλ(T )MC˜|t1 − t2|. (1.15)
By mean value theorem, there exists τ ∈]t, t + s[ such that
eλ(t+s)Qt+sf − eλ(t)Qtf = eλ(τ)Qτ f
(
λ(t + s)Qt+sf − λ(t)Qtf )
.
s s
728 J. Shao / Bull. Sci. math. 130 (2006) 720–738Since eλ(τ)Qτ f > 0,
lim sup
s→0
eλ(t+s)Qt+sf − eλ(t)Qtf
s
= eλ(t)Qtf lim sup
s→0
λ(t + s)Qt+sf − λ(t)Qtf
s
= eλ(t)Qtf (λ′(t)Qtf + λ(t)D+t Qtf ). (1.16)
By (1.15), G(t) is a Lipschitzian function on [0, T ]. Therefore there exits a subset Λ ⊂ [0, T ]
with full Lebesgue measure, such that G(t) is differentiable on Λ. Let F(t) = G(t)1/λ(t). For
t ∈ Λ,
λ2F(t)λ(t)−1F ′(t) = −λ′(t)F (t)λ(t) logF(t)λ(t) + λ(t)G′(t). (1.17)
By (1.15), eλ(t+s)Qt+s f −eλ(t)Qt f
s
is bounded. By Theorem 1.9 and (1.16),
G′(t) = lim
s→0
∫
X
eλ(t+s)Qt+sf − eλ(t)Qtf
s
dμ

∫
X
eλ(t)Qtf
(
λ′(t)Qtf − λ(t)2 |∇Qtf |
2
H
)
dμ.
Applying (1.13), we get
Entμ(eλ(t)Qtf )
Cλ(t)2
4
∫
eλ(t)Qtf |∇Qtf |2H dμ
where Entμ(F ) =
∫
F logF dμ− (∫ F dμ) log∫ F dμ. Therefore
λ(t)2F(t)λ(t)−1F ′(t) 2
C
Entμ(eλ(t)Qtf )− λ(t)
2
2
∫
eλ(t)Qtf |∇Qtf |2H dμ 0.
So F ′(t) 0, for t ∈ Λ. Moreover, F(t) is bounded and by (1.17), F ′(t) is also bounded. Then
F ′(t) ∈ L1([0, T ]). So F is a decreasing function on [0, T ]. Since T > 0 is arbitrary, F(t) 
F(0), for all t > 0. That is
‖eQtf ‖
a+ 2
C
t
 ‖ef ‖a. (1.18)
Letting t = 1 and a → 0 in (1.18), we get∫
X
e
2
C
Q1f− 2C
∫
X f dμ dμ 1.
By the variational form of the entropy, we have∫
X
(Q1f )F dμ−
∫
X
f dμ C
2
Entμ(F ).
According to (1.12), we get finally
W 22 (Fμ,μ)
C
2
Entμ(F ). 
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Let G be a compact connected Lie group. Consider the path space over G:
Pe(G) =
{
ξ : [0,1] → G continuous; ξ(0) = e}.
With the uniform distance d∞(ξ1, ξ2) := supt∈[0,1] dG(ξ1(t), ξ2(t)), Pe(G) is a complete topo-
logical group, where dG denotes a left invariant distance on G. Let | · |G be a metric on the Lie
algebra G. Let μ be the Wiener measure on Pe(G) induced by the left Brownian motion, which
is defined by the following Stratonovich stochastic differential equation on G:
dgw(t) = gw(t) ◦ dwt , gw(0) = e
where t → w(t) is a standard G-valued Brownian motion with the given metric | · |G . Define
H =
{
h : [0,1] → G; |h|2H =
1∫
0
∣∣∣∣ ddt h(t)
∣∣∣∣
2
G
dt < +∞
}
. (2.1)
2.1. Cameron–Martin distance
Suppose that | · |G is AdG -invariant. Let h ∈ H . Consider Φht (ξ) = ξeth. Then by Malliavin
and Malliavin [26], Φht : Pe(G) → Pe(G) is a quasi-invariant flow satisfying the hypothesis in
Definition 1.1. Let D21(μ) be the associated Sobolev space. By a result due to S. Aida [1], the
space Cylin(Pe(G)) of cylindrical functions
F(ξ) = f (ξ(s1), . . . , ξ(sN)), 0 < s1 < · · · < sN < 1, f ∈ C∞(GN)
is dense in D21(μ).
Consider the Cameron–Martin distance dP defined by
dP (ξ1, ξ2) =
√√√√√
1∫
0
∣∣∣∣v(t)−1 ddt v(t)
∣∣∣∣
2
G
dt, v = ξ−11 ξ2. (2.2)
It is clear that dP is left invariant: dP (ξ1, ξ2) = dP (e, ξ−11 ξ2), where e denotes the identity
path. We say that ξ is of finite energy, if dP (e, ξ) < +∞. Let
P1e(G) =
{
ξ ∈ Pe(G); dP (e, ξ) < +∞
}
. (2.3)
Then the restriction of dP on P1e(G) is a true distance and the space (P1e(G), dP ) is a Polish
space. Now we shall check all conditions needed in Section 1. First of all, we have, for h ∈ H ,
dP (e, eh) |h|H . (2.4)
In fact, for ε > 0, there is a neighborhood Uε of 0 in G such that supx∈Uε ‖e−x exp′(x)‖ 1 + ε.
Take a subdivision 0 = t0 < t1 < · · · < tN = 1 sufficiently fine such that (ti − ti−1)h(t) ∈ Uε for
all t ∈ [0,1]. We have
dP (e, eh)
N∑
dP (eti−1h, etih)
N∑
(ti − ti−1)(1 + ε)|h|H  (1 + ε)|h|H .
i=1 i=1
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ify (1.6), remark that QtF has the following expression
(QtF )(x) = inf
y∈P1e (G)
{
F(xy)+ 1
2t
dP (e, y)2
}
. (2.5)
If F : Pe(G) → R is a dP -Lipschitzian function, y → F(xy) + 12t dP (e, y)2 is a continuous
function on P1e(G). The measurability of QtF follows from (2.5). Now we show that dP has the
property of length. Let ξ ∈ P1e(G). Define h ∈ H by h˙(t) := ddt h(t) = ddt ξ(t)ξ(t)−1. We have the
relation
dξ(t)ξ(t)−1 = h˙(t) dt, ξ(0) = e. (2.6)
Let 0 s  1. Define hs = sh and ηs associated to hs via (2.6). Then η0 = e and η1 = ξ . By
AdG-invariance, we have dP (e, ηs) = s|h|H . Moreover if v = η−1s η1, then
v−1v˙ = η−11 (1 − s)h˙η1;
therefore dP (ηs, ξ) = (1 − s)|h|H . Obviously dP has the property of length.
Finally by differential equation (2.6), we see that the subset {ξ ∈ Pe(G); dP (e, ξ)  R} is
compact in Pe(G). A fortiori, the distance dP is lower semi-continuous on Pe(G)× Pe(G).
Theorem 2.1. Defining the Wasserstein distance by means of dP , the following transportation
cost inequality holds
W 22 (Fμ,μ)
∫
Pe(G)
F logF dμ, for all F  0,
∫
Pe(G)
F dμ = 1. (2.7)
Proof. It is known that the logarithmic Sobolev inequality∫
Pe(G)
F 2 log
F 2
‖F‖L2
dμ 2
∫
Pe(G)
|∇F |2H dμ, F ∈ D21(μ) (2.8)
holds. Then by Theorem 1.10, we get the result. 
2.2. H -distance
If the metric 〈 , 〉G on G is not AdG-invariant, then dP is not a pseudo-distance on Pe(G).
Moreover the Wiener measure μ is not quasi-invariant (see Malliavin [25]) under the right action
ξ → ξeh. Let ξ ∈ Pe(G) and h ∈ H , consider the differential equation
dv(t) = v(t)Adξ(t)h˙(t) dt, v(0) = e. (2.9)
Define ρhξ = v ·ξ . Then by Gross [18, p. 451], ρh1ρh2ξ = ρh1+h2ξ and if for some ξ ∈ Pe(G),
ρhξ = ξ , then h = 0. Define
dH (ξ1, ξ2) =
{ |h|H if ξ2 = ρhξ1,
+∞ otherwise. (2.10)
Then dH is a pseudo-distance on Pe(G). Moreover, it was proved in [14] that dH is lower
semi-continuous.
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Let’s consider the flow of quasi-invariant transformations Φht defined by
Φht (ξ) = ρthξ.
Then Φht satisfies the conditions in Definition 1.1 (see [14, p. 299]). Let D21(μ) be the associ-
ated Sobolev space. Having these modifications, the logarithmic Sobolev inequality (2.8) holds
(see [18]). Now we shall check the conditions so that Theorem 1.10 can be applied. First of all,
since ρk−hρhξ = ρkξ , by definition (2.10) of dH , we have
dH (ρhξ,ρkξ) = |k − h|H . (2.11)
By (2.11), we see that (1.3) holds and dH has the property of length.
Theorem 2.2. Defining the Wasserstein distance by means of dH , we have
W 22 (Fμ,μ)
∫
Pe(G)
F logF dμ, for all F  0,
∫
Pe(G)
F dμ = 1. (2.12)
Proof. It is sufficient to verify the condition (1.6). For any dH -Lipschitzian function f ,
Qtf (ξ) = inf
η∈Pe(G)
{
f (η)+ 1
2t
dH (ξ, η)
2
}
= inf
h∈H
{
f (ρhξ)+ 12t |h|
2
H
}
.
According to (2.11), h → f (ρhξ)+ 12t |h|2H is continuous; therefore Qtf is measurable. Ap-
plying Theorem 1.10, we complete the proof. 
3. Riemannian distance on loop groups
In this section, the metric | · |G is assumed to be AdG-invariant. Consider
H0 =
{
h ∈ H ; h(0) = h(1) = 0}, (3.1)
where H is defined in (2.1). Let Le(G) = { ∈ Pe(G); (1) = e}. For each h ∈ H0, consider
Φht () = eth. Let μ0 be the pinned Wiener measure on Le(G). Then Φht : Le(G) → Le(G) is
a quasi-invariant flow satisfying the hypothesis in Definition 1.1 (see [26, p. 209] and [13] for
control (iii)). Let D21(μ0) be the associated Sobolev space. A function F : Le(G) → R is said to
be cylindric if
F() = f ((s1), . . . , (sN)), f ∈ C∞(GN), 0 < s1 < · · · < sN < 1.
Let Cylin(Le) be the space of cylindric functions on Le(G). It was shown by S. Aida [1] that
Cylin(Le) is dense in D21(μ0).
Consider the following Hilbert space
H(H0) =
{
z(t) =
t∫
0
z′(s) ds; ‖z‖2 =
1∫
0
∣∣z′(s)∣∣2
H0
ds < +∞
}
.
Definition 3.1. Let γ : [0,1] → Le(G) be a continuous curve. γ is said to be admissible if there
exists z ∈ H(H0) such that
∂γ (t, θ)
∂t
= γ (t, θ)z′(t, θ), γ (0, θ) = e. (3.2)
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L(γ ) =
√√√√√
1∫
0
∣∣z′(s)∣∣2
H0
ds;
otherwise, define L(γ ) = +∞.
For 1, 2 ∈ Le(G), we define
dL(1, 2) = inf
{
L(γ ); γ (0) = 1, γ (1) = 2
} (3.3)
where γ runs in the set of continuous curves on Le(G), joining 1 and 2. It’s clear that dL is left
invariant: dL(1, 2) = dL(1, 2) = dL(e, −11 2), where e denotes constant loop of identity.
Proposition 3.3.
(i) For dL(1, 2) < +∞, there exists an admissible curve γ such that dL(1, 2) = L(γ ).
(ii) The set BR = { ∈ Le(G);dL(e, )R} is compact in Le(G).
(iii) The function (1, 2) → dL(1, 2) is semi-continuous on Le(G)× Le(G).
(iv) If K is a compact set in Le(G), then KR = { ∈ Le(G);dL(,K) R} is compact, where
dL(,K) = inf{dL(, k); k ∈ K}.
Proof. (i) For all n 1, there exists an admissible curve γn such that
L(γn) dL(1, 2)+ 1
n
, and γn(0) = e, γn(1) = −11 2.
There exists zn ∈ H(H0) satisfying (3.1) and
‖zn‖ dL(1, 2)+ 1
n
 dL(1, 2)+ 1. (3.4)
Up to a subsequence, zn converges weakly to a z ∈ H(H0). Consider
∂γ (t, θ)
∂t
= γ (t, θ)z′(t)(θ) dt, γ (0, θ) = e. (3.5)
The weak convergence of zn to z implies that for (t, θ) fixed, γn(t, θ) converges to γ (t, θ).
Then letting n → +∞ in γn(1, θ) = −11 2(θ), we get that γ (1) = −11 2. This means that γ is
an admissible curve in Le(G), joining e and −11 2. Now for each z˜ ∈ H(H0), by (3.4) we have∣∣〈zn, z˜〉∣∣
(
dL(1, 2)+ 1
n
)
‖z˜‖.
Letting n → ∞ gives |〈z, z˜〉| dL(1, 2)‖z˜‖. So ‖z‖ dL(1, 2), that is L(γ ) dL(1, 2).
We obtain (i).
(ii) Let n ∈ BR . By (i), there exists zn ∈ H(H0) such that ‖zn‖  R and dL(e, n) = ‖zn‖.
Up to a subsequence, zn converges weakly to z with ‖z‖  R. Now consider the associated
admissible curves γn and γ via (3.2). Then γn converges simply to γ . Moreover, it is easy to see
that {γn;n  1} is a equicontinuous family on [0,1] × [0,1]. So γn converges uniformly to γ .
In particular, n = γn(1) converges uniformly to  := γ (1). Since dL(e, )  ‖z‖  R,  ∈ BR .
(ii) follows.
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By (ii), {(1, 2);dL(1, 2)R} = ψ−1(BR) is closed.
(iv) Let (n)n1 ⊂ KR . There exists kn ∈ K such that dL(n, kn)  R + 1n . Up to a subse-
quence, kn converges to k ∈ K . By left invariance, dL(e, −1n kn) = dL(n, kn) R + 1n . By (ii),
there exists a subsequence np such that −1np knp converges in Le(G). Then np = knp (−1np knp )−1
converges to  in Le(G). By (iii), we get dL(,K) lim infp→∞ dL(np , knp ) R. So  ∈ KR .
The proof of (iv) is complete. 
Now let’s introduce heat kernel measures νt on Le(G) constructed by P. Malliavin [24].
Let W0(G) = {w : [0,1] → G continuous; w(0) = w(1) = 0}. There exists a Brownian motion
(wt )t0 taking values in W0(G), having 〈 , 〉H0 as the covariance operator. For θ ∈ [0,1], con-
sider following Stratonovich stochastic differential equation:
dtgw(t, θ) = gw(t, θ) ◦ dtw(t, θ), gw(0, θ) = e. (3.6)
It has been proved that (t, θ) → gw(t, θ) has a continuous version, that we denote by the same
notation. Then t → gw(t, ·) is a continuous process on Le(G). Let νt be the law of w → gw(t, ·)
on Le(G). By B. Driver and Srimurthy [9], ν := ν1 is absolutely continuous with respect to the
pinned Wiener measure μ0. Furthermore, the density q = dν/dμ0 is a bounded function. Let
E(f, g) =
∫
Le(G)
〈∇f,∇g〉H0 dν, f, g ∈ Cylin(Le).
By B. Driver [7] (see also [12]), the integration by part formula for ν exists, so E is closable.
Let D21(ν) be the domain of its closure. On the other hand, by S. Aida [1], Cylin(Le) is dense in
D21(μ0). Therefore
D21(μ0) ⊂ D21(ν). (3.7)
The following logarithmic Sobolev inequality was established by Driver and Lohrentz [8]:∫
Le(G)
F 2 log
|F |2
‖F‖2
L2(ν)
dν  2C1
∫
Le(G)
|∇F |2H0 dν, F ∈ D21(ν), (3.8)
where C1 = (eK − 1)/K and −K is the lower bound of the Ricci tensor on Le(G).
Now we verify the conditions needed in Section 1. By Proposition 3.3(i), dL has the prop-
erty of length. Let h ∈ H0. Recall that Φht () = eth. By left invariance, dL(Φhs (),Φht ()) =
dL(e, e
(t−s)h). Let γ (τ) = eτ(t−s)h, τ ∈ [0,1]. Then γ (0) = e, γ (1) = e(t−s)h and
∂γ (τ, θ)
∂τ
= eτ(t−s)h(θ)(t − s)h(θ) = γ (τ, θ)(t − s)h(θ).
So L(γ ) = |t − s‖h|H0 . Therefore
dL
(
Φhs (),Φ
h
t ()
)
 |t − s||h|H0 .
The compatibility condition (1.3) is satisfied. Now we shall check the condition (1.6). Let
L1e(G) =
{
 ∈ Le(G); dL(e, ) < +∞
}
.
Then the restriction of dL on L1e(G) is a true distance.
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by dP .
Proof. Let  ∈ L1e(G). By Proposition 3.3(i), there exists z ∈ H(H0(G)) such that ‖z‖ =
dL(e, ). Let zn ∈ H(H0(G)) be a sequence of smooth functions on [0,1] × [0,1], which con-
verges to z in H(H0(G)). Let γn, γ be the associated admissible curves via (3.2). We have the
relation
γn(t, θ)
−1 ∂
∂t
γn(t, θ) = Adγ−1n (t,θ)
t∫
0
Adγn(s,θ)
∂
∂θ
∂
∂s
zn(s, θ) ds. (3.9)
Set n = γn(1, ·). Then by (3.9), we have dP (e, n) ‖zn‖. So
dP (e, ) lim inf
n→+∞d
P (e, n) ‖z‖ = dL(e, ). (3.10)
On other hand, for any ε0 > 0 fixed, there exists δ > 0 such that (i) dP (e, ) < δ implies that
(θ) ∈ U for all θ ∈ [0,1], where U is an open neighborhood of e in G on which the logarithmic
function log is well defined; (ii) | log|H0  (1 + ε0)dP (e, ). Let  such that dP (e, ) < δ and
set h = log. Then  = eh and
dL(e, ) = dL(e, eh) |h|H0  (1 + ε0)dP (e, ). (3.11)
Combining (3.10) and (3.11), we see that dL and dP define the same topology on L1e(G). 
As a consequence of Proposition 3.4, (L1e(G), dL) is a Polish space. Let F be a bounded
measurable dL-Lipschitzian function on L1e(G). We have
QtF() = inf
′∈L1e(G)
{
F(′)+ 1
2t
dL(e, 
′)2
}
. (3.12)
Since ′ → F(′)+ 12t dL(e, ′)2 is continuous on L1e(G), the measurability of QtF follows
from (3.12). Now by (3.8) and applying Theorem 1.10, we get finally the following result:
Theorem 3.5. Define the Wasserstein distance by means of dL, then it holds that
W 22 (ν,Fν)C1
∫
Le(G)
F logF dν, for F  0,
∫
Le(G)
F dν = 1,
where C1 is defined in (3.8).
4. Some tentative on Riemannian path spaces
Let M be a compact connected Riemannian manifold of dimension d . Consider the path space
over M :
Pm0(M) =
{
γ : [0,1] → M continuous; γ (0) = m0
}
,
where m0 ∈ M is a fixed point. Let A1, . . . ,Ad be the canonical horizontal vector fields on the
bundle O(M) of orthonormal frames of M . Let π :O(M) → M be the natural projection and
take a r0 ∈ π−1(m0). Consider the Stratonovich stochastic differential equation on O(M):
drw(t) =
d∑
Ai
(
rw(t)
) ◦ dwi(t), rw(0) = r0
i=1
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a diffusion process on M , having 12M as generator, where M denotes the Laplace–Beltrami
operator on M . Let μm0 be the law of w → xw|[0,1] on Pm0(M). By Itô theory, the parallel
transport
τ
γ
t2←t1 :Tγ (t1)M → Tγ (t2)M
is defined for μm0 almost surely γ , where TmM denotes the tangent space at the point m. Let
H =
{
h : [0,1] → Tm0M; h(0) = 0, |h|2H =
1∫
0
∣∣∣∣ dds h(s)
∣∣∣∣
2
Tm0M
ds < +∞
}
. (4.1)
The following result is due to B. Driver [6] (see also [11,19])
Theorem 4.1. Let h ∈ H . Then there is a unique flow of transformations Φht : Pm0(M) →
Pm0(M) satisfying the conditions in Definition 1.1 such that
d
dt
Φht (s) = τΦ
h
t
s←0h(s), s ∈ [0,1]. (4.2)
Let D21(μm0) be the Sobolev space associated to this flow. A function F : Pm0(M) → R is said
to be cylindrical if it is in the form
F(γ ) = f (γ (s1), . . . , γ (sN)), f ∈ C∞(MN), 0 < s1 < · · · < sN < 1.
Let Cylin(Pm0) be the space of cylindrical functions on Pm0(M), which is dense in all
Lp(Pm0). Let F ∈ Cylin(Pm0). The gradient ∇F has the expression
∇F(γ )(s) =
N∑
i=1
τ
γ
0←si (∂if )s ∧ si (4.3)
where ∂i denotes the gradient for ith partial function. The following distance was considered by
F.Y. Wang in [28]:
dI (γ1, γ2) = sup
{∣∣F(γ1)− F(γ2)∣∣; F ∈ Cylin(Pm0), |∇F |H  1}. (4.4)
There he established a transportation cost inequality using dI as the cost function. It is difficult
to see if the distance dI satisfies the property of length. In what follows, we shall use the uniform
distance on Pm0(M), that is,
d∞(γ1, γ2) := sup
0t1
ρ
(
γ1(t), γ2(t)
)
, γ1, γ2 ∈ Pm0(M),
where ρ is the Riemannian distance on Riemannian manifold M . We would like to apply the
results in Section 1 to get the transportation cost inequality with respect to d∞. So we need to
check that the uniform distance d∞ satisfies all the assumptions in Section 1.
Proposition 4.2. The uniform distance d∞ has the property of length.
Proof. Let γ1, γ2 ∈ Pm0(M) satisfying d∞(γ1, γ2) < ∞.
(a) If γ2 does not go through the cut locus of γ1, then by the completeness of M , there exists
h(t) = exp−1 γ2(t) ∈ Tγ1(t)M.γ1(t)
736 J. Shao / Bull. Sci. math. 130 (2006) 720–738For any α ∈ (0,1), let γ˜ (t) = expγ1(t) αh(t). It’s clear that γ˜ ∈ Pm0 . Furthermore, it holds that
d∞(γ1, γ˜ ) = sup
0t1
α
∣∣h(t)∣∣= α sup
0t1
ρ
(
γ1(t), γ2(t)
)= αd∞(γ1, γ2), (4.5)
d∞(γ˜ , γ2) = sup
0t1
(1 − α)∣∣h(t)∣∣= (1 − α)d∞(γ1, γ2). (4.6)
By (4.5) and (4.6), we know d∞ satisfies the conditions (i), (ii) of Definition 1.7.
(b) If γ2 goes through the cut locus of γ1. Then for any ε > 0, there exists a γ ′2 ∈ Pm0(M) such
that d∞(γ2, γ ′2)  ε/2 and γ ′2 does not go through the cut locus of γ1. Following the approach
of (a), for any α ∈ (0,1), there is γ˜ ∈ Pm0(M) such that
d∞(γ1, γ˜ ) = αd∞(γ1, γ ′2),
d∞(γ˜ , γ ′2) = (1 − α)d∞(γ1, γ ′2).
Since |d∞(γ1, γ2)− d∞(γ1, γ ′2)| ε/2, we can get∣∣d∞(γ1, γ˜ )− αd∞(γ1, γ2)∣∣ αε2 , (4.7)
d∞(γ1, γ˜ )+ d∞(γ˜ , γ2) d∞(γ1, γ ′2)+
ε
2
 d∞(γ1, γ2)+ ε. (4.8)
For any 0 < δ  ε, we can get γ˜δ ∈ Pm0(M), such that (4.7) and (4.8) hold replacing ε by δ. Let
Xε contain all these γ˜δ , then Xε is a subset of Pm0(M) satisfying (i), (ii) of Definition 1.7.
By (a) and (b), we know the uniform distance d∞ has the property of length. 
Proposition 4.3. It holds that
d∞
(
Φht (γ ),Φ
h
s (γ )
)
 |t − s||h|H , h ∈ H, γ ∈ Pm0(M).
Proof. For any θ ∈ [0,1], let θ : [0,1] → M , θ (u) = Φhs+u(t−s)(γ )(θ). Then θ (0) =
Φhs (γ )(θ), θ (1) = Φht (γ )(θ). Therefore
ρ
(
Φt(γ )(θ),Φs(γ )(θ)
)

1∫
0
∣∣∣∣dθ (u)du
∣∣∣∣du =
1∫
0
∣∣∣∣ dduΦhs+u(t−s)(γ )(θ)
∣∣∣∣du
=
1∫
0
∣∣τΦs+u(t−s)θ←0 (γ )h(θ)∣∣|t − s|du = ∣∣h(θ)∣∣Tm0M |t − s|
 |h|H |t − s|.
From this, we get the desired result. 
Theorem 4.4. Define the Wasserstein distance by means of d∞, then it holds that
W 22 (μm0,Fμm0) C
∫
Pm0 (M)
F logF dμm0, for F  0,
∫
Pm0 (M)
F dμm0 = 1,
where C is a constant.
J. Shao / Bull. Sci. math. 130 (2006) 720–738 737Proof. The following logarithmic Sobolev inequality on Pm0(M):∫
Pm0
F 2 log
F 2
‖F‖2
L2(μm0 )
dμm0  2C
∫
Pm0
|∇F |2H dμm0
has been established in [2,20] for cylindrical functions. However using the martingale method [4],
the above inequality holds for F ∈ D21(μm0). Therefore by Theorem 1.10, we get the result. 
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