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DIVISOR BRAIDS
MARCEL BÖKSTEDT AND NUNO M. ROMÃO
Abstract. We study a novel type of braid groups on a closed orientable surface
Σ. These are fundamental groups of certain manifolds that are hybrids between
symmetric products and configuration spaces of points on Σ; a class of examples
arises naturally in gauge theory, as moduli spaces of vortices in toric fibre bundles
over Σ. The elements of these braid groups, which we call divisor braids, have
coloured strands that are allowed to intersect according to rules specified by a
graph Γ. In situations where there is more than one strand of each colour, we
show that the corresponding braid group admits a metabelian presentation as a
central extension of the free Abelian group H1(Σ;Z)⊕r, where r is the number of
colours, and describe its Abelian commutator. This computation relies crucially
on producing a link invariant (of closed divisor braids) in the three-manifold S1×Σ
for each graph Γ. We also describe the von Neumann algebras associated to these
groups in terms of rings that are familiar from noncommutative geometry.
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1. Introduction
In this paper, we study groups of generalised braids on a surface Σ. We shall
assume that this surface is connected, oriented and closed, and we assign colours
to all the strands of our braids. The main novelty is that we want to extend the
set of homotopies so as to allow strands to intersect (i.e. pass through each other)
according to certain rules, unlike ordinary braids. These rules will depend on the
colours of the strands, which we take from a finite set. To implement the obvious
composition law, we must require that all our braids are colour-pure in the sense
that the point on Σ where a given strand starts will be the endpoint for a strand of
the same colour (but this could possibly be a different strand); such coloured braids,
pictured as usual in [0, 1] × Σ, also determine closed braids inside S1 × Σ.
Let r be the number of colours used. The rules of intersection of strands will
be determined by a graph Γ (without orientation) whose set of vertices Sk0(Γ) is in
bijection with the set of colours. As additional data, we will need a function
k : Sk0(Γ)→ N
on the set of vertices. The value kλ := k(λ) will be thought of as a decoration or
label at each vertex λ of Γ; alternatively, we can introduce an order on the set of
vertices and record the labels kλ as a vector in N
r. The pair (Γ,k) will be referred
to as a negative colour scheme. Together with the genus of the surface Σ, it will
completely specify a particular group of braids with
(1) |k| :=
∑
λ∈Sk0(Γ)
kλ
strands which we shall denote as DBk(Σ,Γ).
The intersection of strands is determined by the following rule: strands of
two different colours are forbidden to intersect whenever the corresponding vertices
are connected by an edge in Γ. In particular, we may discard graphs with multiple
edges without loss of generality. If Γ consisted of a single vertex λ and a single edge
starting and ending at this vertex (which we will call a self-loop), then DBk(Σ,Γ)
would simply be the braid group Bk(Σ) on k := kλ strands on the surface Σ, which
is a familiar object [14]. However, in this paper we want to restrict our attention
to negative colour schemes whose graphs do not contain self-loops. As we shall see,
the corresponding generalised braid groups will still be interesting objects, arising
quite naturally in mathematics. As a simple example, if Γ is a complete graph (i.e.
all pairs of vertices are connected by an edge) with r vertices, all labelled by the
integer 1, we obtain the pure braid group [52] on r strands PBr(Σ) ⊂ Br(Σ) on the
surface; a particular case is of course the fundamental group π1(Σ) = PB1(Σ).
Given an element γ of DBk(Σ,Γ) where Γ has no self-loops, one can interpret
the sub-braid γλ consisting of all strands of a fixed colour λ ∈ Sk
0(Γ) as describing
a homotopy class of loops on the space of effective divisors of degree kλ on Σ based
at a reduced divisor. In this spirit, we shall from now on refer to the elements of
our braid groups DBk(Σ,Γ) as divisor braids.
Our study of divisor braid groups is directly motivated by a problem in gauge
theory. It is well known that when Σ is a Riemann surface the symmetric products
SkΣ := Σk/Sk are smooth manifolds with an induced complex structure, and they
are of interest in algebraic geometry as spaces of effective divisors of degree k on Σ.
If in addition we endow Σ with a symplectic structure compatible with the complex
structure (a Kähler area form), there is a way of inducing Kähler structures (and
in particular Riemannian metrics) on SkΣ as well — in fact, a real one-dimensional
family of them. This comes about because these manifolds are moduli spaces of
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solutions (modulo gauge equivalence) of the vortex equations in line bundles of degree
k over Σ. The fundamental groups of these spaces MCk (Σ)
∼= SkΣ are either π1(Σ)
for k = 1 or its Abelianisation H1(Σ;Z) for k > 1, and both of these groups are
particular cases of our divisor braid groups (for the latter, we take a graph consisting
of a single vertex with label k).
There are many ways to generalise the vortex equations beyond line bundles.
One possibility is to consider vortices with more general Kähler toric target manifolds
X, using the real torus T of X as the structure group of the gauge theory, and specify
a moment map µ : X → Lie(T)∗. When X is compact, one is dealing with a class
of Abelian nonlinear vortices whose moduli spaces MX
h
(Σ) (under suitable stability
asumptions) have been identified [20] with certain open submanifolds of a Cartesian
product of symmetric products
SkΣ :=
∏
λ∈Fanµ(X)(1)
SkλΣ.
In this product, the indices λ are taken from the set of rays Fanµ(X)(1) in the normal
fan determining the toric manifold X; see e.g. [30] for background on toric geometry.
The label h can be interpreted as an element of the T-equivariant homology group
HT2 (X;Z), and it corresponds to the image of the generator [Σ] ∈ H2(Σ;Z)
∼= Z
under the BPS charge that is relevant to this setup — see [20] for the general
definition in the framework of vortices in toric fibre bundles over closed Kähler
manifolds of arbitrary dimension. The integers kλ are obtained from the formula
(2) kλ = 〈c
T
1 (Dλ),h〉
using the pairing of T-equivariant cohomology and homology of X in degree 2;
in this formula, cT1 (Dλ) are the T-equivariant first Chern classes of irreducible T-
equivariant divisors in X corresponding to the rays in the normal fan [20]. The
spaces MX
h
(Σ) ⊂ SkΣ also carry a natural Kähler structure (see Section 2 below)
which plays an important role in the description of gauged nonlinear sigma-models
associated to the vortex equations, both at classical and quantum level — see [68]
for a study of this so-called L2-metric in simple examples where X = P1.
It turns out that the moduli spacesMX
h
(Σ) in this situation have fundamental
groups that provide examples of the divisor braid groups described in this paper.
This fact is established in Proposition 8, which also clarifies how to construct the
relevant graph Γ in the negative colour scheme from the combinatorial data of the
toric target X; see also equation (28). The set of vertices or colours Sk0(Γ) =
Fanµ(X)(1) corresponds to the set of rays in the normal fan of X, whereas the labels
kλ are determined as in (2). We shall provide the reader with more background about
the whole setup in Section 2, and also indicate why understanding the structure of
this particular class of divisor braid groups and their representation varieties, as well
as certain Hilbert modules over the associated von Neumann algebras, is significant
in the context of supersymmetric quantum field theory in two dimensions.
The rest of the paper is organised as follows. In Section 3, we make our defi-
nition of divisor braids precise, and identify the groups DBk(Σ,Γ) introduced more
informally above as fundamental groups of a canonical type of 2|k|-dimensional
configuration spaces Confk(Σ,Γ); these spaces are hybrids between symmetric
products and ordinary configuration spaces modelled on the surface Σ. In Section 4,
we show that each such DBk(Σ,Γ) is a central extension of the group H1(Σ;Z)
⊕r
by a certain Abelian group E. We give generators for E and some relations;
this provides a surjective map D → E, where D is an Abelian group presented
in terms of generators and relations. In Section 5 we prove that, for the case
of two colours r = 2, the map D → E is an isomorphism. The proof we shall
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give relies on the construction of a link invariant on E. In Section 6, we extend
this link invariant to the case of an arbitrary number of colours. Again, this
can be used to show that the map D → E is an isomorphism. In Section 7 we
explain how the group D depends on the decorated graph (Γ,k). As might be
expected, the most intricate dependence occurs at the level of the finite Abelian
group TorD; an approach to the study this phenomenon for negative colour
schemes (Γ,k) based on a fixed graph Γ is presented in [17]. Section 8 collects
a handful of examples chosen to illustrate some features of the general theory.
Finally, in Section 9, we describe the von Neumann algebras associated to very
composite divisor braid groups in terms of noncommutative tori; this exercise is
motivated by the applications to mathematical physics that we describe in Section 2.
Acknowledgements: The authors would like to thank Carl-Friedrich Bödigheimer
(Bonn) for a discussion about the theory of configuration spaces and for giving
them access to his PhD thesis; Chris Brookes (Cambridge) for sharing some insights
related to Section 9, as well as Vadim Alekseev (Göttingen) for general advice on that
section; and Jørgen Tornehave (Aarhus) for very helpful discussions about aspects
of topology connected to this work.
2. Divisor braids from gauge theory
This section is intended to give a brief account of our original motivation to
study the groups DBk(Σ,Γ), which was only mentioned in passing in the Introduc-
tion. A reader who is not interested in this material can skip it without loss of
continuity, referring back to it later as needed.
2.1. The vortex equations. Let Σ be a closed oriented surface equipped with a
Riemannian metric gΣ. The metric determines a Kähler structure (Σ, jΣ, ωΣ) on
Σ, where the complex structure jΣ corresponds to a rotation by a right angle in
the direction prescribed by the orientation, and the symplectic structure ωΣ is the
associated area form. We shall consider another Kähler manifold (X, jX , ωX) where a
holomorphic Hamiltonian action of a Lie group G is given, and fix a moment map µ :
X → Lie(G)∗ =: g∗ for this action. We also fix aG-equivariant isomorphism of vector
spaces κ : g∗→g and write µκ := κ ◦ µ; κg and κg∗ denote the induced G-invariant
inner products on g and g∗. The surface Σ will play the role of source, whereas the
manifold X will be the target for the gauge field theories we are interested in.
Let π : P → Σ be a G-principal bundle over Σ. The vortex equations are the
PDEs1
(3) ∂¯AjX ,jΣ φ = 0, FA + (µ
κ ◦ φ)π∗ωΣ = 0
for a smooth G-equivariant map φ : P → X and a connection A in P with curvature
FA ∈ Ω
2(P ; g). The connection A can be seen as a G-equivariant splitting of vector
bundles TP ∼= ker dπ⊕π∗TΣ over P , or as 1-form A : TP → g corresponding to the
projection onto the first summand of that splitting, whereas the equivariant map φ
can also be interpreted as a section φ : Σ→ EX of the fibre bundle
(4) πX : EX := P ×G X → Σ
with fibre X associated to P via the G-action on X. So there is a projection
pA : TEX ∼= kerA ⊕ ker(dπX) → ker(dπX) ∼= TX specified by A, and this in turn
determines a covariant derivative dA on sections of πX by d
Aφ := pA ◦dφ. Then one
1With a slight abuse of language, one often omits the pull-back pi∗ in the second equation;
this amounts to identifying the form FA with its (G-equivariant) pull-back to Σ, which is only
unambiguous when G is Abelian.
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use may the complex structures jΣ and jX to construct the holomorphic structure
operator
φ 7→ ∂¯AjX ,jΣφ :=
1
2
(
dAφ+ jX ◦ d
Aφ ◦ jΣ
)
appearing in the first equation in (3). The kernel of ∂¯AjX ,jΣ specifies the holomorphic
sections of πX , and indeed sections φ : Σ → EX in this kernel can be regarded as
holomorphic maps with respect to jΣ and a complex structure J
A
EX
induced on EX
by jX and A, see [53].
When Σ is compact, a section φ of the bundle πX determines a G-equivariant
2-homology class [φ]G ∈ HG2 (X;Z) which will play the role of topological invariant in
the moduli problem associated to the vortex equations (3). To see how this invariant
arises, we take a classifying map f : Σ→ BG for the principal G-bundle P ∼= f∗EG,
and consider the map f˜ × φ : P → EG×X, where f˜ is the lift of f and φ is again
regarded as G-equivariant map. Since f˜ × φ is G-equivariant, it descends to a map
φ˜ : Σ → EG ×G X to the Borel construction for the G-action on X. Then we take
the fundamental class [Σ] ∈ H2(Σ;Z) and set
(5) [φ]G := φ˜∗[Σ] ∈ H2(EG×G X;Z) =: H
G
2 (X;Z).
There is also a natural G-equivariant 2-cohomology class [η]G ∈ H
2
G(X;Z)
determined by the equivariantly closed form of degree 2
(6) η(ξ) = ωX − 〈µ, ξ〉 ∈ (Sym(g
∗)⊗ Ω∗(X))G, ξ ∈ g
in the Cartan complex of the G-action on X [46]. To each G-connection A in P → Σ
we can associate the closed 2-form
(7) η(A) = ωX − d(µ,A) ∈ Ω
2(P ×X)
which can be seen to descend through the quotient q : P × X → EX . i.e. η(A) =
q∗ηEX (A). The cohomology class [ηEX (A)] ∈ H
2(E;Z) is in fact independent of A,
so the evaluation at the connection A can be interpreted as a G-equivariant version
of the Chern–Weil homomorphism [61]. This construction can be used to model the
pairing of the classes [η]G ∈ H
2
G(X;Z) and [φ]
G ∈ HG2 (X;Z) through the formula
(8) 〈[η]G, [φ]
G〉 =
∫
Σ
φ∗ηEX (A).
For a solution (A,φ) of the system of PDEs (3), the quantity (8) admits a physical
interpretation as total energy of the field configuration, which also ensures that it
must be nonnegative (see [26, 62] and our discussion in Section 2.4).
The pairs (A,φ) playing the role of variables in the system of equations (3)
form the infinite-dimensional manifold
(9) F(P,X,Σ) := A(P )× Γ(Σ, EX),
where the first factor (the space of G-connections in P ) is an affine space over the
vector space Ω1(X, g), and the second factor denotes smooth sections of πX . This
manifold supports an action of the infinite-dimensional Lie group G = AutΣ(P ) by
(A,φ) 7→ (AdgA− π
∗(g−1dg), g · φ), g ∈ G. Each tangent space
T(A,φ)F(P,X,Σ) ∼= Ω
1(Σ, g)× Γ(Σ, φ∗(P ×G TX))
receives an induced complex structure that can be written locally as
J : (A˙, φ˙) 7→ (∗gΣA˙, (φ
∗jX)φ˙),
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where ∗gΣ is the Hodge star operator of the metric gΣ, as well as a Hermitian inner
product
(10) 〈〈(A˙1, φ˙1), (A˙2, φ˙2)〉〉L2(Σ) :=
∫
Σ
(
〈A˙1, A˙2〉κg,gΣ + 〈φ˙1, φ˙2〉φ∗gX ,gΣ
)
which can be regarded as a generalisation of the usual L2-metric on spaces of func-
tions. It is easy to check that these two geometric structures are compatible on the
space of all fields.
The linearisation of each of the equations in (3) around a solution (A,φ) defines
a subspace of T(A,φ)F(P,X,Σ) which is invariant under the infinitesimal G-action
— so G also acts on the space of solutions. In physics, one is interested in the whole
set of solutions much less than on the spaces of G-orbits
(11) MXh (Σ) := {(A,φ) ∈ F(P,X,Σ) | equations (3) hold and [φ]
G = h}/G
for each h ∈ HG2 (X;Z). When non-empty, theses spaces (which are referred to
as moduli spaces of vortices) are finite-dimensional and possess mild singularities.
Moreover, their locus of regular points receives a Kähler structure, which can be
formally understood as a symplectic reduction of the L2-metric (10) as follows.
First of all by looking at suitable completions, one first needs to interpret (10) as a
Kähler metric. The first equation in (3) is preserved under the complex structure
J , thus it cuts out a complex submanifold of A(P ) × Γ(Σ, EX) which becomes a
Kähler manifold with the pull-back of the ambient symplectic form. In turn, the
left-hand side of the second equation in (3) can be recast as a moment map for
the G-action on the complex submanifold, with respect to this induced symplectic
structure. Under these conditions, the definition (11) thus corresponds to an infinite-
dimensional analogue of the Meyer–Marsden–Weinstein quotient in the context of
finite-dimensional Kähler geometry.
A simple example of this construction, which bypasses part of the analysis
required on the space of fields, is obtained when X = C with standard Kähler
metric and action of G = U(1). The corresponding moduli spaces MC
h
(Σ) were
first studied in [75] for Σ = C. In this example Σ is not compact, and h should
be interpreted in terms of a winding number for φ at infinity; a key result is that
MCk (C)
∼= SkC ∼= Ck for positive winding k ∈ N. The case where Σ is compact was
studied e.g. in [22, 39], and the equivalent result is
(12) MCk (Σ)
∼=

∅ if τ4πVol(Σ) < k,
PickΣ if τ4πVol(Σ) = k,
SkΣ if τ4πVol(Σ) > k,
where Vol(Σ) :=
∫
Σ ωΣ, Pic
kΣ is the Picard variety parametrising holomorphic line
bundles of degree k on Σ, and we write the function µκ as x 7→ − 12i(|x|
2 − τ)
with τ ∈ R. One can regard this linear example as a toy model for the nonlinear
situation we want to address in this paper — more specifically, our focus will be
in the case where a stability condition analogous to τ4πVol(Σ) > k is imposed. The
corresponding Kähler metrics onMCk (Σ) are still poorly understood; but see e.g. [56]
for a discussion of the limit τ4πVol(Σ)ց k.
2.2. Generalities on Kähler toric targets. From now on, we want to focus on
the special case where (X, jX , ωX) is a Kähler structure on a compact toric manifold
with real torus T, and use G = T as the structure group of the gauge theory.
The most convenient way of realising our toric manifold X (see [30]) is per-
haps by starting from a fixed free Abelian group M ∼= Zn, which determines
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T := Hom(M,U(1)) ∼= U(1)n, and specify a convex polytope ∆ ⊂ MR := M ⊗Z R
with the following properties:
(i) At each vertex of ∆, exactly n edges (i.e. line segments between two vertices)
meet.
(ii) All edge directions in ∆ (i.e one-dimensional subspaces of MR generated by
a difference of vertices) are rational, in the sense of admitting generators in
the lattice M .
(iii) One can choose generators for the n edge directions associated to each vertex
of ∆ to form a basis of M .
It is common practice to refer to such ∆ as a Delzant polytope [31, 45]. The inward-
pointing normal directions to the (closed) facets of ∆ determine rays ρ of a complete
fan in the dual space NR := M
∨
R
∼= Rn, denoted Fan∆; we will write as nρ ∈ N the
primitive generator of the semigroup ρ ∩N , where N := HomZ(M,Z) ⊂ NR is the
dual lattice to M . The most basic construction in toric geometry (see [30], section
3.1) defines a complex variety X from a fan such as Fan∆ by glueing together n-
dimensional affine varieties associated to the cones in the fan. Each of these affine
pieces contains the complex torus TC ∼= (C
∗)n, which is the piece corresponding to
the zero cone in NR. The restrictions we have put on ∆ imply that the variety X is
smooth and projective with dimCX = n, so we will treat it as a compact complex
n-manifold (X, jX). The complex torus TC = Hom(M,C
∗) ⊃ Hom(M,U(1)) =: T
also acts on X, and in fact X can be regarded as a completion of TC to which the
action of TC on itself can be extended as a holomorphic action. However, we want to
emphasise that in our gauge-theory setting it is the compact real torus T that plays
a more prominent role. We will always assume that the compact toric manifold in
our discussion is specified by a Delzant polytope ∆, but shall write it as X rather
than X∆ or XFan∆ for short.
We denote by Fan∆(1) the subset of rays (i.e. one-dimensional cones) in the
fan of ∆. Each ray ρ determines a (TC- and in particular) T-equivariant divisor
Dρ := O(ρ) ∼= XStar(ρ) in X as its orbit closure, which is a compact toric variety
itself (see [30], Theorem 3.2.6 and Proposition 3.2.7). The Z-linear map α given by
α :m 7→
∑
ρ∈Fan∆(1)
〈m,nρ〉Dρ, m ∈M
induces a short exact sequence of Abelian groups (cf. [30], Theorem 4.1.3)
(13) 0 −→M
α
−→ CDivT(X)
β
−→ Cl(X) −→ 0.
Here, CDivT(X) ∼=
⊕
ρ∈Fan∆(1)
ZDρ denotes the group of T-equivariant (Cartier)
divisors, whereas Cl(X) stands for the divisor class group of X. The latter coincides
with the Picard variety Pic(X), since X is smooth ([30], Proposition 4.2.6). In
this subsection we want to state some facts that, on one hand, revolve around the
basic short exact sequence (13), and on the other hand relate to aspects of the T-
equivariant homology and cohomology of X relevant to our subsequent discussion.
Let us start with some topological preliminaries. Since we are assuming that
X is compact, its fan is complete (see [30], Theorem 3.1.19(c)), and so X is simply
connected (Theorem 12.1.10 in [30], ); hence H1(X;Z) = 0 = H
1(X;Z) by Hurewicz
and the universal coefficient theorem. There is an isomorphism H2(X;Z) ∼= Pic(X)
([30], Theorem 12.3.2), so Proposition 4.2.5 in [30] implies that the groupH2(X;Z) is
free Abelian; it is also freely generated by virtue of (13). By the universal coefficient
theorem, we conclude that alsoH2(X;Z) ∼= Hom(H
2(X;Z),Z) is a finitely generated
free Abelian group.
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We observe that there is a spectral sequence converging to the T-equivariant
cohomology of X:
(14) Ep,q2 := H
p(BT;Hq(X;Z))⇒ Hp+q(X ×T ET;Z).
In total degree two, (14) degenerates to the short exact sequence
(15) 0 −→ H2(BT;Z)−→H2T(X;Z) −→ H
2(X;Z) −→ 0.
The two nontrivial maps in (15) are induced by the structure maps of the fibre
bundle X →֒ X ×T ET → BT. Since H
2(X;Z) is free Abelian, the short exact
sequence (15) splits; thus we have an abstract isomorphism
H2T(X;Z)
∼= H2(BT;Z)⊕H2(X;Z).
Note that H2(BT;Z) ∼= Zn by the Künneth formula. There is an identification of
this group with the lattice M under a natural isomorphism between (15) and the
basic short exact sequence (13), namely:
Lemma 1. There is an isomorphism of short exact sequences
0 // M //
∼=

CDivT(X)
β
//
∼= cT1

Cl(X) //
∼= c1

0
0 // H2(BT;Z)
α˜
// H2T(X;Z)
// H2(X;Z) // 0
Let us sketch how to understand the ladder diagram above (see Proposition 4
in [20] for further details). A divisor in X such as Dρ gives rise to a line bundle ξDρ
over X (whose isomorphism class depends only on the divisor class β(Dρ)). The
restriction of this bundle to Dρ is the normal bundle of the (Weil) divisor Dρ; so the
first Chern class c1(ξDρ) coincides with the Poincaré dual of the 2-homology class
determined by Dρ. Since Dρ is T-invariant, ξDρ is actually an equivariant bundle
(see [30], section 12.4), hence we also obtain a complex line bundle
(16) νDρ := ξDρ ×T ET −→ X ×T ET.
The first Chern class c1(νDρ) of this bundle is an element of H
2(X ×T ET;Z), so
we obtain a map on T-invariant divisors cT1 := c1 ◦ ν which extends to a homo-
morphism CDivT(X) → H
2
T(X;Z). This provides a lift of the more familiar map
c1 : Pic(X) ∼= Cl(X) → H
2(X;Z) taking the first Chern class of line bundles over
X (up to isomorphism) — note that by surjectivity of the map β in (13), all iso-
morphism classes of line bundles on X contain T-equivariant representatives. The
homomorphism cT1 can be interpreted (with some abuse of terminology) as the eval-
uation of an equivariant first Chern class [76].
At this point, we will divert our discussion from topology to geometry. We
start by recalling that there is an alternative way of obtaining (X, jX ) as a quo-
tient, which goes as follows (see [30], Section 5.1). Consider the affine space⊕
ρ∈Fan∆(1)
Cρ ∼= H2T(X;C) with polynomial coordinate ring generated by variables
xρ; for convenience, we denote this affine space by C
r with r := |Fan∆(1)|. A cone
σ ∈ Fan∆ determines a monomial x
σˆ :=
∏
ρ6⊂σ xρ, and these generate the so-called
irrelevant ideal B(Fan∆) := 〈x
σˆ |σ ∈ Fan∆〉. Applying the functor HomZ(·,C
∗) to
the short exact sequence (13) exhibits the group of characters HomZ(Cl(X),C
∗) as
a subgroup of the complex torus (C∗)r acting on Cr:
(17) 1 −→ HomZ(Cl(X),C
∗) −→ (C∗)r−→TC −→ 1.
This subgroup acts on the complement
Cr∆ := C
r \ V (B(Fan∆))
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of the exceptional set V (B(Fan∆)), the affine variety associated to the irrelevant
ideal, and one can show (see [30], Theorem 5.1.1) that
(18) X ∼= Cr∆/HomZ(Cl(X),C
∗).
It turns out that this quotient construction endows X with a family of sym-
plectic structures. This is because one can be recast X as a symplectic quotient of
the affine variety Cr∆, seen as a Hamiltonian subspace of C
r with standard U(1)r-
action, i.e. a product of r copies of the standard U(1)-action (eiθ, x) 7→ eiθx on
(C, i2dx ∧ dx¯). More precisely, let us identify Lie(U(1)
r)∗ = (iRr)∗ ∼= Rr using the
standard Euclidean inner product, and denote by µ∆ := (βR ◦µ
st)|Cr
∆
the restriction
to Cr∆ of the composition of the moment map µ
st : Cr → Rr for the standard prod-
uct torus action, with components µstρ (xρ1 , . . . , xρr) =
1
2 |xρ|
2, with the extension βR
to real coefficients of the quotient map β in (13). For any choice of a class δ in the
Kähler cone K(X) ⊂ H1,1(X;R) ∼= Cl(X) ⊗Z R, one has an action of the real char-
acter group HomZ(Cl(X),U(1)) on the pre-image µ
−1
∆ (δ) ⊂ C
r
∆. The space of orbits
for this action acquires a complex structure from the one of Cr (see Proposition 4.2
in [49]), and there is a map
(19) µ−1∆ (δ)/HomZ(Cl(X),U(1)) → X
which is a biholomorphism (cf. Section 8.4 in [60]). This process produces a
Marsden–Weinstein–Meyer symplectic form ωδ ∈ Ω
2(X;R), and one can check that
in fact [ωδ] = δ (see [29], p. 399). The compact real torus T is recovered as the
quotient of the real torus U(1)r ⊂ (C×)r acting on Cr by the subtorus in the left-
hand side of (19), and its action on (X, jX , ωδ) is both Hamiltonian and holomophic.
Thus for each δ in the Kähler cone, one can speak of a canonical Kähler structure on
X. Under this construction, there is also a moment map µ on (X,ωδ) induced from
µst|Cr
∆
, and it turns out that µ(X) = ∆ has an interpretation as space of T-orbits
in X.
Under additional assumptions, various Moser-type results ensure that a sym-
plectic structure ω˜X on X with [ω˜X ] = δ will be symplectomorphic to ωδ in the
sense that ϕ∗ω˜X = ωδ for some ϕ ∈ Diff(X) (see Section 7.3 of [58]), but the
symplectomorphism ϕ need not relate compatible complex structures. A theorem
of Delzant [31] asserts that if ω˜X is T-invariant, there exists one such symplecto-
morphism ϕ which is T-equivariant (this amounts to a classification of compact
symplectic toric manifolds by Delzant polytopes up to translations in MR). In turn,
Abreu [1] showed that the Kähler structures (X, ω˜X , ˜X) and (X,ωδ , jX) can be re-
lated by a T-equivariant biholomorphism (X, ˜X) → (X, jX ), but this will not be a
symplectomorphism in general.
We now want to review very briefly some geometry of cones associated to the
toric manifold X. This is needed to describe certain positivity conditions that arise
in the context of the vortex equations. The relevant cones are contained in real
extensions of the Abelian groups in the ladder diagram of Lemma 1, e.g. Cl(X)R :=
Cl(X) ⊗Z R. For more detail, we refer the reader to Section 3.3 of reference [20],
where we deal with the case of vortices on Kähler manifolds of arbitrary dimension.
Recall that the nef cone of a toric variety X (denoted Nef(X) ⊂ Cl(X)R
in [30]), is generated by classes of numerically effective (Cartier) divisors. In the
case where X is smooth, there is a very explicit description of the dual of this cone
(known as the Mori cone and denoted NE(X)) due to Batyrev [11], in terms of
primitive collections associated to the normal fan Fan∆. In our setting, the Mori
cone is always strongly convex (this follows from Proposition 6.3.24 in [30]), and so
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the primitive relations associated to the normal fan of X give minimal generators
for NE(X), which determines the Kähler cone of the manifold by duality.
Now the linear maps β˜R and β˜
∗
R, obtained from extending β˜ := c1 ◦ β ◦ (c
T
1 )
−1
in Lemma 1 to real coefficients and duality, relate the basic cones K(X) and NE(X)
to natural cones in T-equivariant cohomology and homology, respectively. First of
all, we have the following fact from Section 3.3 of [20]:
Proposition 2. Any ray in the nef cone of X admits a generator of the form
β
(∑
ρ∈Fan∆(1)
aρDρ
)
with all aρ ∈ N0.
We consider the cone
(20) CBPS(X) :=
 ∑
ρ∈Fan∆(1)
R≥0 c
T
1 (Dρ)
∨ ⊂ HT2 (X;R),
which is dual to the closed strictly convex polyhedral cone in H2T(X;R) generated
by T-equivariant first Chern classes (see (16) and Lemma 1)
cT1 (Dρ) = c1(νDρ) ∈ H
2
T(X;Z)
associated to effective T-equivariant divisors Dρ ⊂ X. In the context of the present
paper, CBPS(X) can be identified with the BPS cone introduced in Section 4 of refer-
ence [20] (for vortex equations on bases of arbitrary dimension), because H2(Σ;Z) is
cyclic and the fundamental class [Σ] provides a natural generator. The intersection
of CBPS(X) with the image of N1(X) in H
T
2 (X;R) under β˜
∗
R is again a cone, and it
is contained within the image of the Mori cone NE(X).
Given h ∈ HT2 (X;Z) ∩ CBPS(X), the following two positivity properties are a
direct consequence of the definition (20) and Proposition 2:
(P1) kρ := 〈c
T
1 (Dρ),h〉 ∈ N0 for each ray ρ ∈ Fan∆(1);
(P2) 〈ηωδX ,h〉 ≥ 0 for each Kähler class δ of X.
The assertion (P1) implies that whenever a class h ∈ HT2 (X;Z) is taken from
the cone CBPS(X), one obtains nonnegative kλ in the prescription (2). In the next
subsection, we clarify why one should identify rays ρ in the normal fan of ∆ with
colours λ, in the context of divisor braid groups. Assertion (P2) is an energy positiv-
ity condition for vortex configurations (A,φ) with target X and topological charge
[φ]T = h contained in the cone CBPS(X), independently of the Kähler form ωX
prescribed on X.
2.3. Vortices in compact toric fibre bundles. As mentioned in the Introduc-
tion, one topic of this paper is the topology of a certain type of configuration spaces
associated to an oriented surface Σ and a decorated graph (Γ,k). In this subsection,
we give a more general definition (see Definition 3) before specialising to the con-
figuration spaces that are most directly related to divisor braids (see Definition 10).
Our main goal here is to elucidate how these constructions arise quite naturally from
the study of moduli spaces of vortices in (11) and their topology.
Definition 3. Let Λ be a simplicial complex, k : Sk0(Λ) → N0, λ 7→ kλ a nonzero
function on its set of vertices, and Σ a Riemann surface. Let us denote an ℓ-simplex
in Λ by [λ1; . . . ;λℓ], where the λi are distinct vertices (which we may also refer to as
colours). The space of effective divisors of degree k on Σ braiding by Λ is the subset
of SkΣ :=
∏
λ∈Sk0(Λ) S
kλΣ given by
(21) Divk+(Σ,Λ) :=
{
d ∈ SkΣ : [λ1; . . . ;λℓ] /∈ Λ ⇒
ℓ⋂
i=1
supp(dλi) = ∅
}
.
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We refer to (Λ,k) as a colour scheme, and to k as its coloured degree.
In this definition, we interpret the nonzero components dλ ∈ S
kλΣ of d as
effective divisors of degree kλ on Σ, and denote their support by supp(dλ) ⊂ Σ.
Observe that SkΣ is a manifold equipped with a complex structure induced by the
one of Σ, since the same holds for each Cartesian factor; a short argument uses
essentially Newton’s theorem on symmetric functions, see e.g. [4, p. 18]. Clearly,
Div
k
+(Σ,Λ) is an open dense complex submanifold, its dimension being given by the
total degree
|k| :=
∑
λ∈Sk0(Λ)
kλ = dimC Div
k
+(Σ,Λ).
Lemma 4. If Σ is connected, then Divk+(Σ,Λ) is connected for any colour scheme
(Λ,k).
Proof. The Riemann surface Σ is locally path-connected, so it is path-connected.
For each colour λ, we pick a point zλ ∈ Σ, such that the points zλ are pairwise
distinct. This defines a base point d∗ = [kλ1zλ1 ; . . . ; kλℓzλℓ ] ∈ Div
k
+(Σ,Λ). Given an
arbitrary d ∈ Divk+(Σ,Λ) we want to find a path from d to d
∗.
Because Λ is a simplicial complex, it is easy to find a path in Divk+(Σ,Λ) from
d to d′ such that the support of d′ is distinct from the support of d∗. So we can
assume without loss of generality that d ∩ d∗ is empty.
Pick a point z from the divisor d. Let us say that its colour is λ. We can find
a path in γ : [0, 1] → Σ such that γ(0) = z, γ(1) = zλ and γ(0, 1) ∈ Σ \ (suppd ∪
suppd∗). This gives a path in Divk+(Σ,Λ) from d to a divisor where z is replaced by
zλ. We do this inductively for all the points in d, and obtain a path from d to d
∗
as required. 
Definition 5. We say that a coloured degree k is
• composite if its components are not of the form kλ = δλλ′ for some vertex λ
′,
where δ is the Kronecker delta;
• effective if kλ 6= 0 for all vertices λ;
• very composite if kλ ≥ 2 for all vertices λ.
If kλ = 0 for a vertex λ, one may eliminate the λ-component of the coloured
degree, as well as all the simplices in Λ incident to λ (in particular, the vertex itself),
without affecting the definition of Divk+(Σ,Λ). In particular, we see immediately that
Div
k
+(Σ,Λ) = Σ if k is not composite. The reason we allow for this apparent redun-
dancy is that it is natural to consider Divk+(Σ,Λ) as a family of spaces depending on
|Sk0(Λ)| integers, and in some circumstances it is convenient to allow these integers
to be zero; but the discussion of this paper will be restricted to effective coloured
degrees.
Remark 6. In the particular case where Λ is a graph, which we emphasise by writing
Λ = Γ, the set (21) is reminiscent of the generalised configuration spaces ΣΓ or
ConfΓ(Σ) introduced in references [36, 25], which depend on a manifold (here Σ)
and a graph Γ. The definition given in these references agrees with ours provided
that in our conventions the graph Γ is replaced by its negative ¬Γ (a graph with
the same set of vertices but complementary set of edges) and one takes all kλ = 1.
Note that ¬(¬Γ) = Γ. We justify taking the negative (see e.g. equation (35) below)
by the fact that, for a simplicial complex Λ of dimension higher than one (such as
Λ = (∂∆)∨ in Theorem 7 below for n ≥ 3), the obvious generalisation of ¬Γ does
not yield a simplicial complex.
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We now go back to the vortex equations (3), in the setting where the target
(X, jX , ωX) is a Kähler toric manifold defined by a given Delzant polytope ∆, to-
gether with a choice of Kähler form ωX . Note that the condition µ(X) = ∆ fixes
the translational ambiguity of the moment map: ∆ determines µ and vice versa. As
in Section 2.1, we assume that Σ is a compact and connected oriented Riemannian
surface with Kähler structure (Σ, jΣ, ωΣ), and denote by
[ωΣ]
∨ ∈ H2(Σ;R) ∼= R
the dual Kähler class, on which the Kähler class [ωΣ] ∈ H
2(Σ;R) evaluates as unity.
Let us take a fixed class h in the semigroup HT2 (X;Z) ∩ CBPS(X) defined in
equivariant 2-homology by the cone (20). This will determine the homotopy class
of a principal T-bundle P → Σ where we want to consider as base for the vortex
equations (3). One way to understand this is as follows: h determines a unique
homomorphism ~h : H2(Σ;Z)→ H
T
2 (X;Z) satisfying
~h([Σ]) = h
where [Σ] is the fundamental class; specifically, if h = φT as in equation (5), then
~h = φ˜∗. Composing with the homomorphism α˜
∗ : H2(BT;Z)→ HT2 (X;Z) obtained
by dualising α˜ in the diagram of Lemma 1, we get the map
(22) α˜∗ ◦ ~h : H2(Σ;Z)→ H2(BT;Z) ∼= Z
⊕n,
which can be interpreted as an element of H2(Σ;Z) ⊗Z H2(BT;Z) ∼= H
2(Σ;Z)⊕n.
We then set
c1(P ) = α˜
∗ ◦ ~h,
and by a well-known property of the first Chern classes this determines P → Σ up
to homotopy. We shall denote by (α˜∗ ◦ ~h)R the extension of the Z-linear map (22)
to real coefficients.
The following result provides the main link connecting divisor braid groups to
moduli spaces of vortices on Riemann surfaces.
Theorem 7. Suppose that the charge h ∈ HT2 (X;Z) ∩ CBPS(X) is such that
(23) (α˜∗ ◦ ~h)R([ωΣ]
∨) ∈ intµκ(X).
Then the moduli space MX
h
(Σ) of the vortex equations (3) on (Σ, jΣ, ωΣ) with target
(X, jX , ωX ,T, µ
κ), defined in (11), is nonempty. Setting k(ρ) := 〈cT1 (Dρ),h〉 for
each ρ ∈ Fanµ(X)(1) as in (2), there is a homeomorphism
(24) MXh (Σ)
∼= Divk+(Σ, (∂µ(X))
∨).
In equation (24), the moduli spaces are identified with spaces of effective
divisors on Σ (as in Definition 3) braiding by a simplicial complex constructed from
the Delzant polytope ∆ = µ(X) defining the n-dimensional toric target manifold
X. This simplex is obtained by dualising the boundary of ∆ (interpreted as an
(n− 1)-dimensional spherical polyhedron). It is easily checked that condition (i) in
the second paragraph of Section 2.2 implies that such a dual polyhedron forms a
simplicial complex, for any Delzant polytope ∆.
The assumption (23) (where ‘int’ denotes the interior) can be interpreted as a
natural stability condition. The closed version of this equation,
(α∗R ◦ ~h)([ωΣ]
∨) ∈ κ(∆),
is a necessary condition for existence of vortex solutions — this was shown by Bap-
tista as Theorem 4.1 of [9], using essentially the convexity of µ(X); see [45]. In the
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toy example of Section 2.1 where X = C, condition (23) corresponds to the third
alternative on the right-hand side of (12).
Theorem 7 is a particular case of Theorem 4 in our companion paper [20],
where we consider vortex equations with compact Kähler toric targets X on com-
pact Kähler manifolds Y of arbitrary dimension. This result positively answers a
question/conjecture formulated by Baptista in Section 7 of [9]. Previously, the iden-
tification (24) had only been verified in the case where X = Pn equipped with its
Fubini–Study Kähler structure in [9]. Early versions of this result in the special case
n = 1 (i.e. X = P1) had appeared independently in [61] and [70].
The proof of Theorem 7 does provide further intuition about Abelian vortices.
The basic idea is that, under assumption (23), there is a one-to-one correspondence
(modulo gauge equivalence) between solutions of the Abelian vortex equations (3)
on Σ with nonlinear n-dimensional toric targets X = X∆ and vortex solutions
(also on Σ) with linear r-dimensional targets Cr∆. This is in the same spirit of
the more familiar correspondence between ungauged nonlinear sigma-models with
toric targets and linear sigma-models that is familiar in the physics literature [78],
where the former appear as low-energy effective theories for the latter. For a further
application of this idea to the study of the geometry of moduli spaces, we refer the
reader to [68].
When X is given a canonical symplectic structure ωX = ωδ, Baptista showed
that one can descend vortices with target Cr∆ through the quotient (18); an impor-
tant ingredient was a simplified version of the the Hitchin–Kobayashi correspondence
proved by Mundet in [62]. However, the result by Abreu in [1] that we mentioned in
Section 2.2 and the fact that the complex structure ωX does not appear in the PDEs
(3) allows to deform solutions within the same target Kähler class. Since the moduli
of linear vortices are parametrised by the right-hand side of (24) and the descent
map is injective, this argument allowed Baptista to interpret Divk+(Σ, (∂µ(X))
∨) as
a family of vortex moduli with target X.
The proof in [20] that this descent process is surjective is based on a construc-
tion of a lift of a solution (A,φ) of (3) to a vortex with linear target Cr∆. First of all,
one can define a principal T×HomZ(Cl(X),U(1))-bundle on P˜ → Σ and a smooth
section an associated bundle with fibre Cr∆ lifting φ which is unique up to homotopy;
in this step, it is crucial that the underlying structure groups are commutative. Then
one lifts the connection A in such a way as to make the lifted section holomorphic.
These two steps do not yet guarantee that the real vortex equation (involving the
moment map) is satistfied, but once again the Hitchin–Kobayashi correspondence
of Mundet provides a complex gauge transformation to a full solution of the vortex
equations with target Cr∆.
In Section 2.4 below, we shall justify that the fundamental groups of the vortex
moduli spaces MX
h
(Σ) have direct physical interest. Given the description (24), the
calculation of such groups is simplified by observing that one can model them on
fundamental groups of simpler spaces of effective braiding divisors on Σ, for which
the braiding is determined by a suitable graph:
Proposition 8. Let Σ be a connected Riemann surface and (Λ,k) a colour scheme
as in Definition 3. Then there is an isomorphism of fundamental groups
(25) π1 Div
k
+(Σ,Λ)
∼= π1 Div
k
+(Σ,Sk
1(Λ)).
Proof. By Lemma 4, the space of braiding effective divisors is connected, so we can
base the fundamental group at a tuple d∗ = (d∗λ)λ∈Sk0(Λ) containing only reduced di-
visors d∗λ ∈ S
kλΣ such that
⋂
λ∈Sk0(Λ) supp(dλ) = ∅, and interpret loops in Div
k
+(Σ,Λ)
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as closed coloured braids in S1×Σ; the colours of the strands are determined by the
colours of their basepoints. Then the main task is to show that, when one identifies
all possible loops using the homotopies naturally specified by the simplicial complex
Λ, intersections involving more than two strands occur in codimension higher than
two, and thus do not give rise to further relations in the fundamental group. (In
Section 3.3, we shall be more specific about the type of homotopies that we want
to allow.) A careful proof of this fact would involve a filtration argument, taking
advantage of the simplicial property of Λ to resolve arbitrary intersections of strands
into those involving only two colours. We refrain from spelling out the full argument
in detail, since the same technique will also be employed to justify Claim 1 in the
proof of Proposition 16 below. 
According to equation (25), braiding by a graph (more precisely, by the 1-
skeleton of the relevant simplicial complex, given in equation (24)) is sufficient to
describe π1M
X
h
(Σ). Graphs occurring as 1-skeleta of simplicial complexes such as
(∂µ(X))∨ satisfy the following properties:
(i) they are simple, i.e. do not contain multiple edges connecting two given
vertices;
(ii) they do not contain any self-loops (i.e. edges beginning and ending at the
same vertex).
It is clear that these two properties define a much more general class of graphs
than those obtained as 1-skeleta of dualised boundaries of Delzant polytopes. This
class is closed under the involution ¬ (taking the negative of a graph) mentioned
in Remark 6. Since a space of effective divisors braiding by such a graph Γ is
reminiscent of a configuration space, we shall write (see also Definition 10)
(26) Divk+(Σ,Γ) =: Confk(Σ,¬Γ)
to make contact with the usual notation — which is recovered by setting all kλ = 1.
For an undirected graph Γ satisfying properties (i) and (ii) above, a function
k : Sk0(Γ) → N and an orientable connected surface Σ, we sketched the notion of
divisor braid group DBk(Σ,Γ) in the Introduction to this paper. In Section 3, we
shall add more precision to that first description (see Definition 14), and establish
in Proposition 16 that there is an isomorphism
(27) DBk(Σ,Γ) ∼= π1 Div
k
+(Σ,¬Γ),
where the right-hand side is the fundamental group of the generalised configuration
space Confk(Σ,Γ) (see Definition 10). At present, the point we want to make, which
relies on Theorem 7, is that there are many divisor braid groups DBk(Σ,Γ) that can
be realised as fundamental groups of moduli spaces of vortices on Σ valued in a toric
target X = XFan∆ . Making use of Proposition 8, one obtains namely
(28) π1M
X
h (Σ)
∼= DBk(Σ,¬ Sk
1((∂∆)∨))
with coloured degree k given as claimed in (2), i.e.
k(ρ) = 〈nρ,h〉 for each ρ ∈ Sk
0(¬Sk1((∂∆)∨)) = Fan∆(1).
We shall come back to the gauge-theoretic viewpoint (28) in Section 8, il-
lustrating how certain groups of such “realisable” divisor braids turn out to be
interesting and computable for simple targets X = XFan∆ . Actually, the original
motivation for the present work was to devise basic tools for such computations. In
the rest of this section, we explain briefly why results of this sort are relevant in the
context of two-dimensional quantum field theory.
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2.4. Supersymmetric gauged sigma-models and vortex moduli. Let us
briefly recall the definition of the (1+2)-dimensional bosonic gauged nonlinear sigma-
model on an oriented Riemannian surface (Σ, gΣ) with Kähler target (X, jX , ωX),
admitting a Hamiltonian holomorphic G-action with moment map µ. Solutions of
this model can be understood as paths I → F(P,X,Σ), i.e. maps from a real interval
I (parametrised by a variable t representing time) to the space of fields defined in
(9), where P → Σ is a principal G-bundle and EX → Σ is as in (4). We look for
paths satisfying the Euler–Lagrange equations of the action functional
(29) Sξ(A˜, φ) = −‖FA˜‖
2
L2 + ‖d
A˜φ‖2L2 − ξ‖µ ◦ φ‖
2
L2
with appropriate conditions on their values at one or maybe both ends of I. These
equations are second-order PDEs on the manifold I × Σ. In (29), A˜ := Atdt+A(t)
is a connection (with curvature FA˜) on the pull-back p
∗
2P under the projection
p2 : R×Σ→ Σ, while the component φ can be interpreted as a path I → C
∞
G (P,X)
of G-equivariant maps; ‖·‖L2 is used to denote the L
2-seminorms on I×Σ determined
by the Lorentzian metric dt2−gΣ, by the Kähler metric gX on X, and by G-invariant
bilinear forms κg and κg∗ associated to a given nondegenerate G-equivariant map
κ : g∗ → g; and ξ is a positive real parameter.
The integrands in (29) are invariant under paths to the unitary gauge group
G := AutΣ(P ). We are interested in the gauge equivalence classes of solutions to
the Euler–Lagrange equations of the functional, and we will argue that this problem
simplifies considerably for the value ξ = 1, which is referred to as the self-dual point
(or regime) of the sigma-model.
The Lagrangian, or time-integrand in (29), can be recast as the difference
between a non-negative kinetic energy and a potential energy given by the positive
functional
(30) Vξ(A(t), φ(t)) =
∫
Σ
(∣∣∣FA(t)∣∣∣2
κg,gΣ
+
∣∣∣dA(t)φ(t)∣∣∣2
gX ,gΣ
+ ξ|µ ◦ φ(t)|2κg∗ ,gΣ
)
.
Assuming Σ compact for simplicity, one can rewrite the integral in (30) as in [61]
Vξ(A(t), φ(t)) = ±
∫
Σ
φ(t)∗(ηE(A(t))) + (ξ − 1)
∫
Σ
|µ ◦ φ(t)|2κg∗ ,gΣ
+
∫
Σ
∣∣∣FA(t) ± (µκ ◦ φ(t))ωΣ∣∣∣2
κg,gΣ
(31)
+
∫
Σ
∣∣∣dA(t)φ(t)± jX ◦ dA(t)φ(t) ◦ jΣ∣∣∣2
gX ,gΣ
,
where ηE(A) denotes a 2-form on E = P ×G X pulling back to (7), as before; this
rearrangement is sometimes called the Bogomol’ny˘ı trick.
The two possible choices of signs above give distinct ways of rewriting equa-
tion (30), and the choice that renders the first term on the right-hand side of (31)
non-negative provides a useful estimate on the energy of the system. Recalling
equation (8) we observe that, once this choice is made, one can write the first term
as |〈[η]G, [φ(t)]
G〉|. This quantity only depends on the homotopy class of the path
t 7→ φ(t), i.e. it is a constant determined by the connected component of F(P,X,Σ)
where the path t 7→ (A(t), φ(t)) takes values. To simplify things further, we also
assume that ξ = 1, so that the second term in (31) vanishes; then we conclude that
V1(A(t), φ(t)) ≥ |〈[η]G, [φ]
G〉|.
Now suppose that, for each t ∈ I, the field configuration (A(t), φ(t)) is such
that the last two integrands of (31) for the choice of sign made above vanish.
By definition, the kinetic energy vanishes for a static field, so if in addition this
t 7→ (A(t), φ(t)) is constant, then it minimises not only V1 with value |〈[η]G, [φ]
G〉|,
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but also the energy of the system, and it follows that it represents a critical point
for the functional S1. On the other hand, a field can only be stable (i.e. minimise
the total energy) if their kinetic energy vanishes and V1(A(t), φ(t)) attains its min-
imum value within the given homotopy class. Thus the equations defined by the
vanishing of the last two integrands (pointwise on Σ) define the static and stable
field configurations of the model. The choice of upper sign in (31) corresponds to
the vortex equations (3), whereas the lower sign defines anti-vortices. There may
still exist genuinely dynamical solutions to the Euler–Lagrange equations of S1, in
particular in components where no vortex or antivortex exist.
Ultimately, we are interested in field configurations in F(P,X,Σ) modulo
the action of the gauge group. There is a version of Gauß’s law, obtained as
the Euler–Lagrange equation of (29) corresponding to At, expressing that the path
t 7→ (A(t), φ(t)) is orthogonal to the G-orbits in the spatial L2-norm; this equation
has the special status of a constraint on the space of fields, just as the component
At is to be regarded as an auxiliary field (its time derivative does not appear in
the integrand of (29)), and it ensures that dynamics of the action Sξ descends to a
dynamical system on G-orbits.
If the boundary conditions incorporate the vortex equations (3) in some way,
one may try (following Manton [57]) to approximate a time dependent field solving
the Euler–Lagrange equations of the sigma-model by a time-dependent solution to
the vortex equations. The hope is to approximate the kinetic terms in the action
(29) by the squared norm in the metric on the moduli space of vortices described
in Section 2.1; this is sensible as far as the trajectory (A(t), φ(t)) remains close to
vortex configurations. Since the potential energy for vortices at ξ = 1 within a given
class h remains constant, this proposal amounts to approximating dynamics in the
sigma-model by geodesic motion on the moduli space MX
h
(Σ). Rigorous study of
the simplest models (for Σ = C, X = C and G = U(1) in [74], and for Σ = T 2,
X = P1 and trivial G in [72]) revealed that this approximation is sound for a Cauchy
problem with initial velocities that are small and tangent to the moduli space, and
that it is even robust for small values of |ξ−1|, provided that a potential energy term
(corresponding to the restriction of second integral in (31) to the moduli space) is
included in the moduli space dynamics. In other words: at slow speed, the classical
(1 + 2)-dimensional field theory with target X and action (29) is well described by
a (1 + 0)-dimensional sigma-model with target MX
h
(Σ).
One should hope to take a further step, and try to understand the ‘BPS sector’
of the quantisation of these sigma-models, for X a Kähler toric manifold and G = T
its embedded torus, via geometric quantisation of the truncated classical phase space∐
h∈HT2 (X;Z)∩CBPS(X)
T∗MXh (Σ)
with the canonical symplectic structure. This semiclassical regime should capture
the physics at energies that are close to the ground states of the model in each
topological sector within the BPS cone (with an obvious extension for the anti-BPS
cone).
An important feature of the sigma-model described by S1 is that it admits
a supersymmetric extension — more precisely, for the topological A-twist this ex-
tension is described in detail by Baptista in [10], which yields an N = (0, 2) su-
persymmetric topological field theory whose quantum observables localise to vortex
moduli spaces as Hamiltonian Gromov–Witten invariants [27]. This is also the case
for the effective slow-speed approximation defined above — in fact, it is known [50]
that one-dimensional sigma-models onto a Kähler target such as MX
h
(Σ) extend
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to models with N = (2, 2) supersymmetry, and thus by adding fermions to our ef-
fective (0,1)-dimensional model one could even accommodate the amount of local
supersymmetry present in the classical theory.
According to Witten [77], the ground states in the effective supersymmetric
quantum mechanics on the moduli space should be described by complex-valued har-
monic (wave)forms on each component MX
h
(Σ). The relevant Laplacian is the one
associated to the natural Kähler metric (10), which is defined from the kinetic terms
of the parent bosonic model (29). The supersymmetric parity of such states will be
given by their degree as forms reduced mod 2. However, multi-particle quantum
states, corresponding equivariant homotopy classes h with composite coloured de-
grees k (in the sense of Definition 5) should also be interpreted in terms of individual
solitons. This leads to the expectation that the Hilbert spaces corresponding to the
quantisation of each componentMX
h
(Σ) with coloured degrees (2) should split non-
trivially into sums of tensor products of elementary Hilbert spaces corresponding to
individual particles. The individual vortex species corresponding to different facets
of the Delzant polytope ∆ determining the target X should be among these individ-
ual particles, but there could well be more types of particles needed to account for
the observed ground states. A case-study where extra (composite) particles occur,
which still fit into a common framework [19], is considered in [69].
It is natural to extend the semiclassical approximation slightly by allowing
nontrivial holonomies (i.e. anyonic phases) of the multi-particle waveforms in su-
persymmetric quantum mechanics, as in the Aharonov–Bohm effect for electrically
charged particles. This is implemented by advocating, as in [79], that the waveforms
be valued in local systems over the moduli space. It is well-known that the different
choices involved are parametrised by representations of π1M
X
h
(Σ), each represen-
tation corresponding to a flat connection. The whole picture is familiar from the
quantisation [65] of dyonic particles in R3 where, in addition to a topological mag-
netic charge k ∈ N (specifying a moduli space M0k of centred BPS k-monopoles [8]),
one needs to choose a representation of π1(M
0
k )
∼= Zk specifying the electric charge
of the dyon.
As we will see (in contrast with the case of BPS monopoles), the fundamental
group π1M
X
h
(Σ) in the context of vortices turns out to be infinite, leading to a
continuum of representations. In this situation, it is physically more natural to deal
with distributions of flat connections over a measurable subset of the representation
variety rather than a specific representation. An alternative [19, 21] to dealing with a
collection of bundles overMX
h
(Σ) is to perform the quantisation over a cover M˜X
h
(Σ)
of the moduli space where the relevant local systems trivialise — of course, this will
always be the case for the universal cover. Then one views linear combinations (or
wavepackets) of waveforms representing each quantum multi-particle state over a
distribution of representations (see also [7]) as elements of the L2-completion
(32)
⊕
h∈HT2 (X;Z)∩CBPS(X)
L2Ω∗c
(
M˜Xh (Σ), ∂0M˜
X
h (Σ);C
)
of a space of compactly supported forms. Here, we admit that the the covering spaces
M˜X
h
(Σ) may not be cocompact, and we do not assume that their metrics (which
are just the pull-backs of (10) from the quotients) are necessarily complete; but that
one can distinguish a component ∂0M˜
X
h
(Σ) of each boundary mapping surjectively
onto the subset of the boundary of MX
h
(Σ) that is accessible to finite-time geodesic
flow. These assumptions take into account the most recent analytic work on the
geometry of the moduli of nonlinear vortices [68], which revealed non-completeness
and finiteness of volume over compact subsets of the surface Σ. Then it is physically
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sensible to impose vanishing conditions for the waveforms over ∂0M˜
X
h
(Σ), and we
incorporate this in the notation (32).
The BPS sector (32) of the quantum Hilbert space is an infinite-dimensional
vector space, but it admits an action of the group of deck transformations, which will
be the whole fundamental group π1M
X
h
(Σ) if we work directly on the universal cover.
In order to obtain information about interesting subspaces (where this group acts),
we need to proceed statistically in the sense of Murray–von Neumann dimensions [63,
55] over the group von Neumann algebra (see [23], p. 43)
(33) N (π1M
X
h (Σ)) := B(ℓ
2(π1M
X
h (Σ)))
π1MXh (Σ).
In particular, for the study of the ground states (where one should restrict to har-
monic forms), this problem reduces to computing analytic L2-Betti numbers [7, 55]
of the covering space equipped with the group action. In the usual setting of geo-
metric quantisation, where quantum states take values in line bundles, it is sufficient
to use the maximal Abelian cover and representations of the fundamental group at
rank one, as in [19]. Note that this is equivalent to working with the Abelianisation
H1(M
X
h
(Σ);Z). As we shall see, in our situation of Abelian vortices this a free
Abelian group, so the machinery of L2-invariants has the flavour of classical Fourier
analysis in this setting.
For a classical phase space whose fundamental group is nonabelian, one may
also go beyond line bundles, and construct nonabelian waveforms valued in local
systems of higher rank. Such waveforms provide examples of nonabelions [59], which
have been sought after in QFT model-building. They have been proposed to describe
the phenomenology of correlated electrons (for which φ would play the role of order
parameter) in certain contexts of interest for condensed-matter physics [64]. The
results of this paper demonstrate that some of the gauge theories we described above,
with Kähler toric targets X, determine moduli spaces MX
h
(Σ) having nonabelian
fundamental groups. Perhaps surprisingly, this means that specific quantum Abelian
supersymmetric gauged sigma-models (as we shall illustrate in Section 8) are good
candidates for effective field theories whose quantum states braid with nonabelionic
statistics.
3. A fundamental-group interpretation of DBk(Σ,Γ)
In this section we provide a more rigorous definition of the divisor braid groups
DBk(Σ,Γ) described in our Introduction. We shall also justify the isomorphism
(27) that allows to interpret them as fundamental groups of certain generalised
configuration spaces that we denote as Confk(Σ,Γ).
3.1. Basic definitions. For the rest of the paper, it will be more convenient to work
with the following convention for the combinatorial data specifying intersections.
Definition 9. A negative colour scheme is a pair (Γ,k) consisting of an undirected
graph Γ with no self-loops and no multiple edges, and a function k : Sk0(Γ)→ N on
the set of vertices (i.e. 0-skeleton) of Γ. The vertices of the graph Γ will sometimes
be referred to as colours, each image kλ := k(λ) as the degree in colour λ, and the
map k as the coloured degree.
Some of the main results of this paper concern coloured degrees k for which
kλ ≥ 2 for all colours λ; recall that we refer to such coloured degrees, or to any
object defined from them, as very composite (see Definition 5 for nomenclature
concerning k). We will often simplify the notation by introducing a total order on
the set of vertices, which will identify them with consecutive integers — e.g. 1, . . . , r.
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Accordingly, we can represent an effective coloured degree k by the tuple of degrees
kλ in each colour, i.e. by an element of N
r, where r is the number of colours.
As anticipated by the notation, the configuration spaces we are interested in
will be associated to a negative colour scheme (Γ,k) together with a smooth surface
Σ. For each colour λ, we consider the symmetric product SkλΣ. A point of this
symmetric power can be considered as an effective divisor of degree kλ on Σ. We
shall write
Σk :=
∏
λ∈Sk0(Γ)
Σkλ and SkΣ :=
∏
λ∈Sk0(Γ)
SkλΣ.
It is evident that the symmetric group
(34) Sk :=
∏
λ∈Sk0(Γ)
Skλ
acts on Σk with quotient SkΣ. Once again we note that that this quotient is always
smooth, even though the action of Sk on Σ
k is not free in general.
Definition 10. The space Confk(Σ,Γ) of configurations of points on Σ with negative
colour scheme (Γ,k) is the set{
(d1, . . . , dr) ∈ S
kΣ
∣∣∣∣ If an edge connects the vertices λ and λ′ in Γ,then the supports of dλ and dλ′ in Σ are disjoint.
}
.
Referring back to our more general Definition 3, we can alternatively write
(35) Confk(Σ,Γ) = Div
k
+(Σ,¬Γ)
as in (26), recovering the negative graph ¬Γ as the 1-dimensional simplicial complex
of a (genuine) colour scheme in the sense of that definition; this also makes contact
with the established nomenclature for configuration spaces (see Remark 6).
Recall that if Σ is given the structure of a Riemann surface, then each SkλΣ
receives an induced complex structure. Via the inclusion Confk(Σ,Γ) ⊂ S
kΣ as a
dense open set, the configuration space becomes a complex manifold; its complex
dimension is the total degree |k| already defined in equation (1),
|k| :=
∑
λ∈Sk0(Γ)
kλ = dimC S
kΣ = dimC Confk(Σ,Γ).
If the coloured degree k is the function 1 with constant value 1 and Γ is
the complete graph with r vertices, then the configuration space Conf1(Σ,Γ) is the
classical configuration space of r ordered, distinct points on Σ. It is well know
that the fundamental group of Conf1(Σ,Γ) is the group of pure braids PBr(Σ) on
Σ. We will focus next on how to handle the other end of the spectrum, i.e. when
higher symmetric powers of the surface Σ occur as components of the ambient space
SkΣ ⊃ Confk(Σ,Γ). (These symmetric powers occur in all components when k is
very composite.)
3.2. The monochromatic case. By the Dold–Thom theorem [35], if k ≥ 2 then
the fundamental group of the symmetric product SkΣ equals H1(Σ;Z). As a warm-
up to other constructions, we want to interpret this object as a group of braids on
Σ. Since we know the group H1(Σ;Z) perfectly well, this venture may sound like a
pointless pursuit. However, another point of view on the following material, which
might be more instructive, is that it concerns the obvious surjective map from the
group of (not necessarily pure) braids on Σ to the first homology group of Σ. Our
goal is to exhibit explicit elements of the braid group that normally generate the
kernel of this map.
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For convenience, we will assume that Σ has a Riemannian metric. However,
our constructions will not depend on this metric in any essential way. There is
a projection map p : Σk → SkΣ corresponding to the quotient by Sk, which in
classical algebraic geometry is written as (z1, . . . , zk) 7→
∑k
i=1 zi. We fix a basepoint
z ∈ Σ, and similarly basepoints zk = (z, z, . . . , z) ∈ Σk and z = p(zk) = k z ∈ SkΣ.
We want to interpret the fundamental group of Σ as a generalised braid group.
We define the appropriate generalised braids in the following way. A braid
consists of a differentiable map
γ : [0, 1] → Σk
with the property that for all i 6= j and t ∈ (0, 1) we have that γi(t) 6= γj(t). In
particular, we cannot have that γ(0) = zk or p(γ(0)) = z for some z ∈ Σ. Instead,
we consider a disc centred at z, pick arbitrarily k distinct points z1, . . . , zk inside
this disc, and define z′ to be the image (i.e. equivalence class)
∑k
i=1 zi in S
kΣ of
(z1, . . . , zk) ∈ Σ
k under p. Up to homotopy, there is a unique path from z to each
zi in the chosen disc, providing a canonical identification of the fundamental groups
π1(S
kΣ) defined using those two base points. To simplify our notation, we will
usually suppress the dependence of the fundamental group on the choice of z′, and
even the difference between z and its ‘reduced’ version z′.
For braids γ which satisfy γ(0) = (z1, . . . , zk), we shall impose the restric-
tion p ◦ γ(1) = z′. Because the zi are distinct points, there will be a well-defined
permutation σ ∈ Sk such that γ(1) = (zσ(1), . . . , zσ(k)). This permutation will obvi-
ously depend on γ. There is also a well-defined way of composing two such braids
γ(1) and γ(2) by glueing at the end points. Precisely, if σ is the permutation de-
termined by γ(1), then γ(1) ∗ γ(2) is the composition of the path γ(1) with the path
t 7→
(
γ
(2)
σ(1)(t), . . . , γ
(2)
σ(k)(t)
)
.
Now the braid γ determines an element [p ◦ γ] ∈ π1(S
kΣ). We introduce an
equivalence relation on such braids, generated by two types of relations. First, if
two braids are homotopic through braids, they are equivalent. Secondly, we express
that we allow any strands of this braid to pass through each other.
Suppose that γ1, γ2 : [0, 1] → Σ are two continuous paths. Together, they
represents a path p◦ (γ1, γ2) in S
2Σ. Suppose that γ1(1/2) = γ2(1/2). Then, we can
can consider
γ′1(t) =
{
γ1(t) 0 ≤ t ≤ 1/2
γ2(t) 1/2 ≤ t ≤ 1
γ′2(t) =
{
γ2(t) 0 ≤ t ≤ 1/2
γ1(t) 1/2 ≤ t ≤ 1
The path p ◦ (γ′1, γ
′
2) equals the path p ◦ (γ1, γ2). This will produce a “crossing
relation” in the fundamental group of S2Σ which we have to take into account.
Let γ and γ˜ denote two braids in the sense considered before. Let z ∈ Σ
be a point, ǫ > 0 such that the exponential map associated to our fixed metric is
a homeomorphism on a ball of radius ǫ in Tz(Σ). In particular, the metric ball
Bǫ(z) := expz(Bǫ(0)) is a disc. Let τ > 0 and 0 < t0 < 1. Now assume that i1 6= i2
are such that
• γi(t) = γ˜i(t) unless i ∈ {i1, i2}.
• If t < t0 − τ , then γi1(t) = γ˜i1(t) and γi2(t) = γ˜i2(t).
• If t > t0 + τ , then γi1(t) = γ˜i2(t) and γi2(t) = γ˜i1(t).
• If |t− t0| ≤ τ and i 6= i1, i 6= i2, then γi(t) 6∈ Bǫ(z).
• If |t− t0| ≤ τ , and either i = i1 or i = i2, then γi(t) ∈ Bǫ(z).
If these conditions are satisfied for some choice of z, ǫ, i1, i2, we say that γ and γ˜ are
related by a crossing move.
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It is quite easy to check that the equivalence relation generated by homotopies
and crossing moves is compatible with composition of braids, so we also get a compo-
sition on equivalence classes. The constant braid γi(t) = zi gives an identity element
for this composition, and the reverse of braids (in the usual sense) is its inverse. It
follows that the equivalence classes form a group.
Definition 11. The group of monocromatic divisor braids DBk(Σ) is the group of
equivalence classes of braids modulo homotopies and crossing moves.
Our goal is to relate this group with the first homology of the surface Σ, which
is the fundamental group of SkΣ.
Lemma 12. If γ and γ˜ are braids in the same equivalence class, then [p ◦ γ] =
[p ◦ γ˜] ∈ π1(S
kΣ).
Proof. If γ and γ˜ are homotopic, the assertion is immediate. Now suppose they are
related by a crossing move. We indicate how to construct a homotopy from p ◦ γ to
p ◦ γ˜. This homotopy will be a composition of two homotopies. The first homotopy
only changes the strands γi1(t) and γi2(t), and only for |t− t0| < τ . It moves γ to a
path γ(1) which satifies that γ
(1)
i1
(t0) = γ
(1)
i2
(t0). This path is not a braid (since two
strands intersect), but p ◦ γ(1) still defines an element of π1(S
kΣ), and actually the
same element as p ◦ γ. Now consider the path γ(2) : [0, 1] → Σk defined by
γ
(2)
i (t) =

γ
(1)
i (t) if i 6∈ {i1, i2},
γ
(1)
i (t) if i ∈ {i1, i2}, and t ≤ t0.
γ
(1)
i2
(t) if i = i1 and t ≥ t0.
γ
(1)
i1
(t) if i = i2 and t ≥ t0.
We see that p ◦ γ(2) = p ◦ γ(1). But it is also easy to see that we have a second
homotopy, similar to the first one, from γ(2) : [0, 1] → Σk to γ˜ : [0, 1] → Σk. We
have now proved the lemma, since p ◦ γ(2) defines the same element in π1(Σ
k) as
p ◦ γ˜. 
Lemma 12 provides us with a group homomorphism
(36) ξ : DBk(Σ)→ π1(S
kΣ).
Lemma 13. ξ is an isomorphism.
Proof. Recall that from partitions of k one obtains a filtration of SkΣ after how
many of the components of each pre-image k-tuple (z1, . . . , zk) are distinct. That is,
we take
F i := {[(z1, . . . , zk)]| at most i of the points zj are distinct}.
In the filtration
∅ = F 0 ⊂ Σ ∼= F 1 ⊂ F 2 ⊂ · · · ⊂ F k = SkΣ
the (real) codimension of the space F i is 2(k − i). In general, the spaces F i have
singularities. However, each F i is closed in F i+1, so the complements U i := SkΣ\F i
form a filtration of open subspaces
∅ = Uk ⊂ Uk−1 ⊂ . . . U0 = SkΣ.
The set Uk−1 is the configuration space of k distinct unordered points on Σ.
Claim 1: The difference U i−1 \U i = F i \F i−1 is a closed submanifold of U i−1
of dimension 2i.
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Closure is immediate: since F i is closed in SkΣ, we have that F i \ F i−1 is
closed in SkΣ \ F i−1. We need to check that it is a submanifold. This question is
local, so we can as well assume that Σ = C.
We can identify Ck/Sk with C
k through the map
∑k
i=1 zi 7→ (s1, . . . , sk), where
the si denotes the i-th elementary symmetric function in z1, . . . , zk. The image in
Ck/Sk of the (total) diagonal subspace of C
k is a copy of C, and its inclusion followed
by the identification is the map φk(z) =
((k
1
)
z,
(k
2
)
z2, . . . ,
(k
k
)
zk
)
. This is clearly the
inclusion of a submanifold.
Now suppose z ∈ F i \ F i−1 for some i. That is,
z = p(z1, . . . , z1︸ ︷︷ ︸
←k1→
, z2, . . . , z2︸ ︷︷ ︸
←k2→
, . . . , zi, . . . , zi︸ ︷︷ ︸
←ki→
),
where the points z1, z2, . . . , zi are pairwise distinct. We get a chart for S
kΣ in a
neighbourhood of z by using the elementary symmetric functions on the first k1
variables, then the elementary symmetric functions on the next k2 variables, and so
on. In a neighbourhood of z, the subset F i is given by i points, and the inclusion is
locally given by (φk1 , φk2 , . . . , φki). This map is a product of i embeddings of C, so
it is the inclusion of a submanifold. The claim is proved.
Claim 2: ξ is surjective.
By transversality, a map S1 → U0 = SkΣ is homotopic, by an arbitrarily small
homotopy, to a map whose image avoids F 0. Using transversality inductively we
can avoid all F i for i < k. It follows that there is an arbitrarily small homotopy that
moves γ to a map whose image is in Uk−1. This map can obviously be lifted to a
braid [0, 1]→ Σk, which proves Claim 2. Actually, this lift is unique and compatible
with composition.
Claim 3: ξ is injective.
Assume that γ(0) and γ(1) are two braids and Φ : [0, 1] × [0, 1] → SkΣ is a
homotopy from p ◦ γ(0) to p ◦ γ(1). We can make the homotopy transversal to the
filtration F ∗. In particular, we can assume without restriction that its image does
not meet F k−2, and that it will meet F k−1 transverally in finitely many points at
times t1, . . . , tn. At each ti the homotopy will perform a crossing move, so that we
can transform γ(0) to γ(1) by a finite number of homotopies and a finite number of
crossing moves. 
3.3. Braids of many colours. Suppose that Σ is an oriented surface and (Γ,k) is
a given negative colour scheme in r > 1 colours. To render the notation somewhat
less cumbersome, we will write k := |k| for the total degree.
Observe that the configuration space Confk(Σ,Γ) of Definition 10 can be con-
sidered as a quotient of an open subset U ⊂ Σk. There is a restricted action of Sk
on this U , and the space we are interested in is the quotient
Confk(Σ,Γ) := U/Sk ⊂ S
kΣ.
Let p : U → SkΣ once again denote the quotient map.
Let z1, . . . , zr be arbitrarily chosen, disjoint points in Σ. These points de-
termine a point (zk11 , . . . , z
kr
r ) ∈ U , where as in Section 3.2 we are writing z
kλ
λ :=
(zλ, · · · , zλ) ∈ Σ
kλ. We choose the image of this point under the quotient map p as
a base point in SkΣ.
For 1 ≤ λ ≤ r, we chose r disjoint metric discs Dλ ⊂ Σ where zλ ∈ Dλ. Inside
each discDλ, we chose distinct points zλ,j where 1 ≤ j ≤ kλ. In particular, the points
zλ,j (when all the labels are taken) are distinct. Let Zλ := {zλ,j ∈ Σ | 1 ≤ j ≤ kλ}
and Z :=
⋃r
λ=1 Zλ.
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We first consider the full set Bk of colour-pure braids on k strands in Σ, starting
and ending at Z. Precisely, an element γ of this set consists of a family of smooth
maps γλ,j : [0, 1] → Σ satisfying the following conditions:
• If (λ, j) 6= (λ′, j′), then γλ,j(t) 6= γλ′,j′(t) for all t ∈ [0, 1].
• γλ,j(0) ∈ Zλ and γλ,j(1) ∈ Zλ.
We can think of such a braid as built out of k strands γλ,j, such that every
strand is coloured by the first index λ. That is, we say that γλ,j′ has the same colour
as γλ,j′′ for any j
′, j′′, and the collection
γλ := {γλ,j : [0, 1] → Σ}
kλ
j=1
forms the sub-braid of colour λ in γ.
Now we introduce an equivalence relation on this set. As in the monochromatic
case, the equivalence we are interested in is generated by two types of relations. The
first type is that colour-pure braids which are homotopic through braids satisfying
the same conditions are equivalent. The second is that two braids are equivalent if
they are related by a crossing move involving two strands γλ,j and γλ′,j′ that are
either: (i) of the same colour (i.e. λ = λ′), or (ii) of colours λ, λ′ corresponding to
vertices in Γ that are not connected by an edge of the graph.
We can generalise the definition of divisor braids to the many-colour case as
follows.
Definition 14 (Divisor braid groups). A divisor braid of negative colour scheme
(Γ,k) is an equivalence class of elements in Bk under homotopy of colour-pure braids
and the crossing moves of type (i) and (ii) described above. The set of equivalence
classes of such divisor braids is denoted DBk(Σ,Γ). One can compose divisor braids
by concatenation as usual, and it is easy to see that they form a group.
As in the case of one colour, a braid γλ,j determines a closed path p ◦ γλ,j(t),
which can be interpreted as an element ξ(γ) ∈ π1(S
kΣ) for the obvious generalisation
(37) ξ : DBk(Σ,Γ)→ π1(Confk(Σ,Γ))
of the group homomorphism (36).
Lemma 15. If γ(1) and γ(2) are equivalent, then ξ(γ(1)) = ξ(γ(2)).
Proof. If the braids are homotopic, they clearly define the same element. If the braids
are related by a crossing move involving braids of the same colour, they determine
the same element by the same argument as in the proof of Lemma 12. 
As in the monochromatic case, we have the following result:
Proposition 16. The map (37) is a well-defined group isomorphism.
Proof. We follow the proof of Lemma 13. The main ingredient in the proof is a
filtration of SkΣ. We partially order the set (l1, . . . , lr) of r-tuples of nonnegative
numbers by (l1, . . . , lr) ≤ (l
′
1, . . . , l
′
r) if lλ ≤ l
′
λ for all λ. For l ≤ k we define
F l ⊂ Sk(Σ) as the set of points (z1, . . . , zr) such that zλ ∈ S
kλ(σ) has at most lλ
distinct elements. If l′ ≤ l, clearly F l
′
⊂ F l is a closed subset. Now consider
F<l :=
⋃
l′<l
F l
′
⊂ F l.
This is a closed subset. The complement U l = Fk \ F<l is an open set in the 2k-
dimensional manifold Fk, and V l = F l \ F<l is an open set in F l.
Claim 1: V l is a submanifold of U l of (real) dimension 2(
∑r
λ=1 lλ).
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There are two conditions to check. First, we have to check that V l is closed in
U l. But since F l is closed in Fk, it follows immediately that V l = Fk ∩U l is closed
in U l. Next, for each y ∈ V l we need to find a submanifold chart on a neighborhood
of y in U l. We then construct a chart around the image y = p(y) = (y1, . . . ,yr)
proceeding around each component yλ exactly as in the proof of Lemma 13.
Claim 2: ξ is an isomorphism.
If γ : [0, 1]→ Confk(Σ,Γ), we can do an arbitrarily small pertubation of γ to a
map whose image is disjoint from F<k. But this means that the element it represents
in π1(Confk(Σ,Γ)) is in the image of ξ. Similarly, if F is a homotopy between two
braids γ(1) and γ(2), we can make the homotopy transversal to all F l \ F<l. By
counting dimensions, we see that this means (using transversality) that the image of
the homotopy is disjoint from F l unless lλ = kλ except for λ = λ0, and lλ0 = kλ0−1.
It follows that the homotopy intersects F<k in isolated points. Arguing as in the
monochromatic case, we get that the braids γ(1) and γ(2) are equivalent. 
Remark 17. A divisor braid gives a 1-cycle in Σ for each colour λ, namely the sum
of the kλ trajectories on Σ described by the basepoints of the λ-coloured strands. If
there are r colours, it is easy to see that this defines a group homomorphism
(38) h : DBk(Σ,Γ)→ H1(Σ;Z)
⊕r.
In the case of only one colour (r = 1), this map can be identified with the Hurewicz
map π1(Σ)→ π1(S
kΣ) ∼= H1(Σ;Z).
4. Some computations using pictures
The group of braids DBk(Σ,Γ) defined in the last section is a quotient group
of a certain subgroup of the full braid group Bk(Σ) on k = |k| :=
∑
λ∈Sk0(Γ) kλ
strands on Σ. Let σ : Bk(Σ) → Sk be the usual map from the full braid group
to the symmetric group, given by picking an ordering of the set Z = {zλ,j}
r,kλ
λ,j=1
and extracting from every braid (not necessarily colour-pure) the associate bijection
mapping the starting points to the endpoints of its strands. The Cartesian product
Sk in (34) corresponds to the subgroup of permutations that leaves each of the r
subsets Zλ = {zλ,j | 1 ≤ j ≤ kλ} invariant.
The subgroup Bk(Σ) = σ
−1(Sk) ⊂ B|k|(Σ) is the group of braids coloured
by the r colours subject to the relations of homotopy. According to Definition 14,
we obtain the group of divisor braids DBk(Σ,Γ) from this group by introducing the
additional relations generated by the crossing moves of both types (i) and (ii).
Let PBk(Σ) be the usual group of pure braids on k strands on Σ. There is a
diagram whose top row is exact, and where the vertical map is surjective:
1 −−−−→ PB|k|(Σ) −−−−→ Bk(Σ) −−−−→ Sk −−−−→ 1y
DBk(Σ,Γ)
Lemma 18. The composite map
Λ : PB|k|(Σ)→ Bk(Σ)→ DBk(Σ,Γ)
is surjective.
Proof. By the above diagram, it is sufficient to find a set of elements αλ in the kernel
of the map Bk(Σ) → DBk(Σ,Γ) such that their images in Sk generate this group.
Now, let α be related to the trivial element by a single crossing move, involving the
strands starting at zλ,j and zλ,j′ . By the definition of the equivalence relation, these
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elements are in the kernel of the map Bk(Σ) → DBk(Σ,Γ). On the other hand, its
image in the symmetric group is the transposition of zλ,j and zλ,j′ , so the family of
such elements generate Sk. This proves the lemma. 
It follows from Lemma 18 that a generating set for the pure braid group will
provide us with a set of generators for DBk(Σ,Γ). We intend to argue geometrically,
so we want to describe the generators by suitable pictures.
For the rest of this subsection, we make two simplifying assumptions:
• Σ is compact and orientable; we shall denote its genus by g;
• k is very composite (i.e. kλ ≥ 2 for every colour λ).
There are several presentations of the pure braid group of an orientable surface
available in the literature. For higher genus surfaces, the first one seems to be given
in [13]. Actually, we are only interested in specifying a set of generators. We are
going to describe a presentation given in reference [42]. Represent an orientable
surface of genus g as a regular 4g-gon, where opposite sides have been identified
respecting the orientation. Choose an auxiliary oriented line L passing through two
opposite vertices of this 4g-gon, and assume that z1, . . . , zk are points lying on this
line, such that the ordering of the labels of the points respects the the linear order
on the line.
We will be interested in a particular class of pure braids. Consider a closed
path γi : [0, 1] → Σ such that γi(0) = γi(1) = zi, and furthermore such that
γi(t) 6= zj for all t ∈ [0, 1] and i 6= j. We define a braid Φ(γi) by the paths in Σ
k
with components
Φ(γi)j(t) =
{
zj if j 6= i,
γi(t) if j = i,
, (j = 1, . . . , k).
We call an object of this type a monic braid. We shall give generators for the divisor
braid groups which are monic braids.
We define ai,ℓ for 1 ≤ i ≤ k and 1 ≤ ℓ ≤ 2g to be the monic braid given
by letting the path γi(t) run along a homotopic deformation of a straight line from
γi(0) = zi to the middle point of an edge labelled ℓ in the 4g-gon (Figure 1). After
that, it runs from the middle of the opposite edge back to to zi.
Further, for each pair (i, j) with 1 ≤ i < j ≤ k, we choose a path ti,j starting at
zi, staying in the interior of the 4g-gon, surrounding each of the the points zi+1, zj
and intersecting L in exactly one point besides zi. Call the corresponding monic
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braid ti,j (Figure 2). It is useful for us to look for a slightly different set of generators
for the pure surface braid group. For 1 ≤ i, j ≤ k, let us consider the path that
starts at zi, goes through the upper half of the 4g-gon to a neighbourhood of zj ,
runs once around zj in the positive sense, and then follows the same path back to
zi. We denote the corresponding monic braid by bi,j.
Theorem 19. Let Σ be a compact oriented surface. If the genus g ≥ 1, the pure
braid group is generated by the classes ai,j and bi,j. If Σ = S
2, the pure braid group
is generated by the classes ti,j.
Proof. First consider the case g ≥ 1. According to [42, §4], the homotopy equivalence
classes of the ai,ℓ and ti,j thus defined generate the pure braid group PBk(Σ). The
list of relations presented there is rather long and complicated, but we will not need
the relations. Clearly, we can express ti,j as a product of the elements bi,j with
i < j ≤ k, and it follows that the classes of ai,ℓ and bi,j must also generate the pure
surface braid group. In the case Σ ∼= S2, the map induced by inclusion from the
pure braid group of the plane to the pure braid group of the sphere is surjective.
The pure braid group of the plane is generated by braids Ai,j (see [5]) which maps
to the braids ti,j in the braid group of S
2. 
It is a consequence of Theorem 19 and Lemma 18 that the images Λ(ai,ℓ) and
Λ(bi,j) (respectively Λ(ti,j) for Σ = S
2) generate DBk(Σ,Γ). We want to produce
relations between these elements in DBk(Σ,Γ). We start with two general lemmas
that ensure that certain elements of DBk(Σ,Γ) commute with each other.
Lemma 20. Let γ and γ′ be two paths in Σ such that γ(0) = γ(1) = zi and
γ′(0) = γ′(1) = zi′ . Further, assume that the images of the two paths in Σ that do
not intersect, that is, for all t, t′ we have that γ(t) 6= γ′(t′). Then the divisor braids
Φ(γ) and Φ(γ′) commute.
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Proof. The k paths in the concatenation Φ(γ) ∗ Φ(γ′) only have two nonconstant
strands, namely
(Φ(γ) ∗ Φ(γ′))i(t) =
{
γ(2t) if t ≤ 1/2,
zi if t ≥ 1/2.
(Φ(γ′) ∗ Φ(γ))i′(t) =
{
zi′ if t ≤ 1/2,
γ′(2t− 1) if t ≥ 1/2.
We define a homotopy Fs between these divisor braids. For 0 ≤ s ≤ 1 we define
each strand of Fs to be constant, except for
(Fs)i(t) =
{
γ(2t− s) if s/2 ≤ t ≤ (s+ 1)/2,
zi if either s/2 ≥ t or t ≥ (s+ 1)/2.
(Fs)i′(t) =
{
zi′ if either t ≥ 1− s/2 or t ≤ (1− s)/2,
γ′(2t+ s− 1) if 1− s/2 ≥ t ≥ (1− s)/2.
This is a homotopy from F0 = Φ(γ) ∗ Φ(γ
′) to F0 = Φ(γ
′) ∗Φ(γ). 
Lemma 21. Let γ and γ′ be paths in Σ such that γ(0) = γ(1) = zi and γ
′(0) =
γ′(1) = zi′ . Suppose that the that zi and zi′ have either the same colour or colours
corresponding to vertices in Γ which are not connected by an edge. Then the monic
braids Φ(γ) and Φ(γ′) commute.
Proof. As in the proof of the previous lemma, we construct a homotopy from Φ(γ)∗
Φ(γ′) to Φ(γ′) ∗ Φ(γ) consisting of a family of maps Fs : [0, 1] → Σ
k. In this case
we do not know that Fs(t)i 6= Fs(t)i′ . But we can make Fs transversal to the fat
diagonal in Σk. This can be done by an arbitraily small pertubation, constant at
the ends of the homotopy. We obtain a new homotopy F˜s. Except for finitely many
values of s, this is indeed a braid. When s passes through one of the exceptional
points, the braid changes by a crossing move. This proves the lemma. 
Corollary 22. Let Z ′λ :=
⋃
λ′ 6=λ Zλ′ be the union of all the basepoints that do not
have colour λ. Let γ and γ′ be loops of the same colour λ in Σ \ Z ′λ. Suppose that
they determine the same homology class in H1(Σ \ Z
′
λ;Z). Then Φ(γ) = Φ(γ
′).
Proof. Since H1(Σ;Z) is the Abelianization of π1(Σ), it suffices to show that the
monic braid constructed from a commutator vanishes. But this follows immediately
from Lemma 20. 
A consequence of Corollary 22 is that the classes Λ(ai,ℓ) and Λ(bi,j) only
depend on the colour of their basepoints. For each colour λ, we choose one of the
basepoints of this colour. Let us say that it is indexed by the subscript iλ. For each
number ℓ, 1 ≤ ℓ ≤ 2g and colours λ, µ, we define
(39) αλ,ℓ := Λ(aiλ,ℓ) and βλ,µ := Λ(biλ,iµ).
Lemma 23. The classes αλ,ℓ and βλ,µ generate DBk(Σ,Γ). The classes βλ,µ satisfy
that βλ,λ = e and βλ,λ′ = βλ′,λ.
Proof. Since the collection of all classes ai,ℓ and bi,j generate the pure braid group
PBk(Σ), it follows from Lemma 18 that the classes Λ(ai,ℓ) and Λ(bi,j) generate
DBk(Σ,Γ). It follows from Corollary 22 that the classes Λ(ai,ℓ) only depend on
the colours of the points zi and the edge eℓ, and similarly that the classes Λ(bi,j)
only depend on the colour of the points zi and zj . So DBk(Σ,Γ) is generated by
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the classes αλ,ℓ and βλ,µ. The relations asserted for the classes βλ,µ follow from
elementary manipulation. 
In order to manipulate divisor braids, it is very convenient to have a graphical
representation of them, as well as a repertoire of moves that do not change the
equivalence class. This will be our next task.
A divisor braid can be considered as a family of coloured paths in Σ × [0, 1],
satisfying the additional condition that paths of colours associated to vertices con-
nected by an edge in the graph Γ never intersect. We choose to draw the images
of the braids in Σ. In this picture, there will quite likely be some points where the
images of strands of different colours intersect. Accordingly, we will adhere to the
convention that if γ(t) = γ′(t′) ∈ Σ and t < t′, then we will draw γ as undercrossing
and γ′ as overcrossing. This is quite similar to the ordinary representation of braids
through a picture that is supposed to be three-dimensional but is drawn on a plane.
The difference is that, in those pictures, you are usually projecting the surface D2
onto an interval, and preserving the time coordinate. We are now projecting away
from the time coordinate. We can assume that this is done in such a way that the
projection is a number of immersed oriented curves in the plane with a finite number
of intersections. We call such projections allowable. To improve legibility, we also
allow that the constant curve is to be represented by a single point in the projection.
Note that such a representation completely determines the braid up to homotopy,
and that a homotopy of projections can be lifted to a homotopy of braids. How-
ever, we might have homotopies of braids which do not correspond to a homotopy
of allowable projections.
In Figure 3, we sketch how to gain a better understanding of the homotopy
equivalences involved by comparing the projections of the same divisor braids in
a disc D2 in two different directions. The lower row depicts the projections we
discussed above, the upper row corresponds to a projection D2 → D1. Of course,
we are just making use of the technique of drawing three-dimensional objects that
came to be called “descriptive geometry”.
The most fundamental braid is the one represented by one point circling an-
other one in a small disk. In Figure 3, this corresponds to the lower middle picture.
Let us call this picture X . There are certain obvious variations of this picture. We
can perform the operation of reversing the orientation of the blue curve. This yields
a new picture that we will call BX . We can also reverse the orientation of the
red curve, which gives us the two new pictures that we denote by RX and RBX .
Finally, we can change the overcrossing to an undercrossing, and the undercross-
ing to an overcrossing. This gives us four new pictures, which we shall refer to as
CX , CBX , CRX and CRBX .
Lemma 24. The pictures CX and RBX are not projections of braids. The braids
corresponding to the projections X , CBX and CRX are homotopic. The braids cor-
responding to the projections BX , RX and CRBX are also homotopic, and represent
the inverse of the braid represented by X .
Proof. The proof is by elementary manipulation. The best way of convincing one-
self of the truth of the lemma is probably to experiment with a real-world three-
dimensional string model.
Let us first discuss why CX cannot be the projection of a braid. Suppose it
were. The blue strand would be represented by a map rB : [0, 1] → D
2 × [0, 1], and
similarly with the red strand. The lower crossing would represent a point (tBx , x) on
the blue strand of CX and a point (tRx , x) on the red strand, and similarly the upper
crossing would represent points (tBy , y) and (t
R
y , y). Because we have now inverted
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the crossings, we have that tBx < t
R
x and t
R
y < t
B
y . On the other hand, the orientation
of the strands shows that tRx < t
R
y and t
B
y < t
B
x , so we get t
R
x < t
R
y < t
B
y < t
B
x < t
R
x ,
which is a contradiction.
The three pictures in Figure 3 represent braids homotopic to X . As is easily
seen in the upper row pictures, reversing time replaces a braid by its inverse. This
introduces an involution of the situation. The effect on the pictures in the lower row
is that the crossings are inverted and also that the orientations of both strands are
inverted. In particular, this means that CRBX is indeed the projection of a braid,
and actually by the inverse of the braid projecting to X . Applying the involution
to the picture CX , we get BRX . Since CX cannot be the projection of a braid,
neither can BRX be.
Applying the involution to the lower right picture, we see that inverting the
orientation of the blue strand inverts the corresponding braid. This shows that BX
and RX represent the inverses of X . Similarly, CBRX represents the inverse of
both CRX and CBX . Since we already proved that CBRX represents the inverse
of X , we are done with the proof of the lemma. 
Figure 3. The two pictures in each column are two different pro-
jections of the same divisor braid. The braid on the left side of the
picture is homotopic to the braid on the right side.
Lemma 25. Let λ, µ be two different colours, and 1 ≤ ℓ, ℓ′ ≤ 2g. Then
[αλ,ℓ, αµ,ℓ′ ] = β
−1
λ,µ
Proof. The left-hand side of the equation above is the commutator of two monic
braids, built from paths that cross each other in exactly one point. We draw the
situation in Figure 5. Using the argument from Lemma 24, we obtain the assertion.

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Corollary 26. Provided that the genus of Σ is positive, the classes αλ,ℓ generate
DBk(Σ,Γ). In the case Σ ∼= S
2, the classes βλ,µ generate DBk(Σ,Γ).
Proof. The first statement follows from Lemma 23 and Lemma 25.
In the genus-zero case Σ ∼= S2, the group DBk(Σ,Γ) is generated by the classes
βλ,µ, because they are the images of Artin’s generators [52] for the pure braid group.

Lemma 27. The elements βλ,µ ∈ DBk(Σ,Γ) are central.
Proof. Consider first the case g ≥ 1. Since the classes αλ,ℓ generate the group, we
only need to show that αλ,ℓ commutes with βµ,ν for all choices of λ, µ, ν, ℓ. We are
free to chose any of a number of equivalent braids to represent βµ,ν . First, since
kµ ≥ 2, we can find a special point ze of color µ, which is different from the point
ziλ where αλ,ℓ starts out.
According to Lemma 22, if we pick any loop γ starting at ze which represents
the homology class in H1(Σ\{zj | j 6= iµ};Z) equal to a small circle around ziν , then
the braid Φ(γ) will represent βµ,ν . It is easy to see that we can always find such a
curve γ that does not intersect aλ,ℓ. By Lemma 21, the statement follows. 
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Figure 4. The path β1,3.
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Figure 5. The commutator [α1,3, α3,2].
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Let now Ek(Γ) be the Abelian subgroup of DBk(Σ,Γ) generated by the classes
βλ,µ. These classes were constructed from strands projecting to a disc in Σ, so it is
evident that this group does not depend on the genus of the surface; this is why we
choose to suppress the dependence on Σ. Recall the map h in equation (38), which
provided a generalisation of the Hurewicz homomorphism in Remark 17.
Theorem 28. The group DBk(Σ,Γ) sits in a central extension
(40) Ek(Γ)→ DBk(Σ,Γ)
h
−→ H1(Σ;Z)
⊕r.
Proof. Assume that g ≥ 1. Since Ek(Γ) is generated by the commutators βµ,ν , it
is certainly contained in the kernel of h. The group Ek(Γ) is a central subgroup
of DBk(Γ). The quotient group A := DBk(Σ,Γ)/Ek(Γ) is Abelian, generated by
the equivalence classes αλ,ℓ. The map h factors over the quotient, and we have to
show that the induced homomorphism h¯ : A → H1(Σ;Z)
⊕r is an isomorphism. By
the definition of αλ,ℓ, the group H1(Σ;Z) is generated by the cycles h(αλ,ℓ), where
1 ≤ ℓ ≤ 2g. It follows that h¯ is surjective. Since H1(Σ;Z)
⊕r has rank greater or
equal to the rank of A, the map h¯ has to be an isomorphism. This finishes the proof
of the theorem in positive genus.
Finally, suppose that the genus g is zero. In this case, DBk(Σ,Γ) is equal to
Ek(Γ), so the statement in the theorem is trivially true. 
Remark 29. This result is in the same spirit of the presentations given in [12] for
the so-called mixed braid groups defined in [3]. We emphasise that our divisor braid
groups are distinct from such mixed braid groups. One relation between the two is
that there is an obvious epimorphism from the mixed braid group of Σ in (k1, k2)-
strings Bk1,k2 to the particular divisor braid group DBk1,k2(Σ; •−−◦) that we shall
study in more detail in Section 5.2, and this morphism is not injective in general.
We close this section by summarising the properties of the classes βλ,µ.
Proposition 30. The group Ek(Γ) is generated by the classes βλ,µ, 1 ≤ λ, µ ≤ k.
They satisfy the following relations:
• βλ,µ = 0 if there is no edge in Γ from λ to µ
• βλ,µ = βµ,λ
•
∑
µ6=λ kµβλ,µ = 0.
Proof. The only nontrivial statement left is the last relation. Pick a disc D2 con-
taining all the points ziλ . Let γ be a path stating in ziλ , going to the boundary of
the disc, follow the whole boundary of the 4g-gon once and then returning to ziλ .
This path is homotopic to a product of commutators in π1(Σ \
⋃
j 6=iλ{zj}, ziλ). It
follows that the monic braid Φ(γ) yields the trivial element of DBk(Σ,Γ). On the
other hand, it circles each point zj for j 6= iλ exactly once, so it does represent the
sum in the formula. 
5. Linking numbers and two colours
In the previous section, we obtained a set of generators for our divisor braid
groups, together with some relations. We claim that there are no further relations, so
that we have actually obtained a presentation of the groups. To prove this, one has
to find tools to detect that a braid is non-trivial. One idea is to use invariants for the
links (or ‘closed braids’) in the closed three-manifold S1 × Σ obtained from colour-
pure braids on Σ. In this section, we will first discuss link invariants for disjoint
cycles in such coloured closed braids, and then apply them to the presentation of
divisor braid groups in a crucial situation: very composite colour schemes whose
graph consists of a single edge and two vertices.
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5.1. Linking numbers of cycles. We start with a fairly general situation. Let
R be a ring, n ∈ N, and M a compact (2n + 1)-dimensional manifold with an R-
orientation. Assume that α1, α2 are chains in Cn(M ;R) which are boundaries. Also
assume that these cycles αi are disjoint. Our goal is to define an homotopy-invariant
linking number in R, which will be able to detect whether the n-cycles α1 and α2
are linked.
If α1 and α2 are contained in an open set homeomorpic to R
2n+1, we can
consider the usual linking number in this open set. Think of this number as a local
linking number. If this local linking number is different from zero, the n-chains are
linked locally. However, even if the local linking number is different from zero, they
might get unlinked by some global move. So if we can define a global linking number
for links on M it will have to be a weakening of the local linking number. In general,
even if the local linking number is nonzero, the global linking number might still
vanish.
By assumption, there is a chain Ai ∈ Cn+1(M ;R) such that ∂Ai = αi. Con-
sider the chain A1 × α2 ∈ C2n+1(M ×M ;R). Since the cycles αi are disjoint, we
obtain a boundary ∂(A1 × α2) ∈ C2n(M ×M \ M∆;R), where M∆ is the usual
diagonal. It follows that A1×α2 defines a cycle in C2n+1(M ×M,M ×M \M∆;R).
Definition 31. The linking number L(α1, α2) ∈ R of the disjoint n-cycles α1, α2 in
M is the intersection of the homology classes [A1 × α2] and [M∆] in M ×M .
Definition 32. A continuous family of singular chains parametrised by t is a formal
sum
∑
i ci Si(t), where ci ∈ R are constants and each Si(t) is a singular simplex,
continuously parametrized by t.
We now collect basic facts about this linking number.
Proposition 33. The linking number L(α1, α2) enjoys the following properties:
(i) It does not depend of the choice of A1.
(ii) It is graded skew-symmetric.
(iii) It is R-bilinear in the appropriate sense.
(iv) It is constant in a continuous family of disjoint pairs of boundaries
(α1(t), α2(t)).
Proof. (i) Two different choices A1, A
′
1 differ by a cycle z ∈ Z2n(M ;R). The corre-
sponding homology classes [A1 ⊗ α2], [A
′
1 ⊗ α2] ∈ H2n+1(M ×M,M ×M \M∆;R)
differ by [z×α2]. This is actually a cycle in C2n+1(M×M ;R), and the corresponding
homology class vanishes already there since [α2] = 0 ∈ Hn(M ;R).
(ii) Skew-symmetry follows from observing that, if ∂A2 = α2, then
∂(A1 ⊗A2) = (−1)
nα1 ⊗A2 +A1 ⊗ α2,
so that the classes
[A1 ⊗ α2], (−1)
n+1[A2 ⊗ α1] ∈ H2n+1(M ×M,M ×M \M∆;R)
agree.
(iii) Linearity in the second argument is immediate from the definition. The
caveat ‘in the appropriate sense’ simply means that
L(α1, α
′
2 + α
′′
2) = L(α1, α
′
2) + L(α1, α
′
2)
holds under the condition that both α′2 and α
′′
2 are disjoint from α1. Linearity in
the first argument follows from this equality and skew-symmetry.
(iv) By a compactness argument, every continuous path of pairs of disjoint
cycles is composed by paths of cycles for which either the first or the second chain is
held constant. By skew-symmetry, it is enough to prove homotopy invariance in the
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case where α2(t) is constant. The homotopy α1(t) gives a chain A which is disjoint
from α2 and such that ∂A = α1(1) − α1(0). By definition, L(α1(1) − α1(0), α2) is
the intersection of M∆ with A × α1. But this intersection is empty, so L(α1(1) −
α1(0), α2) = 0. Therefore, by linearity in the first argument,
L(α1(0), α2) = L(α1(1)− α1(0), α2) + L(α1(0), α2) = L(α1(1), α2),
which proves the homotopy invariance. 
The example we will now focus on is basic, and it brings us back to the stage
where M = S1 × Σ for a compact oriented surface Σ, and thus n = 1.
Let k1, k2 ∈ N and {zi | 1 ≤ i ≤ k1 + k2} be a set of distinct points of Σ. We
denote by γi the constant path at the point zi. Let f : D
2 → Σ be an oriented chart,
such that f(0, 0) = z1 and f(1, 0) = zk1+1, and whose image does not contain any
point zi for i 6= 1, k1+1. Let γ
′
1 be the restriction of such a map f to the boundary.
Then we can reinterpret γ′1 as a loop on Σ, starting at zk1+1, winding once around
z1 in the positive direction, and returning back to zk1+1.
Consider the disjoint cycles α1, α2 ∈ C1(S
1 × Σ;Z/gcd(k1, k2)) given by the
families of maps {γ′1, γ2, γ3, . . . , γk1} and {γk1+1, . . . , γk1+k2}, respectively.
Lemma 34. L(α1, α2) ≡ 1 (mod gcd(k1, k2)).
Proof. Let F : S1 × [0, 1] → S1 ×Σ be the map F (t, u) = (t, f((1− u)t)). This map
defines a chain A1 whose boundary is the difference between the chains represented
by γ1 and γ
′
1. To compute the linking number L(α1, α2) we first need to make A1
transversal to α2. We can do this by moving α2 to another constant path nearby. The
intersection number is then the number of points ((t1, u), (t2)) ∈ (S
1 × [0, 1]) × S1)
such that F (t1, u) = (t2, w) where w is a point close (but not equal to) to z1, let us
say w = f(ǫ, 0). The unique solution is t1 = t2 = 1− ǫ and u = (1, 0). We also have
to keep track of the sign, which with the usual orientation conventions is positive in
this case, so that the intersection number is 1 (mod gcd(k1, k2)) as claimed. 
5.2. Application to divisor braids in two colours. In this section we focus on
the case of a very composite negative colour scheme with graph Γ = •−−◦; thus we
deal with r = 2 colours. We want to determine in this situation the Abelian group
E(k1,k2)(Σ,Γ) defined in the paragraph before Theorem 28.
The first step is to construct an invariant of divisor braids. Suppose that γ :
[0, 1] → Σk1+k2 represents a divisor braid. We consider the maps γ¯i : [0, 1]→ S
1×Σ
where γ¯i(t) = (t (mod 1), γi(t)). (Here, we identify S
1 with R/Z.) The first k1 of the
maps γi : [0, 1] → Σ determine a 1-cycle α1 =
∑k1
j=1[γ¯j ] and the last k2 determine a
1-cycle α2 =
∑k1+k2
j=k1+1
[γ¯j ] . By assumption, these two cycles can be taken disjoint
in S1 × Σ.
Now assume triviality of the homology classes h(αλ) = 0 ∈ H1(Σ;Z) for both
λ = 1, 2. Then the homology class
h(α¯λ) ∈ H1(S
1 × Σ;Z) ∼= H1(S
1;Z)⊕H1(Σ;Z)
equals kλ[S
1], for λ = 1, 2. In particular, if we consider homology with coefficients
in the ring Z/gcd(k1, k2), then the corresponding homology classes are trivial.
We can now define the link invariant L(γ) of the divisor braid in two colours
γ to be the linking number
L(α1, α2) ∈ Z/gcd(k1, k2)
introduced above. According to Proposition 33, this is both well defined and homo-
topy invariant. It is also easy to see that if two braids are related by a crossing move,
34 MARCEL BÖKSTEDT AND NUNO M. ROMÃO
then they have the same invariant (the most obvious argument consists of subdivid-
ing the chains at the crossing point, and using that a chain is chain-homotopic to
its subdivision).
Example 35. Let γ be a trivial braid of constant paths. The 2-cycle A1 does not
intersect α2, so the braid invariant L(γ) is zero.
Example 36. We can compute the link invariant L(β1,2) for the divisor braid defined
in (39) and associated to the negative colour scheme (Γ,k) = (•−−◦, (k1, k2)). This
braid consists of one point of colour 1 starting at z1 and tracing a small circle in
positive direction around a point z2 of colour 2. Using Lemma 34, we see that the
link invariant equals 1 (mod gcd(k1, k2)). More generally, if n ∈ Z then
L(nβ1,2) ≡ n (mod gcd(k1, k2)).
The following result can be regarded as the first nontrivial computation of a
genuine divisor braid group.
Theorem 37. The reduction mod gcd(k1, k2) of the intersection pairing of 1-cycles
H1(Σ;Z)⊗Z H1(Σ;Z)→ Z/ gcd(k1, k2)
induces a central extension of H1(Σ;Z)
⊕2 by Z/gcd(k1, k2) which is isomorphic to
the divisor braid group DB(k1,k2)(Σ, •−−◦).
Proof. According to Proposition 30, the centre Ek(•−−◦) is generated as an Abelian
group by β1,2, β2,1 under the relations β1,2 − β2,1 = 0, k2 β1,2 = 0 and k1 β2,1 = 0.
Thus E(k1,k2)(•−−◦) is generated by β1,2, with the relation gcd(k1, k2)β1,2 = 0 holding
true. However, there could conceivably be more relations.
Let E˜(k1,k2)(•−−◦) be the Abelian group generated by the symbols b1,2, b2,1 under
the relations b1,2− b2,1 = 0, k2b1,2 = 0 and k1b2,1 = 0. This is a cyclic group of order
gcd(k1, k2), generated by b1,2 = b2,1. It will be handy to write also b1,1 = b2,2 = 0
for the zero element of this group.
For any 1-cycle a ∈ H1(Σ;Z) we shall write a1 = (a, 0) and a2 = (0, a)
for the two inclusions in the direct sum
⊕2
λ=1H1(Σ;Z). Let D˜B(k1,k2)(Σ, •−−◦)
be the extension of H1(Σ;Z)
⊕2 by E˜k1,k2(•−−◦) corresponding to the 2-cocycle in
Z2(H1(Σ;Z)
⊕2, E˜k1,k2(•−−◦)) given by
(41) (aλ, a
′
λ′) 7→ ♯(a, a
′) bλ,λ′ ,
where ♯(·, ·) is the intersection pairing onH1(Σ;Z) (see [54, p. 827] for background on
group extensions and group cohomology). From the way we constructed E˜k1,k2(•−−◦),
it is clear that the bilinear map (41) only depends on the values of the intersection
pairing modulo congruence by gcd(k1, k2).
It follows from Theorem 28 that there is a ladder diagram of groups with
surjective vertical arrows and exact rows:
0 −−−−→ E˜(k1,k2)(•−−◦) −−−−→ D˜B(k1,k2)(Σ, •−−◦) −−−−→ H1(Σ;Z)
⊕2 −−−−→ 0y y ∥∥∥
0 −−−−→ E(k1,k2)(•−−◦) −−−−→ DB(k1,k2)(Σ, •−−◦) −−−−→ H1(Σ;Z)
⊕2 −−−−→ 0
Note that the groups in the middle column are not necessarily commutative. The
lemma follows if we can show that the left vertical map is an isomorphism. We
already know that the map is surjective, so we have to show injectivity.
We claim that the kernel of the vertical homomorphism on the left, determined
by b1,2 7→ β1,2, is trivial. That is, if gcd(k1, k2) does not divide m, then mβ1,2 6= 0 ∈
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DB(k1,k2)(Σ, •−−◦). But this follows immediately from the computation of the link
invariant in Example 36 above. 
6. Linking numbers for general negative colour schemes
Now we consider the case of more than two colours, dealing with negative
colour schemes (Γ,k) based on a general graph Γ without self-loops. We shall still
restrict our attention to the case where k is very composite, as in the last section
and most of the previous one. Our main aim is to compute the centre Ek(Γ) of the
group DBk(Σ,Γ) presented as central extension in Theorem 28.
Let Dk(Γ) be the free Abelian group generated by the symbols bλ,µ for all
pairs of colours (λ, µ) with 1 ≤ λ < µ ≤ r connected by an edge in Γ. According to
Proposition 30, there is a surjective map L : Dk(Γ)→ Ek(Γ) given by L(bλ,µ) = βλ,µ.
The kernel of this map contains the image of the map P(Γ,k) : Z
⊕r → Dk(Γ) given
on generators eλ by the formula P(Γ,k)(eλ) =
∑
µ6=λ kµbλ,µ.
The problem is that there could well be further relations. The main purpose
of this section is to prove that there are none. To do this, we have to show that
certain elements of DBk(Σ,Γ) are nontrivial. Our basic strategy is to follow the
method that we successfully used in the case of two colours. We shall show how to
construct a suitable generalisation of the linking number for cycles, depending on
each graph Γ, and then use it to define invariants of elements of DBk(Σ,Γ).
6.1. The Γ-linking number. Let K be an Abelian group. We shall define linking
numbers for families of cycles with values in K for a given negative colour scheme
(Γ,k) in r colours.
Let M be an oriented manifold. We fix a chain B ∈ C∗(M ;Z) and call it the
basic chain in M . The main example we will be interested is when M = S1 ×Σ for
Σ a connected surface, and B is S1 × {z} for any chosen point z ∈ Σ. The linking
number that we shall introduce below will depend on the choice of B.
We say that two chains ξ, η ∈ C∗(M ;Z) are disjoint if there exist disjoint open
sets U, V ⊂ M , such that ξ is in the image of the chain map C∗(U ;Z)→ C∗(M ;Z)
induced by the inclusion, whereas η is in the image of C∗(V ;Z)→ C∗(M ;Z).
Definition 38. Fix a graph Γ without self-loops and a basic chain B in M .
(i) A Γ-adapted pair (a, b) consists of two collections of chains a = {aλ}1≤λ≤r
and b = {bµ}1≤µ≤r in C∗(M ;Z) indexed by the vertices λ of Γ such that whenever
there is an edge in Γ between the vertices λ and µ, the chains aλ and bµ are disjoint.
(ii) Let two negative colour schemes (Γ,k) and (Γ,k′) be given. A (Γ,k,k′)-
allowable pair consists of two collections of chains a = {aλ}1≤λ≤r and b = {bµ}1≤µ≤r
satisfying the following conditions:
• Each aλ and bµ is a cycle.
• The pair (a, b) is Γ-adapted.
• For every colour, we have an equality of homology classes [aλ] = kλ[B] and
[bµ] = k
′
µ[B], respectively.
The collection a is a called (Γ,k)-allowable if (a, a) is a (Γ,k,k)-allowable pair.
A continuous one-parameter family of allowable pairs of chains {(a(t), b(t)) | t ∈
[0, 1]} is called a homotopy between the allowed pairs of chains (a(0), b(0)) and
(a(1), b(1)).
We want to find homotopy invariants of linking type for (Γ,k,k′)-allowable
pairs. The first step is to choose, for each colour λ, a chain Aλ ∈ C∗(M ;Z) such
that
(42) ∂Aλ = aλ − kλB.
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Next, we try to find linear combinations of the chains Aλ ⊗ bµ with the property
that their boundary is contained in the sub-chain complex C∗(M ×M \M∆;K),
where M∆ is the diagonal. For this purpose, we consider linear combinations
(43) SY(a, b) =
∑
λ,µ
Aλ ⊗ bµ ⊗ Yλ,µ ∈ C∗(M ;Z)⊗ C∗(M ;Z)⊗K,
whereY := {Yλ,µ}
r
λ,µ=1 is a certain family of elements in K (which we will refer to as
a K-collection for short), which we will specify more precisely later. The boundary
of this chain is
∂SY(a, b) =
∑
i,j
(aλ − kλB)⊗ bµ ⊗ Yλ,µ
=
∑
λ,µ
aλ ⊗ bµ ⊗ Yλ,µ −
∑
λ,µ
B ⊗ bµ ⊗ kλYλ,µ.
Now we shall assume that the K-collection Y satisfies the following (Γ,k,k′)-
allowability conditions:
(A1)
r∑
λ=1
kλYλ,µ = 0 and
r∑
µ=1
k′µYλ,µ = 0 in K.
(A2) If (λ, µ) is not an edge of Γ, then also Yλ,µ = 0 ∈ K.
If Y is the K-collection {Yλ,µ}
r
λ,µ=1, we define its transpose Y
T to be the
K-collection {Yµ,λ}
r
λ,µ=1, where the colour indices λ and µ have been interchanged.
Clearly, Y is (Γ,k,k′)-allowable if and only if YT is (Γ,k′,k)-allowable. We say
that a K-collection is (Γ,k)-allowable in the case k′ = k.
Note that if Y is (Γ,k,k′)-allowable, then by (A1)
∂SY(a, b) =
∑
λ,µ
aλ ⊗ bµ ⊗ Yλ,µ.
Recall the Eilenberg–Zilber map from [37]. This map is a chain homotopy
equivalence
EZA,B : C∗(A)⊗ C∗(B)→ C∗(A×B)
which is functorial in A and B. In particular, if ξ, ξ′ are two disjoint chains in
C∗(M ;Z), it follows from said functoriality that
EZM,M (ξ ⊗ ξ
′) ∈ C∗(M ×M \M∆;Z).
Assume that (a, b) is a (Γ,k,k′)-allowable pair, and that ∂Ai = ai − kiB as
above. Fix a family Y = {Yλ,µ}
r
λ,µ=1 satisfying the (Γ,k,k
′)-allowability conditions
(A1) and (A2).
Lemma 39. With the hypotheses stated, the homology class of SY(a, b) in (43) does
not depend on the choices of the chains Aλ.
Proof. The difference between two choices of the chains Aλ is a cycle cλ ∈ C∗(M ;Z).
The difference between the two corresponding definitions of SY(a, b) is the homology
class
[
∑
λ,µ
cλ ⊗ bµ ⊗ Yλ,µ] =
∑
λ,µ
[cλ]⊗ [bµ]⊗ Yλ,µ
=
∑
λ,µ
[cλ]⊗ [B]⊗ kµYλ,µ,
which vanishes by (A2), and this establishes the claim. 
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Let now
j∗ : C∗(M ×M ;Z)→ C∗(M ×M,M ×M \M∆;Z)
be the canonical quotient map. We consider the chain
j∗EZM,M (SY(a, b)) ∈ C∗(M ×M,M ×M \M∆;Z).
The boundary of this chain can be written as
j∗EZM,M (∂SY(a, b)) =
∑
λ,µ
j∗EZM,M(aλ ⊗ bµ)⊗ Yλ,µ
Each nontrivial term in the sum above is contained in C∗(M ×M \M∆;K).
If there is an edge in Γ connecting the colours λ and µ, then EZM,M(aλ ⊗ bµ) ∈
C∗(M ×M \M∆;K), because (a, b) is a (Γ,k,k
′)-adapted pair and we are assuming
condition (A2) above. It follows that
j∗EZM,M(SY(a, b)) ∈ C∗(M ×M,M ×M \M∆;Z)
is a cycle.
The orientation of M specifies a dual generator u ∈ Hn(M ×M,M ×M \
M∆;Z) ∼= Z, and we define the linking invariant ψY(a, b) ∈ K by imposing that the
formula
(44) u(ψY(a, b)) := u(j∗EZM,M (SY(a, b))) ∈ K
shall hold. Note that if the condition (44) is satisfied for the orientation u, it is also
satisfied for the opposite orientation −u, and thus ψY(a, b) is defined independently
of the orientation.
Lemma 40. The operation ψY defined from the (Γ,k,k
′)-allowable K-collection Y
satisfies the following properties:
(i) ψY(a, b)= (−1)
dimM+degBψYT (b, a).
(ii) ψY is linear in the second argument, in the following sense: if (a, b), (a, b
′)
and (a, b′ + b) all are all (Γ,k,k′)-allowable pairs, then
ψY(a, b+ b
′) = ψY(a, b) + ψY(a, b
′).
Similarly, ψY is linear in the first argument.
(iii) If the (Γ,k,k′)-allowable pair (a, b) is homotopic to the (Γ,k,k′)-allowable
pair (a′, b′) through (Γ,k,k′)-allowable pairs, then ψY(a, b) = ψY(a
′, b′).
Proof. Assume that (a, b) is a (Γ,k,k′)-allowable pair. Put aλ − kλB = ∂Aλ and
bµ − k
′
µB = ∂Bµ. Then
∂(
∑
λ,µ
Aλ ⊗Bµ ⊗ Yλ,µ) =
∑
λ,µ
∂Aλ ⊗Bµ ⊗ Yλ,µ + (−1)
degB+1
∑
λ,µ
Aλ ⊗ ∂Bµ ⊗ Yλ,µ
=
∑
λ,µ
(aλ − kλB)⊗Bµ ⊗ Yλ,µ
+ (−1)degB+1
∑
λ,µ
Aλ ⊗ (bµ − k
′
µB)⊗ Yλ,µ
=
∑
λ,µ
aλ ⊗Bµ ⊗ Yλ,µ + (−1)
deg B+1
∑
λ,µ
Ai ⊗ bj ⊗ Yλ,µ.
It follows that the homology class
[j∗EZM,M (
∑
λ,µ
Aλ ⊗ bµ ⊗ Yλ,µ)] ∈ C∗(M ×M,M ×M \M∆;Z)
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equals the homology class
(−1)degB[j∗EZM,M(
∑
λ,µ
aλ ⊗Bµ ⊗ Yλ,µ)].
Let τ : M ×M →M ×M be the map swapping the two factors. Then
u(j∗EZM,M (
∑
µ,λ
Bµ ⊗ aλ ⊗ Yµ,λ)) = τ
∗(u)(j∗EZM,M (
∑
λ,µ
aλ ⊗Bµ ⊗ Yλ,µ))
= (−1)dimMu(j∗EZM,M (
∑
λ,µ
aλ ⊗Bµ ⊗ Yλ,µ))
= (−1)dimM+degBu(
∑
λ,µ
Aλ ⊗ bµ ⊗ Yλ,µ)
and claim (i) follows.
That ψY is linear in the second argument is immediate from the definition.
Linearity in the first variable follows from linearity in the second variable and asser-
tion (i). This finishes the proof of assertion (ii).
Finally, a homotopy between allowable pairs can be approximated by a compo-
sition of homotopies, each of which fixes either a or b, so to prove (iii) it is enough to
show that such homotopies preserve ψY(a, b). This follows from Lemma 39, together
with the usual argument for homotopy invariance of homology. 
6.2. Application to link invariants of divisor braids. Let (Γ,k) be a negative
colour scheme on r colours with kλ ≥ 2 for every colour λ; recall that we use
the wording ‘very composite’ to refer to this situation. We want to construct a
presentation of the divisor braid group DBk(Σ,Γ), whereΣ is the orientable Riemann
surface.
Recall that Theorem 28 established the existence of a central extension
Ek(Γ)→ DBk(Σ,Γ)→ H1(Σ;Z)
⊕r
where Ek(Γ) is the subgroup generated by the homotopy classes βλ,µ defined in (39).
An element α ∈ Ek(Γ) can be represented by r sets of maps
α˜λ,j : S
1 →M := S1 ×Σ, j = 1, . . . , kλ;
each such set defines a cycle α˜λ in M , representing the closed sub-braid of colour
λ. Using the Künneth theorem, we have a natural isomorphism H1(M ;Z) ∼=
H1(S
1;Z) ⊕ H1(Σ;Z). The image of [α˜λ] in the first factor is determined by the
degree kλ of the divisor braid (or number of strands) in colour λ, that is, it equals
kλ[S
1]. The image of [α˜λ] in the second factor H1(Σ;Z) is trivial, since each curve
representing βλ,µ yields the trivial homology class in H1(Σ;Z). It follows that the
homology class of [α˜λ] equals the homology class of kλ[S
1] ∈ H1(S
1 × Σ;Z), so
that we can consider link invariants with respect to a basic chain B ∈ C1(M ;Z)
representing [S1].
Definition 41. Let Y be a (Γ,k)-allowable collection in an Abelian group K; then
we define the Y-linking of the central divisor braid α ∈ Ek(Γ) to be
θY(α) := ψY(α˜, α˜).
The following result allows the calculation of Y-linkings with respect to a
given (Γ,k)-allowed collection Y.
Lemma 42. The quantity θY(α) is a well-defined element of K. The Y-linking
yields a group homomorphism
θY : Ek(Γ)→ K.
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On the generators βλ,µ, it is given simply by the formula
θY(βλ,µ) = Yλ,µ.
Proof. If α and α′ are homotopic braids, then the corresponding cycles α˜λ and α˜
′
λ are
homotopic, through homotopies that respect the underlying colour scheme (Γ,k). It
follows from Lemma 40 that ΨY(α) is homotopy invariant, meaning that it is well
defined.
Consider braids α′, α′′ representing elements in Ek(Γ), and let α := α
′ ∗α′′ be
their concatenation. For each colour λ, then α˜ is the composition of two paths in
S1 × Σ, corresponding to α˜′ respectively α˜′′.
It is convenient to introduce some normalisation in this situation. For instance,
we can assume that the paths α′ and α′′ are constant paths close to {1}×Σ, so that
the composed path is constant close to {1} × Σ and {−1} × Σ. There are 2-chains
A′λ, A
′′
λ such that ∂A
′
λ = α˜
′
λ − kλB and ∂A
′′
λ = α˜
′′
λ − kλB. We can further normalise
these so that A′λ and A
′′
λ agree close to {1}×Σ. Then they patch up to a chain Aλ in
S1 ×Σ whose boundary is α˜λ − kλB. With some abuse of notation, we can think of
α˜ as the union of α˜′λ and α˜
′′
λ over the common boundary, and similarly consider Aλ
as a union of A′λ and A
′′
λ over their common boundary. Figure 6 gives a schematic
representation of this setup.
α′′µ
α′′λA′′λ
α′λ
α′µA′λ
kλB
Figure 6. The normalised setup in the proof of Lemma 42.
We now need to compute the intersection number of Aλ with α˜µ. There will
be no intersections between A′λ and α
′′
µ, or between A
′′
λ and α
′
µ. It follows that
θY(α
′ ∗ α′′) = ψY(α˜, α˜)
= ψY(α
′, α′) + ψY(α
′′, α′′)
= θY(α
′) + θY(α
′′).
This shows that θY is a homomorphism.
To compute θY(βλ,µ), we first note that, for xµ ∈ Σ, the difference β˜λ,µ − xµ
consists of the difference between a path of colour µ winding around a constant path
40 MARCEL BÖKSTEDT AND NUNO M. ROMÃO
of colour λ and a constant path of colour µ. We chose Aλ to be the chain described in
Example 34. Using the result in this example, we see that the intersection between
Aλ and the constant path xµ is the congruence class of 1. So we obtain
θY(βλ,µ) = ψY(β˜λ,µ, β˜λ,µ) = Yλ,µ
as claimed. 
For a given (Γ,k), let Fk(Γ) denote the free Abelian group generated by the
symbols bλ,µ for 1 ≤ λ, µ ≤ r. Consider the subgroup Rk(Γ) ⊂ Fk(Γ) generated by
the following elements:
(1) bλ,µ − bµ,λ, 1 ≤ λ < µ ≤ r;
(2) bλ,µ if there is not an edge between λ and µ in Γ;
(3) Pµ :=
∑
λ6=µ kλbλ,µ for 1 ≤ µ ≤ r.
We define a map L′ : Fk(Γ) → Ek(Γ) ⊂ DBk(Σ,Γ) by setting L
′(bλ,µ) =
βµ,ν on generators. From the definition of Ek(Γ) given after Lemma 27, it follows
immediately that this is a surjective homomorphism.
From Proposition 30, we know that L′ factors over a surjective quotient map
(45) L : Fk(Γ)/Rk(Γ)→ Ek(Γ).
Theorem 43. The map L is an isomorphism.
Proof. Since we already know that the map (45) is surjective, we only have to check
that it is injective. For this, it suffices to find a right-inverse.
Let us take Yλ,µ = [bλ,µ] ∈ Fk(Γ)/Rk(Γ). Then we see that
∑
kλYλ,µ =∑
kµYλ,µ = 0; moreover, if there is no edge in Γ between λ and µ, then also Yλ,µ = 0.
Thus Y = {Yλ,µ}λ,µ is a (Γ,k)-allowable Fk(Γ)/Rk(Γ)-collection, and it determines
a Y-linking θY : Ek(Γ)→ Fk(Γ)/Rk(Γ).
It follows from Lemma 42 that L ◦ θY is the identity. 
We now sum up what we have proved so far. Let (Γ,k) be a very composite
negative colour scheme, that is, kλ ≥ 2 for all colours λ. Let Σ be a compact,
oriented surface of genus g. We are going to describe the group DBk(Σ,Γ) using
a simple set of generators and relations. There are two sets of generators. For a
pair of colours 1 ≤ λ, µ ≤ r we define a generator bλ,µ. Choose a set of generators
aℓ (1 ≤ ℓ ≤ 2g) for the free Abelian group H1(Σ;Z). For each ℓ and each λ, we
introduce a generator aλ,ℓ (a copy of the 1-cycle aℓ in colour λ).
Theorem 44. The divisor braid group DBk(Σ,Γ) is isomorphic to the group gener-
ated by the symbols bµ,λ, aλ,ℓ with indices as described above, subject to the following
relations:
(i) bλ,µbλ′,µ′ = bλ′,µ′bλ,µ
(ii) bλ,µ = e (the neutral element) if there is no edge in Γ connecting λ and µ
(iii) bλ,µ = bµ,λ
(iv)
∏
µ6=λ b
kµ
λ,µ = e
(v) bλ,µaν,ℓ = aν,ℓbλ,µ
(vi) aλ,ℓaµ,ℓ′a
−1
λ,ℓa
−1
µ,ℓ′ = b
♯(aℓ,aℓ′ )
λ,µ .
In the last relation, ♯(·, ·) denotes the intersection pairing in H1(Σ;Z).
Proof. According to Theorem 28, there is a central extension
(46) Ek(Γ)→ DBk(Σ,Γ)
h
−→ H1(Σ;Z)
⊕r.
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The group H1(Σ;Z)
⊕r is a free Abelian group with 2gr generators. Let G denote
the group presented in the statement of the theorem. We define a homomorphism
L¯ : G→ DBk(Σ,Γ) by setting
L¯(aλ,ℓ) = αλ,ℓ and L¯(bλ,µ) = βλ,µ.
We have to check that L¯ respects the relations (i)–(vi). The first four relations are
respected according to Lemma 30. According to Lemma 27, the fifth relation is
satisfied. By Lemma 25, the last relation is also satisfied. We obtain a commutative
diagram of not necessarily commutative groups with exact rows:
Fk(Γ)/Rk(Γ)
f
−−−−→ G −−−−→ G/〈bλ,µ〉
r
λ,µ=1 −−−−→ 0
L
y L¯y y
0 −−−−→ E(k)(Γ) −−−−→ DBk(Σ,Γ) −−−−→ H1(Σ;Z)
⊕r −−−−→ 0
According to Theorem 43 the map L is an isomorphism. From this and from the
diagram it follows that the map f is injective. It is easy to see that the right vertical
map takes
aλ,ℓ 7→ (0, . . . , 0, aℓ, 0, . . . , 0),
with the aℓ inserted into the summand corresponding to the colour λ, and is thus
an isomorphism. It now follows from the five-lemma that L¯ is an isomorphism. 
7. The centre of a very composite divisor braid group
According to Theorem 43, if each kλ ≥ 2 (i.e. the negative colour scheme
(Γ,k) is very composite), the center Ek(Γ) of a divisor braid group DBk(Σ,Γ) is
isomorphic to the Abelian group
(47) Dk(Γ) := Fk(Γ)/Rk(Γ),
whose generators and relations were defined after Lemma 42. Note that this group
is also defined if some kλ = 1. In this section, we study in more detail how the
quotient (47) depends on Γ and k.
There are a few general statements. Consider maps of graphs f : Γ′ → Γ
with the property that if λ, µ ∈ Sk0(Γ′) and there is no edge between f(λ) and f(µ)
in Γ, then there is no edge between λ and µ in Γ′. In particular, this condition is
satisfied for the inclusion of a subgraph Γ′ →֒ Γ. Another example is provided by
transformations of graphs of the form
(48) Γ = ¬ Sk1((∂∆)∨)
(associated to a Delzant polytope ∆) induced by the blow-up of a fixed point of the
torus action of X = XFan∆ ; we shall provide some concrete examples at the end of
this section. Recall that the assignment (48) is motivated by equation (28).
Given such a map f and a negative colour scheme (Γ,k), we can define an
induced coloured degree k′ = f∗(k) for the source graph Γ′ by setting k′λ = kf(λ).
There is an induced homomorphism map Dk′(Γ
′) → Dk(Γ) given on generators by
bλ,µ 7→ bf(λ),f(µ).
Remark 45. Suppose that Γ = Γ′ ∪ Γ′′ as a disjoint union. Then (Γ,k) determines
k′ (respectively k′′) by restriction to Γ′ (respectively Γ′′), and it is easy to see that
the maps induced by the inclusions together define an isomorphism
(49) Dk(Γ) ∼= Dk′(Γ
′)⊕Dk′′(Γ
′′).
From now on, and based on (49), we shall restrict our attention to connected
graphs Γ unless explicitly stated.
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Example 46. Here is a very concrete illustration of the presence of torsion in the
divisor braid group. The configuration space of three labelled points on the two-
sphere is homotopy equivalent to SO(3). To see this, use that three distinct points
on S2 are on a unique plane in R3. In particular, the pure braid group PB3(S
2) on
three strands on S2 is isomorphic to Z2. It follows that if Γ is the complete graph
with r = 3 vertices and the genus of Σ is zero, then we have βλ,µ = β for each pair
of distinct colours, a relation 2β = 0 ∈ D(1,1,1)(Γ) and DB(1,1,1)(Σ,Γ) ∼= Z2. The
negative colour scheme in this example is not very composite, but Dk(Σ) ∼= Ek(Σ)
still holds.
7.1. The rank of the centre. The free part of Dk(Γ) is determined up to iso-
morphism by its rank. This equals the dimension over Q of the rational vector
space Dk(Γ) ⊗Z Q. This space can be recast as the r
2-dimensional Q-vector space
Fr := Fk(Γ) ⊗Z Q (which in fact depends only on the number of colours r), gener-
ated by the symbols bλ,µ for 1 ≤ λ, µ ≤ r, quotiented by the subspace Rk(Γ) ⊗Z Q
spanned by the relations (1)–(3) after Lemma 42. It follows that
(50) rkDk(Γ) = r
2 − dimQ(Rk(Γ)⊗Z Q).
Lemma 47. The rank of the Abelian group Dk(Γ) does not depend on k.
Proof. Let k and k′ be two different coloured degrees associated to the same graph
Γ with r vertices. They define two different subspaces Rk(Γ), Rk′(Γ) of the ratio-
nal vector space Fr. There exists an automorphism ϕ of Fr that restricts to an
isomorphism between these two subspaces; in particular
ϕ(Rk(Γ)⊗Q) = Rk′(Γ)⊗Q.
This automorphism is given in the defining generators as
ϕ(bλ,µ) =
k′λk
′
µ
kλkµ
bλ,µ.
So we conclude from (50) that
rkDk(Γ) = rkDk′(Γ).

We now set D(Γ) := D1(Γ) where 1 is the coloured degree with 1λ = 1 for all
colours λ ∈ Sk0(Γ). The computation of the rank simplifies for this group and, by
the previous lemma, it coincides with the rank of Dk(Γ) for general k.
The remaining computation can be recast as a problem in cohomology as
follows. Let C0(Γ) be the Q-vector space generated by the vertices of Γ, and C1(Γ)
the Q-vector space generated by the edges of Γ. There is a unique Q-linear map
(51) d(Γ) : C0(Γ)→ C1(Γ)
associating to a given vertex the sum of all the edges incident to that vertex. As a
consequence of Theorem 43, we have that the vector space D(Γ)⊗Z Q is isomorphic
to the cokernel of this map (51).
Proposition 48. Let Γ be a connected graph with r vertices and s edges. Then
dimQ coker(d(Γ)) =
{
s− r + 1 if Γ is bipartite;
s− r if Γ is not bipartite.
Proof. We first determine the dimension of the kernel of the map d(Γ). A class∑
λ∈Sk0(Γ) aλλ ∈ C
0(Γ) is in this kernel if and only if the following condition holds:
If there is an edge between λ and µ, then aλ = −aµ.
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Since Γ is connected, the coefficients aλ all agree up to sign. A nontrivial element of
the kernel determines a bipartitioning of Γ, according to whether the aλ are positive
or negative at the vertices λ. Conversely, a bipartitioning of Γ defines a nontrivial
element of ker(d(Γ)) (up to a nonzero scalar).
It follows that if Γ is not bipartite, then ker(d(Γ)) = 0. If Γ has a bipartition-
ing, it is unique, hence dimker(d(Γ)) = 1.
The proposition now follows from this and from the dimension formula. 
Corollary 49. Let Γ be a graph with connected components Γi. Let the number
of vertices in Γ be r, the number of edges of Γ be s, and the number of bipartite
components Γi be t. Then the rank of the group Dk(Γ) is s− r + t.
Proof. If Γ is connected, this is just the preceding proposition. In the general case,
we reduce to the connected case using the sum formula (49). 
Remark 50. If Γ is a connected graph, we observe that Corollary 49 implies that
the group Dk(Γ) is a finite group (independently of k) if and only if either of the
following conditions is met:
• Γ is a tree;
• Γ contains a cycle of odd order, and if we remove an edge from that cycle,
the remaining graph is a tree.
7.2. Torsion elements and Diophantine equations. In order to compute very
composite divisor braid groups DBk(Σ,Γ), we would like to determine the corre-
sponding finitely generated Abelian groups Dk(Γ) ∼= Ek(Γ), i.e. their central com-
mutators. We have already found a simple formula for the rank of Dk(Γ). To
obtain the full abstract structure of the group, we still have to determine its torsion
subgroup TorDk(Γ).
The group Dk(Γ) has been defined using generators and relations in (47), so
determining its torsion subgroup is a purely algebraic question. This group is the
cokernel of a map between free Abelian groups given by a matrix D with integer
coefficients. Given a particular negative colour scheme (Γ,k), a computer can easily
calculate the Smith form of D, which means that it can determine its cokernel. One
interesting question is how this cokernel changes when one fixes the graph Γ and
varies the weights. We will make some preliminary remarks here, but the algebraic
problem at hand turns out to have a surprisingly rich structure. We will return to
this question in [17].
It is convenient to consider a slightly simpler presentation of the group. Let
F ′(Γ) be the Abelian group generated by the symbols vλ,µ for 1 ≤ λ < µ ≤ r, with
the relations that vλ,µ = 0 if there is no edge in Γ between the vertices λ and µ. Let
P ′µ :=
∑
λ<µ
kλ vλ,µ +
∑
µ<λ
kλ vµ,λ
and let R′
k
(Γ) ⊂ F ′(Γ) be the subgroup generated by the elements P ′µ for 1 ≤ µ ≤ r.
Clearly, there is an isomorphism
F (Γ)/Rk(Γ)
∼=−→ F ′(Γ)/R′k(Γ)
given on generators by bλ,µ 7→ vλ,µ.
Now we consider t ∈ F ′(Γ) such that the reduction [t] ∈ F ′(Γ)/R′
k
(Γ) is a
torsion class of order m ∈ Z, i.e. mt ∈ R′
k
(Γ). Let us denote the subgroup of all
such elements by
R¯′k(Γ) := {t ∈ F
′(Γ)| ∃m ∈ N such that mt ∈ R′k(Γ)}.
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It is easy to check that the inclusion R¯′
k
(Γ) ⊂ F ′(Γ) induces an isomorphism from
the quotient R¯′
k
(Γ)/R′
k
(Γ) to the torsion subgroup of F ′(Γ)/R′
k
(Γ).
Let us set c = (cλ)λ∈Sk0(Γ) = (c1, . . . , cr) and define
(52)
Ck(Γ) := {c ∈ (Q/Z)
⊕r| kλcµ + kµcλ = 0 if there is an edge between λ and µ}.
In the case where Γ is a bipartite graph, there is a distinguished cyclic subgroup
∆k(Γ) ⊂ Ck(Γ) generated by a solution of the form ([±
1
kλ
])λ∈Sk0(Γ), where the signs
are given by the bipartitioning. Evidently, the subgroup itself does not depend on
the choice of overall sign, as Ck(Γ) is pure torsion. The order of ∆k(Γ) is the least
common multiple of the integers kλ.
We are now ready to present the main result of this section.
Theorem 51. Let (Γ,k) be a negative colour scheme on a connected graph. Then
TorDk(Γ) ∼=
{
Ck(Γ)/∆k(Γ) if Γ is bipartite;
Ck(Γ) if Γ is not bipartite.
Proof. We define a homomorphism φ : Ck(Γ) → R¯
′
k
(Γ)/R′
k
(Γ) as follows. Let c be
an element of Ck(Γ), represented by some r-tuple (c˜1, . . . , c˜r) ∈ Q
⊕r. Let us set
φ˜(c˜1, . . . , c˜r) :=
r∑
λ=1
c˜λP
′
λ ∈ R
′
k(Γ)⊗Q.
Actually, φ˜(c˜1, . . . , c˜r) ∈ R
′
k
(Γ) ⊂ R′
k
(Γ) ⊗ Q. To see this, note that the coefficient
in φ˜(c˜1, . . . , c˜r) of the edge connecting µ and λ is kλc˜µ + kµc˜λ, which is an inte-
ger, since c ∈ Ck(Γ). We define φ(c) to be the equivalence class of φ˜(c˜1, . . . , c˜r) in
R¯′
k
(Γ)/R′
k
(Γ). We need to check that this does not depend on the choice of repre-
sentative (c˜1, . . . , c˜r). But (c˜1, . . . , c˜r) represents 0 ∈ Ck(Γ) exactly when each c˜λ is
an integer. Then
φ˜(c˜1, . . . , c˜r) =
∑
λ
c˜λP
′
λ
is in R′
k
(Γ) by the definitions.
We now claim that the homomorphism φ is surjective. Let t ∈ R¯′
k
(Γ) with
mt ∈ R′
k
(Γ), m ∈ N. One can write
t⊗ 1 =
r∑
λ=1
P ′λ ⊗
mλ
m
∈ R′k(Γ)⊗Z Q
for suitable mλ ∈ Z. We see that t = φ˜(
m1
m
, . . . , mr
m
), and it follows that φ is
surjective.
Now we want to determine the kernel of φ. Let φ(c) = 0. Choose a repre-
sentative (c˜1, . . . , c˜r) ∈ Q
r such that φ˜(c˜1, . . . , c˜r) = 0 (this can easily be arranged).
Then
∑
λ cλP
′
λ = 0 is a linear dependence of the classes Pλ over Q. We can rewrite
this dependence as ∑
λ<µ
(kλc˜µ + kµc˜λ) = 0.
Equating coefficients, we get that
c˜λ
kλ
+
c˜µ
kµ
= 0.
In particular, | c˜λ
kλ
| does not depend on λ. The sign of c˜λ does depend on λ in such a
way that if λ and µ are connected by an edge, then c˜λ and c˜µ have opposite signs.
This determines a bipartitioning of Γ. Therefore, if Γ is not bipartite, we need to
have c˜λ = 0. On the other hand, if Γ has a bipartitioning, we see that the linear
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dependence has to satisfy that c˜λ = ±
s
kλ
where the signs are determined by the
bipartitioning. In our case we have the further condition that c˜λ ∈ Z, which say
that c˜λ = ±
ms′
kλ
, where the signs are determined by the bipartitioning, and with
s′ ∈ Z. This completes the proof. 
The most obvious approach to the problem of determining the torsion inDk(Γ)
consists of keeping the graph Γ fixed, and varying the coloured degree k; this is more
in the spirit of the application motivated in Section 2. In the next section, we will
explore some examples where it is possible to determine the group as a function of
the integers kλ.
There is also the possibility of allowing the graph itself to change. There is
some naturality occurring in this setting.
Let f : Γ→ Γ′ be a map of graphs, in the sense given in the remarks preceding
Section 7.1. Firstly, if k is a coloured degree for Γ, it induces a coloured degree f∗k
on Γ′ by the formula (f∗k)λ′ =
∑
f(λ)=λ′ kλ. There is a map Ck(Γ)→ Cf∗k(Γ
′) given
by {cλ}λ∈Sk0(Γ) 7→ {c
′
λ′}λ′∈Sk0(Γ′) where c
′
λ′ =
∑
f(λ)=λ′ cλ.
Similarly, recall that a coloured degree k′ on Γ′ induces a coloured degree f∗k′
on Γ where (f∗k′)λ = k
′
f(λ). Now there is a map Ck′(Γ
′) → Cf∗k′(Γ) given by
{c′λ′}λ′∈Sk0(Γ′) 7→ {cλ}λ∈Sk0(Γ) where cλ = cf(λ).
One can use standard methods of homological algebra to relate groups corre-
sponding to different graphs, but in general it seems rather difficult to give explicit
formulas for these groups.
8. A handful of examples from gauge theory
So far, the divisor braid groups that we have been considering were assigned
to a general negative colour scheme (Γ,k) and a closed Riemann surface Σ. We will
now discuss a few examples coming from gauge theory — i.e. divisor braid groups
that are realised by the fundamental groups of moduli spaces of vortices in compact
fibre bundles with typical toric fibre X over Σ, as described in Section 2.
Example 52. We start by considering the only compact toric manifold in complex
dimension one, X = P1. This can be obtained from a one-dimensional Delzant
polytope ∆ with the shape of a real bounded closed interval. There are two facets
in ∆ corresponding to the endpoints, and they are disjoint. Thus we recover the
graph Γ = •−−◦ already discussed in Section 5.2. Theorem 37 gave a metabelian
presentation (40) of the divisor braid group DB(k1,k2)(Σ, •−−◦), whose finite cyclic
centre Zgcd(k1,k2) is determined from the integers k1, k2 > 1 through straightforward
arithmetic.
Example 53. The simplest nontrivial example in complex dimension two corresponds
to a Hirzebruch surface X = Fh, where h ∈ N0; its Delzant polytope ∆ ⊂ NR is
k1
k2
k3
k4
Figure 7. The graph Γ for a Hirzebruch surface X = Fh is disconnected.
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a trapezium with right angles (possibly degenerating to a rectangle), see e.g. [24].
Accordingly, the graph Γ consists of two edges, each of which connecting a pair of
coloured vertices corresponding to opposite facets, as depicted in Figure 7. As a
consequence of Remark 45, we obtain a factorisation
DB(k1,k2,k3,k4)(Σ,Γ)
∼= DB(k1,k3)(Σ, •−−◦)× DB(k2,k4)(Σ, •−−◦)
where the factors are the same divisor braid groups of Example 52, following a
corresponding factorisation of the group centres. In the case F0 = P
1 × P1, this
result also follows from a factorisation of moduli spaces implied by the explicit
description in Theorem 7, Proposition 8 and functoriality of π1; but here we see
that the divisor braid groups also factorise when the target is a nontrivial P1-bundle
over P1 (i.e. h ≥ 1). This example also illustrates that disconnected graphs Γ may
well arise from connected targets X that are not Cartesian products.
Example 54. Consider a toric surface X = Blx Fh obtained by blowing up a Hirze-
bruch surface (discussed in the previous example) at any of the four fixed points
x ∈ X of the 2-torus action. For a discussion of the symplectic blow-up at a fixed
point, see e.g. [24]; under this operation, the Delzant polytope is chopped transver-
sally near the vertex corresponding to the chosen fixed point, so in this way we
obtain an irregular pentagon in our example.
k1
k2
k3
k4
k5
Figure 8. The graph Γ for the surface X = Blx Fh is a five-cycle.
The corresponding graph Γ has five vertices (each corresponding to a side of
the pentagon), which should be labelled with different colours; introducing edges
to account for empty intersections of pairs of facets, a five-cycle emerges, which
we prefer to depict as a pentagram like the one in Figure 8. The circular rainbow
scale that we used to colour the vertices suggests the cyclic ordering of facets in the
Delzant polytope, while the disposition of vertices and edges renders the comparison
with Figure 7 more immediate (the green vertex corresponds to the facet created
by the blow-up). Unlike Examples 52 and 53, this graph is not bipartite; but since
its vertices and edges are equal in number, by Corollary 49 it gives rise to a finite
centre as in the previous examples.
The order of the centre Ek(Γ) = Dk(Γ) in this case is given by the product
2 gcd(k1, k2, k3, k4, k5)
∏5
λ=1 kλ. However, the precise structure of this group is quite
intricate, bifurcating over certain conditions that involve valuations. We illustrate
this with some examples in the following table.
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k = (k1, k2, k3, k4, k5) Dk(Γ)
(2, 3, 5, 7, 11) Z22·3·5·7·11
(2, 2, 2, 3, 3) Z23·32 ⊕ Z2
(2, 2, 3, 2, 3) Z23·3 ⊕ Z2·3
(3, 3, 2, 3, 2) Z22·32 ⊕ Z2·3
(3, 3, 5, 3, 5) Z2·32·5 ⊕ Z3·5
(a, a, a, a, a), a ≥ 2 Z2·a ⊕ Z
⊕4
a
Example 55. Let us take the toric threefold X = Blx (P
1)3 obtained by blowing up
the Cartesian product of three projective lines at any of the eight fixed points.
k7
k1
k2 k3
k4
k5 k6
Figure 9. The graph Γ for the threefold X = Blx (P1)3 is a tree.
It is easy to see that the corresponding graph Γ is the tree of three branches
depicted in Figure 9. The trivalent white vertex corresponds to the facet introduced
by the blow-up. This graph is bipartite and the centre is once again a finite group.
For a coloured degree k with components as indicated in Figure 9, the
order of this group is (k1k2k3)(k7)
2gcd(k1, k2, k3, k4, k5, k6, k7). Again, resolving its
structure is an intricate problem, for which some solutions are given in the table
below.
k = (k1, k2, k3, k4, k5, k6, k7) Dk(Γ)
(2, 3, 5, 7, 11, 13, 17) Z2·3·5·17 ⊕ Z17
(2, 3, 3, 3, 3, 3, 5) Z2·3·5 ⊕ Z3·5
(2, 2, 3, 3, 3, 3, 3) Z⊕22·3 ⊕ Z3
(2, 2, 2, 3, 3, 3, 3) Z⊕22·3 ⊕ Z3
(2, 2, 22, 22, 22, 22, 22) Z⊕322 ⊕ Z
⊕3
2
(23, 2, 3, 3, 3, 3, 25) Z28·3 ⊕ Z26
(23, 23, 3, 3, 3, 3, 25) Z28·3 ⊕ Z28
(23, 25, 3, 3, 3, 3, 25) Z210·3 ⊕ Z28
(a, a, a, a, a, a, a), a ≥ 2 Z⊕6a
Example 56. Finally, we consider targets of the type X = Bl{x,x′} (P
1)3, obtained
by blowing up an additional fixed point x′ 6= x of the obvious (S1)3-action in the
previous example. There are three distinct cases to consider, which are depicted in
Figure 10. The colouring of the vertices was chosen so as to facilitate comparison
with the graph of Figure 9; in each graph, the facet introduced by the second blow-
up is represented by the black vertex. Note that all these are connected graphs with
eight vertices and ten edges, hence they give rise to divisor braid groups with infinite
centres, in contrast with all the previous examples.
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k4
k7
k1
k3 k6
k8
k2 k5
k4
k7
k1
k3 k6
k8
k2
k5
k4
k7
k2
k3
k6
k8
k2
k5
(i) (ii) (iii)
Figure 10. The three graphs Γ for X = Bl{x,x′}(P
1)3: (i) is bipar-
tite, whereas (ii) and (iii) are not.
Case (i) corresponds to choosing fixed points x and x′ associated to diagonally
opposite vertices in the Delzant polytope of (P1)3 (a cube). This graph is bipartite
and determines a centre of rank three in the divisor braid groups. The graphs (ii) and
(iii) arise from choosing fixed points corresponding to vertices on a the same facet
of the cube, either diagonally opposite or in the same boundary edge, respectively.
Neither of them is bipartite, and so they give rise to centres of rank two.
The torsion groups are even more complicated now, and even presenting a
formula for their order would be fairly complicated. We restrict ourselves to a few
illustrative examples in the following table:
k = (k1, k2, . . . , k8) TorDk(Γ(i)) TorDk(Γ(ii)) TorDk(Γ(iii))
(3, 5, 7, 11, 13, 17, 19, 23) {0} Z2·5·19·23 ⊕ Z5 Z2·3·5·19·23
(2, 3, 3, 3, 3, 3, 5, 7) {0} Z2·3·5·7 ⊕ Z3 Z2·3·5·7 ⊕ Z2
(2, 2, 3, 3, 3, 3, 3, 5) Z⊕33 Z22·3·5 ⊕ Z2·3 ⊕ Z3 Z22·3·5 ⊕ Z2·3 ⊕ Z2
(2, 2, 2, 3, 3, 3, 3, 5) Z⊕33 Z22·3·5 ⊕ Z2·3 ⊕ Z3 Z22·3·5 ⊕ Z2·3 ⊕ Z2
(3, 3, 3, 5, 5, 5, 5, 7) Z⊕35 Z2·3·5·7 ⊕ Z3·5 ⊕ Z5 Z2·3·5·7 ⊕ Z3·5 ⊕ Z3
(2, 2, 2, 22 , 22, 22, 22, 3) Z⊕322 Z24·3 ⊕ Z
⊕2
22 ⊕ Z2 Z24·3 ⊕ Z22 ⊕ Z
⊕2
2
(23, 2, 3, 3, 3, 3, 25 , 5) {0} Z27·5 ⊕ Z2 Z27·5 ⊕ Z23 ⊕ Z2
(23, 23, 3, 3, 3, 3, 25 , 5) {0} Z29·5 ⊕ Z23 Z29·5 ⊕ Z
⊕2
23
(23, 25, 3, 3, 3, 25 , 5) {0} Z211·5 ⊕ Z25 Z29·5 ⊕ Z25 ⊕ Z23
From this table, we infer that it is possible to distinguish among the three
toric target manifolds through the order of the torsion subgroup of the centre alone.
9. Divisor braids and noncommutative geometry
In this final section, we want to provide a first glimpse at what the problem
of computing Murray–von Neumann dimensions (that we motivated through the
discussion of two-dimensional supersymmetric QFTs in Section 2.4) might look like
for the divisor braid groups studied in this paper. The first step in this problem
is to obtain a good description of the group von Neumann algebras N (π1M
X
h
(Σ)).
We shall argue that, for very composite BPS charges h, this can be given in terms
of objects that are familiar from noncommutative geometry [28, 43].
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We shall describe the von Neumann algebras N (DBk(Σ,Γ)) of our divisor
braid groups (assumed to be very composite) in three stages. First, we deal with
the two-colour case Γ = •−−◦; if we let k1 = k(•) and k2 = k(◦), we already know
that Ek(•−−◦) = Zk with k := gcd(k1, k2) from our discussion in Section 5.2, and
this will lead to totally explicit formulas. In a second stage, we consider the case
where Γ is more general but still leads to a finite group Ek(Γ). Finally, we describe
the general situation where Ek(Γ) may be infinite.
Consider the case Γ = •−−◦, and let us simplify the notation in Theorem 44
by denoting β = β1,2. We shall write R := C[DBk(Σ, •−−◦)] for the group ring, and
R¯ = C∗(DBk(Σ, •−−◦)) for the reduced group C
∗-algebra, that is, the completion
of R with respect to the operator norm of bounded operators on the Hilbert space
ℓ2(DBk(Σ, •−−◦)) where DBk(Σ, •−−◦) acts via the left-regular representation πL (see
e.g. Section 2.6 of [23]). Let ζ be a fixed primitive kth root of unity.
Lemma 57. The central elements in R given by
(53) βj :=
1
k
k−1∑
i=0
ζ¯ijβi, j = 0, . . . , k − 1
are idempotent (i.e. (βj)
2 = βj), and they satisfy
βjβj′ = 0 for j 6= j
′ and
k−1∑
j=0
βj = e.
Proof. The action of the centre Ek(Σ, •−−◦) ∼= Zk (generated by β) on its group
algebra yields a k-dimensional representation which splits into cyclic summands, and
(53) is a formula for the projector onto the summand where β acts with character ζj
(see e.g. §2.4 in [38]). We observe that all the formulas in the lemma are standard
properties of these projectors. 
For each 0 ≤ j ≤ k − 1, we have a surjective ring homomorphism mβj : R →
βjR given by multiplication γ 7→ βjγ; this follows from the idempotency of βj ,
which plays the role of unit in the target ring βjR. Lemma 57 shows that these k
homomorphisms fit together to provide an isomorphism to the product ring
(54) R
∼=−→
k−1∏
i=0
(βjR).
We are interested in the composed ring extension
(55) R →֒ R¯ →֒ R¯′′ =: N (DBk(Σ,Γ)) =: N ,
corresponding to a completion with respect to the weak operator topology. The iso-
morphism (54) induces a splitting N ∼=
∏k−1
j=0 Nj, where each Nj can be understood
as the bicommutant of the target C∗-algebra βjR¯ ⊂ R¯ inside B(ℓ
2(DBk(Σ, •−−◦))).
These algebras also have the following description.
Proposition 58. Each factor Nj with j 6= 0 is the enveloping von Neumann algebra
of a noncommutative torus of dimension 4g, generated by unitaries Uλ,ℓ(j) (for
λ = 1, 2 and ℓ = 1, . . . , 2g) satisfying the relations
(56) Uλ,ℓ(j)Uλ′,ℓ′(j) = exp
(
2πiϑλ,ℓλ′,ℓ′(j)
)
Uλ′,ℓ′(j)Uλ,ℓ(j),
where
(57) ϑλ,ℓλ′,ℓ′(j) =
j
k
(1− δλ,λ′)Jℓ,ℓ′ ;
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δ is the Kronecker delta and J =
[
0 1
−1 0
]
the standard 2g×2g symplectic matrix.
The factor N0 is the commutative von Neumann algebra
(58) N0 ∼= N (H1(Σ;Z)
⊕2) ∼= L∞(Pic0(Σ)⊕2).
Proof. Fixing j 6= 0, we will show that βjR¯ realises the noncommutative torus
in the statement of the theorem (see e.g. [66] or [43] for the definition in terms
of presentations of C∗-algebras); then the statement about Nj follows from the
uniqueness of the enveloping von Neumann algebra (see [33], 12.1.5).
A consequence of Theorem 28 is that the group DBk(Σ,Γ) is amenable (since
both Ek(Σ) and H1(Σ;Z)
⊕r are); see Section 2.6 in [23]. Amenability is equivalent
(by Theorem 2.6.8 in [23]) to the condition that the reduced group C∗-algebra R¯
is isomorphic to the universal group C∗-algebra R˜ obtained by completing R with
respect to the norm ‖γ‖univ := supu ‖u(γ)‖B(Hu), where the supremum is taken with
respect to cyclic ∗-representations u of R (uniquely extending unitary representations
of DBk(Σ, •−−◦)) on some Hilbert space Hu.
Suppose that a unitary representation of DBk(Σ, •−−◦) on some Hilbert space
H is given such that the induced ∗-homomorphism π : R → B(H) factors through
mβj : R→ βjR, as in the bottom row of the diagram
R¯
mβj
// βχR¯
ρ¯
""
R
mβj
//
?
ι¯
OO
βχR
?
OO
ρ
// B(H)
The vertical arrows correspond to the completion to reduced group C∗-algebras,
but since R¯ ∼= R˜, we obtain by universality (see Proposition 2.5.2 of [23]) a ∗-
homomorphism π¯ : R¯→ B(H) lifting the given π = ρ ◦mβj , i.e. π¯ ◦ ι¯ = π. Now we
claim that this π¯ factors through a map ρ¯ corresponding to the dotted arrow in the
diagram. To see this, we observe that taking any 0 ≤ j′ ≤ k− 1 with j′ 6= j leads to
π¯(βj′ γ¯) = π¯(βj′)π¯(γ¯) = π(βj′)π¯(γ¯) = 0π(γ¯) = 0
for any γ¯ ∈ R¯, and refer to Lemma 57.
To establish that βjR¯ is the noncommutative torus in the statement, it remains
to check that the relations (56) and (57) match up with the presentation of the divisor
braid group given in Theorem 44. Under an identification of unitaries βjαλ,ℓ 7→
Uλ,ℓ(j), one has
βjα
−1
λ,ℓ =
1
k
k∑
i=1
ζ¯ijβiα−1λ,ℓ =
1
k
k∑
i=1
ζ¯(k−i)jβ(k−i)α−1λ,ℓ
=
1
k
k∑
i=1
ζ¯−ijα−1λ,ℓ(β
i)−1 =
1
k
k∑
i=1
ζ¯−ij(βiαλ,ℓ)
∗
= (βjαλ,ℓ)
∗ 7→ U∗λ,ℓ,
βj = (βj)
4 = (βj)
4[α1,1, α1,1] = βjα1,1βjα1,1βjα
−1
1,1βjα
−1
1,1
7→ (U1,1(j))
2(U∗1,1(j))
2 = I
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and more generally
βjβ
l =
1
k
k∑
i=1
ζ¯ijβi+l = ζjl
1
k
k+l∑
i=1+l
ζ¯ijβi
= ζjlβj 7→ ζ
jl I.
Thus such an identification extends to a ∗-homomorphism from βjR¯ to any represen-
tation of the noncommutative torus with 4g unitary generators Uλ,ℓ(j) and relations
as required.
The same argument can be followed through in the case j = 0, but now all the
generators Uλ,ℓ(0) commute; thus they can be modelled on multiplication by the co-
ordinate functions of a 4g-dimensional torus, acting on the space of all bounded func-
tions on that torus (identified whenever they agree almost everywhere). The torus
itself can be naturally interpreted as a product of two copies of the complex torus
Pic0(Σ) of topologically trivial holomorphic line bundles (or flat U(1)-connections)
on the Riemann surface Σ. The isomorphisms in (58) are standard from Fourier
analysis.

It is clear that the statement in this proposition generalises in an almost obvi-
ous fashion to any very composite divisor braid group DBk(Σ,Γ) as in Theorem 44, if
we assume that this group has finite centre. If r = |Sk0(Γ)| is the number of colours
as before, then the associated von Neumann algebra N (DBk(Σ,Γ)) is a finite prod-
uct of 2gr-dimensional noncommutative tori Nχ over the group of characters Ek(Γ)
∗
of the centre, but with a commutative factor N0 = L
∞(Pic0(Σ)⊕r) over the trivial
character χ = 0; all these tori Nχ (as many as the order of the centre) have rational
noncommutative parameters. These can be described in relation to any basis of
H1(Σ;Z) by quantities
ϑλ,ℓλ′,ℓ′(χ) ∈ Q, for λ, λ
′ = 1, . . . , r, ℓ, ℓ′ = 1, . . . , 2g and χ ∈ Ek(Γ)
∗.
Once again, the square matrices [ϑλ,ℓλ′,ℓ′(χ)]
r,2g
λ,ℓ;λ′,ℓ′=1 are skew-symmetric under swap-
ping ℓ ↔ ℓ′, symmetric under swapping λ ↔ λ′, and have zero entries for λ = λ′.
Understanding their dependence on χ is equivalent to the calculation of the torsion
group Ek(Γ), as discussed in Section 7.2. A computation of Ek(Γ) in the sense of
primary decomposition (see e.g. [47], Theorem 8.14) leads to a description of the
Pontryagin dual Ek(Γ)
∗ (see [40], Chapter 4) as a sum of finite cyclic groups. Then
one may choose a symplectic basis for H1(Σ;Z), factorise the von Neumann algebra
over the set of primary cyclic summands, and refer to Proposition 58 for a concrete
description of the corresponding splitting as finite product of noncommutative tori.
Our final result describes what happens in the general case, allowing for a
centre Ek(Γ) of the divisor braid group with nontrivial free part.
Theorem 59. Let (Γ,k) be a very composite negative colour scheme in r colours.
Then there is a product decomposition
(59) N (DBk(Σ,Γ)) =
∏
χ∈(TorEk(Γ))∗
∫ ⊕
U(1)rkEk(Γ)
Nχ,u du
over the Pontryagin dual of the centre Ek(Γ), where Nχ,u is the enveloping von
Neumann algebra of a 2gr-dimensional noncommutative torus generated by uni-
taries Uλ,ℓ(χ,u) (λ = 1, . . . , r and ℓ = 1, . . . , 2g) for (χ,u) 6= (0, (1, . . . , 1)), and
N0,(1,...,1) ∼= L
∞(Pic0(Σ)⊕r). In (59), a presentation of the noncommutative torus
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associated to Nχ,u with rational noncommutative parameters ϑ
λ,ℓ
λ′,ℓ′(χ,u) in all the
relations
Uλ,ℓ(χ,u)Uλ′,ℓ′(χ,u) = exp
(
2πiϑλ,ℓλ′,ℓ′(χ,u)
)
Uλ′,ℓ′(χ,u)Uλ,ℓ(χ,u)
can be given if and only if u is a torsion element of the rkEk(Γ)-torus.
Proof. The first product in (59) corresponds to the factorisation sketched after
Proposition 58; it can be obtained by considering the elements of C[TorEk(Γ)]
(60) βχ :=
1
|TorEk(Γ)|
∑
γ∈TorEk(Γ)
e−iχ(γ)γ for χ ∈ (TorEk(Γ))
∗
in analogy to (53). The properties
(61) β2χ = βχ, βχβχ′ = 0 for χ 6= χ
′ and
∑
χ∈(TorEk(Γ))∗
βχ = e
can be checked exactly as in Lemma 57. The idempotents (60) provide projection
operators in the reduced group C∗-algebra acting on the Hilbert space
H := ℓ2(DBk(Σ,Γ)),
and taking the bicommutant of their ranges we obtain von Neumann subalgebras
Nχ = βχN (DBk(Σ,Γ)), as well as a finite product decomposition N (DBk(Σ,Γ)) ∼=∏
χ∈(TorEk(Γ))∗ Nχ, which parallels our discussion in the two-colour case.
To factorise Nχ (or the corresponding factors of the group C
∗-algebra) further,
we need to employ the characters of the free part of the centre; however, they do
not supply a family of mutually orthogonal projectors as in the discussion of the
torsion part (see [34], Section 2 of Chapter I in Part I). Instead, one needs to recast
each Nχ as a (measurable) field of von Neumann algebras (see also [34], Chapter 3
in Part II) over the torus U(1)rkEk(Γ) equipped with its Haar measure.
The decomposition of each Nχ as a field of von Neumann algebras can be
achieved via the spectral decomposition of the Cartan subalgebra
Aχ := Nχ ∩ N
′
χ ⊂ Nχ.
This construction can be understood via the technique of virtual eigenvectors intro-
duced originally by von Neumann, and which is presented in some detail in part (i)
of Section 24 (in §6) of Chapter XI in reference [41]. Applying this machinery, one
decomposes the subspace Hχ := im πL(βχ) ⊂ H, where the operators representing
β ∈ TorEk(Γ) act via the character χ, as a direct integral of Hilbert spaces (see
part (ii) of the same Section in [41]) over the spectrum (i.e. space of maximal ideals)
of Aχ. Because Aχ ∼= N (Z
⊕rkEk(Γ)), this spectrum can be identified with the torus
U(1)rkEk(Γ) (see e.g. §19 and Chapter IV in reference [40]), so one obtains a direct
integral splitting
(62) Hχ =
∫ ⊕
U(1)rkEk(Γ)
Hχ(u) du.
Strictly speaking, in the general theory the factors Hχ(u) depend on a choice of
measure, but one can make this choice natural by taking du in (62) to be the
normalised (probability) Haar measure on U(1)rkEk(Γ) (see §24 of [40]).
The orthogonal decomposition H =
⊕
χ∈(TorEk(Γ))∗ Hχ obtained from the pro-
jectors βχ, together with (62), combine into a splitting of the whole ofH for which all
the operators πL(β) ∈ B(H) for β ∈ Ek(Γ) are diagonal, and thereby the C
∗-algebra
of the centre identifies with the algebra of continuous functions on its Pontryagin
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dual (TorEk(Γ))
∗ ×U(1)rkEk(Γ). Let us denote by βt ∈ TorEk(Γ) the torsion com-
ponent of an element β ∈ Ek(Γ). Then by construction Hχ is an invariant subspace
for πL(β) and
(63) πL(β)|Hχ = e
iχ(βt)
∫ ⊕
U(1)rkEk(Γ)
u(β − βt) idHχ(u) du.
As anticipated in the statement of our theorem, in (63) we are using multiplicative
notation for characters u of the free part of the centre Ek(Γ) for convenience (see
§21 in [40]), but still using additive notation for the torsion part.
More generally, any operator πL(α) ∈ B(H) for α ∈ DBk(Γ) decomposes with
respect to the splitting obtained for H; i.e. each Hχ is invariant for πL(α) and
π(α)|Hχ =
∫ ⊕
U(1)rkEk(Γ)
Uχ(u) du,
where Uχ(u) is a unitary operator on Hχ(u) for each u ∈ U(1)
rkEk(Γ). This follows
directly from Theorem 1 in §2.5 of Part II of reference [34], as these operators
generate the commutant of C∗(Ek(Γ)). By von Neumann’s bicommutant theorem
(see e.g. Theorem 1.2.1 in [6]), these operators generate the group von Neumann
algebra of DBk(Γ), hence the decomposition (59) follows.
To obtain a more precise description of each integrand Nχ,u, we proceed in
analogy with our argument in Proposition 58. Recall from Theorem 44 that a set of
generators of the divisor braid group can be written as αλ,ℓ ∈ DBk(Γ), for λ ∈ Sk
0(Γ)
and ℓ an index for a Z-basis of H1(Σ;Z) (which we assume symplectic). For a
fixed character χ of TorEk(Γ), consider the measurable field Cχ of C
∗-algebras over
U(1)rkEk(Γ) generated by unitaries Uλ,ℓ(χ) =
∫⊕
Uλ,ℓ(χ,u) du with labels as above,
and whose commutators are assumed diagonalisable:
[Uλ,ℓ(χ),Uλ′,ℓ′(χ)] =
∫ ⊕
U(1)rkEk(Γ)
exp
(
2πiϑλ,ℓλ′,ℓ′(χ,u)
)
I(u) du.
Then the assignment π(αλ,ℓ)|Hχ 7→ Uλ,ℓ(χ) provides an isomorphism Nχ
∼= C′′χ if one
sets
ϑλ,ℓλ′,ℓ′(χ,u) =
Jℓ,ℓ′
2π
χ([αλ,ℓ, αλ′,ℓ′ ]
t) argu([αλ,ℓ, αλ′,ℓ′ ]− [αλ,ℓ, αλ′,ℓ′ ]
t).
From this equality, we deduce all the remaining assertions in the statement of the
theorem.

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