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Abstract
3D point cloud generation by the deep neural network from a
single image has been attracting more and more researchers’
attention. However, recently-proposed methods (e.g., (Fan,
Su, and Guibas 2017)) require the objects be captured with
relatively clean backgrounds, fixed viewpoint, while this
highly limits its application in the real environment. To over-
come these drawbacks, we proposed to integrate the prior 3D
shape knowledge into the network to guide the 3D generation.
By taking additional 3D information, the proposed network
can handle the 3D object generation from a single real im-
age captured from any viewpoint and complex background.
Specifically, giving a query image, we retrieve the nearest
shape model from a pre-prepared 3D model database. Then,
the image together with the retrieved shape model is fed into
the proposed network to generate the fine-grained 3D point
cloud. The effectiveness of our proposed framework has been
verified on different kinds of datasets. Experimental results
show that the proposed framework achieves state-of-the-art
accuracy compared to other volumetric-based and point set
generation methods. Furthermore, the proposed framework
works well for real images in complex backgrounds with var-
ious view angles.
1 Introduction
Recently, many learning-based methods have been proposed
for depth estimation and 3D reconstruction due to the de-
veloping of deep learning. Especially, 3D reconstruction
from a single image considered as an ill-posed problem, has
achieved promising results by using deep neural network
(Tatarchenko, Dosovitskiy, and Brox 2017; Fan, Su, and
Guibas 2017). Different with traditional geometric-based
approaches, learning-based methods build a complex map-
ping from the image space to 3D object space with the su-
perpower representation of deep neural network. By using
a single view image, the network usually need to guess the
shape of object because some parts are invisible in the im-
age.
Before feeding into the neural network, the 3D data is usu-
ally transformed into volumetric grids or 2D images (ren-
dered from different views) first. Then, the 2D or 3D con-
volution can be easily applied on the regular data. Vox-
elization is a common way for 3D representation and has
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(a) Generation result by the proposed RealPoint3D.
(b) Generation result by PSGN (Fan, Su, and Guibas 2017).
Figure 1: An example of 3D point cloud generation from
a real single image. Obviously, PSGN fails to generate the
point cloud even the object segmentation mask is provided.
The proposed method works well here without any mask in-
formation.
achieved great success for object classification, detection
and segmentation (Cicek et al. 2016; Chen et al. 2016;
Meagher 1980; Wu et al. 2016; Choy et al. 2016; Mat-
urana and Scherer 2015; Tatarchenko, Dosovitskiy, and
Brox 2017). Especially, the recently-proposed OGNs (Oc-
tree Generating Networks)(Tatarchenko, Dosovitskiy, and
Brox 2017) achieved impressive performances on 3D object
generation task. However, the disadvantage of voxel-based
method is also obvious: how to balance the sampling resolu-
tion and net efficiency is a hard problem.
To overcome this problem, some revolutionary works pro-
posed to generate 3D point cloud for object directly in the
past few years. Compared with 2D meshes or volumetric
grids representations, the point cloud representation has sev-
eral advantages: 1) A point cloud is a simple, uniform struc-
ture which is easy to learn by the network; 2) global geomet-
ric transformation and deformation can be easily applied to
point cloud because all the points are independent and there
is no connectivity information to be updated.
Due to these advantages, PSGN (point set generation net-
work) (Fan, Su, and Guibas 2017) proposed to generate
3D point cloud directly from a single image. However, this
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framework requires the object to be captured with a relative
clean background, at a specific viewpoint and a certain dis-
tance. The reconstruction performance dropped dramatically
when these requirements are satisfied (e.g., complex back-
ground). A typicality fail case for PSGN is shown in Fig.
1, where the first column is the input image and the rest are
generated 3D point displayed in two different views. Sub-fig
1b display the generation results by using the PSGN. Only
part the bench has been generated in this case even an ob-
ject mask is provided. This image is really challenge because
part of the bench is occluded and some parts are truncated.
In order to generate these invisible parts, we proposed to
explore the prior shape information to help the 3D genera-
tion network. This knowledge has been commonly used by
our human being. Specifically, we can easily imagine the 3D
shape of a car even only a small part is visible and the other
parts are occluded. This can succeed because we have built
a huge 3D object database in our brain. By providing a small
piece of object information in 2D image, we can easily find
a similar 3D model in this database.
Inspired by this, we proposed a prior-knowledge-guided
3D generation framework to reconstruct the 3D point cloud
from a real single image. To achieve this prior-knowledge,
an on-line object retrieval stage is added before the genera-
tion framework. Here the object retrieval process is based
a pre-prepared database, which stores some common 3D
object models together with their corresponding image fea-
tures. For each model, the image features are extracted from
a number of 2D images which are rendered from different
viewpoints.
During the retrieval stage, a nearest 3D shape is searched
by comparing the features extracted from the query im-
age and these stored in the database. Compared with the
3D generation procedure, which requires dense image fea-
tures, the image retrieval procedure is much robust to oc-
clusion, changing of viewpoints and complex background,
because it mainly relies on some local, sparse distinguished
features. By adding the retrieved 3D model, the proposed
framework can handle the 3D generation from a single im-
age captured in the real scenario. To simplify the writing,
we name the proposed network as “RealPoint3D” in short,
where the “Real” consists two meanings here: on one hand,
it is designed specially for image captured from the real en-
vironment; on the other hand, the output of our network is
a real, complete 3D point cloud of the object including both
the visible and invisible parts. The main contributions of this
paper can be summarized as
• By analyzing the drawbacks of existing methods, we pro-
posed a prior-knowledge-guided framework to help the
3D reconstruct from a single real image;
• To using the prior-knowledge, we designed an end-to-end
deep network RealPoint3D, which can take both the 2D
image and 3D point cloud together for 3D object recon-
struction. Different with the existing works, RealPoint3D
can reconstruct objects with from an image with complex
background and changing of viewpoints.
• The RealPoint3D achieved the state-of-the-art perfor-
mance on the synthetic rendered and real images, com-
pared with volumetric and point cloud generation meth-
ods, e.g., OGN (Tatarchenko, Dosovitskiy, and Brox
2017) and PSGN (Fan, Su, and Guibas 2017).
2 Related Work
2.1 3D reconstruction from a single image
Theoretically, the 3D structure recovery from a sin-
gle projection is an ill-posed problem. To address this,
many attempts were made, such as the massive SFM
and SLAM (Fuentes-Pacheco, Ruiz-Ascencio, and Rendn-
Mancha 2015; Hming and Peters 2010) methods. How-
ever, all of them require strong presumptions and abun-
dant expertise. ShapeFromX, in which X can be the tex-
ture, specularity, shadow, etc. (Barron and Malik 2015;
Malik and Rosenholtz 1997; Savarese et al. 2007), also re-
quires priors on natural images.
Boosted by the large-scale dataset of 3D CAD models
(e.g., ShapeNet (Chang et al. 2015)), deep learning based
generative methods have been widely employed for 3D re-
construction. Generally, they can be categorized into voxel-
based and point-cloud-based methods. The 3D-GAN (Wu
et al. 2016) which embedded generation task in genera-
tive adversarial nets outperforms other unsupervised learn-
ing methods with a large margin. In (Choy et al. 2016), the
3D-R2N2 (3D recurrent neural network) applied the long
short-term memory (LSTM) to infer 3D models by taking
several images rendered from different views. By using the
octree representation, OGN (Tatarchenko, Dosovitskiy, and
Brox 2017) first realized the generative method for large
scene 3D reconstruction by relieving the burden of stor-
age and computation. Different with voxel-based methods,
PSGN (Fan, Su, and Guibas 2017) generates point clouds
from a single image directly. However, a clean background
and a fixed viewpoint are necessary conditions for good re-
construction results.
2.2 Shape prior guided 3D reconstruction
Different with the natural scene, we have sufficient prior
shape knowledge for artificial objects, e.g., chairs, vehi-
cles etc. By employing this information, the 3D reconstruc-
tion becomes much easier. In (Su et al. 2014) and (Huang,
Wang, and Koltun 2015), the authors reconstructed the depth
of objects from web-site collected images by exploiting a
collection of aligned 3D models of related objects shape.
In (Karimi Mahabadi, Hane, and Pollefeys 2015), a novel
shape prior formulation is proposed to split the object into
multiple convex parts and then the reconstruction is formu-
lated as a volumetric multi-label segmentation problem.
2.3 Deep learning on point cloud
Deep learning on point cloud attracts more and more re-
searchers’ attention recently. Voxelization, which transfers
the unordered point cloud into regular grids, has been intu-
itively applied for 3D convolution. (Maturana and Scherer
2015) and (Qi et al. 2016) are two pioneers of using voxel-
based methods for object detection and classification. How-
ever, they can only applied to a relatively small resolution
with a sparse volume.
2
3D model dataset
Input image
Retrieved point cloud
Encoder Generator 3D reconstruction
Figure 2: The flowchart of proposed RealPoint3D framework. First of all, a nearest 3D model is retrieved from a collected 3D
model database based 2D image. Then, the retrieved 3D model together with the 2D image are feed into the network for 3D
reconstruction.
PointNet (Qi et al. 2017a) is an innovative architecture
that can directly extract features from raw point cloud data
which can be used for classification and segmentation tasks.
PointNet++ (Qi et al. 2017b) which can be seen as an exten-
sion of PointNet employed multiple layers on different res-
olutions to increase the receptive fields of the network. Be-
side point clouds, many frameworks have been proposed for
meshes representation, such as (Bronstein et al. 2016), spec-
tral graph CNN (Yi et al. 2017) and Geodesic CNN (GCNN)
(Masci et al. 2015).
3 Approach
3.1 Overview
Different from generative-based method (Fan, Su, and
Guibas 2017), prior shape knowledge has been taken into
consideration for the 3D object reconstruction in the pro-
posed approach. This information can help the 3D gener-
ation in following ways: 1), the prior shape can aid the
network to get rid of the negative influence from clustered
backgrounds; 2), the shape information can also guide the
network to recover the 3D points of invisible parts which
cannot been seen in the 2D image. For easy understanding,
we illustrate the flowchart of RealPoint3D in Fig. 2. Gener-
ally speaking, the whole framework can be divided into two
steps. First of all, deep features are extracted from the query
image to retrieve the nearest 3D shape from a pre-prepared
database. To robustly handle the change of viewpoint, mul-
tiple images from different viewpoints have been rendered
for each model. Then, the RealPoint3D network takes the
retrieval 3D model and 2D image as inputs to generate the
point cloud of the object. Detailed information for each step
will be introduced in the following sub-sections.
3.2 Nearest shape retrieval
The nearest object retrieval process is summarized in Fig.
3. First of all, a database including some common used 3D
models is pre-prepared in advance. For each model, multiple
images are rendered from different viewpoints, e.g., 8 direc-
tions. For better simulating the real-world scenarios, back-
ground textures have been randomly added in the rendered
images according to (Su et al. 2015).
After obtaining these images, we need transform them
into compact features for the further steps. The classical
VGG-16 network (Simonyan and Zisserman 2014) is em-
ployed for feature computation here. A 4096-dimension fea-
ture vector is generated for each 3D model. Finally, a feature
map database dictionary has been built for all the 3D objects.
When a query image comes, the nearest object model can be
obtained by comparing the features extracted from the query
image with the feature map stored in database dictionary.
Similar to other image retrieval methods, the similarity be-
tween two features vectors is measured by using the cosine
distance, which is defined as
Sim(x,y) =
xy
‖x‖‖y‖ , (1)
where x and y are two features to be compared.
3.3 RealPoint3D network
After obtaining the nearest 3D object model, N (e.g., 1024)
points are randomly sampled for the RealPoint3D network.
An overview of the proposed network is illustrated in Fig.
4 for easy understanding. In the encoder part, the 2D Con-
volutional neural network (CNN) is used to extract the fea-
tures from 2D image. Inspired by PointNet (Qi et al. 2017b),
Multilayer Perceptron (MLP) is employed to extract spatial
information from the 3D point cloud. Then the two types of
features are combined together via several fully connected
layers to obtain more comprehensive features. Next, a gen-
erator stage which includes convolution and deconvolution
layers is used to recover the 3D point cloud of the object.
Encoder net The encoder part consists two branches. One
is used for 2D image and the other is for 3D point cloud.
The 2D branch consists of several convolutional and ReLU
3
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Figure 3: Nearest shape retrieval based 2D image. First, a group of 2D images are rendered from different views for each 3D
model. Then, VGG (Simonyan and Zisserman 2014) network has been applied to extract deep features from these 2D images.
When a query image comes, the nearest 3D model of the object related to the image can be found by comparing the 2D features
extracted from the query image and the database.
layers. Finally, the 2D part outputs a 2048-dimensional fea-
ture vector. Similar with the PointNet++, several set abstrac-
tion layers are employed in the 3D encoder branch. For each
set abstraction layer, it consists of the sampling, grouping,
MLP and pooling layers. In RealPoint3D, we adopt two set
abstraction layers and use the multi-scale grouping strategy
to obtain a global feature for the retrieved object model. Fi-
nally, the 3D encoder part outputs a 1024-dimensional fea-
ture vector. Then, the two types of features are merged to-
gether and fed to the following two fully connected layers.
After obtaining the bottleneck representations, we reshape
the flat feature to a 3D tensor with the size of (16,16,8).
Generator part The generator part is made of several con-
volutional, deconvolutional and fully connected layers. In-
spired by U-Net (Cicek et al. 2016), the low level features
in the encoder stage is transferred directly to the generator
stage for helping recover the details of the object. Specifi-
cally, we concatenate the feature map in the fourth convo-
lutional layer to the deconvolutional layer. After three con-
volutional layers, the generator part ends with a fully con-
nected layer with the shape of 3072. Finally, we reshape the
result to point cloud with the size of 1024× 3.
Influence of the 3D encoder part To prove the effec-
tiveness of 3D feature extraction part, a simplified version
of the network has been designed for comparison. In this
version, we have removed the 3D encoder part and only
keep the 2D image part. The following generator part keeps
the same. Experimental results proved that the performance
drops dramatically due to the missing of spatial information.
The comparison results of these two networks are given in
subsection 4.3.
3.4 Loss function
To enable an end-to-end training, a highly efficient and dif-
ferentiable loss function must be designed. However, accu-
rately measuring the topological similarity of two set 3D
point cloud is very difficult. In addition, unlike the voxel-
based approaches (e.g., 3D-R2N2), which can output 0/1
signal to represent whether a point is inside a voxel or not.
However, the proposed RealPoint3D network outputs point
cloud location, therefore the Softmax function cannot be
used directly here. Usually, the Hausdorff distance is se-
lected to measure the difference between two point sets,
however, this distance is sensitive to outliers. Here, we ex-
plore the Chamfer distance (CD) to measure the difference
between two point sets which is defined as below
dCD =
∑
p∈S1
min
q∈S2
‖ p− q ‖22 +
∑
p∈S2
min
q∈S1
‖ p− q ‖22, (2)
where S1, S2 ⊆ R3.
In addition, CD is easily computable for two point sets
and it is equal to the mean overall nearest neighbor dis-
tances. Geometrically, it induces a nice shape space. Since
CD is more robust to outliers, it is a better choice for the loss
function.
3.5 Implementation and training details
The proposed network is implemented in the framework of
TensorFlow and the Adam is taken as the optimizer. To im-
prove the performance, we choose the batch size as 32 and
the gradient step as 2× 105. The learning rate automatically
decays based on the number of iterations. The input image
is resized to 128×128×3 and the last fully connected layer
produces 1024 3D points. In the encoder stage, the kernel
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Figure 4: A flowchart of the proposed RealPoint3D network, in which the 2D feature is extracted by an encoder network and
the 3d features from point cloud are extracted similarly as Pointnet++ (Qi et al. 2017b). Then the two kinds of features are
concatenated together for the following generator part.
size is set as 3 × 3 for all convolutional layers. In the gen-
erator stage, we set the kernel size as 5 × 5 for all convo-
lutional and deconvolutional layers. In addition, the multi-
scale grouping strategy is employed in the 3D point cloud
encoder part. Ball query strategy is used to find neighbor
points within a radius and we set r = 0.2 and 0.4 for two
scales. ReLU is taken as the activation function in the whole
network.
4 Experimental Results
Several experiments on the rendered (e.g., ShapeNet) and
real scene images (e.g., ObjectNet3D) have been considered
to demonstrate the effectiveness of our proposed network.
The evaluation on rendered and real images are shown in
subsection 4.1 and 4.2 respectively. Finally, in order to ver-
ify the importance of prior shape model, we compared the
results with and without the 3D encoder branch in subsec-
tion 4.3.
4.1 Object reconstruction on rendered images
Dataset: We use the ShapeNet dataset and follow the
training and testing procedure in (Fan, Su, and Guibas 2017)
and (Tatarchenko, Dosovitskiy, and Brox 2017) for evalu-
ation. The ShapeNet dataset is an ongoing large-scale 3D
model source widely used in 3D related research fields.
Our experiment is based on one of its subsets: ShapeNet-
Core55, which covers 55 common object categories with
about 51 × 103 unique 3D models. As we know, it is re-
ally hard to generate the 3D ground truth models for real
images. Therefore, we rendered CAD models with complex
backgrounds for our training and testing. In order to test
the generalization ability of our network, for each model we
generate one fixed viewpoint image for training and several
random viewpoints for testing.
Competing algorithms: We compare our approach with
PSGN (Fan, Su, and Guibas 2017) and OGN (Tatarchenko,
Dosovitskiy, and Brox 2017) in this subsection. As reported
in their papers, five common categories have been selected
for evaluation here. We randomly sample 1024 points from
each object for training. To have a fair comparison, we re-
trained PSGN and OGN on our rendered images with com-
plex background following their experiment settings. In ad-
dition, we used IoU (intersection over union) for evaluation
with OGN and CD distance for PSGN following their cor-
responding papers. The results are shown in Tab. 1 and 2
respectively.
The CD scores of the testing set for the five categories
are shown in Tab. 1. Our approach outperforms PSGN for
all the categories, especially for the bench. The possible rea-
son is that the retrieval accuracy of the bench is high and
5
Category PSGN Retrieval RP3D-v1 RP3D-v2
Sofa 2.20 6.83 2.46 1.95
Airplane 1.00 3.67 1.38 0.79
Bench 2.51 2.11 3.55 2.11
Car 1.28 1.96 1.31 1.26
Chair 2.38 6.91 2.53 2.13
∗ We omitted the coefficient 10−3 for all the values. A smaller
number represents better performance .
Table 1: CD scores for different methods on complex back-
ground images, where “Retrieval” is the retrieved nearest
shape model, “RP3D-v1” and “RP3D-v2” are our proposed
methods without and with 3D point branch. We achieve
lower CD in all categories. All point clouds are normalized
before evaluation, and the numbers are the average point-
wise distances.
this information can guide the network to generate a more
accurate 3D point cloud. On the contrary, PSGN obtained
a similar result with us for cars. This can be explained in
two aspects. On one hand, the variance of car models is not
too large and this makes the 3D point cloud generation task
much easy. On the other hand, the retrieval of cars is rela-
tively difficult because there are many similar car shapes in
the dataset. A relatively inaccurate retrieval shape may even
mislead the generation process. Nonetheless, our generated
model is more accurate. In addition, the selected five cate-
gories have high shape variations, which strongly indicates
that the proposed approach can work well for different kinds
of objects.
For the voxel-based methods, we choose the OGN
(Tatarchenko, Dosovitskiy, and Brox 2017) for comparison
here. OGN changes the original organization voxel grids to
the compact octree-based structure, which significantly im-
proves the computational efficiency and reduces the storage
consumption. Five categories are evaluated here and the re-
sults are shown in Tab 2. From the table, we can find that
the proposed network outperforms OGN for all categories.
Especially, the value has been improved from 0.046 to 0.359
for bench. Another interesting thing is that the proposed
model can generate pretty good point cloud even the re-
trieved model is not good enough, e.g., car.
Category OGN Retrieval RP3D-v2
Sofa 0.11 0.12 0.22
Airplane 0.15 0.36 0.53
Bench 0.05 0.17 0.36
Car 0.44 0.24 0.54
Chair 0.14 0.13 0.27
∗A higher value represents better performance here.
Table 2: IoU scores for different methods on complex back-
ground images, where “Retrieval” is the retrieved nearest
shape and “RP3D-v2” is our proposed methods with 3D
point branch.
In addition, to highlight the advantage of our method,
we also designed experiments on clean background images
which has been used in (Fan, Su, and Guibas 2017) and
(Tatarchenko, Dosovitskiy, and Brox 2017). We used the
IoU as the evaluation criterion. Here, the IoU values of
PSGN and OGN were picked up from their papers directly.
The IoU values of sofas for PSGN and OGN are vacant in
Tab. 3 because they are missing in their papers. From the
table we can find that the RealPoint3D achieved the high-
est scores. For the car category, all the three methods give
pretty good results. As we have mentioned before, the 3D
generation of car is relatively easy because due to its simple
structure and less shape variance.
In particular, we can also find that the IOU values for
the same category are different for complex and clean back-
grounds in Tab. 2 and Tab. 3. The former is a little lower than
the latter. That demonstrates that backgrounds have strong
effects on the generation process, particularly for objects
with relatively complicated structures, e.g., sofa and chair. In
this situation, RealPoint3D can demonstrate its strong bene-
fit of the retrieved 3D model.
Category PSGN OGN RP3D-v2
Sofa - - 0.63
Airplane 0.60 0.59 0.67
Bench 0.55 0.48 0.58
Car 0.83 0.82 0.83
Chair 0.54 0.48 0.58
∗A higher value represents better performance here.
Table 3: IoU scores for different methods on clean back-
ground images, where “RP3D-v2” is our proposed methods
with 3D point branch. No IoU score was reported for sofa in
PSGN and OGN.
4.2 3D reconstruction on real images
Dataset: We use the ObjectNet3D dataset and follow the
training and testing procedure used in (Fan, Su, and Guibas
2017) and (Tatarchenko, Dosovitskiy, and Brox 2017). Ob-
jectNet3D is another large-scale 3D model dataset including
about 100 categories, 44147 3D shapes and 201888 objects
in 90127 images. We tested our model on this dataset be-
cause it has many real world photos.
Competing algorithms: We compare our approach to
PSGN (Fan, Su, and Guibas 2017) and OGN (Tatarchenko,
Dosovitskiy, and Brox 2017). Five common categories have
been selected for evaluation here and some results are visu-
alized in Fig. 5. From the top row to bottom, the five cate-
gories are bench, car, airplane, chair and sofa respectively.
Particularly, for RealPoint3D and OGN, we take the whole
image (the first column of Fig. 5) as the inputs for 3D gen-
eration; for PSGN, only the foreground objects inside the
masks (the fourth column of Fig. 5) are used for genera-
tion because it will fail if we take the whole image as in-
put. To highlight the strength of our proposed method, five
6
Figure 5: 3D reconstruction from real images on Object-
Net3D dataset. The orders from left to right: input 2D image,
“RP3D-v2”, PSGN with object segmentation masks, PSGN
without object segmentation masks and OGN.
types of objects are chosen here for comparison. The sec-
ond, third and the fifth columns are reconstruction results of
RealPoint3D, OGN and PSGN respectively. From Fig. 5, we
can find that RealPoint3D achieves more fine-gained object
details than the other two methods. For example, at the first
row of Fig. 5, RealPoint3D can recover the legs of bench,
while the other two methods totally miss them. Even with
object masks, PSGN still cannot recover the detailed struc-
tures of the bench.
In this experiment, we can see that the proposed method
is more applicable for the real word. In particular, a sin-
gle image cannot provide enough information for 3D recon-
struction. The geometry for invisible parts has to be guessed
by the network. Therefore, PSGN and OGN can only get a
global shape without fine-grained details. With the help of
retrieved nearest 3D shape, the proposed network can get a
better result, especially for the invisable parts.
4.3 Network structure comparison
To verify the influence of retrieved nearest 3D object, we
set the following experiment to compare the reconstruction
results without and with 3D encoder part. Here, RP3D-v1
represents the network without 3D encoder part and RP3D-
v2 is the full proposed network.
Some quantitative results have been shown in Tab. 1.
Unsurprisingly, RP3D-v2 gives better results than RP3D-
v1. We also performed some experiments on real images
with different viewpoints which are displayed in Fig. 6.
The RP3D-v1 network misses the details and even generates
some wrong parts of the objects. On the contrary, RP3D-v2
recovers more details of the objects.
Figure 6: Network structure comparison. Each method oc-
cupies one column, the first column is the 2D image, and the
two methods are “RP3D-v1” and “RP3D-v2”.
4.4 Time complexity
In current implementation, 500 epochs are set during the
training stage. It takes approximately 10 hours on 5 P100
GPUs. During the testing, it costs approximately 0.1s per
image on a laptop with CPU. The computation efficiency is
similar to PSGN but is significantly faster than OGN which
takes about 1.6 s per image.
5 Conclusion and Future Works
In this paper, we designed a novel generation network which
is more suitable for 3D fine-grained reconstruction from a
single image in the real scenario. Different with the pre-
vious generative methods, a nearest 3D point clouds re-
trieval part is added before the main generation network.
This can prompt the generator to reconstruct more object
details from images with complex backgrounds and chang-
ing viewpoints. We achieved state-of-the-art performance on
reconstruction from real images with complex background
in comparison with other generative methods. However, the
nearest object retrieval is separate part in this work. In fu-
ture, we aim to integrate this part together and design an
end-to-end framework.
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