Zador's classic result for the asymptotic high-rate behavior of entropy-constrained vector quantization is recast in a Lagrangian form which better matches the Lloyd algorithm used to optimize such quantizers. A proof that the result holds for a general class of distributions is sketched.
Introduction
In his classic Bell Labs Technical Memo, Paul Zador established the optimal tradeoff between average distortion and entropy for entropy-constrained vector quantization in the limit of high rate [6] . The history and generality of the result may be found in in [4] . Optimality properties and generalized Lloyd algorithms for quantizer design, however, require a Lagrangian formulation [l] . In addition, the Lagrangian form turns out to be more convenient for problems involving multiple codebooks such as coding for mixtures since it obviates the need for optimizing rate allocation, as Zador does in his proof. We here recast Zador's theorem in a Lagrangian form and sketch its proof under the assumption that the distribution of the random vector is absolutely continuous with respect to Lebesgue measure. 4 two distributions Pf and Pg with pdfs f and g is given by Gelfand's theorem as where the supremum is over all finite partitions S = {Si}.
A vector quantizer q can be described by the following mappings and sets: an 
I
The optimal performance is the minimum distortion achievable for a given rate: b f ( R ) = inf,,R,(q)lRDf(q). The traditional form of Zador's theorem states that under suitable assumptions on f,
where b ( 2 , k ) is Zador's constant, which depends only on k and not f . Zador 
The Lagrangian Formulation
The Lagrangian formulation of variable rate vector quantization [l] defines for each value of a Lagrangian multiplier X > 0 a Lagrangian distortion px( 
This can also be achieved, e.g., by choosing lengths l($(i)) = r-logPf(a(X) = i)l and hence it is common to make the approximation that
resulting in entropy constrained vector quantization (ECVQ). The following notation will be used:
The quantization function e(f, A, q) can be rewritten as a weighted sum of relative entropies minus a constant k In T. The nonnegativity of relative entropy then yields the following bound. and hence O(ul,A) 2 e(ul) which means that Ok = infxO(ul,A) 2 $(ul). Hence -e(ul) 2 Ok 2 $(U,) and hence the limit limx-,,, B(u1, A) must exist and equal 6 k .
Lemma 1 FOT any f , A , q e ( f ,
A(4) k 2e 2 k e k = -1n -b(2, k ) .
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Second step: Piecewise constant pdfs on cubes Suppose that C(n) is a collection of disjoint unit cubes, wm is a pmf, and A Combining the previous result and Corollary 1 using the fact that the boundaries of cubes have zero volume and hence also zero probability implies that f E 2. (x) ). Otherwise, either x E B or x E Wn*. Send the pathmap to TI* (length=L, -2) and (1) if x E Wn*, send a 0 (one bit) followed by the remainder of the binary sequence according to q l . In this case the find codeword has an additional bit, t i = Zip + 1, or (2) otherwise send a 1 (one bit) followed by the fixed rate log N bit word designating the uniform quantizer output for a total of Zip. By construction, 
