Abstract -In this paper we consider the problem of identifying faulty (crashed) nodes in a wireless sensor network.
base stations. Sink nodes are used by external operators to retrieve the information gathered by the network.
Since the sensor nodes have extremely compact form factors and are wireless, they are highly energy constrained. Furthermore, replenishing energy by replacing batteries is unfeasible in many applicative scenarios. Hence, one of the key challenges in unlocking the potential of such data gathering sensor networks is conserving energy so as to maximize their post-deployment active lifetime.
It has been observed that any effort aimed at extending network lifetime must be two-fold: on one hand, the sensor itself must be made as energy efficient as possible; on the other hand, the collaborative strategy which coordinates nodes in the sensing task must be energy efficient. It has been shown that dynamic voltage scaling techniques [12] and pulsed battery discharge schemes [8] can be used to increase the sensor lifetime, while many energy efficient cooperative strategies have been recently proposed [5, 6, 9, 10, 11, 14, 20] . However, in the applicative scenarios in which battery replacement is unfeasible, the network lifetime cannot be extended beyond a certain time, which depends mainly on the initial capacity of the batteries equipping the nodes. An upper bound on the lifetime of a wireless sensor network that collects data from a specified region using a certain number of energy-constrained nodes has been recently derived in [2] .
While increasing attention has been paid to the problem of extending network lifetime when batteries cannot be replaced, few have been done in the case in which battery replacement is feasible. As an example of the latter scenario, consider the following application in which a wireless sensor network is used to help rangers to monitor a vast natural park. A number of sensors, which have limited energy supplies and are placed in strategic positions (e.g. on the top of a hill or in locations with wide view), are used to collect information about the presence of animals, tourists, fire, flooding and so on. Sensors periodically exchange and disseminate this information throughout the network, so that a "global view" of the park is available at each node.
Rangers, who are equipped with mobile stations, move around the park for control and maintenance. Mobile stations are connected to the sensor network through the nearest sensor.
This way, rangers can be alerted of abnormal events, and they can quickly intervene where needed. If sensors maintenance is out of the picture, eventually they deplete their batteries and crash. As a consequence, the number of non-operating sensors in the system increases until the network gets disconnected, thus impairing its functionality. In order to prevent such an event, rangers can replace the depleted batteries, thus allowing the network to operate for a virtually unlimited time.
Observe that since sensors in general are subject to uneven workloads, they are expected to deplete their batteries at different times. Hence, the problem of identifying the crashed sensors at a given time arises. Returning to the example above, sensors could provide diagnostic information (i.e., the status -operational/crashed -of each node) along with sensor data, thus enabling the rangers to maintain network functionality by replacing the depleted batteries.
The problem of identifying faulty (crashed) nodes in a distributed system has been extensively studied in the literature [1, 3, 13] in the framework of wired computer networks based on the oneto-one communication paradigm, where energy consumption is not an issue. Contrary to the case of wired networks, the natural communication paradigm in wireless networks is one-to-many (when a node transmits, all the sensors within its transmitting range may in principle receive the message). Furthermore, the protocol itself should be as energy efficient as possible (even if batteries can be replaced, their replacement is an expensive and possibly difficult operation; hence, energy consumption is still an issue). For this reason, the protocols presented in [1, 3, 13] result either unfeasible or extremely energy consuming when applied to wireless sensor networks.
In this paper, we introduce a distributed fault diagnosis protocol specifically designed for wireless sensor networks. We are not aware of any other diagnosis protocol designed for wireless sensor networks, except for the protocol proposed in [7] . However, the focus in [7] is on soft faults (a soft faulted node continues to operate, although with altered behavior) in the more general framework of wireless ad hoc networks.
The protocol introduced in this paper, which is called WSNDiag, is proved to provide correct diagnoses if the number of crashed nodes is below a certain threshold, namely, the network connectivity 1 . Furthermore, it is proved that under the assumptions to be stated in Section 2
WSNDiag exchanges the minimal number of bits needed to perform diagnosis. To a certain extent, this proves that the protocol is optimal from the point of view of energy consumption.
System model
The system is composed by n sensors, also called nodes, which communicate via radio transceivers. Nodes are homogeneous and equipped with a limited energy supply. Any node in the system is a potential sink, i.e. it can be used by an external operator to access the information gathered by the network. Sensors can be in one of two states: faulty or fault-free. Faulty nodes are unable to communicate with the rest of the system, either due to a crash or to battery depletion. This means that faults are permanent, i.e. nodes remain faulty until they are repaired and/or replaced.
We assume that all transmissions from any node u are omni-directional. Thus, any message sent by u can be received by any node in its neighborhood, i.e. within its transmitting range. The neighborhood of node u is denoted N(u). The topology of the system can be described as a di- 1 The connectivity of a graph is the minimum number of nodes whose removal results in a disconnected or trivial graph [4] . graph G=(V,E), called the communication graph, where V is the set of nodes and E is the set of edges connecting nodes. Given any u,v∈V, directed edge (u,v)∈E if and only if v∈N(u). The set of faulty sensors is denoted F, with |F|=f≥0.
In this paper we assume the following:
A1. each node has a unique identifier which can be encoded using log n bits.
A2
. each node knows its identifier and the identifiers of its neighbors. This is the only knowledge of the system graph that a node has.
A3. no new faults occur during the execution of the diagnosis protocol.
A4
. the network topology is static during the execution of the diagnosis protocol. 
A6. the communication graph is connected and symmetric.
Assumption A1 is typical in distributed systems and deserves no further comment.
Assumption A2 is crucial in proving the lower bound stated in Section 3 and is realistic in this setting. In fact, even if the network topology does not vary with time, storing information regarding the communication graph at the nodes would imply non-trivial processing power and memory capacity of the sensors, which, in general, cannot be guaranteed. Even if this would be the case, managing large data structures would be extremely energy consuming.
Assumption A3 is realistic whenever the mean time between failures of the network is relatively long as compared to the protocol execution time, as it is the case in most situations.
Observe that assumption A4 does not mean that the network is static, rather that its topology does not change during diagnosis: sensors are allowed to migrate, but they cannot migrate out of their neighbors' transmitting ranges. Although rather stringent, this assumption is realistic in many applicative scenarios, such as the natural park monitoring described in the Introduction. The assumptions stated above, although imposing constraints on the nature of the system, allow the derivation of a non-trivial lower bound on the total number of bits to be exchanged for the purpose of diagnosis, and the definition of the optimal diagnosis protocol presented in Section 4.
However, some of these assumptions can be weakened or released at the expense of straightforward modifications of the diagnosis protocol, as discussed in Section 6. 
The distributed diagnosis problem
The diagnosis problem consists in the identification of the set of faulty nodes in a system. In the distributed version of this problem, diagnosis is achieved by means of a distributed protocol. A distributed diagnosis protocol is said to be correct if it terminates in finite time and, at the end of its execution, every fault-free node knows the identities of all the faulty nodes in the network. A wireless sensor network described by the communication graph G is said to be t-diagnosable if correct diagnosis is always possible provided the number of faults does not exceed t. The largest
The following theorem establishes upper bounds to the diagnosability of a given graph G.
Theorem 1. Let G=(V,E) be the communication graph of a wireless sensor network, and let k(G) be the connectivity of G. The diagnosability t G of G is: -less than k(G), if the diagnosis protocol is initiated on-demand;
-at most k(G), if the protocol is allowed to start spontaneously.
Proof. Assume the diagnosis protocol starts from an initiator node on-demand (e.g., in
response to an explicit request of the external operator). If k(G) faults occur, the set of faultfree nodes in the system could be partitioned into several connected components. Hence, fault-free sensors which do not belong to the same connected component of the initiator would never start their diagnosis, thus impairing the conditions for diagnosis correctness.
On the other hand, if the diagnosis protocol is allowed to be initiated spontaneously by any fault-free node (e.g., every T seconds), the fault-free sensors in every component will eventually start their own diagnosis, thus allowing a correct diagnosis also when k(G) faults occur. However, if more than k(G) faults occur, there could exist a faulty node which is not adjacent to all the fault-free components, thus impairing the conditions for diagnosis correctness.
In the remainder of this paper we assume that the execution of the diagnosis protocol be explicitly invoked by the external operator, thus limiting the number of admissible faults to k(G)-1. This choice is coherent with our goal of minimizing the energy dissipated for the purpose of diagnosis, since otherwise fault-free sensors could initiate un-requested (hence, possibly useless) diagnosis sessions.
The cost associated with the execution of a diagnosis protocol is usually evaluated in terms of communication and time complexity, where the communication complexity is defined as the total number of messages exchanged during diagnosis, and the time complexity is defined as the elapsed time between the inception and the end of the diagnosis protocol. However, since nodes in wireless sensor networks are equipped with limited energy supplies, the evaluation of the energy dissipated by all the sensors in the network during the protocol execution is also of primary importance. Under the assumptions of Section 2, the global energy consumption is strictly related to the total number of bits exchanged during the protocol execution. The following theorem provides a lower bound to the minimum number of bits to be exchanged by any diagnosis protocol in order to achieve correct diagnosis.
Theorem 2. Let G=(V,E) be the communication graph of a wireless sensor network satisfying assumptions A1-A6, and let F⊆V be the set of faulty nodes, with |F|=f<k(G). The minimum number of bits that have to be exchanged between sensors in order to achieve a correct diagnosis is Ω(n⋅log n+f⋅(n-f)⋅log n).
Proof. Assume all sensors are fault-free. In order for a sensor to be diagnosed as fault-free, it has to send at least one message which notify its identity to neighbor nodes. This means that, in order for a correct diagnosis to be possible, at least nlog n bits 2 must be exchanged between sensors.
Assume now that 0<f<k(G) sensors are faulty. In order for a correct diagnosis to be possible, the remaining n-f fault-free nodes must be acquainted of the identities of these nodes. Observe that, contrary to the case of fault-free nodes, the status of a faulty node can be detected by the lack of communication (e.g., using a timeout), i.e. without any message exchange. Hence, if a fault-free node is adjacent to all the faulty nodes, it can correctly diagnose their status without any message exchange. If this is the case for every fault-free node (e.g., if the communication graph is complete), we could achieve a correct diagnosis transmitting as few as (n-f)logn bits, thus impairing the statement of the theorem. However, in order for this situation to occur, any fault-free node should know that all faulty nodes are adjacent to all the remaining fault-free sensors, thus violating assumption A2. Hence, if assumption A2 holds, a certain number of bits have to be exchanged to propagate the identities of faulty nodes throughout the network. In order to lower bound this number,
Consider the connected subgraph of G' with the minimum number of edges, i.e. a spanning tree T for G'. We show that correct diagnosis can be achieved only if at least f⋅log n bits are exchanged through any of the n-f-1 edges of T, thus proving the theorem. Let e be any edge of T, and let u and v be the nodes incident into e. Set V-F can be partitioned into sets V 1 and and a node in V 2 . Due to assumption A2, node u has to send the identities of the nodes in F 1 to v, while node v has to send the identities of the nodes in F 2 to u. Hence, in order to achieve a correct diagnosis, at least (|F 1 |+|F 2 |)⋅log n≥f⋅log n bits must be exchanged through edge e, and the thesis follows.
The WSNDiag diagnosis protocol
In this section we introduce a diagnosis protocol for wireless sensor networks called WSNDiag.
In the next section we will prove that, under the assumptions of Section 2, WSNDiag achieves maximum diagnosability while minimizing the total number of bits exchanged for the purpose of diagnosis, thus proving its optimality.
We assume that WSNDiag be initiated by a unique fault-free node, henceforth called initiator, in response to an explicit request of the external operator. Two types of messages are exchanged during WSNDiag execution: "I'm alive" messages, called IMA for short, and diagnostic messages. The IMA message sent by node u is a pair of identifiers (u,v), where v is the identifier of the node from which u received the first IMA message (u itself if u is the initiator). IMA messages are used to detect faulty nodes. The diagnostic message sent by node u is a pair (u,F u ),
where F u is the set of the identifiers of the nodes currently diagnosed as faulty by node u.
Diagnostic messages are used to disseminate the identities of faulty sensors throughout the network.
The protocol, which is formally specified in tables 1 and 2, is subdivided into three phases:
1. Forward dissemination of IMA messages: the initiator sends an IMA message to its neighbors using the 1_hB primitive. IMA messages are propagated throughout the network, and a tree spanning all fault-free nodes is built during propagation as described below. Once a node has propagated the message, it waits for the IMA messages of its neighbors, diagnosing as fault-free the sender of any message received. After a timeout time T out , nodes that did not reply with their IMA message are diagnosed as faulty.
2. Backward diagnoses propagation: once a node v has its local diagnosis (i.e., it knows the state of all of its neighbors), it waits for the local diagnoses of its children in the spanning tree. Once these diagnoses have been received, node v combines all of them and its own local diagnosis into a unique diagnostic message m containing the identities of all the faulty nodes adjacent to at least one fault-free sensor in the subtree rooted at v, and selectively sends m to its parent in the spanning tree.
3. Complete diagnosis broadcast: once the initiator receives diagnostic messages from all of its children in the spanning tree, it combines the diagnostic information of these messages with its own diagnosis in order to obtain a complete diagnosis of the system, i.e. the identities of all the faulty nodes in the system. The complete diagnosis is then disseminated downward in the spanning tree using a broadcast protocol.
Observe that the construction of the spanning tree in the first phase of the protocol is deadlock free. When node v receives an IMA message for the first time, it stores the identifier of the sender, say u, in a local variable. Node u is the parent of v in the spanning tree. Then, node v sends its IMA message (v,u), declaring node u as its parent in the tree. This way, node u, upon receiving message (v,u), knows that v is one of its children in the spanning tree. It follows that, in time at most T out , node u knows the state of all its neighbors and the identities of its parent and children in the spanning tree. Once node u received the diagnostic messages of all its children, it selectively sends the aggregated diagnosis to its parent. Referring to Figure 2 , node v must wait for the diagnostic messages of nodes y and z, while node w can send its diagnosis to node u once its local diagnosis is complete (in time at most T out ), since it has no children in the spanning tree.
Observe that the construction of the tree is adaptive, since it depends on the state of the sensors and on the actual order in which IMA messages are received. 
WSNDiag analysis
In this section we analyze WSNDiag under the assumptions of Section 2. First, we show that WSNDiag has maximum diagnosability, i.e. it achieves correct diagnosis whenever f<k(G). Then, we evaluate its cost, expressed in terms of communication and time complexity. Finally, we evaluate the energy dissipated during WSNDiag execution.
The following theorem proves that WSNDiag is correct whenever f<k(G).

Theorem 3. Let G=(V,E) be the communication graph of the wireless sensor network. If G is connected and f<k(G), then WSNDiag is correct.
Proof. Let G' be the graph induced on G by node set V-F . Since f<k(G), G' is connected. It follows that the tree created during the first phase of the protocol spans all fault-free nodes.
Consider any leaf node in the tree. Once the leaf node has its own diagnosis (in time at most T out ), it sends a diagnostic message to its parent in the tree. Eventually, this message is aggregated with other diagnostic messages and sent to the upper level in the tree. Hence, in finite time the initiator receives the local diagnoses of all the nodes and broadcasts the complete diagnosis downward in the tree, which is received in finite time by any fault-free node. The thesis follows by observing that, since f<k(G), every faulty node must be adjacent to at least one fault-free sensor, hence it is diagnosed by at least one fault-free node.
The following theorems evaluate the WSNDiag communication and time complexities, respectively.
Theorem 4. WSNDiag exchanges at most 3n-2 messages, where n is the total number of sensors in the network. Hence, it has O(n) communication complexity.
Proof. The worst-case scenario is when all nodes are fault-free. In this case, the initiator sends one IMA message and any other node sends one IMA and one diagnostic message.
Finally, the initiator broadcasts the complete diagnosis. This task can be accomplished by sending n-1 diagnostic messages downward in the spanning tree. Hence, the total number of messages exchanged is 1+2(n-1)+(n-1)=3n-2.
Theorem 5. Let G=(V,E) be the communication graph of the wireless sensor network, let ∆ be its diameter and let d T ≥∆ be the depth of the spanning tree built in the first phase of the protocol. Let T send be an upper bound to time needed to solve contentions over the link when transmitting the IMA message, and let T f be an upper bound to the time needed to propagate a diagnostic message
. Then WSNDiag has O(∆⋅T send +d T ⋅T f +T out ) time complexity.
3 T f accounts for the time needed to aggregate the diagnostic information and to send it to the parent node or to the children in the spanning tree.
Proof. Any fault-free node propagates the IMA message originated by the initiator in time at most T send . This means that in time at most ∆⋅T send the farthest node in the network receives the IMA message. Hence, the last diagnostic message is generated in time at most ∆⋅T send +T out , and its diagnostic information, possibly aggregated with other diagnostic information by nodes in the upper levels of the tree, is received by the initiator in time at
The initiator broadcasts the complete diagnosis in time at most We assume that costs associated with the operations needed to interact with the timer and to update local variables (except for the diagnosis aggregation modeled by parameter c a ) are negligible as compared to the others.
Diagnostic messages in the tree can be propagated using either the selective send or the 1_hB
primitive. The total energy dissipated during a selective send is c ss =c s_diag +c r_diag (assuming that the energy dissipated to "listen" the channel be negligible) while that dissipated during a 1_hB is 
Proof.
First, it should be observed that every node sends one IMA message and receive at most δ max IMA messages from its neighbors.
Leaf node u sends one diagnostic message to its parent, and receives the complete diagnosis from it.
The worst-case energy consumption of an internal node v is evaluated by considering that all but one neighbor could be a child of v in the spanning tree. In this case, node v receives at most δ max diagnostic messages (δ max -1 messages from its children, and one from its parent when receiving the complete diagnosis), and it sends at most δ max diagnostic messages (one message to its parent, and δ max -1 to its children to propagate the complete diagnosis). Any internal node consumes also energy c a to aggregate diagnostic messages.
The initiator receives δ max diagnostic messages from all of its neighbors (all of them are children in the spanning tree) and broadcasts the complete diagnosis to its neighbors using primitive 1_hB, thus accounting for only one term c s_diag . Furthermore, it consumes energy c a to aggregate diagnostic messages.
The energy consumption of the entire network is evaluated by observing that diagnostic messages are propagated through a spanning tree. Hence the total energy consumption due to the exchange of diagnostic messages is 2(n-1)(c s_diag +c r_diag ), accounting for the upward propagation of local diagnoses and for the downward propagation of the complete diagnosis.
Observe that, due to the characteristics of current radio transmitter/receivers, the cost associated with the transmission of a message is far above that associated with its reception, i.e.
c s_IMA >>c r_IMA and c s_diag >> c r_diag . It can also be assumed that c s_diag >>c a and c s_IMA >>c a , since diagnosis aggregation simply consists in updating a local variable of relatively small size. Hence, the dominating factors in the expressions of Theorem 6 are c s_IMA and c s_diag . If the network is relatively sparse, as it can be assumed given the nature of wireless sensor networks, the expression of the energy dissipated by the system during the execution of the diagnosis protocol can be rewritten as:
.
The cost associated with message exchange is proportional to its size. Let n and f be the number of nodes and of faulty nodes, respectively. An IMA message consists of two fields reporting two node identifiers, hence its size is O(log n). The size of a diagnostic message depends on the number of faults diagnosed by the sender. In general, nodes in the lower levels of the tree send smaller diagnostic messages than those sent by nodes in the upper levels. Anyway, the size of a diagnostic message is O(log n+f⋅log n), where the first term account for empty diagnostic messages, reporting only the sender's identifier. It follows that expression (1) can be rewritten as
O(n⋅log n+nf⋅log n). Given the lower bound stated by Theorem 2, it can be concluded that
WSNDiag exchanges the minimal number of bits needed for the purpose of diagnosis. To a certain extent, this qualifies WSNDiag as an energy efficient diagnosis protocol.
Discussion
Although the results presented in this paper are not sufficient to prove that WSNDiag is energy efficient, we believe that this is actually the case. In fact, WSNDiag matches many features of existing energy efficient coordination strategies for wireless sensor networks. In particular, our diagnosis protocol is localized [9, 14] , since nodes only communicate with neighbor nodes (hence, no routing is needed), yet the overall computation achieves the desired global objective of network diagnosis. Furthermore, fault-free nodes perform application-specific data aggregation (i.e., aggregation of diagnostic information) in order to reduce data overlapping [10, 11] . The protocol also avoids the problem of messages implosion [10, 11] , since diagnostic messages are exchanged through a spanning tree.
Besides reducing the global energy consumption, another important goal is to balance the workload between network nodes, in order to avoid that overloaded nodes deplete their batteries quickly. As stated in Theorem 6, the energy consumption of a node is related to the structure of the spanning tree built in the first phase. In particular, nodes with many children (such as, typically, the initiator) consume much more energy than leaf nodes. In order to balance the workload, any node in the tree should have approximately the same number of children. For this reason, the strategy used to construct the spanning tree (which is currently driven by the order in which IMA messages are received) could be modified in order to take this consideration into account, for example by favoring the formation of small degree 4 spanning trees. However, it should be observed that, since small degree spanning trees are relatively deep, this strategy would entail somewhat increased diagnosis latency. The workload balancing of the protocol could also be improved by allowing each node to take decisions based on the state of its energy resources (resource awareness), as proposed in [4, 5, 7] . For example, a node could decide to be a leaf in the tree if its energy level is low. The definition of alternative strategies to build the spanning tree and their analytic and simulative evaluation is matter of ongoing study.
It should be observed that the results stated so far rely on the assumptions introduced in Section 2, all of which are necessary in the derivation of the lower bound stated in Theorem 2 and/or in the analysis of WSNDiag. In general, releasing these assumptions would imply a substantial modification of the diagnosis protocol and/or of its performance. However, some of them can be relaxed at the expense of straightforward changes of the protocol. This is the case of Assumption A5.2, which ensures that messages are delivered reliably. This property can hardly be guaranteed in wireless networks, and is the most critical assumption in our system model. If A5.2 is released, any fault-free sensor u should in general send several IMA messages prior to declare faulty one of 4 The degree of a tree is the maximum of its node degrees. For example, the degree of a binary tree is 3.
its neighbors. The number of IMA messages sent by a fault-free node could be dynamically tuned based on the expected reliability of the communications, which, in turn, depends on several factors (geographical position of the sensor, weather conditions, etc.
). An implementation of WSNDiag which tolerates temporary link failures is rather straightforward. However, the time and communication complexity, as well as the energy depleted for the purpose of diagnosis, would increase significantly, thus impairing the optimality of the protocol.
Another important assumption is that the faults are static (Assumption A3), which implies that WSNDiag is not guaranteed to provide correct diagnosis if some fault occurs during its execution.
If nodes are allowed to fail during the diagnosis session, WSNDiag could either provide an incorrect diagnosis or it could not terminate. As an example of the latter case, suppose the initiator fails before broadcasting the complete diagnosis to its children. If this happens, all the fault-free nodes would starve waiting for the complete diagnosis, and the protocol would not terminate. To circumvent this problem, the initiator neighbors could use a timeout (different from that used to identify faulty neighbors) to detect the initiator failure, thus enabling the election of a new initiator. However, both the structure of WSNDiag and its performance would be significantly modified. It is our belief that a protocol designed to cope with dynamic faults would also be resilient to changes in the network topology, thus allowing also the relaxation of Assumption A4. The definition and the analysis of a protocol able to tolerate dynamic faults and/or changes in the network topology are beyond the scope of this paper, and are matter of ongoing research.
Finally, it should be observed that WSNDiag could be easily modified into an "energy status report" protocol, i.e. a distributed protocol which reports the energy status (depleted/level of remaining energy) to an external observer. Such a kind of protocol could be used by the external operator to replace almost depleted batteries, thus avoiding sensor failures that could leave temporarily uncovered some regions of the monitored area.
Conclusions
In this paper we have addressed the problem of identifying faulty (crashed) nodes in a wireless sensor network. This problem is of fundamental importance in those applicative scenarios in which battery replacement is feasible. We provided bounds on the maximum number of faults that can be tolerated and on the minimum number of bits to be exchanged by any correct diagnosis protocol. We also introduced the WSNDiag diagnosis protocol specifically designed for wireless sensor networks, and we proved that WSNDiag provides optimal diagnosis, that is, it is has maximal diagnosability while minimizing the number of bits exchanged (hence, under certain assumptions, the energy consumption) for the purpose of diagnosis.
We have also discussed how the relaxation of some of the assumptions stated in Section 2 may have strong impact both in the design of the diagnosis protocol and in the derivation of a lower bound similar to that stated in Theorem 2, thus opening the way to further and challenging research. 
