Abstract. This paper continues earlier work by the same author concerning the stability and B-convergence properties of multistep Runge-Kutta methods for the numerical solution of nonlinear stiff initial-value problems in a Hilbert space. A series of sufficient conditions and necessary conditions for a multistep Runge-Kutta method to be algebraically stable, diagonally stable, B-or optimally B-convergent are established, by means of which six classes of high order algebraically stable and B-convergent multistep Runge-Kutta methods are constructed in a unified pattern. These methods include the class constructed by Burrage in 1987 as special case, and most of them can be regarded as extension of the Gauss, RadauIA, RadauIIA and LobattoIIIC Runge-Kutta methods. We find that the classes of multistep Runge-Kutta methods constructed in the present paper are superior in many respects to the corresponding existing one-step Runge-Kutta schemes.
Introduction
During the past twenty years and more, considerable progress has taken place in the stability and convergence theory for discretizations of nonlinear stiff initial value problems. In 1975, Dahlquist [9] was among the first to introduce the concept of one-sided Lipschitz continuity into the analysis of numerical methods for stiff systems and the concept of G-stability for one-leg and linear multistep methods. In the same year, Butcher [7] developed the theory of B-stability for Runge-Kutta methods. To unify and extend these results, Burrage and Butcher [6] presented the concept of monotonicity and established the algebraic stability criterion for general linear methods in 1980. Using one-sided Lipschitz continuity and B-stability theory as bases, Frank, Schneid and Ueberhuber [10, 11, 12] introduced the concept of B-convergence in 1981, and established B-theory for Runge-Kutta methods in 1984. The author of the present paper [14, 15, 16, 17] developed B-theory for general linear methods in 1988, also based on the one-sided Lipschitz continuity, and established much more extensive B-theory for nonlinear general multivalue methods for stiff problems in Banach spaces in 1990, based on the characteristic vectors of the problems considered. Note that the characteristic vector is a new concept much more general than that of one-sided Lipschitz constant (cf. [16, 17] ); however, it is beyond the scope of this paper and we shall not explain it in detail. B-theory based on one-sided Lipschitz continuity still suffers from considerable restrictions, since it is only suitable for stiff problems satisfying a one-sided Lipschitz condition with a one-sided Lipschitz constant not strongly positive. Since 1990, Auzinger, Frank and Kirlinger have published a series of papers [1, 2, 3, 4] to this topic and have given an important extension of B-convergence theory for Runge-Kutta methods. It turns out that B-theory based on one-sided Lipschitz continuity is only a special case of modern quantitative convergence theory (cf. [3] ), such as B-theory based on the characteristic vector mentioned above; however, it is still of great importance as a guideline to select methods for the solution of many nonlinear or nonautonomous stiff problems, such as stiff dissipative systems arising after initial/boundary value problems in certain partial differential equations have been discretized in space.
Multistep Runge-Kutta methods are an important subclass of general linear methods which includes many commonly used methods, such as linear multistep methods, one-leg methods, Runge-Kutta methods, hybrid methods and multistep collocation methods, and also many new classes of methods which are still not investigated. It had been thought that the algebraic stability, as well as B-stability and B-convergence, of general linear methods, especially of multistep Runge-Kutta methods, was too difficult to study in a rigorous way because of the necessity of finding a stability matrix which should be nonnegative definite. However, in 1987, Burrage [5] constructed a class of high order multistep Runge-Kutta methods and proved it to be algebraically stable. After that the present author [20, 21] studied this class of methods further and proved that most of them are also B-convergent, and some other classes of algebraically stable multistep Runge-Kutta methods of high order were also constructed. In the present paper, we continue these works. In Section 2, a series of sufficient and necessary conditions for a multistep Runge-Kutta method to be algebraically stable, diagonally stable, B-or optimally B-convergent are established, by means of which, six classes of high order multistep Runge-Kutta methods are presented and proved to be all algebraically stable and B-convergent. They include the aforementioned classes as special cases, and most of them can be regarded as extension of the Gauss, RadauIA, RadauIIA and LobattoIIIC RungeKutta methods. In Section 3, we give a general approach for the construction of the six classes of multistep Runge-Kutta methods mentioned above, and a series of examples and related results. We point out at the end of this paper that the classes of multistep Runge-Kutta methods constructed here are superior in many respects to the corresponding existing one-step Runge-Kutta schemes.
Consider the multistep Runge-Kutta method
for solving the initial value problem
where X is a real or complex Hilbert space with the inner product ·, · and the corresponding norm · , f : [0, T ] × X → X is a sufficiently smooth mapping satisfying a one-sided Lipschitz condition 
are approximations to 22 and β are linear mappings corresponding to the real matrices
respectively (cf. [15] ), where
denotes the m × m identity matrix, t n = t 0 + nh, t 0 and µ i (i = 1, 2, ..., s) are real constants chosen appropriately. Furthermore, throughout this paper we always assume that
where the relation (1.4a) is called the preconsistency condition. For simplicity, write
T , introduce the simplifying conditions (cf. [5] )
and make the following notational conventions.
(1) For any vector
T , x ≥ 0 (resp. > 0) means that all the elements x i ≥ 0 (resp. > 0), i = 1, 2, ..., N.
(3) For a real symmetric matrix M , M ≥ 0 (resp. M > 0) means that M is nonnegative definite (resp. positive definite).
(4) For τ = 0 the simplifying conditions B(τ ), C(τ ), D(τ ) and E(τ ) do not, by definition, impose any restriction on the method.
(5) We shall frequently make use of the following quantities in the remainder of this paper:
for p=0, 
With Definition 1.1 we see that the method (1.1) is algebraically stable for the matrices G, Q if G > 0, Q ≥ 0 and the matrix
where 
where . W denotes a norm on X r defined by
where each u j ∈ X. Definition 1.4. The method (1.1) is said to be optimally B-convergent of order p if the approximation sequences {y (n) } and {ξ n } (produced by the method (1.1) applied to any given problem (1.2) with starting value y (0) ) satisfy
and
where the functionsC i (t) andC i (t), i = 0, 1, depend only on the method, the onesided Lipschitz constant ν of the right-hand side function f (t, y) and some bounds M i for the true solution y(t):
the maximum stepsize h 0 depends only on ν and the method. Here and later, the norm · on X N (N ≥ 1) is defined by
Furthermore, the method (1.1) is said to be B-convergent of order p ifC i (t),C i (t) and h 0 are allowed to depend, in addition to the quantities mentioned above, on bounds κ ij for certain derivatives of the right-hand side f (t, y) (but not on κ 0,1 ):
It should be pointed out that in most early published papers, such as [10, 12, 14, 15] 
where h 0 > 0 is only required to be so small that for h ∈ (0, h 0 ] all the time nodes belong to the integration interval [0, T ]; each d i (i = 0, 1, 2, 3) depends only on the method and bounds M i for certain derivatives of the exact solution y(t); For the proof of Theorem 1.1 we refer to [15, 17] . 
where the matrices M , M 11 and M 22 are defined by (1.5) and (1.6).
Proof. From (1.3), (1.5), (1.6) and (2.1) we get
Because of B(s) and E(s), (2.4) and (2.3) lead to
and therefore
Thus the conclusion follows from (2.4), (2.5) and substitution of (2.5) into the last equality of (2.3).
Lemma 2.2. The (i, j)-elements of the matrix Z defined by (2.1) can be expressed by
In particular,
Furthermore, if B(s) and E(s) hold, then
we have
Thus the conclusion follows directly from (2.1) and (2.10).
Lemma 2.3. Let p, q be positive integers. Then the following implications hold:
Proof. All the results in Lemma 2.3, except the last one, can be derived directly from (2.6) and (2.10). To prove the last statement, we note that the equality (2.10) together with 
(2.12) 
and therefore together with (2.2b)
This means that Z ≥ 0 and completes the proof of Theorem 2.1.
Theorem 2.2. Suppose B(s), E(s) and C(p) with 1 ≤ p ≤ s hold. Then the following statements are equivalent: (a) the method (1.1) is algebraically stable for the matrices G, Q;
Here and later, we define for 0 ≤ j < s
Proof. Since B(s) and E(s) hold, according to Theorem 2.1 algebraic stability of the method (1.1) (for G, Q) is equivalent to γ ≥ 0 and Z ≥ 0 with the symmetric matrix Z defined by (2.1). Thus for p = 1 the conclusion follows trivially, and without loss of generality we can now assume that 2 ≤ p ≤ s, so that B(s) and C(p) yield
In view of Lemma 2.3, B(s), E(s) and C(p) lead to 15) and therefore, together with (2.14), Z ≥ 0 is equivalent to 
Proof. In view of Theorem 2.1, the statement (a) is equivalent to Z ≥ 0 and γ ≥ 0 because of B(s) and E(s). Thus for p = 1 the conclusion follows trivially, and without loss of generality we can now assume that 2 ≤ p ≤ s, so that B(s) and D(p) yield 1 z p+1,2 . . . z p+1,p−1 z p+1,p z p+1,p+1 . . . z p+1, 18) and therefore, together with (2.17), Z ≥ 0 is equivalent to Proof. Following a similar line as in the proof of Theorem 2.2, we find that in this case the relation (2.15) also holds, and algebraic stability of the method (1.1) (for G, Q) is equivalent to γ ≥ 0 and Z ≥ 0. Therefore together with B(s) and C(p) it follows that the statement (a) in Theorem 2.4 is equivalent to Proof. Following a similar line as in the proof of Theorem 2.3, we find that in this case the relation (2.18) also holds, and algebraic stability of the method (1.1) (for
By Lemma 2.3, B(s), E(s) and D(p) lead to
Z =             −b 2 −b 3 . . . −b p −b p+1 z 1,p+1 . . . z 1,s −b 3 −b 4 . . . −b p+1 −b p+2 z 2,p+1 . . . z 2,s . . . . . . . . . . . . . . . . . . . . . . . . −b p −b p+1 . . . −b 2p−2 −b 2p−1 z p−1,p+1 . . . z p−1,s −b p+1 −b p+2 . . . −b 2p−1 −b 2p z p,p+1 . . . z p,s z p+1,            ,(2.                   Z p−1 ≥ 0, C T p−1 diag(γ)V =      −b 2 −b 3 . . . −b p+1 z 1,p+1 . . . z 1,s −b 3 −b 4 . . . −b p+2 z 2,p+1 . . . z 2,s . . . . . . . . . . . . . . . . . . . . . −b p −b p+1 . . . −b 2p−1 z p−1,p+1 . . . z p−1,s      = 0.                   D T p V =      b 2 b 3 . . . b p+1 z 1,p+1 . . . z 1,s b 3 b 4 . . . b p+2 z 2,p+1 . . . z 2,s . . . . . . . . . . . . . . . . . . . . . b p+1 b p+2 . . . b 2p z p,p+1 . . . z p,s      = 0, γ ≥ 0, either p = s or Z p ≥ 0.
G, Q) is equivalent to γ ≥ 0 and Z ≥ 0. Therefore together with B(s) and D(p) it follows that statement (a) in Theorem 2.5 is equivalent to
This leads to the required conclusion, since it is easily seen that the statements (b), (c) in Theorem 2.5 are also equivalent to (2.21), respectively. For the application of Theorems 2.1-2.5, we are now interested in investigating the following special classes of multistep Runge-Kutta methods given by (1.1) and (1.3) with coefficients satisfying (1.4a), (1.4b) and the following conditions:
Class 1: 
B(s), E(s), C(s) and D(s); (2.22) Class 2:

B(s), E(s), C(s) and D(s −
1
B(s), E(s), D(s
Note that in view of Lemma 2.3 and Theorems 2.2-2.5, the condition (2.22) is equivalent to either of the following: 
B(2s), E(s) and C(s), (2.28a)
B(2s), E(s) and D(s),
and (2.27) to
B(max{2s − 3, s}), E(s), D(s
The methods of classes 1, 2, 3 and 4 can be regarded as extension of the Gauss, RadauIIA, RadauIA and LobattoIIIC Runge-Kutta methods, respectively, since for the special case r = 1 it is easy to verify that E(s) is equivalent to B(s).
Note also that in view of Lemma 2.3 we have z s,s = b 2s for class 2, and z s,s = −b 2s for class 3, and that For the classes 1-3, γ > 0 is guaranteed by (1.4a), (1.4b) and B(2s − 1) (cf. [5] ). Thus, specializing Theorems 2.1-2.5 to the cases of p = s, s − 1, we obtain immediately Theorem 2.6. The methods of classes 1-6 are all algebraically stable for the matrices G, Q.
It should be pointed out that algebraic stability of the methods of class 1 has also been presented by Burrage [5] and Li [21] ; in [21] the results for classes 2 and 3 have also been obtained. 
is also satisfied, then this method is diagonally stable provided p ≤ m, where 0 ≤ p < s, and where Z and Z p are defined by (2.1) and (2.13), respectively.
Proof. Since γ > 0 and µ 1 , µ 2 , · · · , µ s are distinct, for the diagonal stability of the method (1.1) we only need to prove that 
due to algebraic stability of the method (cf. Theorem 2.1). From (1.4a), (1.4b) (2.3), (2.36) and application of Schwarz inequality we get
which vanishes only for δ and σ linearly dependent, or equivalently, for
Hence, the three terms in the right hand side of (2.37) are all nonnegative, and the only remaining work is to prove that for any given η = 0 there exists at least one term which is positive in the right hand side of (2.37). Suppose on the contrary that the three terms are all equal to zero for some η = 0. Then (2.38) and
hold, and therefore together with (2.36) and (1.4b) we have
Since α has at least m positive elements, (2.39) implies that the polynomial ρ η (x) has at least m distinct real roots, and consequently, we have
This contradicts the assumption that s ≤ m, and shows that the method is diagonally stable for s ≤ m. For the more restricted case where the additional assumption (2.34) is also satisfied with p ≤ m, combination of (2.34) and (2.40) leads to
T = 0 since p ≤ m and η m = 0. This contradicts the assumption that the three terms in the right hand side of (2.37) are all equal to zero, and shows that the method is diagonally stable for p ≤ m.
Applying Theorem 2.7 to the methods of classes 1-6, we immediately obtain Remark 2. For the methods of classes 1-6 the (i, j)-elements z ij of the matrix Z can be computed by (2.8). However, using (2.2a), (2.3) and B(s) we can easily deduce that
The formula (2.41) seems to be simpler than (2.8).
In the following theorem, we recall some results about stage order of the method (1.1), which have been presented in [20] . Note that similar results for methods of class 1 have also been obtained in [20] .
Construction of B-convergent methods
Methods of class 1 have been constructed by Burrage [5] . In this section we examine mainly the construction of methods of classes 2-6. These methods all satisfy the simplifying conditions B(s) and E(s), which are equivalent to
Then it is readily shown that for any given integer q ∈ [0, s − 1], the simplifying condition B(2s − q) holds if and only if, in addition to (3.1), the equation
is satisfied (cf. [5] ). For q = 0 equation (3.3) together with (1.4a), (1.4b) leads to
and, for 0 < q < s, to 
where
Note that, here and later, some constant factor of p(x) is ignored for simplicity. Note also that for the case of q > 0, the real numbers µ i1 , µ i2 , · · · , µ iq , which are q distinct roots of p(x), and α 1 , α 2 , · · · , α r should be appropriately chosen in advance so that the polynomial p(x) defined by (3.4) and (3.5) is of degree s and has s distinct real roots.
For simplicity, we may write
The polynomial p(x) can also be determined by (3.6), (3.7) and (3.8), which seems to be simpler than by (3.4) and (3.5) .
To construct methods of classes 2-6, we thus first choose α 1 , α 2 , · · · , α r appropriately to satisfy (1.4a), (1.4b), and µ i1 , µ i2 , · · · , µ iq which are real and distinct, where q = 1 for classes 2 and 3, q = 2 for class 4 and q = 3 for classes 5 and 6. Then compute the roots µ 1 , µ 2 , · · · , µ s of the polynomial p(x) defined by either (3.4) and (3.5) or (3.6), (3.7) and (3.8), and compute γ from (3.1) and C 12 from (3.2). Finally, the coefficient matrix C 11 can be determined by other conditions which the methods should satisfy. 
with 0 < a ≤ 1 and the real number u to be determined. Then it follows from (3.7) and (3.8) that
and consequently we have
To guarantee p(x) having degree 1 and µ 1 = µ 2 it is necessary and sufficient that
Thus γ can be uniquely determined by (3.1), i.e.
(3.14)
Since B(2s − 1) holds, we have γ > 0, and C 12 can be uniquely determined by (3.2), i.e.
Finally, for methods of class 2 C 11 can be uniquely determined by C(2), i.e. (3.16) and for class 3 by D(2), i.e.
Furthermore, it is easily seen from (3.1) that (3.19) and let µ 1 , µ 2 be real numbers satisfying µ 1 < µ 2 . Then γ and C 12 can be determined by (3.14) and (3.15) respectively. To guarantee γ > 0 it is necessary and sufficient that
The conditions C(1), 2d T 1 µ = 0 and z 2,2 ≥ 0 are equivalent to
and therefore, together with B(2),
and consequently The only remaining task now is to calculate γ, C 12 and C 11 ; but this is the same as mentioned in example 4 except that in this case we have b 4 = 0 and ε 2 = 0, and require
T µ 4 − 31 − a = 0 (3.38) instead of (3.30). Thus, in view of Theorems 2.6, 2.8 and 2.13 we obtain The nonlinear stability and B-convergence theory for multistep Runge-Kutta methods established in the present paper enrich the theoretical foundations of stiff computation, and without doubt of importance. However, in practice, it is natural to ask whether there exist multistep Runge-Kutta methods of classes 1-6 which are superior in some respects to the well-known one-step Runge-Kutta schemes. Fortunately, the answer is indeed positive, due to the following facts.
(1) Any one-step Gauss Runge-Kutta method has a stability function R(h) whose value at infinity satisfies |R(∞)| = 1. In contrast, the multistep Runge-Kutta methods of class 1 allow the spectral radius of the stability matrix S(h) at infinity to be smaller than 1: ρ(S(∞)) < 1, which improves stability at infinity, and ensures that the errors of the extremely stiff components are damped out quickly. computations a code based on these methods will be superior in many respects to the existing codes based on traditional methods. Furthermore, although the s-stage Gauss and Radau type one-step Runge-Kutta methods with s > 1 cannot be singly implicit, we have also found some 2-stage singly implicit multistep Runge-Kutta methods of classes 1 and 2 which can improve the efficiency for serial computation, and will also be published in [19] .
(3) It is well known that the 1-step 3-stage LobattoIIIC Runge-Kutta method is not diagonally stable (cf. [11] ) and not B-convergent for problems with an optimal one-sided Lipschitz constant ν ≥ 0 (cf. [22] ). In contrast, there exist many threestage multistep Runge-Kutta methods of class 4, determined by Proposition 3.5 of this paper which are all diagonally stable, B-stable and B-convergent of order 3. This means that there do exist multistep Runge-Kutta methods, constructed in the present paper, whose stability and convergence properties are all better than those of the corresponding traditional Runge-Kutta methods.
