Abstract. This paper introduces a formally specified design of a compositional generic agent model (GAM). This agent model abstracts from specific application domains; it provides a unified formal definition of a model for weak agenthood. It can be (re)used as a template or pattern for a large variety of agent types and application domain types. The compositional development method DESIRE was used to design the agent model GAM at a conceptual and logical level. It serves as a unified, precisely defined coneptual structure which can be refined by specialisation and instantiation to a large variety of other, more specific agents. To illustrate reuse of this agent model, it is shown how GAM can be used to describe in a unified manner a large number of agent architectures from the literature.
INTRODUCTION
The term agent has become popular, and has been used for a wide variety of applications, ranging from simple batch jobs and simple email filters, to mobile applications, to intelligent assistants, and to large, open, complex, mission critical systems (such as systems for air traffic control). Besides this variety in different appearances of agents, applications of agents often are concentrated on specific implementations of agents (often in Java). Often the only precise description of an agent is its implementation code, which is dependent on the chosen implementation platform. Therefore, existing agent architectures are often only comparable in an informal manner. A principled design description of an agent at a conceptual and logical level lacks, which makes it difficult to compare agents from different applications. As agents show a variety of appearances, perform a multitude of tasks, and their abilities vary significantly (Nwana, 1996; , attempts have been made to define what they have in common. In (Wooldridge and Jennings, 1995b,c) , often used as a reference, the weak notion of agent is introduced. This notion will be explained in more detail in Section 2. Instead of designing each and every new agent application from scratch, a generic model can be used. Generic models can be distinguished for specific types of agents, of specific agent tasks and of specific types of multi-agent organisation. The use of a generic model in an application structures the design process: the acquisition of a conceptual model for the application is based on the generic structures in the model. To obtain a unified, formally defined conceptual but implementation-independent description, Section 3 describes the compositional design of a generic agent model (GAM) at a conceptual and logical level, in which generic agent concepts and processes related to the weak agent notion are predefined. This generic agent model abstracts from specific application domains; by refinement (specialisation and instantiation) it can be (re)used as a core design for a large variety of agent types and application domains. The model was designed on the basis of experiences in applications to, among others, monitoring, diagnosis and restoration of an electricity network (Brazier, Dunin-Keplicz, Jennings and Treur, 1995) and negotiation for load balancing of electricity use (Brazier, Cornelissen, Gustavsson, Jonker, Lindeberg, Polak and Treur, 1998) . The compositional development method DESIRE was used to design this agent model. To illustrate reuse of this agent model, in Section 4 it is discussed how the model GAM can its human user, e.g., by going in the direction indicated by the user, with the speed set by that user.
THE GENERIC AGENT MODEL: GAM
The characteristics of weak agency, introduced in Section 2, provide a means to reflect on the tasks an agent needs to be able to perform. Pro-activeness and autonomy are related to the concepts self model, goals, and plans. Reactivity and social ability are related to the concepts world model, agent models, history, communication with other agents, and interaction with the external world. The ability to communicate with other agents and to interact with the external world often relies on the knowledge an agent has of the world and other agents. The model is generic in two senses: generic with respect to the processes or tasks , and/or generic with respect to the knowledge structures. Genericity with respect to processes or tasks refers to the level of process abstraction: a generic model abstracts from processes at lower levels. A more specific model with respect to processes is a model within which a number of more specific processes are distinguished, at a lower level of process abstraction. This type of refinement is called specialisation. Genericity with respect to knowledge refers to levels of knowledge abstraction: a generic model abstracts from more specific knowledge structures. Refinement of a model with respect to the knowledge in specific domains of application, is refinement in which knowledge at a lower level of knowledge abstraction is explicitly included. This type of refinement is called instantiation. The design of the generic agent model (GAM) in a compositional approach entails consideration of the processes and knowledge an agent needs to perform and the composition of related components and knowledge structures.
Process composition
Process composition within the generic agent model identifies the processes within an agent at the highest level of abstraction, and the manner in which they are composed to obtain the agent process (composition relation). Section 3.1.1 identifies the processes and their levels of abstraction. In Section 3.1.2 their interface information types are identified. The way in which these processes are composed is defined by information links and task control knowledge. Sections 3.1.3 (information links) and 3.1.4 (task control) address this composition relation.
Processes at different levels of abstraction
Identification of a process includes its abstraction level and its interface information types. The processes modelled within the generic agent model are depicted in Figure 1 . The processes involved in controlling an agent (e.g., determining, monitoring and evaluating its own goals and plans) but also the processes of maintaining a self model are the task of the component own process control. The processes involved in managing communication with other agents are the task of the component agent interaction management. Maintaining knowledge of other agents' abilities and knowledge is the task of the component maintenance of agent information. Comparably, the processes involved in managing interaction with the external (material) world are the task of the component world interaction management. Maintaining knowledge of the external (material) world is the task of the component maintenance of world information. The specific task for which an agent is designed (for example: design, diagnosis, information retrieval), is modelled in the component agent specific task. Existing (generic) task models may be used to further structure this component. In addition, a component co-operation management may be distinguished for all tasks related to social processes such as co-operation in a project, or negotiation. This component is not discussed in this here, but is addressed elsewhere in more detail (Brazier, Jonker and Treur, 1997) . The four characteristics of weak agency discussed in Section 2 are related to these components in the following sense. Perception of the environment is performed by world interaction management (managing the perception process), maintenance of world information and maintenance of agent information (representation of perception information obtained from the environment). Actions in the world are managed by world interaction management. Social actions are managed by the tasks agent interaction management and cooperation management. The task cooperation management is not explained further in this chapter. Performing the agent's processes is initiated and co-ordinated by the task own process control; thus the agent's autonomous and pro-active behaviour is modelled.
Interface information types
A number of generic information types can be distinguished for the input and output of the generic agent model and for the generic processes within the agent. 
Interface information types of the agent

Composition relation: information exchange
Information exchange within the agent is specified by the information links depicted in Figure 2 . Observation results are transferred through the information link observation result info to wim from the agent's input interface to the component world interaction management. In addition, this component receives belief information from the component maintenance of world information through the information link world info to wim, and the agent's characteristics from the component own process control through the link own process info to wim. The selected actions and observations (if any) are transferred to the output interface of the agent through the information link observations and actions.
The component maintenance of world information receives meta-information on observed world information from the component world interaction management, through the information link observed world info and meta-information on communicated world information (through the link communicated world info) from the component agent interaction management. Epistemic information from maintenance of world information, epistemic world info, is transferred to input belief info on world of the components world interaction management, agent interaction management and own process control, through the information links world info to wim, world info to aim and world info to opc.
Comparably the component maintenance of agent information receives meta-information on communicated information from the component agent interaction management, through the information link communicated agent info and meta-information on observed agent information (through the link observed agent info) from the component world interaction management. Epistemic information, epistemic agent info, is output of the component maintenance of agent information, becomes input belief info on agents of the components world interaction management, agent interaction management and own process control, through the information links agent info to wim, agent info to aim and agent info to opc. 
Composition relation: task control
Task control at the highest process abstraction level within the agent is simple: all components and links are made awake when the agent is awakened, which means that they all process (in an asynchronous manner) information as soon as it arrives.
Knowledge composition
A number of generic knowledge structures, in particular information types, can be distinguished: application domain independent knowledge structures which can be instantiated for a particular domain of application. Information types provide the ontology with which knowledge used in the processes can be expressed. Information types provide the ontology (or lexicon, or vocabulary) for the languages used in one (or more) components, knowledge bases and information links. In information type specifications the following concepts are used: sorts, objects, relations, functions, and meta-descriptions. Furthermore, information types can be composed from other information types. Each concept is represented graphically, see Figure 3 . The icon for information types is used as depicted in this Figure 3 (containing only the name of an information type), but also as depicted in Figure 4 containing the sorts, object, functions, relations, and meta-descriptions used in the design of that information type. information to be remembered by the agent Table 3 . Information types at the highest level of knowledge abstraction
Information types at different levels of knowledge abstraction
In this section the information types at the highest level of knowledge abstraction are presented, and the way in which they are composed of other information types.
Information types at the highest level of knowledge abstraction
At the highest level of knowledge abstraction, information types are distinguished to represent generic agent concepts such as: belief information (on the world and on other agents), (incoming and outgoing) communication information, information on observation (information on observations to be performed and obtained observation results), action information, information on the agent's characteristics, information to be remembered. These notions (abstracting from lower levels of knowledge abstraction), are modelled by the information types listed in Table 3 .
Composition relations between information types
Each of the information types in Table 3 is composed of information types at a lower level of knowledge abstraction. Two of the information types (belief info and maintenance info) are composed of two more specific information types: one for information on the world and one for information on other agents. All information types are (either directly or indirectly) composed of (1) generic information types and (2) domain specific information. Generic information types are fully specified within the generic model. Domain specific information types are defined by references; they are instantiated for a specific domain of application. For example, the information type action info is composed of the generic information type actions to be performed and the domain specific information type domain actions (see Figure 4) . The specific actions for a given domain of application are not specified within the generic model. In a similar manner:
• the information type observation info is composed of the generic information type obs to be performed and the domain specific information type domain meta-info.
• the information type observation result info is composed of the generic information types observation results and truth indication, and the domain specific information type domain meta-info • the information type incoming communication info is composed of the generic information types incoming communication and truth indication, and the domain specific information type domain metainfo.
• the information type outgoing communication info is composed of the generic information types outgoing communication and truth indication, and the domain specific information type domain metainfo
The information type domain meta-info is composed of world meta-info, agent meta-info and meta-info hierarchy. The information type world meta-info is a meta-description of the information type world info, using the sort WORLD INFO ELEMENT, as will be shown in Section 3.2.2. Similarly, the information type agent meta-info is a meta-description of the information type agent info using the sort AGENT INFO ELEMENT. The information type meta-info hierarchy defines the sorts WORLD INFO ELEMENT and AGENT INFO ELEMENT to be sub-sorts of the sort INFO ELEMENT (see also Figure 7 in Section 3.2.2). The information types maintenance info on world and maintenance info on agents are composed of two generic information type (maintenance on world, resp. maintenance on agents and truth indication) and a domain specific information type (world meta-info, resp. agent meta-info). Comparable information type compositions have been defined for belief information. The information type own characteristics is composed of the generic information type agent characteristics and the domain specific information type domain agent characteristics. Finally, the standard meta-information types assumption info, epistemic info, required info and target info are used to define (by composition) specific variants information types for the given world information and agent information separately. The information type meta-input agent info is a meta-description of the information type agent info using the sort for input atoms IA; the other variants of meta-information types are defined similarly.
Generic information types
The information types world meta-info and agent meta-info include meta-descriptions of the information types world info and agent info using the sort WORLD INFO ELEMENT and AGENT INFO ELEMENT, respectively. Note that within the generic model the information types world info and agent info are only references. They can be instantiated for a specific domain of application.
Generic information types for observations and actions
The generic information type observation results enables the agent to express statements on observation results. In applications the observations can be passive: without taking any initiative, the agent automatically receives the observation results from the external world, or, active: observations initiated by the agent; the agent decides to do a specific observation and transfers this decision to perform an observation to the external world. After receipt of this selected observation the world executes this observation and transfers observation results back to the agent. The decision of an agent to perform an active observation, for example depends on its own goals (proactive observation behaviour) or on requests of other agents (reactive observation behaviour). Using the generic information type obs to be performed, the observations selected by the agent are expressed by the relation to be observed (see Figure 5 ). The generic information type truth indication defining the sort SIGN and the objects pos and neg in this sort, is also used in the information type observation results. Using these information types it is possible to make statements about the process of observation of the state of the world in contrast to statements about the world. It is possible for the statement 'my observation result is that the pressure is high' to be true, while in the world state 'the pressure is high' is false. For example, a sensor could give the wrong information. Similarly, it could also be the other way around: the statement 'the pressure is high' could be true in the world state, while the statement 'my observation result is that the pressure is high' is false, simply because it was not observed. Note also that 'I did not observe that the pressure is high' means something different from 'I observed that the pressure is not high'. A statement of the form 'my observation result is that the pressure is high' cannot be expressed using the information type that describes the world. For example, the statement 'the pressure is high' is not adequate. Therefore, another structure is necessary to express statements about statements. Statements about statements are called meta-level statements. The statements that form the subjects of such meta-level statements are called object level statements. The generic information type actions to be performed enables the agent to reason about actions; see Figure 6 . Figure 7 . By these information types it is possible to make statements about the process of communication (in contrast to, for example, statements about the world). It is possible for the statement 'I was told that the pressure is high' to be true, while in the world state 'the pressure is high' is false: the other agent may simply not tell the truth. It could also be the other way around: the statement 'the pressure is high' could be true in the world state, while the statement 'sombody told me that the pressure is high' is false, simply because nobody told me. Note also that 'he did not tell me that the pressure is high' does not mean the same as 'he told me that the pressure is not high'. Similar to statements about observation, statements about communication are meta-level statements. 
Generic information types for internal information
The information communicated to the agent may be used to extend or update an agent's beliefs on the world or on other agents. The information received is analysed, selected and prepared to be stored as information either on the world or on other agents; the related information types are depicted in Figure 8 . The generic information type beliefs can be used to maintain information on the world and other agents; see Figure 9 . The generic information type agent characteristics can be used to express meta-information about the agent's characteristics in an explicit, declarative manner.
Domain specific information types
Within the knowledge composition specified in Sections 3.2.1 and 3.2.2 references occur to domain specific information types. Application of the generic model concentrates on instantiation of these information types for the specific application domain at hand, and on domain specific knowledge bases. Generic information types can simply be reused. For completeness the domain specific information types (which need to be instantiated) are summarised in 
Generic knowledge bases
Often the knowledge to be used for a specific application strongly depends on the application domain. However, sometimes parts of the knowledge can be formulated in a more generic, domain independent manner, which makes reuse possible in domains with similar characteristics. These generic knowledge bases are available to be used in the agent model. They may be (re)used in a specific application depending on their relevance. If during an application of the generic model to a specific domain, the knowledge is applicable and relevant, it can be reused. If they are not relevant, they simply can be left out. An example of a generic knowledge base in the generic model is the following knowledge base observation result extraction kb which can be used within the component world interaction management to identify the observed world information and observed agent information that is to be maintained: This generic knowledge expresses that the agent blindly trusts its own observations. In applications the knowledge can be refined, for example by adding conditions. Similarly the generic knowledge base communicated info extraction kb is part of the generic model. This knowledge base may be used within the component agent interaction management to identify the communicated world information and communicated agent information that needs to be maintained: This generic knowledge expresses that the agent blindly trusts what other agents communicate. In applications also this knowledge can be refined, for example by adding conditions.
RELATION TO AGENT ARCHITECTURES AND APPLICATIONS
In the agent literature, various agent architectures can be found, often specialised to a particular type of application. The design of most of these agent architectures is not formally specified in detail; usually they are only available in the form of an implementation, and at the conceptual level some informal pictures and natural language explanations. In general, the aim for the development of these agent architectures in the first place is to have a working piece of software for a specific type of application. The design of the generic agent model GAM introduced in this paper has a different aim. The generic agent model GAM was meant as a unified design model for weak agency, formally specified in an implementation-and domain-independent manner at a high level of abstraction. A success criterion for this aim is the possibility to specialise and instantiate the agent model GAM to obtain conceptual, formal specifications of design models for a variety of (implemented, but not formally specified) agent types and agent behaviours. Thus a unified design description is obtained which enables comparison of these agent architectures at a conceptual but yet formally defined level. Evaluation of this aim has taken place for two different groups of agent architectures. On the one hand for agent architectures designed for new applications, after an informal analysis, as a formally specified refinement of GAM. On the other hand for existing agent architectures, developed for specific applications without formal specification of a design model; in the context of the research reported here they have been reverse-engineered at a conceptual design level using the structure of GAM Evaluation for the first of these two groups of agent architectures has shown that GAM is an adequate means to design specific types of agents, given a variety of requirements imposed by specific application domains. Evaluation for the second group of requirements shows that GAM is an adequate means for reverse engineering, to obtain unified, comparable formal descriptions of different types of existing agent architectures.
Applications designed on the basis of GAM
The following types of agents tuned to specific application domains have been developed using (refinements of) the structure of GAM to obtain a formally specified design model.
Simulated animal behaviour
Instantiations of the generic agent model GAM have been designed to fulfill the requirements imposed by purely reactive, delayed response, pro-active goal-directed, and social animal behaviour, as identified in the literature on animal behaviour; e.g., see (Vauclair, 1996) . Within the model for purely reactive behaviour, only one component is instantiated to model the associations between observations and actions used in the direct interaction with the world. For the model with delayed response behaviour, a separate component for memory (maintenance of world information) was instantiated, in addition to world interaction management. For pro-active behaviour, also the component own process control was instantiated, to represent specific agent characteristics and to generate goals. To obtain a model for a specific type of social behaviour, in addition, the components maintenance of agent information (where the pick order between the animals is represented) and agent interaction management (to generate and interpret growling) have been instantiated. For more details, see (Jonker and Treur, 1998b) .
Negotiating agents to achieve load balancing of electricity use
The application to load balancing of electricity use by means of a flexible form of one-to-many negotiation was made in co-operation with Swedish electricity industry. A precursor of the generic agent model GAM was used to develop this application. Within this application, the component cooperation management has a more complex refinement to address the evaluation and generation of bids. Also the components own process control (representing agent characteristics that have impact on the negotiation, and decisions to start or stop a negotiation process) and agent interaction management (to transfer the bids to the other agents) are present in an instantiated form. The component AST was instantiated to the task 'determine balance of predicted use'. For more details, see (Brazier, Cornelissen, Gustavsson, Jonker, Lindeberg, Polak and Treur, 1998) .
Personal information agents and information brokering agents at the World Wide Web
For different applications of information agents in a World Wide Web context, agent models have been developed on the basis of GAM. First, an instantiation of GAM has been designed to serve as an information broker agent. This broker agent model has instantiations of all components of GAM. For example, within maintenance of world information information on the objects of the brokering is maintained (i.e., meta-information of the brokered information objects), and within maintenance of agent information, (interest) profiles of users and other agents are created and maintained. Within the agent specific task different matching forms have been specified. Within the instantiated component world interaction management it is specified how the agent can observe tags with meta-information in a HTML page at a given Website. In (Jonker and Treur, 1998c) , the broker agent model, and an application to a Personal Assistant to support researchers in the exchange of scientific papers is described. Moreover, it is described how the information broker agent model can support its own maintenance by installing at run-time new ontologies and knowledge bases communicated to the agent by maintenance agents (instantiation of own process control). In , a multi-agent architecture of an intelligent Website is introduced, based on (a number of instantiations of) the information broker agent model, and illustrated for the domain of a department store. Here the information agents play the role of servants at the Website, who are able to have an informed dialogue with visitors of the Website, tailored to the background and needs of the visitor. In (Jonker, Lam and Treur, 1999) an application of this architecture to a Website for employees of an insurance company is described.
Agents in social simulation applications based on deliberate normative behaviour
To simulate societies in which agents can behave in a deliberate normative manner, a model has been developed for a deliberate normative agent (Castelfranchi, Dignum, Jonker, and Treur, 1999) . This type of agent has explicit mental representations of norms, which are interpreted operationally as (meta-)goals for its own behaviour. The deliberation also incorporates deciding about when to follow a norm and when to violate it. The model has been designed as a refinement of GAM in the following manner. Besides components for maintenance of world information and maintenance of agent information, also a component maintenance of society information is added. In this component the norms distinguished in the society are maintained. Society information could have been represented within maintenance of agent information as a specific, global form of agent information; however it was decided that it is more natural to include a separate component for this 'Society Model' to make society norms more explicitly visible as distinct from personal norms of specific agents. Other components reused are agent interaction management, world interaction management and own process control. The latter component is refined into four sub-components: norm management, goal management, plan management, and strategy management. In the first of these components decisions on (personal) norm adoption are made. The adopted norms are operationalised within strategy management in terms of control of the goal management and plan management processes.
Reverse engineering of existing agent architectures and applications
A number of existing applications have been reverse-engineered at a conceptual design level using the structure of GAM as a starting point for refinement. The generic model GAM has been refined to obtain a formally specified design description of the following types of agents.
• monitoring, diagnostic and restoration agents in electricity transportation management
The multi-agent system for electricity transportation management developed in the ARCHON project was one of the first operational real-world applications of agent technology (Cockburn, and Jennings, 1995; Jennings, Corera, Laresgoiti, Mamdani, Perriolat, Skarek, and Varga, 1996) . It is currently running on-line in a control room in the North of Spain. An electricity transportation network carries electricity from generation sites to the local networks where it is distributed to customers. Managing this network is a complex activity which involves a number of different subprocesses: monitoring the network, diagnosing faults, and planning and carrying out maintenance when such faults occur. The application involves two co-operating diagnostic agents, a monitoring agent, and a restoration agent. The reverse engineering application of GAM to ARCHON can be found in (Brazier, Dunin-Keplicz, Jennings and Treur, 1995) . All of the agents maintain a World Model, which clearly can been obtained as an instantiation of the component maintenance of world information in GAM. Moreover, they maintain information about the other agents in the system in socalled Acquaintance Models, obtained as an instantiation of GAM's component maintenance of agent information. Furthermore, Monitor Incoming Data and Monitor Process State were obtained as an instantiation of own process control in GAM. The agent-specific task component AST was instantiated to obtain the different specialisations of the agents: it is refined to a complex diagnostic model for the diagnosis agents, to a model for monitoring disturbances and the progress of restoration processes for the monitor agent, and to a model for restoration planning for the restoration agent. More details can be found in (Brazier, Dunin-Keplicz, Jennings and Treur, 1995) .
• co-operative agents based on joint intentions
In (Jennings, 1995) an informally described multi-agent model for cooperative problem solving is proposed. Essential elements of this model are the dynamic organisation and management of joint activities, susceptive to change due to unexpected events. As described, the model only provides a restricted amount of detail to support analysis, modelling and implementation of co-operative agents in specific domains. In (Brazier, Jonker and Treur, 1997) it is described how a formal design model of this cooperative agent architecture has been made as a refinement of GAM. Within this model monitoring, planning, control of own activities, and monitoring, planning, allocation, and communication of activities with other agents are explicitly distinguished. To obtain this cooperative agent model both the components own process control (for the monitoring, planning and control of own activities) and the component cooperation management (for the monitoring, planning, allocation and communication about activities involving others) have been refined to more complex, composed components; see (Brazier, Jonker and Treur, 1997) for more details.
• BDI-agents
The wellknown BDI architecture (Rao and Georgeff, 1991) , and its predecessor PRS (Georgeff and Lansky, 1987) , is organised around the notions beliefs, desires, and intentions. How the generic agent model GAM can be refined to obtain a formally specified design model of the BDIarchitecture, can be found in (Brazier, Dunin-Keplicz, Treur and Verbrugge, 1999) . The beliefs on the environment (the world and the other agents) are maintained within the components maintenance of world information and maintenance of agent information. The desires and intentions are represented within a refinement of component own process control, which in this case has a more complex, compositional structure, based on components belief determination, desire determination and intention and commitment determination. The latter component is composed of components goal determination and plan determination, which, in turn are composed of intended goal determination and committed goal determination, resp. intended plan determination and committed plan determination. For more details, see (Brazier, Dunin-Keplicz, Treur and Verbrugge, 1999) .
• agents in social simulation experiments
In (Cesta, Miceli and Rizzo, 1996) experiments are reported with which social theories are tested by simulating interaction between different types of simple agents (i.e., agents with limited knowledge and capabilities). Four types of agents are distinguished on the basis of their social characteristics: social agents, parasite agents, solitary agents and selfish agents. The effect of an agent's social characteristic on interaction with other agents is measured by simulating agent behaviour in a situation in which 30 agents try to survive on a 15 * 15 grid in which 60 pieces of food are continually available in random positions. An agent's welfare is measured on the basis of its energy level. The end result of a simulation is the number of agents that survive in a given society of agents, given the energetic value of the food available. Agents do not communicate explicitly but implicitly: a hungry agent changes colour, and this can be seen by other agents. Agents' social characteristics are assumed to be static. An agent does not change from being, for example, selfish to social. The implications of agents' social characteristics for its behaviour is as follows. A solitary agent will always search for food, regardless of its internal energy level. Likewise, a parasite agent will always look for help. A selfish agent will look for help only if it is in danger, otherwise it searches for food. A social agent will also look for help if it is in danger. If it is in a hungry state, it will search for food. If it is in a normal state, then it will search for food if no help-seeking agents are seen. Otherwise, the social agent will give food to one of the helpseeking agents nearby. The experiments reported in (Cesta, Miceli and Rizzo, 1996) have been replicated and extended by reverse engineering based on GAM. The refinement of the generic model GAM to obtain the four types of agents was performed on the basis of the informal, textual descriptions provided by (Cesta, Miceli and Rizzo, 1996) . The only components within the generic agent model, applicable to these small agents, are the components own process control and world interaction management. The component own process control is composed of four components: own resource management, own characteristics, goal determination and plan determination. The component own resource management receives information about its current energy level and the resources it has consumed, with which it determines its new energy level. On the basis of information the component goal determination receives about its own social characteristics and its own energy level, it determines the goals the agent is to pursue: for example to find food, or to look for help. The component own characteristics receives information on the agent's energy level from the component own resource management. This information is used to determine the agent's next state (e.g., hungry, normal or in danger). The component plan determination receives information (1) from the component own characteristics, namely the agent's current state, (2) from the component goal determination, namely which goals are to be pursued and (3) from outside the component, namely the current state of the world. With this information the component plan determination determines which actions to take in the external world. The component world interaction management interprets information it receives from the external world, and transforms information about actions to be taken in the external world into specifications for actions which the external world can execute. Two components are defined to perform these tasks: the component observation information interpretation and the component action execution preparation. For more details, see (Brazier, Eck, and Treur, 1997) .
•
Touring Machines, INTERRAP, ZEUS, and ADEPT
In the remainder of this section it is discussed how the generic agent model GAM can be refined to obtain a formally specified design model for four other existing agent architectures: Touring Machines (Ferguson, 1992) , INTERRAP (Müller, Pischel, and Thiel, 1995; Müller, 1996) , ZEUS (Nwana, Ndumu and Lee, 1998) , and ADEPT (Jennings, Faratin, Norman, O'Brien, Wiegand, Voudouris, Alty, Miah, and Mamdani, 1996) . The Touring Machines architecture described in (Ferguson, 1992) distinguishes three layers: a reactive layer, a planning layer, and a modelling layer; all layers process concurrently. The reactive layer can be formally specified as an instantiation of the the components world interaction management and agent interaction management in the generic agent model GAM. If reactions on combined input from observation and communication have to be modelled, two information links between world interaction management and agent interaction management are added for direct information exchange, avoiding modelling this information as beliefs. The planning layer can be specified as a refinement of component own process control; also the Control Rules are part of this refinement of own process control. The modelling layer can be obtained by instantiation of the components maintenace of world information and maintenance of agent information, where models of the agent's environment are maintained. The specific approach to control by Control Rules (in the form of Censors and Suppressors) entails that all incoming and outgoing information has to be filtered by the Control Rules within own process control. This means that, although in principle all layers are meant to be connected independently to the outside world, in order to do the filtering, in practice these connections come together in the Control Rules component within own process control. This confirms analyses of this agent architecture available in the literature; e.g., see (Müller, 1996) . Within the INTERRAP architecture (Müller, Pischel, and Thiel, 1995; Müller, 1996) (Jennings, Faratin, Norman, O'Brien, Wiegand, Voudouris, Alty, Miah, and Mamdani, 1996) ) represents business processes by a hierarchy of cooperative agents. The hierarchy ensures that communication overhead between agents and the autonomy of the agents are balanced. Within this model, agents have the following modules: a communication module, an interaction management module (IMM), a situation assessment module (SAM), a service execution module (SEM), a self model (SM), acquaintance models (AM). These modules have been specified as a refinement of GAM as follows: the module IMM as a refinement of the component cooperation management, the modules SAM and SM as components within a specialisation of the component own process control, the module SEM can clearly be described as a specialisation of the component maintenance of agent information.
DISCUSSION
This section, first summarizes the process of designing and reusing a generic model, on the basis of the generic agent model GAM. Next current and future research issues are discussed.
Designing a generic model
The generic agent model GAM was not designed from scratch. Conceptual analysis of agent capabilities and characteristics is the main motivation for the components distinguished in the generic agent model. These components have been distinguished in agent models in different domains of application. Example agent models for the applications described in (Brazier et al., 1995; , based on a precursor of GAM were an important input for the process of designing the generic agent model in more detail. Further generic structures were extracted from these example models and combined, leaving out domain specific elements. In a number of cases a choice had to be made. Some other information types could have been included as well. The more structures are included, the more support is given when reusing the generic model. However, this only holds for applications for which the generic structures are relevant: the richer a generic model is, the more restrictive is its scope of application. Since the generic model GAM has been designed to be a very widely applicable model, the choice has been made to limit the number of structures included. As discussed in Section 4, more specialised agent models have been developed as well: for example, a generic model for BDI-agents, in which the component own process control is refined (Brazier, Dunin-Keplicz, Treur and Verbrugge, 1999) , and a generic model for co-operation, in which both the components own process control and co-operation management are refined (Brazier, Jonker and Treur, 1997) .
Reusing a generic model
The scope of applicability of the generic agent model GAM covers a variety of application domains, as discussed in Section 4. As the generic model was constructed to subsume a large number of applications, it should not be difficult to reuse the generic model in similar application domains. In general, if a suitable generic model is available, during the design process:
• most but not all parts of the generic model can be reused as is • parts that are not used are modified, remain empty or can be removed • some additional knowledge structures may be needed and added
• some additional information links may be needed and added • maybe some additional components are needed and added or modified
Current and Future Research
Current research focuses on requirements engineering and verification for agent systems, and on applications to information brokering agents and Electronic Commerce. Within requirements engineering the aim is to obtain appropriate informal, semi-formal and formal representations of functional or behavioural properties of a multi-agent system, of the agents within a multi-agent system and of components within an agent. A first proposal can be found in (Herlea, Jonker, Treur and Wijngaards, 1999) . Requirements specifications can be expressed in generic forms and reused in conjunction with generic models such as GAM. Compositional verification is an approach to establish that behavioural properties of a multi-agent system hold, given properties of agents and of their components; e.g., see (Jonker and Treur, 1998a) .
