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Abstract 
As today's generation sees wireless communications as a daily essential, the available spectrum and 
system efficiency becomes a greater issue day by day. The merits of antenna arrays over single antennas 
have long been realised as a powerful instrument for capacity enhancement. Application of Uniform 
Linear Arrays (ULAs) has been extensively researched and the technology is widely used in wireless 
applications. One of the well-known ULA excitation techniques is the Butler matrix, which produces 
orthogonal beams through performing Fast Fourier transform of the incoming signals. Incorporating 
hybrid couplers and phase shifters, the matrix is particularly attractive for its low cost. The use of 
ULAs, however, limits the look direction to a sector of the azimuth plane. Uniform Circular Arrays 
(UCAs) present a desirable advantage due to their ability to cover the entire 360° of the azimuth 
plane. Research suggests that with an appropriate excitation function, a Butler matrix network used 
to feed a UCA provides a virtual transformation from UCA to ULA in such a way that ULA pattern 
synthesis techniques can be applied to a UCA. However, very limited detailed investigation in terms 
of accuracy of an implemented system is available. 
In this thesis, the author presents practical investigations of UCA-Butler matrix systems through 
the use of measured, FDTD generated and ideal data. In these cases, ideal scenarios are based on 
the assumption that there are no errors caused by manufacturing tolerance and mutual coupling. 
Theories regarding UCA radius, number and type of elements are evaluated. Results reveal that 
embedded pattern compensation is essential in order to obtain desirable results. When an NxN 
correction matrix is employed, up to -30dB SLL is achievable. Data collected from FDTD model- 
ing is utilised in order to simplify the correction matrix, leading to derivation of practical values for 
(2111+1) x (2111+1) diagonal matrix for embedded pattern compensation. Error analysis is performed 
in order to obtain the manufacturing tolerance for the compensation as well as the UCA itself. 
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The wireless telephony technology has evolved tremendously in the past century [1]. The 
technology that was once considered impossible is now regarded as common everyday use. 
For example, extensive research and development of wireless technology has extended the use 
of conventional telephones to mobile phones, which are now widely used around the world. 
This explosive growth of the wireless industry, coupled by the boom in internet usage in the 
recent years, has led to the development of wireless data access. 
Wireless network technology provides the freedom of mobility to its users. Instead of being 
tied down to their desks or the vicinity of a network socket, users are now able to use their 
laptops anywhere within the service area. Such superior technology undoubtedly will prove 
to be much in demand. However, as wireless services become more and more widely used, 
radio resources in turn become more and more scarce [2]. Limited bandwidth availability at 
the frequency of interest becomes a barrier for wireless networks in providing the low cost and 
very high data rates similar to that of wired networks. This chapter presents an overview of 
the growth of wireless communication over the years, its future and how the limited capacity 
and bandwidth could be extended through the use of antenna arrays. The issue of the need 
for low cost solution is also discussed, before proceeding with an overview of the thesis. 
1 
CHAPTER 1: Introduction 
1.1 Overview of Wireless Communications 
Up until recently, multimedia and networking services have been limited to wired networks. 
Although wireless technology has been around for decades, one recent boom of handheld and 
mobile devices has spurred the demand necessary to create robust networks. New advances in 
the wireless industry has brought wireless connectivity that was once considered impossible 
into reality. Today, plenty of wireless-based consumer electronic devices are available off the 
shelf. Many daily applications have evolved from wired to wireless. Extensive research in the 
consumer electronics area has also brought about lower costs and component size reduction. 
Wireless services available today include cellular mobile radio systems, cordless telephones, 
high-speed WLANs and satellite-based mobile systems such as global positioning systems. 
The wireless network hierarchy, as shown in Figure 1.1, is very much like its wired counterpart. 
Seamless connectivity is achieved through a combination of four types of wireless networks, 
each with different coverage range. The various networks, briefly described in [3], are as 
follows: 
Wireless Personal Area Network (WPAN) or IEEE 802.15 [4]- [5] provides low- 
power, short-range connectivity between devices such as PDA, laptop, and mobile 
phone around a user's workspace. With operating frequency of 2.4GHz and a typi- 
cal range of approximately 10m, WPAN uses Bluetooth or ETSI HiperPAN standards 
and provides seamless connection between the user's devices. 
" Wireless Local Area Network (WLAN) is often termed Wi-Fi [6]- [8] and uses 
IEEE 802.11 or ETSI HiperLAN standards. With an approximate range of 300 yards, 
WLAN is widely used in home and office environments. WLAN networks will be 
discussed further in the following section. 
" Wireless Metropolitan Area Network (WMAN) or WiMAX [9]- [11] concen- 
trates on connectivity between different cities in the country, based on the IEEE 802.16 
or ETSI HiperMAN and HiperACCESS standards. WMAN provides the possibility of 
extending the Wi-Fi range and supporting both fixed and mobile devices, including 
voice and multimedia applications. 
" Wireless Wide Area Network (WWAN) provides global connectivity and there- 
fore the greatest range, allowing interconnectivity between branch-offices around the 
world. WWAN standards include the IEEE 802.20,3GPP and EDGE. Its evolution has 
brought it through generations of networks such as the 2G GSM, as well as CDMA and 
2 
i'11: 11''I'I? Ii l: ! I1t i'utInc't luw 
Figure 1.1: WirOc, ti, s . 
Nclirork llitrnrrhrl 
TD-NIA. the 2.. iG Richochet and GPRS. to today', : 3G 1 IIh', hp, - 2\li)l), ('1)\IA2111111 
and \\'CD\IA [12]- [13]. 
At present. communication within W\V'AN and W\IAN is uuýstIY established t liruugIi the 
second generation (2G) cellular svsteiiis. Mobile devices interface with radio towers. which 
carrv the signal to a mobile switching center. The signal is t heu pw"sed oil tI ie i ut ended 
public or private network, i. e. the Iciternet or and org<iciisatioii's existing lietw(wk 11 11. The 
authors of [1 -5] also discuss vertical itan, rloff which provides seamless h: cudoffbetweeii N 
and WLAN in their paper. 
1.2 Wi-Fi and WiMAX: The Future of Wireless Networking 
Over the recent years, the IEEE 802 committee lia developed various shuuIanIs for \VP. AN. 
\VLAN. AV"MAN and \V\VAN. These include the 802.3 standards for Ethernet (wired) net- 
works, the 802.15 standards for \VPANs, the 802.11 standards for \VLANs, and the 8(12. I6 
standards for \V'-\IANs [3]. 
The ttireit, of particular iuterest in the work presented iii this t luesis is t he smaller scale wireless 
(IEEE 8U2.11) standard. which is more commonly known , iniuiig its user's as 11,1-l"i (Wireless 
3 










RF band 2.4GHz 6GHz 2.4GHz 5GHz 5GHz 5GHz 
Max. data rat 11 Mbps 54Mbps 54Mbps 23.5Mbps 54Mbps 27Mbps 
Physical layer DSSS/CCK OFDM OFDM, PBCC GMSK OFDM OFDM 




Table 1.1: WLAN Standards comparison [51 
Fidelity) [6], [8]. Whilst WiFi technology does not offer the same degree of ubiquity as wide 
area networks, the fast data speeds and relatively cheap costs of setting up a WiFi-based 
WLAN have spurred it ahead in the market. At the lower end of the spectrum, the 802.11b 
is a WLAN standard operating at 2.4GHz with data rates of up to 11Mbps. At the 5GHz 
frequency range is the 802.11a with data rates of up to 54A1bps. 802.11g was for WLANs 
operating in the 2.4 GHz frequency band but with a maximum data rate of 54 A1bps. 802.11g 
is currently used in most laptop computers. It offers data speeds up to 54NIbps while oper- 
ating in the 2.4GHz and 5GHz bands, making it backward compatible with 802.11b. 
Parallel to the IEEE 802.11, the European Telecommunications Standards Institute (ETSI) 
establised the High Performance LAN (HIPERLAN) standards. Like the IEEE 802.11a, 
HIPERLAN/2, first published in the year 2000, employs Orthogonal Frequency Division 
Multiplexing (OFDM) and operates in the 5GHz frequency band with data rates of up 
to 54Mbps. However, dynamic frequency selection (DFS) in HIPERLAN/2 reduces inter- 
ference as well as increase spectrum utilisation [7]. Similarly, Multimedia Mobile Access 
Communication-High Speed Wireless Access Network (MMAC-HiSWVAN) was developed in 
Japan. Similar to the 802.11a and Europe's HIPERLAN/2, HiSWANa utilises the 5GHz 
spectrum and uses OFDM. The standaed provides speeds of up to 27Mbps [7]. A summary 
of the WLAN standards is presented in Table 1.1. 
In addition to IEEE 802.11a/b/g, the IEEE 802.11 Working Group is actively develop- 
ing IEEE 802.11n, which specifies higher throughput as well as speed enhancement. The 
802.11n is capable of producing a maximum throughput of at > 100AIb/s. Further, 802.11n 
is designed to be compatible with MINIO technology, which provides capacity improvements 
through TX and RX diversity [16]- [18]. 
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With data rates of up to 54Mb/s, all IP-based services will be available through wireless 
connections. Laptop computers can now be used anywhere within the building with high- 
speed connection to the fixed network. Although the use of wireless devices will mainly 
be stationary, users will benefit through the ease at which they can move around from one 
location to another, instead of having to find a spot where a network socket is present. In 
a meeting or lecture, documents can easily be distributed among participants through their 
laptops. Video conferencing are no longer bound to a specific conference room where a fixed 
network is present. The presence of Wi-Fi in several university buildings mean that students 
can access their emails and lecture materials on their laptops anywhere within the building, 
instead of having to go to a computer room. Wi-Fi networks are rapidly becoming a common 
feature of many busy public places such as coffee shops, hotels, airport lounges and other 
locations where people gather. More and more travelers and mobile professionals clamor for 
fast and secure internet access wherever they are. 
Adaptability is another great advantage of WLANs. Altering and extending a fixed network 
is difficult and costly. Digging a ditch for fiber typically costs £180 to £730 per meter. A 
wireless link providing 100 Albps over 100m can cost less than £1,300 [19] 1. In certain envi- 
ronments such as historic buildings, galleries, factories and warehouses, too much drilling and 
wiring are often impractical and undesirable. Wireless networks are advantageus in buildings 
where the floor planning changes frequently, such as shopping centres and exhibition halls. 
Alteration and maintenance would be easier and cheaper in comparison to wired networks. 
Adding another wireless node to an existing Wi-Fi network only involves plugging in a card 
or USB connection. A business that needs to move from one location to another no longer 
needs to abandon its investment in network infrastructure or pay for rewiring at the new 
location. The Wi-Fi system can be operational within minutes, avoiding network downtime. 
Owing to the fact that WLAN networks use unlicensed frequency bands, wireless suppliers 
are much less restricted in the type of services they can provide compared to those that 
utilise licensed spectrum. Thus, wireless technologies in the unlicensed spectrum has evolved 
tremendously in the past 10 years [19]. Research presented by InStat [20] predicts a growth 
of 73.5% in business Wi-Fi equipment and 117% in consumer Wi-Fi equipment in the Asia 
Pacific region within the next 10 years. A survey by InStat also suggests that the num- 
ber of mobile workers in the US alone will reach 103 million by 2008. Research carried out 
in the US [21] shows that over 64% office workers carry at least two wireless devices every day. 
'feet and $ converted into meter and £ 
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WiMAX [9]- [11] is based on the IEEE 802.16 and ETSI HiperMAN standards. The stan- 
dard is designed and optimised for Metropolitan Area Networks (MANs). It is intended as a 
complement to Wi-Fi as it extends the range, providing a "Wi-Fi like" coverage and user ex- 
perience on a larger scale, instead of a replacement for Wi-Fi. Latest versions of WiMAX are 
the IEEE 802.16-2004 and 802.16e, with the latter also providing support for Multiple Input 
Multiple Output (MIMO) and adaptive antenna systems. WiMAX is designed to support 
a wide range of frequencies (up to 62GHz) and bandwidth (1.25 - 20MHz). Both 802.16- 
2004 and 802.16e have maximum throughput of 15Mbps for a 5MHz channel, or 35Mbps for a 
10MHz channel. It is estimated that within the 2006-2008 timeframe, both 802.11 and 802.16 
will be available to end users of devices such as laptops and PDAs. Wireless connectivity 
will then be available for the end users at home, in the office and on the move. In the future, 
Wi-Fi networks may be found in urban areas providing coverage throughout the central city, 
or even lining major highways. 
The rapid increase in the demand for wireless services as well as the requirement for future 
wireless communication systems to support a wide range of services including video, data and 
voice has led to the necessity for higher capacity for wireless systems. Limited bandwidth 
availability at the frequency of interest becomes a barrier for wireless networks in providing 
the low cost and very high data rates similar to that of wired networks. 
1.3 Antenna Arrays for Wireless Communications 
It has long been realised that arrays of two or more antenna elements are useful tools for 
capacity improvements in wireless systems. The variety of array types, coupled with the 
increasing knowledge of array theory and associated processing technologies, has brought 
about tremendous opportunities to those involved in this field. A range of different antenna 
array geometries is described in Chapter 2. The most commonly used array geometry is the 
Uniform Linear Array (ULA) [22], although the studies presented in this thesis is mainly 
focused on Uniform Circular Arrays (UCAs) [23]. This is due to their ability to serve the full 
3601 of the azimuth plane without any significant pattern degradation across the azimuth 
angles, unlike the case for their linear counterpart. This property of UCAs is attractive, par- 
ticularly in Wi-Fi applications where it is desirable that the Access Point (AP) is mounted 
centrally. Further, the author feels that capabilities of UCAs haven't been fully exploited as 
the added complexities brought about by their geometry has somewhat hindered extensive 
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research in the area. 
With beamforming, the array radiation pattern often consists of a main beam and several 
smaller sidelobes on either side of the main beam. This main beam can be conveniently 
steered electronically, thus removing the need of cumbersome mechanical scanning of a sin- 
gle antenna. Printed antenna technology has also brought about a significant advantage to 
the application of antenna arrays. This technology has enabled antenna arrays to be mounted 
discretely on many surfaces, in other words in the form of a conformal array. 
With the massive growth of wireless communication systems [24] - [25], the available band- 
width is rapidly becoming a scarce resource and interference mitigation a necessity. Using 
spatial domain processing, a main beam can now be steered towards the direction of the 
transmit antenna, giving a higher gain in this direction and significantly lower gain, i. e. 
suppression, in other directions. This is the basic principle of spatial domain separation, 
commonly refered to as spatial filtering. Using an antenna array, the spatial domain may be 
divided into several different spatial channels, thus also increasing the system capacity [26] 
- [28] as well as suppressing co-channel and inter-channel interference. This is illustrated in 
Figure 1.2. 
Figure 1.2 illustrates three users A, B and C operating in the same frequency and located in 
the same cell, served by access point (AP) X. An antenna array at X can be configured to 
form a radiation pattern with a main lobe pointing in the direction of A, therefore enhancing 
the signal received from A and suppressing those received from B and C. With several beams 
pointing in different directions the spatial domain can now be separated into several different 
channels, all in the same frequency of operation. A main beam in the direction of wanted 
signal can also suppress those unwanted reflected signals. This concept may also be used in 
Direction of Arrival (DoA) estimation. Similarly, a transmit antenna array can be configured 
to form a beam in the direction of the desired receiving user, thus enhancing the gain in this 
direction and limiting the transmit power in all other directions. It can be concluded that 
power is more efficiently utilised by using antenna array compared to a single monopole, 
since transmitted and received power is concentrated in the desired direction, thus avoiding 
transmission to the direction where a receiver is not present. The use of spatial domain sep- 
aration as a multiple access scheme is often termed Space-Division Multiple Access (SDMA). 
A further advantage of using SDMA is that it can be used alongside other multiple access 
schemes such as FDMA and CDMA, further increasing the system capacity. 
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A 
Figure 1.2: Spatial separation between users A, 13 and C 
1.4 Benefits of Antenna Arrays in WLAN Applications 
The beamforming and spatial separation capabilities of antenna arrays present a range of 
benefits in their Wi-Fi application, such as: 
" Range extension 
In large open spaces such as a shopping complex, coverage extension is often more 
desirable as oppose to capacity improvement. In such areas, gain provided by smart 
antenna systems over an omni directional antenna can extend a cell coverage to a larger 
area compared to omni directional antennas. As illustrated in Figure 1.3, only Mobile 
Terminal (MT) 1 lies within the coverage range of the omni directional antenna. With 
smart antenna at the Access Point (AP), the increased gain extends the coverage and 
cell size to cover MTs 1-4. 
Assuming an ideal environment, where no interference are present, the coverage area 
of an omni directional antenna, A,, is given by 
Ar = 7rR2 (1.1) 
where R is the transmitter-receiver range. The received power, P,., is described by 
Pr = PtGtGrL(d0) 
(doR)-^i (1.2) 
where Pt is the transmit power, Gt and G. represents the transmit and receive antenna 
gains, L(do) is the free space path loss at a reference distance do from the transmitter, 
and y is the path loss exponent. Assuming R> do, this becomes 
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Figure 1.3: Coverage extension as, ng smart a, ntenna sgstenr, 
CR= do 
ptGtG,. L((Io) 
P(l . a) 
and the relationship between coverage areci, and the a. iºtenna gain is 
Aý. x G'ý" ( l. l) 
where G is either the transmit or receive antenna gain. while the gain ol' t lie of her is 
held constant. 
Iii areas with high user density, coverage extension alone ºnay toot be sººflicient as it ii 
result in dropped or blocked connections due to insºilficieººt (il » city. In snclº a case. 
range extension is only practical when coupled Nvith one of the f011O ing alýfýroaches. 
" Interference reduction and rejection 
Two wa. vs of increasing the capacity of a wireless system are hit 11t' reduction 
one the dowiclink and interference rejection on the uplink. Figure L-1(a) shows signals 
from an oniiiidirectional API arriving at an adjacent call and acting as an iutcrfcrcuce. 
Using smart antennas (Figure 1.4(b)). directional beams are are funucýI hY 111c access 
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(a) Omni antenna 
0 Cell 
(b) Smart antenna 
Radiated signal from AP 
Figure 1.4: Interference reduction due to the use of . sinoi-t u, n. trnn. u . titt. slrm 
points and steered towards the mobile terminals (MITs). ('o-channel interference is 
then limited to JITs located within the narrow heamwidtli of the directional I)(lIii. 
By reducing coverage to the confined area of the hea. mwidtli, probability of co-cliahinel 
interference is reduced compared with a systeiii with onuaidirectiouial AP anteauuas. 
Similarly, the receiver pattern can be adjusted to form a directional beans towards t lie 
wanted '_NIT and nulls towards co-channel users in order to reject interference (, lased 
by co-channel users [29] - [32]. These in turn affect the system capacity. "l'lie use of 
directional beanis also reduces adjacent channel interference. 
" Space Division Multiple Access 
Among the most sophisticated methods of adaptive bea. iiiforming is Space I)ivision 
: Multiple Access (SDI\IA). SD\IA systems use N-clement arrays in order to siuinltane- 
ously form beams in several directions in the spatial domain, thus dividing the space 
into several spatial domains. This is shown in Figure 1.5 [33]. Each set of' weights is 
chosen to retain the signal from one user and eliminate the signals from other risers. 
Thus the system is able to communicate with X different users in t he sane' cell on t Ile 
same frequency. time or code channel. In order for this scheme to work, a. ugiilar sep; l- 
ration between users is necessary. However. scattering due to the propag; a. t ion c1mmiel 
may cause the received signals from the mobile terminal to be br(mdeued ill terius of 
their angle of arrival, thus overlapping signals from different users despite t heir ; uigiiia r 
separation [34]- [35]. It follows that SDMIA systems greatly relies ou the c; ap; abilit ies of 
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the adaptive array used as well as the propagation channel characteristics. On top of 
the obvious spatial separation advantage, the use of antenna arrays with SDNIA sys- 
tems also provides uplink (UL) and downlink (DL) power saving capabilities as signals 
are transmitted solely towards the intended destination. This in turn extends the bat- 
tery life of mobile terminals as well as providing the possibility of increasing cell radius, 
thereby reducing the number of required base stations. The probability of co-channel 
interference is also reduced. 
[36] suggests that spatial signature, described as the received signal as a function of 
azimuth angle at the receiver, of a base station transmitter is stable for a period of 
minutes provided a line of sight is present. The spatial signature varies when propaga- 
tion solely consists of reflected signals. At slow (i. e. walking) speed, spatial signature 
shows significant variation in 10s, although not much variation occurs within is when 
a direct path between BS and NIT exists. It is shown that there can be significant 
difference in spatial signatures even for closely spaced transmitters, thus spatial di- 
versity may be available despite small separation distance between two or more NITS. 
The benefit of the use of SDAMA with indoor WLANs is confirmed through link-level 
simulations using measured indoor channel data, as discussed in [37]. 
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Figure 1.6: SDAL4 comhi, tr(Vurlth a I'DA1A systcm ý: ýýý. 
Several communication systems exploit combinations of two uuilt iple access svtenis 
in order to further increase user capacity. The IS-9.5 cellular system uses combines 
CDMA and FD-IA. using spread spectrum over 1.2: )A[Hz channels. [3S] and [39[ 
discuss systems that combines CD-IA with TD-IA in order to increase capacity and 
reduce interference. Similarly, an SD-IA system can conveniently be used oil top of 
another multiple access scheme. Figure 1.6 illustrates an SD\IA system applied as a 
complement to an TD-MA system. It can be seen that this üicreases the capacity of the 
overall svsteni by up to S times, where S is the number of spatial channels available. 
[40] presents a combined C'D\IA/SD\IA technique for cellular systems using space-t roue 
block code. The hit error rate (BER) performance of this a, rcitechttu-(, reveals that this 
arcitechturc works well with the UNITS UTRA TDD and Time Division Svnchronolis 
Code Division -Multiple Access (TD-SCI)-IA). A similar system can also be adapted 
to 'I'D-1A/SD\IA systems. Liberti and Rappaport [41] presents a pseudo-SD\IA ap- 
proach with a combination of smart antennas and CD-IA. which proves to increase 
capacity. The authors derived theoretical expressions for total interference power as 
well as BER. Computer simulations for the forward and reverse links are performed. 
In the reverse link. simulations shows a reduction of 1-3 orders of magnitude ill 131: 11 
compared to all onmidirectional antenna system, and the number of siipportablo' users 
is increased by ill) to a factor of 4. 
Some research is focused on the development of SDMA algoritluns ctsing frill blind chan- 
nel estimation [42]. [43]. These algorithms rely heavily on linear algebra. teclinicIues 
and involve complex niatrix decompositions, hence there is strong need for contpu- 
tationally efficient algorithms. Several novel adaptive subspace based signal processing 
algorithms have been developed [44]- [46], leading to solutions which an, uIost lv con- 
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siderably more efficient than any other solution previously available in t he lit et at itre. 
" Multiple Input Multiple Output (MIMO) 
Multiple-111pllt Multiple-Output (NIB- 10) wireless systems [16]- [Its] include tIn, use of 
antenna arrays at both the transmitter and receiver ends. All\IO represents an eco- 
nomical way to increase user capacity in a variety of environments. All\IO algorithm. " 
send information out through an antenna array at the transiiiit ter. and t lu, iuforuiat ion 
is received via multiple antennas as well. AIIMO systeiiis use the a. dditional pat II ways to 
transmit more information and then recombines the signal on the receiving end (Figiil( 
1.7). This allows multiplicative increase in capacity and spectral efficiency. I)ivversity 
created by the multiple antenna systems allow for drainatic fading reductions. Further- 
more, All\IO systems provides improved resistance to interference. In short, All\IO 
systems provide a significant capacity gain over conventional single antenmc systems. 
along with more reliable communication. 
1.5 The Need for a Low Cost Solution for Wi-Fi APs 
J1aiiv Wireless APs currently available in the market consist of n single aººtennm. A few 
employ two antenna elements for diversity. However. these are ºuºsnitahle for Ica. nºCornºiººg 
purposes. Examples of \VLAN antennas currently available can be found in [17]. Sºnart 
antennas are becoming increasingly popular applications in the wireless world (tile to their 
abilities to enhance capacity. Nevertheless, array beainforming techniques vary widely in 
complexity and cost. A trade-off is required that provides a balance between cost, complex- 
ity and performance according to the intended application. 
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Researchers are constantly seeking novel solutions to the highly demanding and rapidly grow- 
ing wireless market. Ruckus Wireless [48]produces its Smart Antenna technology, Beam- 
Flex [49], for Wi-Fi devices, which is adaptable to any standard 802.11 a/b/g/n chipset. 
The technology employs a compact antenna array of high-gain directional antenna elements 
along with system software which continuously selects the optimum radiation pattern for 
each device in real time. This BeamFlex technology is said to offer over 300% performance 
improvement and an 800% expanded coverage for 802.11g/a networks. The system has been 
developed in order to maximise the Multiple Input-Multiple Output (MIMO) diversity, and 
can be implemented either at the Access Point (AP) or the Mobile Terminal (MT) or both. 
Ofcom [50] is currently funding research under the spectrum efficiency scheme. A technology 
called Semi-Smart Antennas [51] which is based on providing sectored coverage as oppose to 
a narrow steerable beam is being developed, which relies on shaping the coverage according 
to the traffic needs [52]. The radiation pattern in a heavily loaded cell is contracted, and 
those of the adjacent cells are expanded in order to compensate for the coverage loss, as 
shown in Figure 1.8. This technique promises much lower complexity compared to a conven- 
tional smart antenna system. In addition, Ofcom has also developed a prototype of the IEEE 
802.11a in order to gain a better understanding of the benefits of an adaptive antenna system. 
ERA [53] is in the process of developing a Smart Antenna concept for WLAN applications, 
particularly the IEEE 802. llg [54]. The potential technology only requires a single driven 
element, surrounded by a set of parasitically excited radiators. Research is being carried out 
in order to identify the optimum antenna characteristics required as well as quantifying the 
performance benefits gained through the use of the Smart Antenna concept for the 802.11g. 
When deployment is aimed towards the wireless applications such as Wi-Fi and WiMax, it 
is essential to realise that a low-complexity, hence a low-cost solution, is needed. Wi-Fi tech- 
nology is quickly becoming extensively used in homes, offices, airports, university buildings 
and many other indoor environments. More than one AP may be needed to serve a given 
indoor wireless environment, hence it is paramount that these APs are affordable for the 
aimed market. On the other hand, it is also essential to bear in mind that the right balance 
is needed between the low cost and the beamforming capabilities of the system. While a 
low cost system is desirable, it should be noted that unless a sufficient increase in capacity 
and/or sufficient decrease in interference can be achieved, it may not be worth the extra cost 
of multiple antenna APs. 
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1.6 Discussion and Thesis Overview 
Ali overview of how wireless systems are rapidly evolving and the role of the anteuua facet 
have been introduced in this chapter. The future of wireless networking ill the form of \Vi-Fi 
and \ViMAX is discussed. The limited bandwidth availability ill an ever-growing popularity 
of wireless solutions has lead to the use of smart aiitennas iii an attempt to itucrease channel 
capacity as well as reduce interference. The chapter thus continued with brief look of the 
advantages of using smart antennas in wireless coiiuuimiiication systems. A range of different 
complexity solutions are discussed. There is often a trade-off between the (Iunlity of the 
received signals and the complexity of the solution. While simple beamforiiiiiig wet hods pare 
capable of producing some of the advantages a smart antenna could produce. the quality 
of the results, in terms of beamwidtl. i, sidelobe level (SLL) and steerability of the bea. nis. 
may be limited. On the other hand. an increased complexity iii the form of adaptive beani- 
forming presents improvements iii signal duality. However, increased complexity typically 
involves increased costs, therefore an optimum solution which balances tIiese aspects should 
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The work presented in this thesis is aimed for small scale wireless networking applications 
such as WLAN. The solution needed is that of low-cost to allow for large production volumes. 
However, on the other hand, it should be noted that the solution should be cost-effective. 
That is, it should provide a considerable improvement to the system performance as well as 
low-cost. 
In the following chapter, the thesis proceeds with a general overview of array signal process- 
ing. Applications and benefits of the use of spatial domain processing are outlined, followed 
by uniform linear array (ULA) theory. In this thesis, the author is particularly interested 
in uniform circular arrays (UCAs) due to their particularly attractive capability of serving 
the full 3601 of the azimuth plane. Thus Chapter 3 is dedicated to UCA theory, including 
the Beam Cophasal and Phase-Mode excitation methods. Deployment of the Phase-Mode 
method through the use of a Butler matrix is of particular interest in this chapter due to the 
matrix' capability to transform UCA patterns in such a way that ULA weights can be applied 
to them. Several key issues in determining the circular array geometry are also discussed. 
Studies throughout this thesis are based on a working frequency of 5.2GHz for compatibility 
with IEEE 802.11a, however results and parameters can be easily scaled for other frequencies, 
such as 2.4GHz. 
In Chapter 4, the pattern synthesis and array excitation techniques described in the preced- 
ing chapter are put to the test when applied to various practical arrays. Practical UCAs as 
well as a Finite Difference Time Domain (FDTD) model are constructed in order to aid the 
analysis, and results are compared to those of the ideal scenario. It is shown that in the real 
scenario where mutual coupling, manufacturing and measurement errors are unavoidable, 
employing these synthesis techniques on their own without accounting for the array imper- 
fections produce results that are far less attractive than it appears to be under the ideal case. 
In Chapter 5, the effects of mutual coupling and other array imperfections are introduced 
to the ideal model. A series of mutual coupling compensation methods are described. A 
method of tackling mutual coupling as well as array imperfections together, through the use 
of a Butler matrix, is presented. The method is applied to the ideal as well as real arrays for 
comparison purposes. Experimental results show that the errors introduced by a real scenario 
introduces further complications to the parameters used in this technique. Finite Difference 
Time Domain (FDTD) modeling is used in order to provide a more thorough understanding 
of the array behaviour. Through this model, the correcting parameter is simplified and error 
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analysis is presented in order to prescribe the optimum solution for cost-effective circular 
array beamforming. 
Chapter 6 concludes the thesis, with a brief discussion on the findings presented in the pre- 
ceeding chapters. Finally, suggestions for future work concludes the thesis. 
1.7 Original Contributions to the Body of Knowledge 
The Uniform Circular Array (UCA) has been used in several applications [55]- [69], however 
these are primarily high-level applications which involve complex hardware and direction find- 
ing algorithms. Furthermore, UCA beamforming solutions with the combined use of UCA 
and Butler matrix that are currently available in literature, such as [66], are often based 
on theoretical assumptions of ideal amplitude and phase responses. That is, amplitude and 
phase responses of the elements are perfectly symmetrical around the array circumference. 
However, this is not the case in practical environments where manufacturing tolerances as 
well as inter-element interactions result in asymmetrical element patterns and hence the re- 
sulting beam patterns, as shown in Chapter 4. The proposed solution presented in this thesis 
involves measured element patterns which include amplitude and phase variations. 
Unlike other UCA applications that are currently available in literature, the work presented 
in this thesis is focused on low-complexity UCA Butler matrix for indoor wireless network 
Access Point (AP) applications, where minimum manufacturing cost is paramount for mass 
production purposes. The proposed capacity enhancement solution involves a set of simple 
phase and amplitude weights, avoiding the more complex algorithms [67] and digital signal 
processing [68]- [69]. The entire feeding network can be deployed as a microstrip network of 
couplers and splitters. While the proposed solution is not as intelligent as the more complex 
beamforming solutions, the author feels that its advantage in low manufacturing costs out- 
weighs the performance advances of its counterparts. 
Research presented in this thesis explores key issues regarding the use of UCAs. Results 
obtained from these studies and analysis form a set of contributions towards the constantly 
increasing knowledge of antenna array technology. This section presents a summary of these 
contributions. 
"A proposal has been made for the geometry of a UCA suitable for low-cost beamform- 
ing applications. Through the application of switched-beam and phase-mode excitation 
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methods on ideal UCA radiation patterns, the UCA behaviour is analysed and the op- 
timum configuration is proposed in terms of radius, number of antenna elements, and 
type of antenna elements used for the UCA. 
" Experimental evaluation of UCA switched-beam and phase-mode excitation methods 
through the use of measured data taken from practical UCAs. Practical performance 
of the UCA is presented in terms of the actual achieved beamwidth and sidelobe level. 
Results reveal that some form of pattern compensation is needed in order to improve 
the performance of the beamforming system which is limited by element interactions 
and array imperfections. 
"A design for low-complexity UCA beamforming is proposed which includes practical 
values for embedded pattern compensation in order to improve UCA pattern synthesis 
performance, through the aid of FDTD modeling. The compensation involves a set of 
simple amplitude and phase weights which improves the achievable sidelobe level by at 
least IOdB. 
" Error analysis is presented, through the use of measured data as well as additional 
FDTD modeling, in order to define the manufacturing tolerance of the UCA as well as 
the proposed pattern compensation. 
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Chapter 2 
Array Signal Processing 
The quality of service from a wireless communication network greatly relies on the efficiency 
of transmission and reception of electromagnetic energy. In some cases it is sufficient to do 
this using a single antenna element, which can be of various types depending on the fre- 
quency range, type of environment, and costs among many other factors. However, when the 
application demands higher directional gain, dynamic directivity, diversity and steerability, 
an array of two or more antenna elements may be used. 
The advantages of antenna arrays over other single antennas have long been realised. An- 
tenna arrays are now widely used in a variety of applications including medical, radar, cellular 
applications. Today, the types of antenna array used range from linear arrays, circular arrays 
and planar arrays to conformal arrays, although linear arrays are more commonly found. The 
variety of antenna elements used in these arrays includes half-wave dipoles, monopoles and 
patch antennas. The use of an antenna array coupled with array signal processing presents 
the ability to mould the radiation pattern into a desired shape. Over the years a vast amount 
of different array signal processing techniques have been developed. These range from the 
simple switched-beamforming methods [1]- [6] to the more complex adaptive processing where 
the array can be designed to adapt to changes in the environment in real time [7]- [9], as well 
as the more recent multiple-input multiple-output (XIIMO) algorithms [10]- [13]. 
This chapter presents an overview of the benefits of spatial domain processing followed by 
a brief discussion on Uniform Linear Array (ULA) theory and the potential advantages of 
using Uniform Circular Arrays (UCAs). The chapter also illustrates the benefits of Butler 
Matrices and the underlying theory in array signal processing as well as some pattern control 
problems. 
26 
CHAPTER 2: Array Signal Processing 
2.1 Directivity, Beamwidth, and Sidelobe Level 
This sub-section outlines some of the useful measures often used in defining or comparing 
radiation pattern performance of arrays of different sizes, geometry or excitations. 
An isotropic antenna is an antenna which radiates uniformly in all directions. In actual fact, 
all real antennas have some degree of non-uniformity in their three-dimensional radiation 
patterns. A perfectly uniform radiation pattern is impossible to achieve. Directive gain is 
defined as the ratio of radiated power in a particular direction, and at a particular distance, 
to the power density radiated by an isotropic antenna at the same distance. Directivity is 
the term used for the maximum directive gain. Therefore directivity D is also defined as: 
4r JE(9o, 00)12 
D= 
fö' fö I E(Bo, 0o)I2 sin9 dB dO 
(2.1) 
where E(Oo, Oo) denotes the element far-field radiation in the direction (00i 00). 0 and 0 are 
the elevation and azimuth angles surrounding the element. 
In general, most array pattern manipulations aim to sculpt the radiation pattern so that it is 
concentrated into a single dominating "lobe". The width of this main lobe or beam is called 
beamwidth. The term is a measure of the angular width of the main beam, usually mea- 
sured at the half-power point, i. e., the angular value between two points on either side of the 
main beam, which are 3dB below the peak of the main beam. In a receiver array, a narrow 
beamwidth could be useful in determining the direction from which a signal is arriving from. 
Pointing a narrow receiving beam towards the direction of the transmitter also results in an 
increased gain for the desired signal, and a reduced gain for the undesired signal. Similarly, 
in a transmitter array a narrow beam is used to transmit signals towards a particular desired 
direction. The narrower the beam, the more accurate these operations would be. 
Sidelobe level is usually defined as the difference between the maximum sidelobe of the radi- 
ation pattern, to that of the main beam. In most cases, it is ideal to have low or no sidelobe 
levels as this suppresses the signals arriving from undesired directions. 
2.2 Array Beamforming Methods 
Generally, antenna array beamforming methods are divided into four different categories 
which are listed in the following subsections. These methods vary in complexity, cost and 
beamforming capabilities. The appropriate method of beamforming should be selected and 
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optimised according to the intended application. 
2.2.1 Switched-sector 
The simplest form of array processing is the . switched - . sector [14]- 
[18] mctliocl, where a 
switching network is employed together with an array of directional elements. Figure 2.1(a) 
illustrates an eight-element Uniform Circular Array (UCA) incorporating directiouiil pi tell 
elements, each forming a beam which covers a sector of the array plane. The switching 
network, as shown in Figure 2.1(b), identifies the element with the highest level of received 
power and appoints this element as the active element until another clcincut receives a higher 
received power. This is a very simple method of spatial isolation betweeii beaiiis as it does 
not involve any array radiation pattern beamforming, although evidently the degree of sep- 
aration is limited to the shape of the directional elements. 
2.2.2 Fixed beamforming network 
Fixed beamforming system consists of a beamforming matrix which forms a set of <N 
overlapping beams that. when combined together, result in continuous coverage of all , cavil 
larger than the beamwidth. An example of this is shown in Figure 2.2. Ali advantage of these 
beamforming matrices is that they are bi-directional, i. e. transmission through a receiving 
port corresponding to a particular beans pattern produces a transmit beam of the same shape. 
Receiver 










Figure 2.1: (a)Ei, ght-elr'7nen. t (CA switched sector: (b)5'witch. inrt naccha- 
nism for switched sector network 
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Figure 2.2: Overlapping beaans 
When the matrix consists of NxN orthogonal columns, the network produces N ortlugonal 
beams. The peak of each of these beam patterns correspond to a null in the other beam 
patterns. An example of a commonly used beaniforming matrix is the Butler t afri. r [1 ]- [2]. 
[19]- [21] which is discussed in more detail in the next. chapter. 
When implemented on its own. a fixed beamforming system includes it . s, uitchi. nq rncchaniSnr, 
that consists of an RF switch and control logic, in order to select the best beaus with which 
to receive or transmit. This system is also often called a . vv'itchcd bcainfOrinin. q Sy. stcnt 
[22] 
as shown in Figure 2.3. Switched-beans systems offer range extension as well as interference 
suppression in the directions away from the active beam. The beamformiug network iised in 
switched-beam systems may range from a simple algorithm to a more sophisticated one, de- 
pending on cost and expected performance level. The method gives a more flexible approach 
compared to the switched-sector as the beans positions are no longer limited to the direct io>>a1 
elements and the beamforming network can be used to specify the required beamwidth and 
sidelobe levels in order to achieve better performance. Examples of switched beauýfonuiiig 
application can be found in [1]- [6]. 
A drawback to the switched-sector and switched-beam systems is that a separate switching 
mechanism is required for each receiver. The systems are also unable to distinguish anY 
interference from a direction near to the desired signal. Furthermore, the received power 
from the user being served niaa vary due to scalloping 1 effect as the riser moves around. The 
amount of variation depends on the beam cross-over levels. However, it should he ilote(l 
that despite these disadvantages, a switched beam system and. to it lesser extent, a switched 
'Seal lopi. n. g is the rolling-off effect of the antenna pattern as a function of angle relative to a beaiii pat tern 
at boresight [22]. 
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Figure 2.3: Switched beamforming network [22] 
sector system, still bear the advantages of using an antenna array at the receiver/transmitter, 
including range extension and some interference rejection. It should also be noted that these 
systems are robust and low in complexity compared to the adaptive option. 
An orthogonal beamforming matrix may also be used in conjunction with an adaptive array 
processor in order to improve the performance of the adaptive system. In this case, the fixed 
beamforming network provides an additional filtering mechanism which reduces interference 
from directions away from the desired signal. By doing this, dynamic range requirements on 
the down conversions are relaxed [22], thus reducing the complexity and cost of an adaptive 
array system. 
2.2.3 Phased Array 
In addition to switched beam and adaptive antenna arrays, another array technology which is 
widely used is the phased array technique [23]- [28]. This technique uses only phase weights, 
ß,,, that are adjusted to allow beam steering, while amplitude weights, a,,,, are kept constant. 
This technique bears the advantage of the ability for continuous beam scanning at a com- 
plexity that is similar to a switched beam system. Furthermore, the phase weighting system 
can easily be deployed through the use of readily available RF hardware. The drawback to 
this system is the fact that there is no mechanism for coherent combining of multipath signals. 
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2.2.4 Adaptive beamforming 
An adaptive beamforming system (Figure 2.4) provides a slightly more complex yet more 
powerful method of array processing, compared to the techniques that have been discussed 
so far. It uses an iterative algorithm that adjusts the weight vector, Wk, e for the (k - 1)th 
signal with each iteration process, i, in order to maximise the output signal performance. 
When a desired signal impinges on the array at an angle Bd and an undesired signal arrives at 
an angle O, , an adaptive array would steer the main 
beam towards Od and a null towards O. 
[29] presents an introduction to the adaptive array theory. Several adaptive algorithms [30] 
- [37] have been developed in the past years. Applications of adaptive arrays are described 
in [7] - [9]. 
Two of the most popular adaptive beamforming techniques are the Minimum Mean Square 
Error (MMSE) [35]- [37] and Least Squares (LS) methods [38]- [40]. These two techniques 
minimise the square of the difference between the array output, E(t) = wLt u(t), and the 
locally generated desired signal dk (t) for each of the kth users being served by the array. 
A training sequence is used in order to estimate the channel behaviour. This information, 
which is usually transmitted as preamble symbols preceding the data symbols, is available 
to both the transmitter and the receiver [41]. 
Decision-directed adaptation provides an alternative to the use of training sequences. The 
technique reconstructs the estimates of the desired signal samples, dk, i, based on the array 
and signal demodulator output. The technique requires no prior knowledge of the transmit- 
ted data, thus no training sequence is needed. However, depending on the Signal to Noise 
and Interference Ratio (SNIR), errors at the demodulator may distort the reconstructed es- 
timate, thus a poor weight solution may be reached. An adaptive system may use both 
training sequence and decision-directed adaptation in order to reach a better solution. 
The behaviour of adaptive antenna systems depends on the presence of coherent and inco- 
herent multipath signals. When multipath components are coherent, the system is able to 
combine these components, taking advantage of path diversity. On the other hand, incoherent 
multipath components are treated as separate signals. The system chooses the component 
with highest power and form nulls in the direction of the other components. 
Several other techniques have been developed that do not require any training sequence. 
These are referred to as blind adaptive algorithms, and is desirable since the use of a training 
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Figure 2.5: Linear array configuration 
antenna elements are ideal isotropic elements with identical radiation patterns, Eelec(0,0)" 
In this case the elements do not couple with each other. Wave theory suggests that when a 
signal, Erad, impinges on points A and B as shown in Figure 2.5(b), there is a phase difference 
A4) of: 
04D _o= kd (2.2) 
where Xo is the free-space wavelength, d is the inter-element spacing and k is the free-space 
wave number of the centre frequency. It therefore follows that the phase difference between 
adjacent elements of the array in Figure 2.5(a) is: 
A-1, =kd sing sing (2.3) 
The total received signal is therefore: 
N-1 N-1 
E(9,0) = 
1: Eelec(eý ý) ej- 
kdn sinO sin¢ = Eelec (e10) 
1` ejkdn sing sino 
n=0 n=0 
(2.4) 
The second part of equation (1.3) is called the array factor which contains details of the 
element location and excitation. Ideal array pattern synthesis is achieved by altering this 
array pattern. 
Since in this case the amplitudes of the fields from the elements are assumed to be identical, 
it is taken as unity. Linear array beamforming is limited to the plane of elements, i. e. 
0= 90° in Figure 2.5. Consequently, the 0 dependence on equation (1.3) may be omitted. 
By substitution and moving the phase reference point (currently at element 1) to the centre 
of the array, the array factor, Earray, can be written as: 
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sin( Nkd2sinO ) Earray(e) 
Nsin(kd2nO) 
(2.5) 
It can be seen that that the function of Earray is similar to that of a sinc function. Figure 
2.6 shows the shape of far-field2 radiation pattern of a 16-element uniformly-weighted linear 
array generated in MATLAB, with element separation d= A/2. 
2.3.1 Choice of Element Separation 
The choice of inter-element separation is key to the design of a linear array. An increased 
element separation creates multiple lobes in the array radiation pattern Ea, rra, y [53]. The 
far-field radiation pattern is a Fourier transform of the antenna aperture excitation. In the 
case of a discrete array, the array pattern is a Discrete Fourier Transform of the excitation 
of the array. When the element separation is too large the aperture becomes under-sampled, 
therefore creating grating lobes. Grating lobes occur when both the sin term in equation 
2.5 equal to zero. In this case, the element separation becomes too large and the aperture 
becomes under-sampled. It follows that the element separation is required to be d<2 in 
order to produce only one beam in the 'visible' space, defined by -900 <0< 900. 
The inter-element spacing may be used as another perturbating variable in the array pat- 
tern synthesis in order to achieve the required beamwidth and sidelobe levels. In the case 
of applications of antenna arrays in Radio-astronomy, large spacings are used in order to 
obtain many grating lobes with narrow beamwidths [53]. Element separation also affects 
the directivity of the array pattern. At larger spacings, directivity increases until d 2A. 
Beyond this point, directivity drops and second-order grating lobes appear. When d<2, 
superdirectivity [53] may occur. 
2.3.2 Pattern Synthesis 
Linear array pattern synthesis has attracted much attention over the past years. As a result 
to this, a wide range of ideal array3 pattern synthesis techniques are now available with 
plenty more being researched. This section provides a brief overview of some of the more 
common pattern synthesis techniques. 
2The far-field region is discussed in Appendix A. 
3Ideal array is defined as an array consisting of ideal elements as described in section 2.3. 
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Figure 2.6: Linear array far-field radiation pattern 
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Array beamforming is achieved by applying different amplitude and phase weightings to 
individual array elements before they are summed together to produce the array radiation 
pattern. This is shown in Figure 2.7. Amplitude weights, an, are used to alter the shape of 
the beam pattern while phase weights 33,, are used to alter the direction of the main beam. 
The art of beam shaping is essentially choosing the right weights in order to achieve the 
desired array radiation pattern. The simplest pattern synthesis method in order to form a 
main beam in the Bo direction is by applying a progressive phase shift of 
, ßn = -k d sin. 9p (2.6) 
thus aligning the phases of all the individual elements in the direction of 00. 
Schelkunoff [54] defines the array factor of an equispaced linear array as a product of its 
roots: 
N-1 N-1 N-1 
E/ B, jý ejkdnu =j 
[ý an =ý (a - an) 
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Figure 2.7: Amplitude and phase weightings 
where u= sing and a= ej1du and a,, are the array factor roots. The choice of element 
weights is equivalent to placement of the roots of this polynomial. These roots correspond 
to the nulls in the radiation pattern when they appear on the unit circle. 
Dolph [55] developed the Dolph-Chebyshev synthesis technique which uses Chebyshev poly- 
nomials and yields a radiation pattern with sidelobe levels of equal amplitudes, as shown in 
Figure 2.8. The synthesised array has optimum characteristics in that the sidelobe level is 
the lowest for a specified main beamwidth, or the main beamwidth is the narrowest for a 
specified sidelobe level. However, as pointed out by Riblet [56], this is only true when d>2 
for Oo =2 and d>ä for 80 = 0. However, aperture distribution in this technique may 
exhibit large peaks at its ends in attempt to obtain sidelobes that are the same level. Thus, 
the required element excitations may be difficult to achieve in practice. 
Pattern synthesis of continuous linear sources has been presented by Taylor [57], which is 
a modified version of Dolph's synthesis with a modified requirement on the sidelobe level. 
This technique has been more widely used in comparison to the Dolph synthesis due to the 
fact that it is more physically deployable. However, this synthesis only holds the inner-most 
sidelobe level at the defined level while the others decay in aü envelope where u= sing. 
Further, the technique also has slightly higher sidelobe levels and wider main beamwidth. 
Every suppressed sidelobe incurs a cost to the main beamwidth, even though in some cases 
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Figure 2.8: 16 element array with 25dB Dolph Chebyshev radiation pattern 
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some cases some directions in space may not be as important as others. In order to address 
this, Taylor patterns can be modified so that sidelobes may individually have different arbi- 
trary heights. [58] - [60] present more detailed discussions on Dolph and Taylor techniques, 
together with several numerical and graphical examples. 
The Bayliss theorem [61] provides a similar approach to the Taylor pattern except that it 
produces a symmetric difference pattern with twin main beams surrounded by sidelobes 
that diminish as Jul-' as oppose to sum patterns in the Taylor approach. Similarly, the 
continuous aperture may be root matched according to Schelkunoff unit circle to produce 
discrete element weights and arbitrary sidelobe topography may be deployed when necessary. 
In some cases such as the airport beacon antenna, it is necessary to produce a radiation 
pattern without nulls in order to be able to maintain communication in all directions. In 
such cases, the Woodward-Lawson [62]- [63] method may be used. The technique utilises a 
sum of N orthogonal sinc-like patterns, each adjusted in phase and amplitude in order to 
produce a main beam peak in the direction where all the other patterns have zeros. The 
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outcome of the sum pattern is a single (omni-directional) main beam and no sidelobes. 
Constrained synthesis adopts certain constraints as described in [53]. These constraints may 
be in terms of sidelobe levels, null placements or null broadening. More importantly, this 
technique is available for phase- or amplitude-only pattern synthesis. This is particularly 
useful for corporate feed structures where available element weights that can be applied are 
restricted. Adaptive array theory has vastly developed over the years and are increasingly 
widely used in wireless communication. Adaptive arrays [64]- [69] can place a beam in the 
direction of arriving signal and a null in the direction of high interference, and the pattern 
can automatically adapt to changes in the signal environment. There are also a large variety 
of optimisation techniques devised for linear array pattern synthesis [70]- [75], including the 
use of genetic algorithms [76]- [78]. These methods are evidently more costly compared to 
the non-adaptive methods. As the work presented in this thesis is mainly concentrated upon 
finding a low-complexity method to indoor wireless communications, adaptive techniques are 
not greatly considered. 
2.3.3 Butler Matrix for Uniform Linear Array 
Various array feeding methods such as the Butler [79]- [80] matrix and the Blass [81] matrix 
have been developed to generate several simultaneous beams directed at different angles. This 
is performed through the use of a matrix network. With these methods, each port feeding 
the matrix is connected to a receiver or transmitter depending on whether the antenna array 
is used for receiving or transmitting. Each receiver will then only receive signals from only 
one beam and each transmitter will generate one beam through that port. Alternatively, 
all the beams will be illuminated simultaneously when a transmitter power is distributed 
equally and in-phase among all the ports. This results in a radiation pattern which is a 
phasor addition of all the individual beam patterns. When the transmitter power is divided 
unevenly across the port, the overall far-field pattern will be adjusted accordingly. 
The most well-known matrix feeding system used in array beamforming is the Butler matrix. 
This matrix may be applied to any number of elements, N, that equals to 21, where x is any 
positive integer. The matrix, with m ports, performs a Fourier transform on the signals and 
produces m orthogonal beams, where m< 2". Figure 2.9 illustrates the semantic diagram of 
a Butler matrix applied to an 8-element array. It contains hybrid couplers and fixed phase 
shifters, denoted by circles and squares respectively. The phase shifters are illustrated as 
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IR 
Figure 2.9: 8x8 Butler matrix 
1L 
multiples of 7r/8 radians, the multiplying factors denoted in the diagram by the numbers 
above the phase shifters. The labels on the output ports correspond to the beams generated 
by illuminating these ports, as illustrated in Figure 2.10. L and 1Z stands for left and right 
respectively. 
The ability of the Butler matrix to form orthogonal beams makes it a desirable technique for 
multiple beamforming. The peak of each beam points in the direction where all the other 
beams are at a null. Shelton [82] shows simple transposition on the elements of a linear array 
fed by a Butler matrix in order to improve the sidelobe level without significant degradation 
of the other array characteristics. A Butler matrix can easily be manufactured as simple 
transmission lines on a printed circuit board and therefore the cost of production is low 
and the dimensions limited, depending on the size of the matrix. Reference [83] presents 
the design and realization of a double four-port Butler matrix etched on both sides of the 
suspended stripline substrate in order to reduce the size and the losses of the network. The 
complexity of Butler matrix, however, greatly depends on the size of the antenna array. 
2.4 Planar Arrays 
In principle, planar arrays [84] allow control of the far-field radiation pattern in all direc- 
tions, which may be required in certain applications such as military and radar purposes. 
4L 3R 2L 2R 3L 4R 
O 
3dB Hybrid couplers Q phase shifter, Nx td8 
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Figure 2.10: Beam pattern from 8-element Butler matrix array 
The elements in a planar array may be arranged in a variety of ways. The simplest is shown 
in Figure 2.11 where N= Al and element separations are identical along the respective axis. 
Array elements are placed on a regular grid in the x-y plane and the z plane is used to 
represent the array boresight. The inter-element separations are described by d., and dy. 
The configuration shown in the diagram is often called a square lattice array. Other types of 
configurations include rectangular lattice, hexagonal lattice and triangular lattice. The planar 
array theory is generally derived from the linear array concept, thus much of the linear array 
concept can be readily applied to this type of array. 
The array factor for a square lattice array may be written in the form: 
M-1 N-1 
E(6,0) =E1: an, me, 




u= cos ryy = sin 0 cos 0 (2.9) 
v= cos = sin 9 sin q5 (2.10) 
and and 0 n,. n. are the amplitude and phase weightings respectively. 
When an, m = a,, a,,, and Qn, m = n, Qm + mßy where Qx and fly are progressive phase shifts 
between elements in the respective directions, the array factor becomes the product of two 
linear arrays. Assigning an, m = 1, and assuming ideal elements where amplitude and phase 
responses are identical, this becomes: 
sin(2 (kdxu + Qom)) sin( 2r (kdyu+, 3 y)) E(8, ¢) =N 
sin(2(kdýu = Qy)) Af sin(2(kdyu = Qy)) 
(2.11) 
40 
CHAPTER 2: Array Signal Processing 
Z 
X 
Figure 2.11: Geometry of a rectangular lattice array 
The progressive phase shifts, fl., and Q,, required to steer the main beam to the direction of 
(60, Oo) can thus be found by 
Q,, = -kd,, sin 6o cos 00 (2.12) 
f3 = -kd, sin 6o sin ¢o (2.13) 
Element separation is an important factor in the design of planar arrays. A rectangular lat- 
tice behaves similarly to a linear array [84]. An element separation that is too large produces 
additional grating lobes in the radiation pattern. A method for analysing the grating lobe 
behaviour of a planar array has been developed by Von Aulock [24]. 
2.5 Ideal Conformal Array 
In some cases the planar array structure may not be practical in terms of its mounting pur- 
poses and application. Furthermore, the maximum scan angle of a planar array is limited to 
maximum 60° from boresight [85]. As a result, arrays which are non-planar but are conformal 
are desirable in several applications. 
A conformal array is often defined as an array whose elements are flush mounted on a non- 
planar surface [85]. Due to their geometry, conformal arrays generally require more complex 
analysis compared to their planar and linear counterparts. Due to revolutionary new designs, 
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antenna engineers are now able to install conformal arrays which are up to a few inches thick, 
directly on the skin of an aircraft. The most advanced conformal arrays are load-bearing 
arrays, with elements embedded flush with the aircraft skin. These can be designed to bear 
high dynamic mechanical loads while radiating or receiving electromagnetic energy. Flush- 
mounted arrays are also attractive to many airbourne applications as they eliminate the 
disadvantage of additional additional drag otherwise introduced by planar arrays. 
Figure 2.12 shows the geometry of an arbitrary array. The far-field radiation pattern of 
arbitrarily-positioned array elements may be represented by 
E(e+ E wnE"lec(6º O)ejk'r"r" (2.14) 
n 
where E lec(9,0) is the individual element pattern, w,, denotes the complex weighting func- 
tion, and 
"r=xu+yv+zcos B 
rn = 7Cxn +Yyn + Zzn 
(2.15) 
(2.16) 
rn represents the position vector of the nth element from the origin 0 and 0 represents a 
unit vector. In general, each element in a conformal array configuration faces a different 
direction. As a result, the element pattern has to be included in the array pattern, as shown 
in Equation 2.14. 
2.5.1 Pattern synthesis for conformal array 
Pattern synthesis for conformal array is generally more complex than its linear and planar 
counterparts due to the non-identical shape of the individual element patterns. The simplest 
way of conformal array pattern synthesis is co-phasal excitation, which is also applicable to 
any other array geometry. The method utilises simple phasing of the array elements in order 
to produce maximum radiation in the direction of (60,00). The weighting function is given 
by 
wn = e-jkr. rn (2.17) 
The weighting function can also be designed to include the amplitude variations in the 
individual element patterns, thus 
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Figure 2.12: Arbitrary array geometry 
wn = (E iec(eo, Oo)) *e 7kr'r^ (2.18) 
where (*) denotes the complex conjugate. 
A technique called the projected planar array (PPA) [86] has also been developed for simple 
pattern synthesis. It involves the projection of conformal array elements onto a plane normal 
to the array boresight. Traditional planar array pattern synthesis can then be performed onto 
the projected conformal array and element weightings applied. However, this technique may 
present significant inaccuracies with array of large curvatures. Sullivan [87] also reveals that 
the sidelobe levels obtained by this technique is also lower than sidelobes from the original 
conformal array. Other methods [88]- [91] have also been developed for low sidelobe pattern 
synthesis of arbitrary conformal arrays. 
2.5.2 Uniform circular array 
The most significant form of conformal array is the uniform circular array (UCA). Although 
most of the research relating to array theory have been applied to communications systems 
since the late 1930s, circular arrays have received far less attention compared to the linear 
and planar counterparts. It is only in recent years that there has been a significant increase 
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in research for the application of circular arrays in direction finding systems. The circular 
array has been of particular interest to the author mainly because of its ability to cover the 
entire 360° of the azimuth angle as oppose to linear arrays, whose patterns are very limited 
in the ±90° regions. 
Aside to the great advantage of 360° coverage, assuming good manufacturing tolerance, the 
symmetrical property of circular arrays also allows them to compensate for mutual coupling, 
whereas linear arrays require additional processing for this purpose. The array excitation can 
also be broken down to a series of symmetrical excitations around the array. However, the 
nature of the array geometry presents a complication in itself in that each individual element 
faces different directions. Davies [92] discusses the use of phase-mode excitation for circular 
array and outlines that through the use of a simple matrix network coupled with a set of 
compensating weights a circular array can be manipulated to behave like a linear array. Any 
linear array pattern synthesis method can then be applied to the system. A further advan- 
tage of this theory is that the main beam can be electronically steered towards any direction 
in the 3600 array plane merely by adjusting the progressive phase shift around the array. 
This presents the possibility to design a cost-effective solution for wireless communication 
systems. More detailed discussion on uniform circular array theory is presented in the next 
chapter. 
2.5.3 Other conformal array types 
As well as UCAs, the semi-circular arc array is also a common type of conformal array. 
Pattern synthesis of a small-radius semi-circular arc array is similar to that of circular array, 
however in this case edge elements introduce additional mutual coupling which alters each 
element's radiation pattern. On the other hand, a large-radius curvature arc arrays are often 
treated similarly to linear arrays. 
Another type of conformal array is the cylindrical array, an example application of which can 
be found in [93]. In this example, a 24-element cylindrical array is applied in the medical 
field as a method called 3D Hyperthermia, which is a tumor control therapy. The method is 
especially designed for treating tumor in hard-to-reach areas. In this application, 24 dipole 
antennas are mounted in three sets of 8-element circular arrays. Driven by a 12-channel 
generator, the array provides unique pattern-shaping capabilities through amplitude and 
phase weight adjustments in each channel. This allows electromagnetic waves to be focused 
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3-dimensionally onto the tumor area. 
2.6 Practical Applications of Spatial Domain Processing 
A typical application of antenna arrays is ground-based radar arrays [94], which has employed 
antenna array technology over a number of years. Other deployments of spatial domain 
processing includes medical, seismic as well as sonar applications. Today, antenna arrays 
are also widely used in many wireless communication systems. ArrayComm's [95] licensed 
antenna technology for PHS which provides 9x greater capacity compared to the standard 
PHS network, has been in use since 1995 in the Asian market, where 250,000 base stations 
have been deployed. Similarly, their European GSM base stations incorporating smart an- 
tenna techniques also provides up to 400% capacity increase compared to standard GSM 
networks. The company's IntelliCell technology also claims up to Gx increase in capacity in 
its Wideband CDMA (WCDMA) application. Roy [96], [97] describes how ArrayComm's 
Intelicell smart antenna technology can increase spectrum efficiency. 
Among the recent developments, the WiMAX Forum Mobile Task Group [98] have adopted 
both MIMO and adaptive antenna modes in the requirements for the IEEE 802.16e. Wireless 
LAN access point devices are now also starting to deploy antenna array technology. Ruckus 
Wireless' Smart Antenna technology for Wi-Fi devices, BeamFlex [99], is adaptable to any 
standard 802.11 a/b/g/n chipset and is said to offer over 3x performance improvement and 
an 8x expanded coverage for 802.11g/a networks. The ever-growing Direction of Arrival 
(DoA) estimation techniques, with algorithms such as MUSIC [48]- [49], SAGE [100]- [101] 
and ESPRIT [50]- [52], are also used in cellular communications as well as radar, seismic and 
military applications. 
2.7 Discussion 
A brief look of different types of antenna arrays has been presented in this chapter, including 
some of the existing radiation pattern synthesis methods. It is apparent that the pattern 
synthesis of linear arrays are more widely reported and by far the simplest among its coun- 
terparts. However, linear array technology is limited by the fact that it is only capable of 
serving a fraction of the azimuth plane at a time, thus limiting coverage area and possibly 
increasing costs due to the need for larger number of base stations to achieve total coverage 
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of a given area. 
The following chapter takes a closer look at circular arrays and their pattern synthesis. 
Evidently, this is a less-researched area of array pattern synthesis as there is very limited 
knowledge on this type of array. However, the author feels that the promise of 3600 coverage 
of the azimuth plane earns circular array the rights for a closer evaluation. 
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Chapter 3 
Uniform Circular Array 
Circular arrays have received far less attention from the wireless industry in comparison to 
that of linear arrays, hence there is currently very limited understanding of the circular array 
properties and behaviour. However, circular arrays have a tremendous advantage over their 
linear counterparts as their symmetry allows beam steering across the 3600 azimuth angle 
without any significant degradation to the beam patterns. On the contrary beam patterns of 
linear arrays deteriorates as the main beam is steered away from broadside. The symmetrical 
property of circular arrays, in theory, also allows them to inherently compensate for mutual 
coupling without the need of further calibration. The array excitation can also be broken 
down into a series of symmetrical excitations around the array. In general, the task of pat- 
tern synthesis in circular arrays is not as simple as it is for linear or planar arrays due to the 
complexities presented by their geometry, explaining the lack of development in this area. 
The research presented in this thesis is driven by the fact that a vast amount of potential 
applications of such arrays exist due to its 360° coverage capability outweigh the complexities. 
This chapter addresses the uniform circular array (UCA) theory, including its geometry and 
pattern synthesis. Ideal arrays are used in order to simplify and better understand the circu- 
lar array analysis. In this case each element is assumed to have identical radiation patterns, 
Eelec(O, O), unless otherwise stated. Ideal arrays have a uniform inter-element spacing, d or, 
in the case of circular arrays, radius R. Further, it is assumed that there is no mutual cou- 
pling or any other interactions between the array elements. The analysis commences with 
the application of beam co-phasal and phase-mode UCA beamforming methods onto ideal 
arrays. The UCA geometry such as radius, R, number of elements, N, and the type of an- 
tenna elements used in the array are analysed in order to gain a better understanding of the 
UCA behaviour. An optimum geometry is then formulated for low-cost applications. The 
application of the Dolph-Chebyshev excitation method [9] for UCA beamforming and the 
56 
CHAPTER 3: Uniform Circular Array 
use of a Butler matrix [1] for UCA phase mode excitation is presented, including a method 
for modifying the matrix to suit its purpose in this case. The chapter concludes with a 
description of various UCA applications. 
3.1 Circular Array Theory 
The geometry of a circular array is shown in Figure 3.1. The circular array elements are 
uniformly distributed around the array circumference. For monopole elements, a flat circular 
ground plane is often usedl, whereas a cylindrical ground plane is often used for mounting 
patch antenna elements2. The physical dimensions of these patches in turn sets a limit 
to the minimum array radius that can be achieved, however the presence of a cylindrical 
ground plane isolates the element radiation patterns so that very little signal is radiated 
in the direction beyond -90° <p< 90°. Back-to-back elements are then prevented from 
interfering with each other. The array radiation characteristics are dependent upon the array 
radius, element type, number of elements and the ground plane geometry. In this section the 
individual element patterns are assumed to be ideal directional patterns of with amplitudes 
_ EelecV 
coscp -90° < co < 90° (0 
otherwise 
(3.1) 
where cp is the angle relative to the arbitrary reference, i. e. (0 - cp,, ). 
Based on the same principal outlined in Chapter 2, the radiation pattern of a circular array 
can be described as: 
n 
E(9,0) = 
1: w nI 
An(ee 45 - Vn)I 
jkR cos(O-cpn) sinB (3.2) 
An is the nth element pattern, Vn is the position of the nth antenna element with respect to 
the arbitrary reference point usually taken in the center of the circle, k is the wave number 
k=7, and R is the circular array radius. wn represents the weighting function applied 
to the nth element of the array. Research presented in this thesis is based on 2D azimuth 
pattern synthesis (i. e. 0= 90°, therefore the sin(O) term in equation 3.2 is eliminated from 
further equations. 
'See Figure 4.2 
2See Figure 4.7 
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Arbitrary reference 
axis 
Figure 3.1: Circular array geometry 
3.1.1 Beam Co-phasal Excitation 
Beam co-phasal excitation is the simplest method of circular array excitation. In this method, 
each antenna elements' phase is altered to produce a radiation pattern with a main beam 
directed towards 00. This method does not allow sidelobe levels or array beamwidths to 
be specified. Davies [2] pointed out that for UCAs consisting of very large number of omni 
directional elements, the co-phasal excitation should be 
w(ca) = e-jkR cos¢ (3.3) 
and the resultant directional pattern can be expressed as 
E(cp) = Jo (2kR sin 2I. 
(3.4) 
Davies also suggested that an inter element 
`spacing 
d of < )/2 is employed. This corresponds 
to R= NA. However, Davies' theory is limited in that the UCA is required to have very large 
number of elements. For discrete UCAs, the co-phasal weight w,,, for the individual elements 
is given by 
-jkR cos(Oo-Wn) wn=e (3.5) 
58 





(7 -20 m 
¢ 
-25 













































------- R. Nl/4a 1; " ll'i 
-50 0 50 100 
Azimuth (degrees) 
ýý ý, ý, 5 
1 150 
Figure 3.2: Cophasal Excitation for 16-element omnidirectional UCA with 
R= äý and R= Ropt 
Furthermore, it is found through rigorous simulations involving a range of values of Ii, that 
for discrete UCAs, a maximum radius of 
R=Ropt=NA (3.6) 
should be used in arrays with Beam Co-phasal excitation in order to obtain an array pattern 
with tapered sidelobe patterns similar to the J0(x) distribution where the highest sidelobe 
levels occur at the first pair of sidelobes, and the distribution decreases in a monotonic be- 
haviour away from the main beam. Figure 3.2 illustrates a 16-element omni-directional UCA 
with R=R. Pt and R= 
4A 
. It can be seen that although the two radii yield first SLLs of 
the same level at -8dB, the beam pattern obtained with R= Ropt shows a decaying pattern 
as described above, whereas the pattern obtained with R= äý produces two sidelobes, each 
of -8dB height, in the directions = ±160°. 
In practical applications, omni-directional UCAs suffer considerably from mutual coupling 
effects as the elements are exposed to each other. These effects, the extents of which are 
also dependent upon the size of the ground plane and the array radius, can be minimised by 
using directional elements. 
Figure 3.3 illustrates the result of applying the beam co-phasal method to a 16-element ideal 
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UCA with positive cosine elements. In this case 00 is set to the array's boresight and the 
array radius set to R= Rat and R=N, AI, for comparison purposes. It can be seen that the 
pattern produced with radius R= Rat yield SLL that is ^ý 3dB lower than that of R=4 
It is also evident in Figure 3.3 that by using directional elements, the system has lost its 10(x) 
-shaped distribution. Further, it is apparent that this method is only capable of achieving a 
sidelobe level of -8dB below the main beam peak, thus may not be sufficient for use in 
multipath environments where unwanted signals arrive from a number of different directions. 
An improvement to this technique can be achieved by taking into account the amplitudes of 
each individual element radiation patterns at 00. Thus, the improved weights are given by: 
w,, = IAý(Vo)I e-jkR cos(Oo-ýIn) (3.7) 
where IA7, (cpo)l is the amplitude of the nth element pattern in the direction of cpo. This 
method is often termed the optimum SNR excitation. It effectively accounts for the ampli- 
tude variations in the individual elements. Hence the Optimum SNR method is not applicable 
to UCAs with linear amplitude element patterns. As can be seen in Figure 3.3, the sidelobe 
level (SLL) is now suppressed to -22dB relative to the main beam peak, giving a 14dB im- 
provement to the previous method. Experimental results of the Beam Cophasal and optimum 
SNR methods are discussed in Section 4.2. However, it should be noted that this method 
does not allow for SLL or beamwidth control. 
3.1.2 Phase Mode Excitation 
For certain applications which require low sidelobe levels, the use of co-phasal excitation 
may not yield satisfactory sidelobe performance, even with the improved method. Further- 
more, the sidelobe levels produced by the Beam Co-phasal and Optimum SNR methods are 
dependent upon the array manifold and the type of elements used. Beyond these criterias, 
the two methods do not allow for control over the sidelobe levels. Another available method 
for circular array pattern synthesis is the phase mode excitation method, as described in 
[2]. In this method, the circular array is transformed into a virtual array in order to make 
it possible to manipulate the radiation pattern in the same manner as with linear arrays. 
In order for the circular array to behave similar to linear arrays (and therefore amendable 
for spatial smoothing and the vast array of ULA spatial processing techniques), the steering 
vector of the virtual array, A(ý), needs to possess a Vandermonde3 structure 
A(O) = 
[e qv(o) 
ý e(9+1)v(o) ..., e(9+N)v(O)1 
T 
(3.8) 
3A Vandermonde matrix is defined by V1, j =4', for all indices i and j, where a is a complex number. 
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Figure 3.3: Cophasal and Optinauni SNR excitation for t li-eh"wrn/ (/CA 
with. R= Roar and R=-. and elem, (FI, t patty-rums as 
described in (4.1). 
where q is an integer and e(o) is an arbitrary one-to-one function of ý» in the field of ý"ieýý" [3I. 
The phase mode method was initially developed for it continuous circular apertill. c. The 
actual array is transformed into a virtual array by applying it spatial Fast Fourier 'I'i auisforiu 
(FFT). The excitation of the aperture F(,, 7) is described as a Fourier series equat iou 
M 
F'(, ý, ) =Z V1ýýrý (: ý. ý)) 
N1=-11 
These are the phase triode excitations of the array. L,, denotes the phase mode coeffiý rent. 
The far-field radiation pattern due to the in mode is given by 
1 2x j, nv JýAU cos(y Gti)] Am(y) - 27r 
j 
I ', j"'. I,,, (kR)c, '"'© (:;. 1O) 
J,,, (") represents the tnth Bessel function of the first kind. The fii. r-field radiation Imtterrn 
can therefore be described as a suin of 2N +1 spatial Fourier harmonics cinch excited to the 







(: i .11) 
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When V1, is chosen to be 
(kR) 
Vib 
jm Jm (3.12) 
where -M <m< Al and wm = 1, the total array radiation pattern produced is in the form 
of sinNo/sino which is the same as that of a uniformly-weighted linear array (Equation 2.5). 
The main difference with this pattern compared to that of a uniformly-weighted linear array 
is that this pattern is a function of ¢ which extends over the whole 360°, whereas in the case 
of linear arrays the variable 0 only covers 180° due to the difference in geometry. 
It should be noted that the phase-mode concept is based upon a continuous circular aperture. 
In reality, this is approximated by a discrete number of antenna elements. The excitation 
function is then sampled at the individual element locations. When an ideal UCA with 
omni-directional elements is considered while ignoring the effects inter-element interactions, 
Equation (3.10) becomes 
/ 
N-1 
Am Vme, ý2ami/Ne, jkrcos(o- N) 
vlv i=1 
(3.13) 
When elements each possessing a directional pattern Eetem(z/ý) are used to form the uniform 
circular array, they are generally pointing radially outwards from the array so that each 
directional pattern is pointing at a different direction to another. In terms of its Fourier 
components, 
p 
ý/i Eelem(ý) = Bnýn 
n=-p 
(3.14) 
where p denotes the maximum spatial harmonic of the element pattern and B,, is the nth 













When Va = w,,,, / I Pm! a ? 1m is chosen, linear array weights can be applied to the phase mode 
excitation. 
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Discussions presented in the remaining of this chapter correspond to phase mode UCA pattern 
synthesis method. Experimental results obtained through the use of phase-mode excitation 
method and a couple of practical arrays are discussed in Section 4.3. 
3.2 Array Geometry 
3.2.1 Choice of radius 
Davies [2] suggests that for small radii, only a few modes can be excited since the values 
of J, (kR) are very small for large values of m. Higher-order modes cause very large phase 
shifts around the array, which effectively cancel radiated signals in all directions. The highest- 
order mode which can be excited is m -_ ±(kR), as excitation of modes much higher than kR 
corresponds to superdirective conditions. It therefore follows that there should be N> 2kR 









Now, for lower order modes where m< kR, the asymptotic expansion of the Bessel function 
is 
cos (kR'z - '"" Jm(kR) 42 ; kR 
2 
(3.19) 




where x is an integer. Combining equations 3.17 and 3.20, x<N therefore the maximum 
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where Rpt is the optimum radius of a discrete UCA, which agrees with the criteria for opti- 
mum radius for Space Alternating Generalised Expectation (SAGE) [5] algorithm purposes 
described by C. M. Tan et al [6]. 
Figure 3.4 illustrates the pattern produced by an ideal omni-directional 16-element UCA 
with 0.5A, 0.8A, A, 1.2A, 1.5\ and 1.8A radii. The figure shows that up to R=A, the shape 
of the radiation pattern resembles a sinc function with decaying SLL and the highest SLL 
appearing directly on either side of the main beam. Beyond R=A, the pattern no longer 
possess this property and eventually the SLL begins to increase. It should be noted that 
although the radiation pattern of R=0.5A behaves similarly to that of R=A, in practice, 
depending on the physical dimension of the antenna elements, the former may not be possible 
to manufacture due to size constraints (For this reason, radii < 0.5A are not considered in 
Figure 3.4). Mutual coupling will also take more effect since the elements are closer together. 
Further, the SLL pattern of R=A decays faster and therefore its front-to-back ratio is larger 
compared to that of R=0.5A and R=0.8A 
3.2.2 Element types 
It can be seen in Equations (3.15) and (3.16) that the radiation pattern produced by phase 
mode excitation of directional elements does not only include a single Bessel coefficient as 
in Equation (3.13), it also includes a summation of coefficients corresponding to the Fourier 
series coefficients of each individual directional element pattern. Any shape of directional 
pattern, with zero spacing, yields a phase mode form which is free from any distortion terms. 
However, when discrete directional elements are employed, the sampling process introduces 
higher-order distortions to the phase mode pattern, i. e.: 
E(O) = 
ar 
E Vm IAmI ej(mo++Gm) . {. 
M=-Al 
00 




where N is the total number of elements in the array. It is therefore concluded that in the 
case of discrete arrays, directional elements can not be used to relax the inter-element spacing. 
The far-field directional patterns of two 16-element arrays with optimum radius are investi- 
gated. The first array consists of ideal omni-directional elements and the second array consists 
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Figure 3.4: 16-element UCA employing different radius 
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Figure 3.5: Phase-mode excitation on 16-element arrays with 1Z = Port 
of ideal directional elements with element patterns Eelec(V) _ (coscp). These patterns are 
presented in Figure 3.5. In this case, only the lower-order modes (m = [-4, -3,... 0'... 3,4]) 
are excited as suggested in section 3.2. It can be seen that the patterns are similar in terms 
of the number of sidelobes and their positions on the azimuth plane, however the pattern of 
the array with omni-directional elements makes a better resemblance of Figure 2.6 compared 
to that of directional elements. Further, the omni-directional UCA produces -13dB SLL 
and a front-to-back-ratio of .:: 18dB, which is significantly lower compared to the -8dB SLL 
and _-14dB front-to-back ratio produced by the directional UCA. Similarly, the depth of the 
first null produced by the omni-directional UCA is .: -MdB, which is . ^.: 47dB deeper than 
that produced by the directional UCA at -11dß. 
While the effects of mutual coupling may be limited through the use of directional elements, 
it should also be noted that when directional elements are employed, it is necessary for the 
ground plane to be of cylindrical shape, such as shown in Figure 4.5(a) and 4.7. In this case, 
the back elements cease to contribute to the array pattern due to shadowing effect caused 
by the ground plane structure. This is illustrated in Figure 3.6. 
Although phase-mode excitation remains a powerful tool for UCA beamforming, it may not 
I I I I I I 
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Figure 3.7: 8- and 16-element (a) ULA with d= . A/2: (6) IT CA with I? = 
Ropt; incorporating ideal omnidirectional elcmm'n. ts at 
120 180 
The Doll) h-Chebyshev approach has been widely known as one of the staiidbird nppronu ties 
to beanifortning problems. In this method, the array pattern is synthesised by defining fi 
maximum sidelobe level. However, the method has mainly been applied only to uniform 
linear arrays (ULAs) and therefore needs to be adapted for use with UCAs. 
Lau and Leung [7] proposes a Dolph-Chebyshev approach to synthesising LJCA arra; v pat- 
terns. In their approach to the array pattern synthesis, the transformation of the acti>al 
array to a virtual array as first proposed by Davies [2] is performed. in order to cot>vert the 
spatial response of the array to a Vandermonde structure that is similar to that of it Ii1. A 
and is therefore amendable to spatial smoothing. Dolph-Chebyshev array pattern synthesis 
can now be applied to the virtual array. Once the weights are calc>tlate<1, it is It() longer 
necessary to perform complex calculations when a different look direction is rect>uited. 't'his 
in turn saves computational time savings. The transformed data can theu also be nsed ill 
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other applications such as direction finding. The effects of known element patterns from the 
virtual array is also removed, thus allowing non-isotropic elements to be used. 
In their approach, Lau and Leung introduce a diagonal matrix, D, to the weight vector, w, 
that describes the Chebyshev shading that is applied to the array pattern. 
w=D Ä(qo) (3.23) 
where 00 is the steering angle of the array pattern and A is the virtual array response vector 
and D has the form 
D= diag(V rr, ..., V 1,2Vo, Vi,..., VAr) (3.24) 
The array response is therefore given by 
Al Al 
WHA(0) = 2Vp +E V_me-7m(00-0) +E Vme. im('0o-0) (3.25) 
m=1 m=1 










b2g = (-1)m-q 
s=m-g 2 s- m-I- q 
The Dolph-Chebyshev polynomials are defined by [8] 
T. (Z) cos(n cos-lz) 
IzI <1 
cosh(n cosh-Iz) IzI >1 
When applied directly to array element outputs, 
n= 
Al bi 
WHA(ý) =2 Vmb2q x2q(o) 
q=o m=q 
2N-1 f or even N 
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However, in this case the Chebyshev weights are applied to modal outputs which include 
zero mode. Therefore the value of n in this case is 2M. 
The Chebyshev polynomial of degree 2M in z with roots in the range -1 <z<1 can also 
be expressed in the form: 
Al 




z= zoXMI -zo <z< zo (3.32) 
Thus, substituting Equation 3.32 into 3.31 and equating the resulting polynomial with 3.26 
M 
2EV b2m o b'lm m2 z2q m2q 0 
m=q 
Dolph [9] reveals that equation 3.33 may be written in the form 
1 ar Vq = b2q 




Coefficients V. of the matrix D can now be solved for q=1, ..., Al in terms of zo, starting 
from q=M. 
zo can be chosen either by specifying the sidelobe level or the position of the first null. Spec- 
ifying the sidelobe level would minimise the beam width, whereas if the direction of the first 
null is specified, the sidelobe level is minimised. 
For the first case, the main beam height /3 is specified as a ratio between the main beam 
height and the sidelobe level of the Dolph-Chebyshev pattern. The value of zo is chosen to 
satisfy the relationship 
7'2M (z0)=ß>1 
and zo > 0. zo can then be computed using equation 3.30. 
The array radiation pattern is as follows: 
IWHA(O)I2 = IAH(0o)DA(O)I2 = IT2Af[zox(, O)]I2 " (3.35) 
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Figure 3.8: Chebyshev weights -20dB and -30dB SLL specification applied 
to ideal 32-element monopole UCA with M=4. Patterns are 
steered towards ¢o = 00 and ¢o = 120° respectively. 
Figure 3.8 illustrates Chebyshev weights applied to an ideal omni-directional UCA with 
Davies' phase-mode technique. Sidelobe levels of -20dB and -30dB and steering angles of 0° 
and 120° respectively are specified. 
In the second case, specifying the direction of the first null as 01, x° is defined by 
x° cos ui cos 
((00-01) 
1-1-\2J 
and zo is chosen as 
1 7r 
Z =x0-i cos zu 
It follows that 
ý äýr ýzox) = 7'2ýr I 
(cos 
41ý1 / xý J 
(3.36) 
The location of the first null, however, can only be specified for angles such that zo > 1. 
Smaller values are impossible to obtain. In Figure 3.9, the location of the first null is speci- 
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Figure 3.9: 16-element monopole UCA with M=7, with angle of first null 
specified at ±800 and ±400 
While the UCA and the ULA now behave similarly, it should be noted that the most sig- 
nificant difference is that UCAs are capable of serving the full 360° of the azimuth plane. 
Further, in the case of UCAs, there is no end-fire broadening of the main beam as would be 
seen in the case of ULAs. This is illustrated in Figure 3.10, where the the radiation pattern 
of a 16-element ideal UCA is subjected to -20dB SLL Chebyshev weights. 16 beam peaks are 
formed and steered towards different positions around the azimuth plane. The diagram vali- 
dates the fact that there is no broadening of the main beam at any part of the azimuth plane. 
It should, however, be noted that using these methods, the weighting function (3.23) is de- 
pendent upon the beam steering angle. Hence the array tapering function would need to be 
computed dynamically as the beam is steered around the array. 
3.4 Butler Matrix for Uniform Circular Arrays 
Research has shown that a Butler matrix network [1], which is conventionally used to pro- 
duce orthogonal multiple beams for linear arrays, may be used for exciting phase modes on 
a circular array as described in section 3.1.2. 
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Figure 3.10: Polar plot of 16 directional beams produced by a 16-element 
ideal UCA with -20dB SLL Chebyshev weights. 
The matrix shown in Figure 3.11 has X input ports and N output ports, with N<X. The 
output ports correspond to the array element ports and the input ports are the beam ports. A 






The array excitation i,,, is therefore the Fourier transform of the input signal äm 
1 br 




where M= (N - 1)/2. Similarly, when a Butler matrix is connected to a circular array, the 
X input ports correspond to mode ports. Hence a signal, an, arriving at the nth element 
port produces phase modes, äm, at the mode ports: 
1 i=n-1 
äm = an = ame, 
j21rm(i/N) (3.39) 
This is comparable to the first half of equation (3.13). 
Davies [2] pointed out that an NxN port Butler matrix may be connected to an n-element 
circular array so that its n input ports produce the correct array excitation for spatially 
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orthogonal set of n possible phase modes as discussed in section 3.2. This is illustrated in 
Figure 3.12. The Butler matrix effectively performs a Discrete Fourier Transform (DFT) 
to the array element patterns. The excitation of the mth input yields a phase difference 
of 2irm/N radians between adjacent output ports. Each excitation mode corresponds to a 
modal pattern corresponds to eimO and therefore can be used to synthesise a radiation pat- 
tern as described in equation (3.10). In other words, in its application to circular arrays the 
excitation of each input of the Butler matrix correspond to a phase mode excitation, there- 
fore theoretically any spatially band limited radiation pattern can be excited from a uniform 
circular array provided correct amplitude and phase are applied to the input ports. These 
weights are functions of the desired radiation pattern and the individual element patterns. 
Another important feature of Butler matrix feed is that in order to steer the main beam 
towards any direction 00, a linear progressive phase weight of (N - 1)Oo may be applied to 
the input ports in addition to the required amplitude and phase weights as described above, 
as shown in Figure 3.13. The output currents of a Butler matrix can be permuted cyclically 
by varying the phases of its input currents [10]. This is an attractive feature for circular 
array pattern synthesis, as it is no longer required for both amplitude and phase weights to 
be altered each time a different look direction is required. 
An advantage to this system is that the Butler matrix provides a transformation between 
the excitation techniques of linear arrays and those of circular arrays. The system results 
in a beam pattern which is amendable to spatial smoothing and to which any conventional 
linear array excitation can be applied. Unlike the method outlined in Section 3.3, the Dolph- 
Chebyshev beamforming technique can now be applied to UCAs without the need for dy- 
namic computation of the amplitude and phase weight function. The ease of which UCA 
beam steering can be performed through the use of a Butler matrix provides the main source 
of interest for the work presented in this thesis. 
Since constant phase shift over the frequency band of interest is required in phase mode 
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Figure 3.12: Butler matrix applied to uniform circular array 
excitation, only the Butler matrix configuration can be used. Other networks such as the 
Maxson matrix and lens configurations are based upon time delay compensation. The Butler 
matrix would have to be suitably modified for wideband operation. Foti and MacNamara [11] 
presents the design of octave-bandwidth stripline Butler matrix using single section Schiff- 
man lines and three-branch branch line couplers augmented by Schiffinan lines. The use of 
tandem couplers and multi-section Schiffman lines are discussed for multiple-octave opera- 
tions. [12] presents sectoral phase modes and superresolution techniques to circular arrays 
which are both usable over broad bandwidths of two octaves or more using digital filtering 
techniques in order to compensate the phase mode variations as a function of frequency. The 
application of Butler matrix on 32-element UCA is discussed in detail by Sheleg [13]. In 
this paper, Sheleg demonstrated how Butler matrix can be used to produce narrow beams 
(100 - 11.5°) with sidelobe levels of -19 to -21dß. However, it should be noted that the ap- 
plication presented in [13] involves 32 elements and 32 x 32 Butler matrix, which is complex 
to manufacture. Furthermore, it is also shown that the mode patterns that do not compare 
with the theoretical patterns due to phase and amplitude errors. These errors can also be 
seen in the analysis presented in the next chapter, and are tackled in Chapter 5. 
3.5 Modifications to Butler Matrix 
Wax [14] pointed out that a virtual array smaller than the size of the actual array is nec- 
essary if the number of elements, N, is even. Choosing Al =2 would yield phase mode 
contribution corresponding to m= -1 that is identical to the contribution from m=0, 
75 
CHAPTER 3: Uniform Circular Array 
N-element circular array 






Figure 3.13: Application of linear progressive phase weights to Butler ma- 
trix feed system 
which results in an error. 
For an N element array where N is even, it is therefore necessary to employ an NxN Butler 
matrix, with one of the output ports terminated using a 500 load, as described by Sheleg [15] 
and illustrated in Figure 3.14. Due to the circular geometry of the array, the choice of port 
to be terminated does not affect the resulting patterns. However, this approach introduces 
deviations in the resultant radiation pattern due to the terminated port, which now creates 
a symmetrycal imbalance. However, it should be noted that this termination process by no 
means waste the received power of one of the UCA elements as all the received power from 
every single element of the UCA is distributed among the ports within the Butler Matrix. 
The most common size of a Butler matrix is 24 x 21 where x is an integer. Shelton [16] 
proposes the use of three input - three output as well as four input - four output junctions 
in order to increase the number of elements in the array that can be supported. However, as 
most of these still yield matrices of even number of elements, the port elimination process is 
more often than not inevitable. The effect of the terminated port is illustrated in Figure 3.15. 
In this model, an ideal 16-element uniform circular array with omnidirectional elements and 
radius R=1! 6 =A is employed with a 16 x 16 Butler matrix and no additional amplitude 
and phase weighting. The figure shows that the elimination of one of the end ports causes a 
N2dB increase in SLL, ti 20° widening of the beamwidth at -10dB, and a : 5dB increase in 
the front-to-back ratio. 
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Figure 3.14: Scanning multimode circular array with Butler matrix feed 
system [15] 
Large numbers of array elements impose a disadvantage to Butler matrix systems in that 
the matrix design becomes more complicated. Designs for 32 or more elements, or apertures 
greater than 5A diameter, become more complex. This defeats the overall aim of the work, 
which is to find a cost-effective solution. Intermediate Frequency and digital processing can 
be used instead for receive-only configurations in order to overcome this complexity issue. 
Sheleg [15] suggests that for practical element spacings only 2/3 of the modes are usable 
since the patterns of the higher order excitation modes are poorly approximated by ejmt. 
The use of more modes for narrow beam patterns will result in higher sidelobe levels. Sheleg 
proposes the use of a set of smaller submatrices in applications where fewer than N/2 modes 
are required. This method reduces complexity and is particularly useful for large N, however 
the complexity reduction comes at the cost of wider beamwidth. Further, the submatrices 
effectively eliminate a pair of phase modes. When a UCA of smaller N is considered, this 
may not be feasible due to the limited phase mode components available. Discarding a phase 
mode pair a UCA with small N would cause a more significant degradation in the beam 
pattern compared to a UCA with large N. This is illustrated in Figure 3.16. It is evident 
that although the increase in the level of the outermost sidelobes is similar for the cases of 
both N=8 and N= 32, the beamwidth remains unchanged for N= 32 and increases by 
ti 50% in the case of N=8. 
Reference [4] presents a different technique for feeding a UCA with Butler matrix, whereby an 
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Figure 3.15: The effects of terminating one port of the Butler matrix 
array of N elements is configured so that N/M (M = 1,2,3... ) adjacent elements of the UCA 
serving an angular sector 2ir/M are simultaneously excited to form a radiation pattern. Each 
of these M sub-arrays is then excited by an N/Al-way power divider and an N/AI x N/AI 
Butler matrix. N/A7 phase shifters and 1P4T attenuator switches are used to achieve pattern 
selection or rotation. When a phase progression of 3 is applied between adjacent steering 
phasers, the excitations of the outputs of the Butler matrix translate, in turn rotating the 
pattern by /3/A1. In this paper, the authors described the use of a 32-element UCA fed by 
an 8x8 Butler matrix. This method, however, is not desirable as the element - radius ratio 
of each subarray would be four times larger in comparison to that of the array. 
3.6 Applications of Circular Arrays 
The complexity of circular array excitation and beam rotation has limited the number of 
circular array applications. Limited sidelobe level and beam rotation problems in the case 
of co-phasal beam patterns has deterred researchers from considering application of circular 
arrays. However, the breakthrough of phase mode excitation in the 1960s coupled with the 
prospect of a Butler matrix as a feed system for the modes represent a substantial develop- 
ment in circular array theory. The phase-mode concept has since been studied and applied 
in null-steering, radar and direction-finding systems. 
78 
CHAPTER 3: Uiiif'orin Circular Array 
0 'ýI 
iii, i, ýý 
.d il, l No discarded modes 
Discarded outer mode pair 
Figure 3.16: The effects of discarding a phase mode lair on. ideal ocnnidi. - 
recti, onal UCA with N=N and N=.? 2. 
3.6.1 Null Steering 
The simplest method of null steering is achieved by applying weights to the sign l received 
at each element of the array such that 
w, (oo)E(oo) =O (3. -1O) 
where c, So represents the desired mull position. Up to N-1 hulls can be steered using this 
method. Figure 3.17(a) illustrates the array response of an eight-clement . ideal monopole 
array with nulls specified at seven different. positions. The downside of this technique is that 
when smaller number of mills are specified. extra nulls occur in directions that have not been 
specified, as shown in Figure 3.17(b). 
Reference [17] presents the application of please iiiode excitation for mill steering. A single 
phase mode is used to provide omni-directional coverage. "-Bile it second adjacent mode i-s 
used to provide a single directional will. Equal amplitudes of the two please modes Yields 
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Figure 3.17: (a) Nulls at -135°, -901, -451,45°, 901,135° and 180°; 
(b) Nulls at -90°, 01,1800 
an angle at which signals from these modes are in phase oppositions. Combination of the 
two signals produces a single null pattern. The angle of the null can be steered through 360° 
by changing the phase shift of either of the two modes. This can be achieved by using a 
single phase shifter. Additional nulls or broadening of the existing null may be achieved by 
introducing additional phase modes [17] - [19]. This concept can be extended to include 
a directional beam in order to enhance gain in a required direction in addition to multiple 
nulls for eliminating unwanted interference signals. 
Davies and Guy at the University College London provided an extension to the above con- 
cept in [20] by incorporating an automatic null steering feature based upon an open-loop 
control system. An experimental system consisting of a 4x4 Butler matrix network and a 
4-element circular array with microcomputer in order to control null locations. The outputs 
from two phase modes are distributed to two receivers, each combining these modes using 
phase shifters in order to control a null. These signals are also used to determine the angle 
of arrival of the strongest signal. A phase sensitive detector is used to measure the phase 
difference between the received signals on the two mode patterns. The information is then 
used to set the appropriate value of phase shifter to control the null positions. The micro- 
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computer makes measurements of directions of arrival when two or more receivers are in use. 
The appropriate nulls are then steered for each receiver. 
In [21], Griffiths and Eiges show that the null steering agility of a multi-beam null-steering 
system may be improved by confining the circular array phase modes to angular sectors. 
Each of these sectoral phase mode is a broadband directional beam characterised by a phase 
slope which is approximately linear. 
3.6.2 Direction Finding with Circular Arrays 
Reference [15] briefly reviews the properties of modally-excited circular and cylindrical arrays 
and their application to sonar systems. The authors present the basis of a sectoral phase 
mode technique, allowing direction finding with improved immunity to interference, and the 
application of super-resolution techniques to circular arrays which have particular benefits 
in operating with correlated signals. Griffiths [22] also considers the application of circular 
array phase modes for direction finding. 
Matthews and Zoltowski [23] developed an algorithm for azimuth angle estimation for nar- 
rowband signals using a uniform circular array. Phase-mode excitation technique is utilised 
in order to synthesise the beam patterns in the azimuth plane. Azimuthal search at each 
considered elevation angle is performed using a root version of the MUSIC algorithm. As the 
synthesised far-field patterns are entirely real-valued, computational savings is achieved since 
only a single real-valued eigenvalue decomposition is required for the algorithm. The authors 
of [24] developed alternate array response models based on array geometry and electromag- 
netic characteristics of the array elements. Direction finding algorithms are calibrated using 
the array output generated by these models. Simulation studies showed that the method, 
when applied to MUSIC algorithm, provides greater estimation performance compared to 
the standard MUSIC algorithm. 
Cvetkovic [25] described a portable receiving direction finding 4-element circular array at 
2-30MHz. The system, also capable of beam and null steering, includes a processor unit 
and an analogue HF receiver. The system uses wideband antenna elements, adaptive sig- 
nal processing techniques and microprocessor control in order to perform direction finding, 
null steering and simultaneous direction finding and null steering. A null is pointed at an 
interfering signal and direction finding process is performed on a wanted co-channel signal. 
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Additionally, the system is also capable of steering two independent cardioid directional pat- 
terns. 
A new algorithm applicable to filled circular arrays (FCAs) for simultaneous estimation of 
azimuth and elevation angles of arrival of multiple co-channel signals is presented in [26]. 
The algorithm is called FCA-ESPRIT, and is applicable to any FCA geometry provided 
the spacing between adjacent sensors is < 0.5A on average. The algorithm solves a set of 
ESPRIT-like equations to produce paired azimuth and elevation angle estimates. This is 
achieved through a closed-form procedure and hence does not require computationally ex- 
pensive search or optimisation procedures. In [27], Mathews and Zoltowski proposes a novel 
UCA 2D azimuth and elevation angle estimation called the unitary UCA-ESPRIT. The algo- 
rithm provides azimuth and elevation estimates of closed-form automatically-paired source. 
Avoiding iterative solutions, multi-dimensional optimisation and computationally intensive 
search procedures, UCA-ESPRIT makes a very powerful angle estimation algorithm. 
3.6.3 Circular Array for Radar Applications 
There has been limited applications of circular arrays in operational radar systems. How- 
ever, several experimental systems have been developed for electronic rotation of circular 
array patterns. Skahill and White [28] at the University of Birmingham, UK, developed an 
electronic scanning system using a Butler matrix and a simple switching matrix for exciting 
a sector of a circular array. Only the sector that contributes to the formation of a desired 
radiation pattern is excited, which reduces complexity. With this technique, an array of N 
elements is configured so that N/M elements, where M=1,2,3..., in an angular sector of 27r/Al 
are simultaneously excited. The resultant radiation pattern is selected or rotated by using 
N/4 phasers and N/4 1P4T switches. 
A 32-element circular dipole array with 5.1\ diameter was constructed at the Naval Research 
Laboratory in Washington [29]. The array, operating at 900AMHz is fed from a Butler ma- 
trix. The current phase was controlled by variable phase shifters and different amplitude 
distributions were applied over the matrix inputs through the use of printed circuit struc- 
tures. Experimental results show that the system is capable of producing a narrow radiation 
pattern which can be scanned through 3600. 
The authors of [13] at the Naval Electronics Laboratory, San Diego, designed a circular-array 
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radar antenna of 128 elements for operation over 20% bandwidth. The authors proposed the 
use of a lens feed system for feeding and scanning the array. A parallel-plate region with 
spacing of less than 0.5A is employed. Monopole elements mounted 0.25. E in front of the 
ground plane were used to launch and extract energy from the lens. The system provided 
128 beam positions with a -2dB beam crossover levels, 4-5 degrees -3dB beamwidths and 
-25dB sidelobe levels. Practical implementation of step scanning can be achieved due to step 
increments of one element per beam position. 
A circular array of 1000 elements operating in the X-band was developed for the European 
ANISAR (Airborne Multifunction Solid-state active Array Radar) programme [30]. Each 
elements were linked to a dedicated transmit /receive (TX/RX) module which is capable of 
controlling amplitude and phase transmission within each channel. The produced beam is 
steerable over a 120° scan angle. The radiation pattern shape can also be easily adapted to 
serve various radar missions. 
3.6.4 Other applications 
References [31] and [32] investigate the use of beam switching of circular antenna arrays 
intended for indoor wireless LAN terminals. In [33], Sibille et all propose the use of circular 
arrays of monopoles for beam steering based on electronic switching. Appreciable directiv- 
ity gain is achieved, which allows implementation of angular diversity in communications 
systems. The authors also modeled a circular array of 6cm diameter on a large metallic 
ground plane, intended for operation at 5GHz [34]. Results shows that appreciable direc- 
tivities achieved though the use of such array, although complications might arise in the 
practical implementation due to finite ground-plane effects, poor isolation on the switches 
needed for steering, as well as the complexity of the protocol between emitter and receiver. 
Experimental results [31] - [34] demonstrate the potential of reducing delay spread and 
Carrier-to-Interference (C/I) radio in an indoor channel. 
Circular array beamforming can also be used in Multiple-Input Multiple-Output (MIIMO) 
applications. Chakraborty [35] at the National Institute of Oceanography, Goa, India stud- 
ies the use of coaxial circular array for underwater transducer application as an alternative 
to the usual shading methods. The use of beam patterns with suppressed sidelobe levels 
for this particular application is analysed at different operating wavelengths. Multiplica- 
tive array techniques produce improved beamwidths and suppressed sidelobe levels useful for 
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high-resolution bathymetry. 
The development of an ultrasonic circular array for endoscopic application in medicine is 
discussed in [36]. A circular array of 100 strip elements and diameter 10mm is constructed 
for operations at 3.5-7.5 MHz. The paper discusses the manufacturing process of the array 
and shows preliminary ultrasonic pictures obtained from a simple phantom. 
3.7 Discussion 
The subject of circular antenna array radiation pattern synthesis is a promising area. Unlike 
their linear counterpart, circular arrays possess the ability to cover the entire 360° plane of 
the array. However, due to the complexity of the analysis caused by their circular geometry, 
circular arrays have received limited attention in the wireless world. In this chapter, various 
methods of UCA pattern synthesis have been discussed in order to gain a better understand- 
ing of the UCA behaviour when subjected to these pattern synthesis methods. 
It is revealed in Section (3.1.1) that in the case of monopole UCAs for beam co-phasal 
method, a maximum radius R,,,. a, x of 
N6 is needed in order to obtain beam patterns with 
decaying sidelobes. The beam co-phasal with optimum SNR method is found to perform 
best as it takes into account the amplitude variations in the element patterns. In the case of 
16-element ideal directional UCA, the optimum SNR method improves the SLL by 22dB. 
However, this method may be costly as it would be necessary for each array element pat- 
tern to be known. Further, the method allows no mechanism for SLL and beamwidth control. 
In Section 3.2, various array geometry variables such as the radius, number and type of 
elements for phase mode excitation technique is discussed. Bearing in mind that the aim 
of the studies in this thesis is to find an affordable solution, the author concludes that an 
optimum combination for the purpose would be: 
" 8-element UCA due to the added complexity in the Butler matrix implementation 
otherwise needed for larger number of elements. 
" Monopole elements due to the added complexity and cost associated with directional 
elements as it is required that the active element patterns be known. Furthermore, the 
added distortion terms as described in Section 3.2.2 may degrade the performance of 
the UCA. This will be investigated further in the following chapter through the use of 
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practical arrays. 
" Radius R= Ropt = äs =2 
The chapter proceeds with discussions on the use of Dolph-Chebyshev [9] technique for UCA 
beamforming, allowing beamwidth and SLL control. The use of Butler matrix [1] for phase 
mode excitation is discussed in the preceding sections, revealing the need for terminating one 
of the output ports of the matrix and its effect on the beam patterns. 
Studies presented in this chapter has provided a better understanding of the UCA behaviour 
through the use of ideal arrays. While the findings in this chapter present the evidence of 
complexities involved in UCA pattern synthesis, the chapter also shows the potential of UCA 
pattern synthesis, which is the basis of the work presented in this thesis. The findings in this 
chapter are explored further in Chapter 4 when measured data is applied. 
It should be noted that unlike the objective of the work presented in this thesis, the UCA- 
Butler matrix systems that have been used in the past, such as those described in section 
3.6.3 (References [28] - [29]), have not been based on low-complexity requirements. Both 
arrays proposed in the publications are of large sizes (larger than 8 elements), hence would be 
more costly than a smaller array. Furthermore, a large number of array elements also incurs 
a large physical dimension. Although complexity is suppressed by only selecting a sector of 
the array, the electronic scanning system presented in [28] requires an additional switching 
network in order to select the appropriate sector of the array. The system described in [29], 
involving a 32-element UCA, requires a 32 x 32 Butler matrix, which is complex in itself, but 
would be even more complex at operating frequencies of `Vi-Fi applications as error margins 
are significantly lower compared to those at 900'T%1Hz. 
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Chapter 4 
UCA Evaluation by Simulation and 
Measurements 
The review and analysis presented in the previous chapter have been based on ideal an- 
tenna elements, in an ideal environment. In reality, the manufacturing process as well as the 
environment in which the array operates introduces imperfections leading to deviation in per- 
formance from the ideal scenario. This chapter presents some experimental results obtained 
by applying the UCA excitation methods described in the previous chapter to measured ac- 
tive element far-field radiation patterns of practical antenna arrays. The use of directional 
elements in a UCA is re-evaluated using measured data to investigate the array performance 
despite the added complexity caused by the presence of higher order distortions in the phase 
mode patterns as discussed in Section 3.2.2. Several practical arrays are employed in this 
investigation, ranging from a simple monopole array to a state of the art circular patch ar- 
ray. Further, a monopole UCA model is constructed by means of FDTD method in order to 
provide an additional comparison for the analysis. The performance of the practical arrays 
as well as the FDTD model is investigated and compared with the ideal scenario in terms of 
the achieved beamwidth and sidelobe level (SLL). 
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Figure 4.1: The 8-element monopole array 
4.1 The Initial Test Arrays 
An eight-monopole UCA is constructed using eight stub-contact SMA connectors mounted 
on a circular ground plane. The array elements are optimised for 5.2GHz operation and the 
radius chosen as R= Ropt. The optimum radius requirement is easily achieved using the 
monopole elements as oppose to patch antennas, in which case optimum radius proves impos- 
sible due to the much larger dimension of each element. Figure 4.1 illustrates the array. More 
detailed description of the construction and dimension of the monopole array is presented in 
Appendix D. The element radiation patterns are shown in Figure 4.3. The monopole array 
can be seen in Figure 4.2. The deployment of such array would be such that the antenna 
elements point vertically downwards, with the ground plane mounted to the ceiling. 
In order to facilitate additional analysis to the experimental evaluations, an 8-element mono- 
pole UCA model was generated using the Finite Difference Time Domain (FDTD) method. 
Using this method, the element far-field radiation patterns are generated which incorporates 
the effects of inter-element interactions as well as the effects of ground plane edge reflections. 
Figure 4.4 illustrates the element radiation patterns generated by the FDTD model. Unlike 
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Figure 14.8: 8-element vertical patch array sample element pattern. 
Due to limitations in practical construction, measurement tolerances4, mutual coupling and 
other array imperfections, distortions may appear in the individual element amplitude and 
phase patterns5. Since the complex far-field radiation patterns are known, this problem can 
be overcome by applying conjugate element weights such that 
wn(00) = 
In(0O)* 
En==1 IIn (00)I2 
where (*) indicates complex conjugate. 
(4.3) 
In Figure 4.9, the performance of the ideal, FDTD-generated, and practical monopole UCAs 
are compared when the ideal phase weights and conjugate weights are applied. It can be 
seen that, while the ideal case remains unchanged when conjugate weights are employed, in 
the case of the real and FDTD-generated arrays, a ^ý 2dB improvement is seen. The arrays 
produce SLLs of -10dB while the ideal phase weights produce SLLs of -8dB. While 
the -3dB beamwidth of the ideal UCA remains the same for both ideal phase excitation and 
conjugate weights excitation, there is a 2-3dB reduction in beamwidth in the case of the 
practical and FDTD model of monopole UCAs when conjugate weights are used. Note that 
4Possible error sources associated to the array measurements are presented in Appendix A 
5The issue of practical construction tolerances as well as other array imperfections are discussed further 
in Chapter 5. 
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-- °- Ideal array 
----- FDTD model 
Practical array 
Conjugate Weights 
Figure 4.9: Beam patterns obtained through the application of ideal phase 
weights and conjugate weights on 8-element ideal omni- 
directional, FDTD model, and practical monopole UCA. 
the beamwidth as well as first SLL level reductions occur at the cost of 5-7dB increase in the 
second SLL levels. Furthermore, it should be noted that the nulls seen in the FDTD model 
and the practical array are not as deep compared to those of the ideal array. This is the case 
for both ideal phase as well as conjugate weight systems. 
It should also be noted that, despite the ideal array having tapered sidelobe patterns as 
described in Section 3.1.1, it can be seen that the practical and FDTD-generated arrays do 
not demonstrate the same behaviour. Figure 4.10 illustrates eight beam patterns produced 
by the monopole test UCA, using the two weighting methods. The beam peaks are specified 
at -180°, -135°, -90°, -45°, 0°, 45°, 90° and 135°. It is evident that the conjugate weights 
produce much deeper nulls, however it is only capable of suppressing the sidelobe level (SLL) 
to -10dB, which is a 2dB improvement from the results obtained by the Beam Cophasal 
method, which produces -8dB SLL. 
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Figure 4.10: Beam patterns obtained through the application of (a) ideal 
phase weights (b) conjugate weights on 8-element c: rperi, ný, en- 









In Figure 4.11, eight main beams are formed and steered towards the directions -180", 
-135°, -90°, -45°, 0°. 45°. 90° and 135° using ideal and conjugate weights on the 'I'hales 
patch-elernent UCA. As can be observed in Figure 4.11(a), the beanºwidths are uou-ººull rm 
and sidelobe levels rise to -5dB. 
Figure 4.11(b) shows that the resulting beam patterns are more uniform in terms of beannviclt Iis 
as well as cusping loss when conjugate weights are utilised. The sidelobe levels are reduced 
to -12dB. This method is able to provide front-to- back isolations of up to 30(113. However. 
it is evident that the use of directional elements does not aid in suppressing the SLI, fur- 
ther than that of the monopole UCA. It is also clear that the conjugate weights Yield better 
performance. Appendix B describes a performance analysis oil the application of c"oiijiignte 
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Figure 4.11: Bearer patterns obtained tlrro'ayh the application. of ampli- 
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weights on the Thales array within an indoor office vnviromncnt''. it should he 
noted that it is impossible to control sidelobe level and beaºnwidth Iw ººsing this nºetlºo(I 
of bearnforming. The conjugate method also requires that each clement pill teat be known 
in order to find the correct excitation functions. This process can he cost lY mid t Iºerefore 
undesirable. 
4.3 Experimental results of the phase-mode excitation iiietliod 
Having analysed the behaviour of a real array employing the simplest method of heauiforui- 
ing. the performance of phase-mode excitation theory [2] is evaluated with the use of real 
arrays. The vertical patch. FDTD-generated and monopole tU('. As are used in the analysis 
c'I)ue to the performance. tile conjugate weights are used in further analysis presented Appendix it. 
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Figure 4.12: Davies phase-mode theory with ideal and real arrays 
presented in this section. 
Figure 4.12 illustrates the behaviour of the vertical patch array compared to an 8-element 
ideal UCA with positive cosine elements, both employing Davies' [2] phase-mode excitation 
method. The figure shows similar behaviours from both arrays, however the real array shows 
effects of element interactions in the added peaks and troughs as well as the rise in the 
front-to-back ratio. Figure 4.13 illustrates the performance of the vertical patch array when 
Chebyshev weights are added to Davies' method. It can be seen that the resultant pattern is 
approximately 5dB above the specified levels. The sidelobe levels continue to decrease as the 
specified SLL is decreased up to a specified level of -25dß, which yields an actual pattern with 
approximately -15dB SLL. Beyond this level, the pattern fails to produce any lower SLL. It 
can also be seen that the -3dB beamwidth remain at 80° when the SLL requirement is 
lowered. It should be noted that the array patterns possess flat magnitude within ±30° of 
the steering angle. In practical applications, this presents a limitation to the ability of the 
system to locate the mobile user accurately. 
As discussed earlier in Section 3.2.2, the use of directional elements introduces distortion to 
the phase mode sampling. This is due to the fact that where the element is facing away 
from the required beam position, contribution of that element is lost due to the front-to-back 
isolation of the element pattern. Furthermore, it is also apparent from (3.14) - (3.16) that 
finding the correct excitation function for directional UCAs is more complicated since the 
100 
CHAPTER 4: UCA Evaluation by Simulation and Measurements 
-10 rf -, 
-20 
-30'- 
-150 -100 -50 
-10 
-20 
-- II -w 
-150 -100 -50 0 50 100 150 
(C) 








-150 -100 -50 0 50 
(e) 
100 150 -30 -150 -100 -50 0 
(f) 
50 100 
Figure 4.13: Vertical patch array with Chebyshev weights: (a)-IOdB; (b)- 
15dB; (c)-MB; (d)-25dB; (e)-30dB; (f)-35dB. 
individual element patterns have to be known. 
150 
Figure 4.14 illustrates the application of phase-mode excitation method on ideal, real and 
FDTD-generated monopole arrays. As can be seen in Figure 4.15, when Chebyshev weights 
are applied to the real monopole array, the SLL decreases only up to approximately -12dB as 
the SLL requirement is lowered. Beyond this point, decreasing the SLL requirement results 
in widening of the beamwidth and decreased null depths. It should also be noted that the 
FDTD array behaves similarly to the real array, indicating a reliable model. Figure 4.16 also 
illustrates the fact that the beam pattern holds its shape when rotated to any angle in the 
Azimuth plane. 
The limited performance of the practical and FDTD-generated arrays compared to that of 
0 
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Figure 4.14: Phase-mode excitation on UCAs with omni-directional ele- 
ments 
an ideal array is caused by the fact that Davies' [2] theory for monopole arrays assumes that 
the element radiation patterns are uniform and perfectly identical to each other. However, 
in real life scenario, element interactions and other array imperfections make it impossible 
for this to be true. 
Although the monopole array performs 2dB worse in terms of the maximum achievable SLL 
compared to the vertical patch array, the added complexity involved with the use of direc- 
tional elements should be taken into consideration when choosing the type of elements to be 
used for such a system. 
4.4 Discussion 
In this chapter, the UCA pattern synthesis techniques presented in the previous chapter are 
put to the test. The Beam Cophasal and Phase-Mode excitation methods are applied to a 
number of experimental arrays in order to observe their performances in a practical environ- 
ment. Two practical 8-element directional patch UCAs as well as 8-element practical and 
FDTD-generated monopole UCAs are utilised in the experimental evaluations. Due to their 
physical dimensions, it is impossible to construct the patch arrays with radius smaller than 
R=R,,,. ý. 
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In the first part of the chapter, it is shown that both the practical monopole UCA and the 
FDTD model produce the same level of SLL compared to Hie ideal ripe when subjected to 
ideal phase weights. When conjugate weights are employed, an improvement of ,2 dB is seed 
in both the practical and FDTD-generatcd UCAs. When directional elenieuts sire employed. 
the use of conjugate weights causes the beam patterns to take it similar shape and width. All 
improvement in the magnitude of 7dB is also seen compared to the case when ideal phase 
weights are used. Further. a front-to-back isolation level of up to r: 30dB is achieved through 
the application of conjugate weights. 
Further on in the chapter. Phase-Mode excitation method is applied to the practical arras 
as well as the FDTD model. The sýsteni is subjected to additional Chehvshev weighting 
function and the result is analysed in terms of the achievable SLL. It is shot ii that the 
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Figure 4.16: Rlonopole UCA with Butler matrix and -20dB SLL Chcby- 
shev weights. steered towards 20". 160" anal : 300". 
requirement is lowered, the front-to-back ratio increases to -I8d13 although tluc SIJ, re- 
mains at. -1,5dB. In the case of monopole UCAs, the practical array is seen to alilc to 
produce a limited SLL of ti -12dB and a front-to-back ratio of up to 22d13. 
The limited performance of the practical arrays compared to the ideal case. pa. rticidarIy in 
the Phase- lode applications, is caused by the fact, that Davies' [2] theory assunics the per- 
fect scenario where the element radiation patterns are perfectly identical to each other. In 
real life scenarios. this is never the case. Element interactions and sca. iteriiig effects also play 
an important role in the shape of element radiation patterns in the practical case, Mb is 
also not included in Davies* theory. 
The following chapter presents a discussion on clement interactions and other array imper- 
fections associated with practical arrays. A method for including these elfe("ts in the a. rraw 
pattern synthesis is revealed and error analysis presented. 
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Chapter 5 
Compensation for Element 
Interactions and Array 
Imperfections 
In the previous chapter, only ideal uniform circular arrays have been considered. The effects 
of interactions between the antenna elements have been ignored. Uniform circular array 
theory suggests that for the case of these arrays there is no need for coupling compensation 
since the mutual coupling between the elements cancel each other out due to the nature of 
the array geometry. In practice, however, some degree of mutual coupling exists due to the 
fact that a practical array is often not perfectly symmetrical. Further, the active element 
radiation patterns are generally not identical. These imperfections affect the radiation pat- 
terns and therefore cannot be ignored. 
In addition to mutual coupling, the element patterns of a practical array is also affected by 
scattering effects as well as other imperfections such as manufacturing tolerance and losses. 
These in turn yield results that deviate from the ideal scenario. Although the array elements 
are intended to be identical to each other, in practice this is rarely the case. Array elements 
may also deviate from their nominal locations due to limited manufacturing precision. The 
presence of interactions between the array elements as well as imperfections in the array 
affect the element radiation patterns in such a way that they are no longer omni-directional. 
Limited size of the ground plane also impose a deviation from the ideal scenario. 
In order to achieve the desired radiation pattern performance in terms of beamwidth and 
sidelobe levels, array calibration is often essential. In this chapter, a compensation method 
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for embedded pattern and mutual coupling as well as other array imperfections is discussed 
and some experimental results are presented. The resulting beam patterns are compared 
between ideal, measured and FDTD model UCAs. Due to findings in Chapters 3 and 4, only 
8-element monopole UCAs are considered in this chapter. 
Results show that a maximum SLL of . ^s -30dB is achievable through the use of this method, 
which is far superior compared to the SLL achieved in Chapter 4 when no compensation is 
present, which is -12dß. FDTD modeling and matrix manipulation is utilised in order to 
simplify the correction matrix and practical values presented. The final part of this chapter 
addresses the manufacturing accuracy needed in the production of the correction matrix in 
order to achieve the optimum results. 
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5.1 Mutual Coupling Compensation 
Mutual coupling exists when radiating or receiving elements are placed within close prox- 
imity of each other. In this case, there will be interactions between the elements as the 
electromagnetic environment of the element is altered. In the case of two or more array 
elements, the current distribution and thus radiation pattern is altered for all elements in- 
volved. This change in the current distribution is also reflected on the impedances at each 
element, which in turn leads to matching problems and reduction in radiation efficiency. As 
can be expected, mutual coupling is stronger when the field polarisation of the elements are 
parallel. The mutual coupling also decreases as the element separation is increased. When 
mutual coupling is included in the design of an antenna array, the complexity of the analysis 
increases as the element patterns deviate from the ideal scenario. However, in the real world, 
mutual coupling is a critical design aspect as it is virtually unavoidable in any practical array 
design. Further, it is shown in [17] that antenna array steering vectors differ significantly 
when mutual coupling is taken into account. 
Mutual coupling may arise due to radiative coupling between elements as well as internal 
coupling between channels of a beamforming network. However, internal coupling can be 
minimised through the use of seperate receiver chains in a digital beamforming network, 
thus providing a good degree of channel isolation. In the past years several methods have 
been developed to address the mutual coupling effects. These include methods involving 
numerical techniques as well as those employing active element patterns. 
5.1.1 Free and forced excitation 
The most common method is often called the pattern multiplication approach. This approach 
considers arrays of elements with similar magnitude and phase distribution. Mutual coupling 
on this type of arrays is evident in the variation of the elements' active input impedance in- 
stead of their current distribution shapes. The relative element patterns can thus be assumed 
identical and be factored out of the array factor. 
The first pattern multiplication approach, often called the free-excitation method [2], the 
array excitation is modeled as a set of Thevenin-equivalent voltage sources with non-zero 
source impedances. This is illustrated in Figure 5.1(a) [3]. If the generator impedances Zgq 
are zero, the method becomes forced-excitation method. The equivalent generator impedances 
generally differ when a feed network is used due to impedance mismatches and reflections 
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in the network. However, when identical independent sources are used, the generator im- 
pedances can be considered identical. The generator impedances are generally assumed to 
be identical regardless of the array feeding technique. The active element input impedance 
can be represented as an equivalent lumped impedance as shown in Figure 5.1(b) [3]. The 
resulting feed currents are therefore given by 
Vq 
lq = 
Z9Q-1 ý Zgq 5 Z99+1 
Zaq + Z99 
Z9Q-1 Z9q Z9q+1 
v ti v ti v ti q-1 g g+1 
(a) array excitation 
Zgq element terminals 
Q 
(b) equivalent circuit for one element 
Figure 5.1: Free excitation model 
(5.1) 
Zaq represents the active input impedance of the qth element and q=1,2, ..., N, where N. 
is the number of voltage sources. 
When the array elements are assumed to have identical element patterns which are frequently 
the same as the free-space element pattern, the array pattern becomes 
No 
E(6,0) = giso(0,0) 1geikr'rq (5.2) 
q=1 
where giro is the radiation pattern of an isolated element and rq is the position vector from 
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origin to the qth element. 
Clearly, the assumption of identical element patterns is valid for many applications such as 
arrays of parallel half-wave dipole elements which are not too closely spaced. On the other 
hand, it should also be noted that the assumption limits the scope of application of this 
method. Furthermore, there is no direct way of calculating the coupling coefficients using 
the free excitation approach [4]. 
In cases where individual element patterns are not identical, numerical techniques such as 
the method of moments (MoM) [17] may be used. In this method, each antenna element is 
represented by a wire which is divided into several smaller segments. A system impedance 
matrix ZQQ which represents the coupling between each segment in the array is then cal- 
culated where Q= sN, N is the number of elements in the array and s is the number of 
segments in each antenna element. Generally, MoM is more accurate for larger values of Q 
[18], therefore although MoM offers accuracy, it involves large matrices and therefore com- 
plex computations. [19] provides the comparison between the FDTD method (Appendix C) 
and the MoM method for antenna modeling. The authors of this paper suggests that the 
run time tM, M for MoM varies such that tm,,, Nl oc xD6 whereas the FDTD run time is such 
that tFDTD oc xD4 where x is an arbitrary constant and D is the linear electrical dimension 
of the structure. 
5.1.2 Active element patterns 
When neither computational nor numerical methods can be applied, the active element pat- 
tern method may be used. The active element pattern is defined as the radiation pattern of a 
single excited element in an array when all the other elements are terminated with matched 
loads [5], [6]. The active element pattern thus includes all the effects of mutual coupling. 
Hence the array radiation pattern becomes the vector summation of the individual active 
element patterns and their respective weights. 
Two forms of active element pattern methods, namely the unit-excitation active element 
pattern method and the phase-adjusted unit-excitation active element pattern method are 
described in [3]. The hybrid active element pattern method is often used to accurately predict 
the radiation pattern of small to medium-sized uniform arrays. The method separates the 
individual patterns of array elements into two categories, the edge element patterns and 
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interior element patterns. The array radiation pattern is therefore 
Q N-Q 
E(9,0) ý g, (0,0) 2_' wne3kr'r° +Z wn9ä (e, 0) 
n=1 n=1 
(5.3) 
where ge(8, O)is the interior active element pattern or the embedded element pattern, gä (B, ýi) 
is the nth active element pattern, and Q is the number of interior elements [3]. Evidently, 
the contributions of active and embedded element patterns depend on the size of the ar- 
ray. In the case of large arrays, the number of edge elements is relatively few compared 
to the number of interior elements, thus it can be assumed that Q=N and the second 
term of equation 5.3 disappears. On the other hand, in the case of small arrays it is safe to 
assume that all the active element patterns can be measured and stored and all the array ele- 
ments are considered as edge elements, thus the first term of Equation 5.3 may be eliminated. 
In his experimental evaluation involving a medium-sized uniform linear array of dipoles, Kel- 
ley [3] compares the array radiation patterns computed using the method outlined above 
with those computed using method-of-moment. It is revealed that pattern degradations are 
largely caused by the edge element effects. In the case of a UCA, there are no edge elements, 
hence such effects are eliminated. 
5.1.3 Mutual coupling in uniform circular arrays 
All arrays, including circular arrays, suffer from mutual coupling between their elements. Cir- 
cular arrays face an additional problem since significant coupling can occur between elements 
located directly opposite each other in the circumference as well as coupling from adjacent 
elements. Due to its symmetrical property, the electrical environment of all elements in a 
circular array is identical, hence all the elements possess an identical radiation impedance. In 
practice, however, this value is still affected by mutual coupling especially since the aperture is 
required to be small in comparison with the wavelength, as described in the previous chapter. 





jkRcosýý-2x N-i )1T 
I() L,,..., 
JJ 
to a different steering vector a (0) in such a way that 
(5.4) 
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a(B) = CaI (0) (5.5) 
where C is the mutual coupling matrix and has a circulant property since the array is circular 
and follows a rotational symmetry. Thus, 
( 
CO Cl C2 ... CN-1 1 
C= 
CN-1 CO Cl ... 




Wax [7] presents an approach to tackling with coupling coefficients such that: 
1M1 
E(q5) =E- Vm, j'n J.. (kR)eiO (5.7) 
V lY m=-M 
6rn 
where ca (m = 0, fl, f2, ..., ±M) denotes the mth DFT bin of 
{co, c1 i c2, """, cN_1 
}, and b1 




Cf71. -ý Ci CN 
N-1 
(5.8) 
However, this process requires that the coupling coefficients {c1} be known. 
Davies [8] suggested that in the case of single-phase mode excitation, the electrical environ- 
ment of all the elements is identical due to the array symmetry, hence the array elements 
possess an identical radiation impedance, or phase-sequence impedance, for that mode. The 
same applies to all other phase modes, therefore the effects of mutual coupling is a mod- 
ification to the various sequence impedances. When a Butler matrix network is used for 
phase-mode excitation, it is therefore possible to completely compensate for the mutual cou- 
pling effects simply by compensating for this impedance mismatch at each input port. This 
can be done through the use of a set of fixed impedance compensations at each input port. 
These compensations are independant up on the excitation of the array or the beam position. 
It should be noted that due to various other array imperfections as described in the next 
section, the values of these compensations may vary between each element. 
Alternatively, the phase-sequence impedance can be obtained experimentally by exciting each 
phase mode one at a time. The far field strength and phase can be measured and the excita- 
tion of the appropriate port modified in order to achieve the desired field strength value for 
e 
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each mode. This approach is a powerful method for mutual coupling compensation in appli- 
cations where mutual coupling significantly degrades the performance of the array. However, 
when it is necessary for arrays to be mass-produced, as is the case for indoor wireless appli- 
cations, the method may prove to be inefficient since a significant amount of time would be 
needed to individually measure and compensate each array element. 
In wide-bandwidth applications, each mode impedance has to be matched over the whole 
operating band. Each mode excitation also has to be produced in such a way that they vary 
with frequency in order to maintain the correct pattern. 
5.2 Scattering Effects 
Scattering effect is another phenomenon which affects the shape of embedded element pat- 
terns. Although it plays a significant part in element interactions, scattering effect is often 
overlooked when the non-ideal case is considered, since it is often misunderstood as mutual 
coupling. Figure 5.2 illustrates the scattering effect phenomenon for the case of 8-element 
monopole UCA. 
When a signal transmitted by a source antenna impinges on each of the array elements, part 
of the signal travels into the element and are re-radiated'. However, most of the signal is 
reflected as it bounces off the elements. These reflected signals are then absorbed by the 
element of interest (in this case, element 1), and affect the active element radiation pattern. 
As expected, the largest contribution is made by the neighbouring elements (in this case, 
elements 2 and 8). 
In addition to scattering due to nearby antenna elements, in practice the antenna perfor- 
mance is also affected by scattering from local objects in the vicinity of the array, such as 
tables, chairs, walls, etc. However, these effects are not included in the measured radiation 
patterns discussed in Chapters 4 and 5, since the patterns have been measured in an anechoic 
chamber environment2. 
'This is, in effect, mutual coupling 
2see Appendix A 
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Signal r, arriving at element 1 
Signal r, arriving at elements n 
Scattered signals from elements 2-8 
Scattered signals from elements 2-8 arriving at element 1 
Figure 5.2: Scattering effects in an S-elcincn, t Inon, oColc I%CA. 
5.3 Array Imperfections 
In addition to mutual coupling and scattericig effects. several of her array imperfect inns Illm- 
cause the measured array radiation pattern to deviate from the identical case. 'I'liese include 
effects such as those produced by delay and attenuation in the RF cables, connector and 
power dividers. Failure of one or more elements in an array may impose significant effects 
on the performance small arrays. However, in the case of large arrays the array performance 
can often be restored through the use of specific algorithms. The effects of element failure 
and the remedial methods are discussed in [10]- [13]. Ground plane effects caused by diffrac- 
tion electromagnetic currents travelling along a finite ground plane are also a niajor cause of 
the deviation of measured array radiation pattern compared to the ideal case. The effects 
of a finite ground plane on the input inipedance of a monopole antenna is investigated in [1 1]. 
Currents induced along transmission lines could also present a significant contribution to the 
far-field radiation pattern. Further, coupling between the transmission line and the antenna. 
as well as unbalanced currents on the outside surfaces of coaxial lines iuav contribute to 
further distortion in the array pattern. 
Perhaps one of the primary examples of array imperfection is that caused by manufacturing 
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tolerances. Often there is a problem of asymmetry and uncertainty in the element positions 
due to manufacturing tolerances. Further, limitations in manufacturing accuracy may in 
itself produce element radiation patterns that are non identical. Table 5.1 shows a matrix of 
the distances between pairs of elements in the monopole array described in Section 3.6.2. It 
is apparent that while the array was manufactured with great care bearing in mind that ac- 
curacy is priority, limitations on the manufacturing devices cause errors of up to stý 0.27mm. 
The effects of element positioning errors are discussed later on in this chapter. 
5.4 Addressing Mutual Coupling and Array Imperfections 
Due to the presence of mutual coupling, scattering effects and the variety of imperfections as 
discussed in the previous section, array calibration is often essential in the design of antenna 
arrays in order to maintain strict amplitude and phase tolerances at each element of the ar- 
ray. This is necessary in order to apply pattern synthesis techniques and obtain satisfactory 
beam patterns. 
Many applications such as ground-based phase arrays utilise external far-field and near-field 
test sources for calibration [151. Auman et all present a radiation pattern measurement tech- 
nique for array calibration which utilises the inherent mutual coupling in the array in [16]. 
Wax [7] has developed a processing technique in order to compensate for these errors. In 
order to simplify the maths, matrix notations are used to represent each stage in the system. 
Assigning C to denote an arbitrary correction matrix which includes mutual coupling as well 
as other array imperfections, it follows that 
JFC-lA(O) ; ý-, A(O) (5.9) 
where A(q) is the element radiation pattern vector, Ä(¢) is the desired steering vector of 
the virtual array with Vandermonde structure: 
A(O) = 
rekv(0), 
e(k+1)v(0) ...., e(k+P)v(O)1 
T 
(5.10) 
k is an integer and v(cb) is an arbitrary one-to-one function of 0 in the field of view. F is a 
(211 + 1) xN matrix which represents the spatial DFT operation, i. e. the Butler matrix. 
The system is described in Figure 5.3. 
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1 2 3 4 1, fi 7 8 
1 0.0000 22.0604 41.0604 53.3619 57.7840 53.2970 40.9525 221802 
2 22.0604 00000 22.3118 40.7579 53.2849 57.5795 53.3811 40.8201 
3 41.0604 22.3118 0.0000 21.8930 40.7370 53.2690 57.9387 53.5453 
4 53.3619 40.7579 21.8930 0.0000 22.1320 40.8108 53.4618 57.7612 
5 57.7840 53.2849 40.7370 22.1320 0.0000 22.0878 40.9070 53.3485 
6 53.2970 57.5795 53.2690 40.8108 22.0878 0.0000 22.07/3 40.7277 
7 40.9524 53.3811 57.9387 53.4618 40.9070 22.0773 0.0000 22.1071 
8 22.1802 40.8201 53.5453 57.7612 53.3485 40.7277 22.1071 0.0000 
ýa) Actual array dimension 
22.0779 40.7946 53.3008 57.6923 
(b) Accurate arr, ry 
1 2 3 8 
1 0.0000 -0.0175 0.2658 0.0611 0.0917 -0.0038 0.1579 01023 
2 -0.0175 0.0000 0.2339 -0.0367 -0.0159 -0.1128 0.0803 0.0255 
3 0.2658 0.2339 0.0000 -0.1849 -0.0576 -0.0318 0.2464 0.2445 
4 0.0611 -0.0367 -0.1849 0.0000 0.0541 0.0162 0.1610 0.0689 
5 0.0917 -0.0159 -0.0576 0.0541 0.0000 0.0099 0.1124 0.0477 
6 . 0038 -0.1128 -0.0318 0.0162 0.0099 
0.0000 -0.0006 -0.0669 
7 0.1578 0.0803 0.2464 0.1610 0.1124 -0.0006 0.0000 0.0292 
8 0.1023 0.0255 0.2445 0.0689 0.0477 -0.0669 0.0292 0 0000 
Nearest neighbour elements 
Nearest but one elements 
Nearest but two elements 
Adjacent elements 
11(i 
Table 5.1: 1llonopolr (Tray (Arruq 1) (1/ fi n., ron. S rn rn. rn.. 
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Figure 5.3: Block diagram of Wax [7] correction matrix theory 
11 w-111 w-2161 ... w-(N-1)bf ý 
1 W-1 W-2 
1 
F= VNY 11111 
1 wl w2 w(N-1) 
1 war wear ... w(N-1)ar 
where w= ej2a/N. J is a (2M + 1) x (211 + 1) diagonal matrix 
(5.11) 
1m=0, 
... , M. 




J1(. ) represents the mth Bessel function of the first kind, and R denotes the array radius. 
Equation 5.9 implies that there is a linear transformation between the virtual and the actual 
array. It follows that the equation can be written as 
BA(O) ; z: i A(O) (5.13) 
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(a) 
Azimuth (degrees) 
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(b) 
50 100 
Figure 5.4: Wax [7J theory applied to 8-elem, eiit monopole (a)Ideai UCA; 
(b) FDTD-generated UCA and exper nicittai (ACA: with I? = 
Ropt 
150 
from the measured actual array patterns A((,, ), NN-ax found tliat a more powerful approa, cli is 
to estimate B directly. By process of minimisation, the matrix B" can be approximated is 
Bll = (AA")-'AA 
if (). 1.4) 
The resultant virtual array is now amendable to spatial smoothing, and includes the vari- 
ous array imperfections that may arise in a real-life environment.. AnY [ILA heaniforniing 
weights w can now be applied to the virtual array. Figure 5.4 illustrates the radiation pat. - 
tern produced by ideal, real and FDTD-generated arrays using this method. It caii be seen 
that the FDTD-generated array behaves almost identically to the ideal array. The radia- 
tion pattern produced by the real array does not possess the same nnll depth as that of the 
FDTD-generated array, however the general shape and null positions agree. 
As the patterns are now amendable to spatial smoothing. any linear array pattern syut he- 
sis method may be applied to the system output. In keeping with the attempt of finding 
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a cost-effective solution, the author has chosen to investigate further the behaviour of this 
system when the Chebyshev beamforming method is applied to it. As can be seen in Figure 
5.5, the array patterns change as the SLL requirement is changed. It can be seen that the 
FDTD-generated array behaves similarly to an ideal array. However, Chebyshev beamform- 
ing with the experimental array fails to produce SLL lower than -30dB while the ideal and 
FDTD-generated cases cease to improve beyond -35dB. While the real array does not behave 
exactly as the FDTD-generated array does, the results are far superior compared to Davies' 
method where mutual coupling and array imperfections are not taken into account and a 
maximum achievable SLL of ; zti -13dB. 
It should be noted that the SLL does not continue to improve beyond -35dB in the case 
of the ideal array, unlike the case when Chebyshev weightings are applied to ideal linear 
arrays, in which case the SLL continue to suppress beyond this point. This is due to the 
fact that despite its ideal elements, the array undergoes a sampling process performed by 
the Butler matrix for phase-mode excitation purposes. As discussed in Chapter 3, when a 
continuous UCA is subjected to phase-mode excitation, the resulting pattern resembles a 
sine function as produced by a ULA with uniform weights. However, when the UCA possess 
a finite number of elements, the sampling process limits the transformation process. Hence 
the resulting pattern differs from a sine function as the number of sampling points is reduced 
and Chebyshev weights fail to produce the required SLL beyond a certain point. 
5.5 Simplification of Parameters 
Theoretically, the contents of the correction matrix C'1 should only consist of N/2 different 
values due to the symmetrical properties of the circular array. However, a closer look into 
the results when the experimental array is used confirms that by attempting to eliminate 
mutual coupling and array imperfection effects, each element of the correction matrix C'1 
takes a different value. Table 5.2 shows the correction matrix for the practical monopole 
array described in Section 4.1, which is labeled as Array 1 throughout this chapter. The ma- 
trix is obtained through the numerical procedures in the previous section. This means that 
while the results presented in the previous section is an improvement to the results obtained 
purely by phase-mode excitation as shown in the previous chapter, in attempt to improve 
the array response the RF circuitry has become much more complex. NxN amplitude and 
phase controls are now needed in order to produce the desired radiation pattern. This in 
turn would make the system much less cost-effective. 
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Figure 5.5: Wax /7] theory combiracd with Chcby. sl1c°c bcanq/irc°nii, i q: (a)- 
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A closer look into Equation (5.14) reveals that the correction matrix C1 is highly depen- 
dent upon the correlation matrix of the array pattern E. This explains the belwviou of 
the correction matrix C-1 when non-identical element patterns itre in place. It is there- 
fore important to take it more detailed investigation into the corrclat iou nmat rix IxAwiviour. 
3 Table 5.3 and 5.4 show the correlation and correction matrices oft lie FU"I I)-genen cted aarr; cv. 
In order to further investigate the behaviour of the correlation a well as correction ºnat rix 
when exposed to errors in each antenna eleineººt's position. ºnore FD'1'D models are con- 
structed which include displacements of each elcnºent in the array'. Models are coiistrncted 
3'1'hc slight variations in the . -allies within each 
diagonal is a result of tIt(' reel angular grid of t lie 11)11) 
model. While the array as well as the ground plane is circular. this results in it slight variation between the 
generated radiation pattern of element numbers 1.3,... (N/2)-1 and element numbers 2,1... (N/2). 
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1 2 3 4 5 6 7 8 
1 1.0000 0.2404 0.1876 0.1322 0.1143 0.1236 0.1849 0.2418 
2 0.2240 1.0000 0.2030 0.1824 0.1529 0.1300 0.1477 0.1859 
3 0.2153 0.2656 1.0000 0.2524 0.2127 0.1690 0.1404 0.1333 
4 0.1573 0.2295 0.2650 1.0000 0.2553 0.2327 0.1576 0.1466 
5 0.1495 0.1498 0.2216 0.2682 1.0000 0.2819 0.2218 0.1797 
6 0.1852 0.1541 0.1626 0.2289 0.2241 1.0000 0.2466 0.2252 
7 0.2575 0.1674 0.1432 0.1483 0.1925 0.2355 1.0000 0.2674 
8 0.2709 0.2339 0.1333 0.1296 0.1445 0.1918 0.2239 1.0000 
(a) Amplitude 
1 2 3 4 6 7 8 
1 0.0000 -0.9822 3.1335 1.5983 1.8507 1.8110 -3.0041 -0.9743 
2 -1 0880 0.0000 -1.0890 3.1317 1.5417 1.4658 1.6171 -2.8923 
3 -3.0572 -0.8823 0.0000 -1.0323 -3.0973 1.6591 1.7830 1.7703 
4 1.5143 -3.0167 -0.9686 0.0000 -1.0464 -3.0369 1.6755 1.7772 
5 1.6315 1.6963 -3.0082 -0.9897 0.0000 -0.8196 -3.1012 1.7031 
6 1.3784 1.4380 1.5162 -2.9408 -1.1146 0.0000 -0.8553 -3.0639 
7 -3.0802 1.5286 1.6102 1.3889 -3.0657 -1.0311 0.0000 -0.9034 
8 -1.1447 -3.0004 1.3543 1.4133 1.4857 -3.1062 1 1958 0.0000 
Nearest neighbour element pairs 
Nearest neighbour but 1 element pairs 
Nearest neighbour but 2 element pairs 
Nearest neighbour but 3 or adjacent element pairs 
Table 5.2: NxN Correctinn nrrrtri: r for thc t, rrretienl rnnnotrulc mrrntt (Arrurt 
1) described in Section 4.1. 
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1 2 3 4 G 8 
1 1.0000 0.1198 0.0538 0.2026 0.1221 0.2026 0.0538 01198 
2 0.1198 1.0000 0.1200 0.0552 0.2028 0.1223 0.2024 0.0549 
3 0.0538 0.1200 1.0000 0.1201 0.0540 0.2023 0.1223 0.2024 
4 0.2026 0.0552 0.1201 1 0000 0.1197 0.0548 0.2023 0.1223 
5 0.1221 0.2028 0.0540 01197 1.0000 0.1 19 / 0.0540 0.2028 
6 0.2026 0.1223 0.2023 0.0548 0.1197 1.0000 0.1201 0.0552 
7 0.0538 0.2024 0.1223 0.2023 0.0540 0.1201 1.0000 0.1200 
8 0.1198 0.0549 0.2024 0.1223 0.2028 0.0552 01200 1.0000 
. 
1, i,; I t,, ( i, - 
1 2 3 -1 f; ý 8 
1 0 3.138 -3.1414 -0.0018 -0.0004 -0.0018 -3.1416 3 1382 
2 -3.138 0 -3.1357 3.1355 0.0027 0.0027 0.001 3.1414 
3 3.1414 3.1357 0 3.1387 3.1379 -0.0028 0 -0.001 
4 0.0018 -3.1355 -3.1387 0 -3.1344 3.1414 0.0028 -0.0027 
5 0.0004 -0.0027 -3.1379 3 1344 0 3.1345 -3.1379 -0.0027 
6 0.0018 -0.0027 0.0028 -3.1414 -31345 0 -3.1387 -3.1353 
7 3.1416 -0.001 0 -0 0028 3.1379 3.1387 0 3.1356 
8 -3.1382 -3.1414 0.001 0.0027 0.0027 3.1353 -3.1356 0 
(h) 01. ]s@ 
Table 5.3: NxN norinalised correlation inatri: r, for tlrc F1)7'D-ycn. cra. trd a. r- 
ray 
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1 2 3 4 1 F 7 8 
1 1 0.2417 0.1921 0.13 0.1001 0.13 0.1921 0,2416 
2 0.2417 1 0.2417 0.1916 0.1292 0.0994 0.1291 0.1916 
3 0.1921 0.2417 1 0.2416 0.1921 0.13 0.1002 0.13 
0.1292 0.1916 0.2417 1 0.2418 0.1916 0.1292 0.0994 
0.1002 0.13 0.1921 0.2416 1 0.2416 0.1921 0.13 
0.1292 0.0994 0.1292 0.1916 0.2418 1 0.241/ 0.1916 
0.1921 0.13 0.1002 0.13 0.1921 0.2417 1 0.2417 
8 0.2418 0.1916 0.1291 0.0995 0.1292 0.1916 02417 1 
(a) Amplitude 
1 2 3 4 5 6 7 8 
1 0 -0.9344 -2.9338 1.6495 1.8461 1.6495 -2.9338 -0.9345 
2 -0.9332 0 -0.9334 -2.9454 1.6469 1.8501 1.6469 -2.9453 
-2.9336 -0.9341 0 -0.9342 -2.9336 1.6501 1.8467 1.6498 
1.6476 -2.9452 -0.9331 0 -0.9334 -2.945 1.6473 1.8504 
1.847 1.6502 -2.9335 -0.9341 0 -0.9342 -2.9336 1.6502 
1.6475 1.8504 1.6473 -2.9451 -0.9333 0 -0.9332 -2.9452 
-2.9336 1.65 1.8468 1.6501 -2.9337 -0.9341 0 -0.9341 
8 -0.9332 -2.9453 1.647 1.8502 1.6469 -2.9454 0.9333 0 
()I r'IGisi' 
Table 5.4: NxN normalised correction matrix for the FI)7'1)-yrneraled ar- 
ray 
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Figure 5.6: Arbitrary displacements imposed on FDTD array model. 
with the elements displaced by 0.1,0.2,0.5 and 1mm each in arbitrary4 directions as shown 
in Figure 5.6. As expected, the presence of these displacements on the models result in the 
change in the element amplitude and phase patterns which are no longer uniform due to 
the change in mutual coupling effects. The radiation patterns of the four new models are 
shown in Figure 5.7. The changes are also reflected in the correlation matrix as the values 
deviate further away from those where the elements are perfectly placed. Figure 5.8 shows 
how the correlation and correction values deviate from those shown in Equations (5.3) and 
(5.4). It is shown that the standard deviations of the correction factor are approximately 
linearly dependent upon the amount of displacements in the element position. 
In order to validate the function of the correction matrix C-1, two scenarios are compared. 
That is, the first of the FDTD-generated UCA against the FDTD-generated UCA with 1mm 
displacements on its elements. It can be seen in Figure 5.9 that the correction matrix at- 
tempts to correct the dimension errors in the array, as it is evident in the cases where -10 
and -20dB Chebyshev SLL are specified, the resulting patterns produced by the array with 
displaced elements overlap those produced by the array with correctly-placed elements. How- 
ever, as the Chebyshev SLL requirement is pushed to lower levels, it can be seen that the 
beam patterns start to deviate from each other. Figure 5.10 confirms the fact that despite 
the -40dB SLL requirement, the correction matrices are still capable of performing their 
functions in the cases of 0.1 and 0.2mm element displacements. It therefore follows that 
4Direction of displacements had to be chosen arbitrarily since they are limited by grid positions and size in 
the case of 0.1 and 0.2mm displacements. However, an FDTD model of the array with 0.5mm displacements 
in random directions shows similar results to those of the arbitrary 0.5mm displacements. 
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0 
50 100 150 
-150 -100 -50 0 50 100 150 
0.1 mm displacements 
-150 -100 -50 0 50 100 150 
0.2mm displacements 
1mm displacements 0.5mm displacements 
Azimuth (degrees) 
Figure 5.7: Element radiation patterns produced by the FD'I'D-ycnrrn. icd 
arrays with arbitrary displacements. 
although the correction matrix does attempt to correct for manufacturing errors. t here is a 
limit to the aniount of error it is capable of correcting. In this case, the limit lies at ±0.21mo. 
It is proposed that an average correction matrix C,,, ' constructed from Hie uoruialised m, cr- 
age of the correction values obtained front the original FD'I'D-generated array should be used 
(Table Figure 5.11 illustrates the effects on the array magnitude pat terns by applying 
the Cal! onto the different FDTD-generated arrays with uniform weights. It is shown Clint 
the magnitude of error in the element position affects the sidelobe levels, where tliere is a 
discrepancy of a magnitude :ý 3dB between the array with perfectly placed elements aaºd 
the array with Imm displacement. This effect is also reflected in Figure 5.12 where it set of 
Chebyshev weights with -10, -20, -30, -35 and -40(1B SLL requirenueuts are applied. 'T'he fig- 
ure shows that for higher SLL requirements. there is little difference between the patterns of 
'Values averaged across the colour-coded diagonals such that every neat rix eleuuent of' t he s, inie colour 
inherit an identical value that is an average across values in this particular colour. Averaged valves are 
normalised with respect to the diagonal. 
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Figure 5.8: Standard deviations in: (a)Corrclati, oa naatri: r (b)Cor°rcclio, i 
matrix, produced by the FDTD-gerrcratcd arrays with diffrrunt 
displacements. 
the array without any displacement errors and those with displaceuieut errors. Ilow-ever. as 
the SLL requirement is increased, the patterns begin to separate. It is shown timt t lie nia. x- 
imum sidelobe suppression level that can be achieved is limited to a level that is depelideut 
upon the amount of element displacements. It is seen that with O.: inuii disl)la. cenieiits, the 
maximum suppression that can be achieved is -26r/B. In the c<use of Iuuii displacements. 
SLL suppression reaches its error floor at -21c/B. Beyond these levels. SI. I, siezes to go 
any lower. Further increasing the Chebyshev SLL requirement results iii the Widening of the 
main beam. The same phenomenon is also seen in the behaviour of t he real array iii 1" iglu e 
5.5. 
For further comparison, another monopole UCA is built witli a slightly relaxed mcclu-; icy. 
As can be seen in Table 5.6. this array, labeled Array 2 throughout this chat ter. 1ia iip lo 
0.88mm errors in its dimensions. Figure 5.13 coººº]rtres the fºerfuruºaiwe (f Arr; ºv 2 wit Ii 
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1 2 3 4 5 6 7 8 
1 1 0.2417 0.1918 0.1296 0.0998 0.1296 0.1918 )) 2417 
2 0.2417 1 0.2417 0.1918 0.1296 0.0998 0.1296 01918 
3 0.1918 02417 1 0.2417 0.1918 0.1296 0.0998 0.1296 
i 0.1296 0.1918 0.2417 1 0.2417 0.1918 0.1296 0.0998 
0.0998 0.1296 0.1918 0.2417 1 0.2417 0.1918 0.1296 
6 0.1296 0.0998 0.1296 0.1918 0.2417 1 &2411 0.1918 
7 0.1918 0.1296 0.0998 0.1296 0.1918 0.2417 1 0.2411 
8 0.2417 0.1918 0.1296 0.0998 0.1296 01918 0.2417 1 
(a) Amplitude 
1 2 3 4 5 6 7 8 
1 0 -0.9337 -2.9394 1.6486 1.8485 1.6486 -2.9394 n 9337 
2 -0.9337 0 -0.933/ -2.9394 1.6486 1.8485 1.6486 '1.9394 
3 -2.9394 )9337 0 -0.9337 -2.9394 1.6486 1.8485 1.6486 
1 1.6486 -2.9394 -0.9337 0 -0.9337 -2.9394 1.6486 1.8485 
1.8485 1.6486 -2.9394 -0.9337 0 -0.9337 -2.9394 1.6486 
6 1.6486 1.8485 1.6486 -2.9394 -0.9337 0 -0.933i -2.9394 
7 -2.9394 1.6486 1.8485 1.6486 -2.9394 09337 0 -0.9331 
8 -0.9337 -2.9394 1.6486 1.8485 1.6486 -2.9394 -0.9337 0 
(b) Phase 
Nearest neighbour elements 
Nearest but one elements 
Nearest but two elements 
Adjacent elements 
Table 5.5: NxN rlreruyrnorvrulixr°d rnr°rcclinn rnulri. r CMI for Ihc 
generated array with n. u distdac(mrnt. ti. ti itla(. ti 
acros, s the colour-coded di(igoa. alS. 
(IJ'[ (IN('lYI(1('(ý 
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No displacement 1 mm displacement 
Figure 5.9: Two FDTD-generated UCAs c"orrreted by thci, r individnai cor- 
rection matrix C-1 obtained through Equations (/. 9), (4.1.? ) 
and (4.14). Chebgshev weights with (i1 fJ'crcrct SLL rquirr- 
rnents are then applied to the eorrented pat turns. 
that of the original array. Cn, i is used in this case, and Chebyshev weights with different till. 
requirements are applied. It can be seen that as the SLL requirements are lowered, Array I is 
capable of producing sidelobes up to ti -25dB whereas SLL fails to reduce beyond = -20(l B 
in the case of Array 2. 
The achievable SLL from the FDTD-generated arrays as well ms the practical arravs is situm- 
marised in Figure . 5.1-1. The diagram illustrates that. as the dimensions error is increased, t lie 
maxiuium achievable SLL decreases accordingly. Further, it call be seen from Figure .. I 1 as 
well as comparison between Figure 5.12 and Figure . 5.13 that in terms of the achievable SL L, 
Array 1's performance is similar to that of the FDTD array with tl.: nuui displacenient, while 
Array 2 performs more similarly to the FDTD array with lulls displaceuuciit. 
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1 mm displacements 
150 
100 150 -150 -100 -50 
Azimuth (degrees) 
FDTD Arrays with element displacements 
FDTD Array without element displacements 
Figure 5.10: FDTD-generated UCAs corrected by flicir individual 
tion matrix C-' obtained through, Equations (4.9). 
and (4.14). Chebyshev weights with, -40dB SLL rcquircrncnt 
are then applied to the corrected patterns. Patterns prod aced 
by the original FDTD model with no element rlisplaeermn. ts 
are compared to those of the FDTD nrodel. s with element dis- 
placements. 
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1 2 1 1 8 
1 0.0000 21.9498 40.9806 53.9429 58.0171 54.0310 41.6775 21.3873 
2 21.9498 0.0000 22.1631 41.3527 53.3906 58.1782 53.7146 40.8922 
3 40.9806 22.1631 0.0000 22.7423 41.1085 54.0690 58.2100 53.6407 
53.9429 41.3527 22.7423 0.0000 21.9160 41.1865 53.4931 58.1249 
58.0171 53.3906 41.1085 21.9160 0.0000 22.3511 40.6021 53.3764 
54.0310 58.1782 54.0690 41.1865 22.3511 0.0000 21.7598 41.0470 
7 41.6775 53.7146 58.2100 53.4931 40.6021 21.7598 0.0000 22.6034 
8 21.3873 40.8922 53.6407 58.1249 53.3764 41.0470 12.6034 0.0000 
(a) Actual array dimension 
22.0779 40.7946 53.3008 57.6923 
(b) Accurate 
1 2 3 1 8 
1 0.0000 -0.1281 0.1860 0.6421 0.3248 0.7302 0.8829 -0.6906 
2 -0.1281 0.0000 0.0852 0.5581 0.0898 0.4859 0.4138 0.0976 
3 0.1860 0.0852 0.0000 0.6644 0.3139 0.7682 0.5177 0.3399 
0.6421 0.5581 0.6644 0.0000 -0.1619 0.3919 0.1923 0.4326 
0.3248 0.0898 0.3139 -0.1619 0.0000 0.2732 -0.1925 0.0756 
0.7302 0.4859 0.7682 0.3919 0.2732 0.0000 -0.3181 0.2524 
0.8829 0.4138 0.5177 0.1923 -0.1925 -0 3181 0.0000 0.5255 
8 -0.6906 0.0976 0.3399 0.4326 0.0756 0.2524 0 5255 0.0000 
Nearest neighbour elements 
Nearest but one elements 
Nearest but two elements 
Adjacent elements 
1: 31) 
Table 5.6: . -bray 2 di/in(n, si, uns in mill,. 
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Figure 5.11: Normalised Average correction matrix C,,, ' (able 5.5) ap- 
plied to FDTD-generated arrays with, various displacrmc'rrts. 
No linear array weights are applied to the corrcctcd palicrns. 
The proposed design of Carl is shown in Figure 5.1: 5. The matrix involves eight 5-wav splin- 
ters, 24 2-way splitters, and eight identical copies of weight fnnctious A, 13, C and 1). 13eariug 
in mind that the original correction matrix would have involved (it imique amplitude mid 
phase weights. the new method has cut the number of required amplitude and phase weights 
by 94%. Although the number of components needed in the matrix is still (i1 (i. e. Nx N), 
in the new proposed design many of the elements are identical copies and therefore allowing 
for mass manufacture, cutting costs even further. 
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-40dB SLL 
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-20dB SLL 
100 150 
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-35dB SLL 
no displacement 
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0.2mm displacement 
0.5mm displacement 
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Figure 5.12: Normalised Average correction 7natri. r C,;, 1 (Tablr op- 
plied to FDTD-generated arrays with vuriou. s di. splurrmrnLs. 
Chebyshev weights with differeof SLL rrynirc-, units upplird to 
the corrected Patterns. 
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Figure 5.13: Normalised Average correction matrix: C,,,. ' (1 üblc 5.5) ap- 
plied to Array 1 and Array 2. Chebiýsh, ew výe%glý. t, ý with 
ent SLL requirements applied to the corrected patterns. 
- Chebyshev SLL (dB) 
Figure 5.14: SLL achieved by Array 1. Array 2 and the na, ri, orus Ei)'/ 1)- 
generated arrays when Chebyshev wciyhts an, atrtrlicd, u, i//i 
the nor finalised average correction naatr"i,. i msolat on of bc- 
tareen 0.01 and 0.0001. 
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Figure 5.15: Proposed correction matrix for 8-element UCA with A/2 ra- 
dius at 5.2GHz. 134 
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5.6 Manufacturing Tolerance and Measurement Resolutioii 
Thus far. it has been assumed that resolution of 0.0001 is applicable for the carrel; 1 ion 
and correction matrices. However, it practice it is often not possible to produce wit Ii such 
accuracy. In order to investigate the level of accuracy needed for production of t he proposed 
correction matrix Cß, 1. array patterns are analysed while the values of C,,, ' are t rnncnte I 
to 1.2 and 3 decimal places. corresponding to 0.1,0.01 and 0.001 resolution. "these f ntterns 
are compared with those of the original 0.0001 resolution. It was found that the resulting 
patterns are identical for resolutions down to 0.01. hence the 0.001 has been omitted irrnu 
Figure 5.16. In this illustration. the patterns of Array 1 with the corrected Butler matrix 
system with 10.20.30 and 40d13 SLL with various resolutions are revealed. I lowever, ch, iiiges 
in SLL occurs when a 0.1 resolution is emplcrved on the matrix. It is shown t lint a rise ill 
SLL of ; zt ädB is seen at this resolution. 
Azimuth (degrees) 
4 Decimal places ----- 2 Decimal places 1 Decimal place 
Figure 5.16: Radiation patterns produced by Array 1 whrn. ('hc hg. tihrr 
weights are applied. with 0.1.0.01 and 0.000/ resoiations 
of C. 
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Figure 5.17 shows the SLL levels achievable by the different test arrays when ditferetut 
shev weights are employed. It is seen that in the case of the FDTD-generated arrays, w hen 
Chebyshev requirements beyond -30dB SLL are specified, the system fails to respond \\, it li 
lower SLL. In the case of the practical arrays, i. e. Array 1 and Array 2, this threshold level 
appears to be at -35d13 SLL Chebyshev requirement. 
Table 5.7 illustrates the amount of error that is acceptable in the product iuu of t Ii a%'crage 
correction matrix C, ß, 1, based on the variety of FDTD-geii crated arrays , ýs well , ºs Hic prac- 
tical arrays, assuming an achievable SLL threshold of -25dB. The talºIe sºuuºua. rises t lie fact 
that as the manufacturing error in terms of the array dimensions increases, the icccpt; ihle 
correction matrix error is reduced. Further, it is also shown that ArraY I perf01-111" tiiinil, irlY 
to the FDTD-generated array with O. 5min element, displacements. The worst of t lie I' I) I'I ) 
models, i. e. that with lmm element displacements, as well as Array 2 are marked N/A due 
to the fact that these arrays are not capable of producing SLL of equal or larger magnitude 
than the -25dB threshold. even when no correction matrix error is involved. 'I'allle ). ti shores 
the real correction matrix C-t for Array 2. That is, the correction matrix generated from 
real measured element patterns of Array 2 and calculations presented in Section 1.3. It c; m 
be seen that, there is a magnitude and phase discrepancy of up to O. O! ) and I). $3 respectively 
in the correction matrix compared to the average normalised correction matrix generated 
from the FDTD model with no element displacements. 'l'liis is illiistratcd in Figurc 5.18. It 
is therefore concluded that arrays of such dimension errors are not acceptable. 
40 
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" Array 1 
Array 2 
31) 40 
Figure 5.17: SLL achieved when, Cheby. shcc, uueighl. s arc nJ)t)licd to .1 rcny 
1, Array 2 and the various FDTD-gcn. crufed avivys, with res- 
olution of Cn,! lim, ited to 0.1. 
13(; 
CHAPTER 5: Compensation for Element Interactions and Array Imperfections 
I No displacement +/-0.05 I 
E 0.1 mm displacement +/-0.04 
0.2mm displacement +/-0.04 
0.5mm displacement +/-0.02 




Array 2 7 N/A2 1 
Table 5.7: Correction matrix tolerance for the different arrays, assuming 
a minimum achievable SLL of -25dB. 
5.7 Correction Matrix Diagonalisation 
As can be seen in Table 5.5, the proposed correction matrix C'1 is now circulant. That is, it 
is in the form of Equation(5.6) and can be defined by its first column c= [co, Cl, ..., cN_1]T . It 
is shown in [20] that a circulant matrix can be diagonalised by pre- and post- DFT process. 
Hence: 
where Az is the mth DFT bin of c. 
and 
Since FFH = I, 
C-1 = FNAF 
A,,,, = Fc 
A= diag{A,,,, }. 





It can be concluded from Equations(5.15)-(5.18) that the NxN correction matrix in Table 
5.5 can now be eliminated and replaced by a (2111+1) x (2117+1) diagonal matrix A. Therefore 
'N/A: These arrays are not capable of producing SLL of equal or larger magnitude than the -25dB thresh- 
old, even with no correction matrix error involved. 
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Ave. normalised C-1 from FDTD model, 4DP 
Ave. normalised C-1 from FDTD model, 2 DP 
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Figure 5.18: Array 2 with, specified -40dß Ch. cbyshcv SLL, with its real, 
correction matrix shown in Table 5.8 and dre (iccra. yc nor- 
maliscd correction matrix generated thro-n. yh /hc 1, I)'1'! ) a. rrv. rt 
model with no element displaccinerds. 1'attcrn. s are obscrved 
with both matrices correct to 2 and 4 decimal places. 
Equation 5.9 becomes 
Ä(cý) : JAFA (:,. I! 1) 
It. should be noted that A is does not correspond to niiit. ual coupling coulpensa. t ion. I) rived 
from the values obtained for C-1. A corresponds to embedded pattern conupeusat ion. AI- 
though it does not include correction for element displacement, A includes cunipensat ion for 
the effects of scattering. ground plane effects as well as mutual coupling. When iniplenieuted, 
A corresponds to 2. V+ 1 amplitude and phase weights. Figure i. 19 illustrates t lie iuiprm, ed 
design of the corrected UCA-Butler matrix system. 
Furthermore. it should also be noted that. the application of A as oppose lo the average 
CMI does not affect the performance of the system in terms of the achievable S'1,1, as wc1l 
tolerance. 'I'll(, proposed practical values of A,,, for ti-clement UCAs built as deseribrd in t he 
first paragraph of Appendix D is shown in Table : 5.9. These values have been nornialisecI it Ii 
respect to the centre value, hence no amplitude and phase conipeiisa. tion is needed at III=(). 
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Figure 5.19: Block diagram of the simplified UCA-Butler matrix system 
incorporating embedded pattern compensation. 
Further, it can be seen that there is a symmetry in the amplitude and phase compensations. 
Hence only MZ unique values are needed. 
5.8 Discussion 
Despite their promising abilities, circular arrays have received far less attention than their 
linear and planar counterparts. Limited studies and applications are available involving this 
array geometry. In many cases, circular array pattern synthesis requires complex signal ma- 
nipulations as well as costly signal processing architecture. 
This chapter takes a more detailed look at the use of Butler matrices for circular array pattern 
synthesis. Although the theory has been presented by Davies in [8], the amount of research 
and application of this method on a practical array has been limited. The subject is extended 
in this chapter where mutual coupling and other array imperfections are no longer assumed 
to be non-existent. As was revealed in the previous chapter, these effects influence and limit 
the performance of circular arrays, particularly at higher frequencies such as the frequency 
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of interest in the work presented in this thesis, which is 5.2GHz. At these frequencies, slight 
variations in the array antenna positioning could lead to significant variations in the array 
radiation patterns. This is evident in Figure 5.7. 
Compensation for mutual coupling as well as other array imperfections is addressed in this 
chapter. A method proposed by Wax [7] includes compensation for both mutual coupling 
and array imperfections, unlike other mutual coupling compensations which rarely take other 
imperfections into account. A closer look into the results obtained by this method reveals 
that the array radiation patterns are greatly improved through the use of the correction ma- 
trix. Results in Figure 5.5 shows that this method, when used with the 8-element monopole 
test UCA and combined with Chebyshev windowing function, is capable of producing maxi- 
mum SLL of ti -30dB. However, it was also revealed that due to the non-identical element 
patterns and asymmetrical positions of the array elements, the correction matrix requires 
NxN individual phase and amplitude values. 
In Section 5.5, four additional arrays are generated by the FDTD method and a more de- 
tailed look into the correlation and correction matrix is presented. It is shown that error 
in the element positions is reflected in the matrices as deviations from the initial values. 
This error is also visible in the element patterns as they become less identical as the error 
is increased. The section also illustrates how the correction matrix attempts to correct for 
the errors in the manufacturing accuracy of the array itself. However, it can be seen that 
for larger manufacturing errors, i. e. those beyond 0.2mm accuracy, the matrix struggles to 
perform its task, particularly when lower Chebyshev SLL is specified. 
The matrices produced by the FDTD-generated models are however not directly comparable 
to those of the practical arrays. This is due to the fact that the practical arrays are also 
affected by other sources of error associated with the antenna measurements (Appendix A), 
which are not taken into account in the FDTD models. Nevertheless further analysis shows 
that the average normalised correction matrix obtained from the original FDTD model can 
still be used to correct the practical arrays. This yields maximum SLL levels of -25dB 
in the case of Array 1 and -20dB in the case of Array 2. Although this is ,. 5- 10dB 
lower than the non-simplified matrix, the simplified matrix for 8-element monopole UCA 
only consists of 8 identical copies of 4 different set of amplitude and phase weights, thus 
reducing the design and manufacturing cost. 
Section 5.6 discusses the resolution needed in order to obtain the results presented in the 
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previous sections. It is revealed that assuming a minimum achievable SLL of -25dß, an ac- 
curacy of the order 0.01 ± 0.02 is needed for the correction matrix. Lower resolutions will 
affect the maximum SLL that can be achieved by the system. 
This chapter has revealed through a variety of measurements, simulations and calculations 
a more in-depth view of the use of Butler matrix for UCA beamforming purposes. Practi- 
cal issues are considered and error analysis presented, yielding proposed practical values for 
the correction matrix appropriate to use for an eight-element monopole UCA operating at 
5.2GHz. Numerous findings presented in this chapter has led to the conclusion that for the 
particular type and operating frequency of UCA, a ±0.2mm or 3.47 x 10-3A limit to the 
amount of array manufacturing tolerance is essential in order to achieve a minimum SLL of 
-25dB. 
Further investigations reveal that the average correction matrix Cav can be reduced further 
due to its new circulant property. Simple matrix manipulation leads to a (2M+1) x (2M+1) 
diagonal matrix A following the Butler matrix, as a replacement of CQV . Further, 
due to 
its symmetrical property, only 2 identical copies of M unique values are now needed for the 
compensation matrix A. Although the compensation matrix has lost its ability to correct for 
imperfections in the actual element positions6, A still provides compensation for changes in 
the embedded element patterns due to scattering and mutual coupling effects while cutting 
manufacturing costs by .:: 80% and potentially cutting design costs by at least s. 95% as the 
need for complex correction matrix is removed. 
as did C., i 
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1 2 3 8 
1 1 0.2146 0.1889 0.1803 0.14 0.1527 0.2101 0.3342 
2 0.2988 1 0.2423 0.1776 0.1415 0.171 0.1284 0.1933 
3 0.2055 0.3188 1 0.2607 0.1871 0.1581 0.1468 0.1529 
4 0.1455 0.2115 0.2745 1 0.2185 0.1624 0.1593 0.1352 
0.1159 0.1195 0.1997 0.263 1 0.1983 0.1715 0.1322 
6 0.1451 0.1625 0.1388 0.1817 0.3035 1 0.248 0.1706 
7 0.1946 0.1473 0.1342 0.1359 0.2294 0.2926 1 0.2183 
8 0.2582 0.1436 0.1548 0.1914 0.156 0.22 0.2996 1 
itucie 
1 2 3 4 5 6 7 8 
1 0 -1.1162 -3.0766 1.6652 1.8742 1.5606 -2.9448 -0 6614 
2 -0.7474 0 -1.2306 -3.0228 1.5014 1.8955 1.5892 -3.031 
3 -3.1015 -0.7662 0 -1.0938 -3.1007 1.6807 1.9021 1.6739 
4 1.4412 -2.9699 -0.9071 0 -1.2802 -3.1208 1.262 1.5651 
5 1.6182 1.3329 -3.0419 -0.6685 0 -1.1024 -3.0873 1.236 
6 1.2084 1.5514 1.1828 3.0594 -0.8494 0 -1.3566 -3.1201 
7 3.1272 1.3257 1.856 1.5086 -3.1182 -0.7076 0 -1.1/43 
8 -1.3389 -3.1355 1.3165 1.6857 1.5355 3.1202 -0.9722 0 
ý h' . iýý 
Table 5.8: . -lrruy _' rrnl rnrrrrtirrn rnnlri. r 
CI nbininrd frnnr ralrtrlalinu., 
ba. sed on. Equations (4.9). (4.1;; ). (4.14). 
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Amplitude Phase 
A. 3 1.02 0.55 
A. 2 1.56 0.26 
A,, 1.56 -0.29 
Ao 1.00 0.00 
A, 1.56 -0.29 
A2 1.56 0.26 
A3 1.02 0.55 
Table 5.9: Practical values for A,,,, for 8-element monopole arrays. 
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Chapter 6 
Conclusions and Suggestions for 
Further Work 
The wireless network has been and continues to be a growing industrial sector. As Wi-Fi and 
WiMMAX are becoming ever more popular applications in the everyday market, today and 
more so future users will expect greater coverage to enable them to connect to the internet 
wherever they go. This, coupled with the limited bandwidth resources available, in turn 
presents a challenge for the industry to provide a cost-effective solution. Wi-Fi and WiNIAX 
providers are finding increasing needs for effective AP systems that are also affordable in 
order for them to be able to install enough to provide the coverage in demand. 
It is now a common knowledge that antenna arrays present a capacity enhancement solu- 
tion. Provided that wanted and interference signals are spatially separated, pattern control 
achieved through the use of antenna arrays maximises wanted. signal whilst reducing sensitiv- 
ity to interference. Linear arrays have had their fair share of research and their applications 
are common feature to wireless networks. In the case of cellular networks, tri-sector base sta- 
tions involving three linear arrays arranged in a triangular configuration are common place 
and have proven to be sufficient. However, in the case of Wi-Fi applications where centrally 
located access points are desirable, circular arrays present an attractive solution with their 
ability for 360° azimuth coverage. For this reason, studies presented in this thesis have been 
based on this type of array architecture. 
In order to validate theoretical results and aid with further analysis for embedded pattern 
compensation, two 8-element directional patch UCAs, two 8-element monopole UCAs, and 
five 8-element FDTD monopole UCA models have been constructed. These provided the 
experimental valuations that are currently very limited in circular array literature. 
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In this chapter, results and findings of the research described in this thesis are put together. 
The promise of 360° azimuth coverage earns circular arrays the attention that they have been 
lacking. Various UCA theories are put to the test with measured data. Pattern compensation 
is addressed and a proposed novel solution is presented. 
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6.1 Discussion 
6.1.1 Beam Cophasal Excitation 
The first UCA pattern synthesis technique under evaluation in this thesis was the Beam 
Cophasal excitation, which is perhaps the simplest form of UCA pattern synthesis. 
Through rigorous simulations using ideal UCA patterns, it was found that for the case of 
discrete monopole UCAs, a maximum radius of R= is is needed in order to produce a 
beam pattern that is the shape of the Jo(x) distribution with decaying sidelobe pattern and 
maximum sidelobes occurring directly on either side of the main beam peak. This was shown 
in Figure 3.2. This is in contrary to Davies' theory [2] that states that the maximum radius 
for this Beam Cophasal excitation should be R= ä1 , as Davies' theory is based on the as- 
sumption that the UCA includes a large number of elements. However, when the technique 
was applied to real measured data in Chapter 4, it was apparent that even when a radius 
of R= its was used in the construction of the practical array, the resulting pattern did not 
possess the decaying sidelobe patterns (Figure 4.9). Experimental evaluations showed that 
when directional elements were used in the array, there were significant differences in the 
shape of the resulting pattern when they were rotated around the azimuth angles (Figure 
4.11(a)). The practical arrays used in the evaluation, which include manufacturing and mea- 
surement imperfections as well as element interactions, were not taken into account in the 
theory. In order to overcome some of these effects, conjugate weights in equation (3.5) may 
be used instead of the ideal phase weights described by Davies. This resulted in more even 
beam widths when they are rotated along the azimuth plane (Figure 4.11(b)). 
Results revealed that while the Beam Cophasal technique seems low-cost at first glance due 
to its low complexity, when element interactions and other array imperfections are involved, 
conjugate weights are needed in order to account for these effects. This in turn increases 
costs as it becomes necessary for the individual element patterns to be measured. Figure 
4.11(b) also suggested that in the case of 8-element directional UCA, a maximum sidelobe 
level (SLL) of ^-, -12dB was achieved. Furthermore, rotation of the beam pattern involves 
adjusting both the amplitude and phase weights. Considering the limited SLL that can be 
achieved, this technique does not seem to be ideal as a low-cost solution. 
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6.1.2 Phase Mode Excitation 
The next and perhaps most popular excitation technique for UCAs is the Phase Mode Exci- 
tation, as described in Section 3.1.2. The technique is based upon the application of spatial 
FFT on to the array pattern in order to transform it to a virtual array that is amendable to 
spatial smoothing. The main advantage of this technique is that any ULA weighting func- 
tions can now be applied to the virtual array. Another advantage of the virtual array is that 
rotation of the beam pattern can be performed by simply applying progressive phase shift to 
the beam pattern. 
6.1.2.1 Butler Matrix for UCA 
Davies [2] and Wax [3] suggests that Phase Mode Excitation can be realised through the use 
of Butler matrix (Section 2.9). The matrix provides the correct array excitation for spatially 
orthogonal set of n possible phase modes. However, the size of Butler matrices are limited to 
BxB where B= 2" and n is an integer, whereas the total number of modes in Phase Mode 
excitation is 2117 +1 where M is an integer and represents the highest mode that can be 
excited. Therefore one of the Butler matrix port has to be terminated as only B -1 output 
ports are utilised. The choice of port to be terminated is irrelevant due to the symmetrical 
property of UCAs. 
6.1.2.2 UCA Elements and Dimensions 
Simulations in Section 3.2.3 illustrated that the use of larger number of elements for Phase 
Mode excitation produced beam patterns that were better resemblance to the sinc function 
produced by a ULA. It was shown in Section 3.2.1 that an optimum radius of Ropt = N6 
should be used in order to obtain patterns that resemble the Jo(x) function that has decaying 
sidelobes with the highest sidelobe level occuring directly on either side of the main beam. 
Figure 3.4 showed that although radii R< Rat also produces Jo(x)-like patterns, the pat- 
tern produced by R= Ropt exhibited lower SLL. In terms of choice for number of elements, 
Figure 3.7 showed that the SLL pattern produced by an 8-element UCA was 5dB higher 
than that of a 16-element UCA. 
Further examinations with ideal directional and omnidirectional UCAs revealed that the SLL 
produced by a 16-element directional UCA without any additional ULA weights was ^l 8dB 
higher than its omnidirectional counterpart. There was also a discrepancy of ti 15dB in 
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terms of the front-to-back ratio. This is in agreement to Davies' suggestion that directional 
elements can not be used to relax the distortions caused by inter-element spacing. It should 
be noted at this point that shadowing effect occurs when directional elements are in place 
as the ground plane used for mounting the elements would have to be cylindrical in shape. 
Hence contribution from the back elements is lost. 
The ideal cases were put to the test when 8-element vertical patch and monopole UCAs as 
well as an FDTD model of an 8-element monopole UCA (Section 4.1) were used to verify the 
theoretical findings. Figure 4.12 showed that there was a 5dB difference in the pattern 
produced by the directional array compared to the ideal case in terms of the front-to-back 
ratio. There was also a rise in the SLL directly on either side of the main beam due to mutual 
coupling'. When the 8-element monopole array and its FDTD model were employed, the 
patterns produced front-to-back ratios that were respectively ti 10dB and 5dB higher than 
the ideal case. The levels of the first sidelobe were also 7dB and ,: 3dB higher compared 
to the level produced by the ideal array. 
6.1.2.3 Chebyshev weighting for UCA 
Performance of the practical arrays was evaluated further by applying sets of Chebyshev 
weights in addition to the phase mode excitation in order to find the lowest achievable SLL. 
It was found that the directional array used in this evaluation was capable of producing SLL 
up to - -15dB. In the monopole cases, the practical array produced up to -12dBSLL 
and the FDTD model produced up to -, -15dß SLL. Beyond these threshold, SLL ceases to 
decrease any further as the Chebyshev SLL requirement was increased. 
Although a variety of ULA weighting techniques are available, only Chebyshev weights were 
used throughout Chapters 3,4 and 5. It should be noted that the virtual array patterns are 
amendable to other ULA weights. Chebyshev weights in particular were chosen since SLL 
can easily be specified and Chebyshev weights produces the narrowest possible beamwidth 
for the required SLL. Lowering the Chebyshev requirement to a point where beam patterns 
cease to respond provides a measure for the maximum achievable SLL. 
The previous exercise proved that ULA weighting function can be applied to UCAs with 
Phase Mode excitation, as it was seen in Figures 4.13 and 4.15 that increasing the Cheby- 
'The same trend was seen in the case of practical monopole array, as shown in Figure 4.3 
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shev SLL requirement resulted in lowering of the resulting SLL. However, it is evident that 
the performance of the practical and FDTD model arrays were relatively poor compared 
to the ideal case where much lower SLL was achievable. This is a result of the fact that 
the practical arrays only employ 8 elements while the Phase Mode theory is based on the 
assumption of continuous UCA. Another important factor that is not taken into account in 
Davies' Phase Mode theory is mutual coupling, which is unavoidable in practical cases. 
Theories and investigations regarding the array geometry has led to the conclusion that 
for low-cost antenna solution for Wi-Fi applications, an eight-element monopole UCA with 
radius R= Rpt should be used. This is supported by the fact that: 
" Larger numbers of elements would incur added costs as the Butler matrix needed for 
Phase Mode excitation becomes more complex. 
" Chapter 3 revealed that the use of directional elements imposes higher-order distortion 
terms which causes further deviation in the resulting pattern from the intended sinc 
envelope. Furthermore, Phase Mode pattern synthesis for directional UCAs require that 
each individual element patterns be known, which could be costly and time consuming 
if multiple production is needed. The choice in element type was supported by the fact 
that only a 3dB improvement was seen when the practical 8-element directional UCA 
was employed, compared to the performance of the practical 8-element monopole UCA. 
6.1.3 Element Interactions and Array Imperfections 
Figures 4.3 and 4.4 summarised the fact that even when monopole elements were used in the 
array, element interactions as well as the element positions in the array affect the element 
patterns. The patterns, otherwise uniform in magnitude, now include peaks and troughs 
due to these effects. The effects of element interactions and other array imperfections were 
addressed in Chapter 5. Additional UCA FDTD models constructed with random element 
displacements revealed that the slightest imperfection in the UCA manufacture creates an 
impact to the element patterns (Figure 5.7). 
The embedded pattern compensation presented in Chapter 5 is based on compensation tech- 
nique proposed by Wax [3]. Promising to simultaneously compensate for mutual coupling as 
well as other array imperfections through the use of a simple NXN correction matrix C-1, 
this technique seemed very attractive. Figure 5.5 illustrated that by using this technique to- 
gether with the Butler matrix excitation, maximum SLL levels of -30dB (produced by the 
8-element monopole UCA) and -35dB (produced by the FDTD model) were achievable. 
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This is 13-18dB lower than the maximum SLL achieved without the correction matrix C-1. 
Figure 5.9 and 5.10 also illustrated that the matrix attempts to correct for the dimension 
imperfections in the array as the beam patterns of the FDTD models with displaced elements 
attempt to imitate the behaviour of the model with perfectly placed elements. 
However, further examination into the correction matrix C-1 revealed that the matrix in- 
volves N-1xN unique amplitude and phase values (Figure 5.2). For an 8-element array, 
56 different amplitude and phase compensations are needed in order to correct the imper- 
fections in the array. This would obviously make the matrix difficult to manufacture, not to 
mention the high cost. Furthermore, a unique matrix would be needed for every single array. 
Therefore, if this technique was to be employed the correction matrix has to be simplified. 
Based on this finding, further research was carried out in attempt to simplify the correction 
matrix. 
As C-1 is highly dependent upon the correlation between elements in the array, it was 
revealed that ideally, the matrix should only involve eight identical sets of three different 
amplitude and phase elements and four identical sets of the fourth amplitude and phase 
element, each corresponding to interactions between the nearest neighbour, nearest but one 
neighbour, nearest but two neighbour, and adjacent elements. A proposed correction matrix 
(Table 5.4) was extracted from the initial FDTD model with no element displacement. The 
correcting values in this matrix were then normalised and averaged along the diagonals (ac- 
cording to the colour code) to obtain a matrix of the format described above(Figure 5.5). 
A proposed design of the average correction matrix Cýv was shown in Figure 5.15, where 
through the use of 5-way and 2-way splitters, the required amplitude and phase weights were 
cut further to only 8 identical sets of four different amplitude and phase weights. 
Figures 5.11 and 5.12 illustrated the behaviour of the displaced FDTD models compared 
to the model with perfectly placed elements, when Cýv and uniform as well as Chebyshev 
weightings were applied. It is evident that as the element displacements increase in magni- 
tude, the discrepancy of achieved SLL between the patterns produced by the models with 
displaced elements and those produced by the model with perfectly placed elements increased. 
Figure 5.14 illustrated the SLL achieved by the FDTD models as well as the practical arrays 
when different Chebyshev SLL requirements were imposed. It is evident that up to Cheby- 
shev SLL requirement of -20dB the real achieved SLL are approximately linearly dependent 
on the Chebyshev requirement. Beyond this point, the gradients decrease at different rates 
according to the magnitude of element displacements. 
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Figure 5.16 illustrated the response of the practical 8-element monopole UCA (Array 1) 
when different degrees of resolution is imposed. It was concluded that a resolution of 0.012 
is needed in Cýv in order to achieve the optimum results. Table 5.7 summarised the amount 
of tolerance acceptable for the different FDTD models as well as the practical arrays, as- 
suming a maximum achievable SLL of at least -25dB. This, coupled with numerous findings 
throughout Chapter 5, has lead to the conclusion that a manufacturing tolerance of up to 
±0.2mm or 3.47 x 10-3. \ is acceptable in the construction of 8-element monopole UCA. 
The proposed design for CQV (Figure 5.15) promised low-cost manufacture compared to the 
original correction matrix proposed by Wax [3]. The matrix can be constructed of identical 
copies of only 6 different components. However, further research revealed that due to its 
circulant property, the average correction matrix can now be diagonalised through a DFT 
transform of the contents of its first column. This yielded a much simpler compensation ma- 
trix A which is diagonal and symmetrical about the center of the diagonal, as shown in Table 
5.9. Hence once normalised with respect to the symmetrical point, the matrix can be eas- 
ily employed through the use of two identical sets of 2 different amplitude and phase weights. 
Perhaps the most valuable result of the matrix simplifications is the fact that provided they 
are manufactured within the tolerance limit in Table 5.7, the matrix are applicable to any 
5.2GHz monopole UCA of similar material to Array 1, with radius R=R, 'Pt, ground plane 
radius of 10A. In other words, the new method allows for mass manufacture. It should also 
be noted that although experimental evaluations presented in this thesis is based on 5.2GHz 
operating frequency, the same technique can be applied to any other frequencies simply by 
obtaining the equivalent matrix through an FDTD model tailor-made for the frequency of 
interest. 
Overall, studies presented in this thesis has brought about a deeper understanding of UCAs 
through a series of pattern synthesis using ideal and measured patterns. Results have shown 
that the UCA technology which has often been seen as a complex technology can be used for 
low-cost applications. FDTD modeling has aided to the formulation of practical values ap- 
plicable to practical UCAs, as well as definitions for manufacturing accuracy needed in order 
to achieve a desirable beam pattern. SLL and beamwidth control has been made possible 
through the use of Butler matrix and simple amplitude and phase weighting network. The 
compensated UCA Butler matrix system proposed in this thesis can be deployed in Wi-Fi 
2 Bearing in mind that the correction matrix has been normalised such that the maximum value is 1. 
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applications either on its own at the access point as a SIMIO system, or in a pair to com- 
plement a MIMO system. Furthermore, the vast range of ULA pattern synthesis methods 
currently available, ranging from simple to complex algorithms, can be applied to the system 
as desired, extending the coverage from -90° >0> 90° to -180° >0> 180°. 
6.2 Future Work 
The work presented in this thesis has opened up a new door into the understanding of 
UCAs, extending on the limited knowledge presently available in literatures. However, there 
are several areas beyond the scope of this thesis that would enhance the understanding of 
UCA behaviour. 
An obvious extension to the work presented in this thesis would be the physical realisation of 
the Butler matrix as well as the compensation matrix A. While some of the array data used 
for experimental evaluations are measured data, practical implementation of the beamform- 
ing system would yield further errors which may cause further complication to the design 
due to effects such as internal coupling and losses. The effects of these errors on the overall 
performance of the beamforming system would certainly be of interest. In addition, indoor 
channel measurements using the proposed system would be beneficial in order to analyse the 
system performance within a real environments. Capacity and efficiency benefits can also be 
evaluated. Full system tests involving the practical array and 802.11a/g modems could also 
be performed in order to evaluate its performance under the `'ULAN application. 
While the behaviour of the UCA has been analysed in terms of radius and number of ele- 
ments under the ideal case, experimental results obtained through the use of practical arrays 
would provide more valuable insights. As can be seen in Section 4.2, the optimum value 
found through simulations of ideal UCAs may not necessarily hold when practical arrays are 
utilised. Research presented in this thesis has been based on 2D azimuth pattern synthesis. 
However, as WLAN APs would generally be placed on ceilings and other high places, eleva- 
tion and 3D synthesis would be beneficial as there is very limited literature in these areas. 
3D data is easily measured as well as obtained from the FDTD model used in Chapters 
4 and 5. However it should be noted that the run-time for 3D model would be far larger 
as near-to-far field transformation would be required for both azimuth and elevation plane, 
hence increasing the computational requirements. Most UCA elevation literature are based 
on adaptive algorithms for DoA estimation [4] - [6]. Hilton et al [7]- [8] suggest that measured 
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correlation values are lower than expected at smaller element separations due to distortion 
from the neighbouring elements on a linear array. A similar analysis involving a UCA would 
be beneficial. As seen in Chapter 5, the proposed method of mutual coupling compensation 
is dependent upon the pattern correlations between elements in the array. 
Having analysed the UCA behaviour for different radius, element type and element num- 
ber, another variable to be investigated would be the ground plane size. Ideal theoretical 
arrays assume infinite ground plane. However, this is not the case in practice. [10] suggests 
through a series of simulations and measurements that a reduction in the ground plane size 
causes an increase in the back lobe elevation radiation. It should be noted that the choice 
of ground plane size should take the intended mounting position into account. Given that 
the intended application of the work presented in this thesis is mostly as indoor wireless 
APs, a large ground plane size could be unattractive unless the antenna is mounted on a 
ceiling. When the antenna is mounted on a ceiling, the shielding provided by a large ground 
plane would avoid noticeable changes in the antenna radiation patterns. An antenna with a 
smaller ground plane would be more prone to effects caused by reflections from the mounting 
structure (for example, the ceiling). In turn, this would affect the element radiation pattern 
and hence the suggested compensation matrix would cease to be valid. The size and effects of 
the ground plane should be analysed in order to determine the suitable ground plane radius 
which takes into account the intended mounting position. 
[11] presents an alternative to wire monopole for linear array elements in the form of 
electrically-small conformal elements of annular slot antennas operating at `DC' mode. De- 
signed to be resonant at 2.03GHz and 10. ", %MHz bandwidth at -10dB, the annular slot presented 
in this paper are fed by a stripline-feed which is screened in order to reduce unwanted cou- 
pling from the RF front-end. Results from measured pattern, input response and directivity 
analysis reveal that this type of array is similar in radiation pattern and directivity compared 
to a conventional wire monopole array. However, the significant advantage of the annular 
slot array is the notable decrease of ^- 6- 9dB in mutual coupling. Given the radiation prop- 
erties of the annular slot, it should be readily applicable to the pattern synthesis method of 
interest in this thesis. Due to the size of the annular slot, particularly when scaled down 
to operate within the 5GHz frequency range, it may even be possible to deploy annular slot 
arrays within AMTs for DIIAIO diversity. 
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Radiation Pattern Measurements 
The various practical arrays used in practical evaluations throughout this thesis was inca- 
sured by process and techniques described in this Appendix. It also lists sonic sources of 
errors associated with the antenna radiation pattern measurements. 
A. 1 The Measurement System 
Conventionally, the antenna under test (AUT) is measured in its far-field zone, where the 
radiated field can be represented by the electric field components E© and EO, as shown in 
Figure A. 1 [1]. Measurements for far-field radiation pattern is necessarily performed at a 
sufficient distance from the source antenna where the approximation of plane wave to be 
valid. While there is no pre-defined region for the far-field, it is generally assumed that this 
region, often called the Fraunhofer region, exists at distances greater than 2D2/A, where D 
is the maximum dimension of the antenna [2]. The field components are combined to yield 
a total radiation pattern represented by 
IEtotal(e, 0)I2 = IEBI2+IEmI2 (A. 1) 
The antennas are measured in an anechoic chamber, which is fully lined with radar-absorbing 
material (RAM). Two stepper motors are used to provide two axis rotation 0 and 0. These 
are connected to an antenna positioning device. The RF source and received signals at the 
AUT are controlled and processed by a Wiltron Network Analyser. These two devices are 
controlled by a computer which records the magnitude and phase information received at 
the AUT, as well as the antenna position. The source antenna used in the measurements 
used for the purposes of research presented in this thesis is a dual-polarised horn which can 








Figure A. 1: Orthogonal electric field components in the spherical co- 
ordinate system 
be easily switched for the two different polarisations. The antenna measurement facility is 
illustrated in Figure A. 2 [1]. 
While the system is capable of measuring 3D radiation patterns, only 2D radiation patterns 
are performed for the work in this thesis as only the azimuth patterns are considered. Thus, 
the array needed only be measured around 0= 90°, -180° <0< 180°. For each active 
element, the measurement system performs two sets of measurements automatically, that is 
one for each polarisation. The dual-polarised horn automatically switches from co-polar to 
cross-polar radiation after the first set of measurements. The active element pattern of each 
array element is measured one by one while terminating the other elements with a 50SZ loads. 
A. 2 Phase Centres 
While it is usually sufficient to measure only the magnitude of the radiation pattern, the 
phase information may also be of importance in many applications. The anechoic chamber 
facility described in the previous section automatically measures both magnitude and phase 
information of the co- and cross-polar elements. 
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by approximation. The antenna positioning device also introduces a positioning error 
of magnitude < 0.5°. 
" Multipath effects. These include reflections from the antenna positioning structure as 
well as from the RAM, estimated at -50dB at normal incidence for frequencies > 2GHz 
[1]. 
" Noise effect due to preamplification, losses in cables and external signals leaking into 
the chamber. 
It should also be noted that the measurement facility is only capable of measuring in 1' 
steps. In some array post-processing cases such as that presented in chapter 4 in this thesis 
where the post-processing includes a correlation function, this may not be sufficient. In or- 
der to overcome this problem, the measured patterns can be passed through a curve fitting 
technique to increase the angular resolution, in this case 0.11. 
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UCA as an Indoor Wireless LAN 
Access Point 
In this appendix, the performance of the 8-element Thales UCA was investigated in a real- 
life office environment. Characteristics of indoor channels were obtained through a series 
of measurements performed within various indoor environments at the University of Bristol 
and the performance of the test antenna array using the switched-sector and switched-beam 
techniques was evaluated in terms of the average received power and Carrier-to-Interference 
(C/I) ratio. Results demostrate average improvements of up to 5dB in the received power 
and a 22% chance for multiple access. 
B. 1 The measurement system 
The characteristics of indoor channels were obtained through a series of measurements per- 
formed within an indoor office accommodation at the University of Bristol. Figure B. 1 shows 
the transmit and receive positions employed for use in the analysis. The Medav RUSK BRI 
vector channel sounder [1] was used to sample the wideband characteristics of the indoor 
environment at the center frequency of 5.2GHz. 
The measurement parameters were set up to meet the channel time variation requirements. 
The maximum Doppler frequency VD of the indoor channel at 5.2GHz is typically about 35Hz 
for moving speeds around 2m/s. 
VD = v/A = 2/0.0577 = 34.7 Hz. 
APPENDIX B: UCA as an Indoor Wireless LAN Access Point 
Figure B. 1: TX and RX posititon in indoor office environment 
The corresponding coherence time of the channel, At, is approximately 30ms, which has been 
confirmed by initial measurements made with the RUSK channel sounder. In an indoor of- 
fice environment, it is estimated that the average and shortest coherence time are 800rns and 
16ms respectively. However, it should be noted that the channel must be over-sampled in 
order to follow the variations of amplitude and phase of the multipath components. Further- 
more, the Complex Impulse Response (CIR) snapshots made within this time frame allows an 
accurate system comparisons to be made. For direction of arrival (DoA) estimations [3]- [6] 
using ESPRIT, MUSIC or similar algorithms, 8-20 snapshots are typically required and the 
total measurement time for this amount of data must be shorter than the coherence time 
and the 2ms MAC frame. 
The transmitting unit employs a vertically-polarised sleeve dipole antenna transmitting at 
+25dBm, with an operating frequency of 5.2GHz. At the receiving end, the Thales array 
was interfaced to the channel sounder through a filter and low-noise amplifier unit. A mul- 
tiplexer was used to rapidly switch between each element of the array in turn. The received 
RF signals were down-converted to 80MHz IF signals and sampled at 320MHz. The receiver 
configuration is illustrated in Figure B. 2. 
The receiver was set to a stationary position during all measurements, thus acting as an 
Access Point (AP). The tranmitter was acting accordingly as a mobile terminal and can oth- 
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Figure B. 2: Receiver array configuration 
erwise be stationary or moved during the measurements. In this analysis, the tranmitter was 
set to a stationary position. Synchronisation was achieved between the transmitter (TX) and 
receiver (RX) by coherently aligning stable rubidium clocks in each unit. A measurement 
was completed in the anechoic chamber within the units synchronised by a coaxial cable for 
comparison. 
The test- signal waveform of the RUSK BRI transmitter was set to the maximum 120MHz 
bandwidth and the excess delay window of 3.2µs was chosen. This gives 385 frequency fin- 
gers spread across the bandwidth. A simplified block diagram of the Single Input Multiple 
Output (SIMO) antenna configuration is shown in Figure B. 3. 
Medav RUSK 
BRI TX 
Figure B. 3: Antenna configuration for SIMO evaluation at 5.2GIIz 
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The measurement parameters were set to ten consecutive SIMO snapshots within each block 
in order to fulfil the coherence time requirements (^ý 30ms). Given that Hiperlan/2 and the 
802.11 standards have a frequency spacing of 312kHz, a tone period of 3.2µs was used. This 
tone period gives 385 lines over 1201 IHz, which yields the 312kHz spacing. However, this 
gives an impact on the period of a single SIMO snapshot, the Fast Doppled Block (FDB) 
period and the total number of blocks that can be sampled. In this case, the maximum 
number of FDBs that can be taken is 763, and the measirement time for each of these blocks 
is 51.2µs. An extended time grid equal to 10.240ms was used in the measurement parameters 
so that some short-term variations due to moving people etc. can be followed. The total 
time for sampling these blocks is 7.813s, allowing long-term channel variations to be followed. 
Figure B. 4 illustrates a block diagram of the test signal configuration that has been described. 
763 FDBs x 10.240ms time grid = 
7.813s 
10.240ms 




Figure B. 4: Illustration of block lengths for the general measurements 
Following calibration to remove the amplitude and phase variations in the hardware, the 
resulting data was stored on the hard disk in the frequency domain for further analysis. 
B. 2 Analysis 
Results from the channel measurements were post-processed and used for further beamform- 
ing analysis. The beamforming methods used in this analysis are the switched-sector and the 
switched-beam method. Both methods are then compared to the performance of an omni- 
directional antenna. The omni-directional antenna at the base station was approximated by 
summation of the power received by all eight patches, and normalising the value in order to 
account for the number of elements in the array. Due to the performance described in section 
3.6, the conjugate weights are used for the switched-beam analysis. 
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" Element pattern vs. Beam pattern 
In order to fully comprehend the behaviour of the switch-sector and switch-beam sys- 
tems, it is necessary to compare the element patterns with the beam patterns. Different 
numbers of beams can be implemented, however for the sake of fair comparison the pat- 
terns of an eight-beam system are used and compared to the eight element patterns 
produced by the Thales array. The patterns shown in Figure B. 5 have been normalised 
to the maximum gain amongst all beams. The plots reveal that in general, the element 
patterns are approximately 3dB lower than the beam patterns. On the other hand, it 
is also apparent that the elements give a smaller cusping loss compared to the beam 
patterns since they possess wider beams in comparison. On average, the elements have 
a maximum sidelobe level of approximately -13dB relative to their maximum gain, as 
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Figure B. 5: Element patterns vs. Beam patterns 
" Single user scenario 
150 
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The first scenario is based upon the traditional TDDMA scenario whereby a single user 
is served within a single timeslot. In this section the effect of forming a beam towards 
the wanted user is investigated. 
Assuming an input power of OdBm to the TX antenna, Figure B. 6(a) shows the power 
received by the AP from the TX positions as shown in Figure B. 1, when the various 
techniques are employed. The received power values have been averaged over time and 
frequency, in order to eliminate the effects of multipath fading. 
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Figure B. 6: Average received power from 10 MT positions placed within a 
modern office environment 
The switch-sector and switch-beam systems provide similar performances in terms of 
the received power level, yielding average gains of between 4 and 5dB over the omni. 
Given the results here, the six-beam system appears to provide the best performance, 
with an average gain of 4.9dB over an omni-directional AP (Figure B. 6(b)). It is be- 
lieved that this is solely due to the limited number and spatial distribution of the NIT 
positions, and that in general the switched-sector system offers the better performance 
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due to the element patterns exhibiting broader beamwidth and smaller cusping loss. 
" Two user scenario 
For the two user scenario, one MT position in Figure B. 1 is chosen as the wanted NIT, 
and the 9 other NIT positions are treated as interferers one at a time. A perfect power 
control mechanism is implemented in the system, which normalises the power received 
at the AP to the lowest received power level, thereby eliminating the near-far effect. 
The Carrier-to-Interference (C/I) values are computed for all different combination of 
wanted and unwanted NIT. These values are then averaged and compared for the case 
of a single omnidirectional AP as well as a circular array AP employing both switch- 
sector and switch-beam mechanism. 
With the power control mechanism employed, the switch sector system produces a C/I 
of up to 24.8dB with an average value of 12.0dB, while in the cases of the switched- 
beam systems the highest C/I is achieved by the six-beam system, giving C/I values 
of up to 26.1dB and an average value of 12.9dB. It is also noted that the C/I levels of 
the omnidirectional AP falls to OdB, demonstrating perfect power control. 
Simulation results presented in [2] illustrate that for a packet error rate (PER) of 1%, 
a C/I of 12dB is required for the simplest operation mode, BPSK. The results in Figure 
B. 7 show that 22.2% of the time, the switch-sector system is capable of supporting two 
users at one point in time. In the cases of switch-beam system, the C/I levels only rise 
above the 12dB threshold 10 to 20% of the time, depending on the number of beams 
employed. 
" Multi user scenario 
In order to investigate the behaviour of the beamforming system within a multi-user 
environment, a multi-user model is developed. A wanted MT is present, and 9 random 
MTs are added to the system one at a time, acting as interferers. C/I ratios are calcu- 
lated as the interferers are added to the system. The MT positions are randomly chosen 
from the 10 transmit positions shown in Figure B. 1. The remaining 9 MTs are then 
randomly and gradually added to the system. C/I ratios are calculated at each stage 
when an additional unwanted user is added to the system. 100 different wanted and 
unwanted MT combinations are used and the results are averaged for analysis purposes. 
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Figure B. 7: Two user support 
Figure ?? illustrates the percentage of supportable number of users for the switched- 
sector as well as switched beam techniques, with the assumption of 12dB minimum 
C/I. Once again a perfect power control has been implemented in the analysis. It is 
shown that both the switched-sector and the 7-beam systems are capable of serving up 
to 5 users within a single timeslot. It should be noted however, that the performance 
of the systems is highly dependant upon the order in which the interferers are added 
to the system. In contrary to that, an omni-directional antenna would fail completely 
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B. 3 Conclusion 
A measurement system for measuring the space-time characteristics of indoor environments 
at 5.2 GHz has been presented in this Appendix. The performance of an eight- element 
circular array acting as an Access Point, coupled with simple smart antenna techniques, has 
also been presented. The received power level is evidently improved through the use of the 
array. The switch-sector and switch-beam systems provide similar performances in terms of 
the received power. In the two-user scenario, results show that with the assumption of perfect 
power control mechanism and a minimum C/I level of 12dB, 22.2% of the time the switch- 
sector system is able to support two users within a single timeslot. In the multi-user scenario, 
results illustrate that the particular switched-sector system as well as the 7-beam system are 
able to support up to 5 users within a single timeslöt. However, it should be noted that 
performance of switch-sector systems is greatly dependent upon the array element radiation 
patterns. It should also be noted that any detailed conclusion can not be drawn from this 
analysis due to the non-uniform distribution of the TX positions. Nevertheless, the results 
have evidently shown that channel capacity can be increased by means of a simple smart 
antenna array. Clearly, these results need to be considered during implementation, weighing 
up the cost, complexity, and the potential improvements that can be achieved through the 
use of the different systems. 
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Appendix C 
FDTD Method for Array Pattern 
Generation 
A technique to solve Maxwell's curl equations using the finite-difference time-domain (FDTD) 
technique was proposed by Yee [1] in 1966. The method has been used to solve numerous 
scattering problems on microwave circuits, dielectrics, and electromagnetic absorption in bio- 
logical tissue at microwave frequencies. With the advent of low cost, powerful computers and 
advances to the method itself, the FDTD technique has since become a well-known method 
for solving electromagnetic problems [2] - [7]. 
C. 1 The Algorithm 
Maxwell's curl equations for an isotropic medium are defined by 
vxE=-µb 
p xH=aE+EýE 
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The grid coordinates (i, j, k) are defined as 
(i, j, k) = (iix, jLy, kLz) 
where Ox, Ay and Az are the actual grid separations. The function of space and time is 
written as 
Fn(i, j, k) = (i0x, j0y, kOz, nAt) 
where At is the time increment and n is the time index. The spatial and temporal derivatives 
is written using central finite difference approximations as 
8Fn(i, j, k) 
_ 
Fn (i + 1/2, j, k) - Fn (i - 1/2, j, k) (C. J) Sx 
5Fn (i, j, k) 
_ 
Fn+1/2 (i, j, k) - Fn-1/2 (i, j, k) (C. 10) 8t At 
where 6= 0x = Ay = Oz. 
In all of the finite difference equations the components of E and H are located within a sin- 
gle unit cell in the three-dimensional lattice depicted in Figure C. 1. E and H are evaluated 
at alternate half time steps, such that all field components are calculated in each time step At. 
C. 2 Grid spacing 
To yield accurate results, the grid spacing S in the finite difference simulation must be less 
than the wavelength, usually less than A/10. The stability condition relating the spatial and 
temporal step size is defined by 
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Figure C. 1: Field components arrangement within a cubical grid 
[AX2 
vmaxOt =+ 0y2+ Az2J 
where v,,,. Qx is the maximum velocity of the wave. When the step size 5 is the same in all 
directions, the stability condition becomes 
VmaxLt 
8 vjp 
where P is the number of spatial dimensions. 
(0.12) 
In the FDTD method, the electric and magnetic fields in the region around the cell that lies 
in the near-field is computed in the time domain. In order to determine the far-field radiation 
pattern, near-field data is transformed to the far-field by converting the time domain values 
to frequency domain values through the use of Fourier transform. The near-field values are 
weighted with the free space Green's function and integrated over a surface S surrounding 
the cell [8]. 
C. 3 FDTD Method for Array Modeling 
The FDTD method has been known as a powerful method for modeling single antennas [9] as 
well as antenna arrays [10]- [12]. Far-field radiation pattern of the antennas can be generated 
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Figure C. 2: 
. 
40cnna ele7caen, t model used on. the FD'/'l) array inndcl: 
(a)Side view: (b)Cross . section, view. 
provided the dimensions are known. '1'1iis allows the nntennacha. racteristics to he (predicted 
before production commences. In order to aid the work presented ill this thesis. an I' I )TI ) 
model of the 8-element. UCA was built. An FD'1'D-modeling tool called (N I : 1I \IA. deyelupeý I 
at the University of Bristol. aids with the visualisation of FD'1'l) models. 
The model was built y-ith the same dimensions as the real arrav in terms of the ground 
plane size as well as the array radius R and inter-eleiueiit separation d. The S\I A connectors 
used as the antenna elements are modeled as t. liiii-wires surnmuded by dielectric material. 
as shown in Figure C. 2(a). The FDTD grids are rectangulm- and cartesnill. therefore the 
dielectric as well as the coaxial feed are modeled Nvitli recta, ugiilar cross-sect ion as seen in 
Figure C. 2(b). The model is surrounded by an absorbing bowidarrj, preventing aiiv signal 
reflections from the boundaries. 
Since the grids are rectangular in shape while the array is circular. it was fuituýI that smaller 
grid size ntininuses the error caused by the staircase effects. as shown in Figure C. 3. In t his 
model. the grid sizes are non-uniform as smaller cells are recfuired mmnd flu, array elements 
for greater accuracy-. The grid sizes ill this model were set between O.. nniiu and :, uuii, with 
the smallest cell around the individual elements. Uniform grid spacing in the size of ll..; nitu 
would incur much larger processing time. The coaxial line size is I runt'. As slinwn in Fig- 
lire C. 3(a). the coaxial line is shielded by a laver of metal ill (>rdet to avoid leakage of ciu rents. 
Figure CA slicnvs the far-field active elviueiit ltitterii, obtrLiued bot 11 tlironºt; li FI)'l'I) Iuoulel ms, 
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Figure C. 3: Staircasing effect: (a)Large grid; (b)Small grid. 
well as pattern measurement in the Anechoic Chamber as described in Appendix A. The pat- 
terns have been normalised to their maximum gains. It can be seen that the model produces 
a pattern that is similar in shape to the measured response, with up to Pýe 2dB discrepancy 
around the side peaks. 
As can be seen in Figure 5.11, it is apparent that patterns of the even elements are slightly 
different from the patterns of the odd elements, by the order of < 1dB. This is caused 
by the staircasing effect outlined above. It was found that as the grid size is reduced, the 
discrepancy between even and odd element patterns is also reduced. However, due to the 
much increased computer processing time involved in reducing the grid size, it was decided 
that 0.5mm grid size was sufficient for the current purpose. 
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Figure C. 4: Radiation patterns obtained through FDTD model as well as 
real measurements of the 8-element monopole UCA. 
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Appendix D 
Practical Monopole UCA 
The practical monopole UCAs used in analysis presented in Chapters 4 and 5 are made of 
eight stub-contact Sb1A connectors mounted on a 300mm diameter circular ground plane. 
The circular ground plane is made out of copper-backed FR4 material with 1.5mm thickness. 
The dielectric stub-contact is stripped to the ground plane level and the length of each of the 
SNIA connectors is trimmed to a length optimised for 5.2GHz operation (ý-_ 12.7mm). The 
radius of the array was chosen as R= Rpt, in this case R= A/2 = 28.85mm. 
The following sections describe the measured quantities of the 8-element monopole UCAs 
used in the practical analysis. 
D. 1 Return Loss (S,, n, ) and Mutual Coupling Matrix (S,, (, l+1)) 
The S-parameters of Array 1 (Section 4.1) is shown in Figures D. 1 and D. 2. It should be 
noted that S(,,, +1)n is not shown in Figure D. 2 as SS,, (,, +1) = S(n+1)n" 
D. 2 Dimensions 
Shown in Figures D. 3 and D. 4 are the measured actual cartesian co-ordinates of the elements 
in Array 1 (used in Chapters 4 and 5) and Array 2 (used in Chapter 5). The co-ordinate 
positions are obtained through measurements using a vertical miller with numerical x-y 
positioner. It should be noted that the dimensions are measured from an approximate centre 
of origin, and there may be a slight rotation in terms of the boresight angles. Bearing this 
in mind, it is felt best to compare dimensions in terms of the distances between elements in 
the array, as found in Chapter 5, instead of their distances from the origin. 
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Figure D. 1: Return Loss (S,,, n) of Array 1. 
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Figure D. 2: Sn(n+l) of Array 1. 
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