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INTRODUCTION GÉNÉRALE 
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Les premières traces de l'écriture remontent à environ 3300 ans avant J.-C., il 
y a donc un peu plus de 5000 ans, ce qui représente une période relativement 
courte à l’apparition de l’homme. Symboliquement, cette apparition de l’écriture 
marque le passage de la préhistoire à l’histoire et correspond dès lors à une 
mutation profonde et à une évolution rapide des sociétés humaines. Le 
développement progressif des civilisations a imposé le besoin de trouver un 
moyen pour conserver les lois, échanger et transmettre les idées et les résultats 
des travaux des savants de l’époque. Les archéologues ont trouvé des premières 
traces de conservation de l’écriture dans plusieurs régions de l’ancien monde, 
notamment : la Mésopotamie, le Levant, l’Egypte, ainsi que la Perse et la Grèce 
antique. Des tablettes d’argile et de pierre ont été utilisées initialement comme 
moyen de transmission de ces informations, avant que les Chinois inventent le 
papier au cours du second siècle. L’écriture manuscrite restait le seul moyen pour 
communiquer jusqu’à l’invention de l’imprimerie qui a permis à l’écriture 
typographiée de dominer jusqu’à nos jours. Un très intéressant dossier est 
consacré à l’aventure des écritures sur le site de la Bibliothèque Nationale de 
France, nous conseillons au lecteur curieux de s’y reporter1. 
 
Figure 1 - L'évolution des moyens de communication 
La communication manuscrite ne se limite pas à l’écriture de textes, mais va 
au delà si l’on considère les graphiques, dessins, schémas électriques, équations 
chimiques, plans d’ingénierie, … et de manière générale tout ce qui peut être 
représenté à main levée. L’écriture manuscrite est une compétence développée 
depuis la naissance qui permet à chaque individu de s’exprimer et de faire passer 
ses idées, à un tel degré que l’on peut dire que l’écriture de chacun est une 
empreinte distinctive et unique de cette personne. 
Certaines personnes pensent que les progrès technologiques peuvent mettre 
l’écriture manuscrite en danger. En effet, on compte des millions de documents 
numériques (comportant du texte, des équations, des schémas, etc.) qui facilitent 
l’échange d’informations sur les réseaux (tel Internet) à travers des milliers des 
kilomètres en quelques secondes. 
                                                           
1
 http://classes.bnf.fr/dossiecr/ 
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Cependant, l'écriture manuscrite reste une méthode privilégiée pour une 
grande majorité d'exprimer des idées et d’échanger des informations. Il en résulte 
l'invention de nouveaux outils pour faciliter l'intégration de l'écriture dans le 
monde numérique. C’est le cas par exemple des stylos digitaux, des tableaux 
blancs interactifs, des PDAs, des tablets PC et des téléphones mobiles avec écrans 
tactiles. Ces nouvelles technologies matérielles supposent en parallèle le 
développement de puissants logiciels permettant de profiter de cette évolution. 
Ainsi, les systèmes de reconnaissance de l’écriture ont fait leur apparition pour 
garantir la liberté pour l’utilisateur de saisir de l’information en utilisant sa propre 
écriture. En même temps, ils permettent la conversion de ces écritures sous forme 
numérique, ce qui ouvre la voie pour profiter de la puissance des traitements 
informatiques. 
L’objectif des travaux de cette thèse est de proposer une contribution pour la 
reconnaissance des langages manuscrits bidimensionnels. Plus particulièrement, 
nous nous intéressons à la reconnaissance d’expressions mathématiques 
manuscrites en-ligne. La plupart des recherches émergeantes dans ce domaine 
considèrent un ensemble de sous-classes des expressions mathématiques et 
obtiennent alors des résultats prometteurs. Nombre de ces recherches abordent la 
reconnaissance d’expressions mathématiques en tant qu’une suite de sous tâches 
indépendantes. En conséquence, les erreurs se propagent d’une étape à l’autre. 
Nous proposons dans cette thèse une architecture effectuant une optimisation 
simultanée de la segmentation, la reconnaissance et l’interprétation des 
expressions mathématiques. Cette optimisation se base sur une fonction de coût 
global. Dans ce cadre, le classifieur utilisé pour la reconnaissance de symboles est 
appris au sein du système global de reconnaissance d’expressions. Cet 
apprentissage global permet d’apprendre les symboles au cours de la 
segmentation au lieu d’utiliser un classifieur simplement appris sur une base de 
symboles isolés. Plus précisément, nous focalisons nos recherches sur les axes 
suivants : 
• Améliorer la reconnaissance des symboles mathématiques au sein de 
l’architecture globale en proposant plusieurs stratégies d’apprentissage des 
classifieurs (isolé, global, hybride, isolé étendu en global). 
• Proposer différentes méthodes d’analyse contextuelle et structurelle au sein 
de la structure globale. Nous avons choisi d’introduire une modélisation 
spatiale des relations entre les composantes d’une expression mathématique. 
Chaque règle de la grammaire est associée à une relation spatiale différente 
qui décrit la relation logique entre ses constituants. Les relations sont 
associées à des fonctions de coût qui pénalisent plus ou moins les hypothèses 
selon la position et la taille relatives de leurs constituants par rapport à une 
référence. 
• Sélectionner des corpus et construire des bases d’expressions manuscrites en-
ligne. En effet, il faut souligner l’indisponibilité de telles données. Nous 
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proposons d’utiliser un générateur d’expressions (LaTeX2Ink) traduisant une 
chaîne LaTeX quelconque en une expression manuscrite réaliste 
représentative de cette expression. Cet outil permet de facilement générer de 
grandes bases d’expressions mathématiques manuscrites en-ligne. Les 
avantages d’une telle approche sont multiples, mais bien entendu, on en voit 
également clairement ses limites, et cet outil ne dispensera pas à terme de 
collecter des expressions complètes pour réaliser une base de test 
comparative. Cette collecte réalisée récemment va permettre de mieux 
valoriser les différentes approches et méthodes proposées.  
Les résultats obtenus sont très compétitifs et prometteurs. Ils ont donné lieu à 
plusieurs publications dans des conférences internationales (ICDAR’09, 
ICFHR’10, DRR’10, DRR’11) et nationales (Cifed’08, Cifed’10, RFIA’10). 
Le reste de ce manuscrit est organisé comme suit : 
Dans le chapitre 1 nous introduisons la problématique générale de la 
reconnaissance de structures bidimensionnelles ainsi que le cadre et les 
motivations de nos travaux. Ensuite, nous mettons en lumière les difficultés 
associées particulièrement à la reconnaissance d’expressions mathématiques. Ce 
chapitre se termine avec quelques exemples d’applications potentielles des 
systèmes de reconnaissance de structures bidimensionnelles. 
Le chapitre 2 se concentre sur l’état de l’art de ce domaine de recherche en 
explorant les méthodes et les systèmes proposés pour la reconnaissance de 
langages 2D en général. Nous nous focalisons plus sur ceux dédiés à la 
reconnaissance d’expressions mathématiques. Le chapitre est divisé en trois 
parties principales : la segmentation, la reconnaissance des symboles, et 
l’interprétation. Nous introduisons à la fin un résumé du système proposé lors des 
travaux de thèse de Guihuan Feng [1] qui a servi de point de départ à nos travaux. 
Le problème de l’évaluation des systèmes de reconnaissance d’expressions 
mathématiques est détaillé dans le chapitre 3. L’outil LaTeX2Ink est également 
présenté dans ce chapitre. Les bases d’expressions synthétiques (générées) ainsi 
que des bases récoltées sont introduites. Finalement, nous présentons les mesures 
les plus classiques pour l’évaluation et celles que nous utilisons pour évaluer nos 
travaux.  
Le chapitre 4 se focalise sur la présentation de l’architecture globale de notre 
système. Tout d’abord, nous introduisons les classifieurs de symboles et la 
méthodologie d’apprentissage globale pour entraîner ces classifieurs. Nous 
proposons plusieurs variantes de classifieurs pour qu’ils soient plus adaptés au 
problème de reconnaissance d’expressions mathématiques. Ensuite, nous 
développons plusieurs méthodes pour l’analyse structurelle d’une expression 
mathématique. 
Le chapitre 5 est dédié aux expérimentations réalisées et à la présentation des 
résultats afin de valider les différentes méthodes proposées. Nous présentons 
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également dans ce chapitre deux démonstrateurs basés sur notre système de 
reconnaissance d’expressions mathématiques. 
Finalement, nous conclurons nos travaux et présenterons aussi quelques 
perspectives connexes à ceux-ci. 
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1. Reconnaissance de structures bidimensionnelles 
1.1. Contexte 
L’émergence des nouvelles technologies, telles que stylos digitaux avec 
processeurs embarqués, tablettes, smartphones, tableaux blancs interactifs, etc. 
a imposé de nouvelles formes de communication écrite manuscrite. Les 
travaux menés au cours de cette thèse font partie du projet ANR « Conversion 
et Indexation de l’Ecriture en Ligne » (CIEL) qui s’intéresse à ces nouvelles 
formes de communication. L’objectif du projet est de proposer des modèles, 
méthodes et systèmes de traitements pour appréhender un nouveau média : les 
documents manuscrits en-ligne. Il cherche à combler le fossé entre les 
documents électroniques et les documents papiers pour apporter à ceux-ci des 
fonctionnalités de haut niveau en profitant de la puissance de traitements 
automatiques. 
Plus particulièrement, il faut disposer d’outils capables de transformer 
l’écriture de sa forme manuscrite en une forme numérique compréhensible par 
l’ordinateur. La nature aléatoire de l’écriture manuscrite, et la grande variété 
des styles de l’écriture rendent la tâche très difficile. Cette transformation de la 
forme manuscrite (physique) à une forme numérique (logique) est baptisée 
« Reconnaissance » de l’écriture. Il faut noter que les systèmes de 
reconnaissance de l’écriture ont connu un essor important ces dernières années 
[2] avec des améliorations très significatives des performances. Ces progrès 
ont été obtenus grâce à la convergence de multiples facteurs : augmentation de 
la puissance des calculateurs, disponibilité de très grosses bases de données 
pour l’apprentissage, utilisation de nouvelles techniques d’apprentissage. En 
conséquence, des applications ciblées pour des problèmes spécifiques tels que 
la lecture automatique des chèques, la lecture d’adresse de courriers postaux, 
etc. sont maintenant largement utilisées avec des niveaux de performances très 
élevés. Ces systèmes prennent avantage de la connaissance préalable de ce que 
l’on attend à reconnaître. Ainsi, pour la reconnaissance du montant littéral sur 
les chèques, le lexique est fermé et limité à quelques dizaines de mots. D’une 
manière générale, plus le contexte de la reconnaissance est maîtrisé, meilleures 
seront les performances de reconnaissance. Dans cet esprit, si la taille du 
lexique devient importante, typiquement de quelques dizaines de milliers de 
mots à plusieurs centaines de milliers de mots, il est alors indispensable 
d’accompagner le système de reconnaissance d’un véritable modèle de 
langage qui permettra de désambiguïser des situations visuellement 
complexes. 
Toutefois, ces systèmes se limitent à reconnaître des textes qui sont 
constitués d’une séquence de caractères organisés eux-mêmes en séquences de 
mots appartenant à un certain vocabulaire. Dans ces systèmes, la disposition 
spatiale des constituants est ainsi réductible à une seule dimension, la ligne 
horizontale (ou verticale dans certaines langues asiatiques). Il n’en est plus de 
même lorsque la grammaire qui contrôle le langage produit est de nature 
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bidimensionnelle. C’est le cas en particulier pour les expressions 
mathématiques [3], les schémas [1], les diagrammes [4] [5], les tableaux [6], 
les équations chimiques [7], les partitions musicales [8], les caractères de 
certaines langues comme le Chinois [9], … et tout ce qui se dessine dans un 
espace bidimensionnel. Dès lors, de nouvelles approches permettant d’analyser 
ces objets présents dans de nombreux documents manuscrits doivent être 
envisagés. Il s’agit, là aussi, de résoudre les problèmes de segmentation, de 
reconnaissance et d’interprétation, mais cette fois dans un contexte 
bidimensionnel (2D). 
1.2. Caractéristiques de l’écriture manuscrite 
En général, la reconnaissance optique de caractères (OCR : Optical 
Character Recognition) implique de concevoir des systèmes capables de 
transformer des textes typographiés ou manuscrits dans un format 
compréhensible par l’ordinateur. Initialement, l’OCR était dédiée à la 
reconnaissance de caractères, mais grâce aux progrès technologiques, ce 
domaine a connu beaucoup de développement. Des systèmes de 
reconnaissance de mots, textes, documents, schémas, etc. sont largement 
étudiés par les communautés de reconnaissance de formes et de vision par 
ordinateur. Néanmoins par abus de langage et pour simplifier, nous appelons 
tout ce qui est écrit ou dessiné à la main : un signal  manuscrit, que ce soit du 
texte, un diagramme ou même une expression mathématique. Comme on le 
voit sur la Figure 2, l’étude de la reconnaissance de l’écriture manuscrite se 
divise en deux domaines : hors-ligne et en-ligne selon la source numérique du 
signal de l’écriture. Dans le cas d’un signal en-ligne, deux stratégies de 
reconnaissance peuvent être utilisées : l’interprétation à la volée ou 
l’interprétation a posteriori. 
Des avancées significatives ont été réalisées dans le domaine de la 
reconnaissance de l’écriture manuscrite depuis une trentaine d’années [2] [10]. 
Cependant, il reste toujours des problèmes et des difficultés qui ne sont pas 
complètement surmontés. On essaye alors de résoudre ces problèmes en 
imposant des contraintes d’entrée mais aussi en impliquant des connaissances 
du domaine en question. 
 Figure 2 - Les domaines des systèmes de reconnaissance selon la nature de 
l'écriture 
Hors-ligne vs en-ligne
Un signal hors
manuscrite déjà présente sur un support généralement papier. La numérisation 
peut être effectuée par un scanneur, un appareil photo, ou encore en extrayant 
des informations hors
disponible sous forme d’image. Avant d
dite de l’écriture, il faut d’abord nettoyer l’image car elle est souvent bruitée à 
cause de la numérisation. Plusieurs étapes de traitement d’images sont 
nécessaires, comme par exemple
morphologiques, la squelettisation, …etc. Toutes ces étapes préliminaires 
rendent les systèmes de reconnaissance de l’écriture hors
les destinent plus particulièrement aux applications industrielles. Ainsi, des 
applications de reconn
échelle pour effectuer des tâches très précises comme la lecture automatique 
de chèques, la lecture des adresses postales, la numérisation des documents 
d’archives ou encore le traitemen
Comme le montre la 
sous forme d’image. Ainsi, c’est une matrice d’éléments en deux dimensions 
dont chaque élément (pixel) est soit noir ou blanc, en niveaux de gris 
couleurs. On ne possède par contre aucune information sur la dynamique de 
l’écriture elle-même. C’est pourquoi, le signal d’écriture hors
de statique, il nécessite un traitement supplémentaire pour obtenir des 
informations sur la c
Reconnaissance 
de l'écriture
Reconnaissance de structures bidimensionnelles 
et leurs stratégies de reconnaissance 
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Figure 3 - Exemple du signal hors-ligne d'un diagramme et d’une 
expression mathématique 
De façon complémentaire, un signal d’écriture en-ligne s’obtient grâce aux 
technologies permettant de numériser l’écriture au moment de sa production. 
La trajectoire de l’instrument d’écriture (doigt, stylet, stylo) est enregistrée 
lorsque celui-ci est posé sur la surface d’écriture (écran tactile, tableau, 
papier). On obtient donc les coordonnées de la trajectoire échantillonnée, 
généralement à intervalle constant de temps (typiquement toutes les 10 
millisecondes). Un tracé dessiné entre un poser et un lever de stylo est appelé 
un « trait ». Un trait ‘s’ est un ensemble de points définis par le quadruplet : 
s={x(t),y(t),p(t),T(t)} ; où p est la pression du point et T est le temps de ce 
point en référence avec le premier point, ces deux dernières informations 
n’étant pas nécessairement présentes. Ces informations reflètent la dynamique 
du signal de l’écriture, et permettent de calculer plus d’informations comme la 
vitesse et l’accélération par exemple, la Figure 4 montre un exemple de deux 
signaux en-ligne, tandis que 1a Figure 5 affiche les données telles qu’elles sont 
disponibles pour une partie du tracé.   
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Figure 4 - Exemple du signal en-ligne d'un diagramme et d’une expression 
mathématique 
En conséquence, il est admis que la reconnaissance de l’écriture en-ligne 
est plus facile que celle de l’écriture hors-ligne. Dans cette optique, des 
travaux ont tenté de transformer un signal hors-ligne en signal en-ligne pour 
profiter de ses avantages [11] [12] [13], cette transformation reste très difficile. 
L’écriture en-ligne est plutôt utilisée dans des applications temps réel, dans les 
domaines de la médecine, de l’éducation, des réunions, et toutes les situations 
qui nécessitent une prise de notes, mais aussi les interfaces homme-machine. 
En ce qui nous concerne, nous nous intéresserons dans ce manuscrit aux 
extensions de l’écriture manuscrite en-ligne aux applications de type 
bidimensionnelle (langage 2D).  
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Figure 5 - Exemple d'un signal en-ligne 
A la volée Vs. a posteriori : 
Il est à remarquer que l’outil de saisie peut avoir un impact sur la structure 
du système et la méthodologie de reconnaissance. Les outils tels que 
smartphones ou tablet pc permettent une reconnaissance à la volée où 
l’utilisateur aura un retour visuel immédiat. Cette méthode de reconnaissance 
permet de simplifier quelques étapes du processus de reconnaissance 
(notamment la segmentation). De plus, elle introduit un grand avantage 
d’interactivité avec l’utilisateur : les symboles sont reconnus et interprétés au 
fur et à mesure puis valider (implicitement) par l’utilisateur. Ceci  permet de 
corriger des erreurs éventuelles et de continuer l’analyse sur une base valide. 
Par contre, il faut qu’une méthode à la volée soit compatible avec une 
interaction avec l’utilisateur en temps réel.  
Dans un système de reconnaissance de l’écriture hors-ligne, la 
reconnaissance a posteriori est imposée par défaut car l’image de l’intégralité 
de l’encre est déjà présente. Ceci est également vrai dans le cas d’utilisation de 
stylos digitaux (stylo/papier numérique), où l’encre est récupérée des stylos 
après la saisie. La totalité de ce qui était écrit est donc à disposition du 
système. La reconnaissance a posteriori s’annonce à la fois plus difficile à 
réaliser (car sans validation de l’utilisateur) mais en gardant l’avantage d’avoir 
le contexte global de l’écriture.  
Dans le cadre de cette étude, nous nous intéressons à la reconnaissance a 
posteriori et nous considérons que tout le signal de l’écriture est présent au 
moment de la reconnaissance. 
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1.3. Problématiques 
De nombreux outils existants permettent la saisie de tels langages 2D dans 
les documents numériques. Malgré la convivialité de ces outils, une certaine 
expertise est exigée pour les utiliser. Par exemple, pour saisir une expression 
mathématique dans un document, certains symboles et fonctions 
mathématiques sont décrits par des mots clés prédéfinis qu’il faut mémoriser, 
c’est le cas avec Latex et MathML. De plus, l’expression qui est naturellement 
bidimensionnelle doit être écrite en une seule dimension, rendant la tâche plus 
complexe. D'autres outils, tels que Math Type, dépendent d'un environnement 
visuel pour ajouter des symboles à l'aide de la souris. Ces dépendances de 
mots clés ou de la souris augmentent considérablement le temps requis pour 
saisir une expression. 
D’autre part, les outils de saisie de graphiques (schémas électriques, 
diagrammes, …) dépendent de l’ajout via des menus des symboles graphiques 
disponibles pour l’utilisateur, et de l’établissement des liens entre ces 
symboles, et éventuellement de l’ajout du texte explicatif à l’aide du clavier. 
Là aussi, cela nécessite un temps important pour réaliser des graphiques 
complexes. Dans ce conditions pour la plupart des utilisateurs, il est beaucoup 
plus convivial de prendre un crayon et de dessiner sur une feuille de papier ou 
directement sur un écran. Tenant compte de ces considérations, il est naturel 
de concevoir un système capable de transformer un graphique de son état 
manuscrit à un format numérique. L’avantage d’un tel système est que l’on 
extrait en plus de la description physique du graphique, une autre description 
logique. Cette dernière peut être très utile pour alimenter des systèmes de 
calcul ou des systèmes de dessin par ordinateur (CAD). Car même si on fait la 
conception en utilisant un des systèmes existants de saisie, il reste dans la 
plupart du temps une étape humaine pour extraire des informations pertinentes 
[14]. 
Une question très importante se pose au moment de la conception d’un 
système de reconnaissance d’un langage 2D : quelle liberté faut-il donner à 
l’utilisateur ? Un système très contraignant facilite la tâche de reconnaissance, 
mais rend le système moins confortable à utiliser. Par exemple, on peut 
imaginer un système qui ne permet d’entrer les symboles que les uns après les 
autres d’une façon bien distincte. Dans ce cas, on rend trivial l’étape de 
segmentation qui est d’habitude très difficile à réaliser.  
Au contraire, un système sans contraintes est beaucoup plus naturel à 
utiliser mais beaucoup plus complexe à réaliser. La reconnaissance des 
langages 2D est un vrai challenge qui nécessite le mariage de compétences de 
plusieurs domaines. La difficulté de reconnaître des langages bidimensionnels 
peut se résumer dans les points suivants : la segmentation, la classification et 
l’interprétation. 
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La segmentation : 
Un enjeu important est de pouvoir bien segmenter le graphique en ses 
éléments de base. Dans un signal en-ligne on peut imposer un lever de stylo 
entre les symboles. Cette condition est admissible seulement dans certains 
langages. C’est le cas pour les notations mathématiques [15], les équations 
chimiques [7], les organigrammes [4], etc. Cette hypothèse ne résout pas le 
problème de la segmentation mais le facilite énormément. Il suffira donc de 
trouver les regroupements de tracés qui appartiennent au même symbole. 
Toutefois, il n’est pas trivial de trouver ces regroupements, comme nous allons 
le voir. Quant aux autres langages, il est possible que tout ou partie du 
graphique soit fait avec un seul tracé. Dans ce cas il s’agit de trouver les 
meilleurs points de découpage entre les symboles, ce qui est loin d’être 
évident. La Figure 6 montre un exemple d’une équation chimique où les traits 
d’une même hypothèse de symbole ont la même couleur. Même si les 
symboles sont bien distincts dans l’équation, on voit bien qu’il n’est pas 
toujours trivial de décider comment grouper les traits d’un même symbole. Les 
deux segmentations sont correctes syntaxiquement. Par contre, certaines 
segmentations ne sont pas correctes sémantiquement, comme c’est le cas de la 
deuxième interprétation. Cependant, un modèle de langage ne peut pas 
toujours relever ce genre de problème.  
 
Figure 6 - Deux segmentations possibles d'une équation chimique et leurs 
interprétations 
De même, la Figure 7 montre qu’il n’est pas évident de segmenter le tracé 
d’un schéma électrique manuscrit. Les carrés pointillés indiquent les zones du 
tracé où une coupure est possible. Il en résulte qu’il n’est pas possible de 
choisir d’une façon unique les points de segmentation. 
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Figure 7 - Les zones admissibles de découpage d'un schéma électrique 
Dee plus, avec une telle application, on ne peut pas facilement imposer une 
condition pour bien séparer les symboles dans un signal hors-ligne. Cela 
complique encore davantage la segmentation des symboles, car alors il faut à 
la fois isoler les composants du même symbole mais aussi détecter les 
symboles qui se touchent et les séparer. 
Une difficulté supplémentaire s’ajoute à la segmentation quand il y a du 
texte explicatif dans le graphique. Car un outil performant de reconnaissance 
de symboles graphiques, n’est pas forcement capable de reconnaître du texte. 
Du coup, il faut d’abord séparer le texte du reste du graphique et ensuite 
envoyer chaque type de composante à son propre reconnaisseur. Une solution 
est de demander à l’utilisateur d’indiquer explicitement le mode de saisie 
grâce à un commutateur [4] entre les modules de reconnaissance, mais cette 
contrainte n’est pas très confortable et restreint sa liberté surtout quand il y a 
beaucoup de textes présents comme c’est le cas dans les organigrammes, les 
schémas électriques, etc. 
La classification de symboles 
Le deuxième défi dans un système de reconnaissance de langage 2D est le 
classifieur de symboles. La classification des symboles est l’étape la plus 
importante mais pas forcément la plus difficile grâce à la richesse de la 
littérature du domaine de la reconnaissance des formes.  
Toutefois, la nature de ces langages 2D pose certaines spécificités qui 
doivent être prises en compte pour concevoir le système idéal de 
reconnaissance. Le classifieur doit prendre en compte la variabilité de 
l’écriture manuscrite. Le même symbole peut s’écrire différemment d’un 
scripteur à un autre. On doit également permettre l’écriture des symboles en 
plusieurs tracés dans n’importe quel ordre. De plus, quelques langages 2D 
comportent un très grand nombre de symboles (par exemple plus de 220 
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symboles dans la notation mathématique). Certains de ces symboles peuvent 
jouer des rôles différents selon leurs positions et le contexte où ils se trouvent. 
En outre, le même symbole peut être présent dans un graphique avec des 
tailles et des orientations différentes. Il est donc généralement indispensable 
d’appliquer une étape de prétraitement et de normalisation pour rendre la 
classification plus robuste. 
L’interprétation 
L’interprétation vise à trouver le sens du graphique à reconnaître. Elle 
consiste généralement en deux étapes : l’analyse structurelle et syntaxique. 
L’objectif est dans un premier temps de corriger des erreurs éventuelles dans 
la segmentation ou la reconnaissance. Deuxièmement, l’interprétation permet 
de trouver la structure du graphique, ce qui est indispensable pour transformer 
le graphique en format numérique. L’analyse structurelle permet d’extraire des 
informations spatiales (géométriques) des symboles, et les relations spatiales 
les reliant (topologie, distance, …). Ces informations alimentent le module 
d’analyse syntaxique où l’on applique les règles qui conviennent pour justifier 
la disposition spatiale des symboles.   
Dans les structures de type schéma électrique, diagramme, organigramme, 
etc. il peut être intéressant d’utiliser des contraintes de connectivité entre les 
symboles et les connecteurs. Ainsi, treize contraintes de connectivité [16] 
basées sur une connaissance a priori ont été recensées pour un type de schémas 
électriques. Dans cet exemple, quand on reconnaît une résistance horizontale, 
il faut trouver deux connecteurs l’un à sa gauche, l’autre à sa droite. Par 
contre, cette approche n’est pas capable de fournir la description syntaxique du 
graphique, or celle-ci est nécessaire si l’on veut effectuer des opérations de 
haut niveau sur le graphiques. Par exemple, avoir la syntaxe du schéma permet 
de le résoudre et de trouver des valeurs inconnues en utilisant un solveur 
approprié. 
Un autre exemple est celui des partitions musicales qui comportent des 
dépendances contextuelles locales et globales ce qui augmente la difficulté de 
l’interprétation. Une grammaire d’attributs peut être utilisée dans ce cas pour 
interpréter les partitions. Elle permet de trouver la structure de la notation et 
aussi les attributs de chaque partition. La règle la plus simple d’une telle 
grammaire décrit les symboles musicaux comme étant composés de primitives. 
D’autres règles de plus haut niveau sont utilisées pour la représentation des 
partitions. Grâce aux règles existantes de composition des partitions musicales, 
des contraintes contextuelles facilement applicables dans des modèles 
linguistiques ont été proposées [8].  
Prusa et al. [17] ont présenté la possibilité de généraliser le concept de 
grammaire hors-contexte (CFG : Context Free Grammar) aux langages 
bidimensionnels. Cette approche a été particulièrement utilisée pour la 
reconnaissance d’expressions mathématiques [18] [19]. Une autre approche est 
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basée sur la théorie des graphes, puisque l’on peut naturellement représenter 
un graphique 2D par un graphe. Des règles de réécriture de graphe ont été 
employées avec succès pour la reconnaissance d’expressions [20]. D’autres 
variantes de modèles linguistiques ont été proposées pour la reconnaissance 
d’expressions (voir chapitre  2). 
Nous pouvons constater de ces travaux que l’interprétation est le vrai défi 
de la reconnaissance de structures 2D. En effet, analyser les langages 
bidimensionnels est une tâche complexe, c’est pourquoi les travaux présentés 
dans [21] s’intéressent à des algorithmes spéciaux et à l’ajout de contraintes 
pour diminuer leur complexité. 
1.4. Motivations 
Nous avons choisi de traiter le problème de la reconnaissance d’expressions 
mathématiques manuscrites en-ligne. D’une part, la notation mathématique est 
un exemple de langage 2D très riche. D’autre part, l’utilisation de notations 
mathématiques est indispensable dans la documentation scientifique. Les 
expressions mathématiques représentent un outil universel de communication 
entre les scientifiques. Bien que ces expressions puissent apparaître 
compliquées pour les non-spécialistes, elles décrivent parfaitement les 
problèmes dans la plupart des domaines. Pour mesurer l’importance des 
expressions mathématiques, nous avons extrait toutes celles qui se trouvent 
dans les pages web de « Wikipedia » français. Un ensemble de près de 77 000 
expressions (plus ou moins complexes) ont été retrouvées dans 7 000 pages 
web. Nous allons montrer plus tard dans ce manuscrit que le même système 
conçu pour la reconnaissance d’expressions mathématiques a été facilement 
adapté à d’autres langages 2D, comme les organigrammes de programmation 
par exemple. Nous allons présenter dans les paragraphes qui suivent la 
notation mathématique et ses spécificités qui rendent la reconnaissance 
d’expressions un vrai challenge. 
1.5. La notation mathématique 
L’utilisation de la notation mathématique remonte à des milliers d’années 
dans l’histoire. Au début, elle était présente simplement dans des systèmes de 
numération. Mais depuis, les savants ont employé les mathématiques et les ont 
développées au fur et à mesure de leurs besoins scientifiques. Ces 
développements ne concernaient pas seulement les symboles utilisés pour 
décrire des problèmes mathématiques, mais aussi la science des 
mathématiques elle-même. Cela a conduit à ce qu’on appelle aujourd’hui la 
notation mathématique moderne [22]. De nos jours, la notation mathématique 
est largement utilisée dans les domaines de la physique, la chimie, l’ingénierie, 
la médecine, l’économie, etc. Autrement dit, elle est utilisée dans presque 
toutes les sciences.  
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1.5.1.  Définitions 
La notation mathématique est un système d’écriture qui décrit des 
problèmes et des concepts d’une façon abstraite quelque soit le domaine 
concerné. Dans ce manuscrit nous allons nous baser sur les définitions 
suivantes qui caractérisent les propriétés générales de la notation 
mathématique moderne (d’un point de vue d’un système de reconnaissance). 
Expression mathématique 
Une expression mathématique est un ensemble de symboles mathématiques 
arrangés dans un espace bidimensionnel, qui a un sens sémantique. Pour la 
simplification dans ce manuscrit les deux termes ‘expression’ et ‘expression 
mathématique’ sont équivalentes. Une sous-expression est une partie de 
l’expression ayant une interprétation sémantiquement complète. Une équation 
mathématique dénote simplement une égalité entre deux ou plusieurs sous-
expressions, on l’appelle généralement une expression aussi. Par exemple, 
l’expression 2)yx(a cb +=+  est une équation composée de deux sous-
expressions cba + et 2)yx( + .   
Symbole mathématique 
Un symbole mathématique est l’élément de base dans une expression 
mathématique. Il porte un sens différent selon sa classe et sa position dans 
l’expression. Par exemple, les symboles présents dans l’expressions ci-dessus 
sont {a, b, c, x, y, 2, +, =, (, )}. 
Relation spatiale 
Une relation spatiale permet de décrire les positions relatives entre deux 
symboles. Par exemple, étant donnée l’expression ab les symboles a et b sont 
connectés par la relation gauche/droite. Alors qu’ils sont reliés par la relation 
(haut-droit/bas-gauche) dans l’expression ab. Dans la plupart des systèmes 
proposés une relation porte en plus de son sens structurel un sens sémantique 
(relation logique). Par exemple, la relation structurelle dans ab signifie la 
relation mathématique ‘a à la puissance b’. De plus, une expression plus 
complexe peut contenir des relations sous-expression/symbole, symbole/sous-
expression, ou sous-expression/sous-expression.  
1.5.2. Spécificité des expressions mathématiques 
La difficulté de la reconnaissance d’expressions mathématiques est héritée 
de celle des structures bidimensionnelles. Mais il y a quelques difficultés et 
ambiguïtés qui sont spécifiques aux expressions mathématiques. Il y a deux 
sources principales d’ambiguïté : le grand nombre et la variété des symboles, 
et la disposition bidimensionnelle de ces symboles. 
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1.5.2.1. Le nombre des symboles 
Le nombre de symboles mathématiques se trouve être relativement élevé 
comparé à du simple texte où moins de centaine de symboles peut suffire avec 
un alphabet latin (2 x 26 caractères, plus quelques caractères spéciaux et la 
ponctuation). De même, les applications de reconnaissance de schémas 
électriques ou de reconnaissance d’organigrammes nécessitent quelques 
dizaines de symboles. Sans vouloir prétendre à l’exhaustivité, les champs 
disciplinaires ayant tous leurs symboles spécifiques, nous avons recensé près 
de 220 symboles permettant de couvrir un large corpus d’expressions.  
Les symboles sont divisés en sous-groupes selon leurs tâches et leurs 
natures : chiffres, alphabet (grec, latin), opérateurs, flèches, symboles 
élastiques, et fonctions. Nous allons détailler ces groupes et leurs 
caractéristiques dans la description de notre base de symboles isolés dans le 
chapitre  3. 
Parmi ces symboles, il existe de nombreux recouvrements inter-classes. La 
Figure 8 montre la difficulté de faire la différence entre les cas minuscule et 
majuscule de quelques lettres de l’alphabet latin (O et o par exemple). 
Contrairement au texte, les lettres majuscules se trouvent n’importe où dans 
une expression mathématique. Sans information additionnelle du domaine ou 
du problème présenté dans l’expression, il est presque impossible de distinguer 
les deux cas. Sur la Figure 8 il est facile de distinguer l’état des lettres (a, B, 
Q) ; mais l’état des autres lettres (c, o, p) n’est pas clair du tout. De plus, la 
nature de l’écriture manuscrite ajoute une grande variabilité à la taille des 
symboles. Pour éviter ce problème, on peut par exemple imposer une façon 
spécifique pour indiquer au système que la lettre est en majuscule [23]. 
 
Figure 8 - Ambiguïté entre l'état minuscule et majuscule de quelques 
symboles mathématiques 
Il existe aussi une grande ressemblance entre quelques symboles. Quelques 
exemples de symboles qui se ressemblent sont montrés dans la Figure 9. Là 
aussi, il semble très difficile de faire la différence sans avoir des informations 
supplémentaires. 
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Figure 9 - Ambiguïté de ressemblance entre symboles 
La plupart des symboles ont une signification bien précise. Ainsi un ‘3’ 
veut toujours dire trois. Cependant il existe quelques symboles qui portent 
quelques ambiguïtés de rôle. La Figure 10-(a) montre un exemple d’ambiguïté 
entre la lettre ‘c’ et une parenthèse gauche ‘(‘ [24]. Il s’agit dans ce cas de 
deux symboles au sens totalement différents qui peuvent s’écrire d’une façon 
identique comme par exemple le ‘x’ ou le signe de multiplication, le signe du 
moins ‘-‘ ou la barre de fraction. Ils peuvent définir le même symbole mais 
dans des contextes différents, comme un point peut représenter un point pour 
les décimales, l’opérateur de multiplication, ou même n’être que du bruit à 
ignorer. 
Néanmoins, ce genre d’ambiguïté est locale et dans la plupart des cas 
résolvable grâce au contexte global de l’expression gérée par la grammaire. 
Dans le premier cas de la Figure 10-(b), la grammaire peut ne pas supporter 
d’avoir deux opérateurs successifs (multiplication, addition). Il est alors 
convenable d’attribuer la lettre ‘x’ pour le symbole en bleu. Dans le deuxième 
cas, si la séquence chiffre/lettre/chiffre n’est pas admissible, alors le symbole 
est reconnu comme le signe de la multiplication. 
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Figure 10 - Ambiguïté de rôle du symbole 
Dans l’exemple (c), ce sont les contraintes structurelles qui impliquent le 
résultat correct de la reconnaissance. Pour attribuer une barre de fraction à une 
barre horizontale il faut avoir deux sous-expressions alignées verticalement au 
dessus et en dessous de la barre. Dans le premier cas, c’est l’alignement 
horizontal qui implique le choix du signe moins. Quant au premier exemple 
(a), l’obligation d’avoir l’ouverture et la fermeture de parenthèses favorise la 
lettre ‘c’ dans le premier cas, et la parenthèse gauche ‘(‘ dans le deuxième cas. 
Une autre complexité vient du fait qu’il y a quelques symboles similaires à 
des sous-parties d’autres symboles. La grammaire avec un bon classifieur et 
une bonne méthode de segmentation interviennent dans ce cas pour résoudre 
l’ambiguïté. La Figure 11 montre quelques exemples illustrant ces cas. Dans le 
premier exemple, le trait rouge du ‘x’ peut être une parenthèse fermante. 
Cependant, l’ambiguïté peut être résolue car la parenthèse ouvrante 
correspondante n’existe pas. Dans le deuxième exemple, le trait vert ressemble 
à un ‘c’, mais en disposant d’un bon classifieur, on doit pouvoir avoir un bon 
score de reconnaissance de la fonction cosinus. Dans le dernier cas, le même 
trait (en bleu), est présent plusieurs fois dans l’expression. A la fois il fait 
partie d’autres symboles (±, =) et il est présent en tant que signe moins. Dans 
ce cas, l’ambiguïté est levée grâce aux contraintes structurelles qui interdisent 
l’alignement vertical de deux opérateurs et un classifieur capable de bien 
reconnaître les symboles (±, =). 
De plus, certains symboles (ex : ∑, —, (, [,…) dits élastiques, ont des 
variations de taille très importantes d’une expression à une autre selon les 
sous-expressions qu’ils entourent.  
Enfin, de petits symboles tels que les points, les virgules, les apostrophes 
etc. peuvent se confondre avec du bruit augmentant la complexité. Donc, il est 
très important de choisir une méthode adaptée de réduction de bruit lors de la 
phase de prétraitement. 
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Figure 11 - Exemples de symboles inclus dans d'autres symboles 
1.5.2.2. La disposition bidimensionnelle des symboles 
Comme nous l’avons vu, les relations spatiales dans une expression 
mathématique fournissent une grande partie des informations utiles. Bien que 
les notations mathématiques soient standardisées, une grande flexibilité est 
permise pour le positionnement relatif des symboles. 
Il en résulte que l’on ne peut pas d’une façon absolue définir une relation 
entre deux symboles. Comme on le voit sur la Figure 12, il n’est pas évident 
de choisir la relation lorsque le positionnement est aux frontières entre les 
relations droit, haut-droit, et haut.  
 
Figure 12 - Recouvrement des positions valides des relations spatiales 
Pourtant c’est absolument nécessaire quand il s’agit d’opérations implicites. 
Ainsi les exposants, les indices, les multiplications implicites, les 
enchaînements de chiffres sont indiqués uniquement par l’arrangement spatial 
des opérandes (les symboles). Cette nature floue des relations spatiales 
complique considérablement la phase d’analyse structurelle. Plusieurs 
méthodes ont été mises en œuvre pour surmonter l’ambiguïté des relations 
spatiales, comme nous l’allons voir dans l’état de l’art (chapitre  2).  
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Figure 13 - Ambiguïté des relations spatiales entre deux symboles 
La Figure 13 montre la nature floue des relations possibles entre deux 
symboles. Il est très facile de distinguer les cas extrêmes : exposant, 
gauche/droit, et indice. Mais dans les cas intermédiaires, la décision est moins 
évidente, même si l’on n’hésite à chaque fois qu’entre deux relations possibles 
(indice et gauche/droite ou gauche/droite et exposant). La situation se 
complique de plus en plus en fonction du nombre de symboles. Pour trois 
symboles, comme le montre la Figure 14, il y a douze situations possibles en 
plus de la situation initiale abc. Ce nombre monte très rapidement à 36 pour 4 
symboles et ainsi de suite.  
 
Figure 14 - Les relations spatiales possibles entre 3 symboles 
Néanmoins, même si la bonne relation entre deux symboles a été trouvée, il 
peut être difficile d’en déduire la relation logique qui existe entre eux à cause 
de l’ambiguïté du placement relatif. Autrement dit, une relation spatiale ne 
peut pas être déterminée individuellement d’une façon locale. Par exemple 
dans la Figure 15, dans ‘bc’ on peut déduire localement que le ‘c’ est en indice 
de ‘b’ dans l’expression ‘bcd’. Mais il se peut aussi que le ‘c’ corresponde à la 
multiplication d’une variable à la puissance ‘b’ comme dans l’expression ‘abc’ 
[25]. Bien évidemment, l’information contextuelle doit permettre de résoudre 
ce type de problèmes.  
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Figure 15 - Exemple d'ambiguïté du placement relatif des symboles 
Toutes les ambiguïtés montrées ci-dessus sont encore plus fortes dans le cas 
du manuscrit car les scripteurs prennent une grande liberté de placement et 
d’alignement des symboles constituant l’expression. 
Cependant, le contexte aide généralement à lever plusieurs ambiguïtés. Par 
exemple, quand on reconnaît le symbole ‘somme’ ∑, il n’y a que trois cas 
possibles. Soit c’est une somme sans limite, donc on n’attend qu’une sous-
expression à droite, ou alors on s’attend à la sous-expression à droite en plus 
des limites au dessus et en dessous, ou simplement un indice en dessous et une 
sous-expression à droite. 
Nous avons vu dans cette partie des problèmes spécifiques liés à la 
reconnaissance d’expressions mathématiques. Tous ces problèmes rendent le 
processus très difficile. On trouve dans la littérature beaucoup de tentatives 
pour concevoir un système de reconnaissance capable de surmonter autant que 
possible ces problèmes en limitant les contraintes, voir chapitre  2. 
Nous allons dans la suite explorer quelques systèmes de la reconnaissance 
d’expressions mathématiques manuscrites en particulier et de structures 
graphiques 2D en générale. 
1.6. Quelques systèmes existants 
Nous pouvons résumer les applications potentielles de la reconnaissance de 
structures 2D par : 
− Aide à la saisie pour l’édition de documents numériques. 
− Assistance à la présentation dans le domaine de l’enseignement et des 
conférences en utilisant des tableaux interactifs avec une grande 
puissance de stockage, analyse, et réaction. 
− Aide à la conception assistée par ordinateur pour des applications 
métiers. 
Nous présentons dans la suite quelques applications qui prennent avantage 
des systèmes de reconnaissance de graphiques 2D. 
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DMOS : Une méthode  générique pour la reconnaisse de documents 2D [6] 
Coüasnon propose une méthode pour générer automatiquement des 
systèmes de reconnaissance de documents structurés (langage 2D). 
L’adaptation au nouveau langage est faite en définissant la description du 
document par une nouvelle grammaire : EPF (Enhanced Position Formalism). 
La grammaire EPF a l’avantage de décrire la structure, la syntaxe, et la 
sémantique d’un langage 2D. La méthode essaye de faire un compromis entre 
la généralité et la qualité de reconnaissance en séparant la connaissance du 
système et en utilisant la grammaire EPF.  
On peut considérer cette approche comme une extension d’une grammaire 
DCG (Definite Clause Grammar) à une grammaire bidimensionnelle, où deux 
types de terminaux sont définis : ligne-segments et matrices de pixels. Ils 
permettent de représenter une partie importante des éléments qui se trouvent 
dans un document structuré. Le formalisme EPF a été développé pour décrire 
cette grammaire bidimensionnelle. Six opérateurs sont appliqués à une 
grammaire 1D pour qu’elle soit capable de supporter des langages 
bidimensionnels. Coüasnon montre la généricité de leur méthode par un 
générateur de systèmes de reconnaissance. Ils présentent plusieurs applications 
possibles générées par un simple changement de la grammaire EPF du 
générateur : reconnaissance de partitions musicales, d’expressions 
mathématiques, de formulaires et de tableaux. Bien évidement, il faut un 
nouvel apprentissage du classifieur pour chaque système généré. 
Concernant les expressions mathématiques, il s’agit d’un système de 
reconnaissance d’expressions typographiées (image hors ligne). Ce 
reconnaisseur considère les structures suivantes : exposants, indices, fonctions, 
sommes, produits, intégrales, et les racines carrées. Cependant, il n’est pas 
reporté d’évaluation des performances de ce système.  
Scritp&Go « schémas électriques » 
Cette application est l’implémentation industrielle de la méthode « DALI » 
proposée dans le cadre des travaux de thèse de Sébastien Macé [26]. L’objectif 
est de fournir un outil qui facilite le dessin des schémas électriques sur le 
terrain dans des situations de mobilité. Elle permet la composition manuscrite 
de schémas électrique à la volée à l’aide d’un stylet. Pour assurer l’efficacité 
d’une composition rapide l’application s’appuie sur une composition mono-
trait, à l’exception de quelques symboles qui peuvent être saisis en plusieurs 
traits. Un trait peut aussi compléter un symbole déjà interprété pour en former 
un nouveau plus complexe. 
En ce qui concerne la reconnaissance des symboles, des heuristiques ont été 
utilisées pour les symboles simples (tels que les connexions). Le système 
RESIFCAR basé sur un système d’inférence floue [27] [28] est utilisé pour la 
classification des symboles plus complexes. L’interprétation des schémas est 
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basée sur une Grammaires de Multi-Ensembles à Contraintes Pilotées par le 
Contexte, ou GMC-PC proposée dans [26] (cf. section  2.4). Cette grammaire 
est un nouveau concept de langage visuel (2D) avec une propriété de 
généricité permettant de l’utiliser pour la composition d’autres langages 2D.  
Presto : un éditeur de partitions musicales manuscrites [29] 
Le système Presto est un compromis entre la précision de la reconnaissance 
et la vitesse de la composition. Pour s’approcher plus d’une entrée stylo-
papier, le système favorise la vitesse de réaction par rapport aux autres 
propriétés. Les symboles musicaux sont remplacés par des gestes simples, ce 
qui augmente la vitesse de saisie et facilite le processus de classification des 
symboles. Pour cela, seuls les symboles les plus communs sont éditables par 
des gestes manuscrits mono-trait simples. Seulement 7 symboles parmi 22 
considérés par le système sont représentés par des gestes. Cette simplicité 
facilite la tâche du classifieur de symboles et augmente le confort pour 
l’utilisateur.  
Néanmoins, l’objectif principal de ce prototype est de mesurer l’efficacité 
de composition des partitions musicales en utilisant le système par rapport à 
une saisie conventionnelle. Les expérimentations réalisées par des musiciens 
professionnels ont montré un bon potentiel en termes de temps nécessaire pour 
la composition. 
Tahuti : un système de reconnaissance de diagrammes de classes d’UML 
Tahuti est un système de reconnaissance de graphiques géométriques dédié 
aux diagrammes de classes [30]. L’avantage du système proposé est de 
pouvoir dessiner les objets graphiques et les connexions, en plus de gestes 
d’édition en toute liberté sur un tablet PC ou un tableau blanc. La 
fonctionnalité de ce système s’approche plus de la réalité par rapport aux 
travaux précédents car il s’appuie sur la géométrie des symboles graphiques et 
non pas sur des gestes ou formes prédéfinis.  
Tahuti se base sur une structure multi-couches permettant la reconnaissance 
des symboles multi-traits. Il consiste en quatre étapes principales : 
prétraitement, sélection, reconnaissance, et identification. 
Tout d’abord, les traits sont traités à la volée. Dès qu’un trait est saisi, il est 
transformé en l’une des primitives suivantes : ligne, ellipse, polyligne, ou une 
forme complexe (un ensemble de lignes et de courbes de Bézier). En plus des 
informations originales, chaque trait porte les interprétations possibles et leurs 
probabilités. Ensuite, le trait est possiblement fusionné avec des traits qui ne 
sont pas encore reconnus pour former une collection de traits. La collection est 
envoyée au classifieur afin de décider si elle présente un symbole ou une 
commande d’édition. A chacune des collections sont associées une ou 
plusieurs interprétations. Le classifieur de symboles utilise un algorithme de 
reconnaissance basé sur les informations géométriques des collections. 
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Idéalement, toutes les combinaisons possibles sont testées. Néanmoins, 
pratiquement ce n’est pas possible et donc une contrainte de nombre maximal 
de traits par collection est imposée. De plus, on considère qu’un symbole ne se 
fait qu’avec des traits successifs qui sont assez proches. Finalement, une 
interprétation complète est choisie en fonction des probabilités obtenues lors 
de la phase de reconnaissance de telle sorte à maximiser la probabilité globale. 
Les informations contextuelles sont extraites lors de la reconnaissance des 
flèches (les connexions). Le type de flèche est déterminé en fonction des types 
des objets qu’elle relie. Puis, une association logique est créée entre les deux 
objets et ainsi de suite pour toutes les flèches. Même si les informations 
contextuelles portées par les connexions sont locales, elles sont suffisantes 
pour bien interpréter un diagramme de classes car les informations qui 
comptent sont celles qui associent les objets entre eux.  
Le système ne prend pas en compte la reconnaissance du texte explicatif 
dans le diagramme : il se contente de l’identifier en tant que texte et  de le 
relier avec son objet. L’identification du texte se base sur des informations 
géométriques qui le distinguent des symboles graphiques. 
L’interface permet de manipuler le diagramme saisi facilement. On peut 
déplacer ou supprimer des objets ou des associations. Dans tous les cas 
l’utilisateur obtient une rétroaction directe tout en visualisant l’encre saisie et 
son interprétation. Malgré la facilité de saisie des diagrammes de classe dans 
l’interface, l’inconvénient de ne pas reconnaître le texte augmente le temps 
nécessaire pour entrer un diagramme, car les informations textuelles doivent 
être saisies manuellement à l’aide d’une autre interface visuelle. De plus, la 
structure proposée est un peu spécifique à la reconnaissance des diagrammes 
de classes où peu d’informations contextuelles sont nécessaires. 
Le système E-Chalk  
Taipa et al. ont proposé un système de reconnaissance d’expressions 
mathématiques manuscrites embarqué dans un tableau interactif [31] 
(Electronic Chalkboard E-Chalk), voir Figure 16. Le but de ce tableau est de 
transmettre et de stocker des cours ou des exposés en direct.  
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Figure 16 - Le système E-Chalk 
La reconnaissance d’expressions mathématiques se fait en deux étapes : la 
reconnaissance des symboles isolés, et ensuite l’analyse structurelle.  
Les symboles fournis au système sont divisés en trois groupes selon le 
nombre de traits : les symboles à un, deux, ou plus de traits. La qualité des 
traits est améliorée en utilisant des méthodes classiques telles que : ré-
ordonnancement des traits, ré-échantillonnage, interpolation, et normalisation. 
On extrait ensuite les caractéristiques du trait, ce sont des caractéristiques 
locales (les coordonnées, la courbure) et d’autres globales concernant la 
topologie du trait. Pour la classification des symboles isolés, ils ont choisi un 
SVM (Support Vector Machine) basé sur la technique DAG (Directed Acyclic 
Graph, SVM-DAG) avec des noyaux à base radiale. 
Quant à la description structurelle, deux types de composants sont 
considérés : les symboles et les lignes de base. Les lignes de base sont des fils 
des symboles dans une structure de type BST (Baseline Structure Tree : arbre 
structurel de lignes de base). Ils décrivent une région de l’expression et la 
relation entre un symbole et sa ligne de base. L’idée principale du système 
proposé est d’utiliser les informations sémantiques des symboles pour les 
regrouper dans le BST qui décrit au mieux la structure de l’expression. Pour 
cela, on représente les symboles par des nœuds d’un graphe où un arc entre 
deux symboles représente la relation sémantique entre eux. Un arbre couvrant 
de poids minimal (MST : Minimum Spanning Tree) est calculé pour ce graphe 
en appliquant l’algorithme de Prim pour retrouver la description structurelle de 
l’expression. 
L’inconvénient principal de ce système est la séparation entre l’étape de 
reconnaissance de symboles et l’analyse structurelle. En conséquence, il faut 
entrer les symboles bien séparés temporellement pour qu’ils soient bien 
reconnus. Le BST et d’autres structures vont être présentés dans l’état de l’art 
Reconnaissance de structures bidimensionnelles 
31 
 
de ce manuscrit. C’est également le cas pour les principaux classifieurs, 
notamment ceux de type SVM. 
MathPad² : un système de création et d’exploration d’illustrations 
mathématiques 
Viola et al. présentent un prototype d’une application pour la résolution de 
problèmes mathématiques [32]. L’interface incorpore un nouveau paradigme 
gestuel pour permettre l’entrée d’expressions mathématiques et de diagrammes 
libres manuscrits, voir Figure 17. MathPad² permet une compréhension plus 
profonde des problèmes mathématiques en faisant le lien avec des illustrations 
interactives. Le principe central de conception de ce système est d’être 
largement applicable à un vaste horizon de problèmes sans connaissance 
embarquée dans le système. Le comportement du système est donc spécifié par 
la définition mathématique manuscrite fournie par l’utilisateur. 
 
Figure 17 - Un exercice mathématique d'oscillateur harmonique 
L’interface permet de faire des illustrations mathématiques en associant les 
expressions mathématiques et les diagrammes. Cette opération, appelée 
association, est faite soit implicitement en utilisant des étiquettes sur les 
diagrammes, soit en faisant des gestes simples dans l’interface. 
Chacune des expressions mathématiques est déterminée explicitement par 
l’utilisateur. Une rétroaction est fournie directement pour chaque expression 
reconnue pour que l’utilisateur puisse corriger des erreurs éventuelles. Ensuite, 
l’expression reconnue est transformée en format 1D d’expressions spécifiques 
à Matlab (le solveur d’expressions). Dès que toutes les expressions sont 
reconnues, on applique la phase de rectification qui implique de définir les 
correspondances entre les expressions et les diagrammes pour afficher des 
illustrations significatives. Par exemple, si un angle d’un diagramme est 
associé à une valeur numérique, il est alors ajusté pour qu’il corresponde bien 
à la bonne valeur. 
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Une dernière brique du système est le moteur d’animation. D’abord, on 
initialise l’animation en dessinant un diagramme et son expression 
correspondante. On vérifie ensuite que le diagramme contient des éléments 
mobiles. Puis, on extrait le temps initial et final afin de calculer les positions 
temporelles de l’objet à animer. Les animations supportées par l’interface sont 
simplement des translations (x,y). Cette dernière étape est très intéressante 
pour l’utilisateur car elle lui permet de vérifier visuellement la justesse de sa 
description mathématique d’un problème donné. 
Malgré la restriction de ce prototype à certaines applications, ce type 
d’outils est très intéressant pour assister la formulation mathématique des 
problèmes. Néanmoins, le système proposé ici est dépendant du scripteur. Il 
nécessite donc une phase d’apprentissage pour chaque nouvel utilisateur. 
Utiliser un classifieur omni-scripteur peut rendre le système plus portable et 
plus facile à utiliser en classe par exemple. 
PenCalc : une nouvelle application de la technologie de reconnaissance 
d’expressions mathématiques manuscrites  
La plupart des calculatrices embarquées dans les appareils à base de stylo 
digital ne prennent pas grand avantage des technologies de reconnaissance. 
L’entrée d’expressions est simplement faite à l’aide d’un clavier virtuel. Chan 
et al. [33] ont proposé une calculatrice intelligente à base d’écriture 
manuscrite, permettant l’entrée d’expressions en les écrivant directement sur 
l’écran par un stylo. De plus, l’utilisateur peut définir des variables pour 
stocker des résultats intermédiaires. Pour la rendre efficace, il faut qu’elle soit 
impérativement associée à un bon système de reconnaissance d’expressions.  
Le reconnaisseur implémenté utilise un classifieur de symboles qui est à la 
fois simple mais aussi robuste. Basé sur une approche structurelle flexible de 
mise en correspondance, ce classifieur est raisonnablement rapide, précis, et 
assez peu sensible aux variations de l’écriture. De plus, il est facilement 
extensible à un nouveau vocabulaire. Quant à l’analyse syntaxique, on 
applique une décomposition hiérarchique pour obtenir la structure syntaxique 
de l’expression d’une façon efficace. Finalement, un mécanisme de détection 
et correction d’erreurs est appelé afin de rendre le processus plus robuste.  
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Figure 18 - Une capture d'écran de l'interface du système PenCalc 
L’interface est très facile à utiliser, on écrit simplement l’expression à 
calculer comme on le fait sur un papier et le résultat s’affiche tout de suite. 
Une variable v est définie facilement en écrivant simplement une équation 
comme : v=1000. On pourra ensuite utiliser v à tout moment avec sa valeur 
1000. Toutefois, les types d’expressions acceptées sont limités à l’arithmétique 
basique, les nombres réels, fractions, pourcentages, exposants, et racines 
carrées. Un système similaire a été proposé dans [34] pour transférer le résultat 
de reconnaissance à un système de calcul algébrique. 
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1.7. Conclusion 
La reconnaissance de 
motivé les chercheurs pour proposer des solutions tout au long des quatre 
dernières décennies. Nous avons présenté dans ce chapitre le problème de 
reconnaissance de langages bidimensionnels. Quelque soit le type de langage à 
reconnaître (schémas, diagrammes, partitions musicales, …), le système de 
reconnaissance peut être décrit par le schéma montré à la 
Figure 19 - Schéma global d'un système de reconnaissance 
L’étape de segmentation vise à regrouper les traits qui appartiennent au 
même symbole et ensuite les 
d’appliquer l’analyse syntaxique, 
graphique. Cette description définit les relations entre les symboles. 
Finalement, l’analyse syntaxique vise à résoudre les ambiguïtés et à trouver la 
structure syntaxique.
La reconnaissance d’expressions math
difficile pour plusieurs raisons. Nous avons présenté les sources d’ambiguïtés 
présentes dans les expressions qui rendent cette tâche très compliquée. 
De plus nous avons montré quelques applications qui profitent des 
approches de reconnaissance des 
allons parcourir en détails les approches et les méthodes proposées pour la 
reconnaissance d’expressions mathéma
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2. Etat de l’art 
Une expression mathématique est un arrangement complexe de symboles 
mathématiques en deux dimensions. Certains éléments tels que les fractions, les 
indices et les exposants introduisent des changements de directions et/ou de 
tailles dans l’agencement des symboles, ce qui rend la reconnaissance 
d’expressions mathématiques plus difficile et complexe par rapport à la 
reconnaissance du texte. 
Les premiers systèmes de reconnaissance d’expressions mathématiques ont été 
dédiés à la reconnaissance des expressions typographiées [35][36], ou 
manuscrites [37] hors-lignes (image). Depuis, les outils de saisie des expressions 
mathématiques ont évolué progressivement en même temps que l’avancement 
technologique. On dispose de nos jours d’outils de saisie très performants en 
termes de précision et de maniabilité, en particulier les stylos numériques. Ceux-
ci donnent accès à l’expression manuscrite sous une forme dite en-ligne 
(séquence des points) alors que plus traditionnellement les données disponibles 
avec les systèmes hors-lignes, qu’ils représentent des expressions 
dactylographiées ou manuscrites, se présentent sous la forme d’images (tableau 
de pixels).  Si de prime abord, les deux problèmes sont différents, traitement 
d’images du coté hors-ligne et traitement du signal du coté en-ligne, en réalité, 
dans les deux cas les mêmes sous-problèmes sont à envisager. Une méthode 
proposée dans le cadre hors-ligne peut facilement être adaptée pour qu’elle 
s’applique sur des données en-ligne et vice-versa. Pour cette raison, nous n’allons 
pas dans l’exploration de l’état de l’art préciser à chaque fois la nature de 
l’expression, sauf si cela s’avère nécessaire. Par contre, tous les travaux que nous 
développerons seront appliqués à la reconnaissance d’expressions mathématiques 
manuscrites en-ligne. 
Dans une expression hors-ligne, un symbole consiste en un ensemble de pixels 
noirs qui ne forme pas nécessairement une composante connexe. Dans une 
expression en-ligne, nous définissons un trait (stroke en anglais) en tant qu’un 
ensemble de points tracés entre un poser et un lever de stylo. Nous considérons 
que chaque symbole consiste en un ou plusieurs traits séquentiels ou non-
séquentiels. Ces conditions d’écriture en-ligne sont quelques fois totalement 
relâchées. Le scripteur peut donc écrire les symboles en plusieurs traits, avec la 
possibilité de traits retardés, c’est-à-dire effectués après qu’un autre symbole ait 
été tracé. Bien entendu, certains systèmes peuvent imposer des contraintes 
d’ordre et de nombre de traits. 
La reconnaissance d’une expression mathématique se déroule en quatre étapes 
principales [3][38] : la segmentation, la reconnaissance de symboles, l’analyse 
structurelle puis l’analyse syntaxique de l’expression. L’étape de segmentation 
vise à regrouper les traits (ou les pixels) qui appartiennent au même symbole. 
L’étape de reconnaissance attribue une étiquette à chaque segment obtenu, enfin 
l’interprétation revient à analyser la structure et les relations spatiales entre les 
symboles avant d’appliquer une analyse syntaxique pour proposer la solution 
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cohérente reconnue qui est généralement exprimée sous la forme d’un arbre de 
dérivation. L’arbre est ensuite facilement traduit en format numérique comme par 
exemple : Latex, MathML, …etc.  
On peut distinguer trois méthodologies principales qui ont été mises en œuvre 
pour la reconnaissance d’expressions mathématiques, celles-ci sont illustrées à la 
Figure 20 : 
− Application séquentielle des différentes étapes, dans ce cas les 
informations circulent d’une façon séquentielle d’une étape à l’autre. 
Chaque étape s’applique indépendamment des autres. 
− Application simultanée de la segmentation et de la reconnaissance 
(Seg/Rec), puis de l’analyse structurelle et syntaxique (Interprétation). 
Cette approche s’effectue en deux grandes étapes, à savoir la 
reconnaissance des symboles sans segmentation explicite (on 
segmente en fonction de score de reconnaissance). Ensuite, l’analyse 
syntaxique de l’expression utilise les informations structurelles sans 
passer par une étape structurelle. 
− Application simultanée de tous les quatre modules. Il s’agit d’une 
coopération entre les différents modules afin de trouver directement 
l’expression la plus probable. Nous allons dénoter cette approche dans 
ce manuscrit par ‘Approche globale’. 
Nous allons dans ce chapitre explorer les méthodes et les approches utilisées 
pour la reconnaissance des langages bidimensionnels en général. Nous focalisons 
plus sur ceux dédiés aux expressions mathématiques dans les trois méthodologies 
ci-dessus. Remarquons que le même module (ex : un classifieur de symboles) 
s’adapte facilement aux trois méthodologies. En effet, c’est l’interaction et la 
coopération entre les modules qui diffèrent. Nous allons d’abord faire référence 
aux méthodes et approches que nous avons adoptées sans les détailler. Une 
description complète et détaillée du système et les différentes approches utilisées 
seront présentées dans le chapitre  4. 
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Figure 20 - Illustration du processus de reconnaissance d'expressions 
mathématiques 
2.1. Segmentation des expressions mathématiques 
La segmentation est une étape indispensable pour la reconnaissance de 
l’écriture. Quelque soit la source (en-ligne ou hors-ligne) et la nature 
(manuscrite ou dactylographiée) du signal de l’écriture, une bonne 
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segmentation des symboles est essentielle pour une bonne reconnaissance. La 
segmentation permet à la fois d’identifier les éléments de base qui forment le 
signal, et aussi d’introduire des informations spatiales indispensables dans les 
étapes d’analyse structurelle et de l’interprétation. 
Dans un système de reconnaissance de mots non contraints [39], ce 
problème de segmentation pose déjà des difficultés évidentes. Pour les 
résoudre, on peut distinguer deux approches principales. L’approche globale 
considère le mot en tant qu’entité entière et elle esquive le problème de la 
segmentation. Dans ce cas, chaque mot est modélisé individuellement. Il est 
bien évident que la conception d’un tel système devient de plus en plus lourde 
lorsque la taille du lexique augmente. Dans ces conditions, une reconnaissance 
basée sur la segmentation  (approche analytique) s’impose. Celle-ci va 
chercher à trouver et reconnaître les caractères du mot en question. Cette 
segmentation peut être explicite (INSEG), i.e. reconnaître les caractères en 
amont pour reconnaître le mot. Ou autrement, elle peut être implicite 
(OUTSEG), i.e. décider les points de segmentation en aval après avoir reconnu 
le mot. Bien entendu, dans ces conditions, la segmentation est rarement 
unique, mais elle conduit à construire un graphe ou treillis dont l’exploration 
combinée à la reconnaissance, permettra de trouver la meilleure hypothèse de 
segmentation/reconnaissance. Il est à remarquer que le texte s’écrit 
systématiquement de gauche à droite (ou à l’inverse dans certains scripts). Cet 
ordonnancement spatial facilite notamment la segmentation des mots, et même 
celle des phrases.  
En ce qui concerne la reconnaissance d’expressions mathématiques, la 
segmentation est un défi plus difficile à résoudre pour plusieurs raisons. Il 
s’agit de résoudre le même problème mais dans un espace bidimensionnel. Les 
symboles mathématiques s’écrivant dans presque toutes les directions, 
l’hypothèse gauche-droite évoquée précédemment est ici bien trop réductrice. 
En outre, les symboles mathématiques peuvent avoir des tailles et positions 
différentes selon leurs interprétations, ce  qui rend la segmentation encore plus 
difficile. 
2.1.1. Cas du signal hors-ligne 
Dans le cas du signal hors-ligne, la composante de base est le pixel. La 
phase de segmentation consiste donc à isoler les composantes (groupe de 
pixels) qui représentent les symboles. Un symbole se décompose en une ou 
plusieurs composantes connexes, par exemple « i », « j », « = », « Θ », etc. ou 
de formes plus compliquées comme quelques symboles en englobant d’autres 
(comme la racine carrée).  
De nombreuses méthodes ont été proposées pour effectuer la segmentation 
des symboles. Faure et al. ont présenté dès le début des années 90 un système 
modulaire permettant de segmenter les expressions mathématiques 
manuscrites hors-ligne [40]. Ce système possède deux modules pour la 
 segmentation. On applique des projections successives sur l’axe des abscisses 
et des ordonnées pour décider comment segmenter les symboles. Mais pour 
assurer la segmentation de certains symboles (comme l
applique un masque sur l’expression afin de segmenter ces symboles et ce 
qu’ils contiennent avant que l’opération de projection soit effectuée sur les 
symboles englobés
corriger l’arbre de relations créé précédemment. Par exemple, des tentatives de 
combinaisons de différentes composantes sont mises en œuvre pour traiter les 
caractères comme les « i », « j » ou « = ». On peut constater sur la 
que les connaissances sont indispensables pour regrouper les segments de la 
somme (nœuds 1 et 2) ou ceux du x (nœuds 3 e 4).
Figure 21 - (a) Image d’une expression mathématique manuscrite (b) Arbre 
de segmentation obtenu après 
Une variante de cette dernière méthode est de trouver les boites engloba
des symboles [41]
récursives sur les axes X et Y. Néanmoins, des 
nécessaires pour regrouper les composantes qui appartiennent au même 
symbole. L’avantage de l’approche par projections est qu’elle construit 
directement un arbre de relation entre les symboles. Cet arbre est ensuite 
utilisé pour l’analyse structurelle et syntaxique. Toutefois, ces méthodes sont 
handicapées pour faire face au problème des symboles qui se touchent, cela 
nécessitent des traitements plus élaborés 
Pour éviter ces inconvénients, d’autres études o
courbe comme primitive de base pour construire les symboles. Dans ce cas, 
une étape de prétraitement est effectuée pour trouver le squelette de 
l’expression. Ensuite, on considère qu’un symbole se compose d’une courbe 
isolée, ou de plusieurs courbes connexes. La limite de cette méthode est qu’on 
a racine carrée), on 
. Ensuite, des connaissances à priori sont utilisées pour 
 
avoir appliqué les projections 
[42]. Les boites sont retrouvées grâce à des projections 
informations à priori sont aussi 
pour le résoudre. 
nt introduit la notion de 
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ne peut pas isoler les symboles qui se composent de plusieurs composantes 
bien séparées, comme par exemple  les « i » ou les « j » [43][44]. 
Comme nous l’avons vu, il est très fréquent dans un signal hors-ligne que 
deux symboles se touchent. La Figure 22 montre plusieurs situations possibles 
de symboles se touchant dans une expression hors-lignes [45]. 
 
Figure 22 - Exemples de symboles qui se touchent dans un signal hors-ligne  
Ces situations perturbent le processus de segmentation et doivent être 
impérativement détectées et corrigées. Ainsi, ce problème a été abordé dans 
plusieurs travaux. Deux étapes principales sont nécessaires, tout d’abord il faut 
détecter la présence de cette anomalie puis la corriger. Pour cela, on peut par 
exemple s’appuyer sur la confiance d’un classifieur [46][47].Une 
segmentation est considérée comme résultant d’un bloc de symboles se 
touchant, si son score de reconnaissance est inférieur à un seuil α. Il faut 
remarquer que les caractéristiques utilisées pour ce classifieur doivent être 
sensibles à la différence entre un symbole, et un bloc de deux ou plusieurs 
symboles. Dans la méthode proposée, deux types de caractéristiques sont 
utilisées, le rapport largeur/hauteur (ratio d’aspect) et la caractéristique 
périphérique [46]. La seconde étape consiste à trouver des mises en 
correspondance entre les motifs des symboles isolés et le bloc de symboles se 
touchant pour pouvoir ensuite les séparer. Bien évidemment cette dernière 
étape est coûteuse. Garain et al. [45] ont proposé une amélioration qui permet 
de détecter même des blocs à trois symboles ou plus, et d’éviter l’étape lourde 
de mise en correspondance avec les motifs isolés. Dans un premier temps, une 
analyse multifactorielle est réalisée pour détecter les blocs. Les facteurs sont 
extraits et calculés en se basant sur des observations liées à la nature de tels 
blocs dans une grande base d’expressions mathématiques. Ensuite, on peut 
essayer de prévoir les positions où les symboles se touchent, et puis confirmer 
ces positions par un classifieur. Cette dernière méthode permet d’améliorer 
l’efficacité de 12% par rapport à un système qui ne considère pas la détection 
des symboles connectés. 
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2.1.2. Cas du signal en-ligne 
De l’autre coté, étant donné un signal en-ligne, nous appellerons trait un 
tracé réalisé entre un poser et un lever de stylo. Le trait est l’unité de base et on 
suppose que ce trait n’appartient qu’à un seul symbole. Cette hypothèse est 
peu contraignante et largement admise. Par contre, nous considèrerons dans 
nos travaux que chacun des symboles consiste en un ou plusieurs traits, 
réalisés séquentiellement ou non. Cette dernière hypothèse est rarement prise 
en compte, elle complique singulièrement la segmentation car alors, un graphe 
classique de segmentation basé sur l’ordonnancement temporel n’est plus 
suffisant. L’étape de segmentation vise donc à regrouper les traits qui 
appartiennent au même symbole. Dans la plupart des travaux rencontrés, on 
considère que tous les traits sont présents au moment de la segmentation. 
L’avantage de cette stratégie est de prendre en compte le contexte global de 
l’expression et d’en profiter pour améliorer la précision de la segmentation. 
Une autre approche consiste à faire la segmentation à la volée. Dans ce cas, les 
segments sont mis à jour au fur et à mesure des traits saisis. Les systèmes avec 
ce dernier type de segmentation fournissent un retour instantané, rendant donc 
ces systèmes plus interactifs. 
La Figure 23 montre plusieurs regroupements possibles d’un ensemble de 
traits. On voit qu’il s’agit d’un problème complexe et qui devient de plus en 
plus difficile quand des traits retardés sont présents. Le nombre de 
segmentations possibles est défini par le nombre de Bell. Sur le simple 
exemple de la Figure 23, en considérant la présence de 7 traits, on obtient B7 = 
877 segmentations distinctes. 
Les nombres de Bell satisfont la formule de récurrence :   
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Figure 23 - Regroupements possibles d'un ensemble de 7 traits 
Quelques travaux sur la reconnaissance des langages 2D proposent la 
suppression de l’étape de la segmentation en définissant un alphabet de 
symboles mono-trait. Chaque trait est alors interprété comme un symbole. 
C’est le cas dans les systèmes de conceptions d’interfaces graphiques SILK 
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[48] et FreeForm [49
[50], et celui de compo
remplacer les symboles traditionnels du langage par un équivalant composé 
d’un seul trait. Ce principe facilite notamment le processus de reconnaissance 
du graphique. Mais il impose une forte contrainte aux utilisateurs, car il doit 
apprendre à dessiner leurs symboles par un seul trait ce qui n’est pas toujours 
évident, cela rend l’utilisation du système moins convivial. De plus, la 
difficulté est proportionnelle
dizaine de symboles peut être facilement représentable avec des formes mono
trait. Par contre, un alphabet d’une cinquantaine de symboles mono
lui-même ambiguë et peut être très difficile
D’une façon similaire à la segmentation hors
informations spatiales pour regrouper les traits. Une analyse ascendante 
attribue chaque trait à un groupe, puis chaque groupe 
symbole [52]. Une méthode similaire a été proposée 
ont des boîtes englobantes se chevauchant sont regroupés. En 
qui se situent dans une même fenêtre sont également regroupés. Ce dernier 
critère est surtout utile pour les symboles multi
Dans [53], une segmen
morphologique. Quand un nouveau trait est introduit, il est regroupé avec le 
symbole courant si la distance du premier point est inférieure à un certain 
seuil. La Figure 24
sont regroupés car leurs dilatations sont assez proches. Au contraire, les traits 
dans le deuxième cas (b) sont considérés comme deux
Cette contrainte structurelle, dite de «
utilisée pour le regroupement de traits dans des systèmes de reconnaissance 
des diagrammes UML 
inférieure à  un seuil prédéfini sont regroupés en un seul symbole.
Figure 24 - Regroupement de traits en fonction de leur distance 
Lehmberg et al.
informations spatiales et aussi sur des caractéristiques des traits eux
], le système de composition de diagramme UML Knight 
sition de partitions musicales [51]. L’idée est de 
 au nombre de symboles. Un alphabet d’une 
 à retenir. 
-ligne, on peut se baser sur les 
est considéré comme un 
dans [33], où les traits qui 
-traits comme « i
tation à la volée est effectuée en utilisant la dilatation 
 montre deux cas, dans le premier cas (a), les deux traits 
 symboles différents.
 proximité graphique » est également 
[30] [54], où les traits qui sont éloignés d’une distance 
 [56] ont également adopté une méthode basée sur les 
-
-trait est 
plus, les traits 
 », « j », « = ». 
 
 
 
[55] 
-mêmes. 
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Un réseau de traits est construit, tel que montré en Figure 25. On associe à 
chaque trait m une des 3 catégories possibles (primitive, standard, ou 
complexe) et une probabilité binaire Pc. Cette probabilité décide si, oui ou non, 
un trait peut être regroupé avec un ou plusieurs des trois traits qui suivent. Une 
deuxième probabilité Pz est ensuite calculée pour chaque groupe de 
) g g ( 31 ≤≤  traits. La probabilité finale de chaque groupe est donc calculée 
par zc P.P)g,m( P = , et un nouveau réseau de symboles est construit. Cette 
méthode évite le problème de critères spatiaux locaux. Toutefois, elle est très 
sensible à la présence de traits retardés et à l’ordre temporel des traits. 
Genneria et al. [57] proposent une méthode similaire pour la segmentation des 
diagrammes manuscrites (objets et connexions : les schémas électrique par 
exemple). Cette méthode se base sur l’idée que les traits d’un symbole portent 
une grande densité d’encre. A l’inverse des connexions, l’encre d’un symbole 
se concentre dans une petite espace.  
 
Figure 25 - Un exemple d'arbre de segmentation d'une expression en-ligne 
[56] 
Cette approche a évolué vers ce qu’on appelle la segmentation et la 
reconnaissance simultanées. Le critère principal qui décide du regroupement 
de traits dans ce cas est la probabilité que ce groupe de traits représente un 
symbole unique. Par conséquent, les classifieurs de symboles jouent un rôle 
très important en même temps que les critères spatio-temporels, cf.  2.2.7.  
Après avoir bien identifié les entités de base, on doit attribuer à chacune de 
ces entités une étiquette de symboles. Dans la suite, nous allons présenter 
l’étape de classification des symboles pour un système de reconnaissance 
d’expressions mathématiques. 
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2.2.  Classification des symboles 
A la fin de la phase de segmentation, on obtient une liste d’objets avec leurs 
attributs et caractéristiques. Ce qu’on cherche à déterminer dans la phase de 
classification est l’identité de ces objets. La problématique de la 
reconnaissance de symboles est plutôt un problème classique de 
reconnaissance de formes. Encore qu’elle se trouve relativement plus 
complexe que pour la reconnaissance de caractères dans la mesure où le 
nombre de classes se trouve être relativement élevé. Comme nous l’avons vu 
dans le chapitre  1, nous avons recensé environ 220 symboles mathématiques 
relativement courants permettant de couvrir un large corpus d’expressions. 
Parmi ces symboles, il existe de nombreux recouvrements interclasses, par 
exemple une barre horizontale de fraction et le signe moins [24]. D’autres 
ambiguïtés ont été présentées dans le chapitre  1. Nous allons ici présenter les 
différents classifieurs qui sont typiquement mis en œuvre pour la 
reconnaissance de symboles mathématiques ou de symboles graphiques dans 
des graphiques bidimensionnels.  
2.2.1. Mise en correspondance de motifs (Template matching) 
Plusieurs systèmes utilisent la méthode de mise en correspondance de 
motifs. Elle consiste à comparer l’objet à reconnaître avec l’ensemble des 
références des symboles présents dans la base de données. Les systèmes 
proposés dans [41][58] utilisent le « template matching » comme classifieur de 
symboles mathématiques typographiés. Néanmoins, ce type de classifieurs 
peut être également utilisé pour la classification de symboles manuscrits en-
ligne [15]. Cette méthode reste assez lourde, malgré les nombreuses variantes 
pour accélérer la comparaison. Car en plus du grand nombre possible de 
comparaisons, il faut impérativement stocker tous les échantillons de la base 
de données de référence. 
2.2.2. Approche structurelle 
Cette approche consiste à extraire des primitives structurelles de la 
séquence de points. Les primitives sont ensuite utilisées de différentes façons 
pour reconnaître les symboles. Belaid et al. proposent d’effectuer la 
classification à l’aide d’un arbre de décisions [37], basé sur ces informations. 
Chan et al. [59] proposent à leur tour de modéliser les symboles en fonction de 
cinq types de primitives structurelles. Ces primitives sont :   
− line : une ligne ; 
− up : une courbe allant dans le sens contraire des aiguilles d’une 
montre ; 
− down : une courbe allant dans le sens des aiguilles d’une montre ; 
− loop : une courbe qui se rejoint elle-même en un point ; 
− dot : un très petit trait. 
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Figure 26 - Exemple de représentation de caractère avec les primitives 
structurelles 
La Figure 26 montre un exemple des modèles structurels des symboles (T, 
Y, et 6). On compare ensuite ces modèles avec les modèles de la base 
d’apprentissage pour essayer de trouver le symbole correspondant. Afin de 
pallier aux variations de style et de taille des symboles, une mise en 
correspondance flexible de type « elastic matching » est mise en œuvre. Xu et 
al. proposent de représenter les primitives structurelles d’un symbole 
graphique par un graphe de relations spatiales [60]. Dans ce cas, la 
classification consiste à appliquer des techniques d’isomorphisme afin de 
trouver un « graphe modèle » le plus proche du graphe du symbole à 
reconnaître. La limite de telle méthode est la complexité calculatoire qui 
nécessite l’ajout d’heuristiques pour la rendre utilisable en pratique. 
2.2.3. Les K-plus proches voisins (k-ppv) 
L’utilisation de classifieurs basés sur la méthode des K-plus proches voisins 
a été proposée dans [19][61], du fait de sa simplicité et de ces performances. 
En effet, c’est une des plus simples méthodes de classification car elle ne 
nécessite pas d’étape d’apprentissage explicite. L’ensemble des connaissances 
du système est simplement la base d’apprentissage elle-même. L’entrée est 
donc attribuée à la classe la plus présente dans son voisinage de l’espace des 
caractéristiques. Toutefois, de même que pour la méthode de mise en 
correspondance, il faut stocker toute la base des données d’apprentissage, ce 
qui rend la classification très coûteuse en temps de calcul. En plus, la 
performance dépend essentiellement de la pertinence de la base 
d’apprentissage. Cela fait que cette méthode est moins adaptée aux systèmes 
multi-scripteurs. 
2.2.4. Systèmes à vastes marges (SVM, « Support Vector 
Machines »)  
Cette technique de classification s’est avérée très performante dans 
plusieurs domaines [62].  
La première idée clé des SVM est la notion de marge maximale. La marge 
est la distance entre la frontière de séparation et les échantillons les plus 
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proches. Ces derniers sont appelés vecteurs supports. Dans les SVM, la 
frontière de séparation est choisie comme celle qui maximise la marge. Ce 
choix est justifié par la théorie de Vapnik-Chervonenkis (ou théorie statistique 
de l'apprentissage). Le problème est de trouver cette frontière séparatrice 
optimale, à partir d'un ensemble d'apprentissage. Ceci est fait en formulant le 
problème comme un problème d'optimisation quadratique, pour lequel il existe 
des algorithmes connus. 
Afin de pouvoir traiter des cas où les données ne sont pas linéairement 
séparables, la deuxième idée clé des SVM est de transformer l'espace de 
représentation des données d'entrées en un espace de plus grande dimension 
(possiblement de dimension infinie), dans lequel il est probable qu'il existe un 
séparateur linéaire. Ceci est réalisé grâce à une fonction noyau, qui doit 
respecter certaines conditions, et qui a l'avantage de ne pas nécessiter la 
connaissance explicite de la transformation à appliquer pour le changement 
d'espace. Les fonctions noyaux permettent de transformer un produit scalaire 
dans un espace de grande dimension, ce qui est coûteux, en une simple 
évaluation ponctuelle d'une fonction. Cette technique est connue sous le nom 
de kernel trick. 
L’inconvénient majeur de cette méthode est le coût important de 
mémorisation des vecteurs supports qui sont de plus en plus nombreux en 
fonction du nombre de classes et de la variabilité de l’écriture. En 
conséquence, peu de systèmes utilisent les SVMs comme classifieur 
[31][63][54][64]. Malgré leur complexité, il est toujours intéressant de 
comparer les performances de tels classifieurs avec celles d’autres classifieurs 
plus adaptés à des systèmes opérationnels. 
Dans ce manuscrit nous allons utiliser ce classifieur d’une part pour 
comparer ses performances à celles de nos différents classifieurs isolés. 
D’autre part, il va être utilisé comme un classifieur cible (classifieur de 
symboles) d’un classifieur hybride que nous proposons dans une approche 
globale de reconnaissance d’expressions mathématiques manuscrites en-ligne  
(cf. chapitre  4). 
2.2.5. Approche d’inférence floue  
Les systèmes à base de règles sont initialement utilisés pour les systèmes 
experts avec leurs expressions sous formes de conditions logiques. Un 
ensemble de conditions (prémisses) doivent être satisfaites pour valider la 
conclusion d’une règle. Les systèmes d’inférence floue ont été utilisés avec 
succès pour la reconnaissance de l’écriture manuscrite depuis les années 90, 
comme proposé dans [65]. Ce dernier classifieur est maintenant utilisé pour la 
reconnaissance des symboles électriques dans un système de reconnaissance 
des schémas électriques [66]. Les travaux dans [67][68] proposent également 
un classifieur de symboles mathématiques à base des règles floues, et aussi 
pour l’analyse structurelle et syntaxique. 
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2.2.6. Réseaux de neurones artificiels (RNA) 
Un réseau de neurones artificiels est formé d’un grand nombre d’unités 
élémentaires, simples, et fortement interconnectées [69]. Le fonctionnement de 
cette unité de base (appelé neurone) est fondé sur une approximation du 
fonctionnement du neurone biologique [70].  
Plusieurs modèles connexionnistes de neurones ont été adaptés pour la 
reconnaissance de formes et la reconnaissance de l’écriture. Ce sont souvent 
les éléments de base des systèmes de reconnaissance de formes structurées. 
George et al.[71] ont proposé d’utiliser les réseaux de neurones pour la 
reconnaissance des symboles du domaine de partitions musicales. Dimitriadis 
et al. [72] ont proposé l’utilisation de réseaux de neurones de type ART 
(Adaptive Resonance theory). Harteman et al. [34], Marzinkewitsch et al.[73] 
ont pour leur part utilisé le fameux PMC (Perceptrons Multi couches). Ce 
dernier est un classifieur très compétitif et performant qui est souvent utilisé 
pour la reconnaissance des formes dans différents domaines. Les performances 
des PMC se rapprochent de celles des SVM, mais ils sont nettement meilleurs 
en termes de mémoire et de temps de traitement. Par exemple, pour la tâche 
simple de reconnaissance des 10 chiffres, il faut 452,000 paramètres pour un 
SVM par rapport à moins de 40,000 paramètres pour un PMC à une couche 
cachée [74]. Par ailleurs, une variante de PMC, les réseaux de neurones à 
convolution (TDNN), est mise en œuvre pour la reconnaissance de l’écriture 
avec les mêmes propriétés du PMC en ajoutant une (ou plusieurs) couches de 
type convolution pour l’extraction de caractéristiques locales du signal 
d’entrée (cf. chapitre  4). En effet, un TDNN (Time Delayed Neural Network) 
est insensible aux variations de positions et de translations de l’écriture. Cette 
structure utilise des informations locales du signal au lieu de n’apprendre que 
sur une vue globale. L’architecture d’un TDDN se découpe en 2 parties : la 
partie extraction des caractéristiques pour la ou les couches basses, et ensuite 
un PMC classique.  
Nous adopterons les réseaux de neurones de type PMC et TDNN comme 
classifieurs au cœur de notre système. Nous sommes surtout attirés par leur 
capacité à apprendre les exemples d’apprentissage itérativement. Ceci n’est 
pas possible avec la plupart des autres classifieurs. Nous allons développer 
davantage les architectures des PMC et TDNN, ainsi que leur algorithme 
d’apprentissage et leurs optimisations dans le chapitre  4. 
2.2.7. Segmentation et reconnaissance simultanée 
Toutes ces méthodes de classification vues précédemment exigent une 
segmentation préalable parfaite. Cependant, il existe des méthodes qui 
effectuent ces deux tâches simultanément. Ainsi, les méthodes basées sur les 
modèles de Markov caché (HMM pour Hidden Markov Models) permettent de 
reconnaître directement l’expression (mot, phrase) sans passer par une étape 
de segmentation. Cette méthode est également efficacement utilisée dans la 
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reconnaissance de la parole [75]. Pour modéliser les symboles, on utilise 
principalement des HMMs gauche-droite. Les symboles sont modélisés par 
des HMMs dont le nombre d’états dépend de la taille. Par exemple, 12 états 
pour les plus grands, 8 états pour les lettres et symboles moyens, et  à 3 états 
pour les plus petits (comme ‘.’ ou ‘,’) [76].  
Une autre approche consiste à rechercher pendant les étapes de 
segmentation et reconnaissance, les unités de base de l’expression qui sont les 
symboles eux-mêmes. On cherche donc à trouver les segments qui sont plus 
probables pour représenter des symboles. Pour cela on peut se baser sur 
l’information de reconnaissance pour effectuer la segmentation. En utilisant 
les techniques de programmation dynamique on propose plusieurs hypothèses 
de segmentation. On associe à chaque hypothèse un coût venant du score de 
reconnaissance et des informations structurelles de cette hypothèse. 
Finalement, on choisit la segmentation ayant un coût minimal. Les hypothèses 
de segmentation sont des regroupements de traits dans une expression en-ligne 
[23], ou des régions de l’image dans une représentation hors-ligne [19]. 
Dans certains graphiques 2D, un trait est partagé entre plusieurs symboles 
car il est contraignant pour l’utilisateur d’imposer un lever de stylo entre deux 
symboles successifs. C’est particulièrement le cas des schémas électriques où 
un seul trait peut représenter plusieurs symboles reliés par des connexions. 
Dans ce cas, la segmentation se décompose en deux étapes. D’abord il faut 
trouver des primitives qui représentent des sous parties des symboles, et 
ensuite regrouper celles appartenant au même symbole. Gennaria et al. ont 
supposé qu’un symbole ne consiste qu’en segments consécutifs pour réduire 
l’espace de recherche [57], d’autres ont relâché cette contrainte [16]. Une 
première segmentation se fait en se basant sur des informations géométriques 
sur les traits. Les points des segmentations choisis sont ceux qui portent des 
changements de comportement du trait. Ces points sont distingués grâce au 
mouvement observé du stylo, ce sont les points où la vélocité du stylo est 
minimale, et des changements de direction ou de courbure du trait sont 
détectés. D’autres points correspondant au point de poser et lever de stylo sont 
également considérés. Toutes les hypothèses de regroupement des primitives 
sont ensuite énumérées. Afin de réduire l’espace de recherche, des conditions 
géométriques sont appliquées pour élaguer les hypothèses peu probables. 
Finalement, le classifieur de symboles associe une probabilité à chacune des 
hypothèses et l’ensemble de symboles maximisant la probabilité globale est 
choisi. 
Le système proposé dans [77] décompose le trait en un ensemble de 
primitives de deux types : lignes et arcs. Ces primitives sont extraites par une 
technique de détection des courbes. Ensuite des heuristiques sont appliquées 
afin de fusionner certaines primitives d’une façon intelligente (deux lignes 
horizontales par exemple). Les primitives sont organisées dans une structure 
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hiérarchique  ascendante, où un groupe de primitives forme un composant 
spécifique, et un groupe de composants forme un symbole. Chaque symbole 
de cette structure est reconnu par des règles heuristiques basées sur des 
observations des symboles du domaine considéré. Lorsqu’un symbole est 
associé à une classe, son facteur de confiance est calculé à partir des 
informations spatiales des primitives le constituant. Finalement, l’ensemble 
des symboles ayant le facteur maximal de confiance est le résultat de la 
reconnaissance. 
2.2.8. Détection et correction des erreurs 
Par ailleurs, plusieurs systèmes proposent une étape de post-traitement afin 
de corriger les erreurs venant de la segmentation ou de la reconnaissance des 
symboles. Par exemple, un facteur de confiance obtenu en utilisant une 
grammaire d’attributs est utilisé dans [52]. Ensuite, l’erreur peut être corrigée 
en choisissant d’autres candidats de la reconnaissance des symboles. Dans un 
contexte de reconnaissance interactive, il est également envisageable d’inviter 
l’utilisateur à faire un retour pour résoudre l’erreur potentielle. Chan et al. ont 
proposé d’étendre la grammaire pour inclure toutes les erreurs prévues dans 
les productions de la grammaire. Dans ces cas, la grammaire produit en plus 
des expressions correctes, des situations erronées qui vont nécessiter de 
corriger l’erreur selon la règle appliquée [78]. Lee et al. [79] utilisent des 
connaissances a priori pour corriger quelques types d’erreurs. Pour cela, Ils 
emploient des règles heuristiques comme par exemple : si on reconnaît in5  ou
sc0 , on considère qu’il s’agit d‘erreurs qui sont corrigées automatiquement 
aux sin et cos. Par ailleurs, on peut aussi utiliser la consistance du contexte de 
l’expression reconnue pour corriger quelques erreurs éventuelles [80]. On 
définit trois types de consistance : de forme, de fréquence, et de structure. 
Comme on le voit à la Figure 27(a), localement il y a une ambiguïté entre ‘y’ 
et ‘g’, mais on choisit d’attribuer le ‘y’, puisqu’il y a une consistance de 
répétition de symbole ‘y’ dans l’expression, Figure 27 (b). 
 
Figure 27 - Exemple de consistance de répétition 
Après cette étape de détection et reconnaissance des symboles par 
différentes approches, il s’agit maintenant d’interpréter les segments et les 
symboles trouvés afin de trouver la structure de l’expression.  
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2.3. Interprétation 
L’étape d’interprétation vise à déduire de la disposition et de la taille 
relative des symboles précédemment reconnus une description structurée 
cohérente de l’expression [23]. En fait, l’interprétation d’une expression 
mathématique consiste à analyser la structure géométrique de l’expression et 
puis à appliquer une analyse syntaxique. Le but de cette analyse est de trouver 
l’arbre de dérivation de l’expression qui est ensuite facilement transformable 
en format standard (LaTeX, MathML …).   
2.3.1.  La représentation de structure et de syntaxe d’expression 
mathématique 
Même s’il existe des standards (comme LateX ou MathML) pour décrire 
une expression mathématique, ces descriptions ne sont pas directement 
employées dans les systèmes de reconnaissance d’expressions mathématiques. 
LaTeX permet de représenter une expression par une chaîne 
unidimensionnelle, par exemple l’expression ‘x2+y1’ se décrit par la chaîne  
$x^2+y_1$. Cette chaîne est de plus en plus compliquée quand l’expression se 
complique. Pourtant, ce type de représentation n’est pas directement utilisable 
dans une analyse structurelle ou syntaxique. Les standards LaTeX ou MathML 
sont plutôt utilisés pour l’affichage d’une expression, nous les utiliserons pour  
décrire la vérité terrain d’une expression mathématique, cf. chapitre  3. En 
conséquence, on utilise souvent des structures spéciales adaptées à la 
description des expressions mathématiques. Intuitivement, la nature 
hiérarchique des expressions mathématiques fait que la plupart des chercheurs 
ont adopté une représentation sous une forme de graphe (arbre syntaxique ou 
relationnel). Souvent, la représentation choisie est fortement reliée à la 
méthode d’analyse. Ainsi, une représentation n’est pas facilement transposable 
d’une méthode à une autre.  
2.3.1.1. Arbre relationnel (SRT : Symbol Relation Tree) 
Dans [24] l’utilisation des arbres est simplifiée à une description 
géométrique. Ils introduisent une région cachée d’écriture (Hidden Writing 
Area HWA) pour chaque nouveau trait. La relation entre ces régions décrit la 
probabilité de relation spatiale et logique entre les traits. Geneo et al à leur tour 
utilisent un arbre binaire pour représenter l’expression [67]. Les opérateurs 
occupent les nœuds intérieurs de l’arbre. Ils peuvent être des opérateurs 
explicites (vus dans l’expression écrite), tels que +, -, *,…etc ; ou implicites 
comme les indices et les exposants. Ces dernières sont déduits des relations 
spatiales entres les symboles. Quant aux symboles, ils occupent les feuilles de 
l’arbre, la Figure 28 montre un exemple de l’arbre qui représente l’expression 
28-x
y. 
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Figure 28 - Exemple d'un arbre binaire d'une expression mathématique 
Ce genre d’arbres est connu sous le nom SRT (Symbol Relation Tee), ou 
l’arbre relationnel des symboles. Un SRT représente simplement les symboles 
et leurs relations spatiales dans un arbre. Plusieurs variations de SRT ont été 
proposées depuis les années 90 en gardant toujours le principe de représenter 
l’expression sous la forme de symboles/relations. La façon de déterminer la 
relation entre deux symboles varie également selon la méthode d’analyse 
structurelle, cf. section suivante. Six types de lien sont considérés entre les 
symboles et les sous-expressions [41] (haut, bas, indice, exposant, horizontal, 
et vertical). Dans la structure qu’ils proposent, un nœud non-terminal est une 
sous-expression et le type de lien avec ses nœuds fils. Un type de lien 
spécifique « sous-expression » est nécessaire pour faire le lien avec les nœuds 
terminaux qui représentent les symboles [41][79] [81]. 
Une structure similaire est proposée dans [42], la racine de l’arbre contient 
toute l’expression, un nœud intérieur contient une sous-expression et le type 
de relation entre ses éléments. La relation est une des huit directions : au 
dessus, en dessous, gauche, droite, au dessus gauche, au dessus droite, en 
dessous gauche, et en dessous droite, voir Figure 29.  
 
Figure 29 - Illustration des huit directions utilisées dans l'arbre structurel 
Dans [82] les arcs de l’arbre sont utilisés pour représenter les relations et les 
nœuds représentent uniquement les symboles. Ce concept est ré-adopté  
récemment dans plusieurs travaux [15] [83]. Dans le système proposé dans 
[15] l’arbre est d’abord construit, Figure 30, avec un symbole dominant et ses 
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sous-expressions comme des fils. Les relations sont encodées dans les arcs. 
Ensuite, un SRT est construit d’une façon récursive pour chacune des sous-
expressions. La relation spatiale est une des suivantes : à l’intérieur, au dessus, 
en dessous, indice, exposant, et droite. Delaye et al. quant à eux proposent 
d’utiliser cette structure comme une représentation générique des langages 
bidimensionnels [83]. Leurs expérimentations montrent l’utilité de telle 
représentation pour les expressions mathématiques, et aussi pour la 
reconnaissance de caractères chinois. 
 
Figure 30 - Exemple d'un SRT, (a) l'expression manuscrite, (b) l'expression 
prévue, (c) le SRT correspondant [15] 
2.3.1.2. Arbre structurel des lignes de base (BST : Baseline Structure 
Tree) 
Un arbre structurel des lignes de base représente la structure hiérarchique 
des lignes de base dans une expression [31][53] [84][85]. Cet arbre capture 
l’essentiel de la disposition spatiale des symboles sans prendre le parti d’une 
interprétation spécifique. L’avantage est qu’on peut représenter une expression 
par un BST sans qu’elle soit syntaxiquement correcte (ex. ‘2+’), et sans 
prendre en compte son interprétation sémantique (ex. ‘f(x)’  est représentée 
sans savoir s’il s’agit d’une fonction ‘f’ ou d’une multiplication). Un BST 
contient deux types de nœuds qui se trouvent en alternance dans les niveaux de 
l’arbre : 
− Symbole : ce type de nœud représente un symbole mathématique et 
contient toutes les informations de ce symbole (identité, type, boîte 
englobante, …). 
− Région : une région représente une partie de l’expression contenant 
une ligne de base qui représente une relation entre les symboles. 
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Comme le montre la Figure 31 une région de type « expression » est la 
racine de l’arbre. Ensuite, tous les symboles qui se situent sur la ligne 
de base initiale sont considérés comme des nœuds fils de la région 
expression. Ainsi de suite, toutes les lignes de bases sont expliquées 
dans l’arbre selon leurs relations avec les symboles du niveau 
précédent. La relation gauche/droite n’existe pas explicitement, mais 
l’ordre des nœuds dans le même niveau reflète cet ordre. 
 
Figure 31 - (a) l'expression manuscrite (b) le BST correspondant [85] 
2.3.2. Analyse structurelle 
La structure géométrique d’une expression mathématique est très souvent 
plus complexe que celle d’un texte. Ainsi, un texte s’écrit quasi 
systématiquement de gauche à droite alors que les symboles mathématiques 
peuvent s’écrire dans presque toutes les directions, comme le montre la Figure 
32. 
 
Figure 32 - Différence de directions d'écriture entre un simple texte et une 
expression mathématique 
L’analyse structurelle consiste à extraire des informations spatiales des 
symboles et à trouver les relations spatiales entre les symboles. 
Eventuellement le résultat de cette analyse est une description structurelle de 
l’expression qui représente dans certain cas le résultat final du système. Mais 
dans la plupart des cas elle sert à alimenter l’analyse syntaxique afin de 
trouver l’arbre de dérivation de l’expression.   
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2.3.2.1. Les informations spatiales des symboles 
Pour bien déterminer le type de relation spatiale entre les symboles, on se 
base sur des informations structurelles de chaque symbole. Intuitivement, on 
se base sur la boîte englobante de chaque symbole. Dans ces conditions, on 
associe à chaque symbole l’ensemble des informations suivantes : (xmin, ymin, 
xmax, ymax) [42] [72], Figure 33(a).  
 
Figure 33 - (a) Informations spatiales d'un symbole, (b) Catégories des 
symboles  
Manifestement, il subsiste des ambiguïtés en ne se basant que sur les boîtes 
englobantes, cf. chapitre 1. Donc, on cherche plutôt à trouver des descriptions 
structurelles relatives qui dépendent du type des symboles. Comme le montre 
la Figure 33 (b), on peut distinguer les caractères selon quatre types : régulier, 
ascendant, descendant, et ascendant/descendant. Le même raisonnement 
s’applique à l’alphabet grec. D’autres types sont éventuellement considérés  
afin de couvrir la grande variété des symboles mathématiques (ex : opérateurs, 
racine carré, symboles élastiques, …).  
Zanibi et al. proposent de représenter le symbole par son centre 
typographique (le centroide)[85], où le xcentroide est simplement le centre sur 
l’axe X de la boîte englobante. Alors que le ‘ycentroide’ est calculé selon le type 
de symbole. D’une façon similaire, il a été proposé d’utiliser les boîtes 
englobantes, mais aussi une ligne de base spécifique à chaque symbole selon 
son type [76]. 
D’autres méthodes évitent l’ambiguïté des boîtes englobantes en 
normalisant ces boîtes. Ce sont alors les boîtes et les centres normalisés qui 
sont utilisés pour l’analyse structurelle [81][86][87]. La Figure 33 montre que 
trois régions X :Y :Z ont été définies pour l’identification du type de symbole 
selon les valeurs des parties X et Z. Les boîtes englobantes sont ensuite 
estimées en ajoutant une partie virtuelle descendante ou ascendante (ou les 
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deux) selon le type de symbole. Toutefois, cette technique ne fonctionne pas 
quand il s’agit des symboles très petits (ex : ‘ –‘ , ‘.’) ou très grands (ex : ‘[‘, 
‘|’) [88].  
Il faut également noter qu’il existe quelques symboles irréguliers qui ont 
des styles différents dans les expressions typographiées selon la police utilisée. 
Cette irrégularité est beaucoup plus présente dans les expressions manuscrites 
car les tailles et les styles des symboles varient énormément d’un scripteur à 
un autre. 
2.3.2.2. Relations spatiales 
Les relations spatiales entre les symboles sont cruciales pour 
l’interprétation structurelle de l’expression mathématique. En effet, même si 
tous les symboles ont correctement été reconnus, il reste le problème de 
l’interprétation de la structure en deux dimensions de l’expression. Comme 
nous l’avons vu dans le chapitre  1, les relations spatiales sont de nature floue. 
Il est très difficile de décider d’une façon absolue si une situation entre deux 
symboles provient de telle ou telle relation.  
Dans l’approche proposée dans [85], il est défini des régions imaginaires 
autour des symboles de la ligne de base initiale, celles-ci dépendent du type de 
symbole. Dès qu’on détermine le premier symbole de la ligne de base, on 
ajoute d’une façon récursive tous les symboles ayant des centroides qui 
tombent dans la région HOR (relation horizontale). Une région définit l’espace 
prévu pour que les symboles se relient avec la relation associée à cette région, 
voir Figure 34. En plus, on définit les régions des relations possibles. Par 
exemple, pour le symbole ∑ on prévoit la possibilité de trouver des symboles 
au dessus, en dessous ou à droite (HOR). 
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Figure 34 - Régions associées aux différents types de symboles [85] 
Ce processus est répété récursivement pour chaque région. Il se met en 
œuvre très aisément grâce à l’utilisation des centroides. De cette façon, on 
évite des ambiguïtés puisque un centroide tombe forcement dans une région. 
Mais à cause de la dépendance avec un seul point (le centroide) on risque 
fortement de se tromper si le centroide est erroné.  
Une approche similaire mais en utilisant les boîtes englobantes a été 
proposée dans [89][90]. Il est défini autour de chaque symbole 9 régions dans 
lesquelles un autre symbole est admissible pour qu’il y soit en relation. Ces 
régions sont définies selon les 8 directions principales (au dessus, au dessous, 
à gauche, …), auxquelles s’ajoute la notion d’inclusion (à l’intérieur), voir 
Figure 35. Cette dernière notion est particulièrement importante pour certains 
symboles comme la racine carrée, par exemple. En effet, cette zone de 
recherche (région admissible) est proportionnelle à la taille du symbole pour 
lequel on cherche la relation. Plusieurs critères sont considérés afin de 
déterminer si une relation existe ou pas entre ces deux symboles. D’abord, on 
calcule un critère géométrique basé sur l’alignement et la taille des symboles 
pour chaque région. Un seuil permet de décider quelle relation a la plus forte 
probabilité. Puis, le type des symboles est pris en compte pour renforcer la 
décision prise. On définit également des liens interdits pour certains symboles. 
Par exemple, un opérateur comme < ne peut être un exposant par rapport un 
autre. Dans la plupart des notations mathématiques x< n’a pas de sens. Une 
approche similaire est proposée dans [83]. Dans cette approche, des modèles 
géométriques basés sur les boîtes englobantes permettent de  calculer un score 
flou pour chaque relation pour un couple de symboles donnés. 
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Figure 35 - Définition des régions [89] 
L’utilisation des règles floues apparaît très appropriée pour définir les 
relations spatiales lorsqu’il n’est pas possible de décider de façon binaire de la 
qualité d’une relation. Dans ce cas, la description des relations spatiales est 
plus naturelle sous la forme d’informations floues. Pour cela, on peut calculer  
un indice de confiance de chaque relation par une fonction d’appartenance 
[91]. On choisit la configuration globale qui minimise la confiance combinée 
de toutes les relations. Plusieurs fonctions d’appartenance permettent en 
quelque sorte de décrire une relation d’une façon proche d’un raisonnement 
humain. Pour obtenir une telle description, on associe plusieurs fonctions à 
chaque règle floue [67][68][92]. Prenons l’exemple de la règle exposant(si,sj), 
la fonction multi-confidence fournit les informations suivantes :  
− sj est seulement à droite de si ; 
− sj est un peu plus haut que si ; 
− sj  a beaucoup moins de surface que si. 
Vu le petit nombre de relations spatiales dans les expressions 
mathématiques, les règles floues sont relativement faciles à configurer et 
optimiser. Delaye et al. [9] ont proposé la notion de paysage flou qui définit la 
région admissible pour positionner un symbole (ou trait) par rapport un autre. 
De plus, ces paysages sont appris à partir d’une base d’exemples au lieu d’être 
définis de façon empirique. Cette méthode a été employée pour la 
reconnaissance de caractères chinois. En fait, la reconnaissance des caractères 
chinois comporte les mêmes problématiques que la reconnaissance des 
expressions mathématiques. En effet un caractère Chinois a une disposition 
complexe, dans un espace 2D, de traits composés en sous-symboles appelés 
radicaux. 
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Aly et al. proposent une méthode basée sur la distribution de certaines 
caractéristiques des relations spatiales [88]. En observant un nombre suffisant 
d’exemples pour chaque relation, il est possible de construire une carte de 
distribution. Pour chaque occurrence d’une relation, on déduit le couple (H, D) 
où H et D sont la taille et la position normalisées de la relation [87]. 
Supposons que (h1,c1) et (h2,c2) soient les informations spatiales normalisées 
des deux éléments (symboles, sous-expressions) intervenant dans la relation, 
on calcule H et D par  : 1000   1000
1
21
2
1 ×
−
=×=
h
cc
D,
h
h
H ; les valeurs 
obtenues sont représentées dans une carte de distribution dans l’espace 
normalisé (H, D), comme celle de la Figure 36. 
 
Figure 36 - Exemple de carte de distribution des couples  (H,D) normalisés 
[88] 
La Figure 36 montre différentes zones dans l’espace représentant les 
relations. Pour un couple donné, on calcule (H,D) et la relation de la région où 
se trouve (H,D) est celle la plus probable.  Toutefois, ces zones se chevauchent 
fortement. Les types des symboles sont également utilisés pour obtenir une 
carte spécifique à chaque type pour faciliter la détermination des relations. La 
limite de cette méthode est la dépendance des exemples utilisés pour 
construire les cartes. Mais avec une base qui contient assez d’exemples, on 
obtient une distribution représentative des relations spatiales. 
En fait, les relations spatiales jouent un rôle principal dans l’approche que 
nous allons proposer. Elles se basent sur les informations spatiales relatives 
aux types des symboles. Ces informations sont la hauteur et la position de la 
ligne de base du symbole, ces deux grandeurs dépendant non seulement des 
paramètres géométriques mesurés mais également du type de symbole 
manipulé. Les relations que nous proposons portent en plus du sens 
géométrique, un sens logique (ex : opérateur, somme). Nous proposerons tout 
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d’abord une approche heuristique pour déduire un coût structurel pour chaque 
relation possible. Puis, dans un deuxième temps, nous proposerons une 
approche statistique similaire à celle introduite ci-dessus. Ainsi, on associe à 
chaque relation un modèle probabiliste qui sert ensuite à déduire le coût de la 
relation. Notre approche structurelle est détaillée dans le chapitre  4. 
2.3.3. Analyse syntaxique  
La dernière étape de la reconnaissance d’expressions mathématiques 
consiste le plus souvent en une analyse syntaxique. L’objectif de cette analyse 
se résume en trois points principaux : 
− Produire l’arbre de dérivation final de l’expression dans le but 
d’obtenir une représentation hiérarchique transformable facilement 
aux standards comme LaTeX ou MathML ;  
− Assurer l’exactitude grammaticale de l’expression reconnue ; 
− Et, ce qui est plus important : déduire un contexte global de 
l’expression afin d’enlever des ambiguïtés rencontrées tout au long de 
la reconnaissance.   
Une expression mathématique est générée par un langage formel 
bidimensionnel. Une grammaire hors contexte peut parfaitement produire 
toutes les expressions mathématiques. Il suffira donc de disposer d’un 
analyseur (parseur) efficace pour obtenir l’arbre de dérivation de l’expression. 
Les grammaires hors contexte sont efficacement employées pour les langages 
formels 1D (comme les langages de programmation). La grammaire 2D peut 
être construite directement à partir des expressions mathématiques 
d’apprentissage [18]. Remarquons qu’il faut beaucoup d’expressions 
représentatives pour pouvoir généraliser la grammaire résultante. Plus 
récemment, une extension en grammaire 2D hors contexte a été proposée pour 
modéliser les relations entre les symboles mathématiques [19][93]. On définit 
une région par un rectangle dans l’image d’entrée. Supposons BAN ⊕→  soit 
une règle de production de la grammaire. Elle dénote la production de la 
région N en unifiant les régions A et B. La règle est appliquée si une certaine 
contrainte est respectée, de plus un coût est associé à cette production. 
 
Figure 37 - Schéma général de production de la règle BAN ⊕→  
La contrainte à respecter est montrée dans la Figure 37, les régions R1,R2  
(A,B) sont unifiées si un point caractéristique de R2 (le point F) est à l’intérieur 
R 
(N) 
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du rectangle C relative au type de règle de production. La région résultante R 
est le rectangle le plus petit contenant R1 et R2. La pénalité est calculée en 
fonction des tailles et positions relatives de A et B. Les règles de productions 
sont appliquées successivement jusqu’à unifier toutes les régions en une seule 
qui représente l’expression.      
Cependant, analyser les langages bidimensionnels n’est pas directe et 
nécessite des algorithmes spéciaux et des contraintes pour diminuer la 
complexité [21]. On trouve dans la littérature deux approches principales pour 
effectuer l’analyse syntaxique : une analyse basée sur une grammaire, ou bien 
une autre se basant sur un graphe. 
2.3.3.1. Approche grammaticale 
Chan et al. proposent une méthode basée sur une  « Definite Clause 
Grammar » (DCG) [59]. Tout d’abord, l’expression est transformée de sa 
forme bidimensionnelle en une représentation unidimensionnelle. En effet, il 
existe beaucoup de parseurs 1D efficaces. La DCG est utilisée pour définir un 
jeu de règle de remplacement pour analyser les expressions. Ces règles 
s’écrivent facilement sous forme de prédicats Prolog, mais cette approche 
n’est pas très efficace car elle implique un grand nombre de retours en arrière. 
Pour contourner cette difficulté, les auteurs ont proposé d’améliorer 
l’efficacité du système en transformant les règles pour qu’elles soient 
factorisées à gauche « left factored ». Cette dernière méthode permet une 
analyse descendante et améliore nettement la performance de la DCG, 
notamment en nombre d’opérations logiques appliquées. Plus récemment, 
Garain et al. proposent une méthode se basant sur une grammaire hors 
contexte [94]. En s’appuyant sur des informations géométriques extraites de 
l’expression, ils effectuent l’analyse à l’aide de la grammaire. Initialement, la 
structure de l’expression est construite en divisant l’expression récursivement 
en bandes horizontales et verticales jusqu’à ce qu’un niveau atomique soit 
atteint (un seul symbole). Finalement, chaque élément atomique est fusionné 
en suivant les règles de production correspondant aux relations spatiales, afin 
d’obtenir l’équivalent Latex. Dans [24], il est proposé une grammaire 
probabiliste et structurelle. Chaque règle de la grammaire est reliée à une 
relation logique (au dessus, en dessous, …). Une probabilité est aussi associée 
à chaque règle. Donc, la reconnaissance de l’expression est transformée en une 
recherche des règles maximisant la probabilité d’obtenir une certaine 
interprétation. 
Une approche appelée « Fuzzy Shift Reduce Parsing » (FSRP) est présentée 
dans [92]. Cette méthode est construite sur une analyse ascendante 
traditionnelle, donc assure une vérification syntaxique efficace. La logique 
floue est introduite pour faire face aux ambiguïtés structurelles inhérentes à 
l’écriture manuscrite. Ils proposent un nouvel algorithme, le « Fuzzy Online 
Structural Analysis algorithm » (FOSA). L’arbre de l’expression est 
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immédiatement mis à jour pour chaque nouveau trait de l’utilisateur. La 
logique floue est utilisée à chaque étape de la reconnaissance pour pallier aux 
imprécisions de l’écriture manuscrite [67]. 
Zanibbi et al. proposent pour leur part une technique basée sur la 
transformation d’arbre [85]. Ainsi, une recherche récursive permet d’identifier 
les structures linéaires de l’expression et l’on construit un arbre structurel des 
lignes de base « BST » (voir § 2.3.1.2). Le BST est ensuite soumis à une 
analyse lexicale pour transformer les relations spatiales en relations logiques. 
Cet arbre est traduit en chaîne de caractères et ensuite analysé avec une 
grammaire hors contexte classique (comme celle utilisée pour les langages de 
programmation) pour produire l’arbre syntaxique de l’expression.  
Dans l’approche que nous allons proposer (cf. chapitre  4), nous allons 
simplifier la complexité de l’utilisation d’une grammaire bidimensionnelle. 
Pour cela, nous proposons une grammaire qui comporte deux types de règles : 
horizontales et verticales. Un coût structurel est associé à l’application de 
chaque règle en fonction des types de symboles et des relations spatiales mises 
en jeu. 
2.3.3.2. Approche graphique 
Une grammaire graphique s’applique sur un graphe sous la forme d’un 
système de réécriture avec analyse descendante. La réécriture consiste à 
remplacer un sous graphe par un seul nœud contenant l’arbre syntaxique de 
l’expression. Les grammaires de graphes sont exploitées dans [95] pour la 
reconnaissance de schémas électriques et d’organigrammes. L’unité de base 
est le segment, où l’ensemble des segments du graphique sont organisés en 
forme du graphe en fonction de leur proximité. La grammaire permet ensuite 
de transformer ce graphe en un autre en fusionnant les segments en symboles 
ou connexions 
Dans une grammaire de graphe pour interpréter les expressions 
mathématiques, les parties droites des règles de production sont localisées 
dans le graphe et représentées dans un seul nœud [34][76][96]. Toutefois le 
temps du calcul est considérablement élevé. L’algorithme de parsing est 
simple, on applique itérativement la première règle valide jusqu’il ne reste plus 
des règles applicables. Malheureusement deux règles peuvent réécrire un 
même graphe de deux manières différentes et donc obtenir deux arbres 
différents. Pour éviter des ambiguïtés on propose d’introduire du contexte pour 
les règles. On considère deux critères : la priorité mathématique de l’opérateur 
décrit dans la règle, et une information graphique. Ce dernier critère est 
important pour déterminer la priorité à droite, par exemple l’exposant à une 
priorité plus grande que l’opérateur ‘+’[76] [89].  
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2.4. Optimisation simultanée de la segmentation, la 
reconnaissance et l’interprétation 
Cette approche est de plus en plus adoptée ces derniers temps. En effet, s’il 
s’agit toujours d’utiliser les différentes approches proposées ou adaptées 
auparavant, ces différentes étapes se fondent dans un cadre global et 
s’appliquent simultanément pour reconnaître l’expression. L’idée s’inspire 
simplement de la perception humaine de l’expression mathématique. En fait, 
un humain perçoit la totalité de l’expression sans faire des perceptions et 
traitements séquentiels. D’où l’idée de simuler la perception humaine en 
faisant les tâches de segmentation, reconnaissance et interprétation de façon 
concomitante. L’expression la plus probable sera issue directement de la 
coopération des trois modules : la segmentation, la reconnaissance des 
symboles et l’interprétation. Un grand avantage de cette approche est de 
limiter la propagation des erreurs héritées d’une étape à une autre et de 
permettre de récupérer des solutions localement moins bonnes mais conduisant 
globalement à une meilleure solution.  
Yamamoto et al. proposent de modéliser tout le processus de 
reconnaissance d’une expression manuscrite en-ligne par une grammaire 
stochastique hors contexte [24]. La grammaire prend en compte l’ordre de 
l’écriture et la nature 2D des symboles. Elle contient également des règles de 
production des traits et des symboles. Chacune de ces règles est probabiliste, 
i.e. à l’application d’une règle on calcule sa probabilité en utilisant des 
méthodes classiques de classification de symboles. Le reste des règles 
modélise les relations spatiales et la syntaxe de l’expression en calculant une 
probabilité structurelle associée à chacune de ces règles. La probabilité 
structurelle est calculée en fonction des boîtes englobantes et de la région 
cachée de l’écriture. Une hypothèse d’une expression X est donc dérivée de la 
grammaire G, où },…,q,q,q,...,p,pX={p MN 2121 ; >→=< nnnnn S,CBAp  est la 
règle qui génère la sous-expression nA  de nB  et nC sous la condition 
structurelle nS  et mq  génère les traits et les symboles. On cherche donc à 
optimiser la probabilité de génération de l’expression X qui s’écrit :
∏ ∏
= =∈
=
N
n
M
m
mn
EX
)q(P)p(Pmaxarg)X(P
x 1 1
 ; où )q(P)p(P mn et    dénotent la 
probabilité des règles. Le problème de la recherche de l’expression la plus 
probable dérivée de la grammaire est résolu en utilisant l’algorithme CYK 
(Cock-Younger-Kasami)2, (voir Figure 38).  
Malgré l’efficacité de l’algorithme CYK, celui-ci repose sur une contrainte 
forte : il exige le bon ordre temporel des traits qui composent l’expression. 
Son utilisation nécessite donc soit d’imposer à l’utilisateur de respecter la 
                                                           
2
 http://en.wikipedia.org/wiki/CYK_algorithm 
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chronologie des traits, soit de mettre en place un traitement supplémentaire 
pour bien ordonner les traits en cas de présence de traits tardifs.  
 
Figure 38 - Exemple de recherche de l’expression la plus probable en 
utilisant l'algorithme CYK 
Afin de pallier le problème d'ordonnancement temporel des traits, Rhee et 
al proposent une structure de recherche à couche (layer search framework) 
pour la reconnaissance d’expressions manuscrites en-ligne [15]. La 
reconnaissance d’expressions est donc reformulée comme un problème de 
recherche de l’interprétation la plus probable d’un ensemble donné de traits 
d’entrée. On cherche alors les symboles les plus probables qui sont reliés à 
leur tour par les relations spatiales les plus probables. La structure de 
l’expression est étendue en ajoutant des hypothèses de symboles les unes après 
les autres, représentant les différentes identités des symboles et à chaque 
ambiguïté, une nouvelle branche est rajoutée. La recherche est initialisée par 
une structure vide, ensuite elle est étendue en ajoutant les hypothèses des 
symboles qui utilisent un sous-ensemble des traits qui restent. 
Ce processus crée un arbre de recherche où chaque nœud représente les 
structures des expressions déjà construites avec leurs coûts estimés des scores 
de classification des symboles et des coûts de relations spatiales entre eux. 
Cette recherche s’effectue par l’algorithme de recherche « best-first ». On 
applique à chaque candidat des règles simples de validité contextuelle pour 
résoudre des ambiguïtés locales (ex : fermeture de parenthèse). Un coût 
heuristique d’admissibilité est calculé à chaque nœud, il mesure la probabilité 
que les traits qui restent peuvent conduire à une solution acceptable. Par 
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conséquent, les branches non-admissibles sont élaguées, réduisant ainsi 
l’espace de recherche. La condition d’admissibilité assure que la première 
solution qui comprend tous les traits est celle la plus probable. 
Si les deux approches globales ci-dessus se focalisent sur la reconnaissance 
d’expressions mathématiques, la méthode DALI proposée dans les travaux de 
thèse de Sébastien Macé [26] essaye d’étendre l’approche globale à une 
modélisation générique pour la reconnaissance des langages 2D et à 
l’utilisation d’une reconnaissance à la volée. Cette méthode se base sur une 
notion de contexte structurel modélisé à l’aide d’une nouvelle classe de 
langages visuels : les grammaires de multi-ensembles à contraintes pilotées par 
le contexte (GMC-PC). Ce formalisme permet de modéliser un document 
structuré (graphique 2D) et ses symboles tout en restant sensible au contexte. 
Bien entendu, l’exploitation du contexte au sein des grammaires va augmenter 
la complexité de l’analyse. Le but est de cibler des interprétations cohérentes 
d’un élément en fonction d’autres déjà existants. Ainsi, les processus de 
segmentation, de reconnaissance et d’interprétation vont interagir de façon à 
limiter les hypothèses à considérer, comme illustré dans la Figure 39.  
Une propriété intéressante de cette méthode est de permettre de choisir les 
contraintes à imposer à l’utilisateur afin d’augmenter la performance d’analyse 
et diminuer l’espace de recherche. Ces contraintes sont modélisées à l’aide du 
formalisme grammatical lié à la notion du contexte structurel. En effet, les 
contraintes se présentent en imposant l’ordre d’introduction des symboles. De 
plus, le concepteur peut s’appuyer sur les conventions de composition du 
domaine du langage 2D, autrement dit, de la manière dont les utilisateurs 
composent traditionnellement ces symboles. Par exemple, le fait qu’un 
disjoncteur soit toujours dessiné après l’interrupteur auquel il est associé.  
La méthode DALI se différencie des précédentes par la propriété d’une 
analyse à la volée, avec une interprétation incrémentale avec retour visuel. 
Donc à chaque application de production d’une règle de la grammaire, les 
traits participants sont remplacés par leur équivalent reconnu. De plus, une 
production de symboles peut se décomposer en plusieurs règles, ce qui rend 
possible des retours visuels intermédiaires du symbole. Ce retour visuel 
progressif va permettre à l’utilisateur de devenir un acteur du processus 
d’analyse. Donc, l’utilisateur peut continuer la composition s’il est satisfait par 
le retour de ce qu’il vient d’entrer, ou bien corriger des erreurs éventuelles. 
 
Etat de l’art 
67 
 
 
Figure 39 - Structure générale de la méthode DALI [26] 
Une limitation majeure de cette méthode est que les GMC-PC nécessitent 
une intervention humaine forte pour l’écriture des règles correspondantes au 
langage concerné. L’ajout de pré-conditions et de post-condition rajoute du 
travail supplémentaire surtout qu’il y a beaucoup de règles à écrire. Puisqu’il 
faut parfois modéliser différentes règles de composition pour un même 
symbole. 
D’autres exemples d’approches globales proposées pour la reconnaissance 
d’expressions mathématiques se trouvent dans [19][97]. Il est à remarquer que 
quelque soit l’approche globale proposée, le problème est généralement 
reformulé en une optimisation d’une fonction globale. 
C'est sur ce même principe d'approche globale que nous allons construire 
l'architecture de notre système. Nous transférons le problème de 
reconnaissance en recherche de la meilleure interprétation possible d’un 
ensemble de traits d’entrée, cf. chapitre  4. La reconnaissance d’expressions est 
faite a postériori, c'est-à-dire que l’expression est saisie en entier avant d’être 
reconnue. L’architecture du système proposé va permettre de compenser 
certaines limitations des méthodes existantes. Elle permettra également 
d’entraîner le classifieur de symboles et les relations spatiales directement des 
expressions mathématiques comme nous allons le voir dans le chapitre  4, ce 
que nous appelons un apprentissage global. 
Peu de travaux ont présenté la traduction de l’arbre de dérivation en format 
standard. Quelques exemples de possibles transformations de l’arbre 
syntaxique en format de LaTeX ou celle de Gnuplot sont montrés dans [98]. 
En fait, il suffit de parcourir l’arbre syntaxique afin d’obtenir la traduction 
désirée. 
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2.5. Vers un reconnaisseur générique des langages 2D : 
Reconnaissance des schémas électriques manuscrits en-
ligne 
Nos travaux sur la reconnaissance d’expressions mathématiques prennent la 
suite de ceux effectués sur la reconnaissance des schémas électriques. Ces 
travaux ont été menés au sein de la thèse de Guihuan Feng [1]. Elle a proposé 
une méthode pour la reconnaissance et la segmentation simultanées des 
schémas électriques afin de localiser les symboles électriques et les 
connexions. Le système se base sur la même brique industrielle fournie par 
« Vision Objects » : le générateur d’hypothèses (cf. chapitre  4). Néanmoins, 
aucune information contextuelle n’était utilisée. En conséquence, on n’obtient 
en résultat que des symboles sans avoir aucune interprétation logique du 
schéma. 
 
Figure 40 - Architecture globale du système de reconnaissance des schémas 
électriques 
La Figure 40 montre l’architecture du système. Contrairement aux 
expressions mathématiques, un seul trait peut représenter plusieurs symboles. 
Donc, le prétraitement consiste à trouver les primitives (segments). Des 
segments qui représentent des lignes ou des arcs sont identifiés grâce à une 
modélisation par HMM (Hidden Markov Model). Ensuite, le générateur 
d’hypothèses énumère des regroupements possibles de segments en respectant 
quelques contraintes spatiales (la distance, intersection, …). D’autres 
contraintes sont indispensables afin d’éviter d’exploser l’espace de recherche : 
le nombre maximal d’hypothèses et le nombre maximal de traits par  symbole. 
Un point très important du générateur est qu’il se base sur une programmation 
dynamique 2D permettant le regroupement des segments non-consécutifs. 
Cette propriété augmente la liberté de dessiner un schéma en permettant de 
dessiner des traits tardifs. 
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Des contraintes de connectivité sont utilisées afin d’améliorer la 
performance du système. Dès que le classifieur associe une hypothèse à une 
classe de symbole, on lui attribue un score intégrant les autres symboles qui lui 
sont connectés selon son type. Par exemple, si on reconnaît une résistance 
horizontale, on cherche la présence de connecteurs aux extrémités gauche et 
droite. Il y a donc un coût structurel et un de reconnaissance qui sont combinés 
pour toutes les hypothèses. Finalement on cherche l’ensemble de 
regroupements de symboles minimisant le coût global combiné de toutes les 
hypothèses. 
Nous avons retenu les observations suivantes : 
- Malgré les résultats prometteurs obtenus, la base de donnée utilisée pour 
l’évaluation est relativement petite ce qui peut limiter ces résultats. 
- Pendant la phase de génération d’hypothèses, on obtient des hypothèses 
invalides qui ne représentent pas de vrais symboles. Le comportement du 
classifieur face à ces hypothèses peut dégrader les performances du 
système. 
- Les contraintes de connectivité présentent en quelque sorte une 
modélisation contextuelle. Néanmoins, pour obtenir une interprétation 
complète du graphique à reconnaître, un modèle de langage basé sur une 
grammaire est indispensable. 
Dans les travaux menés, nous allons essayer de compenser ces limitations. 
Nous présenterons tout d’abord une méthode de génération de grosses bases 
d’expressions mathématiques manuscrites en-ligne. Un schéma 
d’apprentissage global est proposé pour faire face aux hypothèses invalides. 
Finalement une modélisation contextuelle est proposée afin d’effectuer une 
analyse structurelle et syntaxique pour obtenir des interprétations complètes 
plutôt que se limiter à localiser les symboles. 
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2.6. Conclusion 
Nous avons exploré dans ce chapitre les différentes techniques et les 
approches proposées depuis les années 70. On a vu que la reconnaissance 
d’expressions mathématiques (en-ligne/hors-ligne) ou 
(typographiées/manuscrites) se décompose classiquement en quatre sous 
problèmes : la segmentation, la classification des symboles, l’analyse 
structurelle et l’analyse syntaxique. Ce schéma de reconnaissance a été adapté 
et optimisé en employant des méthodes inspirées de plusieurs domaines, 
notamment, la reconnaissance de formes, et l’analyse syntaxique et 
structurelle.  
Chacun des systèmes proposés a ses avantages et inconvénients. Toutefois, 
la comparaison des performances entre les différentes approches n’est pas 
directement possible pour plusieurs raisons. Nous allons dans le chapitre 
suivant présenter ce problème d’évaluation d’un système de reconnaissance 
d’expressions mathématiques, en abordant les problèmes de base de données, 
de représentation de vérité terrain et de mesures de performance. 
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DE L’ÉVALUATION 
  
Le problème de l’évaluation 
72 
 
  
Le problème de l’évaluation 
73 
 
3. Le problème de l’évaluation  
La reconnaissance d’expressions mathématiques suscite beaucoup d’attention 
ces dernières années. Si un certain nombre de systèmes apparaissent dotés de 
capacités de traitement intéressantes, l’évaluation objective de ces systèmes reste 
sujette à de nombreuses difficultés. En effet, il y a une lacune de méthode 
universelle pour évaluer leurs performances. En conséquence, d’un point de vue 
global, la comparaison des résultats obtenus est limitée pour plusieurs raisons. 
Premièrement, peu de base d’expressions d’écriture en-ligne/hors-ligne ne sont 
aujourd’hui publiquement accessibles. La disponibilité d’une telle base est 
pourtant une étape indispensable pour le développement, la mise au point et 
l’évaluation d’un système de reconnaissance d’expressions. Les chercheurs 
tendent donc à collecter leurs propres bases d’expressions. Les bases se limitent à 
des sous-classes d’expressions ou à certains domaines. Deuxièmement, chaque 
système adopte sa propre structure de données pour représenter les expressions, 
comme nous l’avons vu dans le chapitre  2. Ce qui fait qu’il n’existe pas une façon 
standardisée pour décrire la vérité terrain d’une expression mathématique. De 
plus, il n’y a pas de mesures communes d’évaluation d’un système de 
reconnaissance d’expressions mathématiques. Dans ces conditions, il n’est pas 
possible de faire une comparaison directe des performances de ces systèmes. 
Nous allons dans ce chapitre explorer quelques bases et mesures d’évaluation 
existantes. Nous développons davantage la méthodologie que nous avons adoptée 
pour obtenir nos bases de données et évaluer notre système de reconnaissance 
d’expressions mathématiques manuscrites en-ligne. 
3.1. La base de données d’évaluation : Quoi ? Combien ? 
Comment ? 
La création d’une base de données d’expressions est une étape 
indispensable pour permettre de concevoir, de développer et de tester un 
système de reconnaissance d’expressions mathématiques. En effet, elle servira 
à évaluer le taux de reconnaissance et à valider les différentes spécifications du 
système (bases d’évaluations et de tests). Parmi les points importants figure le 
choix du corpus utilisé pour bâtir cette base de données. A l’inverse des bases 
de données purement textuelles, peu de références sont disponibles dans le 
domaine des expressions mathématiques.  
Il y a deux stratégies pour obtenir une base d’expressions. La première 
stratégie consiste à choisir un corpus d’un petit nombre d’expressions (E) et on 
collecte la même expression plusieurs fois (N) pour avoir une base d’une taille 
de E×N expressions. En général, on considère un corpus d’expressions 
couvrant certains  domaines. Quand il s’agit d’une base d’expressions en-
ligne, la grande difficulté est de trouver des participants pour saisir les 
expressions pour augmenter la variabilité de styles d’écriture. Lehmberg et al. 
ont choisi un corpus de 27 expressions écrites près de cinq fois par 12 
scripteurs pour un total de 1538 expressions [56]. Fukuda et al. se limitent à 4 
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expressions mais contenant toutes les structures traitées par leur système [23]. 
Vingt scripteurs ont écrit chaque expression deux fois pour un ensemble de 
160 expressions. Il est bien évident qu’une telle base ne pourra pas refléter la 
capacité du système, puisqu’il y a des situations imprévisibles d’expressions. 
Une solution est de couvrir plusieurs domaines des mathématiques. Par 
exemple, quatre domaines ont été choisis dans [33] : l’algèbre élémentaire, les 
fonctions trigonométrique, la géométrie analytique, et les intégrales indéfinies. 
Un ensemble de 60 expressions est écrit par 10 scripteurs pour un total de 600 
expressions. 
D’une façon complémentaire, la deuxième stratégie consiste à choisir un 
nombre relativement élevé d’expressions. Ensuite, chaque scripteur participe à 
ne saisir qu’un sous-ensemble de la totalité des expressions. Par exemple dans 
[68] huit scripteurs participent à constituer une base de 245 expressions 
manuscrites toutes différentes.  
Habituellement, les scripteurs sont choisis dans les milieux scientifiques 
pour que les expressions soient les plus naturelles possibles. Rhee et al. [15] 
collectent leurs bases d’expressions parmi des étudiants en études supérieures. 
Ils ont constitué deux corpus nommés : KME-I et KME-II composées de 30 et 
100 expressions respectivement, voir le Tableau 1. On constate que la tâche de 
collecter une base d’expressions mathématiques manuscrites n’est pas facile. 
Car alors un grand nombre de scripteurs est requis pour obtenir une base bien 
représentative.  
En ce qui concerne le domaine hors-ligne, des expressions typographiées 
sont disponibles dans des documents scientifiques, il suffit alors de trouver les 
bons documents (livres, journaux, manuels, cahiers d’examen, etc.) pour créer 
une base hors-ligne. L’avantage est que l’on obtient facilement des pages 
complètes contenant des expressions ce qui peut être utile pour l’évaluation 
d’autres systèmes (extraction d’expressions, analyse de documents) [20]. 
Mais, un effort supplémentaire est nécessaire pour isoler les expressions des 
documents. Okamoto et al. [99] ont extrait 2842 expressions de 2255 pages 
des journaux mathématiques au cours d’un projet d’archivage. Les images de 
documents sont simplement numérisées par un scanneur en résolutions 
différentes (300dpi, 600dpi, …) selon le prétraitement effectué par le système. 
La base UW-III (University of Washington English/Technical Document 
Database III) [100] est publiquement disponible. Mais elle ne contient que 100 
images d’expressions qui ne semblent pas être suffisamment représentatives. 
Garain et al. [101] proposent un corpus pour la recherche sur les expressions 
mathématiques. Ce corpus est très large et comporte 274 classes de symboles 
distincts. L’originalité de ce corpus est d’utiliser des documents synthétisés en 
plus de documents scannés pour augmenter la base. Un nombre total de 2459 
expressions isolées est extrait dont 62 expressions proviennent de la base Aster 
initialement conçue pour la synthèse vocale d’expressions mathématiques 
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[102]. Ce corpus a été étendu à 70 expressions qui ont été saisies par 20 
scripteurs deux fois pour une base de 2800 expressions manuscrites [103].  
Dans la plupart des cas le modèle de langage du système est, en quelque 
sorte, adapté au corpus choisi. Alors que l’inverse est plus réaliste. 
Remarquons que l’on apprend aux enfants (puis étudiants) à écrire de 
nouvelles expressions et pas simplement un ensemble d’expressions. Une 
grammaire entraînable a été présentée dans [18], mais cette voie n’a pas été 
explorée davantage dans les années suivantes. Plus récemment, MacLean et al. 
[104] élaborèrent l’idée de décrire un corpus par une grammaire. Vingt 
étudiants ont été recrutés pour saisir les expressions. Trente trois expressions 
extraites des livres de lycée sont rédigées par tous les scripteurs une fois 
résultant en 660 expressions. De plus, des expressions générées aléatoirement 
de la grammaire ont été saisies par les scripteurs pour augmenter le nombre 
d’expressions à 4655 expressions manuscrites.  
Par ailleurs, l’étiquetage des expressions est long et fastidieux, mais cette 
étape est indispensable pour l’évaluation. Nous discuterons des différents 
niveaux d’étiquetage envisageables et des outils d’étiquetages nécessaires pour 
mieux évaluer un système de reconnaissance dans la dernière partie de ce 
chapitre, cf. § 3.5. De toute façon, la performance d’un système dépend 
directement du corpus d’expressions, et la complexité de celui-ci peut varier 
dans des très grandes proportions. 
Le Tableau 1 montre une comparaison sommaire entre les bases 
d’expressions recensées. Nous pouvons constater que ces bases sont très 
différentes aux niveaux de leur taille, complexité, variabilité, et 
représentativité, ce qui rend impossible la comparaison de systèmes évalués 
indépendamment sur ces différentes bases. 
Avoir une base d’expressions de taille conséquente permet de tester sur un 
corpus particulier un système. Mais pour concevoir un système performant, il 
peut être intéressant de moduler la complexité de la base, ce qui est très 
coûteux si des expressions réellement écrites sont utilisées. Nous avons donc 
proposé un outil qui permet de générer une base d’expressions manuscrites de 
taille importante à partir de n’importe quel corpus d’expressions 
mathématiques à l’aide d’une base de symboles isolés.  
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Tableau 1 - Comparaison des bases d'expressions mathématiques manuscrites 
 
#Expressions 
du corpus 
#Scripteurs 
#Expressions 
de la Base 
#Moyen de 
symboles par 
expression 
#Classes 
de 
symboles 
(Lehmberg et 
al. 1996) [56] 
27 12 1538 27 - 
(Fukuda et 
al. 1999) [23] 
4 20 160 24 - 
(Chan et al. 
2001) [33] 
60 10 600 - - 
(Fitzgerald et 
al. 2007) [68] 
245 8 245 15-20 - 
(Prusa et al. 
2007) [19] 
330 - 330 - - 
(Genoe et al. 
2006) [67] 
60 2 60 12 - 
(Yamamoto 
et al. 2006) 
[24] 
15 50 336 - 52 
KME-I (Rhee 
et al. 2009) 
[15] 
30 13 390 13 50 
KME-II 
(Rhee et al. 
2009) [15] 
100 31 3100 14 79 
(Garain et al. 
2003) [103] 
70 20 2800 9 142 
(Shi et al. 
2007) [97] 
2574 - 2574 17 150 
(Maclean et 
al. 2010) 
[104] 
4655 20 4655 5 - 
 
3.2. Un  générateur d’expressions mathématiques manuscrites 
en-ligne (LaTeX2Ink) 
LaTeX2Ink permet de générer des expressions pseudo-synthétiques en 
arrangeant des symboles isolés d’une façon stochastique guidée par la chaîne 
LaTeX de l’expression désirée. Bien qu’il soit moins intéressant de tester un 
système avec des données artificielles, cet outil reste utile pour générer 
facilement une nouvelle base d’expressions manuscrites d’un corpus donné. 
De plus, l’originalité de notre approche globale impose le besoin d’un grand 
nombre d’expressions qui permettront d’entraîner les différents algorithmes 
retenus (base d’apprentissage). Ce générateur s’avèrera donc très utile dans 
notre méthodologie. 
L’objectif final du système de reconnaissance est de pouvoir fournir la 
chaîne LaTeX équivalente de l’expression fournie en entrée sous la forme 
d’encre numérique. Ici, le processus est inversé : le générateur doit fournir à 
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partir de la chaîne LaTeX représentant l’expression, un fichier correspondant à 
l’écriture manuscrite en-ligne de l’expression. La création du fichier s’effectue 
en quatre étapes montrées dans la Figure 41. 
 
Figure 41 - Structure générale du générateur d’expressions mathématiques 
3.2.1. Structure du générateur 
La première des phases est l’analyse syntaxique de la chaîne LATeX. Elle 
est effectuée à l’aide de l’utilisation conjointe de deux outils : Flex et Bison. 
Flex 
Flex est l’implémentation GNU de l’analyseur lexical Lex. C’est un outil 
pour générer des « scanners » (programmes qui reconnaissent des motifs 
lexicaux dans du texte). A partir de fichiers d’entrée décrivant le scanner à 
générer, flex génère un fichier source en langage C, pour produire un 
programme exécutable. Quand celui-ci est lancé, il analyse le texte en entrée 
afin d’y trouver des occurrences correspondant aux précédentes expressions 
régulières « les tokens ». 
Bison 
Bison est un générateur d’analyseur syntaxique qui convertit une 
grammaire hors-contexte en un analyseur de type LALR [105] (Look-Ahead 
Left Recursive) pour cette grammaire. Il permet de développer des analyseurs 
pour de multiples langages, du plus simple au plus complexe. La grammaire 
utilisée pour la génération d’expression se trouve dans l’annexe A-2. 
3.2.1.1. Analyse lexicale de la chaîne LaTeX 
Flex effectue l’analyse lexicale de la chaîne LaTeX en entrée. Il renvoie 
alors un lexème (ex : RL : Roman Letter, AN : Arabic Number, FRAC : 
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Fraction, AS : Flèche …) correspondant à la classe reconnue, une liste 
complète de classes définies se trouve dans l’annexe A-1. Ensuite, Bison 
récupère les « tokens » (c’est-à-dire la classe de l’unité lexicale) et effectue 
une analyse ascendante.  
3.2.1.2. Analyse syntaxique : création de l’arbre de dérivation 
L’analyse syntaxique effectuée par Bison, permet de construire l’arbre de 
dérivation de la chaîne analysée. Chaque lexème trouvé va être représenté par 
un nœud de l’arbre de dérivation. Il peut présenter un nœud terminal, ou bien 
non-terminal avec un fils gauche et un fils droit. L’ajout des nœuds au cours 
de l’analyse ascendante permet de récupérer l’arbre complet de dérivation lors 
de l’analyse syntaxique. Celle-ci est basée sur une grammaire hors contexte. 
La Figure 42 montre l’exemple d’un arbre de dérivation obtenu à partir de la 
chaîne LaTeX d’une expression. 
 
Figure 42 - Arbre de dérivation pour la chaîne : $a*b^{2}$ 
3.2.1.3. Définition des boîtes englobantes 
Une fois l’arbre de dérivation de la chaîne LaTeX obtenu, on effectue un 
parcours en « profondeur d’abord » afin de définir le placement et la taille des 
boîtes englobantes associées à chaque élément. Cette étape va nous permettre 
de définir la structure géométrique de l’expression. Par exemple la rencontre 
d’un nœud exposant va faire varier l’ordonnée et la taille de ses éléments fils. 
Pour définir les espacements et les tailles des éléments de l’expression 
mathématique nous nous sommes basés sur les normes utilisées pour les 
éditeurs3 mathématiques, Tableau 2.  
                                                           
3
 Valeurs par défaut des éditeurs classiques (MS équation, Open Office, etc.) 
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Tableau 2 - Normes éditeurs d’expressions mathématiques 
Line spacing 150% 
Matrix row spacing 120% 
Matrix column spacing 100% 
Superscript height 45% 
Subscript depth 25 
Sub/superscript gap 15% 
Limit height 25% 
Limit depth 100% 
Limit line spacing 100% 
Numerator height 35% 
Denominator depth 100% 
Fraction bar overhang 1 pt 
Fraction bar thickness 0,5 pt 
Sub-fraction bar thickness 0,25 pt 
Slash/diagonal fraction gap 8% 
Fence overhang 1 pt 
Horizontal fence gap 10% 
 
Full 10 pt 
Subscript/Superscript 80% 
Subscript/Superscript 70% 
Symbol 170% 
Sub-symbol 120% 
 
Cette étape va permettre de définir la structure géométrique de l’expression, 
où l’on définit une boîte englobante pour chaque élément terminal. La boîte est 
définit par les quatre variables suivantes : bbx, bby (abscisse et ordonnée de la 
boîte), bbw, bbh (la largeur et la hauteur de la boîte).  
Lorsqu’on rencontre un élément terminal on sélectionne alors le symbole 
correspondant pour le scripteur choisi dans la base des symboles isolés. A 
partir de l’échantillon manuscrit du symbole, on normalise ses coordonnées à 
l’aide de la hauteur définie plus tôt dans le parcours de l’arbre. Quatre tailles 
de base ont été définies selon le type de symbole rencontré : 
− taille élément ascendant et descendant (f) : l’unité de base U ; 
− taille élément ascendant ou descendant (g h …etc.) : 5/7 U ; 
− taille élément de base (a  + …etc.) : 3/7 U ; 
− taille petit élément (. , …etc.) : 1/7 U. 
La taille d’un élément varie bien entendu en fonction de son rôle dans 
l’expression. Ainsi, un élément en exposant, en indice, un argument 
d’intégrale, d’une somme ou d’une limite ont des tailles spécifiques. 
Certains éléments d’une formule mathématique ont un comportement 
élastique et doivent être traités de manière particulière. Ainsi pour les éléments 
Operator spacing (% of normal) 100% 
Non-operator spacing 100% 
Character with adjustment 0% 
Minimum gap 8% 
Radical gap (vertical) 17% 
Radical gap (horizontal) 8% 
Radical width (% of normal) 100% 
Embellishment gap 1,5 pt 
Prime height 45% 
Box stroke thickness 5% 
Strike-through thickness 5% 
Matrix partition line thickness 5% 
Radical stroke thickness 5% 
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comme la barre de fraction et la barre de la racine carrée, il est nécessaire de 
connaître la taille des éléments fils et de remonter cette information afin 
d’adapter la longueur de cette barre aux éléments qu’elle recouvre. Le même 
problème se pose pour la hauteur des différents délimiteurs comme les 
parenthèses, les crochets, etc. 
Une fois que la position et la taille nominales de chaque symbole sont 
fixées, des perturbations aléatoires sont introduites. L’objectif est de permettre 
des réalisations différentes à partir d’un même ensemble de symboles pour une 
équation donnée. Pour cela, un bruit Gaussien centré est ajouté sur les 
variables définissant la position (abscisse et ordonnée) et le facteur d’échelle 
de chaque symbole. 
Il sera ensuite aisé de vérifier la robustesse d’un reconnaisseur vis-à-vis du 
niveau de bruit appliqué sur le générateur. On pourrait envisager également 
facilement à ce niveau de rajouter d’autres perturbations telles qu’un angle de 
rotation, ou un facteur de cisaillement. Cela permettrait d’étendre les capacités 
de ce générateur stochastique d’expressions mathématiques. 
3.2.1.4. Ajout des symboles dans les boîtes englobantes 
A la fin de la troisième étape on obtient un arbre avec toutes les valeurs de 
boîtes englobantes renseignées. Alors, pour chaque élément terminal de l’arbre 
on récupère les traits du symbole correspondant pour le scripteur retenu. Une 
fois l’ensemble de l’arbre parcouru on obtient alors une suite de traits 
correspondant à l’expression manuscrite de la chaîne LaTeX de départ. Le 
grand avantage du générateur est de pouvoir étiqueter l’expression au niveau 
de chaque trait au moment de sa génération. Une étiquette correspondant au 
nom du symbole ajouté est associée à chaque trait. De plus, nous associons un 
indice unique aux traits d’un même symbole afin d’éviter l’ambiguïté en cas 
de plusieurs occurrences de ce symbole, un exemple de cet étiquetage est 
montré dans la Figure 49 (page : 97).  
3.2.2. Protocoles de générations d’une base d’expressions 
L’objectif de la base générée est d’avoir une grande quantité d’expressions 
pour l’apprentissage et l’évaluation du système. Bien évidemment, il y a des 
contraintes à respecter au moment de la génération de la base tout en gardant 
sa diversité. Dans notre approche globale, la base d’apprentissage ne sert pas 
seulement à régler le système, mais aussi à apprendre le classifieur et le 
modèle contextuel. Nous retenons deux simples conditions à suivre dans la 
base d’apprentissage générée :  
− tous les symboles reconnaissables par le classifieur doivent être 
présents. 
− toutes les structures reconnaissables par le système doivent être 
présentes.   
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Bien entendu, un seul exemple de chaque structure ou symbole n’est pas 
souhaitable. En fait, il nous faut un corpus d’expressions à générer pour 
construire la base d’expressions à partir d’une base de symboles isolés.  
3.2.2.1. Un corpus d’expressions statiques/dynamiques 
Le scénario le plus simple est de générer des expressions à partir d’une liste 
de chaînes LaTeX. La liste doit contenir des expressions qui représentent le 
mieux le domaine concerné par le système. Au minimum il faut que la liste 
respecte les deux conditions ci-dessus pour obtenir une base de couverture 
minimale. Il est évident que plus les expressions différentes sont nombreuses, 
meilleur sera l’apprentissage. Dans la base de test on doit s’attendre à 
n’importe quel jeu d’expressions. Nous allons appeler ce type de liste : un 
corpus statique. Supposons un reconnaisseur d’expressions qui accepte le 
vocabulaire {a b c + =} et les opérations d’addition et d’exposant. Pour 
entraîner ce reconnaisseur, nous pouvons utiliser la liste statique suivante qui 
comporte cinq expressions : 
{ cba =+ , bb ca + , abc ++ , bccbaa ++=+ , bcbcba ++=++  }  
La taille de la base (T(b)) dépendra du nombre de scripteurs participants 
(S). Nous aurons donc à la fin de la génération les mêmes expressions (E) du 
corpus écrites S fois : T(b)=E×S.  
Pour augmenter la variabilité de la base nous pouvons étendre le scénario 
précédant en utilisant un corpus semi-dynamique. Il s’agit toujours d’une liste 
d’expressions mais elle va servir en tant que modèle. Pour chaque expression 
générée la même structure est gardée et on fait varier les symboles d’une façon 
aléatoire. En conséquence, on obtient cinq expressions différentes pour chaque 
scripteur, comme par exemple : 
S1:{ cbb =+ , 
bb bc + , bca ++ , bacbac ++=+ , bacbca ++=++ } 
S2:{ aba =+ , 
cb ab + , bba ++ , aaacaa ++=+ , cabcba ++=++ } 
S3:{ cbc =+ , 
ac ca + , cab ++ , abcbca ++=+ , aabbba ++=++ } 
Sn: …. 
La liste semi-dynamique permet également facilement d’élargir le 
vocabulaire dans la base d’expressions. Il suffit de permettre d’ajouter des 
symboles d’une même classe dans les modèles d’expressions. Comme par 
exemple ajouter l’opération de multiplication ‘x’ et de division ‘÷’ en 
complément du plus ‘+’ ; et ajouter d’autres lettres en complément de a, b, et 
c.  
Bien entendu dans les deux scénarios précédents la performance du système 
dépend de sa capacité à généraliser ce qu’il apprend. Il faut qu’il soit capable 
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par exemple de reconnaître l’expression : x=m+a b+s+d+fa+c+g+b+b  ou encore 
cba  même si elles n’ont jamais été rencontrées lors de l’apprentissage.  
Pour augmenter encore plus la variabilité de la base au niveau symboles et 
aussi au niveau structures, on peut se baser sur un corpus dynamique 
d’expressions générées à partir d’un modèle de langage (une grammaire), 
comme cela est présentée dans [104]. Le modèle doit être adapté au domaine 
concerné par le reconnaisseur. Par exemple, on peut utiliser la grammaire 
suivante pour générer une base d’expressions qui contiennent des opérateurs 
binaires et des exposants pour le vocabulaire { a..z, +, x, ÷, − , =} : 
Exp  subExp = supExp 
subExp  subExp Op subExp | VarsubExp | Var 
Var  a..z 
Op  +, x, ÷, − 
Après avoir déterminé le corpus d’expressions à générer il faut choisir les 
symboles réels de la base de symboles isolés qui seront utilisés. Chaque 
scripteur a saisi tous les symboles de la base isolé. Nous pouvons donc utiliser 
ses échantillons pour générer les expressions manuscrites. 
3.2.2.2. Une base d’expressions mono-scripteurs vs. avec scripteurs 
virtuels 
En réalité, une expression est normalement écrite par un seul scripteur. De 
même, la méthode classique adoptée pour générer les expressions est le mode 
mono-scripteur. Les symboles utilisés pour une expression sont donc tirés de 
la base isolée d’un seul scripteur.  
L’inconvénient principal des expressions mono-scripteurs est que le même 
échantillon du symbole isolé est utilisé dans toutes les expressions de ce 
scripteur, car chaque symbole isolé n’a été saisi qu’une seule fois. C’est 
surtout gênant quand le même symbole se répète dans plusieurs expressions. 
Par exemple le ‘c’  dans la liste S1 ci-dessus se présente huit fois pour chaque 
scripteur. Alors nous aurons huit échantillons identiques à la taille près, ce qui 
ne correspond pas à des expressions écrites globalement par un scripteur réel. 
Comme le montre la Figure 43-(D), les symboles qui se répètent (2 a b) dans 
une expression réelle sont différents à chaque occurrence. Par contre, ils sont 
identiques dans les deux expressions synthétiques, Figure 43-(A, B). Pour 
éviter cela on pourrait introduire des déformations aléatoires à chaque 
occurrence dans l’expression générée.  
Nous proposons une deuxième solution en introduisant ce qu’on appelle un 
scripteur virtuel. L’idée est de renforcer la base de symboles isolés en 
augmentant le nombre d’échantillons disponibles de chaque symbole, surtout 
ceux les plus fréquents. Ensuite, on génère la base de E expressions autant de 
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fois que le nombre de scripteurs virtuels. Pour cela, pour chaque expression on 
choisit les échantillons utilisés aléatoirement dans la base des symboles isolés 
sans imposer la contrainte d’unicité du scripteur. Donc dans une expression 
générée, les occurrences du même symbole seront différentes, voir la Figure 
43-(C). Il est à remarquer que le nombre d’échantillons disponibles dans la 
base isolée doit être plus élevé que celui de scripteurs virtuels afin d’assurer 
une bonne diversité d’occurrence des symboles les plus fréquents.   
Il est difficile de mesurer la qualité objective de telles productions à défaut 
de disposer de critères d’évaluation. Nous nous sommes limités à visualiser les 
résultats obtenus et à les comparer avec les expressions correspondantes 
écrites globalement par un scripteur. Nous pourrons bien sûr également 
comparer les performances obtenues par notre système de reconnaissance sur 
ces bases artificielles de grandes tailles avec des bases réelles, elles, de plus 
petites tailles. 
 
Figure 43 - (A),(B) Expressions générées (mono-scripteurs) (C) Expression 
générée (scripteur virtuel) (D) Expression réelle 
Dans la Figure 43, les expressions (A) et (B) sont des résultats du 
générateur provenant de deux scripteurs différents en mode mono-scripteur, 
(C) est un résultat d’une expression générée en mode scripteur virtuel. Par 
contre, (D) présente une expression manuscrite écrite globalement par un seul 
scripteur. D’un point de vue visuel, nous sommes capables de générer avec un 
rendu réaliste n’importe quelle expression désirée afin d’enrichir la base des 
expressions. 
Néanmoins, le générateur réalisé ne vise pas à remplacer les expressions 
réelles, son but est de fournir une large quantité d’exemples afin d’être capable 
de tester des situations et des expressions quelconques. Plus précisément, il 
permet d’obtenir une large base d’apprentissage, ce qui est indispensable pour 
l’approche globale que nous allons proposer. Cela ne dispensera pas ensuite de 
tester le système de reconnaissance avec des expressions réelles. 
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3.3. Définition des corpus d’expressions  
La première étape fût de rechercher un ensemble d’expressions 
mathématiques les plus diversifiées possibles couvrant les différents domaines 
utilisant des formules mathématiques. Nous commençons par présenter les 
corpus existants Garain et Aster dont nous nous sommes inspirés pour définir 
trois corpus de niveaux de difficultés croissants. 
3.3.1. Les corpus existants « Garain » et « Aster » 
Nous avons considéré les travaux effectués par Garain [106], nous avons 
récupéré l’ensemble du corpus qui a été utilisé pour tester le système qu’il a 
proposé qui était destiné à la reconnaissance d’expressions imprimées. Celui-ci 
est constitué d’expressions provenant de livres scientifiques d’universités 
écrits en anglais (la plupart de mathématiques) afin de couvrir un large 
domaine d’expressions. Ce corpus définit 100 expressions s’inscrivant dans les 
domaines présentés dans le Tableau 3. 
Tableau 3 - Corpus base Garain 
Domaines #Expressions 
Algèbre 
Calcul 
Equations différentielles 
Intégrales 
Logique & théorie des ensemble 
Statistiques/ probabilités 
Trigonométrie/ géométrie 
Vecteur 
Misc. (physiques, etc.) 
22 
10 
10 
10 
8 
10 
10 
10 
10 
Total 100 
 
Ce corpus comporte 116 symboles distincts et 31 symboles en moyenne par 
expression. 
Le corpus de la base Aster, tiré des travaux de Raman [102] regroupe lui 
aussi un ensemble de 62 d’expressions intéressantes dans différents domaines 
(cf. Tableau 4) ; certaines équations sont tirées du livre de Knuth, qui les avait 
utilisées pour montrer le pouvoir de rendu de LaTeX. Il comporte 50 symboles 
distincts et 13 symboles en moyenne par expression. 
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Tableau 4 - Corpus base Aster 
Domaines # expressions 
Fractions 
Exemples de Knuth 
Fraction continue 
Expressions algébriques 
Séries 
Logarithmes 
Intégrales 
Racines 
Sommes 
Exposants/Indices 
Limites 
Trigonométries 
Fonctions hyperboliques 
Distance 
Expression quantifiée 
Puissances 
8 
7 
1 
3 
5 
4 
6 
3 
3 
6 
2 
7 
3 
1 
1 
2 
Total 62 
 
3.3.2. Le corpus « Calculette »  
Les expressions de ce corpus sont réduites à une simple application de 
calculatrice. Le nombre de classes de symboles est 15. Ces symboles sont les 
chiffres [0-9], les simples opérations mathématiques [+, −, x, ÷] et le signe 
égal [=]. Les expressions ont été aléatoirement générées à partir du modèle  
« [1-999] [+, −, ×, ÷] [1-999] = [1-999]» : 
Exp  Operand Op Operand = Operand 
Op    +| − | × | ÷  
Operand  [1..9] (70%) | [10..99] (20%) | [100..99] (10%) 
Remarquons que la partie droite de l’équation n’est pas forcement le 
résultat de l’opération pour augmenter la variabilité. 
3.3.3. Le corpus « RamanReduced » 
En raison de la grammaire que nous avons implémentée, nous avons 
considéré un sous-ensemble de 36 expressions de la base Aster couvrant une 
bonne partie des disciplines communes des mathématiques montrées dans le 
Tableau 5. Le nombre total de symboles du corpus est de 412 symboles. Pour 
ce sous-ensemble, le nombre des classes de symboles distincts est réduit à 34 
classes et 11.5 symboles par expression, cf. annexe B-3 pour la fréquence des 
symboles dans le corpus. Nous appelons ce corpus RamanReduced, il va 
servir comme corpus de base pour l’apprentissage et évaluation de notre 
système. Les 36 expressions sont montrées dans l’annexe B-2. 
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Tableau 5 - Le corpus RamanReduced extrait de la base Aster 
Domaines # Expressions 
Fractions 
Exemples de Knuth 
Fraction continue 
Expressions algébriques 
Racines 
Trigonométries 
Logarithmes 
Séries 
Intégrales  
Sommes 
Fonctions hyperboliques 
8 
6 
1 
3 
2 
6 
3 
3 
1 
2 
1 
Total 36 
 
Tableau 6 - Les 34 symboles du corpus RamanReduced 
Chiffres 1..5 
Lettres latines a b c d e i k n x v 
Lettres grecques ϑπδ    
Opération binaires + − = ± ≠ 
Symboles élastiques ...    )  (      ∫∑
 
Fonctions log sin cos sinh cosh 
 
Les 34 classes des symboles comprennent des chiffres, des lettres latines, 
des lettres grecques, des opérations binaires, des symboles élastiques et des 
fonctions. Nous considérons le signe moins ‘–’ et la barre de fraction dans la 
même classe dans notre classifieur, c’est à l’interprétation de faire la 
différence entre les deux.  
3.3.4. Le corpus Wiki_CIEL 
Avec ce corpus, l’intention est de disposer d’une large base ouverte 
d’expressions. Pour réaliser cette tâche, nous pouvons définir une grammaire 
et un ensemble de symboles et générer un corpus dynamique, support de cette 
base. Pour se rapprocher plus de la réalité et garantir la variété des expressions 
dans la base, il est possible d’utiliser des expressions qui se trouvent dans des 
documents scientifiques réels. Wikipédia représente une source très importante 
de documents scientifiques. Ainsi, nous avons recensé près de 77 000 
expressions en format LaTeX dans 7 000 pages web de Wikipédia français. 
Ensuite, nous pouvons appliquer des filtres pour extraire des sous-ensembles 
de ce corpus pour les utiliser dans nos expérimentations. Le filtrage peut se 
faire en se basant sur les domaines scientifiques, la longueur des expressions 
(nombre de symboles), un ensemble de symboles, des contraintes structurelles, 
etc. 
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Nous allons dans la suite détailler nos bases d’expressions utilisant les 
corpus ci-dessus.  
3.4. Les bases de symboles/expressions mathématiques 
manuscrites 
Dans nos travaux nous avons utilisé deux types d’expressions : les 
expressions synthétiques générées avec l’outil LaTeX2Ink présenté 
précédemment et les expressions réelles complètement écrites par un scripteur. 
Pour utiliser LaTeX2Ink, nous devons aussi disposer d’un ensemble de 
symboles isolés. Nous commençons donc dans cette partie par présenter nos 
bases de symboles isolés, puis les bases que nous avons synthétisées et enfin 
nos données réelles. 
3.4.1.  Symboles isolés 
3.4.1.1. La base CIEL 
Nous avons défini un ensemble de 223 symboles mathématiques les plus 
fréquemment utilisés et permettant de reconstituer l’ensemble des corpus 
d’expressions. Ces symboles se répartissent suivant les catégories définies 
dans le Tableau 7. L’ensemble des symboles est détaillé dans l’annexe B-1. 
Tableau 7 - Catégories et nombres de classes de symboles mahtématiques 
Catégorie Nombre 
Chiffres 
Lettres romaines minuscules 
Lettres romaines majuscules 
Lettres grecques 
Flèches 
Opérateurs binaires  
Symboles élastiques 
Délimiteurs 
Symboles divers 
Fonctions standards 
10 
26 
26 
30 
14 
45 
10 
7 
29 
26 
Total 223 
 
L’ensemble des symboles a été récolté à l’aide de la technologie  « Anoto » 
de type stylo/papier digital mise en œuvre par notre partenaire industriel 
« Vision Objects ». Les stylos sont munis d’une caméra qui décode une zone 
correspondante à une grille de 6 x 6 du papier, cette grille comporte un motif 
défini par des points qui sont imprimés à 4 positions possibles (haut, bas, 
gauche, droite) par rapport à l’intersection de base. On a donc 436 motifs 
différents, chaque motif correspondant à une position précise dans un repère 
cartésien couvrant une très grande surface. Ces stylos sont donc capables de 
connaître leurs positions à tout moment. Chaque échantillon est sauvegardé 
sous le format Unipen [107]. Ce format est le fruit d’un compromis entre 
quarante entreprises réunies au sein d’un consortium. Il fût défini afin de 
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disposer d’un format standard pour comparer les différents travaux dans le 
domaine. La Figure 44 montre un exemple d’un fichier Unipen récolté pour le 
symbole ‘a’ (un seul trait). Un exemple de symbole à deux traits ‘+’ est 
également montré dans la Figure 45. 
 
Figure 44 - Le fichier Unipen correspondant au symbole 'a' 
La première ligne donne le format du fichier, ici UTF8. La deuxième ligne 
caractérise les données numériques (la première d’entre elles correspond à 
l’abscisse, la deuxième à l’ordonnée, la troisième à la pression et enfin la 
quatrième au temps. La troisième ligne donne l’étiquette du symbole, ici « a ». 
Ensuite, .PEN_DOWN correspond à un poser de stylo, .PEN_UP à un lever et 
enfin les données numériques qui sont échantillonnés à différents intervalles 
de temps. 
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Figure 45 - Le fichier Unipen correspondant au symbole '+' 
Après récolte, la base de données est constituée de 62 440 échantillons de 
symboles isolés produits par 280 scripteurs. Nous allons séparer cette base en 
deux sous-ensemble, voir Tableau 8, constitué l’un de 180 scripteurs pour la 
base d’apprentissage, et le reste de 100 scripteurs pour la base de test. 
Tableau 8 - Constitution de la base CIEL isolée 
Base #Scripteurs #Symboles 
Apprentissage 180 180 x 223 = 40140 
Test 100 100 x 223 = 22300 
 
A partir de cet ensemble d’échantillons il est maintenant possible de 
générer les bases nécessaires d’expressions manuscrites en-ligne. 
3.4.1.2. La base IRONOFF 
La base de données IRONOFF (IRESTE ON/OFF database) est une base de 
données duales en-ligne et hors-ligne, collectée et distribuée par notre équipe 
de recherche. Elle contient un nombre important de caractères isolés, de 
chiffres et de mots en français et anglais au format UNIPEN. Cette base de 
données a été créée de telle sorte qu’un point en-ligne puisse être projeté sur sa 
position correspondante dans l’image scannée, et inversement chaque élément 
du tracé hors-ligne peut être temporellement indexé. Elle a été collectée auprès 
d’environ 700 scripteurs différents [108]. 
Dans nos travaux, nous nous intéressons aux bases de chiffres, lettres 
minuscules et majuscules isolés dont la répartition est donnée dans le tableau 
suivant. 
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Tableau 9 - Taille des sous-bases de caractères IRONOFF 
Base Nombre de classes Nombre total d’exemples 
Chiffres 10 4108 
Minuscules 26 11868 
Majuscules 26 11879 
 
La base IROCIEL 
La base IRONOFF est utilisée comme un complément à la base CIEL pour 
augmenter la variabilité des scripteurs dans le mode de génération de 
scripteurs virtuels. Nous nous référerons à l’unification des deux bases par le 
nom : IROCIEL.  
3.4.2.  Expressions synthétiques 
Nous allons dans cette section détailler la constitution des bases 
d’expressions générées.  
3.4.2.1. La base calculette 
Cette base est générée à partir du corpus semi-dynamique de cinq 
expressions générées avec le modèle « Calculette » pour chaque scripteur de la 
base isolée CIEL. Un total de 1 400 expressions sont générées dont 900 
expressions sont utilisées pour l’apprentissage global du système, les 500 
expressions restantes sont utilisées pour le test. Toutes les expressions sont en 
mode mono-scripteur. Le Tableau 10 montre la constitution de la base 
d’apprentissage et de test pour les symboles isolés et les expressions de la 
base. Ainsi, quelques expressions sont montrées dans la Figure 46. 
Tableau 10 - La constitution de la base Calculette 
 Base d’expressions Base de symboles 
Base #Scripteurs #Expressions #Symboles #Symboles 
Apprentissage 180 180 × 5 = 900 5448 180 × 15 = 2700 
Test 100 100 × 5 = 500 
3051 
100 × 15 = 1500 
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Figure 46 - Exemples de la base Calculette 
3.4.2.2. La base RamanReduced 
Nous avons généré deux bases à partir de la liste statique du corpus 
RamanReduced. La première, « RamanReduced_CIEL », est en mode mono-
scripteur. Chacune des 36 expressions du corpus a été générée 280 fois en 
utilisant les jeux de symboles des 280 scripteurs de la base isolée CIEL. Le 
Tableau 11 montre la constitution de la base d’apprentissage et de la base de 
test des expressions.  
La deuxième base « RamanReduced_IROCIEL » est générée afin de 
renforcer l’apprentissage global en introduisant plus de richesse dans les 
expressions. Toutes les expressions sont en mode scripteur virtuel. Dans ce 
cas, chacune de 36 expressions a été générée 200 fois en utilisant les jeux de 
symboles des scripteurs virtuels de la base IROCIEL Isolée. Seulement des 
échantillons supplémentaires des chiffres et lettres du corpus (15 classes) sont 
utilisés de la base IRONOFF. Nous obtenons donc près de 480 échantillons de 
chiffres et de lettres, en plus des 180 échantillons des autres classes qui sont 
moins fréquents dans le corpus. Quelques exemples d’expressions des bases 
synthétiques et de la base réelle sont montrés dans la Figure 43. 
Tableau 11 - La constitution de la base RamanReduced_CIEL 
 Base d’expressions Base de symboles 
Base #Scripteurs #Expressions #Symboles #Symboles 
RamanReduced_CIEL 
Apprentissage 
180 180 × 36 = 6480 
180 × 412 = 
74160 
180 × 34 = 6120 
RamanReduced_CIEL 
Test 
100 100 × 36 = 3600 100 × 412 = 
41200  
100 × 34 = 3400 
RamanReduced_IROCIEL 
Apprentissage 
200 200 × 36 = 7200 
200 × 412 = 
82400 
180 × 34 + 480 x 15 = 
13320 
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3.4.3.  Expressions réelles 
L’objectif des bases réelles est de tester le système dans des conditions de 
production où chaque expression est écrite naturellement par un scripteur. A 
court terme, ces bases nous ont servi en tant que bases de test afin d’évaluer la 
performance du reconnaisseur d’expressions. Le deuxième but est de pouvoir 
aussi utiliser une bonne partie de la grande base « Wiki_CIEL » pour la phase 
d’apprentissage du système. 
3.4.3.1. La base RamanReduced Réelle 
Nous avons dans un premier temps récolté le corpus Raman à l’échelle de 
notre équipe de recherche. Chacune des 62 expressions du corpus a été écrite 
deux fois, dix scripteurs ayant participés à cette base. Six scripteurs ont écrit 
12 expressions, et les quatre autres ont écrit 13 expressions. Donc, nous avons 
obtenu un total de 124 vraies expressions dont 72 correspondent au corpus 
RamanReduced. Les scripteurs ont recopié les expressions imprimées sur un 
cahier de type Anoto. Un exemple du formulaire de collecte avec l’encre 
correspondant récoltée se trouve dans l’annexe B-5. Néanmoins, quatre 
expressions étaient inutilisables, soit à cause de défaut de stylo (problème de 
batterie ou d’appui), ou bien parce que l’expression écrite ne correspond pas à 
l’énoncé de l’expression. En conséquence, il nous reste 120 expressions au 
total dont 70 correspondant au corpus RamanReduced. Cet ensemble de 70 
correspondante expressions au corpus RamanReduced sera désignée sous le 
nom de RamanReduced_réelle. 
3.4.3.2. La base Wiki_CIEL 
Dans un second temps, une collecte à plus grande échelle a été réalisée pour 
pouvoir obtenir une grosse base d’expressions qui puisse éventuellement servir 
à l’apprentissage et aussi bien sûr au test du système. Pour cela, nous avons 
filtré le corpus Wiki_CIEL en utilisant deux critères : 
− Tous les symboles d’une expression doivent appartenir aux 223 
symboles de la base isolée. 
− La taille de l’expression (nombre de symboles) est comprise entre une 
longueur minimum et une longueur maximum, fixée ici 
respectivement à 3 et 49 symboles. 
Il en résulte environ 57000 expressions mathématiques sur les 77000 
expressions disponibles. 
De ces expressions, 6144 expressions ont été choisies aléatoirement suivant 
quatre catégories. Trois catégories sont définies par la taille des expressions : 
courtes (3 à 8 symboles), moyennes (9 à 18 symboles) ou longues (19 à 49 
symboles). Une quatrième catégorie « SuperCalc » est ajoutée correspondant 
aux expressions de type calculatrice scientifique (un vocabulaire de 36 
symboles différents). Les formulaires de collecte sont imprimés sur des 
papiers de type Anoto, où chaque formulaire comporte six expressions, dont 
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une superCalc, deux courtes, deux moyennes et une longue. Des étudiants de 
l’université de Nantes, ainsi que des membres de notre équipe et quelques 
autres chercheurs ont participé à la saisie manuscrite de ces expressions pour 
un total de 512 scripteurs (2 formulaires par scripteur, soit 12 expressions par 
personne). L’annexe B-6 montre un exemple de formulaire de saisie. Chaque 
scripteur a également fourni un identifiant unique afin de pouvoir utiliser la 
base dans d’autres applications (ex : identification du scripteur), ainsi que son 
âge, sexe et la main d’écriture (droitier ou gaucher).  
Ensuite, l’encre numérique a été récupérée et segmentée en expressions 
(l’encre récupérée d’un stylo représente toutes les pages saisies par ce stylo). 
Nous avons obtenu à la fin de la campagne les expressions séparées en fichier 
Unipen étiquetées au niveau expression par la chaîne LaTeX correspondante. 
L’impression des formulaires et la récupération des expressions ont été 
effectuées par notre partenaire industriel (Vision Objects). 
Après une étape de contrôle de validité des données acquises, il est resté 
5820 expressions valables (exclusion de fichiers non-valides ou mal saisis, 
néanmoins, il subsiste des expressions qui ont été saisies avec des variantes 
par rapport à ce qui était demandé). Nous allons ensuite pouvoir choisir des 
sous-ensembles de ces expressions en les filtrant à deux niveaux. Un sous 
ensemble doit être compatible avec le système que l’on cherche à évaluer. Un 
premier niveau de filtrage concerne le vocabulaire, on retient les expressions 
qui ne contiennent que les symboles acceptés par le classifieur du système. Le 
Tableau 12 montre la constitution de la base récoltée et des sous-ensembles 
correspondant aux corpus présentés précédemment. Les corpus 
RamanExtended et GarainExtended sont obtenus en ajoutant tous les chiffres 
(‘0 à ‘9’) et lettres (‘a’ à ‘z’, ‘A’ à ‘Z’) au vocabulaire de ces corpus dans 
l’esprit d’obtenir des corpus qui couvrent un nombre important de symboles. 
Les colonnes sont à interpréter comme suit : en ce qui concerne la base 
Raman_CIEL (par exemple) : 589 expressions filtrées par 53 symboles ont été 
imprimées, 543 ont été correctement récupérées, 540 correspondent à la vérité 
terrain. 
Tableau 12 - La constitution de la base Wiki_CIEL  
Corpus 
#classes de 
Symboles 
#Expressions 
du corpus 
#Expressions 
manuscrites 
récupérées 
#Expressions 
correctemment 
saisies 
Wiki_CIEL 204 6144 5820 -- 
SuperCalc_Wiki_CIEL 36 279 263 263 
RamanReduced_Wiki_CIEL 35 276 252 247 
Raman_CIEL 53 589 543 540 
RamanExtended_Wiki_CIEL 69 1153 1065 1061 
GarainExtended_Wiki_CIEL 113 1782 1684 1683 
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Un deuxième filtrage est indispensable pour s’assurer que la syntaxe des 
expressions corresponde à la grammaire retenue dans le système. En ce qui 
nous concerne, nous nous intéressons actuellement au sous ensemble 
RamanReduced_Wiki_CIEL. Après le filtrage au niveau grammaire, nous 
avons 211 expressions qui vont être utilisées en tant que base de test.  
Le filtrage au niveau symbole se fait facilement grâce aux scripts Perl4. Par 
contre, il est plus compliqué de filtrer les expressions qui correspondent à la 
grammaire, ceci a été effectué manuellement. 
3.5. L’étiquetage de données manuscrites 
Une question importante se pose lors de la construction de la base 
d’expressions : que doit-on définir dans la vérité terrain d’une expression 
mathématique manuscrite en-ligne ? Faut-il décrire la disposition des 
symboles, ou bien l’interprétation de l’expression ? Généralement le résultat 
de reconnaissance est en format standard de représentation d’expression 
mathématique, il s’agit souvent d’une chaîne LaTeX ou d’une structure 
MathML5.  
Le format de chaîne LaTeX est une représentation populaire d’une 
expression mathématique, mais il a ses limites. Tout d’abord, il ne représente 
que la disposition spatiale des symboles et il n’est pas destiné à interpréter 
l’expression. Deuxièmement cette représentation n’est pas unique : la même 
expression peut se décrire par plusieurs variantes de chaînes, notamment en ce 
qui concerne le nombre d’accolades par exemple. Considérons l’expression
( )32+x , la chaîne LaTeX s’écrit soit comme : $(x+2)^3$ ou ${(x+2)}^{3}$ 
ou …. 
De son coté, MathML est un format émergeant du langage XML, destiné à 
réaliser des expressions mathématiques dans les documents portables comme 
les pages web. De plus, il vise à encoder soit la disposition spatiale des 
symboles de l’expression ou l’interprétation (le contenu) de ces symboles. 
Dans le premier cas, la description représente une disposition unique des 
symboles, bien que dans le deuxième cas, la même expression s’affiche 
différemment selon le rendu utilisé. La Figure 47 montre les deux types de 
présentation MathML de l’expression (x+2)3. Il est à remarquer que dans la 
deuxième description, les parenthèses ne sont pas explicites, contrairement à la 
description de disposition. En conséquence, la même description de contenu 
est équivalente à plusieurs représentations de disposition de la même 
expression.  
                                                           
4
 http://en.wikipedia.org/wiki/Perl 
5
 http://www.w3.org/TR/MathML/ 
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<msup> 
<mrow> 
<mo>(</mo> 
<mrow> 
<mi>x</mi> 
<mo>+</mo> 
<mn>2</mn> 
</mrow> 
<mo>)</mo> 
</mrow> 
<mn>3</mn> 
</msup> 
<apply> 
<power/> 
<apply> 
<plus/> 
<ci>x</ci> 
<cn>2</cn> 
</apply> 
<cn>3</cn> 
</apply> 
 
(a) Disposition  (b) Contenu  
Figure 47 - Les deux formats de MathML pour l’expression  
Par exemple les trois expressions affichées dans la Figure 48 ont la même 
description de contenu défini par :  
<apply>  
        <minus/>  
        <apply>  
          <divide/>  
          <ci>a</ci>  
          <ci>b</ci>  
        </apply>  
</apply>  
   
Figure 48 - La même description MathML d’une expression rendu par trois 
applications différentes  (a) Test Suite of MathML 6 (b) FireFox 3.5.7 and (c) 
MathMagic 4.81 7 
On constate de ces observations que la vérité terrain d’une expression 
mathématique ne doit pas être considérée seulement au niveau de 
l’interprétation mais aussi au niveau de la description de la disposition spatiale 
des symboles. 
Puisque la sortie de notre système est au format LaTeX, nous avons choisi 
cette description comme vérité terrain principale des expressions. Donc, une 
chaîne LaTeX est associée à chaque expression correspondante, générée ou 
récoltée. Comme nous l’allons voir dans la section § 3.6, l’étiquetage au niveau 
expression n’est pas suffisant pour bien évaluer la performance du système. En 
conséquence, chaque expression est étiquetée au niveau des traits comme le 
                                                           
6
 http://www.w3.org/Math/testsuite/mml2-testsuite/index.html 
7
 http://www.mathmagic.com/ 
( )32+x
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montre la Figure 49. Les traits du même symbole ont le même indice pour 
faire la différence entre différentes occurrences de la même classe, comme les 
symboles ‘+’ dans l’exemple de la Figure 49.  
Les expressions générées sont étiquetées automatiquement lors de la 
génération de la base d’expressions. Pour cela, au moment de l’ajout d’un 
symbole nous ajoutons en plus des coordonnées du symbole son étiquette et 
l’indice du symbole courant. Les étiquettes sont introduites dans le fichier 
Unipen par le mot clé .LABEL et l’indice est noté dans la ligne suivante. En ce 
qui concerne la base d’expressions récoltées, il s’agit d’une tâche longue et 
fastidieuse. Pour faciliter le processus, nous avons développé une méthode 
semi automatique pour accélérer l’étiquetage. Elle se base sur un classifieur de 
symboles appris sur la base de symboles isolés, et une pré-segmentation de 
l’expression en composantes connexes. Nous retenons ensuite l’étiquette 
donnée par le classifieur à chaque composante à condition qu’elle soit 
comprise dans le vocabulaire de l’expression courante. Ce processus est 
appliqué sur toutes les expressions de la base. Puis, nous vérifions 
manuellement les segmentations et les étiquettes, en faisant les corrections 
nécessaires. Cette méthode s’est montrée efficace et nous a permis d’étiqueter 
une bonne partie de la base récoltée. 
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Figure 49 - Expression étiquettée et son fichier Unipen   
 
.LATEX $x+y^{\frac{2}{ k+1}}$  
.PEN_DOWN  
39.868331 225.014490 50.000000 62903.000000  
52.737879 215.531665 92.000000 62943.000000  
.....  
98.797313 246.012173 36.000000 63249.000000  
.PEN_UP  
.LABEL x  
0  
.PEN_DOWN  
123.326222 224.277996 64.000000 28949.000000  
.....  
125.299385 253.382149 96.000000 29082.000000  
124.806094 253.382149 36.000000 29095.000000  
.PEN_UP  
.LABEL +  
1  
.PEN_DOWN  
108.034210 241.543172 38.000000 29095.000000  
109.020791 240.556590 84.000000 29108.000000  
......  
145.524304 245.982788 32.000000 29215.000000  
.PEN_UP  
.LABEL +  
1  
.............................. 
.............................. 
.PEN_DOWN  
238.406450 227.793148 0.000000  64128.000000  
236.676344 228.225674 56.000000 64141.000000  
.....  
267.385729 225.630515 90.000000 64328.000000  
.PEN_UP  
.LABEL 1  
7  
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3.6. Comment évaluer un système de reconnaissance 
d’expressions mathématiques 
L’objectif de l’évaluation d’un système de reconnaissance est de mesurer le 
degré de son succès. Elle est aussi indispensable pour pouvoir analyser et 
comprendre le comportement du système. Les mesures utilisées dans les deux 
cas sont de plusieurs natures, de très globales qui reflètent la performance 
totale du système, à très locales qui reflètent la performance des sous parties 
de systèmes. 
Taux de reconnaissance d’expressions (expRate) 
Pour évaluer un système de reconnaissance d’expressions mathématiques, il 
faut d’abord connaître la sortie prévue du système. Idéalement, la sortie doit 
être identique à la vérité terrain. La façon la plus simple est de compter les 
expressions bien reconnues en comparant la sortie avec la vérité terrain au 
niveau expression. Néanmoins, différentes vérités peuvent représenter la 
même expression. Donc, cette méthode d’évaluation n’est pas facilement 
automatisable. En conséquence, cette mesure est souvent calculée 
manuellement, c’est le cas dans plusieurs travaux [15][85][94]. Dans les cas 
où la représentation MathML est utilisée pour la sortie du système et aussi 
pour la vérité terrain des expressions [99], une évaluation automatique est 
possible. Le taux de reconnaissance d’expressions est calculé par la formule : 
sexpressiond'  totalnombre
reconnuesbien  sexpressiond' nombre
  expRate =    (1) 
En ce qui nous concerne, en partant des chaînes LaTeX pour exprimer le 
résultat et la vérité terrain, nous avons proposé deux méthodes pour comparer 
ces chaînes. La première est semi-automatique car elle nécessite une 
intervention humaine ponctuelle. Pour limiter cette interaction nous 
sauvegardons dynamiquement une liste  1d’équivalence de chaînes LaTeX qui 
est mise à jour à chaque intervention auprès du vérificateur humain. Le format 
du fichier est simple, sur une première ligne se situe la vérité, et la chaîne à 
contrôler est sur la ligne suivante. Ensuite, sur la troisième ligne se trouve la 
valeur 0 si les deux chaînes ne sont pas équivalentes, et 1 dans le cas contraire, 
comme par exemple : 
$/frac{x+y}{a+b^2}$ 
$/frac{x+y}{a+b_2}$ 
0 
$/frac{x+y}{a+b^2}$ 
$/frac{x+y}{a+b^{2}}$ 
1 
Afin de minimiser l’intervention humaine autant que possible, des 
conditions de rejet (nombre de symboles, symboles identiques) sont testées 
d’abord. Puis, si les deux chaînes partagent les mêmes symboles un couple 
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d’équivalence est cherché dans la liste des couples sauvegardés 
précédemment. Finalement, si la réponse n’y est pas trouvée, nous procédons à 
l’affichage des deux chaînes pour qu’un utilisateur décide si elles sont 
équivalentes ou pas. La réponse de l’utilisateur est ajoutée dans la liste qui est 
mise à jour. Les étapes de comparaison des deux chaînes sont montrées sur la 
Figure 50. 
 
Figure 50 - Comparer deux chaînes LaTeX 
Nous avons constaté dans nos expérimentations que le nombre de questions 
posées diminue au fur et à mesure des tests effectués. Plus on fait de tests, plus 
on ajoute de nouveaux couples dans le fichier. Pourtant, il y a toujours la 
possibilité qu’une intervention humaine soit demandée surtout lors du teste de 
nouvelles méthodes de reconnaissance qui peuvent produire de nouveaux 
formats de résultat non encore rencontrés.   
Pour éviter cet inconvénient, nous avons proposé une méthode automatique 
consistant en transformer les chaînes LaTeX en format MathML (disposition) 
servant de format pivot pour la comparaison. Ainsi deux chaînes LaTeX 
différentes, mais donnant la même représentation MathML seront considérées 
équivalentes. La transformation se fait en utilisant un outil libre disponible sur 
Internet 8 . On s’assure que la représentation est unique en MathML en 
effectuant une normalisation du graphe intermédiaire représentant l’expression 
lors de sa transformation. 
                                                           
8
 http://gva.noekeon.org/blahtexml. 
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Ce taux de reconnaissance au niveau expression, quelque soit la façon de le 
calculer, est très global. Son inconvénient est qu’un seul symbole manqué, mal 
reconnu ou mal segmenté cause une reconnaissance erronée au niveau 
expression. Cela est surtout sensible quand les expressions à reconnaître sont 
longues, car alors il y a plus de chance de se tromper sur l’un des symboles. 
Cela n’empêche pas que beaucoup de travaux [15][19][20][67][68][78][80] 
utilisent cette mesure. Encore une fois, la comparaison est alors dangereuse. 
Ce n’est pas la même chose d’obtenir le même taux sur deux corpus dont les 
longueurs moyennes d’expressions sont différentes. Il est évident que les 
mesures calculées au niveau expression sont très globales et peuvent cacher 
des problèmes complexes. De telles mesures ne permettent pas de comprendre 
la performance du système dans les différents niveaux intermédiaires. Un 
exemple similaire est celui de la reconnaissance de phrases. En effet, quand 
une phrase est très longue, il est plus probable qu’elle contienne des erreurs de 
mots. Il est donc commun dans ce cas de fournir plutôt un taux de 
reconnaissance au niveau mot. De plus, en fonction de la structure du système, 
il peut être intéressant d’examiner un comportement spécifique. Par exemple, 
un système avec une analyse syntaxique et structurelle mérite d’être évalué 
aux niveaux segmentation et reconnaissance. 
Par conséquent, des mesures plus en profondeur sont souhaitables. Dans ce 
cadre, il existe deux familles principales de mesures : qualitatives et 
quantitatives qui sont très souvent calculées automatiquement.  
3.6.1. Mesures quantitatives 
Plusieurs indicateurs complémentaires sont proposés pour évaluer la 
performance d’un reconnaisseur d’expressions mathématiques. Un des 
indicateurs les plus utilisés [15][20][23][24][78][79][80][97][99][109] et des 
plus directs est le taux de reconnaissance des symboles (recoRate) qui est le 
taux des symboles bien reconnus dans l’expression : 
symboles de  totalnombre
reconnusbien  symboles de nombre
  recoRate =     (2) 
Par exemple, si l’expression x2+i  est reconnue x2+1 , le taux obtenu est 
alors de 3/4 = 0.75, car il y a une seule erreur de reconnaissance, le ‘i’ ayant 
été reconnu comme un ‘1’. Il est évident que cet indicateur est facile à 
calculer, mais en quelque sorte il ne reflète que la performance du classifieur 
de symboles. Par exemple, si l’expression précédente était reconnue comme 
α
3
x1, alors ce taux  indiquerait 0% de taux de reconnaissance des symboles et 
aussi 0% au niveau d’expression. Mais cela ne veut pas dire que le système a 
totalement échoué. Pour surmonter cette limitation, une autre mesure est 
largement utilisée, c’est le taux de segmentation [15][20][23][24]. Par 
définition, ce taux est le pourcentage de symboles bien segmentés : 
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symboles de  totalnombre
segmentésbien  symboles de nombre
  segRate =     (3) 
Un symbole est dit bien segmenté si ses traits (ou pixels) sont regroupés 
ensemble sans s’occuper de savoir si ils sont bien reconnus ou non. Revenant à 
l’exemple ci-dessus, si on considère le résultat de segmentation montré dans la 
Figure 51-a, on aura un taux de segmentation de 100%, signifiant que tous les 
segments des symboles sont bien extraits. Si la reconnaissance de l’expression 
échoue alors, c’est que la faiblesse du système provient soit du classifieur, soit 
du système d’interprétation. 
En effet, comme c’est le cas dans la reconnaissance de textes, les taux de 
reconnaissance et de segmentation de symboles sont interdépendants. Par 
exemple, supposons que l’expression x2+i soit reconnue comme x2+1 à cause 
du mauvais regroupement du point du ‘i’ dans la dernière composante dans la 
Figure 51-b. Dans ce cas, le taux de segmentation est de 50% (2/4) et le taux 
de reconnaissance est aussi affecté avec un taux de 75% (3/4). On a toujours le 
taux au niveau expression qui reste à 0%. Cette dépendance de ces trois taux 
montre la nécessité de s’intéresser conjointement à ces différentes grandeurs. 
Une autre propriété intéressante du résultat de reconnaissance, est de savoir 
à quel point la structure de l’expression est bien reconnue. Supposons que 
l’encre dans la Figure 51-a soit bien segmentée (100%), mais reconnue comme 
c
3
x1. Le classifieur de symboles est alors très faible (0% de symboles bien 
reconnus). Mais le système a réussi à trouver la bonne structure de 
l’expression, ce qui indique que la phase d’interprétation s’est bien déroulée. 
Pour cette raison, il est intéressant d’avoir accès à ce type d’information afin 
de mieux comprendre le comportement du système.   
                           
a) Segmentation correcte                    b) Segmentation erronée 
Figure 51 - Résultat de la phase de segmentation de l’expression x2+i 
Contrairement aux taux de segmentation et de reconnaissance de symboles, 
la mesure structurelle dépend de l’architecture du système et de sa 
représentation de l’expression mathématique. Dans ce cadre, on peut vérifier 
que les relations entre les symboles sont correctement interprétées [23] 
[78][80], ou que certaines structures, telles que la somme, la racine carrée sont 
bien reconnues [99][109]. Dans [24][85] cette mesure est calculée en fonction 
des lignes de base correctement trouvées dans l’expression reconnue. Ces 
mesures d’évaluation structurelle ignorent la performance du classifieur de 
symboles et se focalisent sur l’exactitude de l’analyse structurelle.  
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La mesure structurelle est moins présente dans la littérature pour plusieurs 
raisons. Tout d’abord, les relations spatiales ne sont pas toujours explicites 
dans les structures reconnues. De plus, quand les relations spatiales sont 
présentes dans l’arbre résultat, la mise en correspondance des relations requiert 
des algorithmes complexes de comparaison d’arbres. Ceci est possible en 
calculant une distance d’édition entre deux arbres [110]. Mais cette distance ne 
considère que l’insertion, la suppression, et le remplacement et pas l’inversion 
à cause de la complexité de l’opération de mise en correspondance. En effet, le 
problème du matching d’arbres non-ordonné est un problème NP complet 
[18]. En conséquence, dans un cas d’inversion du numérateur et du 
dénominateur au niveau de l’interprétation d’une fraction, comme dans 
l’exemple $(a+b)/(c+d)$ reconnue comme $(c+d)/(a+b)$, il y aura une 
distance très élevée même s’il n’y a qu’une seule erreur d’inversion. 
Nous proposons deux concepts au niveau des relations spatiales : relation 
correcte et relation trouvée. Une relation correcte est une relation trouvée dans 
l’arbre de résultat avec une correspondance dans la vérité terrain impliquant 
les mêmes symboles dans les deux relations. Si les symboles sont différents, la 
relation est considérée comme une relation trouvée. De plus les relations 
restantes qui n’ont pas de correspondances dans la vérité terrain sont des 
relations non-valides. Les taux de reconnaissance de relations spatiales 
correctes et trouvées sont définis par les formules suivantes : 
relations de  totalnombre
correctes relations de nombre
 rect relRateCo =     (4)  
relations de  totalnombre
 trouvéesrelations de nombre
  ndrelRateFou =     (5) 
Ces deux mesures ne prennent en compte que les relations spatiales sans 
considérer la segmentation ni la reconnaissance des symboles. En effet, nous 
pouvons considérer trois degrés de liberté. La mesure libre de taux relationnel 
est indépendante de la segmentation et la reconnaissance. Alors, elle ne reflète 
que la capacité de la phase d’analyse structurelle du système. La mesure de 
2
ième
 degré considère en plus de la relation, la segmentation correcte des 
éléments de la relation. Plus strictement, La mesure de 3ième degré requiert que 
les symboles des segmentations trouvées soient aussi bien reconnus. Cette 
dernière mesure reflète la qualité de la reconnaissance d’expressions car elle 
prend en compte toutes les phases de reconnaissance d’une façon intégrée. 
Revenons à l’exemple de la Figure 51, si l’expression est reconnue comme 
 en considérant la segmentation (a), avec les trois degrés de liberté on 
obtient respectivement : 100% (les deux relations : indice et opérateur sont 
trouvées), 100% (les segments des relations sont correctes), et 0% (aucune 
relation n’a les bons symboles). Tandis qu’en considérant la segmentation du 
cas (b), il n’y a que la relation indice correctement reconnues, ce qui donne 
donc 100%, 50%, 0% comme taux de reconnaissance de relations aux trois 
3 1c ×
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degrés. Malheureusement, nous n’avons pas pu mettre en œuvre 
automatiquement ces dernières mesures car leur calcul nécessite de mettre au 
point des algorithmes complexes de comparaison d’arbres.  
Chacune des mesures introduites ci-dessus reflète la performance de tout ou 
partie du système de reconnaissance d’expressions mathématiques. Dans la 
section suivante, nous allons discuter de quelques mesures intégrées pour 
évaluer globalement un système au moyen d’un indice de performance. Ce 
type de mesures se focalise sur la qualité de la reconnaissance sans chercher à 
incriminer chacune des sous parties du système (segmentation, reconnaissance, 
interprétation). 
3.6.2. Mesures qualitatives 
Une simple mesure intégrée a été utilisée par [78] dans le but de mesurer la 
totalité du système avec une seule valeur sR . Cette mesure prend en compte le 
nombre de symboles et d’opérateurs (implicites et explicites) bien reconnus et 
est calculée par la formule :  
opérateurset  symboles de  totalnombre
reconnusbien  opérateurset  symboles de nombre
=sR  ;  
Cette mesure intègre la performance du classifieur et de l’interprétation. 
Une mesure très similaire est proposée par [103]. Mais au lieu de compter les 
structures bien reconnues, on demande l’avis de personnes qualifiées 
(Étudiants d’université). Ces personnes évaluent la structure de l’expression 
reconnue avec une valeur entre 0 et 1 (1 pour totalement correcte). La somme 
de ces valeurs est ensuite utilisée au lieu du nombre d’opérateurs bien 
reconnus. Il est clair qu’une telle mesure ne semble pas très efficace. Elle 
requiert une intervention humaine à chaque expression reconnue. De plus, il 
est évident que le résultat est subjectif et dépend fortement des personnes 
participant à l’évaluation. Il est donc souhaitable de disposer de mesures plus 
automatisées.    
Une mesure intégrée de performance de reconnaisseur d’expressions 
mathématiques a été proposée dans [86][101]. La segmentation, la 
reconnaissance et les structures sont comparées en utilisant la présentation 
MathML de l’expression de sortie et de référence. Ensuite, un indice de 
performance γ dans l’intervalle [0..1] est calculé automatiquement pour 
estimer l’exactitude de l’expression reconnue (1 pour une expression bien 
reconnue). Il considère à la fois le taux de reconnaissance de symboles et aussi 
le positionnement de ces symboles sur les lignes de base de l’expression. La 
ligne principale est le niveau 0, et une erreur y est considérée beaucoup plus 
grave qu’à un niveau supérieur (exposant) ou inférieur (indice).  
L’indice de performance est défini par : 
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∑
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1γ  ; 
Pour une expression donnée, tS  est le nombre total de symboles et eS est 
le nombre de symboles mal reconnus, iR  le nombre de symboles du niveau i 
et iO  le nombre de ceux mal positionnés du niveau i. Puis la performance du 
système est la moyenne de l’indice γ sur toute la base du test. Une autre 
mesure a été proposée dans [111], les arbres de la représentation MathML de 
la référence et du résultat sont transformés en chaîne d’Euler. Puis on calcule 
la distance d’édition entre les deux chaînes pour estimer la mesure 
d’évaluation.  
Le grand avantage d’une mesure intégrée est de pouvoir effectuer son 
calcul d’une façon automatique. La complexité des deux dernières méthodes 
est raisonnable, et donc applicable aux grandes bases d’expressions. De plus, 
elles sont indépendantes de l’architecture du système et permettent donc de 
comparer des systèmes différents. Par contre, ces mesures intégrées ne sont 
destinées qu’à mesurer la globalité du système. Elles ne sont pas adaptées 
quand on cherche à mesurer la performance d’une sous partie du système. Car 
même si l’indice indique une faiblesse, il ne porte aucune information sur son 
origine. De telles indicateurs sont donc complémentaires des mesures plus 
locales. 
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3.7. Conclusion 
Nous avons dans ce chapitre étudié le problème d’évaluation d’un système 
de reconnaissance d’expressions mathématiques.   
Dans un premier temps nous avons détaillé les différentes étapes mises en 
jeu afin de créer de manière synthétique une expression manuscrite en-ligne. A 
l’aide de l’arbre de dérivation de la chaîne LaTeX, il est possible de définir les 
différentes boîtes englobantes associées à chaque symbole en fonction des 
classes de nœuds rencontrées. Cette méthode nous fournit un outil intéressant 
qui permet de produire des grosses bases d’expressions de manière aisée. Le 
choix du corpus d’expressions et de la taille de la base est critique pour bien 
évaluer le système. Différentes bases et corpus sont proposés dans la 
littérature. Cette diversité ne permet pas de comparer les différents systèmes. 
De plus, les mesures utilisées pour l’évaluation ne sont pas standardisées, ce 
qui complique encore plus la comparaison des systèmes. Pour permettre aux 
autres chercheurs à se comparer avec nos résultats, nous allons rendre publique 
la base RamanReduced_Wiki_CIEL de 211 expressions. 
Ensuite, nous avons décrit les caractéristiques à considérer pour construire 
notre base d’expressions. Nous avons défini trois corpus d’expressions : 
Calculette, RamanReduced, et Wiki_CIEL pour construire nos bases 
d’expressions pour l’apprentissage et le test de notre système. Finalement, 
nous avons exploré les mesures d’évaluations les plus souvent utilisées dans ce 
domaine. Plus précisément, nous avons retenu le taux de reconnaissance 
d’expressions, le taux de segmentation, et le taux de reconnaissance des 
symboles.  
Nous allons dans le chapitre suivant détailler l’architecture de notre 
système de reconnaissance d’expressions mathématiques manuscrites en-ligne. 
Nous allons également présenter les algorithmes et les stratégies mises en 
œuvre pour la conception, l’apprentissage, et le test du système. 
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4. Reconnaissance d’expressions mathématiques manuscrites en-ligne 
4.1. Architecture globale du reconnaisseur d’expressions 
mathématiques 
Les chapitres précédents nous ont montré que l’architecture globale d’un 
système de reconnaissance d’expressions mathématiques pouvait se 
décomposer fonctionnellement en une séquence d’étapes fortement 
interdépendantes. L’objectif de l’architecture que nous allons proposer est de 
compenser les problèmes de chacune des étapes individuelles de la 
reconnaissance. Nous considérerons la reconnaissance d’expressions 
mathématiques comme une optimisation simultanée de la segmentation, de la 
reconnaissance de symboles, et de l’interprétation. 
Considérons une expression donnée comme un ensemble de traits 
représentant des symboles : 
{ }nt,...,t,tE 21=         (6)  
Reconnaître une expression consiste en particulier à trouver le meilleur 
regroupement possible de ses traits, à identifier le symbole correspondant à 
chaque regroupement, et finalement à interpréter l’expression dans le langage 
du domaine. Ces différentes étapes vont participer à la définition d’une 
fonction de coût EC  que l’on va chercher globalement à minimiser. Ce coût 
est déduit du score de reconnaissance d’hypothèses de segmentation ( recoC ) et 
des coûts structurels ( structC ) entres les symboles de l’expression. Le 
reconnaisseur d’expressions est présenté dans la Figure 52, il est également 
utilisé dans le système d’apprentissage (avec ou sans modèle de langage) 
comme nous l’allons voir. Il consiste en : 
− Un générateur d’hypothèses de symboles élaborant des combinaisons 
des traits. Un groupe de traits s’appelle une hypothèse de symbole ‘hs’ 
où Ehs ⊆ . 
− Un classifieur de symboles associant un score de reconnaissance, mais 
aussi une étiquette pour chacune des hypothèses. Il peut être un 
classifieur simple ou hybride, avec ou sans classe de rejet. 
− Un analyseur de structure permettant d’obtenir des informations 
structurelles sur chaque hypothèse afin d’établir un coût structurel. 
− Un modèle de langage défini par la grammaire de production 
d’expressions mathématiques. 
− Un bloc de décision choisissant l’ensemble des hypothèses minimisant 
le coût global et respectant le modèle de langage : 
))C,C(fmin(argC;'E)E(R structreco'E ==    (7) 
Sachant que : 
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Figure 52 - Architecture du système 
Dans cette architecture, les briques correspondant au générateur 
d’hypothèses et d’analyse syntaxique (modèle de langage) seront fournies par 
notre partenaire industriel « Vision Objects ». Nous nous intéresserons à 
mettre au point le classifieur de symboles, et l’analyseur structurel de sorte 
qu’ils soient bien adaptés au problème de reconnaissance d’expressions 
mathématiques. Nous proposerons également plusieurs stratégies 
d’apprentissage du système à partir de bases de symboles isolés et/ou 
d’expressions mathématiques complètes. 
4.2. Générateur d’hypothèses de symboles 
Le générateur d’hypothèses élabore des combinaisons des traits. Un groupe 
de traits s’appelle une hypothèse de symbole ( hs ). Toutefois, beaucoup 
d’hypothèses de segmentation sont invalides. Celles-ci correspondent à deux 
cas : la sur-segmentation ou bien la sous-segmentation. Dans le premier cas, 
seul un sous-ensemble des traits du symbole, lorsque celui-ci est écrit en 
plusieurs traits, est sélectionné ; tandis que dans le second cas, le 
regroupement considéré fusionne des traits appartenant à plusieurs symboles. 
La Figure 53 montre des exemples de bonnes ou mauvaises segmentations. 
Des exemples d’hypothèses valides de segmentation sont entourés en vert. Des 
hypothèses invalides de segmentation sont entourées en rouge pointillé. Des 
symboles entiers ont pu être fusionnés, c’est le cas du ‘2’ et du ‘a’ qui sont 
considérés comme un seul symbole. Il est possible aussi de fusionner des sous 
parties de plusieurs symboles, comme le cas du ‘x’ et  de la barre supérieure de 
du caractère ‘=’. Ces deux cas sont des sous-segmentations. Un exemple de 
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sur-segmentation qui ne considère qu’une partie d’un symbole, est montré 
avec la barre inférieure du caractère ‘=’. 
 
Figure 53 - Exemple des hypothèses de segmentation 
Le générateur est basé sur une extension d’un algorithme de programmation 
dynamique en deux dimensions (2D-DP) pour générer les hypothèses de 
symboles. Le 2D-DP compense les limites d’un algorithme 1D-DP qui ne 
permet que de fusionner des traits temporellement consécutifs en permettant 
de gérer des regroupements de traits non-consécutifs. Ceci est très important 
dans la reconnaissance d’expressions mathématiques car il est fréquent de 
saisir quelques traits tardifs pour corriger une erreur, ou par habitude du 
scripteur (point du ‘i’ par exemple qui s’écrit à la fin). L’introduction de 
l’aspect 2D augmente exponentiellement le nombre d’hypothèses par rapport 
au nombre de traits. Pour contrôler et limiter le nombre d’hypothèses, les 
contraintes suivantes ont été définies afin de réduire autant que possible les 
hypothèses invalides : 
a. Nombre maximal d’hypothèses de symboles Nh : comme nous l’avons 
vu dans le chapitre  2, le nombre possible d’hypothèses est défini par le 
nombre de Bell. Le nombre d’hypothèses de segmentation d’une 
simple expression par exemple de 7 traits est de 877. Ce nombre 
augmentant très rapidement avec le nombre de traits. Nous 
introduisons un nombre maximal d’hypothèses pour borner l’explosion 
combinatoire. Nous avons fixé expérimentalement ce nombre à 1500 
hypothèses. Ce nombre est variable selon le domaine concerné par le 
reconnaisseur, 500 hypothèses sont suffisantes pour un reconnaisseur 
d’expressions de type calculette (cf. chapitre  3). 
b. Nombre maximal de traits par hypothèse Na : le nombre de traits par 
symbole varie selon les symboles mathématiques. Les petits symboles 
s’écrivent le plus souvent en un seul trait  (ex : −, α). D’autres peuvent 
atteindre jusqu’à 7 traits (ex : arctan). En étudiant la distribution du 
nombre de traits par symboles sur la base des symboles isolés, nous 
avons fixé Na = 5, qui semble suffisant pour les classes des symboles 
dans les corpus choisis (moins de 0.4% des symboles ont plus de 5 
traits). 
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c. Distance maximale entre les traits Dmax : tous les traits composant un 
symbole se situent près l’un de l’autre. Il est donc possible d’utiliser 
cette contrainte pour éliminer les regroupements de traits éloignés.  
d. Nombre maximal de sauts temporels Nj : un saut temporel a lieu quand 
un symbole est complété après avoir saisi d’autres symboles (par 
exemple pour revenir en arrière à la fin d’une expression pour 
compléter certains symboles multi-traits comme le ‘i’, le ‘t’,…). En 
conséquence, il n’est pas rare d’avoir un saut temporel à l’intérieur 
d’une expression. Nous autoriserons donc un maximum de deux sauts 
temporels par symbole. 
Les paramètres ci-dessus sont peu contraignants où 99,7% des vrais 
symboles sont proposés par le générateur d’hypothèses, comme nous allons 
voir dans l’expérimentation présentée dans la section  5.7.1. 
4.3. Classifieur de symboles 
Nous souhaitons que le classifieur de symboles associe non seulement une 
étiquette à chaque hypothèse de segmentation mais également un score de 
reconnaissance. Pour cela nous avons considéré des classifieurs avec sorties 
probabilistes tels qu’il est possible d’en obtenir à l’aide d’un étage de sortie 
approprié que cela soit avec un réseau de neurones ou un SVM. Pour une 
hypothèse donnée, )hsC(p ij dénote la probabilité que l’hypothèse ihs soit la 
classe jC ; avec ∑ =
j
ij )hsC(p 1 . 
Nous avons vu que les symboles mathématiques comportent des ambiguïtés 
qui peuvent être résolues au niveau du contexte global de l’expression. Pour 
cette raison, quelques méthodes proposées considèrent les N meilleurs 
candidats du classifieur de symboles [24]. D’une façon similaire, d’autres 
approches retardent la décision sur l’identité des symboles ambiguës et 
cherchent à les fixer globalement [15]. Dans cette optique, nous allons 
déterminer le nombre de candidats retenus pour chaque hypothèse ihs . Nous 
retenons topN candidats avec un maximum de N ( NtopN≤  ). La valeur de 
topN est choisie par la condition : 
∑
=
≤
topN
j
ij k)hsC(p
1         
(9) 
Le but du seuil k est de ne garder que les candidats avec une bonne 
confiance et ainsi d’éviter de garder les N candidats systématiquement. Le 
choix de la valeur du ‘k’ est déterminé expérimentalement comme nous allons 
le voir dans la section  5.4.2.  
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Le score de reconnaissance est ensuite transformé en coût en utilisant une 
fonction logarithmique. Le coût que l’hypothèse courante soit de la classe j est 
alors défini par :   
))|hsP(c=Clog()hs(C ijireco −=      (10); 
où plus la probabilité est élevée, plus la fonction de coût est faible. Avec un tel 
type d’approche, une situation importante à prendre en compte est celle du 
comportement du classifieur vis-à-vis des hypothèses invalides. En particulier, 
la capacité de rejet du classifieur doit être examinée (rejet d’ignorance et non 
d’ambiguïté). 
Dans une application classique, l’entrée du classifieur est une forme qui 
représente un exemple de son vocabulaire. Par exemple, dans un reconnaisseur 
de chiffres, l’entrée est toujours supposée être un signal manuscrit 
correspondant à l’un des dix chiffres. Néanmoins, quand une forme ne 
correspondant à aucun chiffre est présentée en entrée du classifieur, la sortie 
est toujours un chiffre. Dans notre application, cela est surtout gênant lorsque 
nous voulons faire la différence entre les vraies classes (les symboles bien 
segmentés) et les formes indésirables (les mauvaises segmentations). 
Avant de détailler les structures des classifieurs utilisés, nous allons 
présenter les prétraitements appliqués à chaque hypothèse de symbole. Ils en 
résultent un vecteur de caractéristiques servant en tant qu’entrée du classifieur. 
4.3.1. Prétraitements 
En fait, un signal manuscrit comporte une grande variabilité selon la vitesse 
(nombre de points) et la taille de l’écriture. Entraîner un classifieur avec de 
telles données augmente notamment la difficulté de sa conception et de son 
apprentissage. Il est donc important de prétraiter l’entrée du classifieur pour 
faciliter sa tâche de reconnaissance. Cette étape de prétraitements vise donc à 
diminuer la variance intra-classe et inversement à augmenter la variance inter-
classes afin de favoriser la séparation des classes. 
4.3.1.1. Ré-échantillonnage et normalisation 
Une première grande variation entre des signaux en-ligne est le nombre de 
points d’échantillonnage. Cette variation vient de l’outil de saisie ou de la 
vitesse de l’écriture. Plus la vitesse est élevée moins il y a de points 
d’échantillonnage. En effet, selon les scripteurs, le temps de formation d’une 
lettre peut être plus ou moins long et la forme des symboles très différente. 
Cette étape consiste donc à réduire l’information redondante, lorsqu’il y a trop 
de points, ou à étendre l’information lorsqu’il y a peu de points. Il est ainsi 
possible d’avoir un nombre uniforme de points pour toutes les entrées du 
classifieur.  
Pour cela à partir de la représentation brute du signal d’entrée, on analyse 
les coordonnées spatiales (x, y) et les informations de lever et poser de stylo 
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(.Pen_UP et .Pen_Down) qui caractérisent un nouveau trait. On ré-
échantillonne le signal en un nombre N fixe de points. On distingue deux types 
de points : les points où le stylo est posé (vrais points), et les points où le stylo 
est levé pour se déplacer d’un trait à un autre (points imaginaires). Les 
nouveaux points sont caractérisés par la matrice de dimension 3xN [X,Y, 
PenUpDown] où X et Y sont les coordonnées des nouveaux points sur les axes 
des abscisses et des ordonnées. La troisième dimension spécifie l’état du stylo 
à un point donné (posé ou levé). Cette information est codée de la façon 
suivante : 


−
=
posé  stylo ;  1   
levé  stylo ;  1
PenUpDown   
Sur la Figure 54, qui illustre quelques exemples de symboles avant et après 
ré-échantillonnage spatial, les points caractérisant l’appui du stylo 
(PenUpDown=1) sont présentés par les points bleus, les autres par des carrés 
rouges (dans l’exemple du b à deux traits).  
 
Figure 54 - Exemples du ré-échanthillonnage du symbole 'b' 
Les symboles échantillonnés sont ainsi représentés comme une séquence de 
points [X(n),Y(n)] (n numéro du point) espacés par une distance régulière 
selon la longueur du tracé, par opposition au temps dans la séquence d’entrée. 
Par expérimentation, nous avons fixé le nombre de points à 50 pour chaque 
hypothèse de symbole et utilisé une simple interpolation linéaire. 
Avant d'analyser l'information acquise pour extraire les caractéristiques du 
signal, il est nécessaire de recentrer le signal manuscrit et de le normaliser. Le 
but du recentrage et de la normalisation est d’obtenir une représentation 
invariante aux translations, aux distorsions spatiales, et à la taille des 
symboles. Le signal est d’abord normalisé et centré par rapport à sa taille 
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maximale dans un carré [−1, +1]×[−1, +1]. Ensuite dans le but de faciliter la 
tâche du classifieur, on extrait de cette séquence de points des informations 
géométriques locales telles que la direction du mouvement et la courbure de la 
trajectoire. On obtient alors une séquence de vecteurs de 7 caractéristiques par 
point, décrites dans la section suivante. 
4.3.1.2. Les caractéristiques utilisées pour la reconnaissance  
Comme indiqué précédemment, nous avons fixé le nombre de points à 50 
pour chaque hypothèse de symboles. En chacun de ces points, un vecteur de 7 
caractéristiques est extrait. Il comporte les coordonnées x et y, les cosinus 
directeurs de la direction (cosθ, sinθ) et de la courbure (cosΦ, sinΦ) de la 
trajectoire et l’état posé ou levé du stylo en ce point, cf. la Figure 55. 
x 
θ (n) 
X(n),Y(n) 
X(n+1),Y(n+1) 
X(n-1),Y(n-1) 
Direction  
Φ (n) 
X(n),Y(n) 
X(n+2),Y(n+2) 
X(n-2),Y(n-2) 
Courbure  
 
Figure 55 - Illustration des angles dans le calcul de la direction (angle θ) et 
de la courbure de la trajectoire (angle Φ) [74] 
Le cosinus directeur de la direction (cosθ, sinθ) représente la direction de la 
trajectoire du tracé selon les axes X et Y respectivement où : 




+−
+−
+=−
==




+−
+−
+=−
==
autrement ;
11
11
  11                                0
autrement ;
11
11
  11                               0
))n(P),n(P(cetandis
))n(Y),n(Y(cetandis
)n(Y)n(Y;
)n(sin)n(Direction
))n(P),n(P(cetandis
))n(X),n(X(cetandis
)n(X)n(X;
)n(cos)n(Direction
y
x
θ
θ
 
Le cosinus directeur de la courbure (cosΦ, sinΦ) représentent la courbure 
de la trajectoire du tracé selon les axes X et Y respectivement où : 
)n(Direction)n(Direction
)n(Direction)n(Direction)n(sin)n(Courbe
)n(Direction)n(Direction
)n(Direction)n(Direction)n(cos)n(Courbe
yx
xyy
yy
xxx
11                                            
11
11                                            
11
+×−
−+×−=Φ=
+×−
++×−=Φ=
 
La direction et la courbure de premier et dernier points sont identiques à 
leurs points voisins. Il est à remarquer que ces caractéristiques sont sensibles 
au sens de l’écriture et au nombre de traits. Le sens de l’écriture est surtout 
bénéfique pour différencier les symboles qui se ressemblent visuellement, 
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mais s’écrivent différemment, comme ‘ a ’ et ‘α ’ : a et alpha (cf. chapitre  1 
pour plus d’exemples).  
On obtient ainsi une matrice de taille fixe 50×7 représentant un symbole. 
Cette matrice est ensuite propagée dans le classifieur. A la sortie du classifieur, 
chaque sortie fournit la probabilité du label associé qui va servir pour déduire 
le score de reconnaissance de l’hypothèse courante du symbole. 
4.3.2.  Les réseaux de neurones 
Nous adoptons les réseaux de neurones en tant que classifieur principal de 
notre système [112]. Un neurone formel est capable de réaliser la tâche de 
séparation de deux classes linéairement séparable. Comme le montre la Figure 
56, un neurone j est défini par les paramètres suivants : 
− un vecteur d’entrées 
Nij )x(X =  de taille N fixée 
− un vecteur de poids 
Njij )w(W =  
− un biais, dit aussi seuil qui peut être traité comme un poids 
supplémentaire auquel on présente une activité constante égale à 1 
− un potentiel synaptique
jv , avec ∑ ×=
i
ijij xwv  
− une fonction d’activation appelée aussi fonction de transfert f . Une 
forme analytique très courante pour la décision est la fonction 
sigmoïde, mais d'autres fonctions peuvent également être utilisées 
(comme la fonction Softmax). 
− une sortie )v(fy jj = . La sortie de cette cellule est ainsi une fonction 
non linéaire de la somme pondérée de ses entrées. 
 
Figure 56 - Modélisation d'un neurone 
La multiplication et la combinaison de neurones permet de séparer 
plusieurs classes linéairement séparables. Dans un problème de reconnaissance 
de l’écriture, les classes de symboles sont inséparables linéairement dans 
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l’espace de caractéristiques. Ce problème peut être résolu en utilisant des 
réseaux à plusieurs couches permettant de séparer les classes par d’autres 
frontières que des hyperplans dans l’espace de caractéristiques. Les vrais défis 
résident dans le choix de la topologie du réseau et dans le réglage des poids du 
réseau (apprentissage).  
Les réseaux de neurones sont capables de reconnaître des formes globales, 
telles que les symboles mathématiques avec une bonne capacité de 
généralisation. Les réseaux de neurones ont la capacité de stocker de la 
connaissance et la rendre disponible à l’usage. La connaissance est stockée 
dans les poids du réseau, obtenus par un processus d’apprentissage. 
4.3.2.1. Le perceptron Multi couches (PMC) 
Un réseau PMC comporte trois types de couche : la couche d’entrée, la ou 
les couches cachées et la couche de sortie. Dans ce type d’architecture, les 
neurones d’une couche sont complètement connectés à ceux de la couche 
suivante. Les couches cachées ont pour but d’extraire de l’espace d’entrée de 
l’information pertinente pour résoudre le problème de décision. Quant à la 
couche de sortie son rôle est de prendre la décision de reconnaissance, elle 
possède autant de neurones qu’il y a de classes de symboles (ex : 10 dans le 
cas du classifieur des chiffres 0 à 9). Pour obtenir des sorties de type 
probabilités (entre 0 et 1) [113], on utilise en sortie une fonction de transfert 
dite Softmax : 
∑
====
k
v
v
ii
k
i
e
e
)xXCClasse(P)vmax(Soft  ; 
avec : 
i : indice du neurone correspondant à la classe Ci 
k : indice balayant tous les neurones de la couche de sortie 
v : potentiel synaptique du neurone 
x : entrée du réseau 
Pour les couches cachées le choix de la fonction réside dans sa dérivabilité 
et sa simplicité de calcul pour l’apprentissage. Nous retenons la fonction 
tangente hyperbolique, sigmoïde ramenée entre –1 et 1 : 
1
1
2
2
+
−
=
i
i
v
v
i
e
e
)v(Sig  
L’apprentissage est une étape indispensable pour pouvoir discriminer les 
classes et être capable de généraliser le problème avec un nombre limité 
d’échantillons en apprentissage. En effet, dans un contexte d’écriture 
manuscrite, il n’est pas possible de récupérer tous les prototypes possibles. 
Pour réaliser l’apprentissage il faut posséder une base de données, 
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suffisamment importante par rapport au nombre de poids du PMC. 
L’apprentissage se fait en règle générale de manière supervisée, c’est-à-dire 
que la classe de chaque donnée est connue de façon certaine et est utilisée pour 
l’apprentissage. 
4.3.2.2. Algorithme d’apprentissage 
L’apprentissage est basé sur la correction des erreurs de classement des 
données. Pendant l’entraînement supervisé, le système modifie graduellement 
ses poids pour que sa sortie tende vers la sortie désirée. 
Supposons : 
− Xe, le vecteur d’entrée  
− e, l’indice de l’échantillon courant de la base d’apprentissage 
− w, le vecteur de paramètres du réseau (les poids), 
− Y(Xe,w) le vecteur de sortie  
− et Yd(Xe) le vecteur de sortie désiré.  
Apprendre les exemples de la base de données revient à minimiser l’erreur 
globale sur toute la base définie  par l’équation ci-dessous : 
) base la sur touteerreur (l' ; :globaleErreur 
n)échantilloun sur erreur (l' ; :localeErreur 
∑=
e
ede
ede
))X(Y),W,X(Y(d)W(E
))X(Y),W,X(Y(d
 
En général, on utilise principalement pour adapter les poids les méthodes 
utilisant le gradient, celles-ci sont très efficaces. Les algorithmes de gradient 
conjugué sont nombreux mais coûteux en temps, calculs et mémoires. On 
préfère la méthode de descente de gradient qui est une méthode itérative et 
dont la règle de mise à jour est la suivante : 
− initialisation des poids )(W 0  
− règle de mis à jour : )W(EWW
n
i,j,l
n
i,j,l
n
i,j,l ∇×−=
+ µ1  ; µ  est le pas de 
descente, l  l’indice de couche et i  l’indice du neurone. Le gradient 
global )W(E
n
i,j,l∇  est la somme des gradients locaux : 
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La méthode stochastique, soit par optimisation de l’erreur par le gradient 
local, entraîne bien la convergence, comme la méthode classique. Certains 
auteurs comme Yann LeCun ont montré dans la pratique que la méthode 
stochastique est bien plus rapide que le gradient global [114]. La rétro 
propagation est très efficace pour calculer le gradient de la fonction de l’erreur 
d’un perceptron multi couche, comparée à la méthode directe [115]. Nous 
allons utiliser cette méthode par la suite dans nos systèmes9.  
L’algorithme d’apprentissage se fait donc en trois passages :  
− Le premier passage propage l’entrée pour connaître en sortie 
l’estimation du réseau, on obtient  un vecteur Y de sortie pour l’entrée 
Xe. 
− Le second passage, de la sortie vers l’entrée, permet de calculer les 
erreurs commises par chaque neurone en commençant par la couche 
de sortie et en remontant vers la couche d’entrée. 
− Le troisième suit le sens de la propagation pour mettre à jour les poids 
du réseau. 
4.3.2.3. Paramétrage du réseau 
La rétropropagation peut être particulièrement lente pour des réseaux 
multicouches. Aucune formule ne garantit la convergence du réseau vers 
l’optimum global. Cependant, il est possible d’augmenter les chances du 
réseau de converger en paramétrant plusieurs facteurs tels que :  
− normalisation des entrées, 
− initialisation des poids, 
− fonction de transfert de type sigmoïde, 
− apprentissage global ou stochastique…  
Le pas de gradient, dans la correction des poids, est aussi un facteur 
déterminant dans l’apprentissage d’un réseau de neurones. Il peut être ajusté 
automatiquement : on diminue le pas de gradient lorsque la matrice des poids 
oscille et à l’inverse on l’augmente lorsque celle-ci suit toujours la même 
direction. Une solution pour utiliser un pas approprié aux données est de régler 
le pas de manière cyclique [116]. Pour commencer, on choisit un pas 
relativement fort pour accélérer la convergence, ensuite on diminue 
progressivement sa valeur pour affiner la solution, puis on réitère ce schéma, 
quitte à perdre temporairement en précision, afin d’éviter de tomber dans un 
minimum local.  
                                                           
9
 Une description complète des calculs de gradient se trouve dans [63] 
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4.3.2.4. Architecture du réseau de neurones 
La capacité du réseau de neurones dépend du nombre de paramètres libres 
(poids du réseau). Pour être capable d’apprendre des surfaces de décision 
complexe, le PMC doit avoir un nombre de couches suffisant (un minimum 
d’une couche cachée) et un nombre suffisant de neurones sur cette (ces) 
couche(s) cachée(s). Cependant, la qualité des résultats dépend beaucoup de la 
représentativité de l'ensemble d'apprentissage et des caractéristiques d'entrée 
extraites sur les données. 
Il n’y a pas une structure unique ou optimale d’un réseau. On peut obtenir 
la même performance avec des topologies différentes de réseaux, en termes de 
taille et type de connexions. Mais le choix de la configuration du réseau 
−initialisation des poids, choix de la fonction d’activation, nombre de 
neurones, nombre de couches cachées− reste crucial pour pouvoir faire 
converger le réseau vers une performance optimale.  
La structure du réseau peut être choisie de façon empirique. Par 
l’expérience, on compare les performances obtenues pour différentes 
architectures, puis on conserve celle correspondant au meilleur compromis 
performance/coût architectural. La taille de la couche d’entrée est souvent 
choisie égale à la taille du vecteur de caractéristiques. Le nombre de neurones 
de la couche de sorties est égal au nombre de classes que l’on cherche à 
distinguer avec une possibilité d’un neurone supplémentaire pour qualifier les 
éléments appartenant à aucune des classes, appelé classe de rejet [116][117] ou 
classe « nil » (classe de non présence de caractères) dans [118]. Le nombre de 
couches cachées et de neurones associés varient selon la précision souhaitée. 
L’intérêt d’une optimisation empirique réside dans la possibilité d’intégrer des 
connaissances préalables des données comme par exemple, l’intégration de 
connaissances temporelles ou spatiales pour les réseaux à convolution que 
nous présentons à la section suivante. 
D’autre part, la structure du réseau peut être optimisée en utilisant des 
algorithmes automatiques. On peut citer les algorithmes de croissance et de 
dégénérescence de réseaux de neurones. Comme son nom l’indique le but de 
l’algorithme de croissance est d’effecteur l’apprentissage avec au départ une 
architecture très petite et de l’accroître en fonction des performances obtenues. 
Les algorithmes de dégénérescence à l’inverse partent d’un réseau 
surdimensionné que l’on simplifie au cours de l’apprentissage par diminution 
du nombre de neurones et de connexions. Nous n’approfondirons pas à ces 
méthodes, nous pouvons citer les travaux de Torres-Moreno dont la thèse 
[119] expose les différentes méthodes de calculs des capacités d’un réseau de 
neurones et propose des algorithmes constructifs. 
Une autre approche, le méta-apprentissage, est une passerelle entre la 
méthode empirique et la méthode d’optimisation automatique. Le méta-
apprentissage consiste à apprendre à apprendre : on utilise par exemple un 
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méta-réseau de neurones pour apprendre à configurer un réseau de neurones 
classique, qui lui s'occupe d'un problème concret. Le méta-réseau est un réseau 
de neurones qui apprend à reconnaître une bonne configuration (sans la tester) 
afin d'optimiser les tirages aléatoires. En entrée du méta-réseau on indique les 
configurations testées, et en sortie les scores obtenus correspondants. Ensuite, 
seules les configurations (toujours tirées au hasard) que le méta-réseau juge 
intéressantes seront réellement testées [120][121]. 
4.3.2.5. Réseaux de neurones à convolution (TDNN : Time Delayed 
Neural Network) 
La principale différence entre les réseaux de neurones classiques de type 
perceptron et les réseaux de neurones à convolution réside dans leur 
architecture et plus précisément dans leur approche connexionniste. La Figure 
57 illustre cette différence. Un neurone d’une couche d’un perceptron est 
connecté à tous les neurones de la couche précédente (y compris la couche 
d’entrée) tandis que pour un réseau de neurones à convolution, un neurone est 
connecté à un sous-ensemble de neurones de la couche précédente. Chaque 
neurone peut être vu comme une unité de détection d’une caractéristique 
locale.  
Les réseaux de neurones à convolution de type TDNN incorporent des 
contraintes et réalisent un certain degré d’invariance de décalage et de 
déformation en utilisant deux idées : zones réceptives locales et poids partagés. 
L’utilisation des poids partagés réduit le nombre de paramètres dans le 
système facilitant la généralisation. Ce type de réseau a été avec succès 
appliqué à la reconnaissance des chiffres [122]. 
Le concept de poids partagés [123][124] se base sur le principe que dans le 
cerveau humain des neurones détectent certains traits dans de petites régions 
de la rétine, essentiellement de la même manière dans toutes ces régions. On a 
ainsi plusieurs neurones qui calculent la même fonction sur des entrées 
différentes. Ainsi découle le fait qu’il est nécessaire qu’ils partagent les mêmes 
poids. 
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Figure 57 - Illustrations des connexions dans un PMC et dans un TDNN  
Le TDNN est un réseau à délai utilisé pour des données de nature 
séquentielle, donc adapté pour la reconnaissance de l’écriture en-ligne. La 
topologie du TDNN se caractérise par deux parties. La première, 
correspondant aux couches basses, implémente les convolutions successives 
permettant de transformer progressivement une séquence de vecteurs 
caractéristiques en une autre séquence de vecteurs caractéristiques d’ordre 
supérieur. La seconde correspond à un PMC classique, elle reçoit en entrée 
l'ensemble des sorties de la partie extraction. 
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Nous avons adopté un PMC à une couche cachée de 100 neurones, et de 
350 neurones d’entrée corresponds au vecteur de caractéristique. En ce que 
concerne le TDNN nous avons repris la topologie optimale proposée dans [74] 
illustrée dans la Figure 58. 
Figure 58 - Architecture du TDNN [74] 
La première couche du réseau acquiert les caractéristiques du signal. Une 
couche cachée du réseau de neurones (phase d’extraction) transforment une 
séquence de vecteurs caractéristiques en une autre séquence de vecteurs 
caractéristiques d’ordre supérieur. Un neurone donné détecte une 
caractéristique topologique locale de la trajectoire du stylo. Le champ de 
vision du neurone est restreint à une fenêtre temporelle limitée. Avec la 
contrainte des poids partagés, le même neurone est dupliqué dans la direction 
temps (soit la même matrice des poids dupliquée) pour détecter la présence ou 
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l’absence de la même caractéristique à différentes places le long de la 
trajectoire du signal. En utilisant plusieurs neurones (nb_feat) à chaque 
position temporelle, le réseau de neurones effectue la détection de 
caractéristiques différentes : les sorties des différents neurones produisent un 
nouveau vecteur caractéristique pour la couche supérieure. 
Enfin, la première couche de la partie classifieur (PMC entièrement 
connecté) correspond à la dernière couche de la partie extraction. En sortie, le 
PMC donne les probabilités de l’entrée pour chaque classe définie. 
4.3.3. Différentes architecture de classifieurs  
Nous revenons ici sur la notion de rejet pour expliciter différentes 
architectures que nous allons proposer. Un classifieur de symboles peut être 
employé dans différents contextes. Classiquement, il est utilisé dans un 
contexte de symboles isolés. Dans ce cas, l’entrée est bien un symbole connu, 
et on attend du classifieur qu’il associe la bonne classe (ou la classe la plus 
probable) à cette entrée. Le deuxième contexte qui nous intéresse plus est celui 
d’un classifieur implanté dans un système global de reconnaissance 
d’expressions mathématiques. Le rôle du classifieur n’est plus seulement 
d’associer l’entrée à une classe, mais d’établir un (des) score(s) de 
reconnaissance à chaque hypothèse de segmentation. Dans ce contexte, le 
classifieur doit avoir la capacité d’identifier les mauvaises segmentations et 
leur donner des coûts élevés. Autrement dit, nous sommes face au problème de 
rejet. Parmi plusieurs méthodes existantes de rejet nous avons exploré la 
possibilité d’utiliser un classifieur hybride comportant en cascade un 
classifieur de rejet (classifieur rejet) qui décide si l’hypothèse est acceptée ou 
rejetée et le classifieur principal (classifieur cible) qui lui décide de sa classe 
[125]. Une autre façon de faire est de considérer les mauvaises hypothèses 
comme appartenant à une classe spécifique appelée la classe de rejet [126]. 
Cette classe est alors ajoutée au problème de classification et il faudra en tenir 
compte pendant l’apprentissage. 
4.3.3.1. Classifieur de symboles isolés sans rejet 
Dans ce cas le classifieur utilisé est un réseau de neurones classique. Que ce 
soit un PMC ou un TDNN, le nombre de sorties du classifieur est égal au 
nombre de classes des symboles. L’avantage d’utiliser ce classifieur est qu’on 
peut l’entraîner sur une base de symboles isolés. Cet apprentissage est rapide 
et efficace. Il est possible d’obtenir un bon classifieur dans un contexte isolé. 
Toutefois, ce classifieur est imprédictible face aux segmentations invalides des 
traits. Cela montre l’intérêt d’introduire la classe de rejet au classifieur pour 
pouvoir identifier ces mauvaises segmentations. 
4.3.3.2. Classifieur hybride avec rejet 
Pour faire face au problème d’identification de rejet, nous proposons un 
classifieur hybride. Le classifieur est découpé en deux classifieurs spécialisés, 
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qui coopèrent comme montré Figure 59. Il est constitué d’un classifieur cible 
destiné à reconnaître les symboles valides. Celui-ci est appris soit en isolé, 
lorsque le classifieur ne supporte pas un apprentissage incrémental –cas du 
SVM par exemple–, soit il peut être également appris globalement dans 
l’architecture du système –cas du réseau de neurones–. Ce classifieur va donc 
participer à l’apprentissage global du second classifieur, dit classifieur de rejet. 
En ce qui le concerne, le classifieur de rejet a comme objectif la 
reconnaissance de deux classes, rejet et non-rejet (symboles valides). Ce 
classifieur est appris globalement puisque les exemples de rejet sont obtenus 
au cours de l’étape de segmentation d’expressions. On peut penser que ce 
classifieur soit plus simple à apprendre en mode global (deux classes 
seulement) qu’un classifieur complet (N+1 classes). 
 
Figure 59 - Le classifieur hybride 
Pour pouvoir combiner les sorties des ces classifieurs, il importe que leurs 
sorties soient normalisées. Cette normalisation est réalisée en appliquant une 
fonction de type « softmax » sur les sorties des classifieurs [127]. Ainsi, les 
sorties de chaque classifieur sont en forme de probabilités indépendantes et 
l’on peut montrer ci-dessous que ce schéma produit bien les N probabilités 
P(Ci) d’une part et la probabilité P(rejet) d’autre part. 
La probabilité qu’une sortie du classifieur cible soit la classe Ci, sachant 
que ce n’est pas un rejet (NR) est : 
)NR|( iCp  ; avec 1NR)|(
1
=∑
=
N
i
iCp  où N est le nombre de symboles. 
Par ailleurs, la sortie du classifieur rejet nous donne la probabilité qu’une 
hypothèse soit une classe à accepter (NR) ou à rejeter (R) : 
1)()( =+ RpNRp  
Mais la probabilité qu’une sortie du classifieur hybride soit la classe Ci est : 
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R).p(R)|NR).p(NR)| iiiii C(pC(p)R,C(p)NR,C(p)C(p +=+=  
Mais par définition: 0R)|( =iCp , donc : 
NR).p(NR)|()( ii CpCp =       (11) 
Cette probabilité est normalisée par rapport à celle du rejet permettant donc 
de combiner directement le rejet avec les classes du classifieur cible, car : 
1)()(
1
=+∑
=
RpCp
N
i
i
       
(12) 
4.3.3.3. Classifieur global avec rejet 
La solution d’utiliser un classifieur spécialisé dans la reconnaissance des 
formes à rejeter semble intuitive. Une autre solution, plus compacte, est de 
fusionner ces deux classifieurs en un seul en intégrant la classe de rejet comme 
N+1ème sortie du classifieur. A priori le problème posé est plus complexe 
puisque un même classifieur doit modéliser à la fois chacune des classes 
existantes et la fameuse classe correspondant aux segmentations invalides. 
Dans ce cas, le rejet est considéré comme une classe comme les autres pendant 
l’apprentissage et la reconnaissance. Il faudra pour cela disposer d’exemples 
de cette classe additionnelle lors de l’apprentissage global du système. La 
probabilité est donc obtenue directement en sortie du classifieur. 
Après avoir obtenu le score de reconnaissance d’une hypothèse en forme de 
probabilité, le coût d’association de l’hypothèse courante à une classe j est 
donnée par : 




−
=
=
autrement))|hsP(c=Clog(
rejetmax_Coût
)hs(C
ij
ireco  ; 
C si  j
    
(13) 
En donnant un coût maximal aux hypothèses reconnues comme rejet, on 
empêche le bloc de décision de choisir les solutions incluant ces hypothèses (si 
aucune analyse syntaxique n’interdit l’utilisation de cette classe dans le 
résultat). 
Une autre stratégie consiste à utiliser le complément de la probabilité au 
lieu d’exclure directement les hypothèses invalides. Cela donne plus de 
flexibilité surtout pendant l’apprentissage du classifieur. Dans ce cas la 
formule de coût devient : 



≠−
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)hs(C
ij
i
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jC ; 
  1
    
(14) 
Nous allons dans le paragraphe suivant présenter la philosophie de 
l’apprentissage global et les stratégies employées pour y parvenir. 
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4.4.  Apprentissage global du classifieur 
Le point clé des classifieurs proposés ci-dessus est leur capacité à identifier 
le rejet. Pourtant, il n’est pas évident de savoir comment apprendre cette classe 
à partir de symboles isolés, et cela pour plusieurs raisons. Premièrement, on ne 
possède pas intrinsèquement de base d’exemples « rejet » car par définition, le 
rejet représente « Autre chose ». Cet « Autre chose » vient de sous parties de 
symboles, de regroupements de sous parties de symboles, ou même de 
regroupements de symboles complets. La constitution d’une telle base est 
envisageable en synthétisant ces regroupements à partir d’une base isolée. 
Pour cela, il est possible d’utiliser le générateur d’hypothèses en sauvegardant 
toutes les hypothèses invalides. Malheureusement, cette dernière solution n’est 
pas très pratique car le nombre d’exemples de rejet sera immense. Par 
exemple, pour une simple expression de 4 symboles composés en 7 traits, il y 
a 873 regroupements invalides, ce nombre augmente rapidement en fonction 
de nombre de traits, (selon le nombre de Bell cf. chapitre  2). En conséquence, 
le nombre d’exemples obtenus d’une base d’un millier d’expressions serait de 
l’ordre du million d’exemples de rejet. Conserver une sous partie de cette base 
peut être une solution, mais en pratique il est difficile de choisir les exemples 
qui sont les plus appropriés pour représenter au mieux la classe de rejet. 
D’où l’idée de l’apprentissage global du classifieur qui s’effectue grâce 
aux résultats courants de la reconnaissance d’expressions. Le système est 
entraîné sur la base d’apprentissage d’expressions complètes, soit sans tenir 
compte de la grammaire (modèle libre), soit en en tenant compte (modèle 
contraint). L’objectif de cette phase est l’apprentissage du classifieur de 
symboles, y compris la classe de rejet. Cet apprentissage s’appuie sur la vérité 
terrain de l’expression courante E et le résultat de reconnaissance E’ renvoyé 
par le reconnaisseur d’expressions dans son état actuel d’apprentissage. Le 
classifieur est mis à jour selon l’algorithme suivant :  
Algorithme 1 - Apprentissage global du classifieur 
 
Pour toutes les expressions d’apprentissage E  
E’ = résultat de reconnaissance 
Pour tous les symboles s’i de E’ 
// Cas des symboles bien segmentés  
Si les traits de s’i correspondent à un symbole si de la vérité E 
Si (s’i = si) Alors ne rien faire  // symbole bien reconnu 
Sinon apprendre si  // symbole mal reconnu 
// Cas des symboles mal segmentés 
Si les traits de s’i ne correspondent à aucun symbole de la vérité E 
Alors apprendre s’i en tant que rejet 
 
Pour tous les symboles si de E non trouvés dans E’ 
apprendre si 
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La mise à jour du classifieur consiste donc à apprendre tous les exemples 
renvoyés par l’algorithme pour chaque expression. En conséquence, le 
classifieur doit avoir la capacité d’apprentissage itératif où chaque nouvel 
exemple vient mettre à jour l’état actuel du classifieur. Les réseaux de 
neurones sont très appropriés pour cette tâche. Par contre, une telle stratégie 
n’est pas envisageable avec un classifieur de type SVM classique. 
L’algorithme ci-dessus se répète jusqu’à la convergence du classifieur. La 
Figure 60 illustre un exemple de mise à jour requise dans les trois cas montrés 
dans l’algorithme. Dans le premier cas, les traits du symbole sont bien 
regroupés ensemble, et définissent donc une bonne segmentation. C’est le cas 
des symboles (‘5’, ‘=’, ‘8’). Puisque, le ‘5’ et le ‘=’ ont été bien reconnu ils ne 
participeront pas à l’apprentissage. Par contre, le segment du ‘8’ a été mal 
reconnu (reconnu en tant que ‘6’), donc il doit contribuer à une évolution du 
classifieur pour favoriser la reconnaissance d’un ‘8’. 
 
Figure 60 - Les mis à jour nécessaires au cours de l'apprentissage global sur 
l'expression 3+5=8 
De même, la segmentation qui regroupe les traits de ‘3’ et ‘+’ n’a pas de 
correspondance dans la vérité terrain et représente donc une mauvaise 
segmentation que le classifieur devrait classer dans la classe rejet. Or, dans cet 
exemple, ce n’est pas le cas, cet élément étant reconnu comme un ‘9’. Il en 
résulte un exemple qui va être utilisé pour mettre à jour l’apprentissage et 
favoriser sa reconnaissance comme rejet. Finalement, les segments 
correspondant au ‘3’ et au ‘+’ n’apparaissent pas dans la solution, ils sont donc 
également réappris associés à leur classe respective. Chaque réapprentissage 
entraîne une mise à jour du classifieur. 
En ce qui concerne le classifieur hybride la même méthodologie est suivie 
mais en ne mettant à jour que le classifieur de rejet, car on suppose que le 
classifieur cible est déjà appris de façon optimum. Prenons l’exemple de la 
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Figure 61, et supposons que l’expression « x − 1 » soit segmentée et reconnue 
comme « x1 » à cause d’une mauvaise segmentation regroupant les traits du 
‘x’ et du ‘−’. Cette mauvaise segmentation va entraîner trois mises à jour du 
classifieur de rejet/non-rejet. Premièrement, l’ensemble de traits correspondant 
à la mauvaise segmentation est appris en tant que classe rejet. Puis, les traits 
du ‘x’ sont appris en tant que non-rejet (vrai symbole), de même pour le trait 
du ‘−’. Ce processus est répété sur toute la base d’apprentissage d’expressions 
complètes jusqu’à convergence de l’apprentissage du classifieur de rejet. 
 
Figure 61 - Illustration de l’apprentissage du classifieur « rejet » 
Après avoir introduit cette notion d’apprentissage global qui inclut 
l’apprentissage au sein de l’architecture pour tenir compte des propriétés du 
segmenteur d’expressions, il est possible décliner plusieurs stratégies, 
illustrées dans la Figure 62, pour réaliser cet apprentissage global : 
Apprentissage global pur 
Dans ce cas, le classifieur est initialisé aléatoirement (classifieur vide). Puis 
la base d’apprentissage d’expressions est utilisée dans une boucle 
d’apprentissage global pour entraîner le classifieur.  
Apprentissage iso-global 
Avant de faire l’apprentissage global, le classifieur est initialisé en faisant 
un apprentissage sur la base isolée, dans le but de mieux apprendre les classes 
peu fréquentes dans la base d’expressions. 
Apprentissage globo-isolé 
A l’inverse du cas précédent, l’apprentissage isolé est fait après le global 
pour viser le même objectif. 
Apprentissage isolé en global 
Pour éviter l’apprentissage en deux étapes (isolé – global), la base de 
symboles isolés peut être utilisée en tant que base d’expressions au cours de 
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l’apprentissage global. Dans ce cas, chaque symbole est considéré comme une 
expression constituée d’un seul symbole. 
Dans les expérimentations qui vont être présentées dans le chapitre suivant, 
nous allons voir les avantages et les inconvénients de chacune de ces 
stratégies. Elles seront également comparées avec une structure classique de 
classifieur appris en isolé sans capacité de rejet.    
 
Figure 62 - Méthodologies d'apprentissage du classifieur (isolé et global) 
4.5. Représentation d’une expression mathématique 
manuscrite en-ligne 
Comme nous l’avons introduit dans le chapitre  2, une expression 
mathématique peut être représentée par un arbre. Cet arbre est construit à 
partir d’une grammaire permettant de vérifier la syntaxe de l’expression. 
Chaque règle de la grammaire permet donc de générer soit des nœuds 
terminaux (portant les symboles et leur signification) soit des nœuds non-
terminaux mettant en relation logique et spatiale les différentes sous parties 
d’une expression. Pour valuer ces relations et permettre d’identifier celles 
présentes dans l’expression à reconnaître, nous avons défini des fonctions de 
coût qui pénalisent plus ou moins les hypothèses selon la position et la taille 
relatives de leurs constituants par rapport à une référence. 
Nous décrivons maintenant le type d’arbre relationnel que nous utiliserons 
pour représenter une expression candidate. La racine de cet arbre définira la 
solution proposée ainsi que le coût global de cette solution, le type de relation 
entre ses nœuds fils, et son étiquette. De la même façon, les nœuds non 
terminaux représentent des sous-expressions, leurs coûts, la relation qui 
regroupe ses nœuds fils, et leurs étiquettes. Enfin, les nœuds terminaux sont 
les hypothèses de symboles proposés par le générateur d’hypothèses avec leurs 
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coûts de reconnaissance. Prenons un exemple simple, la grammaire définie 
dans le Tableau 13 génère des arbres candidats similaires à celui de la Figure 
63. Les règles qui produisent les nœuds terminaux ne sont associées à aucune 
relation spatiale. A l’inverse, à chaque règle qui produit un nœud non-terminal 
un type de relation spatiale est associé. Détaillons maintenant chacun de ces 
deux types de nœuds. 
Les nœuds non-terminaux (NT) : 
Un nœud de ce type contient une sous-expression SE (décrite par 
l’ensemble des traits concernés et la chaîne LaTeX correspondante) produite 
par la combinaison des sous-expressions reliées par la relation spatiale R. Le 
coût d’un nœud non-terminal (y compris la racine) est le coût, appelé coût 
structurel, pour que les sous-expressions (SEi) soient reliées par la relation R : 
)SER(Cstruct   
Les nœuds terminaux (T): 
Chacun de ces nœuds contient les traits des hypothèses retenues, celles-ci 
provenant du générateur d’hypothèses. Une hypothèse est identifiée par une 
étiquette (résultant du classifieur) et son coût de reconnaissance )hs(C ireco . 
Finalement, le coût global d’une expression candidate de n symboles reliés 
par r relations est : 
∑∑
==
+=
r
j
jjstruct
n
i
irecoE )SER(C.)hs(CC
11
α
    (15)
 
Le facteur α est très important pour compenser la différence (s’il y en a) 
entre les coûts structurels, et les coûts déduits des scores de reconnaissance 
d’hypothèses. Il est également choisi expérimentalement comme nous allons 
voir dans la section  5.4. 
Tableau 13 - Exemple d'une grammaire simple 
Règle Type de relation 
sym  x, y, 1, 2, …  
op     +, -, x, …  
formule  subExp op sym (operator) 
subExp   subExp op sym (operator) 
subExp   sym sym (superscript) 
subExp   sym  
 
La Figure 63 montre un exemple d’un arbre relationnel. Le nœud non-
terminal ‘2’ relie les terminaux ‘5’ et ‘6’ qui contiennent les hypothèses des 
symboles x et 2 respectivement par la relation « superscript » produisant la 
sous-expression x2. Le deuxième nœud non-terminal est la racine de l’arbre. Il 
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relie les nœuds ‘2’, ‘3’, et ‘4’ par la relation « operator » produisant le résultat 
final x2-1. Le coût global de cette solution est :  
)xR(C.)xR(C.
)'('C)'('C)'('C)'x('CC
structstruct
recorecorecorecoE
1         
12
2
2
2
1 −+
++−++=
αα
 
 
Figure 63 - Exemple d'arbre relationnel 
Plusieurs résultats respectant la grammaire peuvent être proposés par le 
reconnaisseur d’expressions, comme montre la Figure 64. 
 
Figure 64 - L'arbre relationnel de deux expressions candidates 
4.6. Analyse structurelle 
L’analyse structurelle requiert l’extraction d’informations spatiales de 
chacune des hypothèses de symbole afin d’accomplir deux tâches : déduire les 
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informations spatiales des sous-expressions et effectuer l’analyse syntaxique. 
Mais, comme nous l’avons vu, il existe des ambiguïtés, pour y pallier nous 
calculons des informations spécifiques selon le type de symbole. D’une façon 
générale, l’analyse structurelle se base sur l’alignement et la taille des 
symboles. Ainsi, la relation qui va prévaloir entre deux symboles (ou deux 
sous-expressions) est établie à partir de la ligne de base (y) de chaque élément 
et la taille (h) de chaque élément. La Figure 65 -  montre un exemple des 
informations extraites pour les symboles de type ascendant. Les informations 
spatiales des autres types de symboles sont détaillées dans l’annexe D-1. 
 
Figure 65 - Les informations structurelles des symboles de type ascendant  
De plus, les informations spatiales d’une sous-expression sont calculées à 
partir de ses éléments en considérant le type de la relation qui produit cette 
sous-expression. Quand une relation établie une sous-expression SE, les 
valeurs de sa ligne de base et sa hauteur sont déduites des N composantes 
produisant cette sous-expression NSE,...,SE1  : 
)h,...,h(fh);y,...,y(fy
NN SESE
h
RSESESE
y
RSE 11
==  
Le nombre N des nœuds fils (sous-expressions) diffère en fonction du type 
de la relation R ; ici N={2, 3, 4}. Nous introduisons également la notion de 
sous relation, elle est par définition la relation entre un nœud et un seul de ces 
nœuds fils. Le Tableau 14 montre toutes les relations et leurs sous-relations 
considérées par l’analyse structurelle en détaillant leurs représentations 
structurelles et en arbre. Par exemple, un nœud avec la relation « superscript » 
a deux fils, où le deuxième est en exposant du premier. Dans l’exemple de la 
Figure 66 : x et 2 sont les fils de la sous-expression x2 via la relation 
« superscript » (et les sous-relations « base » et « exposant »), les informations 
spatiales de la sous-expression produite sont calculées par (HW et YW étant 
des poids de combinaison) : 
xr YWYW =  ; 250 HW.HWHW xr +=  
 
HW
HWhHWh
=h
r
xx
r
22+
 ;  xr yy =  
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  (a) 
 (b) 
Figure 66 - La relation « superscript » : (a) La représentation en arbre, (b) 
Les informations spatiales 
La notion de poids (HW ,YW) est introduite afin de normaliser les 
information des sous-expressions selon leurs tailles (nombre des symboles). 
Initialement, tous les terminaux ont un poids égal à 1. Ensuite, les poids des 
non-terminaux sont calculés au fur et à mesure selon le type de relation. Ainsi, 
dans l’exemple précédent, la position et la taille du 2 auront moins d’influence 
que celles du x dans le calcul de la position et la taille de l’expression x². 
Chaque relation a sa propre formulation pour calculer ses paramètres HWr, 
YWr, hr et yr.  
Comme nous l’avons introduit dans l’équation (15) un coût structurel est 
associé à chaque nœud non-terminal, il est calculé en fonction des tailles et 
positionnements des fils correspondant à la sous-expression de ce nœud. Une 
solution intuitive est de calculer la différence de positionnement et taille de 
chaque fils par rapport à une situation idéale définie par des règles 
empiriques : on obtient ainsi un coût, appelé coût géométrique. Néanmoins, 
les positionnements idéaux sont très difficiles à définir, à cause de la nature 
floue des relations spatiales entre les symboles dans les expressions 
manuscrites. En conséquence, nous essayerons de modéliser (apprendre) ces 
relations au lieu de définir les positions des symboles dans chaque relation par 
une règle empirique. Les relations apprises sont modélisées par des 
histogrammes, ou des fonctions gaussiennes pour en déduire des coûts 
probabilistes. 
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Tableau 14 - Les relations spatiales considérées dans l'analyse structurelle 
Relation Sous-Relations Représentation structurelle Représentation en arbre 
HPair 
Hpair_left 
 
 
Hpair_right 
Subscript 
Sub_base 
 
 
Sub_index 
Superscript 
Sup_base  
 
 
Sup_expo 
Operator 
Operator_ 
left 
 
 
Operator_ 
op 
Operator_ 
right 
Fraction 
Frac_num 
 
 
Frac 
Frac_denom 
Integral 
Int_intergral 
 
 
Int_expo 
Int_ind 
Int_ 
expression 
Sigma 
Sigma_ 
sigma 
 
 
Sigma_ 
expression 
Sum 
Sum_expo 
 
 
Sum_sigma 
Sum_index 
Lim 
Lim_lim  
  
Lim_ 
assignement 
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Parenthesis  
 
 
Sqrt  
 
 
 
4.6.1. Coût géométrique 
Le coût géométrique est basé sur l’erreur quadratique de positionnements et 
de tailles des fils par rapport au nœud parent. Pour cela, pour ce qui concerne 
le positionnement en ordonnée, on définit le décalage attendu t entre un nœud 
fils (c) et son nœud parent (p). Cette grandeur est normalisée par la hauteur du 
nœud père. On obtient alors à partir des positions et tailles idéales yˆ  et hˆ  : 
p
pc
hˆ
yˆyˆ
t
−
=  
On calcule alors la différence entre la valeur attendue et la valeur observée, 
soit : 
( ), , .p c t p c pdy t h y y= − −  
De même, on définit un ratio attendu s entre les hauteurs d’un nœud fils et 
d’un nœud père : 
p
c
hˆ
hˆ
s =  
et l’on calcule la différence entre la valeur attendue et la valeur observée : 
s/hhdh cps,c,p −=  
On en déduit ensuite le coût quadratique pondéré d’alignement de deux 
éléments : ct,c,pt,c,p YW.dysy
2=  ; et celui de différence de taille : 
cs,c,ps,c,p HW.dhsh
2= . 
Les valeurs de 
ct,c,p
sy  et 
s,c,psh sont nulles lorsque les éléments ont la ligne 
de base idéale y et la  taille idéale h définies par les paramètres t et s. Nous 
allons présenter dans la suite les situations idéales attendues pour chacune des 
relations et les coûts géométriques déduits à partir de ces situations. Les 
valeurs de décalage et de ratio de taille ont été fixées expérimentalement. Dans 
ces formules, on choisit 0>t  lorsque le nœud fils doit être descendu par 
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rapport au nœud père et 0<t  lorsqu'il doit se situer plus haut, de même 1<s  
lorsque le nœud fils est de plus petite taille que le nœud père, et 1>s  lorsque 
le nœud fils doit être plus grand que le nœud père. 
Revenant à l’exemple de la relation « superscript », idéalement l’exposant 
(fils 2) doit être en dessus de son nœud parent avec un décalage de t = -1.7, en 
ayant la moitié de sa taille, s = 0.5 : 
HYExpo
.,,p,,pH
.,,p,,pY
C.C.C
)shsh(C
)sysy(C
γβ +=→




+=
+= −
50211
71201
   
(16) 
Les coûts des autres relations sont calculés d’une façon similaire avec des 
valeurs différentes de t et s. Les facteurs γ et β  qui apparaissent dans les 
formules correspondent au facteur α de l’équation (15). 
Quant aux relations « Parenthèses » et « Racine » les coûts structurels ne 
sont pas utilisés. Pour les parenthèses il suffit de faire la vérification de 
l’ouverture et la fermeture lors de l’analyse syntaxique. De même quand une 
racine carrée est rencontrée, on vérifie si l’expression est bien contenue à 
l’intérieur avec le moins possible de dépassement.  
Cette façon de procéder présente l’avantage de ne nécessiter qu’un nombre 
limité de paramètres (s et t) pour définir les modèles relationnels. Ceux-ci sont 
ensuite fixés de manière empirique à partir de considérations intuitives. On 
peut par contre regretter que ce coût géométrique représente une erreur 
quadratique, ce qui rendra sa combinaison avec les coûts probabilistes de 
reconnaissance problématique (plus le scripteur écrit grand, plus le coût 
géométrique est grand !), le facteur α de l’équation (15) servant à contrôler la 
combinaison avec les coûts de reconnaissance. 
4.6.2. Coût probabiliste  
Nous proposons d’utiliser des coûts calculés à partir des probabilités des 
positions en ordonnées et des tailles des composantes intervenant dans les 
relations spatiales. Les probabilités sont estimées directement à partir des 
données de la base d’apprentissage d’expressions mathématiques. On modélise 
donc des situations réelles au lieu de définir les cas idéaux de ces situations 
avec des valeurs empiriques. 
Nous définissons les différences de positionnement et taille d’une sous-
expression SEi par rapport à son parent SE comme suit :  
SESESEi h/)hh(dh i−=         (17) 
SESESEi h/)yy(dy i−=        (18) 
Les différences (dh, dy) sont donc les écarts normalisés de position et taille 
de chaque nœud fils par rapport à la sous-expression (donc indépendant de 
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l’échelle de l’expression). Les distributions des valeurs de dh et dy pour 
chaque élément d’une relation (sous-relation) sont modélisées soit par les 
histogrammes des occurrences, ou par des modèles gaussiens.  
4.6.2.1. Apprentissage des modèles des relations 
L’apprentissage des modèles de relations se fait en un seul passage de la 
base d’expressions et sans tenir compte du classifieur. En forçant la bonne 
reconnaissance des expressions (à partir de la vérité terrain), nous obtenons 
l’arbre relationnel correcte de chaque expression, il  sert ensuite à trouver les 
occurrences de dh et dy de chaque sous relation. L’Algorithme 2 résume 
l’étape de construction des histogrammes. La fonction récursive 
« verifyRules » prend en entrée la racine de l’arbre, on calcule et stocke dh, dy 
des sous relations de la racine par la fonction « dh/y_brute ». Ce processus se 
répète pour tous les nœuds non-terminaux de l’arbre de la vérité terrain de 
toute la base d’apprentissage, obtenant ainsi en sortie les deux listes des 
occurrences des dh et dy de chaque sous relation. 
Algorithme 2 - Parcours de l'arbre relationel pour trouver les occurences de 
dh et dy 
 
float dh_brute(object,fils) 
 return  
objet
filsobject
h
hh −
  
float dy_brute(object,fils) 
 return  
objet
filsobject
h
yy −
  
 
verifyRules   
entrée : obj  - l’arbre relationnel de la vérité terrain d’une expression 
sortie: mettre à jour les listes de dh, dy pour chaque sous-relation 
rencontrée dans l’arbre 
 
verifyRules (obj);  
pour chaque fils de (obj) : f 
 sousRel = la sous relation qui relie f et son obj parent 
 Si   f  a un histogramme // nœud non-terminal 
  dh = dh_brute(obj,f); 
  dy = dy_brute(obj,f); 
  RelationHistogram[sousRel].dhValues.add(dh); 
  RelationHistogram[sousRel].dyValues.add(dy); 
 
Si f est un nœud  non-terminal 
  verifyRules(child(obj); 
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Les histogrammes des différences de positions et de tailles de symboles 
pour chaque sous-expression intervenant dans la relation sont construits en 
quantifiant les valeurs des dh et dy en N valeurs  
Les histogrammes sont sauvegardés en fichiers textes, où pour chacun des 
histogrammes on sauvegarde les N valeurs de fréquence, et les valeurs 
minimum et maximum. 
De même, nous pouvons utiliser ces listes des occurrences dh, dy pour 
construire une fonction gaussienne pour chaque sous relation ( sR ). Pour les n 
occurrences de dh et dy on calcule la moyenne µ est la variance de chaque 
modèle comme suit (i=1..n) : 
n
dx
i
i
Rs
dx,SE
∑
=µ ;   
∑ −−= i dx,SEi
R )dx(
n
s
dx,SE
2
1
1
µσ  
Par exemple, la relation « Superscript » implique deux modèles de 
différence de tailles (dh), Figure 67, (la taille de la base et la taille de 
l’exposant) et deux autres pour la différence d’alignement (dy) (la position de 
la  base et celle de l’exposant).   
 
Figure 67 - Modèles gaussiens de la différence taille de la relation 
« superscript » 
Nous pouvons conclure de la Figure 67 que les modèles appris de la 
relation « Superscript » impliquent que la base ayant une taille proche de celle 
du parent est très probable 0≈dh . Nous constatons également que l’exposant 
ayant un dh proche de la valeur « 0.45 » est le plus probable. Il est à remarquer 
0,45
gbase (dh) gexposant (dh)
0,05
0
0,2
0,4
0,6
0,8
1
-0,2 -0,1 0 0,1 0,2 0,3 0,4 0,5 0,6
S
co
re
dh
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que la taille du parent (hSE calculée en fonction des tailles des fils) n’est pas 
forcement plus grande que celles des fils, ce qui explique les valeurs négatives 
de dh dans la figure ci-dessus. 
4.6.2.2. Estimation du coût structurel probabiliste 
Les coûts structurels sont calculés grâce aux probabilités déduites à partir 
des histogrammes (ou modèles gaussiens). Une sous-expression SE est 
produite à partir des sous-expressions { }4321 ,,N;SE,...,SE,...SE Ni =  reliées 
par la relation R. On note )RSE(p
 
la probabilité que les sous-expressions 
formant SE  se relient par la relation R, où : 
∏
=
=
N
i
s
ii
)RSE(p)RSE(p
1
; où 
s
iR dénote la sous-relation qui relie le nœud 
de la relation R et le fils i.
 
Mais en utilisant la règle de Bayes, la probabilité d’une relation qui produit 
une sous-expression sachant son modèle est donnée par : 
)SE(p
)R(p).RSE(p
)SER(p =
      
(19) 
Le terme p(SE) peut être ignoré car il est constant pour toutes les relations, 
en utilisant l’équation ci-dessus on obtient la probabilité d’une relation R :  
)R(p.)RSE(p)SER(p
N
i
s
ii∏
=
∝
1       
(20) 
Où p(R) dénote la probabilité à priori de la relation R calculée à partir de la 
distribution des relations dans la base d’apprentissage. 
La probabilité )RSE(p
s
ii
 qu’une sous-expression SE soit reliée à la sous 
expression SEi produite par la sous relation 
s
iR  est calculée à partir des 
modèles M appris des sous relations en utilisant ses informations spatiales (dh, 
dy) : 
)dy(M).dh(M)RSE(p
s
dy,SE
s
dh,SE
RRs =
     
(21) 
Les valeurs 
,
( )
s
SE dx
RM dx  se déduisent soit des histogrammes précédemment 
calculés, soit des modélisations gaussiennes. 
Il est à remarquer que l’application de l’analyse structurelle et syntaxique 
est simultanée. Les informations spatiales des sous-expressions, ainsi que les 
coûts structurels sont calculés au fur et à mesure de l’analyse syntaxique. 
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4.7. Analyse syntaxique (Modèle de langage)  
Une expression mathématique est produite par un langage bidimensionnel 
(2D). Malgré l’efficacité des grammaires hors-contexte pour analyser des 
langages unidimensionnels (1D) (comme les langages de programmation par 
exemple), l’analyse de tel langage en deux dimensions nécessite des 
algorithmes et des contraintes pour réduire la complexité et l’ambiguïté [21].  
Comme les grammaires 2D doivent faire face à des problèmes de 
performance, le modèle de langage des expressions que nous utilisons est 
défini par adaptation d’une grammaire 1D. La grammaire utilisée consiste en 
deux types de règles 1D, une sur l’axe vertical et l’autre sur l’axe horizontal. 
Les règles verticales (RV) et horizontales (RH) sont appliquées 
successivement jusqu’à arriver aux symboles élémentaires, ensuite une analyse 
ascendante est appliquée. 
Chacune des règles de production de la grammaire est associée à une 
relation spatiale qui décrit l’arrangement des éléments intervenant dans la 
règle. L’application d’une règle est pénalisée selon la probabilité de la relation 
associée. Donc, chacune des règles de cette grammaire s’active si la relation 
associée a une probabilité forte par rapport aux autres règles. 
Nous avons défini une première grammaire qui ne produit que des 
expressions de type calculette. Une deuxième grammaire plus large a été 
définie pour supporter des expressions du corpus RamanReduced, la 
grammaire complète se trouve dans l’annexe D-2. Bien évidemment, plus la 
grammaire est stricte  vis-à-vis du domaine des expressions, plus les résultats 
seront précis. A la limite, la grammaire pourrait n’autoriser que les expressions 
du corpus. Nous allons voir dans l’expérimentation l’effet de la grammaire sur 
les performances de reconnaissance. 
4.8. Bloc de décision 
Le bloc de décision choisit l’ensemble des hypothèses minimisant le coût 
global et respectant le modèle de langage. Le coût global est constitué des 
scores de reconnaissance des symboles et des scores d’activation de toutes les 
règles qui produisent l’expression finale. 
Le coût global d’une expression candidate est celui de la racine de l’arbre 
relationnel retourné par l’analyseur syntaxique : 
)SE(CC racineE =       (22) ; 
où le coût d’un nœud dans l’arbre relationnel est défini par la formule 
récursive : 
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



=+= ∑
i i
iijstruct
jreco
j SESE)SE(C)SER(C.
)hs(C
)SE(C sinon ;  avec  
alest termin SE si ;                                        
Uα
 
(23) 
où ))SER(plog()SER(C jjstruct −=  pour un coût probabiliste (cf. 
§ 4.6.2), et Rjstruct C)SER(C =  en cas de coût géométrique (cf. § 4.6.1). Le 
coût d’un nœud terminal est le score de reconnaissance  de l’hypothèse du 
symbole : )hs(C jreco .  
La nature du facteur α est différente selon le type de coûts structurels 
utilisés. Les coûts structurels probabilistes sont de même nature que ceux de 
reconnaissance. Dans ce cas, le facteur α sert à donner plus au moins 
d’importance aux coûts structurels par rapport aux coûts de reconnaissance.  
En ce qui concerne les coûts géométriques, on cherche à ramener le coût de 
reconnaissance dans le même ordre de grandeur que les erreurs quadratiques 
en normalisant celles de reconnaissance par la somme des carrés des longueurs 
des traits t de l’hypothèse de symbole (hsj) : 
U
i
ji
n
i
ij hstavec);)t(longueur()hs(Norm ==∑
=
  
1
2
   
(24) 
Le facteur α de la formule (23) est représenté par les facteurs γ et β  vus 
précédemment dans le calcul des coûts géométriques (équation 16). Les 
formules (15) et (23) deviennent dans le cas des coûts géométriques : 
∑∑
==
+=
r
j
jjstruct
n
i
irecoiE )SER(C.)hs(C).hs(NormC
11
α
   (25)
 
 
sinon ;   avec  
alest termin SE si ;                    




=+= ∑
i i
iijstruct
jrecoj
j SESE)SE(C)SER(C.
)hs(C).hs(Norm
)SE(C
Uα
 
(26) 
4.9. Conclusion 
Nous avons présenté dans ce chapitre l’architecture globale de notre 
système de reconnaissance d’expressions mathématiques manuscrites en-ligne. 
Les caractéristiques principales  du système proposé résident en deux points : 
− L’application simultanée de la reconnaissance, la segmentation, et 
l’interprétation en transformant le problème de reconnaissance en une 
minimisation d’une fonction de coût global. Cette fonction est déduite 
des scores de reconnaissance venant du classifieur des symboles, et 
des scores structurels venant d’une analyse syntaxique des relations 
spatiales reliant les symboles de l’expression ; 
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− L’’introduction d’une classe de rejet en proposant un classifieur 
hybride ou global de symboles. Pour surmonter le problème de 
l’apprentissage de  la classe de rejet, nous avons proposé une 
méthodologie d’apprentissage global qui permet d’apprendre le 
classifieur de symboles y compris la classe de rejet. Plusieurs 
stratégies d’apprentissage global ont été mises au point afin de trouver 
la plus appropriée au problème de reconnaissance d’expressions 
mathématiques. 
La Figure 68 reprend l’architecture globale du système présentée au début 
de ce chapitre en résumant les options proposées. Nous pouvons choisir parmi 
trois types des classifieurs (isolé, hybride ou global) et parmi deux modes de 
calculs de coûts structurels (géométrique ou gaussien) et finalement le modèle 
de langage est choisi selon le domaine d’expressions désiré (deux modèles ont 
été implémentés : calculette et RamanReduced). 
 
Figure 68 - Architecture globale du système avec les différentes options 
proposées 
Nous allons dans le chapitre suivant présenter les résultats avec les 
indicateurs de performance proposés dans le chapitre  3 pour de nombreuses 
configurations de l’architecture proposée. Nous résumons à la fin les 
performances rencontrées dans la littérature. Enfin, nous conclurons avec un 
exemple de reconnaissance d’un autre langage 2D (organigrammes) en 
utilisant le même type d’approche. 
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5. Expérimentations et résultats 
L’objectif des expérimentations réalisées est d’analyser et de mesurer les 
performances des différentes approches proposées pour la reconnaissance 
d’expressions mathématiques manuscrites en-ligne. Elles permettront également 
de régler certains paramètres des différents systèmes étudiés. Après un rappel sur 
les bases utilisées et sur les mesures d’évaluations, nous décrivons les 
expérimentations sur : 
- La performance des classifieurs isolés. 
- L’utilisation d’un modèle de langage pendant l’apprentissage du système. 
- L’optimisation des paramètres du reconnaisseur d’expressions. 
- Le choix du classifieur de rejet. 
- Le choix du modèle structurel. 
- L’impact de la base d’apprentissage.  
- L’impact de la stratégie de l’apprentissage global. 
Finalement, nous présenterons l’application du système sur le problème de 
reconnaissance d’un autre langage bidimensionnel (les organigrammes de 
programmation).  
5.1. L’évaluation 
5.1.1. Bases de données 
Toutes les expérimentations sont effectuées avec les bases des données 
détaillées dans le chapitre  3. La base CIEL de symboles isolés est découpée en 
deux parties. La première (180 scripteurs) est utilisée pour l’apprentissage des 
classifieurs isolés. La deuxième partie (100 scripteurs) sert à évaluer ces 
classifieurs. 
En ce qui concerne les bases d’expressions, la partie utilisée pour 
l’apprentissage global du système (classifieurs et modèles structurels) est 
résumée dans le Tableau 15.  
Tableau 15 - Constitution des bases d'apprentissage d'expressions 
Base #Scripteurs #Symboles #Expressions 
Calculette 180 5448 900 
RamanReduced_CIEL 180 74160 6480 
RamanReduced_IROCIEL 200 82400 7200 
 
Le Tableau 16 résume les bases d’expressions utilisées pour évaluer la 
performance du reconnaisseur d’expressions mathématiques. 
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Tableau 16 - Constitution des bases de test d'expressions 
Base Nature #Scripteurs #Symboles #Expressions 
Calculette Synthétique 100 3051 500 
RamanReduced_CIEL Synthétique 100 41200 3600 
RamanReduced_Réelle Réelle 10 784 70 
RamanReduced_Wiki_CIEL Réelle 166 1477 211 
 
5.1.2. Les mesures d’évaluation 
Nous nous sommes limités aux trois mesures suivantes pour évaluer les 
performances du reconnaisseur d’expressions mathématiques (cf. chapitre  3): 
- Le taux de segmentation : 
symboles de  totalnombre
segmentésbien  symboles de nombre
  segRate =  
- Le taux de reconnaissance des symboles :  
symboles de  totalnombre
reconnusbien  symboles de nombre
  recoRate =
 
- Le taux de reconnaissance d’expressions : 
 
sexpressiond'  totalnombre
reconnuesbien  sexpressiond' nombre
  expRate =  
Ces mesures sont utilisées pour évaluer la reconnaissance d’expressions, 
mais aussi pour valider l’apprentissage. 
Il pourrait sembler judicieux de mesurer les performances en termes de rejet 
des mauvaises hypothèses de segmentation, par exemple grâce à un taux de 
fausses acceptations ou de vrais rejets. Toutefois, cette évaluation est difficile 
à cause de la grande quantité et variété des mauvaises hypothèses générées par 
rapport aux vrais symboles (en moyenne 61 mauvaises segmentations pour 
chaque symbole d’une expression). Cette mesure n’est pas forcement 
pertinente dans notre système car celui-ci permet de prendre en compte 
plusieurs résultats de classification de chaque hypothèse : la bonne réponse 
(rejet ou symbole)  peut être en seconde position et néanmoins retenue par la 
solution globale. 
5.1.3. Protocole expérimental 
Une expérimentation consiste en deux étapes : l’apprentissage du classifieur 
puis l’évaluation de la performance du reconnaisseur d’expressions. 
L’apprentissage peut être isolé ou global.  
Dans le cas isolé, le classifieur est entraîné sur la base isolée et ensuite 
utilisé dans le reconnaisseur d’expressions.  
L’apprentissage global est effectué avec une base d’apprentissage 
d’expressions. Dans un apprentissage libre (sans grammaire) le résultat de la 
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reconnaissance d’une expression manuscrite est un ensemble de 
regroupements de traits reconnus comme symboles sans aucune information 
contextuelle. Dans ce cas, pendant l’apprentissage nous n’utilisons que les 
taux de segmentation et de reconnaissance des symboles. Ce dernier est le 
critère que nous avons choisi pour arrêter l’apprentissage. En pratique, le 
nombre d’itérations est assez large pour assurer la convergence du classifieur. 
Le classifieur qui correspond à l’itération avec le taux de reconnaissance 
maximal de la base d’apprentissage est celui conservé pour les tests. Les taux 
obtenus lors de cet apprentissage ne correspondent pas à la performance finale. 
En effet le système final utilise une grammaire permettant de n’obtenir que des 
expressions valides, ce qui n’est pas le cas pendant l’apprentissage. En 
conséquence, l’évaluation complète d’un tel classifieur se fera en utilisant le 
classifieur obtenu associé à la grammaire du domaine désiré. 
Quant à l’apprentissage contraint (avec grammaire), la grammaire est 
utilisée au cours de l’apprentissage et les résultats sont des expressions valides 
conformes au domaine désiré. Dans ce cas, le classifieur conservé en fin 
d’apprentissage est celui donnant la meilleure performance au niveau du taux 
d’expressions.  
Dans tous les cas, les classifieurs obtenus lors de l’apprentissage sont 
ensuite utilisés dans le reconnaisseur d’expressions pour être testés sur les 
bases de test. Il est à noter que les résultats obtenus sur une base de test 
peuvent se différencier d’une expérimentation à une autre. Cela vient du fait 
que les expérimentations ont été réalisées tout au long des travaux de thèse, et 
donc les conditions expérimentales sont différentes selon l’évolution du 
système. Par exemple, les paramètres t et s (décalage et ratio de taille) vus 
précédemment dans le chapitre  4 ont changé au fur et à mesure sans vouloir les 
optimiser explicitement. 
5.1.4. Classifieurs utilisés 
Nous avons testé dans ces expérimentations trois classifieurs différents. 
Pour le premier, nous avons choisi un perceptron multicouches (PMC, voir 
description section  4.3.2.1), avec une seule couche cachée utilisant 100 
neurones. Le second classifieur est un réseau de neurones à convolution 
(TDNN, voir description section  4.3.2.5), avec une couche cachée à sept 
neurones. Chacun de ces neurones voit une fenêtre de vingt points du signal 
d’entrée avec un décalage de 5 points d’un neurone à un autre. La partie PMC 
comporte aussi une couche cachée à 100 neurones. Le dernier classifieur 
utilisé est un séparateur à vaste marge (SVM, voir description section  2.2.4) 
utilisant un noyau Gaussien (C=100 et SDT=10). 
Pour les classifieurs isolés, le nombre de sorties est égale au nombre de 
classes des symboles. Une sortie additionnelle est ajoutée s’il s’agit d’un 
classifieur global avec rejet. 
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En ce qui concerne le classifieur de rejet de l’architecture hybride (voir 
section  4.3.3.2), nous utilisons soit un PMC avec seulement 50 neurones dans 
la couche cachée, soit un TDNN pour le cas où le classifieur cible est aussi un 
TDNN. D’autres types de classifieurs de symboles peuvent être utilisés 
puisque celui-ci est appris indépendamment du reste du système dans le cadre 
de cette architecture hybride. Le Tableau 17 compare les résultats obtenus 
avec ces trois classifieurs.  
5.2. Performances isolées 
L’objectif des expérimentations sur les classifieurs isolés est de : 
- Assurer le bon choix de la topologie et des paramètres des classifieurs.  
- Obtenir des classifieurs isolés qui vont être utilisés dans le système de 
reconnaissance d’expressions. Celui-ci pourra servir comme système de 
référence de base. 
- Obtenir un classifieur cible pour faire partie d’un classifieur hybride. 
Vu le nombre relativement petit d’exemples de chaque classe de symboles, 
nous avons considéré la base de test en tant que base de validation. Nous 
affichons la meilleure performance obtenue sur cette base, en retenant la 
topologie optimale proposée dans la thèse d’Emilie Poisson [74]. Il n’y a donc 
pas d’adaptation spécifique des méta-paramètres à nos bases et donc pas de 
risque de biais correspondant. Les résultats sur l’ensemble de 223 symboles et 
les sous groupes détaillés dans le chapitre  3 sont présentés dans le Tableau 17 
(un classifieur différent est appris séparément pour chaque groupe de 
symboles). Dans ce tableau, la performance d’un classifieur isolé est 
simplement mesurée par la précision totale : le nombre d’exemples bien 
classés sur le nombre total d’exemples. 
Le Tableau 17 montre un bon potentiel en faveur des classifieurs de type 
réseaux des neurones. Le taux de reconnaissance est affecté par le nombre des 
classes et leurs complexités. Par exemple, en ce qui concerne le TDNN il 
décroît de 96.5% pour le groupe le moins nombreux (les chiffres) à 79.41% 
pour l’ensemble de tous les symboles. 
Il est à remarquer que ces performances sont obtenues individuellement sur 
chacun des groupes. En effet, dans une application de reconnaissance 
d’expressions mathématiques, les classes issues de ces différents groups du 
domaine considéré doivent être présentes simultanément. 
Une solution pour améliorer les performances de chaque classifieur serait 
d’étudier la complémentarité de ceux-ci en mettant en œuvre des techniques de 
combinaison. Nous avons considéré que cette problématique était en dehors 
des objectifs de ces travaux. 
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Tableau 17 - Performances des classifieurs isolés sur différents sous-
ensembles de la base CIEL isolée 
Groupe 
#Symboles 
d’apprentissage 
#Symboles de 
test 
#Classes TDNN% PMC% SVM% 
Tous les symboles 40128 22294 223 79,41 77,3 79,42 
Alphabet Grec 5400 3000 30 88,52 86,8 85,88 
Symboles 
élastiques 
6660 3698 37 91,94 91,2 89,13 
Flèches et 
opérations binaires 
10619 5900 59 94,27 93,9 92,51 
Fonctions 6298 3500 35 93,5 93 87,71 
Alphabet latin 
majuscule 
4680 2600 26 96,4 95,3 94,85 
Alphabet latin 
miniscule 
4674 2600 26 93,15 92,1 92 
Chiffres 1800 1000 10 96,5 96,1 96,6 
 
Dans les corpus d’expressions choisies pour ces travaux, nous avons 
considéré deux sous-ensembles de classes qui correspondent aux corpus 
Calculette (15 classes) et RamanReduced (34 Classes), cf. chapitre  3. 
Nous constatons à la lecture du Tableau 18 que les trois classifieurs ont 
quasiment les mêmes performances sur la base de test des deux groupes. 
Cependant, le comportement du classifieur peut être différent dans un contexte 
de reconnaissance d’expressions. En effet, lors de la reconnaissance d’une 
expression complète, on ne s’intéresse pas seulement à la classe reconnue mais 
aussi à son score de reconnaissances (et aux scores des classes suivantes) et 
surtout au comportement du classifieur face aux hypothèses de symboles 
invalides (pour la capacité de rejet). 
Tableau 18 - Performance des classifieurs isolés sur les groupes "Calculette" et 
"RamanReduced" 
Classifieur 
Calculette_Iso 
Test % 
(15 classes) 
RamanReduced_Iso 
Test % 
(34 classes) 
PMC 96,6 95,4 
TDNN 96,8 95,7 
SVM 96,7 96,2 
 
5.3. Système de référence 
Nous considérerons comme système de base, celui correspondant à 
l’architecture complète présentée dans la Figure 52 du chapitre  4, mais avec un 
classifieur de symboles sans capacité explicite de rejet et entraîné avec une 
base de symboles isolés. Cela correspond à la plupart des approches proposées 
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dans les systèmes actuels. Nous avons intégré les classifieurs présentés ci-
dessus dans l’architecture globale du système. 
Le Tableau 19 montre la performance de ce reconnaisseur d’expressions sur 
les bases de test. Dans le cas de la base de test Calculette, plus de 96% des 
symboles sont bien segmentés et plus de 94% sont bien reconnus en utilisant 
un TDNN comme classifieur de symboles. Toutefois, les expressions de type 
calculette sont relativement faciles car elles ne comportent pas de structures 
2D. De plus, la grammaire utilisée dans ce cas est très stricte (cf. chapitre  4), 
ainsi les contraintes associées ont permis sur cette base de test de bien 
reconnaître toutes les occurrences du signe « = ». On observe que 81.1% des 
expressions sont bien reconnues. Les PMC et SVM réalisent des performances 
proches. 
La difficulté de la disposition 2D des symboles est plus présente avec les 
autres bases de test, ce qui détériore les performances du système. Malgré la 
bonne performance des classifieurs en contexte de symboles isolés, le taux de 
reconnaissance des symboles en contexte d’expressions ne dépasse pas 74% 
dans le meilleur cas. En effet avec une grammaire plus large, le problème des 
hypothèses invalides perturbe la reconnaissance des expressions. 
La Figure 69 illustre ce problème sur un exemple de reconnaissance de 
l’expression manuscrite
dc
ba
+
+
. Les symboles du numérateur (a b +) sont 
pratiquement très bien alignés dans une relations de type « opérateur ». Le ‘a’ 
est reconnu avec un bon score (0.99), mais le classifieur hésite sur la 
reconnaissance de l’opérateur  en donnant un score faible à la classe ‘+’ (0.36). 
Supposons que le ‘b’ soit également bien reconnu avec un score de 0.99. On 
obtient alors un coût de reconnaissance pour ces trois symboles : 
).log().log().log().log()ba(Creco 350990360990 =++=+ . 
Par ailleurs, la segmentation qui regroupe les traits du ‘a’ et du ‘+’ est 
reconnue en tant que ‘cos’ avec également un score de 0.99. Ce score élevé est 
possible car cette donnée se situe dans une partie de l’espace d’entrée pour 
laquelle aucun exemple en apprentissage n’a été rencontré. De plus, du point 
de vue structurel les symboles ‘cos’ et ‘b’ sont très bien alignés. Cette 
mauvaise segmentation obtient alors  un score de reconnaissance plus élevé 
(donc un coût plus faible) :  
).log().log().log()b(cosCreco 980990990 =+= .  
Le résultat final serait alors 
dc
bcos
+
 à cause du comportement imprévisible 
de classifieur face aux segmentations invalides. 
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Figure 69 - Exemple du comportement imprévisible face aux mauvaises 
segmentations 
Le Tableau 19 montre qu’un reconnaisseur avec un classifieur SVM a une 
performance supérieure à celles avec un PMC ou un TDNN surtout au niveau 
expression (45.% sur la base RamanReduced_CIEL et 28.6 sur la base 
RamanReduced_réelle). On peut en déduire que le SVM a une capacité de 
modélisation intrinsèque supérieure au TDNN ou au PMC ce qui lui permet de 
mieux gérer les situations non apprises et de réaliser une performance 
supérieure10. Malgré la performance relativement bonne d’un système avec un 
SVM, nous nous intéresserons plus aux TDNN et PMC pour leur propriété 
intéressante d’apprentissage itératif ce qui facilite leur intégration dans le 
système avec un schéma d’apprentissage global. De plus, les TDNN et PMC 
sont nettement meilleurs en termes de mémoire occupée et de temps de 
traitement. 
Nous pouvons conclure de cette expérimentation qu’il est indispensable 
d’ajouter la capacité de rejet au classifieur de symboles. Ceci est réalisable 
avec un PMC ou un TDNN grâce à l’apprentissage global. Un reconnaisseur 
utilisant un SVM n’est pas directement capable d’apprendre le rejet 
itérativement, sauf si un classifieur spécialisé de rejet (PMC ou TDNN) est 
couplé avec le SVM dans le cadre d’un schéma de classifieur hybride. 
Nous allons dans la suite nous limiter à présenter les résultats obtenus par 
un reconnaisseur d’expressions utilisant un TDNN comme classifieur de 
symboles. Sachant que les expérimentations ont montré des comportements et 
performances très proches avec un PMC ou un TDNN.  
                                                           
10
 Cette propriété est due au noyau Gaussien utilisé qui fait diminuer le score des exemples éloignés 
des vecteurs supports [103] 
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Tableau 19 - Performance du reconnaisseur de référence sur les bases de test  
Calculette 
Base segRate recoRate expRate 
TDNN 96,6 94,3 81,1 
PMC 95,2 93,2 79,5 
SVM 88,6 87,5 82,2 
RamanReduced_CIEL 
Base segRate recoRate expRate 
TDNN 64,2 62,2 25,6 
PMC 75 73,1 31,2 
SVM 74,6 73,5 45,5 
RamanReduced_réelle 
Base segRate recoRate expRate 
TDNN 50 46,6 11,4 
PMC 61 56,1 12,9 
SVM 67 63,7 28,6 
RamanReduced_Wiki_CIEL 
Base segRate recoRate expRate 
TDNN 48,9 46,2 18 
PMC 48 46,3 15,6 
SVM 73,5 72,7 51,6 
 
5.4. Optimisation des paramètres du reconnaisseur 
d’expressions mathématiques  
Dans cette section nous présentons comment optimiser les différents 
paramètres communs aux stratégies étudiées ensuite. Ces mêmes optimisations 
peuvent être conduites quelque soit le classifieur utilisé (avec ou sans rejet) et 
quelque soit la stratégie d’apprentissage global (section  5.5). Les paramètres 
concernés sont : le facteur α de pondération des coûts structurels et de 
reconnaissance (représenté par les paramètres δβ ,  pour le cas des coûts 
géométriques), et le nombre de candidats retenus par le classifieur (représenté 
par le paramètre topN et le seuil k).  
Pour éviter une recherche exhaustive des valeurs optimales des paramètres, 
nous avons suivi une méthode simple. Au moment d’optimiser un des 
paramètres nous fixons les valeurs des autres (à leurs valeurs optimales s’ils 
étaient déjà optimisés). 
 Il faut souligner que notre système de reconnaissance d’expressions 
comporte un nombre important de paramètres libres qui peuvent poser 
problèmes lors du passage à l’échelle de la solution proposée. Toutefois, la 
valeur de certains de ces paramètres n’a pas été particulièrement optimisée 
pour les expressions mathématiques (par exemple la topologie du TDNN) 
mais est commune à plusieurs applicatifs. D’autres sont calibrés en utilisant 
une base de validation (le facteur α, nombre de candidat du classifieurs, etc.) et 
 puis testés sur une base 
paramètres ont été réglés sur l
l’évaluation sur les bases réelles.
5.4.1. Optimisation des paramètres 
Pour cette étude, 
retenus par le classifieur sont fixés à
hasard un sous ensemble de la base de test RamanReduced_CIEL de 10 
scripteurs (360 expressions) pour optimiser les paramè
paramètres participent à équilibrer la différence entre les scores structurels 
géométriques et les scores de reconnaissance (cf. chapitre
valeur optimale de ces deux paramètres nous avons procédé comme suit
d’abord la valeur de 
varie dans l’intervalle
taux de reconnaissance d’expressions
l’évolution du taux de reconnaissa
β . Le taux d’expressions approche 
Figure 70 - Evolution de taux de reconnaissance d'expressions en faisant 
varier le paramètre
Puis, en fixant β
La courbe de la Figure 
0.4 avec un taux de reconnaissance d’expressions à 53.6%.
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Figure 71 - Evolution de taux de reconnaissance d'expressions en faisant 
varier
Cette procédure de réglage est bien sûr sous
dépendre de la complexité du paysage de la fonction d’optimisation. Etant 
données les formes très simples trouvées sur l
pouvons penser qu’une méthode plus complexe ne modifierait pas beaucoup 
les résultats. Ces deux paramètres sont optimisés une fois pour toute
toutes les expérimentations qui utilisent la modélisation géométrique nous 
aurons : 40.=δ  et 
5.4.2.  Optimisation du nombre de candidats retenus par le 
classifieur (topN et k)
Le nombre de candidats considérés en résultat de reconnaissance d’une 
hypothèse de symbole joue un rôle très important
ne sont par retenus à cette étape, ne pourront plus être utilisés lors de la 
recherche de la meilleure solution.
Les classifieurs vont avoir des comportements différents selon la stratégie 
d’apprentissage. Le classifieur peut être très strict en donnant un score élevé 
au premier candidat. 
considérer d’autres candidats. 
en donnant des scores plus étalés sur les premiers candidats. 
petit seuil va diminuer le nombre de candidats retenus.
La Figure 72 montre l’évolution du taux de reconnaissance d’expressions 
sur la base de test RamanReduced_CIEL en fonction du nombre moyen de 
candidats retenus du classifieur (un TDNN a
rejet). 
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Figure 72 - Evolution de taux de reconnaissance d'expressions en fonction 
du nombre moyen de candidats conservés lors de la reconnaissance de 
Cette courbe est obtenue en fixant le paramètre 
maximum. Ensuite, on fait varier le seuil 
moins de candidats. Considérer un seul candidat limite la capacité du 
classifieur en imposant une seul
certain cas le classifieur peut répondre «
rejet n’apparaît pas dans les résultats, le nombre moyen de candidats décroit à 
moins de 1 pour les très petits seuils (k=0.4 et k
autre coté, un grand nombre de candidats donne plus de liberté à l’analyseur 
structurel parmi les candidats qui sont possiblement ambigus. Mais il faut 
remarquer qu’il ne faut pas que ce nombre soit très grand au risque de 
manquer des interprétations correctes. L’expérimentation montre que 1.5 
candidats en moyenne mène à la meilleure performance. Ce nombre 
correspond à un seuil cumulé 
La Figure 73 montre comment le résultat de reconnaissance est affecté par 
le choix du paramètre 
soit interprété structurellement comme
avec un seuil inférieur à 0.96 cette erreur est évitée grâce au bon score de 
reconnaissance du ‘+’ 
grammaire. Par contre, si la valeur du 
candidat ‘x’ entre en concurrence avec le ’+’. Mais le coût structurel de 
plus faible (meilleur) que celui considérant l’hypothèse ‘+ d’. Il ne faut donc 
pas que ce seuil soit très grand afin d’éviter ce 
Dans le cas où un symbole n’est pas très bien écrit (le ‘4’ dans l’exemple 
(b)), un petit seuil n’est pas favorable. Par exemple si le seuil est inférieur à 
0.88, le seul candidat sera le ‘y’. Donc, pour assurer la présence du ‘4’ dans
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liste des candidats il faut un seuil plus grand que 0.88 pour bien reconnaître la 
sous-expression 4ac. 
 
Figure 73 - Effet du choix du paramètre k 
Cette optimisation est effectuée pour chaque nouveau classifieur afin 
d’optimiser au mieux la valeur k du seuil.  
5.4.3. Optimisation du paramètre α 
Ce paramètre est utilisé avec les coûts structurels probabilistes. Il sert à 
pondérer différemment les coûts de reconnaissance et ceux structurels avec 
une modélisation probabiliste. Contrairement aux paramètres ( δβ ,  ), le 
paramètre α est ré-optimisé à chaque changement de modèle structurel ou de 
classifieur. En effet dans le cas d’une modélisation probabiliste les scores 
structurels et ceux de reconnaissance ont la même nature (probabiliste) et sont 
du même ordre de grandeur. Donc, un petit changement du comportement 
d’un coté affecte énormément le comportement de la fonction de coût global. 
5.5. Apprentissage global 
5.5.1. Effet du choix du modèle de grammaire pendant 
l’apprentissage  (modèle libre Vs modèle contraint)  
Dans un apprentissage avec un modèle de grammaire, celle-ci est utilisée 
pour contraindre les résultats de reconnaissance. Par contre, un apprentissage 
avec un modèle libre n’imposera aucune contrainte aux résultats obtenus. Dans 
les deux cas, les résultats obtenus sont ensuite comparés de la même façon 
avec la vérité terrain pour entraîner le classifieur (cf. chapitre  4). Les résultats 
dans le Tableau 20 sont obtenus en utilisant la modélisation géométrique avec 
un TDNN comme classifieur ; le modèle contraint utilise la grammaire 
RamanReduced (cf. Annexe D-2). 
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Tableau 20 - Performance du reconnaisseur en fonction de modèle de langage 
utilisé pendant l’apprentissage  
RamanReduced_CIEL 
Modèle de langage en 
apprentissage 
segRate recoRate expRate 
Libre 86,9 84,6 61,8 
Contraint 82,2 81,4 47,3 
RamanReduced_Réelle 
Modèle de langage en 
apprentissage 
segRate recoRate expRate 
Libre 78,7 72,5 27,1 
Contraint 70,1 63,9 22,9 
 
Le Tableau 20 montre qu’un apprentissage libre est beaucoup plus 
bénéfique par rapport à un contraint. Ce résultat peut sembler a priori 
inattendu. L’explication se situe sûrement dans la diversité des situations 
rencontrées lors de l’apprentissage non contraint par la grammaire, ce qui 
permet de bien apprendre la classe de rejets. A l’inverse, lorsque le résultat 
doit respecter la grammaire, il supporte moins de liberté de segmentation, et la 
classe rejet sera moins bien apprise. 
5.5.2. Influence de l’utilisation de scripteurs virtuels  
Le choix de la base d’apprentissage est essentiel pour pouvoir bien 
entraîner le classifieur de symboles. Elle doit être bien représentative du 
domaine du corpus, mais aussi comporter une bonne variabilité de styles 
d’écriture. Pour le moment l’apprentissage global s’appuie sur une base 
d’expressions synthétiques dans le but d’avoir une grande quantité 
d’expressions. Comme nous l’avons vu dans le chapitre  3, une des limites du 
générateur d’expression réside dans la répétition du même échantillon pour 
toutes les occurrences d’un symbole.  
Les résultats présentés Tableau 21 sont obtenus en utilisant deux bases 
d’expressions pour l’apprentissage. La première, RamanReduced_CIEL, avec 
la contrainte des échantillons répétés. La deuxième, 
RamanReduced_IROCIEL, est générée avec des scripteurs virtuels depuis les 
bases isolées IROCIEL. Dans ces expériences, un reconnaisseur avec une 
modélisation gaussienne pour le modèle structurel est utilisé. Dans les deux 
cas, les paramètres du reconnaisseur ont été optimisés sur la base de test 
RamanReduced_CIEL. 
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Tableau 21 - Performance du reconnaisseur en fonction de la base 
d’apprentissage utilisée  
RamanReduced_CIEL (test) 
Base d’apprentissage segRate recoRate expRate 
RamanReduced_CIEL 91,4 88,7 64,9 
RamanReduced_IROCIEL 94,3 92,1 71 
RamanReduced_réelle 
Base d’apprentissage segRate recoRate expRate 
RamanReduced_CIEL 83,9 76,2 27,1 
RamanReduced_IROCIEL 86 81,4 38,6 
RamanReduced_Wiki_CIEL 
Base d’apprentissage segRate recoRate expRate 
RamanReduced_CIEL 82,5 78 45,5 
RamanReduced_IROCIEL 89,5 86,5 52,6 
 
En comparant les taux de reconnaissance individuels des lettres et chiffres 
entre les deux bases d’apprentissage, nous constatons que l’introduction des 
scripteurs virtuels améliore la reconnaissance de ces classes. Par exemple, le 
taux de reconnaissance du ‘1’ augmente de 88.6% à 94%, et celui du ‘n’ de 
84% à 97%. Puisque les lettres et les chiffres sont les symboles les plus 
fréquents dans les expressions, cette amélioration est accompagnée d’une 
amélioration de performance globale du système. Nous constatons une 
amélioration de 7% sur la base RamanReduced_CIEL, de 7% 
RamanReduced_Wiki_CIEL et de 11% sur la base RamanReduced_réelle. 
5.5.3. Choix de la stratégie d’apprentissage 
Tous les systèmes présentés précédemment sont entraînés avec la stratégie 
d’apprentissage global pur. Pour profiter encore plus de la base de symboles 
isolés, nous avons cherché à étendre l’apprentissage du classifieur de 
symboles, soit en poursuivant celui-ci après la phase globale avec un 
apprentissage isolé (globo-isolé), soit en l’initialisant par la base isolée (iso-
global), ou même en considérant les symboles de la base isolée en tant 
qu’expressions (iso en global) (cf. section  4.4). 
5.5.3.1. Apprentissage globo-isolé 
Dans cette stratégie, le classifieur appris globalement est renforcé par un 
apprentissage isolé. L’objectif est d’améliorer la reconnaissance des classes 
qui sont peu présentes dans la base d’expressions. Nous avons considéré un 
classifieur global appris sur la base d’apprentissage RamanReduced_CIEL. 
Pour optimiser la reconnaissance des symboles isolés, le classifieur a été 
ensuite entraîné sur la base isolée IROCIEL. Comme variante à cette stratégie, 
nous avons aussi considéré l’ajout à cette base isolée, d’exemples de rejets 
choisis aléatoirement au cours de l’apprentissage global.  
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Le Tableau 22 montre la performance du classifieur étendu appris après une 
seule itération d’apprentissage isolé, et aussi après un apprentissage isolé 
complet (jusqu'à la convergence du classifieur). 
Tableau 22 - Performance du reconnaisseur en utilisant un classifieur globo-isolé 
comparé à un classifieur global pur 
RamanReduced_réelle 
 RamanReduced_isolé RamanReduced_réelle 
Base d’apprentissage Performance isolé segRate recoRate expRate 
Global (pur) 93,5 87,7 80,2 28,6 
Globo-Isolé (1 itération) 
[IROCIEL] 
 94,3 82,5 75,3 22,9 
Globo-Isolé  [IROCIEL]  95,1 59,1 53,7 11 
Globo-Isolé (1 itération)  
[IROCIEL]+rejet 
94 79,5 71,4 20 
Globo-Isolé  [IROCIEL]+rejet  94,7 64 58,2 20 
 
Nous constatons à la lecture du Tableau 22 que la performance du 
classifieur s’améliore en isolé. Par contre, quand il est testé sur la base 
d’expressions RamanReduced_réelle la performance chute rapidement. Le 
taux de reconnaissance des symboles décroît de 80.2% à 75.3% après une 
itération et à 53.7% à la fin de l’apprentissage. Cette chute de performance 
s’explique par le fait que le classifieur oublie la classe rejet puisque il ne 
rencontre plus d’exemples de cette classe dans la base additionnelle. En effet, 
les paramètres du classifieur vont être mis à jour de sorte à améliorer la 
reconnaissance des autres classes sans considérer le rejet. L’ajout de quelques 
exemples de rejet dans la base isolée permet de limiter cet effet, néanmoins, on 
note même dans ce cas une baisse des performances, car ces exemples ne sont 
pas suffisants pour généraliser cette classe.  
5.5.3.2. Apprentissage iso-global / iso en global 
L’idée de ces deux stratégies est de profiter de la base isolée pour renforcer 
l’apprentissage global du classifieur. Un apprentissage iso-global consiste à 
initialiser le classifieur avec un apprentissage en isolé puis à continuer son 
apprentissage en global. La seconde stratégie utilise la base isolée directement 
dans l’apprentissage global en tant qu’expressions à un seul symbole. Dans ces 
expériences, un reconnaisseur avec une modélisation gaussienne pour le 
modèle structurel est utilisé. 
La première ligne du Tableau 23 est la performance du reconnaisseur 
d’expressions avec un classifieur appris en global (global pur) sur la base 
d’apprentissage RamanReduced_CIEL. La deuxième est celle d’un classifieur 
appris en isolé sur la base CIEL et puis en global sur RamanReduced_CIEL. 
La dernière ligne est le cas où on considère les deux bases (symboles isolés, 
expressions) dans l’apprentissage global. 
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Tableau 23 - Performance du reconnaisseur en fonction de 
la stratégie d’apprentissage  
RamanReduced_CIEL 
Stratégie d’apprentissage segRate recoRate expRate 
Global Pur 91,4 88,7 64,9 
Iso-global 94,2 92,5 70,6 
Iso en global 93 90,8 69,6 
RamanReduced_réelle 
Stratégie d’apprentissage segRate recoRate expRate 
Global Pur 83,9 76,2 27,1 
Iso-global 87,8 81,1 31,4 
Iso en global 78,4 74,2 32,9 
RamanReduced_Wiki_CIEL 
Stratégie d’apprentissage segRate recoRate expRate 
Global Pur 82,5 78 45,5 
Iso-global 87,5 82,5 44,5 
Iso en global 85,7 83 49,8 
 
Les résultats du Tableau 23 montrent l’intérêt de renforcer l’apprentissage 
global avec la base isolée. En particulier, l’apprentissage iso-global améliore 
nettement la performance du reconnaisseur sur les trois bases de test. 
5.6. Choix du classifieur de rejet  
Le classifieur intégré dans le reconnaisseur joue un rôle très important car, 
en plus de reconnaître les symboles, il guide le processus de la segmentation et 
participe au calcul de la fonction de coût global. Comme nous l’avons vu, un 
classifieur appris seulement à partir de symboles isolés a des difficultés face 
aux segmentations invalides (rejet), ce qui montre l’importance de considérer 
une classe de rejet dans le reconnaisseur. 
Dans cette section, nous comparons trois architectures de reconnaisseur, 
présentées dans la section  4.3.3 : 
1. système isolé : le classifieur de référence appris seulement à partir 
de symboles isolés. 
2. système global : un classifieur avec une classe de rejet appris 
globalement à partir d’expressions complètes. 
3. système hybride : le classifieur de référence (appris en isolé) 
combiné avec un classifieur de rejet (à deux classes, apprises 
globalement à partir d’expressions complètes). 
Pour mesurer l’apport de l’utilisation du rejet, nous avons entraîné deux 
classifieurs dans les mêmes conditions (paramétrage, base d’apprentissage, 
…). Pour le système global un TDNN avec une sortie explicite de rejet a été 
utilisée. En ce qui concerne l’architecture hybride, deux solutions sont 
comparées : soit un TDDN comme classifieur cible et un TDNN comme 
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classifieur de rejet ; soit un SVM comme classifieur cible et un PMC comme 
classifieur de rejet. 
Le Tableau 24 montre la performance du reconnaisseur en utilisant un 
classifieur global (TDNN, cas b) ) et deux hybrides (TDNN /TDNN et 
SVM/PMC, cas c) ), comparés aux résultats de référence obtenus 
précédemment avec les classifieurs appris isolément sans capacité de rejet 
(TDNN et SVM, cas a) ).  
Tableau 24 - Performance du reconnaisseur avec ou sans capacité de rejet 
Calculette 
Classifieur de symboles SegRate RecoRate ExpRate 
TDNN 
a) Isolé 96,6 94,3 81,1 
b) Global 99,2 96,2 84,2 
c) Hybride 99,2 97 87,3 
SVM 
a) Isolé 88,6 87,5 82,2 
c) Hybride 99,6 97,6 89,2 
RamanReduced_CIEL 
Expressions 
synthétiques 
SegRate% RecoRate% ExpRate% 
TDNN 
a) Isolé 64,2 62,9 25,6 
b) Global 86,9 84,6 61,8 
c) Hybride 89,8 87,4 51,8 
SVM 
a) Isolé 74,6 73,5 45,5 
c) Hybride 73,6 72,9 50,6 
RamanReduced_réelle 
Expressions 
synthétiques 
SegRate% RecoRate% ExpRate% 
TDNN 
a) Isolé 50 46,6 11,4 
b) Global 78,7 72,5 27,1 
c) Hybride 79,4 74,6 30 
SVM 
a) Isolé 67 63,7 28,6 
c) Hybride 67,6 64 27,1 
 
Nous pouvons d’abord vérifier que les résultats de segmentation (SegRate) 
dépendent bien du reconnaisseur utilisé car la segmentation n’est pas faite en 
amont indépendamment du reconnaisseur, mais elle est bien couplée à celui-ci.  
Ensuite, nous pouvons constater que l’utilisation du rejet apporte un progrès 
significatif au niveau taux de reconnaissance d’expressions par rapport au 
système de référence. En effet, l’utilisation du rejet avec le classifieur TDNN 
permet une amélioration du score de 81.1% à 87.3% sur la base de test 
Calculette, de 25.6% à 61.8% sur la base de test RamanReduced_CIEL, et de 
11.4% à 30% sur la base RamanReduced_réelle. 
A l’inverse, quand on compare le SVM isolé et son intégration dans 
l’hybride, le comportement est différent entre les bases synthétiques et la base 
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réelle. Il y a une amélioration sur la base synthétique (82.2% à 89.2% pour la 
Calculette et 45.5% à 50.6% pour RamanReduced_CIEL), et une baisse de 
performances (28.6% à 27.1%) sur la base RamanReduced_réelle. Nous 
pensons qu’il conviendrait d’avoir une approche plus rigoureuse pour 
l’application de la fonction Softmax aux sorties du SVM afin de pouvoir 
effectivement interpréter les sorties en tant que probabilités. Au final, avec un 
SVM, l’apport de la classe supplémentaire dans le système hybride (c) 
n’apporte pas grand chose, et même détériore légèrement les performances sur 
la base des expressions réelles. On peut en déduire que le SVM utilise sa 
capacité de modélisation intrinsèque supérieure au TDNN, ce qui lui permet de 
mieux gérer les situations non apprises (rejet) sans les avoir explicitement 
apprises. 
Par contre l’utilisation du rejet dans le TDNN permet de dépasser les 
performances jusqu’ici supérieures des architectures utilisant un SVM. 
A ce stade, on peut se poser la question de savoir quel classifieur est le 
meilleur pour faire face au problème de rejet ? En considérant le TDNN et en 
comparant le système hybride c) avec le classifieur global b), nous constatons 
que le classifieur global se comporte un peu mieux sur la base 
RamanReduced_CIEL (61.8%) que le système hybride (51.8%). Par contre, le 
classifieur hybride est légèrement mieux sur la base RamanReduced_réelle 
(30% contre 27.1%). De même, l’hybridation est nettement bénéfique sur la 
base Calculette. On peut avancer l’hypothèse que la bonne performance sur la 
base Calculette vient du fait que la plupart des symboles se composent d’un 
seul trait (1.5 traits en moyenne par symbole). Donc en quelque sorte le 
classifieur de rejet fait le choix assez facilement entre des hypothèses de 
symboles avec peu de traits en tant que symbole valide, et celles avec plusieurs 
traits en tant que rejet.  
Malheureusement, cela ne sera pas le cas dans une application plus 
complexe où de nombreux de symboles se composent normalement en 
plusieurs traits. Un second point intéressant est que la méthode actuellement 
utilisée pour la combinaison des scores de reconnaissance dans le classifieur 
hybride permet de contrebalancer une décision très marquée du classifieur de 
symboles. Par exemple, même quand le classifieur de rejet hésite entre rejet ou 
non-rejet avec des scores respectifs de 0.55 et 0.45, et que dans le même temps  
le classifieur cible donne un score de 0.99 pour associer l’hypothèse à une 
certaine classe, son score restera inférieur et l’hypothèse sera rejetée.  
Pour résumer, on peut dire que l’ajout d’un classifieur spécifique pour 
modéliser les mauvaises segmentations n’est pas une solution toujours 
bénéfique. Cela dépend des propriétés de modélisation intrinsèque du 
classifieur et du domaine des expressions. En conséquence et malgré le bon 
potentiel de l’utilisation d’un classifieur hybride, nous avons choisi d’adopter 
le classifieur global pour la suite de nos expérimentations. 
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5.7. Coût structurel Vs coût probabiliste 
Nous comparons dans cette section les performances du reconnaisseur en 
utilisant des modélisations géométrique ou probabiliste. Dans les différentes 
expérimentations, les modèles probabilistes (histogrammes, gaussiens) ont été 
appris sur les bases synthétiques RamanReduced_CIEL et 
RamanReduced_IROCIEL. 
5.7.1. Mesurer la performance de la modélisation structurelle  
L’objectif de cette expérimentation est de mesurer la performance du 
reconnaisseur en ignorant le classifieur de symbole pour comparer l’efficacité 
des modélisations structurelles utilisées. En s’appuyant sur la vérité terrain des 
traits, nous attribuons à toutes les hypothèses non valides un coût de 
reconnaissance maximal. En même temps, un coût nul est associé aux bonnes 
hypothèses. Ainsi, seuls les coûts relationnels interviennent dans la 
reconnaissance. 
Le Tableau 25 montre les résultats de la reconnaissance en utilisant les trois 
modèles structurels : géométrique, histogrammes, gaussien. Il est à remarquer 
que le 100% de taux de reconnaissance des symboles n’est pas atteint à cause 
des contraintes de génération d’hypothèses. Par exemple, il suffit qu’un 
symbole ait plus de traits que le nombre maximal autorisé pour qu’il 
n’apparaisse pas dans les résultats. 
Tableau 25 - Performances du reconnaisseur en forçant la bonne 
reconnaissance des symboles sur la base de test RamanReduced_CIEL 
Modélisation structurelle segRate recoRate expRate 
Géométrique 99,7 99,7 93,3 
Histogrammes 99,7 99,7 94,8 
Gaussienne 99,96 99,96 96,5 
 
Nous pouvons constater à partir du Tableau 25 que la modélisation 
probabiliste est légèrement meilleure que celle géométrique. Mais dans tous 
les cas, le système arrive assez facilement à reconnaître la plupart des 
expressions avec un classifieur idéal de symboles. En l’absence de celui-ci, 
comme nous l’avons vu dans les autres expériences, les résultats de 
classification des hypothèses influencent fortement la performance globale du 
système. 
L’utilisation des histogrammes s’est montrée performante. Toutefois, 
l’utilisation des histogrammes dans la méthode proposée alourdie le système. 
En effet, il faut 4 histogrammes pour chaque relation avec pour chacun une 
résolution de 50 valeurs, augmentant donc le nombre de paramètres libres du 
système. En se contentant dans le modèle géométrique de valeurs prédéfinies 
pour fixer les positions et tailles des symboles dans les relations, seuls 4 ou 6 
paramètres par relation sont nécessaires. C’est aussi le cas pour les modèles 
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gaussiens où 4 à 6 valeurs seulement sont nécessaires pour modéliser une 
relation. En conséquence, nous nous limiterons à l’utilisation des modèles 
gaussiens pour la modélisation probabiliste. 
La modélisation gaussienne est surtout bénéfique dans des situations 
ambigües. Comme le montre l’exemple de la Figure 74 les coûts géométriques 
sont très sensibles aux variations autour des situations idéales. La sous-
expression ‘ ab ’ est reconnue en tant que ba  car le ‘b’ se décale du 
positionnement idéal de la relation « hpair » donnant un coût de 95. Il 
s’approche plus de la situation idéale de la relation indice « subscript » avec un 
coût relativement faible de 39. De plus, le coût géométrique explose 
rapidement puisqu’il est calculé à partir des erreurs quadratiques de 
positionnement et de taille idéaux. Ce problème peut être compensé en réglant 
les valeurs de décalage et ratio de taille de la relation. Néanmoins, un tel 
réglage nécessite une investigation exhaustive de la base d’apprentissage. 
Par contre, le coût probabiliste est directement déduit de la distribution 
probabiliste, ce qui permet de prendre en compte les variations de 
positionnement selon les situations apprises de la base d’apprentissage. Dans 
cet exemple, la sous-expression ‘ ab ’ est bien reconnue puisque la relation la 
plus probable sera la relation « hpair ». 
 
Figure 74 - Les coûts structurels (géométriques et gaussiens) de la sous 
expression ‘ ab’ 
5.7.2. Résultats  
Il est plus approprié de comparer la performance des modèles structurels 
dans le contexte global du reconnaisseur. Les résultats ci-après sont obtenus en 
utilisant un classifieur global TDNN entraîné sur la base d’apprentissage 
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RamanReduced_CIEL. Le Tableau 26 montre les taux de reconnaissance sur 
les bases de tests après avoir optimisé les paramètres du reconnaisseur. 
Tableau 26 - Performances du reconnaisseur avec les modélisations 
structurelles Géométrique ou Gaussienne 
RamanReduced_CIEL 
Modélisation structurelle segRate recoRate expRate 
Géométrique 92,8 90,3 64,2 
Gaussienne 91,4 88,7 64,9 
RamanReduced_réelle 
Modélisation structurelle segRate recoRate expRate 
Géométrique 87,7 80,2 28,6 
Gaussienne 83,9 76,2 27,1 
RamanReduced_Wiki_CIEL 
Modélisation structurelle segRate recoRate expRate 
Géométrique 84,6 80,2 46 
Gaussienne 82,5 78 45,5 
 
Le Tableau 26 montre que l’apprentissage des relations spatiales améliore 
légèrement la performance du système sur la base de test synthétisée 
RamanReduced_CIEL. La bonne performance sur la base synthétisée ne se 
généralise pas sur les bases réelles. Cette chute de performance vient 
principalement de la forte dépendance avec les modèles appris sur la base 
d’apprentissage (la base synthétique) qui ne correspond pas complètement aux 
situations rencontrées sur la base réelle. Une première solution serait 
d’apprendre ces relations sur une base réelle importante. Une autre solution 
pour améliorer les modèles appris serait d’apprendre itérativement les relations 
spatiales d’une façon discriminante. Cet apprentissage itératif améliorerait à la 
fois la modélisation des relations de la base d’apprentissage, et augmenterait la 
capacité de généraliser. Pour ces deux approches, il faudrait disposer d’une 
grosse base d’expressions réelles afin de pouvoir correctement apprendre ces 
relations spatiales. Malheureusement nous n’avons pas pu explorer 
complètement cette voie. 
Des expérimentations préliminaires ont néanmoins été effectuées en 
utilisant l’union des bases RamanReduced_réelle et 
RamanReduced_Wiki_CIEL pour apprendre les modèles gaussiens. Le 
Tableau 27 montre une amélioration de performances sur les bases réelles en 
utilisant un modèle structurel appris sur ces mêmes bases. Cette amélioration 
est attendue car la même base est utilisée pour l’apprentissage (du modèle 
relationnel seulement) et pour le test. Néanmoins, tester ces modèles sur la 
base RamanReduced_CIEL montre que même avec une petite base réelle (281 
expressions), nous arrivons à faire aussi bien que le modèle appris sur une 
grosse base (6480 expressions). Ces résultats montrent l’intérêt d’utiliser de 
vraies données pour l’apprentissage du système (notamment les modèles 
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structurels), soit pour apprendre les relations spatiales et bien sûr pour 
entraîner le classifieur de symboles.  
Tableau 27 - Performance du reconnaisseur avec une modélisation structurelle 
Gaussienne apprise soit à partir de données synthétiques, soit à partir de 
données rélles 
RamanReduced_CIEL 
Modélisation structurelle segRate recoRate expRate 
Gaussienne_synthétique 91,4 88,7 64,9 
Gaussienne_réelle 91,6 88,5 64 
RamanReduced_réelle 
Modélisation structurelle segRate recoRate expRate 
Gaussienne_synthétique 83,9 76,2 27,1 
Gaussienne_réelle 84,6 76,5 31,4 
RamanReduced_Wiki_CIEL 
Modélisation structurelle segRate recoRate expRate 
Gaussienne_synthétique 82,5 78 45,5 
Gaussienne_réelle 83,2 78,5 48,3 
 
5.8. Au delà de la reconnaissance d’EM : la reconnaissance 
d’organigrammes manuscrits en-ligne 
Nous allons introduire le problème de reconnaissance d’organigrammes 
manuscrits en-ligne comme un autre exemple de reconnaissance de structures 
2D. Nous nous sommes d’abord intéressés  à la collecte d’une base 
d’organigrammes, étant donné dans ce domaine également, l’indisponibilité de 
telles données. Quant au système de reconnaissance, nous avons simplement 
adapté du système précédent la méthode d’apprentissage et les mesures 
d’évaluation pour reconnaître des organigrammes. 
5.8.1. Acquisition des organigrammes 
Nous avons choisi sept organigrammes de programmation avec différentes 
complexités. Quelques un décrivent des algorithmes (calcul de factorielle, tri à 
bulles, apprentissage d’un réseau de neurones). D’autres sont plus simples 
décrivant des opérations basiques (le carré d’un nombre, somme de N 
nombres, …). Une liste complète des organigrammes se trouve dans l’annexe 
B-7. Ces organigrammes contiennent six symboles graphiques, montrés dans 
la Figure 75. Ils représentent les opérations simples nécessaires pour ce type 
d’organigramme. De plus, du texte explicatif est fortement présent dans toutes 
les parties d’un organigramme. Un texte peut être un mot isolé, une phrase 
simple, une équation mathématique, ou encore un bloc de texte. 
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Figure 75 - Exemple des symboles considérés pour la reconnaissance des 
organigrammes 
Des membres de notre équipe de recherche et des étudiants de l’université 
de Nantes (département de génie électrique et informatique industrielle) ont 
participé à la saisie des organigrammes en utilisant la technologie Anoto. La 
Figure 76 montre un exemple  d’organigramme et sa version manuscrite. Les 
scripteurs ont eu pour consigne de copier l’organigramme avec une certaine 
liberté. Autrement dit, il n’est pas obligatoire de respecter la disposition 
spatiale des symboles, mais tous les symboles et leurs liens doivent être 
respectés. De même, il n’y a pas de contraintes d’ordre des symboles ni de 
direction.  
De plus, en observant les organigrammes récoltés nous avons remarqué une 
grande variété de style de dessin. Quelques scripteurs tendent à dessiner les 
opérations (processus, décision, …) avec un seul trait. D’autres dessinent les 
mêmes symboles avec trois traits ou même plus. Il est noté également que 
quelques scripteurs ne complètent les flèches qu’à la fin de la saisie. 
Cette grande liberté et cette variété de dessins d’organigrammes en plus du 
texte augmente significativement le challenge de reconnaissance de ce type de 
graphique 2D. A ce stade nous nous sommes focalisés sur le problème de 
séparation du texte du reste des symboles graphiques de l’organigramme. 
Nous supposons qu’une fois le texte séparé, il peut être reconnu par une 
variété de solution classique disponible. La reconnaissance des symboles 
graphiques est également un problème classique de reconnaissance des formes. 
Sa complexité dépend du degré de liberté donné aux scripteurs pour dessiner 
les symboles graphiques. 
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Figure 76 - Exemple d’un organigramme de référence et de sa version 
manuscrite  
5.8.2. Une base d’organigrammes manuscrits en-ligne 
Un ensemble de 78 organigrammes ont été récoltés. Le tableau montre la 
constitution des bases d’apprentissage et du test, où 10 scripteurs ont participé 
à la base d’apprentissage et trois autres à la base de test. 
Tableau 28 - Constitution des bases d’organigrammes manuscrits en-ligne 
 # Scripteurs # Organigrammes #Symboles 
Apprentissage 10 60 1287 
Test 3 18 409 
 
Actuellement la sémantique de l’organigramme n’est pas considérée dans la 
reconnaissance. De plus, il n’existe pas de standard de description des 
organigrammes qui peut servir en tant que vérité terrain sémantique. En 
conséquence, les organigrammes ont été étiquetés au niveau symboles et traits. 
Tous les types de texte sont étiquetés dans la même la classe (texte), ce qui est 
suffisant pour l’évaluation du problème de séparation texte/symboles. De 
même, toutes les flèches (vers le haut, le bas, la droite, coudées …) sont 
étiquetées avec la même classe (flèche). Le Tableau 29 montre la distribution 
des symboles dans la base et le nombre des traits de chacune des classes. 
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Tableau 29 - Nombres et pourcentages des symboles et traits dans les bases 
d’organigrammes. 
 Apprentissage Test 
 Symboles Traits Symboles Traits 
Processus 160 12,4% 480 8,9 51 12,5% 167 8,9% 
Terminateur 67 5,2% 90 1,7% 23 5,6% 23 1,2% 
Flèche  420 32,6% 907 16,7% 131 32% 329 17,6% 
Connexion 39 3% 42 0,8% 10 2,4% 13 0,7% 
Donnée 72 5,6% 270 5% 23 5,6% 90 4,8% 
Décision 75 5,8% 291 5,4% 24 5,9% 118 6,3% 
Texte 454 35,3% 3342 61,6% 147 35,9% 1127 60,4% 
Total 1287 100% 5422 100% 409 100% 1867 100% 
 
On constate dans ce tableau que le texte représente plus de 35% des 
composants d’un organigramme. De plus, les traits de ces textes font plus de 
60% du nombre total de traits. En conséquence, une méthode classique de 
segmentation et reconnaissance risque de ne pas être capable de résoudre ce 
type de problème. De plus, au vu de la complexité de la classe Texte (plus de 7 
traits par symbole), nous utiliserons dans certaines expérimentations, en plus 
du taux de reconnaissance/segmentation des symboles, une évaluation au 
niveau des traits (pourcentage de traits associés à la bonne classe). 
Nous avons proposé deux scénarios pour la reconnaissance 
d’organigrammes. Dans le premier scénario, nous simplifions le problème en 
considérant que l’étape de segmentation des symboles est bien effectuée. 
Donc, le problème est transformé en un problème de reconnaissance de 
symboles isolés. Cependant, même dans un contexte isolé, nous gardons la 
définition du problème en tant qu’un problème de séparation du texte des 
symboles graphique. La base des symboles isolés a été extraite directement des 
organigrammes récoltés, voir le Tableau 29. Dans le second scénario plus 
réaliste, nous proposons d’adopter notre reconnaisseur d’expressions pour 
résoudre le problème complet (segmentation et reconnaissance). 
5.8.3. Reconnaissance des symboles isolés 
Nous avons utilisé les mêmes classifieurs proposés pour la reconnaissance 
des symboles mathématiques avec la même structure et les mêmes paramètres. 
Les classifieurs (un TDNN et un SVM) ont été entraînés sur la base de 
symboles isolés, cf. Tableau 29. Afin de les adapter aux spécificités des 
organigrammes, une étape supplémentaire de prétraitement est nécessaire. 
Tout d’abord le signal d’entrée est normalisé et ré-échantillonné en 30 
points (au lieu de 50 pour les symboles mathématiques) résultant en un vecteur 
de 210 caractéristiques (7 par point) en entrée du classifieur. Ces 
caractéristiques, identiques aux expressions mathématiques (détaillées dans 
section.  4.3.1) sont sensibles à l’ordre dans lequel les traits sont saisis. Cette 
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propriété n’a pas un grand effet sur la reconnaissance des caractères ou du 
texte car les règles de l’écriture apprises à l’école imposent une certaine 
stabilité. Cependant, ce n’est pas le cas des symboles graphiques. Comme le 
montre la Figure 77, l’ordre et la direction des traits varient d’un scripteur à un 
autre même pour le même symbole selon son habitude d’écriture et le contexte 
où le symbole se trouve.  
 
Figure 77 - Exemples de désordre causé par le ré-échantillonnage  
Pour éviter cette instabilité une étape additionnelle est appliquée. Elle 
consiste à réordonner les traits du signal d’entrée en changeant leur ordre par 
rapport au premier trait de manière à minimiser le nombre de points 
imaginaires ajoutés. Par exemple, en appliquant cette étape les cas b et c de la 
Figure 77 vont avoir la même forme que le cas a. 
Nous avons d’abord entraîné les classifieurs à reconnaître les 7 classes 
(texte + 6 symboles). Le Tableau 30 montre que dans un contexte isolé, le 
SVM réussi à identifier plus de 99%  du texte. Les deux classifieurs séparent 
plus de 95% des textes et des symboles graphiques. Parmi les six symboles 
graphiques les deux classifieurs en classent correctement 81.3%. La plupart 
des erreurs viennent de la forte similarité entre les symboles « terminateur » et 
« connexion ».  
Tableau 30 - Performance des classifieurs isolés sur le problème de séparation 
de texte des symboles graphiques 
Texte vs. non-texte (2 classes) 
Classifieur Texte Symboles (non-texte) 
Symboles graphique 
(6 Classes) 
TDNN 141/147=95,92% 253/262=96,57% 81,3% 
SVM 146/147=99,32% 249/262=95,04% 81,3% 
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D’autre part, nous avons entraîné ces classifieurs (TDNN-SVM) 
uniquement sur les 6 symboles graphiques. Nous pourrions donc imaginer un 
classifieur à deux étages, où les symboles graphiques sont séparés du texte 
grâce à un premier classifieur et reconnus par un second. Les résultats sont 
présentés dans le Tableau 31. Nous remarquons une légère amélioration des 
taux de reconnaissance des symboles graphiques. Les deux classifieurs (SVM, 
TDNN) achèvent un taux de 84.4% et 87% respectivement de symboles bien 
reconnus. 
Tableau 31 - Performance des classifieurs isolés sur le problème de 
reconnaissance des symboles graphiques 
Classifieur Symboles graphiques(6 classes) 
TDNN 84,4% 
SVM 87% 
 
5.8.4. Approche globale d’apprentissage et de reconnaissance 
Nous avons conçu un système de reconnaissance d’organigrammes basé sur 
l’architecture globale proposée dans ce manuscrit pour la reconnaissance 
d’expressions mathématiques. Actuellement le modèle structurel est ignoré 
dans l’architecture globale (nous n’avons pas développé pour l’instant de 
grammaire 2D décrivant ce domaine). Donc l’apprentissage ainsi que la 
reconnaissance se fait sans grammaire (modèle libre). La spécificité des 
organigrammes est la présence de beaucoup de texte de longueurs différentes. 
Cette taille peut dépasser le seuil de nombre maximal de traits acceptés par le 
générateur d’hypothèses. Dans ce cas, le générateur ne pourrait donc pas 
proposer la bonne segmentation. Pour éviter cet inconvénient, les sous parties 
de textes sont considérées comme étant une bonne segmentation du texte. Ces 
sous parties sont obtenus grâce à la sur-segmentation de cette classe. Les 
parties de textes mal étiquetées sont utilisées pour l’apprentissage global du 
système. Les morceaux de texte qui apparaissent dans une mauvaise 
segmentation sont également appris. 
Cette architecture est donc moins puissante pour la reconnaissance 
d’organigrammes en comparaison  de sa capacité à reconnaître des expressions 
mathématiques à cause de l’absence de modèle syntaxique. Néanmoins, 
l’expérimentation nous a montré un bon potentiel, non seulement pour le 
problème de séparation du texte, mais aussi pour la segmentation des 
organigrammes.  
Le système a été entraîné sur la base d’apprentissage des organigrammes et 
testé sur celle de test (cf. le Tableau 28). Puisque la modélisation structurelle 
n’est pas présente, les résultats de reconnaissance ont été évalués au niveau 
des traits. La performance est alors mesurée par la capacité du système à 
identifier si un trait appartient au texte ou aux symboles graphiques.  
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Pour affiner l’analyse des résultats, nous séparons cette mesure en deux 
mesures d’évaluation. La première considère les traits des segmentations 
correctes, nous obtenons le taux de traits totalement identifiés. Pour la seconde 
mesure, le taux des traits partiellement identifiés même si le symbole auquel 
ils appartiennent n’est pas correctement segmenté. Dans tous les cas, les traits 
du texte sont considérés bien segmentés même si ils ne présentent qu’une sous 
partie d’un bloc de texte, (car il est possible de ne pas pouvoir bien segmenter 
en un seul bloc de texte à cause de la limite de nombre maximal de traits par 
symbole). Ainsi, prenons l’exemple d’un symbole composé de 4 traits. Si ces 
quatre traits et eux seuls sont bien associés pour reconnaître le bon symbole, 
alors ils participent à la comptabilisation dans la rubrique « Totalement », si 
par contre seuls 3 des traits ont été associés pour former le symbole, alors ils 
participeront à comptabilisation dans la rubrique « Partiellement ». 
Tableau 32 - Taux de reconnaissance des traits de la base de test 
d’organigrammes  
Totalement Partiellement 
Traits du texte Traits des symboles Traits du texte Traits des symboles 
83,3% 41,22% 89,44% 56,62% 
 
Le Tableau 32 montre que l’architecture globale réussit à correctement 
segmenter 83.3% des traits provenant des textes d’organigrammes. En ce qui 
concerne les traits issus de symboles, 41.22% sont bien segmentés et reconnus, 
cela représente 45.8% des symboles graphiques bien segmentés, parmi 
lesquels 80% sont bien reconnus. C’est principalement à cause de la forte 
similarité entre quelques symboles graphiques (flèche horizontale) d’une part 
et des sous parties de symboles d’autre part (partie haute horizontale d’un 
processus). 
Les expérimentations nous ont montré que l’architecture globale proposée 
peut être assez facilement adaptée à la reconnaissance de langages 2D très 
différents des expressions mathématiques. Néanmoins, il est clair que la 
modélisation structurelle est indispensable pour éviter nombre d’ambiguïtés et 
améliorer la performance du système global. En effet, l’analyse contextuelle 
appliquée dans notre système est bien adaptée aux structures 2D de nature 
récursive (expressions mathématiques, équation chimiques, caractères chinois, 
etc.) qui peuvent être facilement décrites par une grammaire hors contexte et 
représentées par des arbres. Nous pensons que l’utilisation d’une grammaire 
de graphe pourrait être plus efficace pour étendre la capacité du système à 
reconnaître des structures 2D non-récursives décrites par un graphe 
(organigrammes, schémas électriques, etc.). L’arbre des expressions 
mathématiques en serait alors un cas particulier.   
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5.9.  Conclusion  
Nous avons dans ce chapitre mis en œuvre les différentes approches et 
stratégies proposées pour la reconnaissance d’expressions mathématiques 
manuscrites en-ligne. Les résultats obtenus des expérimentations réalisées ont 
montré l’importance de la présence d’une classe de rejet dans le classifieur de 
symboles implémenté dans l’architecture globale du système. 
La Figure 78 montre l’évolution de la performance du système en 
appliquant les différentes approches proposées. Les courbes représentent la 
moyenne pondérée obtenue sur les trois bases de test. Le reconnaisseur 
optimal est obtenu grâce à la base d’apprentissage RamanReduced_IROCIEL 
(scripteurs virtuels) qui a participé à entraîner le classifieur global dans un 
schéma d’apprentissage global classique. La modélisation structurelle est 
probabiliste, elle est obtenue en modélisant les relations spatiales avec cette 
même base.  
 
Figure 78 - Evolution des performances du reconnaisseur d'expressions 
(moyenne sur toutes les bases de tests) 
Le Tableau 33 montre les performances réalisées par ce reconnaisseur sur 
les trois bases de test. La dernière ligne correspond à la moyenne pondérée de 
ces performances suivant la taille en nombre de symboles (pour segRate et 
recoRate) ou en nombre d’expressions de chaque base (pour expRate). 
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Tableau 33 - Performance du meilleur reconnaisseur d’expressions obtenu 
Base de test segRate recoRate expRate 
RamanReduced_CIEL 94,3 92,1 71 
RamanReduced_Réelle 86 81,4 38,6 
RamanReduced_Wiki_CIEL 89,5 86,5 52,6 
Moyenne 94 91,7 69,4 
 
Dans une application interactive de saisie d’expressions mathématiques, il 
sera intéressant de prendre en compte plusieurs solutions du reconnaisseur 
d’expressions. En effet, comme l’illustre la Figure 79, la bonne solution n’est 
pas nécessairement en première position du système. Nous pouvons constater 
que le taux de reconnaissance d’expressions s’améliore en considérant les 5 
premiers résultats du reconnaisseur de 71% à 77% sur la base 
RamanReduced_CIEL (38.6% à 50%  et 52.6% à 65% sur les deux bases 
réelles).  
 
Figure 79 - Taux de reconnaissance d'expression en considérant les 5 
premiers résultats 
Comme nous l’avons vu, la comparaison directe avec d’autres résultats 
n’est pas appropriée. Néanmoins, nous résumons dans le Tableau 34 quelques 
résultats, en plus des nôtres. 
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Tableau 34 - Résumé des performances dans l'état de l'art 
Système #Expression segRate recoRate expRate Remarques 
Notre système 281 88,3 84,7 49,1 
Taux moyen sur toutes les 
bases réelles de test  
Notre système 3881 94 91,7 69,4 
Taux moyen sur toutes les 
bases de test (synthétiques 
et réelles) 
(Kim et al. 2009) [80] 1500 x x 58,7   
(Rhee et al. 2009) [15]   94,8 84,8 29,2 
Taux moyen sur les deux 
base KME-I et KME-II 
(Chan  et al. 2001) [78] 600 x 99,4 88,7 
Utilise un module 
supplémentaire pour la 
détection et la correction 
d'erreurs 
(Fitzgerald et l. 2007) [68]   x x 77,6   
(Toyozumi et al. 2001) [109]   x 80 x   
(Prusa et al. 2007) [19] 330 x x 85,5   
(Fukuda et al. 1999) [23] 160 97,2 99,3 x   
(Geneo et al. 2006) [67] 60 x x 88,3   
(Yamamoto et al. 2006) [24]   99,4 92,8 x   
(Shi et al. 2007) [97]   x 96,6 x   
 
Pour affiner la compréhension de ce résultat, nous présentons dans l’annexe 
C les résultats détaillés obtenus de ce meilleur reconnaisseur d’expressions.  
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5.10. Applications 
Au delà du développement des travaux académiques, nous avons voulu 
pouvoir disposer d’outils de démonstrations pour permettre à un utilisateur de 
tester le comportement de notre système en situation de saisie. Pour cela, nous 
avons implémenté deux applications dédiées à des problèmes différents dans le 
contexte de reconnaissance d’expressions mathématiques manuscrites. Il faut 
toutefois noter que la conception et le développement de telles interfaces 
interactives s’inscrivent dans un domaine vaste et actif de recherche : les 
Interfaces Homme Machine (IHM) dont nous ne sommes pas des spécialistes. 
Ces réalisations ne sont donc qu’une première ébauche. Néanmoins, les 
applications ont été testées à la fois par des spécialistes du domaine de la 
reconnaissance de l’écriture, des scientifiques et des étudiants venant d’autres 
domaines de recherches. Malgré quelques difficultés face aux nouvelles 
situations de saisies (tableau blanc interactif, tablette PC, iPod, …), les 
résultats de reconnaissance ont été perçus de façon subjective de manière très 
satisfaisante. Là encore, il serait souhaitable de pourvoir mettre en place des 
protocoles de tests pour permettre de juger de la satisfaction de l’usager. 
5.10.1. Une calculatrice sur iPod 
Cette application permet de faire des opérations mathématiques simples 
grâce à l’écran tactile de l’iPod. Elle a été réalisée par des étudiants au cours 
d’un projet de Master. L’idée est de remplacer la calculatrice traditionnelle à 
boutons en introduisant une interface capable d’appliquer les opérations 
élémentaires (+, -, ×, ÷)  sur des valeurs numériques dessinées au doigt sur 
l’écran. Plusieurs opérations peuvent être appliquées séquentiellement. Il suffit 
juste de saisir les valeurs séparées par les opérateurs désirés. La saisie se 
termine par la saisie du signe ‘=’ afin de calculer le résultat des opérations. 
Nous voyons qu’il s’agit d’un problème en une dimension où les symboles 
sont écrits de gauche à droite. 
Le reconnaisseur d’expressions est basé sur une approche classique de 
segmentation, car le générateur des hypothèses (et le parseur) fourni par notre 
partenaire industriel ne sont pas compatible pour le développement sur une 
plateforme Apple. Donc, la segmentation et la reconnaissance sont faites à la 
volée par des heuristiques simples. Dès qu’un (ou plusieurs) symbole(s) est 
saisi une segmentation basé sur des projections sur l’axe X est faite. Ensuite 
un classifieur (entraîné préalablement sur la base Calculette isolée) est utilisé 
pour associer chacune des segmentations à l’une des 15 classes (chiffres ou 
opération). Finalement, lorsque le signe ‘=’ est rencontré l’expression est 
évaluée afin de trouver le résultat du calcul. La Figure 80 montre une capture 
d’écran de l’interface avec quelques détails de son fonctionnement. Cette 
application a été développée en Objective C (Cocoa) avec le SDK d’Apple 
dédié à l’iPod. 
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Figure 80 - Une capture d'écran de l'application calculatrice 
5.10.2. Une interface pour saisir des expressions mathématiques 
manuscrites 
Le second prototype fonctionne dans l’environnement PC, il est destiné à la 
saisie d’expressions mathématiques complexes. Aucune contrainte n’est 
imposée à l’utilisateur, il faut juste que les symboles utilisés soient compris 
dans le vocabulaire du classifieur (RamanReduced, 34 symboles). L’interface 
est basée sur l’architecture globale que nous avons proposée. L’utilisateur est 
invité à écrire son expression en toute liberté avant d’appuyer sur un bouton 
indiquant la fin de saisie. Ensuite l’encre obtenue est envoyée au système où 
toute la chaîne de la reconnaissance d’expressions est appliquée. Le résultat est 
finalement affiché en format LaTeX, et aussi converti en image. L’utilisateur 
peut ensuite compléter son expression ou en saisir une nouvelle. La Figure 81 
montre une capture de l’interface détaillant ses fonctionnalités. Cette 
application a été développée avec Visual Studio.  
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Figure 81 - Une capture d'écran de l’interface de saisie d’expressions 
mathématiques 
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Le but des travaux menés au sein de cette thèse a été de proposer une 
contribution au domaine de la reconnaissance des langages bidimensionnels 
manuscrits en-ligne. En plus de l’ambiguïté qui se trouve naturellement dans les 
documents manuscrits, ces langages portent plus de complexité en raison de leur 
nature bidimensionnelle. Cela rend les trois phases classiques de la 
reconnaissance de l’écriture (la segmentation, la reconnaissance des symboles, 
l’interprétation) encore plus difficile. Le positionnement des symboles n’est plus 
systématiquement de gauche à droite (ou l’inverse dans certains scripts), mais les 
symboles peuvent s’écrire dans toutes les directions. Les techniques de 
segmentation doivent donc respecter cette propriété. La phase de reconnaissance 
des symboles est un problème classique de reconnaissance de formes. Toutefois, 
du fait du nombre important de classes présentes (plus de 220 symboles pour les 
expressions mathématiques) la difficulté s’en trouve accentuée. La dernière 
phase, l’interprétation, est la plus difficile car il s’agit dans un premier temps 
d’analyser la structure 2D du document avant d’appliquer une analyse syntaxique 
adaptée aux langages 2D. 
Après avoir exploré l’état de l’art de ce domaine nous avons concentré plus 
particulièrement notre étude sur la reconnaissance d’expressions mathématiques 
manuscrites en-ligne. L’absence de bases de données publiques est une grande 
difficulté à laquelle sont confrontés les chercheurs de ce domaine. Dans cette 
optique, nous avons développé l’outil LaTeX2Ink qui permet de générer des 
grosses bases d’expressions mathématiques à partir des chaînes LaTeX et d’une 
base de symboles isolés. Ces bases, dites synthétiques, ont été dédiées à 
l’apprentissage et au réglage du système. Pour rendre l’évaluation davantage 
réaliste nous avons collecté deux bases, dites réelles, d’expressions 
mathématiques. Les mesures utilisées pour évaluer la performance de notre 
système sont : le taux de segmentation, le taux de reconnaissance des symboles, 
le taux de reconnaissance d’expressions. Ces mesures sont les plus utilisées dans 
la littérature. De plus, nous avons proposé de nouvelles mesures pour évaluer la 
reconnaissance des relations spatiales. Pour l’instant, nous n’avons mis en œuvre 
qu’une version expérimentale limitée de ces mesures car leurs calculs nécessitent 
de mettre au point des algorithmes complexes de comparaison d’arbres. 
La reconnaissance de structures 2D se déroule classiquement en trois étapes 
séquentielles : la segmentation, la reconnaissance, et l’interprétation. Plus 
récemment, plusieurs travaux considèrent une segmentation et reconnaissance des 
symboles simultanées. Nous avons proposé, à l’instar d’autres travaux récents, un 
système basé sur une approche globale qui effectue une optimisation simultanée 
de ces trois étapes. Nous transférons le problème de reconnaissance en la 
recherche de la meilleure interprétation possible d’un ensemble de traits d’entrée. 
Contrairement à beaucoup de travaux existants, nous avons considéré un 
classifieur de symboles doté d’une capacité de rejet pour gérer les segmentations 
invalides proposées par un générateur d’hypothèses de symboles. Nous avons 
présenté deux stratégies pour inclure le rejet dans le classifieur. La première est 
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de combiner deux classifieurs (classifieur de symboles et classifieur du rejet) 
dans un classifieur hybride. Dans ce cas, le classifieur de rejet est en charge de 
distinguer entre les bonnes et mauvaises segmentations. La seconde solution, plus 
compacte et toute aussi performante, est d’ajouter une sortie additionnelle au 
classifieur pour qu’il représente la classe de rejet. 
Une originalité de notre système réside dans le schéma d’apprentissage global 
du système. Cet apprentissage permet d’entraîner le classifieur de symboles 
directement à partir des expressions complètes au lieu d’utiliser un classifieur 
appris en isolé. L’avantage de ce schéma est de pouvoir avoir des exemples de 
rejet dans le contexte de reconnaissance d’expressions pour apprendre cette 
classe. Nous avons proposé plusieurs stratégies pour réaliser cet apprentissage et 
enrichir la connaissance du classifieur. En effet, le classifieur peut être initialisé 
par un apprentissage isolé avant d’appliquer un apprentissage global 
(apprentissage iso-global). De plus, la base de symboles isolés peut être 
considérée comme une base d’expressions à un seul symbole qui peut participer à 
l’apprentissage global pour l’enrichir encore plus. Nous avons également proposé 
une modélisation contextuelle basée sur l’analyse structurelle de l’expression. 
Cette analyse structurelle s’effectue à base de règles empiriques ou encore en se 
basant sur des modèles probabilistes appris lors d’un apprentissage sur une base 
d’expressions. Les modèles appris permettent d’éviter les problèmes de situations 
imprévisibles entre les symboles d’une expression en modélisant ces situations 
telles qu’elles apparaissent dans les expressions. 
Finalement, nous avons présenté et analysé de nombreuses expérimentations et 
les résultats obtenus ont permis de situer les différentes approches proposées. 
Ainsi, le taux de reconnaissance d’expressions a évolué de 24% en utilisant un 
classifieur appris en isolé sans capacité de rejet à 70% en utilisant la meilleure 
configuration du système. Cette configuration consiste en un classifieur global 
avec une classe explicite de rejet et une modélisation probabiliste des relations 
spatiales. Nous avons également adapté le système actuel à la reconnaissance 
d’organigrammes manuscrites en-ligne avec un succès acceptable compte tenu de 
l’effort minimal d’adaptation réalisé. 
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Perspectives 
Nous avons souligné tout au long de ce manuscrit plusieurs points qui 
pourraient améliorer le système global. Le point le plus important à aborder va 
être l’apprentissage global du système à partir d’une base d’expressions réelles. 
Car même si le générateur d’expressions fournit de grandes quantités 
d’expressions, il a montré ses limites surtout en ce qui concerne l’apprentissage 
des modèles de relations spatiales. De plus, il va falloir impérativement étendre le 
corpus d’expressions utilisées en apprentissage afin de considérer davantage de 
symboles et de relations. L’utilisation d’une base réelle nécessite un travail 
supplémentaire pour étiqueter la vérité terrain des expressions. Bien entendu, 
cette tâche est longue et fastidieuse. Une autre extension serait de pouvoir se 
passer de cet étiquetage pendant l’apprentissage. Dans cette même optique, une 
thèse intitulée « Extraction de connaissances symboliques et relationnelles 
appliquée aux tracés manuscrits structurés en-ligne » a démarré en 2009. L'idée 
principale de cette thèse est de travailler à l'automatisation de l'apprentissage d'un 
système de reconnaissance de documents structurés complexes (langages 2D) en 
évitant l'étiquetage manuel d'une grande quantité de données d'apprentissage. 
En ouvrant sur des horizons plus larges ces travaux, nous pouvons les mettre 
en perspective pour la réalisation d’un système de reconnaissance multi-modal. 
En effet, l’écriture manuscrite et la parole constituent les deux modes 
d’interaction les plus naturels dont sont dotés les êtres humains pour 
communiquer. Chacune de ces modalités possède des spécificités propres aussi 
bien du point de vue des usages, de leur expressivité que des outils et techniques 
de numérisation qui leur sont associés. Dans cette optique, une thèse intitulée 
« Stratégies de fusion pour des signaux écrits et sonores – Application à la 
reconnaissance d’expressions mathématiques » vient de démarrer. L’objectif de 
cette thèse est d’étudier les stratégies de fusion pour un système multimodal 
écriture dynamique (en-ligne)/parole, qui permettent soit d'étendre soit de 
surpasser les performances des systèmes utilisant une seule des deux modalités. 
L’objectif ultime de nos travaux est de concevoir un système générique de 
reconnaissance de langages 2D tel que les spécificités du langage soient extraites 
par apprentissage et le moins possible formulées a priori. 
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Annexe A – Analyse lexicale et syntaxique dans LaTeX2Ink 
1. Liste de lexèmes considérés par le générateur LaTeX2Ink 
Flex effectue l’analyse lexicale de la chaîne LaTeX en entrée. Il renvoie 
alors un lexème (ex : RO, AN, FRAC) correspondant à la classe reconnue. 
Nous avons défini 23 classes : 
– AN : Chiffre arabe ; 
– RL : Lettre romaine minuscule ; 
– RLa : Lettre romaine minuscule ascendante ; 
– RLd : Lettre romaine minuscule descendante ; 
– RLad : Lettre romaine minuscule ascendante et descendante ; 
– RU : Lettre romaine majuscule ; 
– MO : Opérateur mathématique ; 
– RO : Opérateur relationnel ; 
– AS : Flèche ; 
– FW : Fonction ; 
– FWa : Fonction ascendante ; 
– FWd : Fonction descendante ; 
– FWad : Fonction ascendante et descendante ; 
– GS : Symbole grec ; 
– ES : Symbole élastique ; 
– MS : Symbole divers ; 
– FRAC : Fraction ; 
– SQRT : Racine carrée ; 
– BAR : Symbole barre ; 
– HAT : Symbole chapeau ; 
– BR : Délimiteur ; 
– EXP : Exposant ; 
– IND : Indice 
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2. La grammaire utilisée par Bison pour générer l’analyseur 
syntaxique du générateur LaTeX2Ink 
L’analyse ascendante est basée sur une grammaire hors contexte : 
S : dollar EXPR dollar 
EXPR : ELE | ELE EXPR 
ELE : IND ACCG F ACCD 
| EXP ACCG EXPR ACCD 
| EXP ACCG EXPR ACCD IND ACCG EXPR ACCD 
| FRAC ACCG EXPR ACCD ACCG EXPR ACCD 
| SQRT ACCG EXPR ACCD 
| BAR ACCG EXPR ACCD 
| HAT ACCG EXPR ACCD 
| AN 
| RU 
| RL 
| RLa 
| RLd 
| RLad 
| ACCG 
| ACCD 
| MO 
| MSs 
| GS 
| FW 
| FWa 
| FWd 
| FWad 
| RO 
| BR 
| LIM 
| LIM IND ACCG F ACCD 
| ES 
| ES EXP ACCG F ACCD 
| ES IND ACCG F ACCD 
| ES IND ACCG F ACCD EXP ACCG F ACCD 
 
La première règle est appelée axiome, elle permet de vérifier que la chaîne en 
entrée est une expression LATEX valide. En effet les expressions mathématiques 
en LATEX sont reconnues grâce au délimiteur « $ ».La deuxième règle sert à 
effectuer l’analyse de la chaîne de gauche à droite, ainsi une expression est 
constituée soit d’un élément, soit d’un élément suivi d’une expression. La 
troisième règle permet de définir tous les types de structures et d’éléments que 
l’on peut trouver dans une expression LATEX. Par exemple les structures de type 
exposant, indice... ou des éléments comme les lettres romaines minuscules, les 
symboles grecs... 
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Annexe B - Informations supplémentaires des bases de 
données 
1. Les symboles mathématiques considérés dans la base isolée 
L’Alphabet latin : a...z, A...Z ; Les chiffres : 0…9 
Le reste des symboles est organisé dans le tableau suivant : 
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Alphabet grec Opérateurs binaires Symboles élastiques Fonctions Flèches 
Nom Symboles Nom Symboles Nom Symboles Nom Symboles Nom Symboles 
Gamma Γ  + +  sum ∑ cos cos leftarrow ←  
Delta ∆ - −  prod ∏ sin sin Leftarrow ⇐  
Theta Θ  * ×  coprod C  tan tan rightarrow →  
Lambda Λ div0 ÷  int ∫
 
arccos arccos Rightarrow ⇒  
Phi Φ  / /  iint ∫∫  arcsin arcsin leftrightarrow ↔  
Psi Ψ  backslash \  iiint ∫∫∫  arctan arctan Leftrightarrow ⇔  
Omega Ω  = = oint ∫  sinh sinh uparrow ↑  
alpha α  pm ±  oiint ∫∫  cosh cosh Uparrow ⇑  
beta β  mp m  oiiint ∫∫∫  tanh tanh downarrow ↓  
gamma γ  < <  sqrt √ min min Downarrow ⇓  
delta δ  > >  vline |
 
max max updownarrow b  
epsilon ε  neq ≠  { { exp exp Updownarrow c  
zeta ζ  equiv ≡  } } log log mapsto a  
eta η  nequiv  [ [ ln ln downleftarrow ↵ 
theta θ  leq ≤  ] ] lim lim 
iota ι  geq ≥  ( ( arg arg 
kappa κ  sim ~  ) ) deg deg 
lambda λ  simeq ≅  infty ∞ rad rad 
mu µ  approx ≈  nabla ∇ dim dim 
nu ν  ll << angle ∠  inf inf 
xi ξ  gg >> prime ‘ sup sup 
pi π  in ∈  partial ∂  Pr Pr 
rho ρ  notin ∉  ldots K  det det 
sigma σ  ni ∋  forall ∀ amp amp 
tau τ  notni  exists ∃ div div 
upsilon υ  subset ⊂ nexists ∃ rot rot 
phi ϕ  nsubset ⊄  varnothing Ø Im ℑ  
chi χ  subseteq ⊆  circ o  Re ℜ  
psi ψ  nsubseteq  bullet •  Fourier F 
omega ω  supset ⊃ neg ¬ Laplace L  
 
nsupset  hat ^
 Natural N  
supseteq ⊇  ast * Relative Z  
nsupseteq  % % Rational Q 
perp ⊥ . .  Real ℵ  
parallel ||
 
, ,  Complex C  
oplus ⊕ therefore ∴ 
otimes ⊗ because Q 
ominus  
odot  
cap ∩  
cup ∪  
wedge ∧  
vee ∨  
propto ∝ 
! ! 
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3. Les 36 expressions du corpus RamanReduced 
Chaînes LaTeX Expressions #symboles 
$a+b+c+d$ dcba +++  7 
$a+\frac{b}{c} +d$ d
c
b
a ++  7 
$\frac{a+b}{c+d}$ 
dc
ba
+
+
 7 
$\frac{a}{b}+c+d$ dc
b
a
++  7 
$\frac{a}{b+c+d}$ 
dcb
a
++
 7 
$a+\frac{b+c}{d+e}+x$ x
ed
cb
a +
+
+
+  11 
$a+bc+d$ dbca ++  6 
$(a+b)(c+d)$ )dc)(ba( ++  10 
$\frac{x+y^{2}}{k+1}$ 
1
2
+
+
k
yx
 8 
$\frac{x+y^{2}}{ k}+1$ 1
2
+
+
k
yx
 8 
$x+\frac{y^{2}}{k+1}$ 
1
2
+
+
k
y
x  8 
$x+\frac{y^{2}}{ k}+1$ 1
2
++
k
y
x  8 
$x+y^{\frac{2}{ k+1}}$ 1
2
++ kyx  8 
$(x^{2})^{y} = x^{2y}$ yy x)x( 22 =  9 
$1+\frac{x}{1+\frac{x}{1+\frac{x}{1+\fra
c{x}{1+\frac{x}{1+ \ldots }}}}}$ 
...
x
x
x
x
x
+
+
+
+
+
+
1
1
1
1
1
1
 
23 
$(a+b)^{3}=a^{3}+3a^{2}b+3ab^{2}+b^{
3}$ 
32233 33 babbaa)ba( +++=+  22 
$a^{3}+b^{3}=(a+b)(a^{2}-ab+b^{2})$ )baba)(ba(ba 2233 +−+=+  21 
$x= \frac{-b \pm \sqrt{b^{2}-4ac}}{2a}$ 
a
acbb
x
2
42 −±−
=  16 
$\frac{1+\sqrt{5}}{2}=\phi$ ϕ=
+
2
51
 8 
$\frac{\sqrt{\pi}}{2} \neq 
\sqrt{\frac{\pi}{2}}$ 22
ππ
≠  9 
$\sin^{2}x+\cos^{2}x=1$ 122 =+ xcosxsin  9 
$\sin x^{2} + \cos x^{2} \neq 1 $ 122 ≠+ xcosxsin  9 
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$\sin (a+b) = \sin a \cos b + \cos a \sin b$ bsinacosbcosasin)basin( +=+  16 
$\cos (x+y)=\cos x \cos y - \sin x \sin y$ ysinxsinycosxcos)yxcos( −=+  16 
$\sin 2x = 2 \sin x \cos x $ xcosxsinxsin 22 =  9 
$\cos 2x = \cos^{2} x -\sin^{2} x$ xsinxcosxcos 222 −=  11 
$\log^{2}x\neq2\log x$ xlogxlog 22 ≠  7 
$\log x^{2}=2\log x$ xlogxlog 22 =  7 
$\frac{\log x}{\log a} = \log_{a} x$ xlog
alog
xlog
a=  9 
$1+x+\frac{x^{2}}{2}+\frac{x^{3}}{3}+\c
dots +\frac{x^{n}}{n}+\cdots$ LL +++++ n
xxx n
32
1
32
 20 
$ x - \frac{x^{2}}{2} +\frac{x^{3}}{3}-
\frac{x^{4}}{4}+\frac{x^{5}}{5} \pm 
\cdots  = \log(1+x)$ 
)xlog(
xxxx
x +=±+−+− 1
5432
5432
L  30 
$\gamma = 1+\frac{1}{2}+\frac{1}{3} 
+\frac{1}{4} +\cdots +\frac{1}{n}-\log n $ 
nlog
n
−+++++=
1
4
1
3
1
2
1
1 Lγ  24 
$\int\frac{dx}{x} =\log x$ ∫ = xlogx
dx  8 
$\sum_{i=1}^{n} a_{i} =1$ ∑
=
=
n
i
ia
1
1  9 
$\sum_{i=1}^{n} a_{i} + b_{i} = 1$ ∑
=
=+
n
i
ii ba
1
1 12 
$\cosh^{2}x -\sinh^{2} x = 1$ 122 =− xsinhxcosh  9 
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4. Fréquence des symboles dans le corpus RamanReduced 
Symbole Fréquence 
1 26 
2 36 
3 12 
4 4 
5 3 
a 25 
b 22 
c 9 
d 9 
e 1 
i 5 
k 5 
n 6 
x 48 
y 10 
+ 63 
- 41 
= 20 
pm 2 
neq 3 
gamma 1 
pi 2 
phi 1 
sum 2 
int 1 
sqrt 8 
( 9 
) 9 
ldots 5 
cos 10 
sin 10 
sinh 1 
cosh 1 
log 10 
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5. Le corpus RamanReduced_Wiki_CIEL 
1 + 1 = 3 
{i}^2 = -1 
\frac{\pi}{2} 
i^4 = 1 
{\frac{\sqrt{3}}{2}}+{\frac{1}{2}}i 
{\frac{-\sqrt{3}}{2}}+{\frac{1}{2}}i 
\frac{1}{d^2} 
\log_ca 
e^{i\pi}= -1 
\frac{a}{c}=\frac{c}{b} 
(a_{n}) 
2 = \sqrt{2+2} 
\cos(\pi) = -1 
n(1) 
\frac{\sqrt{4}}{2} 
\frac{1+\sqrt{5}}{2} 
1 + \frac 1{1 + \frac { 1}{1}} 
2\sin(x) 
n(2n+1) 
\sin(1) 
x_n=b 
\frac{\pi-3}{\sqrt{2}} 
\frac{3^{\frac{1}{2}}}{2} 
3+2\sqrt{2} 
i_1 + i_4 = i_2 + i_3 
n=b-a+1 
n(n+2) 
2^{e} - 1 
(n+1)^2 
(a-b)^2 = a^2 - 2ab + b^2 
2^{\sqrt{2}} 
\sqrt{2}^{\sqrt{2}} 
n^{(1)} 
(a + b)^2 = a^2 +2ab + b^2 
4\pi^2 a^3 
e_2 = 21 
e_3 = 15 
i_{1}=4 
x=1 
i^4 = 1 
\cos(\pi) = - 1 
2^{43} 
x \neq y 
e^{ix}\neq 1 
ax^2+bxy+cy^2 
e^{-x} 
\cosh(1) = \frac {e^2+1}{2e} 
\cosh(i) = \cos(1) 
-2ab \cos\gamma 
2^{-1} 
\sinh(1) = \frac {e^2-1}{2e} 
\sinh(i) = i \sin(1) 
ax^2 = c 
\sqrt{\sqrt{n^2}}+1 
\frac{2\pi}{3} 
2i\pi 
4_12_12 
i^2 = -1 
x^3 + 3(2 - \sqrt{3})x^2 - 3x - 2 + \sqrt{3} 
x + x^2 
\frac{5}{2} \sqrt{5+2\sqrt{5}} 
(b_n + a_n) 
222_1 
{2 -\frac{\log(\sqrt{2})}{\log(2)}} 
\frac{4}{3}\pi 
{\frac{\sqrt{3}}{2}}+{\frac{1}{2}}i 
\sin x=\frac{e^{ix}-e^{-ix}}{2i} 
\frac{n(n-3)}{2} 
-\frac{1}{x^2} 
y^2=x^3-n^2x 
c = \sum_{i=1}^{n} x_i a_i 
1+i 
b = ak 
y = \frac{d}{a} 
ab+ba 
\frac{1}{b+1} 
(n - 1) 
\frac{n+2}{2} 
y=-x^3-5x^2+\frac{2}{3}x-1 
x^{(k)} 
(2i)^n 
x^4-x^2 
x = \frac{2}{3} 
\frac{2 d_2^2 (d_1+d_2-2)}{d_1 (d_2-2)^2 
(d_2-4)} 
(a+b)^2 = a^2 + 2ab + b^2 
x+k 
\sin(x)=\sin(y) 
(2^n - 1)^2 - 2 
anx^{n-1} 
y = b 
y^{(k)} 
(a + b)^2 = a^2 +2ab + b^2 
- \sin x 
y = x^4+b_1x^3+b_2x^2+b_3x+b_4 
c^2 = \frac{1}{2}d^2 
\gamma_{12} 
\frac{1 + \sqrt{5}}{2} 
1 - \frac {1 }{ 3} = \frac {2 }{ 3} 
\frac {1 + \frac { 1}{4}x}{1 - \frac { 3}{4}x+ 
\frac { 1}{4}x^2 - \frac 1{24}x^3} 
3-n = 1 
\pi(x) = \pi(y) 
x^2=ax+b 
(a + bi) (a - bi) = a^2 + b^2 
2+\sqrt{2} 
x^2=2x+1 
y^{n-1} 
\frac{1}{\sqrt{x^2-1}} 
n_1+\cdots+n_{k}=n 
\frac{-1}{n+1} 
b_i(k) 
\log_aa = 1 
x = \sum_{i=1}^k a_i e_i 
\sqrt{1+x^2} 
a^2 + 2ab + b^2 - 2ab 
-\sqrt y 
\sqrt{(5-x)d} 
x = a 
\frac{b-a}{2^{n+1}} 
y =x^2 
x=x_{c}+y 
2^{-1} 
\frac 1{1 - x + \frac {x^2}2} 
x_4 = \sqrt{2} 
\frac{4}{3}\pi a b^2 
k=n 
x = \frac{1}{3} 
2(2-1)=(1+1)(2-1) 
(x_n) 
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\frac{1}{24}\pi^4 
2 = 1 
2=1+1 
(a+b)(a-b) 
1 + \sqrt{2} 
d = 1 
i_1 i_2=i_3 
\sqrt{-1} 
i = \sqrt{-1} 
(c_n) 
e^{i\pi}= -1 
(-i)^2 = -1 
4c = 2\sqrt2 d 
2 = \frac {(1 + 3) }{ 2} 
2^{2^{2^2}} 
\sin(\frac{\pi}{3}) 
\frac{n(n+1)}{2} 
a^2 + b^2 + c^2 + d^2 = 1 
\frac{1}{2}\pi^2 
x^3=x+1 
a(e-a^{-1}(a-x))=x 
3 + 2 = \log_2{32} 
a = \sqrt{5}b 
2^e-1 
x^3+ax+b 
y=x^2+5x-3 
\sqrt {14} 
132 
y_{1} = 55 
y=ax^2+bx+c 
c_n = (-1)^n \sum_{k=1}^{n-1} 
\frac1{\sqrt{k(n-k)}} 
\frac{n^2}{2}+\frac{n}{2}+\frac{n^2}{2}-
\frac{n}{2} 
n = 1 
{ c = \sqrt{a^2-b^2} } 
a = 2 
a^2+b^2+c^2=1 
cn = 1 
\frac{\frac {2}{1}}{\frac {3}{2}}=\frac{4}{3} 
2^2 - 1 
y_i = a x_i + b 
\frac{\sqrt{3}}{3} 
\frac{1}{n(n+1)(n+2)} 
2^{2^1}+1 
(a+b)^2=a^2+b^2+2ab 
n+i 
\sin(\frac x2) 
 
y^2=x^3+ax+b 
y = x^n 
\log_ca 
x+2 
x^3=x^2+x+1 
a^2 + 2ab + b^2 - 2ab 
\frac{x}{c} 
a_3=1 
\frac cb 
\cos(\pi) = - 1 
a + b 
x_1 = -2 + i 
(2 - 3i) 
4\pi^2 a^3 
i_1 + i_2 
ak+n 
1 + a = 1 
\sqrt{a + b\sqrt c} = d + e\sqrt c 
\cos (a - b) = \cos a \cos b + \sin a \sin b 
\frac{-1 + i\sqrt{3}}{2} 
2^{2^{2^2}} 
\frac{n}{d} 
\sum\frac{(-1)^n}n 
k_2 = k_1 
x = \sum_{i=1}^k a_i e_i 
2^{k - 1} + k 
\frac{5}{2} 
(a-d)^2+4bc 
\sum_{i=1}^n (2i-1) = n^2 
y = x^2 + \frac1x 
2a = b 
a^2 + b^2 + c^2 
2^{n-1} 
(a+b)^2=a^2+2ab+b^2 
e^{inx} 
a^{b^{c}} 
a_n = 1 
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6. Formulaire de collecte de la base réelle Raman 
Un formulaire à copier Les expressions manuscrites 
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7. Formulaire de collecte de la base réelle Wiki_CIEL 
 
  
Expressions 
courtes 
Expression 
SuperCalc 
Expressions 
moyennes 
Expression 
longue 
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8. Liste des organigrammes 
        
 
Nombre factoriel 
La somme de n nombre 
Le tri à bulles 
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Apprentissage d’un réseau de neurones 
Autres 
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Annexe C – Résultats détaillés du meilleur reconnaisseur 
Nous allons dans cette section présenter quelques résultats supplémentaires 
obtenus du meilleur reconnaisseur d’expression (Gauss-IroCiel), cf. chapitre  5 (p 
X). Le tableau suivant résume les taux obtenus sur les trois bases de test.  
Base de test segRate recoRate expRate 
RamanReduced_CIEL 94,3 92,1 71,3 
RamanReduced_Réelle 89,5 84,8 49,1 
RamanReduced_Wiki_CIEL 86 81,4 52,6 
Moyenne 94 91,7 69,4 
 
Les résultats présentés sont des résultats intermédiaires qui nous ont permis de 
comprendre le comportement du système et découvrir ses points faibles. Ce que 
nous a amené au meilleur reconnaisseur.  
1. Taux de reconnaissance par expression  
Le taux de reconnaissance d’expression n’est pas suffisant au soit pour détecter 
les expressions (plus précisément les structures) qui pose le plus des problèmes. 
Pour cette raison, nous calculons le taux de reconnaissance individuel de chacune 
des expressions. Le tableau suivant montre les taux obtenus du reconnaisseur 
« Gauss-IroCiel » sur les base RamanReduced_CIEL et Réelle. Les taux des 
expressions de deuxième base sont moins significatifs car il n’y a que deux 
exemples de chacune des expressions. Du même la base 
RamanReduced_Wiki_CIEL n’est pas outil à cette évaluation car toutes les 
expressions sont différentes. Dans ce cas, une expression mal reconnue ne signifie 
pas forcement une difficulté de sa structure. Nous pouvons constater trois 
catégories des expressions. Celles qui sont reconnues avec un bon taux (supérieur à 
70%). Ce taux relativement élevé signifie que la structure de ces expressions est 
facile à reconnaître et qu’on arrive à surmonter les ambiguïtés par la grammaire et 
l’analyse structurelle. Les expressions mal reconnues de cette catégorie sont dû aux 
problèmes de segmentations ou de reconnaissance des symboles. C’est le cas des 
expressions (1…16, 19, 20, 21,25…30, 33, 34).  
La deuxième catégorie (plus petite) comporte des expressions avec plus 
d’ambiguïtés (expression : 17, 18, 22, 23, 24, 31, 32, 36). La présence de plusieurs 
symboles qui sont reliés par les relations (gauche/droite, exposant, indice) 
augmente l’ambiguïté dans l’expression car le nombre des situations valides sera 
très grand. Une autre raison de la difficulté portée par ces expressions est la 
présence des symboles de types « fonctions ». Ces symboles varient beaucoup d’un 
scripteur à un autre. Certains écrivent une fonction (le cosinus par exemple) en 
cursive avec un seul trait. D’autres découpent les lettres formants de l’expression. 
Cependant, le taux de reconnaissance de ces expressions et autre de 50%. 
Finalement, il y a une seule expression de ce corpus qui n’est pas facilement 
reconnue (l’expression 35). En plus du problème de présence de deux indices, le 
point du ‘i’ perturbe la reconnaissance car il peut être très éloigné ou très près. 
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Donc, le choix de l’hauteur de ce symbole n’est pas évident. Ce problème peut être 
résolu en imposant d’un traitement spécifique du cas de ‘i’. 
 Expressions RD_CIEL RD_Réelle 
1 a+b+c+d 88 50 
2 a+\frac{b}{c} +d 89 50 
3 \frac{a+b}{c+d} 89 50 
4 \frac{a}{b}+c+d 87 50 
5 \frac{a}{b+c+d} 88 100 
6 a+\frac{b+c}{d+e}+x 79 50 
7 a+bc+d 76 0 
8 (a+b)(c+d) 78 50 
9 \frac{x+y^{2}}{k+1} 80 0 
10 \frac{x+y^{2}}{ k}+1 81 0 
11 x+\frac{y^{2}}{k+1} 80 100 
12 x+\frac{y^{2}}{ k}+1 80 50 
13 x+y^{\frac{2}{ k+1}} 82 50 
14 (x^{2})^{y} = x^{2y} 70 50 
15 1+\frac{x}{1+\frac{x}{1+\frac{x}{1+\frac{x}{1+\frac{x}{1+ 
\cdots }}}}} 
71 50 
16 (a+b)^{3}=a^{3}+3a^{2}b+3ab^{2}+b^{3} 76 0 
17 a^{3}+b^{3}=(a+b)(a^{2}-ab+b^{2}) 53 50 
18 x= \frac{-b \pm \sqrt{b^{2}-4ac}}{2a} 44 0 
19 \frac{1+\sqrt{5}}{2}=\phi 76 100 
20 \frac{\sqrt{\pi}}{2} \neq \sqrt{\frac{\pi}{2}} 77 100 
21 \sin^{2}x+\cos^{2}x=1 69 0 
22 \sin x^{2} + \cos x^{2} \neq 1  62 0 
23 \sin (a+b) = \sin a \cos b + \cos a \sin b 57 50 
24 \cos (x+y)=\cos x \cos y - \sin x \sin y 58 0 
25 \sin 2x = 2 \sin x \cos x  72 0 
26 \cos 2x = \cos^{2} x -\sin^{2} x 70 50 
27 \log^{2}x\neq2\log x 75 100 
28 \log x^{2}=2\log x 80 100 
29 \frac{\log x}{\log a} = \log_{a} x 76 0 
30 1+x+\frac{x^{2}}{2}+\frac{x^{3}}{3}+\cdots 
+\frac{x^{n}}{n}+\cdots 
71 0 
31 
 
 x - \frac{x^{2}}{2} +\frac{x^{3}}{3}-
\frac{x^{4}}{4}+\frac{x^{5}}{5} \pm \cdots  = \log(1+x) 
51 0 
32 
 
\gamma = 1+\frac{1}{2}+\frac{1}{3} +\frac{1}{4} +\cdots  
+\frac{1}{n}-\log n  
54 0 
33 \int\frac{dx}{x} =\log x 78 50 
34 \sum_{i=1}^{n} a_{i} =1 81 50 
35 \sum_{i=1}^{n} a_{i} + b_{i} = 1 5 0 
36 \cosh^{2}x -\sinh^{2} x = 1 53 0 
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2. Taux de reconnaissance d’expressions en considérant les meilleurs 
cinq résultats 
Considérer les meilleurs 5 candidats montre qu’on peut surmonter quelques 
erreurs de reconnaissance où le taux moyenne de reconnaissance d’expressions 
s’augmente de 69.4% à 75.6%. Cela est surtout bénéfique avec une interface 
interactive de saisi. Par exemple on peut proposer plusieurs solutions à l’utilisateur 
en cas de doute.   
 RD_CIEL RD_Réelle RD_Wiki_CIEL Moyenne 
Top1 71 38,6 52,6 69,4 
Top2 75,3 50 58,8 74 
Top3 76 50 62,1 74,8 
Top4 76,5 50 63,5 75,3 
Top5 76,7 50 64,9 75,6 
 
3. Taux de reconnaissance par symbole 
Ce tableau montre le taux de reconnaissance individuel de chaque symbole. La 
plupart des symboles sont reconnus avec un bon taux (supérieur à 90%). Nous 
pouvons conclure que la faiblesse face aux expressions ambiguës vient de 
l’analyse structurelle et que le classifieur est bien appris grâce à l’apprentissage 
global. 
Symbole RD_CIEL RD_Réelle RD_Wiki_CIEL 
1 92,65 88,37 88,32 
2 95,78 77,46 87,10 
3 97,58 86,96 88,24 
4 93,50 71,43 92,31 
5 91,00 100,00 92,31 
a 93,00 87,76 88,61 
b 94,50 88,37 84,85 
c 96,67 88,89 91,67 
d 94,78 88,89 62,50 
e 91,00 50,00 78,95 
i 89,80 100,00 78,85 
k 91,60 80,00 58,82 
n 95,67 55,56 83,05 
x 90,67 76,09 85,54 
y 94,60 75,00 95,45 
+ 92,11 81,03 79,82 
- 95,76 85,33 95,39 
= 93,10 89,19 87,00 
pm 88,50 75,00 NA 
neq 90,33 83,33 100,00 
gamma 86,00 100,00 100,00 
pi 85,50 100,00 88,89 
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phi 87,00 100,00 NA 
sum 94,50 100,00 66,67 
int 95,00 100,00 NA 
sqrt 84,75 87,50 71,05 
( 85,33 72,22 92,54 
) 85,56 72,22 92,54 
cdots 79,00 77,78 100,00 
cos 91,70 65,00 100,00 
sin 77,80 70,00 63,64 
sinh 67,00 50,00 50,00 
cosh 81,00 100,00 50,00 
log 86,50 73,68 100,00 
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Annexe D – Informations supplémentaires pour l’analyse 
contextuelle 
1. Les informations spatiales selon le type du symbole 
Pour tous les types des symboles, les valeurs de taille h et du positionnement y 
sont calculées en fonction de yMin, yMax du symbole. 
Les symboles réguliers  
etc,...,,,,cos,,,,,x,w,v,u,s,r,o,n,m,e,c,a ϑπγ÷±≠≤+  
Les symboles descendants 
z,y,q,p,j,g
Les symboles ascendants  
lim,t,l,k,h,f,d,b
 
Les chiffres 
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La somme 
 
L’intégrale  
 
Log 
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Autres 
coshsinh,sin,  
 
2. La grammaire  
Ci-après la grammaire utilisée dans le modèle de langage du système pour la 
reconnaissance d’expressions du corpus RamanReduced. 
HP :  Horizontal Pair Rule, SupR : Superscript Rule, SubR : Subscript Rule, IR : Integral Rule, 
SqrtR : Sqrt Rule, OR : Operation Rule, FR : Filter Rule, IDR : Identity Rule, FrR : Fractionbar 
Rule, SR : Sum Rule, PR : Paranthesis Rule, SigSR : SigmaSum Rule 
 
FRs : 
Digit  0...9 , Letter a..z | A..Z , dots \\cdots, Other  | \\gamma | \\theta | \\pi 
| \\phi | \\infty , Symbol  Digit | Letter | Other 
 Op  + | - | \\pm, Fractionbar  - , Eq  = | \\neq | \\leq, Sqrt  \\sqrt 
Integral  \\int, Sigma  \\sum, OpenP  (, CloseP  ) 
Func  \\sin \\cos \\sinh \\cosh \\log  
  
Sum grammar :  
 Sum  Op notSum (HP) | Exp Op NotSum (OR) ) | Exp Op dots (OR) 
 
NotSumGrammar : 
 NotSum  NotSum NotSum (HP) | Symbol (IDR) 
 
Functions grammar : 
Function  Func Exp  (SupR) | Func symbol (subR) | Func (IDR) 
NotSum  Function notSum (HP) 
 
Sigma grammar : 
Assignement  Symbol Eq Exp  (OR) | Exp (IDR) 
SigmaSum  Exp Sigma Assignement  (SR) | Sigma (IDR) 
NotSum  SigmaSum NotSum (SigSR) 
 
Paranthesis grammar : 
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 ParExp  OpenP Exp CloseP (PR)  
 NotSum  ParExp (IDR) 
 
Fractionbar grammar : 
 NotSum  Exp FractionBar Exp (FrR) 
 
Sqrt grammar : 
 NotSum  Sqrt Exp (SqrtR) 
 
Integral grammar : 
 NotSum  Integral Exp NotSum Exp (IR) 
 
Sub/Supscript grammar : 
 NotSum  NotExp Exp (SupR) | Symbol Symbol (SubR) 
 NotExp  Symbol | Func | ParExp (IDR) 
 
Grammar : 
 Exp  NotSum | Sum (IDR) 
 Formula  Exp Eq Exp (OR) | Exp (IDR) 
 S  Formula  
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Résumé 
Les travaux présentés dans le cadre de cette thèse portent sur l’étude, la conception, le 
développement et le test d’un système de reconnaissance de structures manuscrites bidimensionnelles. 
Le système proposé se base sur une architecture globale qui considère le problème de reconnaissance 
en tant qu’optimisation simultanée de la segmentation, de la reconnaissance de symboles, et de 
l’interprétation. Le premier cadre d’applications a été celui d’un système de reconnaissance 
d’expressions mathématiques manuscrites. La difficulté du problème se situe aux trois niveaux 
évoqués. La segmentation est complexe du fait de la grande liberté de composition d’une expression, 
avec notamment la possibilité de symboles multi-traits non séquentiels ; la reconnaissance doit 
affronter un nombre élevé de classes et en particulier, gérer les situations de formes non-apprises ; 
l’interprétation peut-être ambiguë du fait du positionnement spatial approximatif. La solution proposée 
repose sur la minimisation d’une fonction de coût global qui met en compétition des coûts de 
reconnaissance et des coûts structurels pour explorer un vaste espace de solutions. Les résultats obtenus 
sont très compétitifs et prometteurs comparés à ceux de la littérature. Nous avons finalement montré la 
généricité de notre approche en l’adaptant à la reconnaissance d’un autre type de langage 2D, celui des 
représentations graphiques de type organigramme. 
Mots-clés : 
Reconnaissance de formes, écriture manuscrite, langages bidimensionnels, expressions 
mathématiques, analyse structurelle, analyse syntaxique, évaluation 
 
 
Abstract 
Recognition of two-dimensional structures: application on online handwritten 
mathematical expressions 
This thesis focuses on the study, conception, development and testing of a recognition system for 
two-dimensional handwritten structures. The proposed system is based on a global architecture that 
considers the problem of recognition as simultaneous optimization of segmentation, symbol 
recognition, and interpretation. In this framework, we have first designed a system to recognize 
handwritten mathematical expression. All the three problems of segmentation, recognition and 
interpretation are not straightforward. Segmentation is complex because of the large freedom for 
composing an expression, since delayed multi-stroke symbols are considered. Recognition has to face a 
large number of classes, and to deal with the problem of unknown pattern, and interpretation suffers for 
the fuzzy nature of spatial relationships. We have defined a solution which minimizes a global cost 
function where recognition costs and structural costs are combined and a large exploration of the space 
of solutions is proposed. The results are very promising and competitive compared to those of the 
literature. We have finally shown the generality of our approach in adapting the system to the 
recognition of another 2D language, which is used to design handwritten flowcharts. 
Keywords: 
Pattern recognition, handwriting, bidimensional languages, mathematical expressions, 
structural analysis, syntactic analysis, benchmarking 
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