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Abstract
Factorial experiments are well-understood when the given observations are outcomes
of random variables. However, when we observe spatial point patterns in each combi-
nation of factors cells, the methodology is much less developed. Motivated by a real
problem of locations of bubbles in a mineral flotation experiment where the interest
is analysing if the spatial distribution might be affected by frother concentrations and
volumetric airflow rates, we develop an approach for statistical testing of two-way
factorial experiments for spatial point patterns. We describe the point patterns through
the K -function, a second-order summary statistic, and develop a set of new Fisher-
based statistics using weighted means. For inference by Monte Carlo, we use random
permutations of weighted residuals depending on the null hypothesis. We conduct
simulation experiments to demonstrate the performance of the new test statistics and
present the results of the real problem.
Keywords Flotation bubble data · Frother concentration · K -function · Permutation
test · Replicated point patterns · Volumetric airflow rate
Mathematics Subject Classification 60G55 · 62M30
1 Introduction and data
The copper production process consists of a large number of steps that allow obtaining
cathodes fromamineral deposit. The ore, once it has been extracted fromamine, passes
through successive stages of a comminution process. In the case of copper oxide ores,
the subsequent processing steps correspond to hydrometallurgy and electrometallurgy.
For sulphideores, after the comminution, the processing requires steps of concentration
by flotation and pyrometallurgy (Schlesinger et al. 2011, Chap. 3).
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Mineral flotation process allows separating particles from non-metallic gangue
particles. The comminuted material is deposited in reactors (flotation cells) forming
a pulp with water and some reagents. The mineral particles, being recovered after the
flotation cell is aerated and agitated, attach to the bubbles and rise to the surface where
they form a blanket of froth containing the mineral.
In order to quantify the hydrodynamic performancewithin flotation cells, a series of
so-called gas dispersion characteristics are defined. One of the most important is the
bubble size distribution BSD, characterised by a random bubble diameter. The bubble
size distribution is a very complicated variable to be measured (Kracht et al. 2013).
One of the sampling techniques for measuring it is the sampling-followed-by-imaging
(Gomez and Finch 2007; Miskovic and Luttrell 2012). Some further approaches have
been applied in the literature to analyse BSD by using methods from stochastic geom-
etry such as Booleanmodels (Emery et al. 2012; Kracht et al. 2013). These approaches
lead to calculate, for instance, the diameters and the BSD directly from the binary
image by taking advantage of the assumption of complete spatial randomness, which
is usually taken for granted.
The spatial distribution of the bubbles has not been addressed in the literature.
Understanding this distribution or even properly modelling it can be essential for
the proper operation of flotation machines, and the recovery of metal particles. This
distribution may depend on the variables that are controlled in the experiment. It is
known that the flotation characteristics are strongly dependent on a variety of important
operating and design factors (Gómez et al. 2016).
The volumetric airflow rate (Lmin−1) and the specific frother concentration (ppm)
are two factors that particularly influence the physical properties (Laskowski 2001;
Gómez et al. 2016). Therefore, we are interested in these two factors as they could be
potentially influential in the spatial distribution of the bubbles.
High-resolution images (170 pixels/mm) were recorded by using a Nikon D-5100
photo camera with a macrolens of 60mm; the camera was adjusted manually always
to achieve the same dimensions in all the photographs of the experiment. Thus, the
images have dimensions 29.0mm×19.2mm. Figure 1 displays two images of bubbles
generated in a flotation machine.
When the bubble images have been successfully recorded following the procedure
described above, they are processed through classical image analysis. They are con-
Fig. 1 Two images of bubbles in a flotation machine
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Fig. 2 An image of bubbles in a flotation cell (left) and its corresponding point patterns where points are
centres of bubbles (centre) and the bubbles size is attached to centres locations as marks (right)
verted into binary images and processed to identify bubbles (segmentation); then, the
bubbles in the image are classified in categories by their position and metrics (classifi-
cation) (Kracht et al. 2013). The analysis of such images is developed to record some
characteristics such as the bubbles themselves, the locations of their centroids, diam-
eters, and areas. Our dataset consists of 54 images containing a total of 8385 floating
bubbles. The images of bubbles can be regarded as spatial point patterns where the
centroids correspond to the points, and where other characteristics can be attached as
quantitative marks. An example of a typical bubble point pattern is shown in Fig. 2.
Wehave in thedataset three frother concentration levels, 5 ppm, 10 ppmand15 ppm,
as well as three volumetric airflow rate levels, 5 Lmin−1, 8 Lmin−1 and 10 Lmin−1.
Additionally, we have six replicates (point patterns) at each combination of levels of
such factors. The treatment combinations of the experiment, as well as the observed
bubble point patterns, are represented in Fig. 3.
In classical statistics, factorial experiments allow evaluating the combined effects
of two or more experimental variables. The information obtained in this type of exper-
iments is much more complete than that obtained through a series of single-factor
experiments since factorial experiments allow the study of the interaction of the fac-
tors. The problem we are facing here is considering factorial experiments when the
observations are spatial point patterns rather than numeric random variables.
The analysis of this type of experiments when the observations are not quantitative
variables is in its infancy, especially in the field of point processes. A few authors have
treated the observations in an experiment when they are point patterns (Diggle et al.
1991; Baddeley et al. 1993; Diggle et al. 2000; Hahn 2012; Hahn and Vedel Jensen
2016), and their studies have concentrated mainly on the comparison of several groups
of responses (a single factor). Some other authors have included, for example, non-
spatial variables ormixed effects in theirmodels (Landau andEverall 2008;Myllymäki
et al. 2014; Bagchi and Illian 2015). Finally, only a few works have been focused on
factorial experiments; for instance,Ramón et al. (2016) extendedDiggle et al.’smethod
(Diggle et al. 1991) to the two factors case through a quite pragmatic approach.
On the other hand, methods for the analysis of variance when observations are
functions are more comprehensive. Fisher-based tests (Cuevas et al. 2004; Ramsay
and Silverman 2005; Zhang 2013), L2-norm based tests (Zhang 2013), basis functions
based tests (Górecki and Smaga 2015),wavelets smoothing (Abramovich andAngelini
2006), dimension reduction (Ferraty et al. 2007), and global envelope tests (Mrkvička
et al. 2020b), among others, are good examples of the extensive research on ANOVA
for functional data.
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Fig. 3 Arrangement of floating bubbles data. Rows represent the three volumetric airflow rate levels (treat-
ments) and columns the three frother concentration levels. Each cell contains six spatial point patterns
(responses)
In this paper, we look at the motivating bubble problem as a case of replicated
spatial point patterns, and the goal is to analyse whether the factors or their interactions
affect the second-order structure of the point patterns. To fulfil this aim, we develop
and provide a new methodology for the analysis of variance in two-way balanced
experiments when responses are point patterns. We employ Fisher-based statistics for
the tests using weighted means and adopt a permutation strategy of weighted residuals
to perform Monte Carlo inference. We note that our statistics are based on the K -
function, a second-order summary statistic for spatial point patterns. This function
depends on distance and could be treated as a functional measure. However, we are
not following this strategy and integrate out such functional dependence on distances.
Section 2 presents some necessary background on point processes. Section 3 devel-
ops the methodology for factorial experiments for spatial point patterns. In particular,
we use Fisher’s test statistics as well as a carefully selected scheme of residuals use-
ful for inference. The bubbles dataset is analysed in Sect. 4. The paper ends with a
discussion.
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2 Background and set-up
Throughout this paper, we assume that every subset A of R2 is measurable and any
function f defined on R is integrable in a finite interval T ⊂ R. We use the notation
‖·‖ indistinctly to denote the Euclidean vector norm and the L2-norm. A planar point
process is a random, finite or countable collection of points X ⊂ R2 with no accumu-
lation points. A realisation X of a point process can be considered as a finite subset
{ui }ni=1 ⊂ W ⊂ R2. Let N (A) be the number of points of X in A ⊆ W . The theory
and applications of spatial point processes are discussed extensively in, e.g. Daley and
Vere-Jones 2003 and Diggle (2013).
2.1 Ripley’s K-function
Oneof themost popular second-order descriptor for analysingpoint patterns isRipley’s
K -function (Ripley 1977).We can useRipley’s K -function in its homogeneous version












provided that this value does not depend on the choice of the location u (see e.g.
Møller and Waagepetersen 2004; Baddeley et al. 2015) and where ‖·‖ represents the
Euclidean distance and λ is the first-order intensity of X, i.e. the expected number of
points per unit area. In this context, we set a/0 = 0 and r belongs to a suitably chosen
range T = (0, r0] (Ho and Chiu 2006). For homogeneous Poisson processes (Diggle
2013), the K -function is K (r) = πr2. Note that homogeneous Poisson processes
are the archetype of complete spatial random processes (hereinafter CSR). A natural
estimator for the K -function is given by






1{‖ui − u j‖ ≤ r}e(ui ,u j ; r), (2)
where | · | is, in this case, the area of the set, e(u, v; r) is an edge-correction weight
(see e.g. Ripley 1988; Baddeley et al. 2015), and λ̂2 is an estimator of the squared
first-order intensity function, usually given by
λ̂2 = n(n − 1)|W |2 (3)
where n is the number of points of the pattern X .
We note that we restrict to stationary point patterns motivated by the bubbles exper-
iment producing such point patterns. Recall these come from images all taken under
the same conditions, and the distribution of bubbles per concentrations and airflow are
homogeneous. Indeed, a favourable argument would be that the stationary K -function
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enables underlying inter-point dependence as part of the features of the point pattern
model without having to choose one formally. However, our approach can be extended
to non-stationary K -functions (Baddeley et al. 2000).
2.2 Pooled estimators
If a summary-statistic function given by a ratio of the form Y (r) = U (r)/V (r) is
calculated for a set of n independent observations, then, according to Baddeley et al.
(1987); Baddeley et al. (1993, 2015) (and references therein), the pooled summary-
statistic across replicates, which is unbiased for Y (r) and has minimum variance, is
the weighted average of the individual ratios with weights proportional to Vi (r), i.e.







i V̂i (r)Ŷi (r)∑
i V̂i (r)
.
If our summary-statistic is Ripley’s K -function, the estimator given in Eq. (2) using
the isotropic or the translation edge-correction factors, can be seen as the ratio of two
estimators; the numerator is a sum over all pairs of data points, and the denominator
corresponds to the number of pairs of distinct points, i.e. ni (ni − 1) where ni is the
number of points in the i th point pattern (see e.g. Baddeley et al. 2015). Thus the pooled
K -function estimator for a sample {K̂i }mi=1 coming from m point patterns {Xi }mi=1, is
given by




ωi K̂i (r), r ∈ T , (4)
where
ωi = ni (ni − 1), (5)
and ω· = ∑mi=1 ni (ni − 1).
3 Factorial analysis of variance for point patterns
In this section, we adapt the methodology of ANOVA for raw functional data provided
by Zhang (2013) to the particular case of functional descriptors associated with spatial
point patterns.
3.1 One-way ANOVA
In the literature of point processes, some procedures have been developed to compare
the expected values of second-order summary statistics of two or more samples or
groups (see e.g. Diggle et al. 1991; Baddeley et al. 1993; Diggle et al. 2000; Hahn
123
Two-way layout factorial experiments of spatial point…
2012). To observe naturally these comparisons, we should consider that the point
patterns are grouped by a categorical variable defined as a factor in classical linear
models, whose different values are called factor levels. In this section, we consider
weighted means in the statistics for the analysis of variance in the one-way case and
establish a unified notation.
Weassume thatwehavem independent samples (groups) {K̂i j }, j = 1, . . . ,mi , i =
1, . . . ,m, with {Ki }mi=1 the unknown group means. The main idea is to check the null
hypothesis
H0 : K1(r) = K2(r) = · · · = Km(r), r ∈ T ,
against the alternative
H1 : Ki (r) = K j (r), for some i, j and r ∈ T .
The group weighted mean function of the m groups is given by




ωi j K̂i j (r), i = 1, . . . ,m, (6)
where the weights ωi j are defined as in Eq. (5). Note that we make the convenient
assumption that the groups have the same covariance function, and estimate it jointly.
However, for practical purposes and due to the delicate structure of the variance
function of Ripley’s K -function (Ripley 1988), we directly estimate covariances sep-
arately based only on each group (sample). Note also that under the independence of







K̄i ·(r) − K̄··(r)
]2
, (7)












ni j (ni j − 1). (9)
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K̄i ·(r) − K̄··(r)
]2
dr .
Note that the statistic Dm is Diggle’s statistic (Diggle et al. 1991, 2000). Similarly,
we can define a statistic that takes into account the variability of particular groups in
the sample. Such statistic is the pointwise within-treatment variation, and it is given










K̂i j (r) − K̄i ·(r)
]2
.
We could include the last term into a Fisher-test-type statistic in order to include the







3.2 Balanced two-way ANOVA
Wehave presented in the previous section amodel for the analysis of variance with one
factor whose levels are used to establish the differences between spatial descriptors (in
our case the K -function). In this section, the model is extended to include two factors
with fixed levels.
This inclusion is far from trivial as the problem of comparing groups of functional
means induced by two factors cannot be solved by simply extending the model of
one factor. It is possible that both factors are fixed, both random, or one fixed and
one random, and it could be the case that both factors act independently or that the
combined action of two factors enhances or inhibits the action of each other in the
response function. In the latter case, we say that there is interaction, and we might
consider an interaction model. Note that this interaction is not the interaction between
points within a point process. When every category of one factor co-occurs in the
design with every category of the other factor, we talk about a fully crossed design
or a full factorial design (or models). The first approach to this model was proposed,
using Ripley’s K -function, byWilson (1998), and Ramón et al. (2016) later applied it.
Throughout this work, we focus on a factorial model involving only two fixed factors.
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Wefollow the presentation inZhang (2013) for the comingANOVAset-up. Suppose
that factor A has a levels and factor B has b levels. Each realisation or replicate
contains all ab factorial combinations. In general, there are mi j replicates in each
level combination. In this paper, we assume the same number of observations in the
cells, i.e. mi j ≡ c for all i = 1, . . . , a and j = 1, . . . , b,. We have a functional
descriptor sample
{K̂i jk}, i = 1, . . . , a, j = 1, . . . , b, k = 1, . . . , c,
where the functional observations can be described by the model
K̂i jk(r) = Ki j (r) + Ei jk(r), r ∈ T , (11)
with Ei jk(r) a random error with mean zero. Note that this linear model guarantees the
positive sign of the response K -functions. Note the variance functions are supposed to
be different across the level combinations, and the functional samples are assumed to
be independent. Therefore, model (11) is a heteroscedastic two-way ANOVA model.
For a two-way ANOVA, the mean Ki j (r) can be expressed in the form
Ki j (r) = K0(r) + τi (r) + β j (r) + (τβ)i j (r), (12)
i = 1, . . . , a, j = 1 . . . , b, r ∈ T ,
where K0(r) is the overall mean effect, τi (r) is the effect of the i th level of the row
factor A, β j (r) is the effect of the j th level of column factor B, (τβ)i j (r) is the effect
of the interaction between τi (r) and β j (r). Both factors are assumed to be fixed, and
the factor effects are defined as deviations from the overall mean. If nothing more is
stated about the decomposition (12), the components of the decomposition are not
uniquely defined. Some restrictions over the decomposition are then required (see e.g.






β j (r) =
∑
i
(τβ)i j (r) =
∑
j
(τβ)i j (r) = 0.
So, hereafter, we limit our discussion to equi-replicated orthogonal ANOVA. We are
then interested in testing equality of factor effects (hereafter treatments), i.e. that there
are no treatment effects in both row treatments
H A0 : τ1(r) = · · · = τa(r) = 0, r ∈ T ,
H A1 : τi (r) = 0, for some i, and for some r ∈ T , (13a)
and column treatments
H B0 : β1(r) = · · · = βb(r) = 0, r ∈ T ,
H B1 : β j (r) = 0, for some j, and for some r ∈ T , (13b)
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as well as testing if the main effects are simultaneously zero,
H AB0 : τi (r) = β j (r) = 0 for all i, j, and r ∈ T ,
H AB1 : at least one τi (r) or β j (r) = 0, for some r ∈ T . (13c)
Finally,we could be interested in determiningwhether row and column factors interact,
so testing
H I0 : (τβ)i j (r) = 0 for all i, j, and for r ∈ T ,
H I1 : at least one (τβ)i j (r) = 0, for some r ∈ T . (13d)
The estimators of cell mean and variance functions are well-defined whenever c > 1.
We consider the same pooled estimators defined in Sect. 2.2 including factors and






ωi jk K̂i jk(r), i = 1, . . . , a, j = 1, . . . , b, (14)
and





K̂i jk(r) − K̄i j ·(r)
]2
, (15)
where the weightsωi jk are defined as in Eq. (5), and the number of points per pattern is
denoted by ni jk , where k is the individual within the i j cell (sample) and i = 1, . . . , a
and j = 1, . . . , b, and ωi j · = ∑ck=1 ni jk(ni jk − 1). As in the classical ANOVA two-
way analysis, we define K̄i ··, K̄· j · and K̄··· as the corresponding row, column, and
grand weighted average K -functions. Thus,




ωi j · K̄i j ·(r), i = 1, . . . , a,
















ωi j ·, ω· j · =
a∑
i=1





ωi j ·. (17)
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From (16), the estimators of the general mean, main and interaction effects are then
K̂0(r) = K̄···(r),
τ̂i (r) = K̄i ··(r) − K̄···(r),
β̂ j (r) = K̄· j ·(r) − K̄···(r),
(̂τβ)i j (r) = K̄i j ·(r) − K̄i ··(r) − K̄· j ·(r) + K̄···(r).
Analogous to the classical functional data analysis, consider some fixed r ∈ T
and let SST(r) be the pointwise total-sum-of-squares, SSA(r),SSB(r) are the main-
effect pointwise sum-of-squares, respectively, and let SSI(r) be the interaction-effect
pointwise sum-of-squares. Finally, let SSE(r) denote the pointwise sum-of-squares





































K̂i jk(r) − K̄i j ·(r)





σ̂ 2i j (r).
(18)
The corresponding L2-norm-based test statistics for our null hypotheses H A0 ,H
B
0 ,
H AB0 and H
I
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T SSA(r)dr/(a − 1)∫




T SSB(r)dr/(b − 1)∫




T [SSA(r) + SSB(r)] dr/(a + b − 2)∫




T SSI(r)dr/ ((a − 1)(b − 1))∫
T SSE(r)dr/(ab(c − 1))
.
(20)
Remark 1 Note that the entire previous theoretical approach can be reproduced in
identical conditions by replacing Ripley’s K -function with its respective weighted
mark version (see e.g. Baddeley et al. 2015). Undoubtedly, the variance, in that case,
becomes increasingly difficult to be controlled since the distribution of the marks
implies an additional source of variation. However, the inclusion of marks constitutes
a much more realistic treatment whenever the marks and locations are dependent. See
further comments in Sect. 5.
3.3 Random permutation tests
The null distribution of our test statistics is not analytically tractable in any of the
cases. We assume that the observed K -functions come from the statistical model (11).
In order to determine the null distribution of the test statistics, some authors use the
so-called bootstrap based on residuals method. This method was proposed by Efron
(1979), and has been applied in the point process context by e.g. Diggle et al. (1991),
Wilson (1998) and Ramón et al. (2016).
In classical ANOVA designs, many permutation strategies can be applied for
testing individual terms. Anderson and Braak (2003) provides a complete guide to
building accurate and approximate permutation strategies for all terms in a two-way
ANOVA. Following this motivation, we consider inference by choosing several types
of exchangeable units, i.e. quantities that can be the raw observations or other, and
that can fall in either group under the null hypothesis. We draw random permutations
of these exchangeable units to obtain an empirical p-value.
We provide results of Monte Carlo simulations for the empirical level and the
power of our tests.We consider some standard cases, namely Poisson (complete spatial
randommodel), cluster (aggregation model) and inhibition (regular model) processes.
We set an equi-replicated design with two factors with three levels each one, equal
observation windows (unit square window [0, 1] × [0, 1]) and small sample sizes
per level of each factor c = 6. We are interested in those situations in which the
overall hypotheses hold: the underlying point processes have the same K -function,
meaning they have the same approximated spatial distribution and such distribution
is not affected by the levels of factors. Recall that we are investigating second-order
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Table 1 Arrangement of independent configurations of cell intensities in a two-way ANOVA design where
responses are Poisson point patterns














































Each matrix represents a configuration of intensities for the patterns within each cell (treatment)
behaviour, i.e. the patternsmay have different intensities. The integrals are numerically
approximated by using the trapezoidal rule. For the integration upper bound, we take
some inspiration on Hahn (2012) who investigated, by simulation, a permutation test
based on an integrated version ofWelch’s t-test statistic, and found that tests with upper
integration limit of r0 = 0.15, were overall most powerful. We perform each value
through 1000 random permutations of observed stationary K -functions estimated by
using Ripley’s edge-correction. We consider several scenarios to the null hypothesis
in order to verify the performance of the test under homoscedastic and heteroscedastic
cases.
3.3.1 Models
Poissonmodel Wefirst consider complete spatial randompatterns (Poisson patterns)
with some configurations of homoscedasticity and heteroscedasticity given by the
intensity of the process in each cell of the design, such configurations are shown in
Table 1. Notice that we arrange the different values of the intensity for each cell (each
treatment) in a matrix, so a component i j of such matrix represents the intensity of
the cell i j (six homogeneous point patterns with that intensity).
Hard-core and cluster models We also consider point patterns from Matérn hard-
core and cluster point processes (see, e.g. Chiu et al. 2013 and references therein) with
parameters leading to different degrees of regularity or clustering. Both types of point
processes come froma parent Poisson point process. In this case,we use aMatérn hard-
core obtained by dependent thinning. The points are firstmarkedwith randomnumbers
(independent, and identically distributed); a particular point is dropped whenever it
has a neighbour (separated at most a distance h, known as hard-core distance) with a
smaller mark. This type of process is known as Matérn model II [see, e.g. Baddeley
et al. (2015)]. Note that the intensity of the hard-core point processes is a function of
their inhibition distance and the intensity of the parent process. Therefore, fixing an
underline Poisson process for the parents, the intensities of the hard-core processes
are the same provided their inhibition distances do not change. On the other hand,
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hard−core 3 hard−core 2 hard−core 1 Poisson cluster 1 cluster 2 cluster 3
Fig. 4 Sets of three independent realisations ofMatérn hard-core, Poisson andMatérn cluster point processes
on the unit square. Model parameters: hard-core radius (1) h = 0.01, (2) h = 0.03 and (3) h = 0.05;
mean number μ of points per cluster and cluster radius r (1) μ = 1, r = 0.1, (2) μ = 4, r = 0.1, (3)
μ = 4, r = 0.05
a Matérn’s cluster point process consists of independent clusters of daughter points
around each parent point. The numbers of daughter points per cluster are Poisson
distributed with mean μ, and the points are independently uniformly scattered in the
ball with centre in the parent point and radius r . The parent points are not included
in the observed point pattern. Some realisations of these two processes and CSR are
shown in Fig. 4.
3.3.2 Permutation test approach
Following Anderson and Braak (2003), we adopt a permutation strategy consisting
of permuting weighted residuals (exchangeable units) instead of a combination of
residuals and means. In other words, permuted residuals are plugged-in to the Fisher-
based statistics after rescaling them. We propose to define the full-model weighted
residuals R̂i jk(r) as
R̂i jk(r) =
√
ni jk(ni jk − 1)
[
K̂i jk(r) − K̄i j ·(r)
]
,
i = 1, . . . , a, j = 1, . . . , b, k = 1, . . . c. (21)
Note that we cannot construct an exact test since the assumption of exchangeability
is not strictly satisfied, that is, the residuals are weakly correlated and the correction
factor
√
ni jk(ni jk − 1) is motivated by the asymptotic approximation of the variance
of Ripley’s K -function for Poisson point patterns, where the number of points has
been observed (Ripley 1988). We can calculate the statistics by using the residuals and
generate a large number of random permutations to obtain an empirical approximation
of the (1 − α)-percentiles of our test statistics.
For the interaction effect, we also consider the saturated-model residuals proposed
by Wilson (1998) and applied by Ramón et al. (2016). Indeed, we subtract out the
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main effects and the weighted version of the residuals gives
R̂†i jk(r) =
√
ni jk(ni jk − 1)
[
K̂i jk(r) − K̄i ··(r) − K̄· j ·(r) + K̄···(r)
]
,
i = 1, . . . , a, j = 1, . . . , b, k = 1, . . . c. (22)
These residuals are meant to attempt to control for main effects and asymptotically
approach an exact test (where the residuals hold the exchangeability assumption)
because, although SSA and SSB are not kept constant, variability due to A and B is
estimated and removed by subtracting weighted means.
We go further and propose some residuals to study the main effects. These reduced-
model residuals have been motivated by those suggested by Diggle et al. (1991),
although they have never been used in this context, not even in the one-way case. The
residuals are given by
R̂†Ai jk(r) =
√
ni jk(ni jk − 1)
[
K̂i jk(r) − K̄i ··(r)
]
,
i = 1, . . . , a, j = 1, . . . , b, k = 1, . . . c, (23)
for the row effect, and
R̂†Bi jk(r) =
√
ni jk(ni jk − 1)
[
K̂i jk(r) − K̄· j ·(r)
]
,
i = 1, . . . , a, j = 1, . . . , b, k = 1, . . . c, (24)
for the column effect.
Note that we follow the implicit recommendation in Baddeley et al. (2015, p. 421)
of rescaling the residuals with a factor
√
ni jk(ni jk − 1). For the particular case of
resampling K -functions, the suggestion goes back to Hahn (2012), where they proved
that the proper weights are the number of points ni jk (roughly our weights) rather than
their square root.
3.3.3 Significance level under the null hypothesis
The available methodologies for the analysis of variance in the context of point pro-
cesses are given by using D-type statistics, given in Eq. (19), whose null distribution is
obtained by permuting residuals proportional to R̂i jk(r) for all effects (Wilson 1998) or
permuting residuals proportional to R̂†i jk(r) for interaction effects (Ramón et al. 2016).
Therefore, we first study the empirical distribution of D-type statistics by permuting
residuals R̂i jk(r) and by using the simplest scenario (Poisson) with configurations
given in Table 1. We set α = 0.01, 0.05, 0.10 as nominal significance levels and esti-
mate the rejection rates for each case. The results are shown in Table 2. Unfortunately,
these test statistics show a poor performance (liberality) in homoscedastic cases. As
expected, they are also not doing better in heteroscedastic ones. From now on, we
study our proposed F-statistics by using the residuals for testing each effect.
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Table 2 Rejection rates from replicated simulations of the null hypothesis of no differences amongst the
samples of K -functions of two factors with three levels using test statistics given in Eq. (19)
D Nominal sig. level D Nominal sig. level
0.01 0.05 0.10 0.01 0.05 0.10
SConf.1 DA 0.034 0.099 0.178*** DConf.1 DA 0.060 0.152 0.232***
DB 0.024 0.093 0.154*** DB 0.020 0.083 0.138***
DAB 0.041 0.131 0.208*** DAB 0.060 0.154 0.238***
DI 0.039 0.124 0.189*** DI 0.034 0.119 0.210***
SConf.2 DA 0.028 0.097 0.164*** DConf.2 DA 0.022 0.065 0.123***
DB 0.029 0.088 0.173*** DB 0.055 0.162 0.268***
DAB 0.046 0.121 0.197*** DAB 0.059 0.172 0.266***
DI 0.037 0.123 0.203*** DI 0.047 0.136 0.202***
SConf.3 DA 0.022 0.108 0.175*** DConf.3 DA 0.029 0.079 0.133***
DB 0.034 0.097 0.160*** DB 0.030 0.127 0.218***
DAB 0.045 0.118 0.198*** DAB 0.039 0.140 0.231***
DI 0.047 0.125 0.210*** DI 0.054 0.146 0.251***
The scenarios indicated in the left columns are shown in Table 1. Exchangeable units for a test were the
residuals given in Eq. (21). Values lying outside the 95% confidence interval for type I error (which has a
binomial distribution with parameters n = 1000, p = 0.01, 0.05 and 0.1) are indicated with ***, **, * in
the case of violation of the three, two or one nominal levels respectively, and with no symbol in case of no
violation
Table 3 shows the performance for the homoscedastic and heteroscedastic Poisson
cases, and Table 4 shows the performance for the specific cluster and hard-core models
using the residuals given in Eq. (21).
Tables 3 and 4 show much better performance even in heteroscedastic cases. It is
important to highlight the good performance of the test statistic F I that measures the
interaction effect. This statistic is probably the most important in an ANOVA two-
way design because if the interaction is significant, the interpretation of the individual
effects of the factors becomes incomplete and misleading. Going further with the
interaction effect, the performance of the test statistic F I , by using residuals (22), is
shown in Table 5.
Once again, the test statistic F I shows a satisfactory performance (even in the case
of heteroscedasticity). This shows that, for the interaction, both types of residuals are
efficient and robust against a moderate violation of the equality of variances.
By using the same simulation scheme, we study the reduced-model residuals (Eqs.
23, 24) that in theory are themost adequate to test themain effects in ANOVA two-way
designs (Anderson and Braak 2003). The performance is shown in Table 6.
Interestingly, reduced-model residuals (Eqs. 23, 24) do not outperform the full-
model residuals when using Fisher-test-type statistics to test the significance of the
main effects.
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Table 3 Rejection rates from replicated simulations of the null hypothesis of no differences amongst the
samples of K -functions
F Nominal sig. level F Nominal sig. level
0.01 0.05 0.10 0.01 0.05 0.10
SConf.1 F A 0.011 0.047 0.089 DConf.1 F A 0.015 0.086 0.152**
FB 0.006 0.037 0.086 FB 0.008 0.037 0.069**
F AB 0.006 0.044 0.094 F AB 0.021 0.077 0.137***
F I 0.007 0.043 0.084 F I 0.008 0.053 0.104
SConf.2 F A 0.011 0.041 0.084 DConf.2 F A 0.008 0.044 0.082
FB 0.012 0.048 0.096 FB 0.021 0.088 0.161***
F AB 0.011 0.043 0.083 F AB 0.014 0.083 0.148**
F I 0.009 0.042 0.095 F I 0.010 0.057 0.110
SConf.3 F A 0.009 0.050 0.101 DConf.3 F A 0.011 0.038 0.078*
FB 0.014 0.051 0.087 FB 0.010 0.063 0.118
F AB 0.008 0.048 0.094 F AB 0.008 0.059 0.113
F I 0.020 0.054 0.112* F I 0.009 0.063 0.118
Fisher-test-type statistics are used by including the degrees of freedom within the statistic. Exchangeable
units for tests were the residuals R̂i jk(r) given in Eq. (21). Values are indicated as in Table 2
3.3.4 Power of the tests
Analysing the power of ANOVA (even in the classical case) is far from being a simple
task. The problem is that there are infinite possibilities to get away from the null
hypotheses, and each one of those infinite differences implies a different power. The
problem comes from trying to compare several groups according to all the levels of
the factors and replicates.
The K -function is quite sensitive to the aggregation parameters of the underlying
point process. For example, all Poisson processes have the same theoretical K -function
(πr2 in the planar case). So, we can move away from the null hypothesis by sys-
tematically increasing or decreasing these parameters. Our most general alternative
hypothesis is that the levels of the factors and the interaction between them, affect in
a significant way the K -functions of the observed point patterns.
In a Matérn-cluster process (as a particular case of a Neyman-Scott process) the
K -function depends on the parents’ intensity and the cluster radius (Diggle 2013).
Therefore,we could quickly establish structural differences between Matérn processes
through the variation of these two parameters. On the other hand, in a Matérn hard-
core process, the K -function depends on both the intensity of the proposal-points and
the inhibition distance (Cressie 1993). So, again, we could fix structural differences
through the modification of these two parameters.
Consider a set of 6 Matérn cluster point patterns with κ = 25, μ = 4, and radii
0.1, this configuration will correspond to the combination of levels (A = 1, B = 1);
then for (A = 2, B = 2), consider another set of 6 Matérn cluster point patterns
with the same intensity but radii 0.3 and for (A = 3, B = 3) the radii shall be 0.5.
123

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Two-way layout factorial experiments of spatial point…
Table 7 Configurations of systematic departures from null hypotheses of no interaction between factors in
ANOVA two-way design



























































































The parameters of the cluster processes are μ ∈ {1, 4, 4}, κ ∈ {100, 25, 25} and φc ∈ {0.1, 0.05}. The
intensity of the parents for inhibition processes is 200, and φi ∈ {0.005, 0.01, 0.02}
For all the remaining combinations of the levels of A and B, assume radii of 0.1.
This configuration constrains the K -function to depend on the factors’ interaction and
allows for measuring the tests’ power by using the different residuals. For the case
of main effects, we can arrange a configuration where radii increase with rows or
columns allowing to measure the power of main effects statistics and residuals. We
















⎠ + φcJ3, (25)
where φc is a constant representing an initial configuration of radii, i.e. the null hypoth-
esis, and J3 denotes the 3 × 3 matrix of ones, so that the remaining matrix means to
control the subsequent departures from the null hypothesis. Note that every entry rep-
resents an entire cell of 6 point patterns. Also, any alternative hypotheses for rows or
columns effects, apply directly over the effects of addition of rows and columns (note
that in this case, the effects of rows and columns are not simultaneously zero). To study
the power of the test statistic for the interaction effects, we fix a set of configurations
given in Table 7.
The results of the simulations for the power of the interaction and main effects
statistics are shown in Table 8.
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Fig. 5 Box-plots of numbers of bubbles in each level of the two factors. Three panels correspond to the
levels of volumetric airflow rate, and the horizontal axis corresponds to frother concentration
Strongly aggregated patterns in the cells (patterns with larger K -functions) are
discriminated from weakly aggregated patterns with an approximate probability of
1, and the same happens with strongly regular patterns. As might be expected, as
the parameters of the models approach each other, and therefore generate virtually
indistinguishable patterns, the power of the tests decreases. Note that we study the
power for column main effects, but the results are valid for row main effects.
4 Data analysis
Our practical analysis aims to detect and analyse possible differences due to possible
factor effects, in both the densities and the point patterns of bubbles.
Despite the three-dimensional nature of the phenomenon of the floating bubble, the
data come from photographs, as explained in Sect. 1. The photographs are the final
step of a device (known as bubble viewer), built to collect and present bubbles for
imaging. This method arises from decades of research on bubble size measurements.
It is considered the most efficient method for such an end as the recorded bubbles
represent the bubble population in the flotation machine. Furthermore, it accounts for
segregation as bubbles rise and spread, and no bubbles are excluded due to their size
(see e.g. Chen et al. 2001; Gomez and Finch 2007).
We first carry out an analysis of counts of bubbles using generalised linear
modelling. Then, we analyse the possible differences in the spatial point patterns con-
sidering all the experimental groups determined by the levels of volumetric airflow
rate and frother concentration.
4.1 Poisson log–linear model for the expected cell counts
Since the spatial windows are fixed throughout the experiment, it is sufficient to com-
pare the counts across the levels. Figure 5 shows box-plots of the number of points in
each pattern, broken down by the three levels of frother concentration, and faceted by
the three levels of volumetric airflow rate. The box-plots in Fig. 5 allow us to suspect
that the number of points varies with the levels of the two factors.
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We use a quasi-Poisson regression model to deal with possible overdispersion
(McCullagh and Nelder 1989; Diggle et al. 1991) with a quasi-likelihood approach.
Let us denote as a random variable the count ni jk , and assume that E(ni jk) = μi j and
Var(ni jk) = φμi j , where φ > 0 is an overdispersion parameter. We fit the following
model
μi j = exp {β0 + β1i + β2 j + β3i j},
where β1 and β2 are the parameters for the main effects, and β3 is the parameter
for the interaction. The estimated overdispersion parameter is φ̂ = 2.737, which is
quite high. Such overdispersion can be explained by non-measured covariates, random
effects or by non-Poisson variation within bubble point patterns [clustering within the
point patterns for instance, see Diggle et al. (1991)].
We test the overall effect of the two factors and their interaction. The Chi-square
test indicates statistically significant main effects and interaction between the effects
of frother concentration and volumetric airflow rate on the density of the bubbles
(Residual Deviance of 123.40, p-value below 0.01) despite the overdispersion.
Furthermore, we have significant positive coefficients for the levels of the factors
(β = 1.35 for 10 ppm,β = 2.21 for 15 ppm,β = 0.94 for 8 Lmin−1, andβ = 0.65 for
10 Lmin−1; with p-values below 0.001). These are the estimated rate ratios comparing
10 ppm and 15 ppm to 10 ppm, and 8 Lmin−1 and 10 Lmin−1 to 5 Lmin−1, holding
constant the other variables in the model. For example, 15 ppm compared to 5 ppm
are expected to have a rate 2.21 times greater for the number of bubbles.
The interaction between the two factors is significant in almost all the level cross-
ings. The combinations 10 ppm and 15 ppm with 8 Lmin−1 (β = − 0.42,− 1.17 with
p-values below 0.001) as well as 15 ppmwith 10 Lmin−1 (β = − 2.16 with a p-value
below 0.001), introduce friction in the flotation process, slowing down the increase in
bubble counts. The combination 10 ppm with 10 Lmin−1 is not affecting the counts
though (p-value of 0.29).
4.2 Spatial distribution of bubble patterns
The 54 point patterns shown in Fig. 3 represent the positions of the bubbles in the
flotation experiment described in Sect. 1. The estimated K -functions are shown in
Fig. 6.
To measure the variability of the pooled estimates K̄i j ·, we used the delta-method
approximation to the variance of a ratio described in Baddeley et al. (2015). We thus
calculated a standard error and made approximated 95% confidence intervals (grey
shadings in Fig. 6) for the K -function. K -functions of the bubble experiment array
indicate small-scale regularity with an inhibitory effect up to 0.5mm on average in
most of the cells, except in cells 5ppm, 8 Lmin−1 and 5ppm, 10 Lmin−1, where the
inhibitory effect is almost 1.0mm. For larger distances, there is a tendency to clustering
in most patterns, except perhaps, in those of the first cell 5 Lmin−1, 5ppm where it is
seen that the K -functions oscillate around CSR line (horizontal zero). Furthermore,
one would suspect that the 5 Lmin−1, 5ppm case behaves differently than the others
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Fig. 6 General arrangement of estimates of centred K -functions (black lines) and pooled K -functions (red
lines) of point patterns for floating bubbles with three frother concentration levels (columns) and three
volumetric airflow levels (rows). The grey shading in each panel corresponds to pointwise 95% confidence
interval based on the observed within cell sample variance in the estimated K -function (color figure online)
as it runs close to a Poisson point pattern, while the spatial patterns of the other cases
seem to be similar independently of the volumetric airflow rate level.
The tests were carried out using the integration interval T = (0, r0], whose upper
limit is recommended to be taken as (see Hahn and Vedel Jensen 2016 and references
therein) r0 = 1.25/
√
max λ̂i j , obtaining an upper integration bound r0 = 1.57mm.
We implemented the tests with 500,000 random permutations. For the interaction
effect, we have a significant p-value associated with the residuals given in Eq. (21),
p̂R̂i jk = 0.0275, analogously p̂R̂†i jk = 0.0153 in the case of the residuals given in
Eq. (22). For the main effects, we have p-values of zero in the case of the frother
concentration factor for both residuals as well as p-values of zero in the additive
effect. Finally, for the volumetric airflow rate factor, we have also significant p-values
( p̂R̂i jk = 0.0110 and p̂R̂†Ai jk = 0.0059).
According to the tests, the flotation point patterns have different statistical behaviour
in terms of their interaction structure, and this difference is explained by the levels
of the row and column factors. We conclude that as the concentration and volumetric
airflow rate levels grow simultaneously, the aggregation of the bubbles stabilises itself
(except in the most extreme combination 15ppm and 10 Lmin−1). The variance of
the K-functions seems to stabilise as well, having its minimum at the combination
15ppm and 8Lmin−1; interestingly, by this combination, the bubble point patterns
look nearest to the CSR. Therefore, if the need is to have CSR point patterns (to
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eventually apply stochastic geometry in subsequent analyses), the best combination
of levels would be 15ppm and 8Lmin−1.
5 Discussion
We have implemented a method for the analysis of experiments with two fixed fac-
tors in the presence of replicates through approximate permutation tests when the
observations are functional second-order descriptors. To achieve this aim, we have
been motivated by the work of several authors. For example, while we follow (Zhang
2013) using Fisher-based statistics, our method engages weighted means instead of
classical ones. Our strategy for approaching empirical p-values is focused on the per-
mutation of residuals recommended by Anderson and Braak (2003) as a substitute for
reconstructed observations (Wilson 1998; Ramón et al. 2016), and the weightings for
the residuals are inspired by the estimation of intensity suggested in Hahn 2012 and
Baddeley et al. (2015).
We have focused on the case of balanced experiments with two factors and the
same number of replicates within cells as our data set motivated such assumption.
The statistical tests have been demonstrated by simulation (the validity and power).
Our tests require exchangeable units (residual functions), and this assumption can be
approximately achieved through the independence of point patterns in the sample.
We have seen that full-model residuals have shown satisfactory performance in all
cases; therefore, they are applicable for testing main effects and interaction. As an
alternative that encompasses all cases, they are the ones we would recommend for a
general analysis of variance. However, when we have the specific objective of testing
interaction, the saturated-model residuals are the best in both performance and power.
For the particular case of the main effects, we have observed that both the full-model
residuals and the reduced-model residuals have similar performance, the latter having
overall better power.
Our approach can be enhanced in many ways depending on the questions related
to the experiment itself. A possible straightforward generalisation consists of consid-
ering unbalanced experiments, or more ambitiously, non-orthogonal designs. Our test
statistics are defined through integral distances between the estimates of K -functions,
their means and variances, implying that the power of the tests depends on the interval
of integration T = (0, r0] (Choi and Hall 1999; Hahn 2012). So, further functional
distances that are not as sensitive to the r0 parameter could be used instead. One could
think of a non-condensed version, i.e. with no integration over T of the Fisher-based
statistics, to better consider applying the global rank envelope test in the sense of
Mrkvička et al. (2020b).
Although we have focused mainly on Ripley’s K -function, these methods could be
used with other descriptors such as the L- function (Besag 1977), the pair-correlation
function g(r), the nearest-neighbour distance distribution F(r), the empty space func-
tionG(r), or the J -function (vanLieshout andBaddeley 1996; Illian et al. 2008). Some
of these functional descriptors could be problematic, for instance, the estimator of the
pair-correlation function tends to be unreliable at small distances and the estimator of
the J -function at long distances, so the integration bounds must be modified to include
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only valid regions. The weighted means may not be applicable in all those cases, but
the classical ones might replace them.
Regarding the flotation experiment, we applied a scaled Poisson model to the bub-
ble counts in the responses. We observed significant differences amongst the levels of
the factors as well as an extra-Poisson variation within the groups; this suggests that
a spatial interaction structure may be achieved by properly combining the treatments.
Through the K -function, we have discovered that the patterns exhibit a small-scale
regularity and large-scale clustering. This aspect represents an advance in the assump-
tions usually made in the literature of flotation experiments since CSR patterns have
been assumed (see e.g. Emery et al. 2012; Kracht et al. 2013). We have used an anal-
ysis of variance approach to explaining how the structural variation (aggregation) of
the bubble point patterns is significantly affected by the factors separately and, most
importantly, by their interaction. Although there are two combinations of levels (5ppm
and 5Lmin−1, as well as 15ppm and 10 Lmin−1) that seem different at first glance
in Fig. 3, they also present K -functions that clearly differ from their counterparts. We
have verified that these differences are not only a visual assessment but also statistically
significant through our procedure.
An important covariate associated with bubbles is their diameter. The diameter can
be attached, as a mark, to the centre location of the bubble. In this case, it is natural
to represent a marked point process as a collection of pairs {(ui ,mi )}pi=1 ⊂ W × M ,
whereM is the space of marks (Penttinen et al. 1992;Møller andWaagepetersen 2004;
Illian et al. 2008). An attractive extension of the present work would relate the marks
with an unobserved spatially continuous field that might influence the locations, i.e.
preferential sampling. In practice, this would impose a geostatistical model for bubble
size on each point pattern as long as the dependence can be statistically proven (see,
e.g. Mrkvička et al. 2020a).
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