We consider a lattice of coupled logistic maps with periodic boundary condition. We prove that synchronization and almost synchronization occur for the case of 1D lattice with lattice size n = 2, 3, 4 provided the coupling strength c is chosen in a suitable open interval contained in [0,
Introduction
Coupled map lattices (CMLs) form a wide class of extended dynamical systems that is the intermediate one between partial differential equations (PDE) and cellular automata. PDEs are usually used to describe the modern phenomenon of spatiotemporal dynamical systems. However, the analytic studies of solutions of PDEs occurred to be extremely difficult with complex behavior. Basically, all results in this area were restricted to the findings of some simple solutions and to the studies of their stability or to the estimation of attractors dimension. On the other hand, the computer simulations have been utilized as the effective and powerful tool to study dynamical system with complex behavior. In such studies the dynamical system shall be discretized in space as well in time. This is one of the main motivations to introduce the new models of coupled map lattices (see e.g. [Afraimovich & Bunimovich, 1993; Bunimovich, 1997; Bunimovich & Carlen, 1995; Giberti & Vernia, 1994; Kaneko, 1993] ). In fact, CMLs can be considered as the systems of interacting maps where individual map is characterized not only by its internal state but also by its position in the physical space.
Synchronization is a fundamental phenomenon in physical systems. In CMLs with periodic boundary conditions, experimental observations show that maps manifest similar behavior in discrete time, provided they are coupled with suitable lattice sizes and coupling strengths. If the behavior is periodic, then synchronization means matching frequencies and phases of signals generated by interacting oscillatory maps. Synchronization of periodic oscillations have been well studied and have many practical applications [Amritkar et al., 1991] . However, one of the most exciting recent developments in CMLs is to study the synchronization behavior provided individual map is chaotic. Since about 1990, people have found ways to exploit "synchronized chaos" to do some practical applications in signal processing and data communications, see for instance [Pecora & Carroll, 1990; Heagy et al., 1995; Pecora et al., 1997; Vohra et al., 1992; Cuomo & Oppenheim, 1992 , 1993 Wu & Chua, 1994] . Thus the problems of coming up with a rigorous description of the synchronized chaotic behavior of CMLs appears to be attractive and important from both theoretical and practical points of view.
In this paper we shall study the synchronized chaotic behavior of the popular model in CML defined as follows
(1) 1D lattice, for 1 ≤ i ≤ n, (1) with periodic boundary conditions f (x 0 (k)) = f (x n (k)) and f (x n+1 (k)) = f (x 1 (k)), and (2) 2D lattice, for i = (i 1 , i 2 ) with 1 ≤ i 1 , i 2 ≤ n, (2) with f (x 0,i 2 (k)) = f (x n,i 2 (k)), f (x n+1,i 2 (k)) = f (x 1,i 2 (k)), f (x i 1 ,0 (k)) = f (x i 1 ,n (k)) and f (x i 1 ,n+1 (k)) = f (x i 1 ,1 (k)).
In this paper, the function f in the above is considered to be a one-dimensional logistic map
According to Gleick [1987, p. 69 ] if the parameter γ satisfying 3.57 ≈ γ ∞ ≤ γ ≤ 4, the sequence {x(k)} of the single logistic map never settles down to a fixed point or a periodic orbit, instead of the aperiodic long-time behavior. The map becomes chaotic and the attractor changes from a finite to an infinite set of points. From the orbit diagram (see e.g. [Campbell, 1989] ), the range of the attractor becomes larger and larger, whenever γ increases from 3.57 to 4, except that γ is at a very narrow interval of periodic windows near 3.63, 3.73 or 3.83.
The simplest type of synchronization of CML in (1) or (2) occurs in stable spatially homogeneous regimes corresponding to the existence of attractive spatially homogeneous solutions. In other words, in such cases there is a large (open) set of initial conditions such that a solution starting from an initial condition in the set becomes (almost) spatially homogeneous as discrete time k becomes very large, i.e. the coordinates of the individual maps become almost equal to each other (and are equal as k → ∞). In established regimes, individual maps become indistinguishable and we observe exact, perfect synchronization. Thus, it may occur that a suitable coupling strength permits the existence of a spatially homogeneous solution provided all individual maps are identical.
On the other hand, if all individual maps in CML are nonidentical, i.e. each identical map f (x i (k)) in (1) or (2) is replaced by an individual nonidentical logistic map, say,
, then we obtain a 1D (say (1a)) or 2D (say (2a)) lattice with coupled nonidentical maps. In such cases, the CML cannot be perfectly synchronized; i.e. the solution proceeding from an arbitrary initial condition does not exist spatially homogeneous regimes no matter how much time we spend. Nevertheless, it may happen that the behavior of individual maps becomes similar in some sense, and that their coordinates approach each other as time go to infinity. Let the variation ε of the parameters of nonidentical maps be characterized by
Then it may happen that the difference in coordinates between any two different maps is a function of ε. We can find the certain variation ε and manipulate suitable coupling strength in CML for which the difference |x i (k) − x j (k)| is bounded by O(ε) as k → ∞. It is, therefore, possible to say that "almost synchronization" occurs; see [Afraimovich et al., 1997; Afraimovich et al., 1986] . Furthermore, we may achieve a situation in which the differences |x i (k) − x j (k)| are as small as we wish if ε is small enough and k 1. Thus, we can say that the CML (1a) and (2a) are asymptotically synchronized. This paper is organized as follows. In Sec. 2, rigorous proofs of (almost) synchronization for 1D lattice with size n = 2, 3 and 4 are given. The theorem certifies that there is an open interval for the coupling strength so that the coordinates of coupled logistic map lattices with parameter range γ ∞ ≤ γ ≤ 3.82 are (almost) synchronized chaotic. The proof idea of the theorem heavily depends on the size of lattice. For a larger size of lattice (n ≥ 5), up to now, it seems to be difficult to find an analytic proof for synchronization. In Sec. 3, we report the experimental results of (almost) synchronized chaotic behavior of (1a), (2a), respectively, in established regimes. For each fixed parameter γ i ∈ [γ ∞ , 4] of the logistic maps, the lattice sizes and the ranges of the coupling strengths c so that the differences satisfy lim sup
are shown. Thus, for ε = 0, the numerical results just clarify that certain types of identical logistic maps can be synchronized when they are coupled with suitable coupling strengths. Finally, a concluding remark is given in Sec. 4.
Synchronization of 1D Lattices
with Size n = 2, 3, 4
In this section we shall prove the (almost) synchronization of coupled logistic map 1D lattice with n = 2, 3, 4. It is worth noting that the proof of the synchronization for the cases of n = 2, 3 is much easier than that for the case of n = 4. Based on the symmetry of coupled map lattice (1) for n = 2 or 3, we see that
And hence the proof of the cases of n = 2, 3 is complete.
We now prove the case that n = 4 provided the coupling strength c is in a suitable open interval around 1 3 . Rewrite the iteration in lattice of (1) for n = 4 in the form by replacing x i (k + 1) and x i (k) by x i and x i , respectively.
where f (x) = γx(1 − x). As mentioned in Sec. 1 the parameter γ here is considered in the interesting range [3.57, 4] . In the following, we shall prove that after some finite steps of iteration, the values of x 1 , x 2 , x 3 , x 4 , lie in the range of [
Lemma 2.1. For any x 1 , x 2 , x 3 , x 4 ∈ (0, 1) and 
]. Thus, the lower bound of Eq. (3) can be estimated by
Combining with Lemma 2.1 we get the assertion.
In the following proofs we sometimes omit the index k of x i (k) without ambiguity. Theorem 2.3. For n = 4 and c ∈ [0,
Proof. For any initial value x i (0) ∈ (0, 1), i = 1, 2, 3, 4, it holds from Lemma 2.1 immediately that
Suppose that at least one of x i , i = 1, 2, 3, 4, lie on (0,
for i = 2, 3, 4. We prove the assertion in two cases.
and f is monotone increasing on I 1 , it is easily seen that
Thus from Lemma 2.2 we have
From the fact that f (x i ) ≥ f (x 1 ), i = 2, 3, 4, we have
for i = 1, 2, 3, 4. Let
], for i = 1, 2, 3, 4. We now prove that there exists an integer K such that ξ(K) ≥ γ 0 . Then we have
On the other hand, there is a τ < ξ such that
Then from (5) we have
≤ min{x 1 (K + 1), x 2 (K + 1),
which contradict the inequality of (6).
Lemma 2.4. For any one-dimensional map
Proof. From the assumption we have
This implies that for k ≥ 1
For any given ε > 0 there is a N (ε) such that |b(s)| < ε for s ≥ N (ε). Hence (7) can be estimated by
This implies that
We now consider the difference of the individual coordinates of (1) for the case n = 4,
and want to prove the asymptotic behavior
as k → ∞.
Theorem 2.5. For any initial values
] of the logistic map in the CML of (1) (n = 4) satisfies the inequality
with the constraint
then there exists δ > 0, which is independent of initial values x i (0) (i = 1, 2, 3, 4), such that
Proof. The factors in (8) and (9) satisfy
From Theorem 2.3 we have that there is a K ∈ N such that
and Lemma 2.4 with b(k) ≡ 0 it follows that for c =
Furthermore, from (14) we have
as k → ∞. Hence by Lemma 2.4 it also holds
Moreover, there exists η > 0, which is independent of initial values x i (0) (i = 1, 2, 3, 4), such that
. Therefore, there is a δ > 0, which is independent of initial values x i (0) (i = 1, 2, 3, 4), such that whenever c ∈ (
Thus, we have
Remark 2.1.
(1) Since
is a linear functional in y, z, the optimal values of max | . Therefore, the range of γ satisfying (11) can to be easily computed by γ ∈ [γ ∞ , 1+
√ 7] ≈ [3.57, 3.64). Thus, Theorem 2.5 proved that for any initial values x i (0) ∈ (0, 1) and γ ∈ [3.57, 3.64), there is a δ > 0, which is independent of initial values x i (0) (i = 1, 2, 3, 4), such that whenever c ∈ (
(2) As mentioned in Sec. 1 the range of the attractor of the logistic map becomes larger and larger except for some narrow periodic windows, whenever the parameter γ increases from 3.57 to 4. The following theorem estimates the range of γ more precisely by considering two consecutive iterations in (1) so that the synchronization behavior occurs.
Theorem
] if the parameter γ ∈ [γ ∞ , 4] of the logistic map in the CML of (1) (n = 4) satisfies the inequality
with constraining
Then there exists δ > 0, which is independent of initial values x i (0) (i = 1, 2, 3, 4), such that whenever c ∈ (
Proof. Using (8), (9) we have the difference
Similarly,
and
From Theorem 2.3 there is a K ∈ N such that for k ≥ K,
From (12), (16) and (17) if we require
then we can prove
for i, j = 1, . . . , 4. Note that by substituting Eqs. (8), (9) into (18), we get the inequality condition (15a) with the constrains of (15b) immediately.
To prove (19), from (16a), (16b) and the condition (17) it follows (17), (18) and Lemma 2.4 we have
As in the proof of Theorem 2.5, there is a η > 0, which is independent of initial values x i (0) (i = 1, 2, 3, 4), such that
. Therefore, there is an δ > 0, which is independent of initial values x i (0) (i = 1, 2, 3, 4), such that
Thus we have |x i (2 ) − x j (2 )| → 0 as → ∞, i, j = 1, . . . , 4. Now, for a given ε > 0, there exists an L ∈ N such that
Similarly, from (9) it holds
Thus, if γ satisfies the inequality (15a) with constrains (15b), then for c ∈ (
Remark 2.2. Since the optimal values of (13) does not attach the optimal values of (18), the optimal function on the left-hand side of (18) is strictly less than
Hence the parameter range of γ satisfying (18) must be larger than that satisfying (13). Because of the equivalence between (15) and (18), we shall estimate the parameter range of γ via inequality (15a) with constrains (15b). Let
To solve the problem (15) 
Let
Subtracting (21) by (22), we have
This implies
Because G(y, u, z, v) = 0, for 1−y−z = 0, the case of that 1 − y − z = 0 does not attach the extreme values of (20). Substituting y = z into (21) or (22) we get
From (13) and (14) it follows u = v = 1 2 . Thus the set of the possible local extreme values satisfies
It can be easily checked that
Next, we want to find an interval of the parameter γ such that |( γ 3 ) 2 G(y, u, z, v)| < 1 for all (y, u, z, v) ∈ ∂D. Since the function G has "symmetric" properties
without loss of generality we only consider the following cases. Note that the case of 1 − y − z = 0 does not generate interest. 
where and
If we define
then from (26) and the fact e T ∆ p = 0 follows that
As shown in Theorem 2.6 and Remark 2.2 for γ ∈ [3.57, 3.82] the coupled logistic maps have synchronization behavior i.e. From (27) it is easily seen that the projection components {α k } from X(k) onto the homogeneous invariant manifold e converge to a single logistic map x = f (x) = γx(1 − x) with γ ∈ [3.57, 3.82]. Thus, the coordinates x i (k) in CML (i = 1, 2, 3, 4) have behavior of synchronized chaos for k sufficiently large.
Remark 2.4. As in (3) we now consider the coupled nonidentical map lattice of the form
Then after calculation as in (8) and (9) it holds
By Theorem 2.6 if 3.57 ≤ γ ≤ 3.82 and c = 1 3 , then µ≡ max
and then
Since
From (29) follows
This implies lim sup
Consequently we proved that the coordinates x i (k), i = 1, . . . , 4 of coupled nonidentical map lattice are almost (asymptotically) synchronized.
Numerical Aspects
In this section we want to report the experimental results of (almost) synchronized chaotic behavior of the coupled logistic map lattices in established regimes. For reflecting relations between a CML and a single map, we give bifurcation diagrams of a single logistic map for the parameter γ ∈ [0, 4] and [3.4, 4] in Figs. 2 and 3 , respectively. We first show the (almost) synchronization behavior of 1D lattice with n = 4 of coupled logistic maps. In Sec. 2 we proved a 4-nodes 1D lattice of coupled logistic maps with γ ∞ ≤ γ 3.82 has (almost) synchronization behavior. Here we consider the 1D CML with γ i ≈ 3.87 and compute the first 1000 values under iteration of (1) and (1a), i.e.
) with γ i = γ = constant for i = 1, 2, 3, 4 for the case of (1) and γ i = γ j for some i = j ∈ {1, 2, 3, 4} for the case and the coupling strength c for a 4-nodes 1D lattice of coupled logistic maps. From Fig. 9 , it is easily seen that the synchronization can be achieved much quicker for the CML with coupling strength c = 1 3 than that with another coupling strengths. Now, if we iterate the CML with slight changed parameters γ i in (1a), e.g. |γ i − 3.87| ≤ 10 −6 , Figs. 10-12 show the orbits of difference of computer allows us to verify the facts experimentally of (almost) synchronized chaotic behavior. Furthermore, the orbit diagram (see Fig. 13 ) of the average α k = 1 4 4 i=1 x i (k) with c = 1 3 for k ≥ 1000 behaves like the single logistic map (see Fig. 2 ). But, when γ ∈ (γ ∞ , 4], the iteration orbits of the average α k = 1 4 4 i=1 x i (k) cannot coincide to the orbits of any single logistic map unless the considering CML is coupled by identical maps.
We now study the numerical results of synchronization of CML with various lattice sizes for 1D and 2D cases, respectively. We compute the differences of |x i (k) − x j (k)| for k ≥ 1000 with a fixed γ and c. If all differences are less than 10 −8 for k ≥ 1000, we plot a "dot" on the picture. For 1D lattices with n = 4, 5, 6 and 11, Figs. 14-17, respectively, show the ranges of c ∈ [0, 0.5] such that |x i (k) − x j (k)| < 10 −8 for k ≥ 1000, 1 ≤ i = j ≤ n, for each fixed γ ∈ [3.57, 4]. For 2D lattices with noting that the convergent ranges of the coupling strength c are larger near the periodic windows of γ, say γ ≈ 3.63, 3.73, 3.83 (see Fig. 3 ).
Conclusion
In this paper we proved the (almost) synchronized chaotic behavior of a 4-nodes lattice coupled with logistic maps for a suitable coupling strength. We also report the numerical experience of synchronization of 1D and 2D lattices with various lattice sizes. The coupled logistic map lattices produce synchronized behavior with a certain coupling range. In fact, if we consider the lattices coupled with the other chaotic maps, e.g. tent map [Ruelle, 1977] , Hénon map [Hénon, 1976] , predator-prey map [Smith, 1968] , etc., we can also observe the synchronized chaotic behavior with suitable coupling strengths. A rigorous mathematical proof of these problems are our next future works.
