Abstract-A class of distance measures on probabilitiesthe integral probability metrics (IPMs) -is addressed: these include the Wasserstein distance, Dudley metric, and Maximum Mean Discrepancy. IPMs have thus far mostly been used in more abstract settings, for instance as theoretical tools in mass transportation problems, and in metrizing the weak topology on the set of all Borel probability measures defined on a metric space. Practical applications of IPMs are less common, with some exceptions in the kernel machines literature. The present work contributes a number of novel properties of IPMs, which should contribute to making IPMs more widely used in practice, for instance in areas where φ-divergences are currently popular.
One of the widely studied and well understood families of distances/divergences between probability measures is the AliSilvey distance [4] , also called the Csiszár's φ-divergence [5] , which is defined as
where M is a measurable space and φ : [0, ∞) → (−∞, ∞] is a convex function. 1 P ≪ Q denotes that P is absolutely continuous w.r.t. Q. Well-known distance/divergence measures obtained by appropriately choosing φ include the KullbackLiebler (KL) divergence (φ(t) = t log t), Hellinger distance (φ(t) = ( √ t − 1) 2 ), total variation distance (φ(t) = |t − 1|), χ 2 -divergence (φ(t) = (t − 1) 2 ), etc. See [2] , [6] and references therein for selected statistical and information theoretic applications of φ-divergences.
In this paper, we consider another popular family (particularly in probability theory and mathematical statistics) of distance measures: the integral probability metrics (IPMs) [7] , defined as γ F (P, Q) := sup
where F in (2) is a class of real-valued bounded measurable functions on M . So far, IPMs have been mainly studied as tools of theoretical interest in probability theory [3] , [8] , [9, Chapter 11] , with limited applicability in practice. Therefore, in this paper, we present a number of novel properties of IPMs, which will serve to improve their usefulness in more applied domains. We emphasize in particular the advantages of IPMs compared to φ-divergences. φ-divergences, and especially the KL-divergence, are better known and more widely used in diverse fields such as neuroscience [10] [11] [12] and distribution testing [13] [14] [15] [16] , however they are notoriously tough to estimate, especially in high dimensions, d, when M = R d , e.g., see [17] . By contrast, we show that under certain conditions on F, irrespective of the dimension, d, IPMs are very simple to estimate in a consistent manner. This property can be exploited in statistical applications where the distance between P and Q is to be estimated from finite data. Further, we show that IPMs are naturally related to binary classification, which gives these distances a clear and natural interpretation. Specifically, we show that (a) the smoothness of a binary classifier is inversely related to the distance between the class-conditional distributions, measured in terms of IPM, and (b) the IPM between the class-conditional distributions is the negative of the optimal risk associated with an appropriate binary classifier. We will go into more detail regarding these contributions in Section I-B. First, we provide some examples of IPMs and their applications.
A. Examples and Applications of IPMs
The definition of IPMs in (2) is motivated from the notion of weak convergence of probability measures on metric spaces [9, Section 9.3, Lemma 9.3.2]. In probability theory, IPMs are used in proving central limit theorems using Stein's method [18] , [19] . They are also the fundamental quantities that appear in empirical process theory [20] , where Q is replaced by the empirical distribution of P.
Various popular distance measures in probability theory and statistics can be obtained by appropriately choosing F. Suppose (M, ρ) is a metric space with A being the Borel σ-algebra induced by the metric topology. Let P be the set of all Borel probability measures on A. 
1) Dudley metric:

2) Kantorovich metric and Wasserstein distance:
Choosing F = {f : f L ≤ 1} in (2) yields the Kantorovich metric. The famous Kantorovich-Rubinstein theorem [9, Theorem 11.8.2] shows that when M is separable, the Kantorovich metric is the dual representation of the so called Wasserstein distance defined as W 1 (P, Q) := inf µ∈L(P,Q) ρ(x, y) dµ(x, y),
where P, Q ∈ P 1 := {P : ρ(x, y) dP(x) < ∞, ∀ y ∈ M } and L(P, Q) is the set of all measures on M × M with marginals P and Q. Due to this duality, in this paper, we refer to the Kantorovich metric as the Wasserstein distance and denote it as W when M is separable. The Wasserstein distance has found applications in information theory [22] , mathematical statistics [23] , [24] , mass transportation problems [8] and is also called as the earth mover's distance in engineering applications [25] .
3) Total variation distance and Kolmogorov distance: γ F is the total variation metric when F = {f : f ∞ ≤ 1} while it is the Kolmogorov distance when F = {1 (−∞,t] : t ∈ R d }. Note that the classical central limit theorem and the Berry-Esséen theorem in R d use the Kolmogorov distance. The Kolmogorov distance also appears in hypothesis testing as the Kolmogorov-Smirnov statistic [21] . [26] , [27] when F = {f : f H ≤ 1}. Here, H represents a reproducing kernel Hilbert space (RKHS) [28] , [29] with k as its reproducing kernel (r.k.). 2 MMD is used in statistical applications including homogeneity testing [26] , independence testing [30] , and testing for conditional independence [31] .
4) Maximum mean discrepancy: γ F is called the maximum mean discrepancy (MMD)
B. Contributions
Some of the previously mentioned IPMs, e.g., the Kantorovich distance and Dudley metric, are mainly tools of theoretical interest in probability theory. That said, their application in practice is generally less well established. The Dudley metric has been used only in the context of metrizing the weak topology on P [9, Chapter 11] . The Kantorovich distance is more widespread, although it is better known in its primal form in (3) as the Wasserstein distance than as an IPM [3] , [8] . The goal of this work is to present a number of favourable statistical and implementational properties of IPMs, and to specifically compare IPMs and φ-divergences. Our hope is to broaden the applicability of IPMs, and to encourage their wider adoption in data analysis and statistics. The contributions of this paper are three-fold, and explained in detail below.
1) IPMs and φ-divergences:
Since φ-divergences are well studied and understood, the first question we are interested in is whether IPMs have any relation to φ-divergences. In particular, we would like to know whether any of the IPMs can be realized as a φ-divergence, so that the properties of φ-divergences will carry over to those IPMs. In Section II, we first show that γ F is closely related to the variational form of D φ [32] [33] [34] and is "trivially" a φ-divergence if F is chosen to be the set of all real-valued measurable functions on M (see Theorem 1) . Next, we generalize this result by determining the necessary and sufficient conditions on F and φ for which γ F (P, Q) = D φ (P, Q), ∀ P, Q ∈ P 0 ⊂ P, where P 0 is some subset of P. This leads to our first contribution, answering the question, "Given a set of distance/divergence measures, {γ F : F} (indexed by F) and {D φ : φ} (indexed by φ) defined on P, is there a set of distance measures that is common to both these families?" We show that the classes {γ F : F} and {D φ : φ} of distance measures intersect non-trivially only at the total variation distance, which in turn indicates that these classes are essentially different and therefore the properties of φ-divergences will not carry over to IPMs.
2) Estimation of IPMs:
Many statistical inference applications such as distribution testing involve the estimation of distance between probability measures P and Q based on finite samples drawn i.i.d. from each. We first consider the properties of finite sample estimates of the φ-divergence, which is a wellstudied problem (especially for the KL-divergence; see [17] , [35] and references therein). Wang et al. [17] used a datadependent space partitioning scheme and showed that the nonparametric estimator of KL-divergence is strongly consistent. However, the rate of convergence of this estimator can be arbitrarily slow depending on the distributions. In addition, for increasing dimensionality of the data (in R d ), the method is increasingly difficult to implement. On the other hand, by exploiting the variational representation of φ-divergences, Nguyen et al. [35] provide a consistent estimate of a lower bound of the KL-divergence by solving a convex program. Although this approach is efficient and the dimensionality of the data is not an issue, the estimator provides a lower bound and not the KL-divergence itself. Given the disadvantages associated with the estimation of φ-divergences, it is of interest to compare with the convergence behaviour of finite sample estimates of IPMs.
To this end, as our second and "main" contribution, in Section III, we consider the non-parametric estimation of some IPMs, in particular the Wasserstein distance, Dudley metric and MMD based on finite samples drawn i.i.d. from P and Q. The estimates of the Wasserstein distance and Dudley metric are obtained by solving linear programs while an estimator of MMD is computed in closed form (see Section III-A). One of the advantages with these estimators is that they are quite simple to implement and are not affected by the dimensionality of the data, unlike φ-divergences. Next, in Section III-B, we show that these estimators are strongly consistent and provide their rates of convergence, using concentration inequalities and tools from empirical process theory [20] . In Section III-C, we describe simulation results that demonstrate the practical viability of these estimators. The results show that it is simpler and more efficient to use IPMs instead of φ-divergences in many statistical inference applications.
Since the total variation distance is also an IPM, in Section III-D, we discuss its empirical estimation and show that the empirical estimator is not strongly consistent. Because of this, we provide new lower bounds for the total variation distance in terms of the Wasserstein distance, Dudley metric, and MMD, which can be consistently estimated. These bounds also translate as lower bounds on the KL-divergence through Pinsker's inequality [36] .
Our study shows that estimating IPMs (especially the Wasserstein distance, Dudley metric and MMD) is much simpler than estimating φ-divergences, and that the estimators are strongly consistent while exhibiting good rates of convergence. In addition, IPMs also account for the properties of the underlying space M (the metric property is determined by ρ in the case of Wasserstein and Dudley metrics, while the similarity property is determined by the kernel k [37] in the case of MMD) while computing the distance between P and Q, which is not the case with φ-divergences. This property is useful when P and Q have disjoint support. 3 With these advantages, we believe that IPMs can find many applications in information theory, image processing, machine learning, neuroscience and other areas.
3) Interpretability of IPMs: Relation to Binary
Classification: Finally, as our third contribution, we provide a nice interpretation for IPMs by showing they naturally appear in binary classification. Many previous works [6] , [33] , [38] , [39] relate φ-divergences (between P and Q) to binary classification (where P and Q are the class conditional distributions) as the negative of the optimal risk associated with a loss function (see [40, Section 1.3] for a detailed list of references). In Section IV, we present a series of results that relate IPMs to binary classification. First, in Section IV-A, we provide a result (similar to that for φ-divergences), which shows γ F (P, Q) is the negative of the optimal risk associated with a binary classifier that separates the class conditional distributions, P and Q, where the classification rule is restricted to F. Therefore, the Dudley metric, Wasserstein distance, total variation distance and MMD can be understood as the negative of the optimal risk associated with a classifier for which the classification rule is restricted to {f : f BL ≤ 1}, {f : f L ≤ 1}, {f : f ∞ ≤ 1} and {f : f H ≤ 1} respectively. Next, in Sections IV-B and IV-C, we present a second result that relates the empirical estimators studied in Section III to the binary classification setting, by relating the empirical estimators of the Wasserstein distance and Dudley metric to the margins of the Lipschitz [41] and bounded Lipschitz classifiers, respectively; and MMD to the Parzen window classifier [37] , [42] (see kernel classification rule [43, Chapter 10] ). The significance of this result is that the smoothness of the classifier is inversely related to the empirical estimate of the IPM between class conditionals P and Q. Although this is intuitively clear, our result provides a theoretical justification.
Before proceeding with our main presentation, we introduce the notation we will use throughout the paper. Certain proofs and supplementary results are presented in a collection of appendices, and referenced as needed.
C. Notation
For a measurable function f and a signed measure P, Pf := f dP denotes the expectation of f under P. A represents the indicator function for set A. Given an i.i.d. sample X 1 , . . . , X n drawn from P, P n := 1 n n i=1 δ Xi represents the empirical distribution, where δ x represents the Dirac measure at x. We use P n f to represent the empirical expectation
II. IPMS AND φ-DIVERGENCES
In this section, we consider {γ F : F} and {D φ : φ}, which are classes of IPMs and φ-divergences on P indexed by F and φ, respectively. We derive conditions on F and φ such that ∀ P, Q ∈ P 0 ⊂ P, γ F (P, Q) = D φ (P, Q) for some chosen P 0 . This shows the degree of overlap between the class of IPMs and the class of φ-divergences.
Consider the variational form of D φ [32] , [34] , [35] given by
where φ * (t) = sup{tu−φ(u) : u ∈ R} is the convex conjugate of φ. Suppose F is such that f ∈ F ⇒ −f ∈ F. Then, 
Let F ⋆ be the set of all real-valued measurable functions on M and let φ ⋆ be the convex function defined as in (7) . It is easy to show that φ *
This means γ F is obtained by fixing φ to φ ⋆ in D φ,F with F as the variable and D φ is obtained by fixing F to F ⋆ in D φ,F with φ as the variable. This provides a nice relation between γ F and D φ , leading to the following simple result which shows that γ F⋆ is "trivially" a φ-divergence.
Theorem 1 (γ F⋆ is a φ-divergence): Let F ⋆ be the set of all real-valued measurable functions on M and let
Then
Proof: (8) simply follows by using F ⋆ and φ ⋆ in γ F and D φ or by using φ * ⋆ (u) = u in (4). For the converse, note that D φ (P, Q) = 0 P = Q + ∞ P = Q implies φ(1) = 0 and φ(dP/dQ) dQ = ∞, ∀ P = Q, which means φ(x) = ∞, ∀ x = 1 and so φ = φ ⋆ . Consider γ F (P, Q) = γ F⋆ (P, Q) = sup{Pf − Qf : f ∈ F ⋆ }, ∀ P, Q ∈ P. Suppose F F ⋆ . Then it is easy to see that γ F (P, Q) < γ F⋆ (P, Q) for some P, Q ∈ P, which leads to a contradiction. Therefore,
From (8) , it is clear that γ F⋆ (P, Q) is the strongest way to measure the distance between probability measures, and is not a very useful metric in practice. 4 We therefore consider a more restricted function class than F ⋆ resulting in a variety of more interesting IPMs, including the Dudley metric, Wasserstein metric, total variation distance, etc. Now, the question is for what other, more restricted function classes F does there exist a φ such that γ F is a φ-divergence? We answer this in the following theorem, where we show that the totalvariation distance is the only "non-trivial" IPM that is also a φ-divergence. We first introduce some notation. Let us define P λ as the set of all probability measures, P that are absolutely continuous with respect to some σ-finite measure, λ. For P ∈ P λ , let p = dP dλ be the Radon-Nikodym derivative of P with respect to λ. Let Φ be the class of all convex functions φ : [0, ∞) → (−∞, ∞] continuous at 0 and finite on (0, ∞).
Theorem 2 (Necessary and sufficient conditions):
Let F ⊂ F ⋆ and φ ∈ Φ. Then for any P, Q ∈ P λ , γ F (P, Q) = D φ (P, Q) if and only if any one of the following hold:
The proof idea is as follows. First note that γ F in (2) is a pseudometric 5 on P λ for any F. Since we want to prove γ F = D φ , this suggests that we first study the conditions on φ for which D φ is a pseudometric. This is answered by Lemma 3, which is a simple modification of a result in [44, Theorem 2] .
Lemma 3: For φ ∈ Φ, D φ is a pseudometric on P λ if and only if φ is of the form
for some β ≥ α.
Proof: See Appendix A.
The proof of Lemma 3 uses the following result from [44] , which is quite easy to prove.
Lemma 4 ( [44]):
For φ in (9),
for any P, Q ∈ P λ , where p and q are the Radon-Nikodym derivatives of P and Q with respect to λ.
Lemma 4 shows that D φ (P, Q) in (10) associated with φ in (9) is proportional to the total variation distance between P and Q. Note that the total variation distance between P and Q can be written as M |p − q| dλ, where p and q are defined as in Lemma 4. Proof of Theorem 2: (⇐) Suppose (i) holds. Then for any P, Q ∈ P λ , we have
where (a) follows from Lemma 4.
Now, let us consider two cases.
Note that in Theorem 2, the cases (i) and (ii) are disjoint as α < β in case (i) and α = β in case (ii). Case (i) shows that the family of φ-divergences and the family of IPMs intersect only at the total variation distance, which follows from Lemma 4. Case (ii) is trivial as the distance between any two probability measures is zero. This result shows that IPMs and φ-divergences are essentially different.
Theorem 2 also addresses the open question posed by Reid and
Williamson [40, pp. 56] of "whether there exist F such that γ F is not a metric but equals D φ for some φ = t → |t − 1|?" This is answered affirmatively by case (ii) in Theorem 2 as γ F with F = {f : f = c, c ∈ R} is a pseudometric (not a metric) on
III. NON-PARAMETRIC ESTIMATION OF IPMS
As mentioned in Section I-B2, the estimation of distance between P and Q is an important problem in statistical inference applications like distribution testing, where P and Q are known only through random i.i.d. samples. Another instance where an estimate of the distance between P and Q is useful is as follows. Suppose one wishes to compute the Wasserstein distance or Dudley metric between P and Q. This is not straightforward as the explicit calculation, i.e., in closed form, is difficult for most concrete examples. 6 Similar is the case with MMD and φ-divergences for certain distributions, where the one approach to compute the distance between P and Q is to draw random i.i.d. samples from each, and estimate the distance based on these samples. We need the estimator to 6 The explicit form for the Wasserstein distance in (3) is known for (M, ρ(x, y)) = (R, |x − y|) [2] , [45] , which is given as
It is easy to show that this explicit form can be extended to (R d , · 1 ). However, the exact computation (in closed form) of W 1 (P, Q) is not straightforward for all P and Q. See Section III-C for some examples where W 1 (P, Q) can be computed exactly. Note that since R d is separable, by the KantorovichRubinstein theorem, W (P, Q) = W 1 (P, Q), ∀ P, Q.
be such that the estimate converges to the true distance with large sample sizes.
To this end, the non-parametric estimation of φ-divergences, especially the KL-divergence is well studied (see [17] , [35] , [46] and references therein). As mentioned before, the drawback with φ-divergences is that they are difficult to estimate in high dimensions and the rate of convergence of the estimator can be arbitrarily slow depending on the distributions [17] . Since IPMs and φ-divergences are essentially different classes of distance measures on P, in Section III-A, we consider the non-parametric estimation of IPMs, especially the Wasserstein distance, Dudley metric and MMD. We show that the Wasserstein and Dudley metrics can be estimated by solving linear programs (see Theorems 5 and 6) whereas an estimator for MMD can be obtained in closed form ( [26] ; see Theorem 7 below). These results are significant because to our knowledge, statistical applications (e.g. hypothesis tests) involving the Wasserstein distance in (3) are restricted only to R [47] as the closed form expression for the Wasserstein distance is known only for R (see footnote 6).
In Section III-B, we present the consistency and convergence rate analysis of these estimators. To this end, in Theorem 8, we present a general result on the statistical consistency of the estimators of IPMs by using tools from empirical process theory [20] . As a special case, in Corollary 9, we show that the estimators of Wasserstein distance and Dudley metric are strongly consistent, i.e., suppose {θ l } is a sequence of estimators of θ, then θ l is strongly consistent if θ l converges a.s. to θ as l → ∞. Then, in Theorem 11, we provide a probabilistic bound on the deviation between γ F and its estimate for any F in terms of the Rademacher complexity (see Definition 10), which is then used to derive the rates of convergence for the estimators of Wasserstein distance, Dudley metric and MMD in Corollary 12. Using the Borel-Cantelli lemma, we then show that the estimator of MMD is also strongly consistent. In Section III-C, we present simulation results to demonstrate the performance of these estimators. Overall, the results in this section show that IPMs (especially the Wasserstein distance, Dudley metric and MMD) are easier to estimate than the KL-divergence and the IPM estimators exhibit better convergence behavior [17] , [35] .
Since the total variation distance is also an IPM, we discuss its empirical estimation and consistency in Section III-D. By citing earlier work [48] , we show that the empirical estimator of the total variation distance is not consistent. Since the total variation distance cannot be estimated consistently, in Theorem 14, we provide two lower bounds on the total variation distance, one involving the Wasserstein distance and Dudley metric and the other involving MMD. These bounds can be estimated consistently based on the results in Section III-B and, moreover, they translate to lower bounds on the KL-divergence through Pinsker's inequality (see [36] and references therein for more lower bounds on the KLdivergence in terms of the total variation distance).
A. Non-parametric estimation of Wasserstein distance, Dudley metric and MMD
n } be i.i.d. samples drawn randomly from P and Q respectively. The empirical estimate of γ F (P, Q) is given by
where P m and Q n represent the empirical distributions of P and Q, N = m + n and
The computation of γ F (P m , Q n ) in (11) is not straightforward for any arbitrary F. In the following, we restrict ourselves to
Theorem 5 (Estimator of Wasserstein distance):
For all α ∈ [0, 1], the following function solves (11) for F = F W :
where
and {a
solve the following linear program,
which means
The right hand side of (16) can be equivalently written as
Proof: The proof is similar to that of Theorem 5. Note that
Introducing variables b and c such that max Xi =Xj |ai−aj | ρ(Xi,Xj ) ≤ b and max i |a i | ≤ c reduces the program in (23) to (21) . In addition, it is easy to see that the optimum occurs at the boundary of the constraint set and therefore max Xi =Xj (18) is the Lipschitz extension of g to M (by Lemma 19) . Therefore, g α is a solution to (11) and (19) holds. [26] ): For F = F k , the following function is the unique solution to (11):
Theorem 7 (Estimator of MMD
and
, which can be written as
where we have used the reproducing property of
The result follows from using the Cauchy-Schwartz inequality.
One important observation to be made is that estimators in Theorems 5-7 depend on
is known, the complexity of the corresponding estimators is independent of the dimension d when M = R d , unlike in the estimation of KL-divergence. In addition, because these estimators depend on M only through ρ or k, the domain M is immaterial as long as ρ or k is defined on M . Therefore, these estimators extend to arbitrary domains unlike the KL-divergence, where the domain is usually chosen to be R d .
B. Consistency and rate of convergence
In Section III-A, we presented the empirical estimators of W, β and γ k . For these estimators to be reliable, we need them to converge to the population values as m, n → ∞. Even if this holds, we would like to have a fast rate of convergence such that in practice, fewer samples are sufficient to obtain reliable estimates. We address these issues in this section.
Before we start presenting the results, we briefly introduce some terminology and notation from empirical process theory. For any r ≥ 1 and probability measure Q, define the L r norm f Q,r := ( |f | r dQ) 1/r and let L r (Q) denote the metric space induced by this norm. The covering number N (ε, F, L r (Q)) is the minimal number of L r (Q) balls of radius ε needed to cover F. H(ε, F, L r (Q)) := log N (ε, F, L r (Q)) is called the entropy of F using the L r (Q) metric. Define the minimal envelope function:
We now present a general result on the strong consistency of γ F (P m , Q n ), which simply follows from Theorem 21 (see Appendix E).
Theorem 8: Suppose the following conditions hold:
The following corollary to Theorem 8 shows that W (P m , Q n ) and β(P m , Q n ) are strongly consistent.
Corollary 9 (Consistency of W and β): Let (M, ρ) be a totally bounded metric space. Then, as m, n → ∞, 
, the conditions (iii) and (iv) in Theorem 8 are satisfied and therefore,
−→ 0 as m, n → ∞. Since F β ⊂ F W , the envelope function associated with F β is upper bounded by the envelope function associated with F W and H(ε, F β , · ∞ ) ≤ H(ε, F W , · ∞ ). Therefore, the result for β follows.
Similar to Corollary 9, a strong consistency result for γ k can be provided by estimating the entropy number of F k . See Cucker and Zhou [50, Chapter 5] for the estimates of entropy numbers for various H. However, in the following, we adopt a different approach to prove the strong consistency of γ k . To this end, we first provide a general result on the rate of convergence of γ F (P m , Q n ) and then, as a special case, obtain the rates of convergence of the estimators of W , β and γ k . Using this result, we then prove the strong consistency of γ k . We start with the following definition. 
We now present a general result that provides a probabilistic bound on the deviation of γ F (P m , Q n ) from γ F (P, Q). This generalizes [26, Theorem 4] , the main difference being that we now consider function classes other than RKHSs, and thus express the bound in terms of the Rademacher complexities (see the proof for further discussion).
Theorem 11: For any F such that ν := sup x∈M F (x) < ∞, with probability at least 1 − δ, the following holds:
Theorem 11 holds for any F for which ν is finite. However, to obtain the rate of convergence for γ F (P m , Q n ), one requires an estimate of R m (F; {X
where a ∨ b := max(a, b). The following corollary to Theorem 11 provides the rate of convergence for W , β and γ k . Note that Corollary 12(ii) was proved in [26] , [51, Appendix A.2] by a more direct argument, where the fact that F k is an RKHS was used at an earlier stage of the proof to simplify the reasoning. We include the result here for completeness.
Corollary 12 (Rates of convergence for W , β and γ k ):
In addition if M is a bounded, convex subset of (R d , · s ) with non-empty interior, then
(ii) Let M be a measurable space. Suppose k is measurable and sup x∈M k(x, x) ≤ C < ∞. Then,
In addition,
i.e., the estimator of MMD is strongly consistent.
). The generalized entropy bound [41, Theorem 16] gives that for every ε > 0,
Let F = F W . Since M is a bounded subset of R d , it is totally bounded and therefore the entropy number in (32) can be bounded through (27) by noting that
where we have used the fact that N (ε, M, · s ) = O(ε −d ), 1 ≤ s ≤ ∞ and log(⌈x⌉ + 1) ≤ x + 1. 7 The constants C 1 and C 2 depend only on the properties of M and are independent of τ . Substituting (33) in (32), we have
where R := diam(M ). Note the change in upper limits of the integral from ∞ to 4R. This is because M is totally bounded and
Suppose M is convex. Then M is connected. It is easy to see that M is also centered, i.e., for all subsets A ⊂ M with diam(A) ≤ 2r there exists a point x ∈ M such that x − a s ≤ r for all a ∈ A. Since M is connected and centered, we have from [49] that
where we used the fact that N (ε, M, · s ) = O(ε −d ). C 3 , C 4 and C 5 are constants that depend only on the properties of M and are independent of τ . Substituting (34) in (32), we have,
Again note the change in upper limits of the integral from ∞ to 2R. This is because H(τ,
The rates in (31) are obtained by solving the right hand side of the above inequality. Since r m ∨ m −1/2 = r m , the result for W (P m , Q n ) follows.
Since
and therefore, the result for β(P m , Q n ) follows. The rates in (31) can also be directly obtained for β by using the entropy number of F β , i.e., H(ε,
(ii) By [53, Lemma 22] 
. Substituting these in (29) 7 Note that for any
yields the result. In addition, by the Borel-Cantelli lemma, the strong consistency of γ k (P m , Q n ) follows.
Remark 13: (i)
Note that the rate of convergence of W and β is dependent on the dimension, d, which means that in large dimensions, more samples are needed to obtain useful estimates of W and β. Also note that the rates are independent of the metric, · s , 1 ≤ s ≤ ∞.
(ii) Note that when M is a bounded, convex subset of (R d , · s ), faster rates are obtained than for the case where M is just a bounded (but not convex) subset of (R d , · s ).
(iii) In the case of MMD, we have not made any assumptions on M except it being a measurable space. This means in the case of R d , the rate is independent of d, which is a very useful property. The condition of the kernel being bounded is satisfied by a host of kernels, the examples of which include the Gaussian kernel, [54] for more examples. As mentioned before, the estimates for R m (F k ; {X The results derived so far in this section show that the estimators of the Wasserstein distance, Dudley metric and MMD exhibit good convergence behavior, irrespective of the distributions, unlike the case with φ-divergence.
C. Simulation results
So far, in Sections III-A and III-B, we have presented the empirical estimation of W , β and γ k and their convergence analysis. Now, the question is how good are these estimators in practice? In this section, we demonstrate the performance of these estimators through simulations.
As we have mentioned before, given P and Q, it is usually difficult to exactly compute W , β and γ k . However, in order to test the performance of their estimators, in the following, we consider some examples where W , β and γ k can be computed exactly.
1) Estimator of W :
For the ease of computation, let us consider P and Q (defined on the Borel σ-algebra of R d ) as product measures,
, where P (i) and Q (i) are defined on the Borel σ-algebra of R. In this setting, when ρ(x, y) = x − y 1 , it is easy to show that
and [45] (see footnote 6). Now, in the following, we consider two examples where W in (36) can be computed in closed form. Note that we need M to be a bounded subset of R d such that the consistency of W (P m , Q n ) is guaranteed by Corollary 12.
Then, it is easy to verify that W (P (i) , Q (i) ) = (s i + r i − a i − b i )/2 and W (P, Q) follows from (35) . Figures 1(a) and 1(b) show the empirical estimates of W (shown in thick dotted lines) for d = 1 and d = 5 respectively. Figure 1(c) shows the behavior of W (P m , Q n ) and W (P, Q) for various d with a fixed sample size of m = n = 250. Here, we chose a i = − Figures 1(a-c) . Note that the present choice of P and Q would result in a KL-divergence of +∞.
respectively, where
are exponential distributions supported on [0, c i ] with rate parameters λ i and µ i . Then, it can be shown that
(1 − e −λici )(1 − e −µici ) , and W (P, Q) follows from (35) . . . ., c d ). In Figure 1 (a ′ ), we chose λ = (3), µ = (1) and c = (5) which gives W (P, Q) = 0.6327. In Figure 1 that the estimate of W (P, Q) improves with increasing sample size and that W (P m , Q n ) estimates W (P, Q) correctly, which therefore demonstrates the efficacy of the estimator. Figures 1(c) and 1(c  ′ ) show the effect of dimensionality, d of the data on the estimate of W (P, Q). They show that at large d, the estimator has a large bias and more samples are needed to obtain better estimates. Error bars are obtained by replicating the experiment 20 times.
2) Estimator of γ k :
We now consider the performance of γ k (P, Q). [26] , [27] have shown that when k is measurable and bounded, 
=
k(x, y) dP(x) dP(y) + k(x, y) dQ(x) dQ(y)
Note that, although γ k (P, Q) has a closed form in (37), exact computation is not always possible for all choices of k, P and Q. In such cases, one has to resort to numerical techniques to compute the integrals in (37) . In the following, we present two examples where we choose P and Q such that γ k (P, Q) can be computed exactly, which is then used to verify the performance of γ k (P m , Q n ). Also note that for the consistency of γ k (P m , Q n ), by Corollary 9, we just need the kernel, k to be measurable and bounded and no assumptions on M are required.
2 ) represents a Gaussian distribution with mean µ and variance σ 2 . Let k(x, y) = exp(− x − y 2 2 /2τ 2 ). Clearly k is measurable and bounded. With this choice of k, P and Q, γ k in (37) can be computed exactly as
as the integrals in (37) simply involve the convolution of Gaussian distributions. Figures 2(a-b) show the empirical estimates of γ k (shown in thick dotted lines) for d = 1 and d = 5 respectively. Figure 2(c) shows the behavior of γ k (P m , Q n ) and γ k (P, Q) for varying d with a fixed sample size of m = n = 250. Here we chose µ i = 0, λ i = 1, σ i = √ 2, θ i = √ 2 for all i = 1, . . . , d and τ = 1. Using these values in (38) , it is easy to check that γ k (P,
, which is shown in thin dotted lines in Figures 2(a-c) . We remark that an alternative estimator of γ k exists which does not suffer from bias at small sample sizes: see [26] .
, which are exponential distributions on R + with rate parameters λ i > 0 and µ i > 0 respectively. Suppose k(x, y) = exp(−α x − y 1 ), α > 0, which is a Laplacian kernel on R d . Then, it is easy to verify that γ k (P, Q) in (37) reduces to
. As in the case of W , the performance of γ k (P m , Q n ) is verified by drawing N i.i.d. samples (with m = n = N/2) from P and Q and computing
show the performance of γ k (P m , Q n ) for various sample sizes and some fixed d. It is easy to see that the quality of the estimate improves with increasing sample size and that γ k (P m , Q n ) estimates γ k (P, Q) correctly. On the other hand, Figures 2(c, c ′ ) demonstrate that γ k (P m , Q n ) is biased at large d and more samples are needed to obtain better estimates. As in the case of W , the error bars are obtained by replicating the experiment 20 times.
3) Estimator of β:
In the case of W and γ k , we have some closed form expression to start with (see (36) and (37)), which can be solved by numerical methods. The resulting value is then used as the baseline to test the performance of the estimators of W and γ k . On the other hand, in the case of β, we are not aware of any such closed form expression to compute the baseline. However, it is possible to compute β(P, Q) when P and Q are discrete distributions on M , i.e.,
This is because, for this choice of P and Q, we have
where (39) is of the form of (11) and so, by Theorem 6, β(P, Q) = 
Therefore, for these distributions, one can compute the baseline which can then be used to verify the performance of β(P m , Q n ). In the following, we consider a simple example to demonstrate the performance of β(P m , Q n ). (40) with ρ(x, y) = |x − y|, we get β(P, Q) = 0.5278. Note that the KL-divergence between P and Q is +∞. Figure 3 shows the empirical estimates of β(P, Q) (shown in a thick dotted line) which are computed by drawing N i.i.d. samples (with m = n = N/2) from P and Q and solving the linear program in (21) . It can be seen that β(P m , Q n ) estimates β(P, Q) correctly.
Since we do not know how to compute β(P, Q) for P and Q other than the ones we discussed here, we do not provide any other non-trivial examples to test the performance of β(P m , Q n ).
D. Non-parametric estimation of total variation distance
So far, the results in Section III-A-III-C show that IPMs exhibit nice properties compared to that of φ-divergences. As shown in Section II, since the total variation distance,
is both an IPM and φ-divergence, in this section, we consider its empirical estimation and the consistency analysis. Let T V (P m , Q n ) be an empirical estimator of T V (P, Q). Using similar arguments as in Theorems 5 and 6, it can be shown that
where {a
Now, the question is whether this estimator consistent. To answer this question, we consider an equivalent representation of T V given as
where the supremum is taken over all measurable subsets A of
for all P and therefore, the estimator in (42) is not strongly consistent. This is because if P is absolutely continuous, then T V (P m , P) = 2, where we have considered the set A that is the finite support of P m such that P m (A) = 1 and P(A) = 0. In fact, Devroye and Györfi [48] have proved that for any empirical measure, P m (a function depending on {X
assigning a nonnegative number to any measurable set), there exists a distribution, P such that for all m,
This indicates that, for the strong consistency of distribution estimates in total variation, the set of probability measures has to be restricted. Barron et al. [55] have studied the classes of distributions that can be estimated consistently in total variation. Therefore, for such distributions, the total variation distance between them can be estimated by an estimator that is strongly consistent. The issue in the estimation of T V (P, Q) is that the set F T V := {f : f ∞ ≤ 1} is too large to obtain meaningful results if no assumptions on distributions are made. On the other hand, one can choose a more manageable subset F of F T V such that γ F (P, Q) ≤ T V (P, Q), ∀ P, Q ∈ P and γ F (P m , Q n ) is a consistent estimator of γ F (P, Q). Examples of such choice of F include F β and {1 (−∞,t] : t ∈ R d }, where the former yields the Dudley metric while the latter results in the Kolmogorov distance. The empirical estimator of the Dudley metric and its consistency have been presented in Sections III-A and III-B. The empirical estimator of the Kolmogorov distance between P and Q is well studied and is strongly consistent, which simply follows from the famous Glivenko-Cantelli theorem [43, Theorem 12.4] .
Since the total variation distance between P and Q cannot be estimated consistently for all P, Q ∈ P, in the following, we present two lower bounds on T V , one involving W and β and the other involving γ k , which can be estimated consistently.
Theorem 14 (Lower bounds on T V ): (i)
For all P = Q, P, Q ∈ P, we have
(ii) Suppose C := sup x∈M k(x, x) < ∞. Then
Before, we prove Theorem 14, we present a simple lemma.
Lemma 15: Let θ : V → R and ψ : V → R be convex functions on a real vector space V . Suppose
where θ is not constant on {x : ψ(x) ≤ b} and a < ∞. Then
Proof: See Appendix D.
Proof of Theorem 14: (i)
Note that f L , f BL and f ∞ are convex functionals on the vector spaces Lip(M, ρ), BL(M, ρ) and U (M ) := {f : M → R | f ∞ < ∞} respectively. Similarly, Pf − Qf is a convex functional on Lip(M, ρ), BL(M, ρ) and U (M ). Since P = Q, Pf − Qf is not constant on F W , F β and F T V . Therefore, by appropriately choosing ψ, θ, V and b in Lemma 15, the following sequence of inequalities are obtained. Define β := β(P, Q), W := W (P, Q), T V := T V (P, Q).
which gives (46) .
(ii) To prove (47), we use the coupling formulation for T V [56, p. 19] given by
where L(P, Q) is the set of all measures on M × M with marginals P and Q. Here, X and Y are distributed as P and Q respectively. Let λ ∈ L(P, Q) and f ∈ H. Then
where we have used the reproducing property of H in (a) and the Cauchy-Schwartz inequality in (b). Taking the supremum over f ∈ F k and the infimum over λ ∈ L(P, Q) gives
Using (52) in (51) yields (47).
Remark 16: (i)
As mentioned before, a simple lower bound on T V can be obtained as T V (P, Q) ≥ β(P, Q), ∀ P, Q ∈ P. It is easy to see that the bound in (46) is tighter as W (P,Q)β(P,Q) W (P,Q)−β(P,Q) ≥ β(P, Q) with equality if and only if P = Q.
(ii) From (46) , it is easy to see that T V (P, Q) = 0 or W (P, Q) = 0 implies β(P, Q) = 0 while the converse is not true. This shows that the topology induced by β on P is coarser than the topology induced by either W or T V .
(iii) The bounds in (46) and (47) translate as lower bounds on the KL-divergence through Pinsker's inequality: T V 2 (P, Q) ≤ 2 KL(P, Q), ∀ P, Q ∈ P. See Fedotov et al. [36] and references therein for more refined bounds between T V and KL. Therefore, using these bounds, one can obtain a consistent estimate of a lower bound on T V and KL. The bounds in (46) and (47) also translate to lower bounds on other distance measures on P. See [57] for a detailed discussion on the relation between various metrics.
To summarize, in this section, we have considered the empirical estimation of IPMs along with their convergence rate analysis. We have shown that IPMs such as the Wasserstein distance, Dudley metric and MMD are simpler to estimate than the KL-divergence. This is because the Wasserstein distance and Dudley metric are estimated by solving a linear program while estimating the KL-divergence involves solving a quadratic program [35] . Even more, the estimator of MMD has a simple closed form expression. On the other hand, space partitioning schemes like in [17] , to estimate the KLdivergence, become increasingly difficult to implement as the number of dimensions increases whereas an increased number of dimensions has only a mild effect on the complexity of estimating W , β and γ k . In addition, the estimators of IPMs, especially the Wasserstein distance, Dudley metric and MMD, exhibit good convergence behavior compared to KLdivergence estimators as the latter can have an arbitrarily slow rate of convergence depending on the probability distributions [17] , [35] . With these advantages, we believe that IPMs can find applications in information theory, detection theory, image processing, machine learning, neuroscience and other areas. As an example, in the following section, we show how IPMs are related to binary classification.
IV. INTERPRETABILITY OF IPMS: RELATION TO BINARY CLASSIFICATION
In this section, we provide different interpretations of IPMs by relating them to the problem of binary classification. First, in Section IV-A, we provide a novel interpretation for β, W , T V and γ k (see Theorem 17) , as the optimal risk associated with an appropriate binary classification problem. Second, in Section IV-B, we relate W and β to the margin of the Lipschitz classifier [41] and the bounded Lipschitz classifier respectively. The significance of this result is that the smoothness of Lipschitz and bounded Lipschitz classifiers is inversely related to the distance between the class-conditional distributions, computed using W and β respectively. Third, in Section IV-C, we discuss the relation between γ k and the Parzen window classifier [37] , [42] (also called the kernel classification rule [43, Chapter 10]).
A. Interpretation of β, W , T V and γ k as the optimal risk of a binary classification problem
Let us consider the binary classification problem with X being a M -valued random variable, Y being a {−1, +1}-valued random variable and the product space, M × {−1, +1}, being endowed with a Borel probability measure µ. A discriminant function, f is a real valued measurable function on M , whose sign is used to make a classification decision. Given a loss function, L : {−1, +1} × R → R, the goal is to choose an f that minimizes the risk associated with L, with the optimal L-risk being defined as, (53) where
Here, P and Q represent the class-conditional distributions and ε is the prior distribution of class +1.
By appropriately choosing L, Nguyen et al. [33] have shown an equivalence between φ-divergences (between P and Q) and R L F⋆ . In particular, they showed that for each loss function, L, there exists exactly one corresponding φ-divergence such that the R L F⋆ = −D φ (P, Q). For example, the total-variation distance, Hellinger distance and χ 2 -divergence are shown to be related to the optimal L-risk where L is the hinge loss (L(y, α) = max(0, 1 − yα)), exponential loss (L(y, α) = exp(−yα)) and logistic loss (L(y, α) = log(1 + exp(−yα))) respectively. In statistical machine learning, these losses are well-studied and are shown to result in various binary classification algorithms like support vector machines, Adaboost and logistic regression. See [37] , [58] for details.
Similarly, by appropriately choosing L, we present and prove the following result that relates IPMs (between the classconditional distributions) and the optimal L-risk of a binary classification problem.
Therefore,
where (a) follows from the fact that F is symmetric around zero, i.e., f ∈ F ⇒ −f ∈ F.
Theorem 17 shows that γ F (P, Q) is the negative of the optimal L-risk that is associated with a binary classifier that classifies the class-conditional distributions P and Q using the loss function, L, in Theorem 17, when the discriminant function is restricted to F. Therefore, Theorem 17 provides a novel interpretation for the total variation distance, Dudley metric, Wasserstein distance and MMD, which can be understood as the optimal L-risk associated with binary classifiers where the discriminant function, f is restricted to F T V , F β , F W and F k respectively. Suppose, we are given a finite number of samples
. from µ and we would like to build a classifier, f ∈ F that minimizes the expected loss (with L as in Theorem 17) based on this finite number of samples. This is usually carried out by solving an empirical equivalent of (53) , which reduces to (11) 
:= X i when Y i = −1, and f ∈ F ⇒ −f ∈ F. This means the sign of f ∈ F that solves (11) is the classifier we are looking for.
B. Wasserstein distance and Dudley metric: Relation to Lipschitz and bounded Lipschitz classifiers
The Lipschitz classifier is defined as the solution, f lip to the following program:
which is a large margin classifier with margin 
correctly (note that the constraints in (56) are such that sign(f (X i )) = Y i , which means f classifies the training sequence correctly, assuming the training sequence is separable). The smoothness is controlled by f L (the smaller the value of f L , the smoother f and vice-versa). See [41] for a detailed study on the Lipschitz classifier. Replacing f L by f BL in (56) gives the bounded Lipschitz classifier, f BL which is the solution to the following program:
Note that replacing f L by f H in (56), taking the infimum over f ∈ H, yields the hard-margin support vector machine (SVM) [59] . We now show how the empirical estimates of W and β appear as upper bounds on the margins of the Lipschitz and bounded Lipschitz classifiers, respectively.
Theorem 18:
The Wasserstein distance and Dudley metric are related to the margins of Lipschitz and bounded Lipschitz classifiers as 1
Proof: Define W mn := W (P m , Q n ). By Lemma 15, we have
which can be written as
hence proving (58) . Similar analysis for β yields (59).
The significance of this result is as follows. (58) shows that
, which means the smoothness of the classifier, f lip , computed as f lip L is bounded by the inverse of the Wasserstein distance between P m and Q n . So, if the distance between the class-conditionals P and Q is "small" (in terms of W ), then the resulting Lipschitz classifier is less smooth, i.e., a "complex" classifier is required to classify the distributions P and Q. A similar explanation holds for the bounded Lipschitz classifier.
C. Maximum mean discrepancy: Relation to Parzen window classifier and support vector machine
Consider the maximizer f , for the empirical estimator of MMD, in (24) . Computing y = sign(f (x)) gives
which is exactly the classification function of a Parzen window classifier [37] , [42] . It is easy to see that (60) can be rewritten as
. µ + and µ − represent the class means associated with X + := {X i : Y i = 1} and X − := {X i :
The Parzen window classification rule in (61) can be interpreted as a mean classifier in H: w, k(·, x) H represents a hyperplane in H passing through the origin with w being its normal along the direction that joins the means, µ + and µ − in H. From (25), we can see that γ k (P m , Q n ) is the RKHS distance between the mean functions, µ + and µ − . Suppose µ + H = µ − H , i.e., µ + and µ − are equidistant from the origin in H. Then, the rule in (61) can be equivalently written as
(62) provides another interpretation of the rule in (60), i.e., as a nearest-neighbor rule: assign to x the label associated with the mean µ + or µ − , depending on which mean function is closest to k(·, x) in H. , which says that the smoothness of an SVM classifier is bounded by the inverse of the MMD between P and Q.
To summarize, in this section, we have provided an intuitive understanding of IPMs by relating them to the binary classification problem. We showed that IPMs can be interpreted either in terms of the risk associated with an appropriate binary classifier or in terms of the smoothness of the classifier.
V. CONCLUSION & DISCUSSION
In this work, we presented integral probability metrics (IPMs) from a more practical perspective. We first proved that IPMs and φ-divergences are essentially different: indeed, the total variation distance is the only "non-trivial" φ-divergence that is also an IPM. We then demonstrated consistency and convergence rates of the empirical estimators of IPMs, and showed that the empirical estimators of the Wasserstein distance, Dudley metric, and maximum mean discrepancy are strongly consistent and have a good convergence behavior. In addition, we showed these estimators to be very easy to compute, unlike for φ-divergences. Finally, we found that IPMs naturally appear in a binary classification setting, first by relating them to the optimal L-risk of a binary classifier; and second, by relating the Wasserstein distance to the margin of a Lipschitz classifier, the Dudley metric to the margin of a bounded Lipschitz classifier, and the maximum mean discrepancy to the Parzen window classifier. With many IPMs having been used only as theoretical tools, we believe that this study highlights properties of IPMs that have not been explored before and would improve their practical applicability.
There are several interesting problems yet to be explored in connection with this work. The minimax rate for estimating W , β and γ k has not been established, nor is it known whether the proposed estimators achieve this rate. It may also be possible to relate IPMs and Bregman divergences. On the most basic level, these two families do not intersect: Bregman divergences do not satisfy the triangle inequality, whereas IPMs do (which are pseudometrics on P). Recently, however, Chen et al. [60] , [61] have studied "square-root metrics" based on Bregman divergences. One could investigate conditions on F for which γ F coincides with such a family.
Similarly, in the case of φ-divergences, some functions of D φ are shown to be metrics on P λ (see Theorem 2 for the notation), for example, the square root of the variational distance, the square root of Hellinger's distance, the square root of the Jensen-Shannon divergence [62] [63] [64] , etc. Also, Osterreicher and Vajda [65, Theorem 1] have shown that certain powers of D φ are metrics on P λ . Therefore, one could investigate conditions on F for which γ F equals such functions of D φ .
APPENDIX A PROOF OF LEMMA 3 (⇐) If φ is of the form in (9), then by Lemma 4, we have D φ (P, Q) = β−α 2 M |p − q| dλ, which is a metric on P λ if β > α and therefore is a pseudometric on P λ . If β = α, D φ (P, Q) = 0 for all P, Q ∈ P λ and therefore is a pseudometric on P λ .
(⇒) If D φ is a pseudometric on P λ , then it satisfies the triangle inequality and (P = Q ⇒ D φ (P, Q) = 0) and therefore by [44, Theorem 2] , φ is of the form in (9) . 
APPENDIX C PROOF OF THEOREM 11
From the proof of Theorem 8, we have |γ F (P m , Q n ) − γ F (P, Q)| ≤ sup f ∈F |P m f − Pf | + sup f ∈F |Q n f − Qf |. We now bound the terms sup f ∈F |P m f − Pf | and sup f ∈F |Q n f − Qf |, which are the fundamental quantities that appear in empirical process theory. The proof strategy begins in a manner similar to [51, Appendix A.2] , but with an additional step which will be flagged below.
Note that sup f ∈F |P m f − Pf | satisfies (69) (see Appendix E) with c i = 2ν m . Therefore, by McDiarmid's inequality in (70) (see Appendix E), we have that with probability at least 1 − 
where (a) follows from bounding E sup f ∈F |P m f − Pf | by using the symmetrization inequality in (71) (see Appendix E). Note that the expectation in the second line of (63) 
Tying (63) and (64), we have that with probability at least 1 − (66) The result follows by adding (65) and (66) . Note that the second application of McDiarmid was not needed in [51, whole space M , and has the same Lipschitz constant as f . Additionally, it is possible to explicitly construct f in the form f (x) = α min 
Lemma 20 (Bounded Lipschitz extension):
If A ⊂ M and f ∈ BL(A, ρ), then f can be extended to a function h ∈ BL(M, ρ) with h = f on A and h BL = f BL . Additionally, it is possible to explicitly construct h as
where g is a function on M such that g = f on A and g L = f L .
The following result is quoted from [52, Theorem 3.7] .
Theorem 21: Let F (x) = sup f ∈F |f (x)| be the envelope function for F. Assume that F dP < ∞, and suppose moreover that for any ε > 0, Theorem 24: Let f be a convex function, and let C be a convex set contained in the domain of f . If f attains its supremum relative to C at some point of relative interior of C, then f is actually constant throughout C.
