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SUMMARY
In this document, we study the use of the nonnegative least squares method to
solve the assignment problem (via the primal-dual method), the maximum cardinality
matching and also the minimization of separable differentiable convex functions. In
addition to that, we propose a new method whereby the solution of the assignment
problem can be found by solving a single nonnegative least squares problem.
The motivation for studying the nonnegative least squares primal-dual algorithm
comes from its efficiency in solving linear programming problems as was shown empir-
ically in [6]. (See also [19]). The first primal-dual linear programming algorithm was
formulated for solving the assignment problem. It was discovered by Harold Kuhn
[21], and called the Hungarian method in honor of two Hungarian mathematicians
whose work was used in developing the algorithm. The Hungarian method proved to
be an effective method for solving assignment problems. Any new primal-dual algo-
rithm must be effective on some class of problems to be of interest. In particular, it
must be compared to the Hungarian method for the assignment problem. With this
in mind, we have tried to determine how the nonnegative least squares primal-dual
algorithm relates to the Hungarian method for the assignment problem. We have
established several connections between the two algorithms, and more generally, be-
tween the nonnegative least squares algorithm and the weighted matching problem
on general graphs. In [6], the authors showed that the nonnegative least squares
algorithm is a steepest ascent method for solving the dual of a linear programming
problem. This means that this method should require fewer steps, on average, than
the Hungarian method. That this is the case was shown empirically in [6], and more
x
evidence that this is the case will be offered in Chapter 1. Our main result is a
procedure for obtaining the solution of an assignment problem by solving a single
nonnegative least squares problem.
In Chapter 2, we discuss the theory behind the nonnegative least squares al-
gorithm, the primal-dual algorithm and the nonnegative least squares primal-dual
algorithm developed by E. Barnes et al. in [6].
In Chapter 3, we devise a fast procedure to compute the unrestricted least squares
solution by exploiting the special structure of the incidence matrix of a bipartite
graph. First, we show how computing the unrestricted least squares is used in a
modified version of the nonnegative least squares algorithm, and, in this way, we
derive a very efficient procedure to calculate the new dual direction of the primal-
dual method applied to the assignment problem.
In Chapter 4, we explain how to extract a solution for the matching problem from
the nonnegative least squares solution. The main idea is to make a connection between
solutions obtained by the nonnegative least squares algorithm and the solutions of
the maximum cardinality matching problem for the same graph.
In Chapter 5, we look into some theoretical results concerning the solution of
minimization of p-norms and separable differentiable convex functions subject to con-
straint matrices that are incidence matrices.
In Chapter 6, we show that the assignment problem can be reduced to a single
nonnegative least squares problem. This means that the primal-dual approach can
be made to converge in one step for the assignment problem. This method does not
reduce the primal-dual approach to one step for general linear programming problems,
but it appears to give a good starting dual feasible point for the general problem.





One of the first linear programming problems studied by the pioneers of this subject
is the assignment problem. This problem exhibits massive degeneracy. Every basic
feasible solution is degenerate. This causes the Simplex algorithm to perform poorly
on these problems. Tests on randomly generated assignment problems show that
approximately 90% of Simplex steps are degenerate. That is, 90% of the Simplex
steps do not improve the objective function.
In 1956, Kuhn [21] proposed an efficient method for solving the assignment prob-
lem. He called it the Hungarian method in honor of two Hungarian mathematicians
whose worked influenced his approach. Later, Dantzig and Fulkerson in [11] observed
that the Hungarian method could be generalized to any linear programming prob-
lem. They called this generalization the primal-dual method. This method is most
effective on highly degenerate problems for which a non-simplex method can be used
to solve the subproblems that occur in the primal step of the algorithm.
In section 1.1, it will be presented the assignment problem, as it was the original
motivation for this work, as well as a brief description of the main methods used to
solve it.
In section 1.2, we look into the Hungarian method (see [21]), since it influenced
several of the existing methods in Combinatorial Optimization that deal with bipartite
graphs. We discuss intuitive ways of modifying it in order to achieve better practical
results. This leads to the NNLS approach.
1
1.1 The Assignment Problem
Consider a set of n workers and n tasks. Suppose that there is a cost cij to assign
worker i to task j. Suppose further that one worker must be assigned to one task
and each task must have at least one worker assigned to it. The assignment problem
consists of assigning these n workers to n tasks while minimizing the total cost. This
problem can be formulated as the following LP problem:






j=1 xij = 1 , ∀i∑n
i=1 xij = 1 , ∀j
x ≥ 0
Given the nature of this problem, bipartite graphs naturally arise when modeling
it. Incidence matrices of bipartite graphs have nice combinatorial properties such as
unimodularity (see [10], [29], [35] and [33]), leading to more efficient algorithms.
The most famous algorithm for the assignment problem is the Hungarian method
developed by Kuhn (see [21]), based on the work by the Hungarian mathematicians
König and Egerváry (see [13] and [20] - translation). Munkres in [26] showed that
the complexity Hungarian method is O(n4).
The contribution of Kuhn’s Hungarian method goes far beyond its efficiency to
solve the assignment problem, since it has bore on a number of algorithms in Combi-
natorial Optimization that draws on the same principles conceived by it, such as in
transportation and network flow problems (see [1] and [22]).
Versions of the primal Simplex method were shown to solve the assignment prob-
lem in O(n3) pivots (see [17], [27]). Akgül in [2] devises a method that requires O(n2)
pivots.
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The signature method (a version of the dual Simplex method) developed by Balin-
ski (see [3]) is shown in [14] to take O(n3) time. More on dual Simplex algorithms
can be found in [32], [4], [30], [32] and [24].
The Modified Hung-Rom Algorithm based upon Hirsch-Paths (proposed in [18])
was shown to be very efficient in computational experiments performed in [28]. In-
feasible paths were considered to solve the assignment problem in [31].
The auction method devised by Bertsekas (see [7] and [8]) starts from an incom-
plete assignment (i.e. there are unassignment nodes) and tries at each iteration to
assign an unassignment nodes by a bidding mechanism, that is basically the amount
by which the dual solution will increase, while keeping the ε-complementary slackness
condition (for details see [9]).
All of the aforementioned methods perform primal (or dual) updates that rely on
measures of linear decrease (or increase) in the objective function, i.e., the direction
is considered by taking into account some type of norm 1 evaluation of increase,
decrease or optimality. Therefore, one natural question arises: would it be possible
to consider other norms? Would there be an advantage to using other norms?
The primal-dual method provides the perfect framework for considering other
measures of increase or decrease, since any strictly convex function that is zero at zero
could be used to check feasibility of linear systems. That is exactly the modification
that E. Barnes et al. [6] proposed in the primal-dual method in order to obtain a
better update direction by using the NNLS algorithm. We expand on this method
for the case of the assignment problem by elaborating on the comparison of norm 1
and norm 2 problems when the constraint matrix is an incidence matrix of a graph.
1.2 Motivation
We will motivate the use of a direction computed by the norm 2 by showing a small
example that illustrates how superior it can be to the norm 1 update used by the
3
Hungarian method.
Consider the example on figure 1(a) where there are four workers (denoted by
W’s) and four jobs (denoted by J’s).
In order to give an intuitive idea of the Hungarian method, observe that if any
column or any row is decreased (or increased) by a certain amount, any complete
assignment will be decreased (increased) by the same amount. For that reason, sub-
tracting or adding the same quantity in any row or column will not change the op-
timum. In figure 1(b), we can see two different complete assignments and check that
the cost of each will vary by the same amount when any number is subtracted or
added to all the elements of a row or column.
Figure 1: Example of two feasible assignments.
The Hungarian method begins by subtracting the smallest number in each row
of the cost matrix from that row. This produces one zero in each row. Now, the
smallest number in each column is subtracted from the column. The resulting cost
matrix now has at least one zero in each row and column (see figure 2(a)).
After generating one zero in each column and row, the Hungarian method observes
that if an assignment can be chosen using only zero costs in the reduced matrix, then
this assignment must be optimal. In [13] and [20], König and Egerváry show that
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the number of lines needed to cover all the zeros is equal to the maximum maximum
cardinality matching problem (see figure 2(b)).
If an assignment cannot be chosen using only the zero costs in the reduced matrix,
then we need to generate more zeros by subtracting a certain amount t from every row
or column not covered by a line, and adding the same amount to rows and columns
covered by lines. This procedure has the effect of subtracting 2t to each uncovered
reduced cost, and adding 2t to each doubly covered reduced cost. If crs is the smallest
uncovered reduced cost, then we take 2t = crs.
Despite not guaranteeing that the number of zeros will decrease, we will generate
zeros in places that are ’more likely’ to give us an increase in the number of possible
assignments.
Figure 2: Generating one zero per row and one per column.
Therefore, it is natural to ask: can we improve the performance of the algorithm
by subtracting different amounts from row and columns as in figure 5?
In figure and 6, we start with the reduced matrix obtained in figure 2(b) and
subtract t
3
from rows 1 and 3, and from columns 2 and 3. We then subtract − t
3
from
row 4and column 1. For t = 6 we obtain a reduced cost matrix containing a very large
number of zeros. In this reduced matrix it is easy to determine an optimal solution.
5
Figure 3: After finding the maximum matching, the dual solution is updated.
Figure 4: After one more iteration the optimum is reached.
6
Figure 5: Obtaining a new dual solution.
Figure 6: Optimum obtained in the 1st iteration.
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CHAPTER II
THE NNLS PRIMAL-DUAL ALGORITHM
In this chapter, we discuss the theory behind the NNLS algorithm (see Leichner et
al. [23]), the primal-dual algorithm (developed by Dantzig and Fulkerson in [11]) and
the NNLS primal-dual algorithm, proposed by E. Barnes et al. in [6].
In section 2.1, we look into the theory of the NNLS algorithm by first pointing
out its similarities with the Simplex method, such as the concept of basis, and then
show the proof of its termination.
In section 3.3, we explain in detail the primal-dual algorithm.
In section 2.3, we discuss the NNLS primal-dual algorithm by emphasizing the
differences between this special type of primal dual and the traditional one, i.e., the
linear primal-dual.
2.1 The NNLS Algorithm
The content of this section is described in more details in [5].
Let A be a m× n matrix and b be a vector of dimension m.
Consider the following feasibility problem:
Ax = b (1)
x ≥ 0 (2)
A straightforward way of solving the above problem through linear programming is
8
by solving the following LP problem:




Ax+ s = b
x ≥ 0
Observe that this norm 1 minimization can be carried out very efficiently by the
simplex in most cases. However, there are some constraint matrices for which the
Simplex method performs a large number of degenerate pivots, not improving the
solution for many iterations, leading to a poor performance.
Our approach to solve the feasibility problem posed by relations 1 and 2 will also
be the minimization of a p-norm, but different from the norm 1 considered in (LP ),









Ax+ s = b
x ≥ 0
At first glance, problem (PLS) seems much harder than problem (LP ). However,
in cases where (LP ) is highly degenerate (as pointed out before), it is usually simpler
to solve (PLS).
E. Barnes et al. in [6] showed that the normalized direction obtained by (PLS) is
the direction of the steepest ascent at π0 on the dual polyhedron (D). This suggests
that the dual direction obtained by (PLS) may be much better in practice than the
one obtained by the linear update in (LP ). E. Barnes et al. in [6] showed empirically
that this is indeed true for some classes of problems.
Since (PLS) is a convex program, KKT conditions are necessary and sufficient for
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optimality. Thus, the vector (x, s) is a solution for P if and only if there exists π such
that:
(DLS) : π
tAj = 0 if xj > 0
πtAj ≤ 0 ∀j
πj = sj ∀j
The NNLS algorithm starts with a primal feasible solution, i.e., one that is feasible
for (PLS), and tries to find a solution for the problem (DLS). The NNLS algorithm
is similar to the simplex method in the sense that we have a subset of the columns
of A that is a primal feasible basis, and then we move from one primal feasible basis
to another. Unlike the simplex method, our ’basis’ is not required to be square. The
only requirement is that it is composed of linearly independent columns.
Let B be a basis, i.e., a linearly independent subset of the columns of A. Then





Since the columns of B are linearly independent, the solution will be:
x = B+b , where B+ = (BtB)−1Bt
The matrix B+ is called the generalized inverse or pseudo inverse. If B is a basis, we
say that it is feasible for (PLS) if we have:
x = B+b > 0 (3)
The description of the NNLS algorithm is in algorithm 1.
Theorem 1. Algorithm 1 terminates with a solution of problem (PLS).
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Algorithm 1 Nonnegative Least Squares Algorithm
1: Let B be a feasible basis for problem P
2: Let IB be the index set of the columns in B
3: x← B+b
4: π ← b−Bx
5: S ← {j : πtAj > 0}
6: if S = ∅ then
7: Stop: optimal solution found.
8: end if
9: Let k ∈ S
10: d← B+Ak
11: θ ← mindj>0
xj
dj
12: P ← I −BB+
13: θ ← π
tAj
‖PAj‖2
14: θ ← min{θ, θ}
15: if θ = θ then
16: IB ← IB ∪ {j}
17: if θ = θ then
18: x(θ)← xj − θdj
19: IB ← IB − {j : x(θ) = 0}
20: end if
21: B ← [Aj],∀j ∈ IB
22: Return to 3
23: else
24: IB ← IB − {j : θ = xjdj }
25: B ← [Aj],∀j ∈ IB
26: x← B+b
27: Return to 10
28: end if
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Proof. We will show that the algorithm terminates by showing that no basis can be
repeated. Since the number of basis is finite, the result follows.
In order to prove that no basis can be repeated, we will show that, if a basis B is
updated to B̂, then we must have:
min
x≥0
‖B̂x− b‖2 < min
x≥0
‖Bx− b‖2 . (4)
In order to check 4, we must consider the choice of both stepsizes computed in 11
and 13, according to the comparison in 15.
Let us suppose first that θ = θ ≤ θ.
Let B be the current basis and Aj be the entering column.
If x is the current primal solution, then
x = (BtB)−1Btb
Let B̂ be the new basis. Then
min
x≥0
‖B̂x− b‖2 = min
x,t≥0
‖Bx+ Ajt− b‖2 ≤ min
x≥0
‖Bx− (b− Ajθ)‖2 . (5)
The solution of the last minimization problem is:
x = (BtB)−1Bt(b− Ajθ) = x− θd (6)
where d = (BtB)−1BtAj is the direction of descent.
Since θ ≤ θ, then x(θ) ≥ 0. Therefore, x is feasible for problem 5. Thus:
min
x≥0
‖B̂x− b‖2 ≤ ‖B(x− θd)− (b− Ajθ)‖2
min
x≥0
‖B̂x− b‖2 ≤ ‖(Aj −Bd)θ − (b−Bx)‖2 (7)
Substituting the value of d in 7:
min
x≥0
‖B̂x− b‖2 ≤ ‖(Aj −B(BtB)−1BtAj)θ − (b−Bx)‖2
min
x≥0
‖B̂x− b‖2 ≤ ‖(I −B(BtB)−1Bt)Ajθ − (b−Bx)‖2
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Let P = I −B(BtB)−1Bt). Then:
min
x≥0
‖B̂x− b‖2 ≤ ‖PAjθ − (b−Bx)‖2 = θ2‖PAj‖2 − 2θ(b−Bx)PAj + ‖b−Bx‖2
Let π = (b−Bx)t. Since πtP = πt:
min
x≥0




This concludes the proof for the case when θ ≤ θ.
Now, let us consider the case where θ = θ < θ. In this case, x(θ) = x − θd has
some zero components.
Consider the following function h(.):
h(t) = min
x
‖Bx+ Ajt− b‖2 = min
x
‖Bx− (b− Ajt)‖2 , defined for 0 ≤ t ≤ θ
Let x(t) be the minimum value of h(.):
x(t) = (BtB)−1Bt(b− Ajt) = x− td (8)
Substituting 8 in the definition of h(.):
h(t) = ‖B(BtB)−1Bt(b− Ajt)− (b− Ajt)‖2 = ‖(I −B(BtB)−1Bt)Ajt− (b−Bx)‖2
Let P = I −B(BtB)−1Bt and π = (b−Bx)t. Then:
h(t) = ‖tPAj − (b−Bx)‖2 = ‖tPAj‖2 − 2tπtAj + ‖b−Bx‖2 .
The last equality shows that h(.) is a convex quadratic function of t.
Since h(t) achieves its minimum at t = θ, then h(.) must be decreasing on 0 ≤ t ≤ θ.
Let B̂ be the matrix obtained from B by dropping the columns corresponding to zero
components of x(θ). In particular, we have that:
h(t) = ‖Bx− b‖2 = minx‖Bx− b‖2 > h(θ) = min x‖B̂x+ Ajθ − b‖2 .
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Now, let us consider the following function g(.):
g(t) = min
x
‖B̂x+ Ajt− b‖2 = min
x
‖B̂x− (b− Ajt)‖2 , defined for t ≥ 0 . (9)
Let us define the following
P̂ = I − B̂(B̂tB̂)−1B̂t
x̂ = B̂(B̂tB̂)−1B̂tb
π̂ = (b− B̂x̂)t .
Then:
g(t) = ‖tP̂Aj − (b− B̂x̂)‖2 = ‖tP̂Aj‖2 − 2tπ̂tAj + ‖b− B̂x̂‖2 . (10)
Thus, h(.) is also a convex quadratic function of t.
Since the columns of B̂ are a subset of the columns of B and x > 0, we must have:
g(0) = min
x
‖B̂x− b‖2 > min
x
‖Bx− b‖2 = h(0)
g(0) > h(0) .
By construction, we also have g(θ) = h(θ). Now, consider the following quadratic
function:
q(t) = g(t)− h(t) , defined for t ≥ 0 .
g(0) > h(0) ⇒ q(0) > 0
g(θ) = h(θ) ⇒ q(θ) = 0





(θ)− h′(θ) ≤ 0.
Since h(t) achieves its minimum value at t = θ > θ = θ, then h
′
(θ) < 0. Therefore:
g
′
(θ)− h′(θ) ≤ 0⇒ g′(θ) ≤ h′(θ) < 0⇒ g′(θ) < 0
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Thus, g(.) is decreasing at θ. Let d̂ = B̂(B̂tB̂)−1B̂tAj. Then, the solution of 10 is
x∗(t) = x̂− td̂ and we have:
g(t) = ‖P̂Aj‖2t2 − 2t(b−Bx̂)tAj + ‖b−Bx̂‖2 .








> θ > 0
Let ξ = min x̂i
d̂i
, ∀i.
Then, if ξ ≤ ξ, then we add the column Aj to the basis B̂ and set the new basis
to be [B̂, Aj] and return to step 3. If we have ξ > ξ, then we need to remove from
B̂ the columns corresponding to zero components of x̂(t̂) and continue to increase
t in the function 9. Each time one of the components of x̂(t) is zero, we drop the
corresponding column of the basis B̂. By repeating this procedure, we will eventually
be able to increase the value of t to the point where g(t) achieves its minimum value,
since
g(t) < h(0) = ‖Bx− b‖2 < ‖b‖2 because x 6= 0 .
2.2 The Primal-Dual Algorithm
Let A be a m×n matrix, b be a vector of dimension m and c be a vector of dimension
n. We are interested in solving the following problem:







The primal-dual approach to (P ) is most interesting in cases where (P ) is highly
degenerate and the Simplex method performs a large number of pivots without im-
proving the objective. The primal-dual approach produces a sequence of dual feasible
vectors that strictly increases the dual objective.
Since we are only interested in computational methods for solving this problem,
we restrict our attention to the case where (P ) has a solution. We also assume b 6= 0.
Before describing the primal-dual algorithm to solve (P ), we need the following
lemma:
Lemma 2. ∃j such that btAj > 0.
Proof. Let x be a feasible point for (P ).





tb > 0 → btAjxj > 0 for some j (11)
→ btAj > 0 for some j . (12)
Now consider the dual of the problem (P ):
(D) : max πtb
s.t.
πtA ≤ ct
The primal-dual algorithm needs a dual feasible vector π0 to (D). Therefore, in
order to apply the primal-dual method, we have to be able to find a dual feasible
point easily. We assume that such point π0 is given.
We need π0 to be on the boundary of the set π
tA ≤ ct, since the primal-dual
method relies on complementary slackness conditions. If π0 is an interior point, then
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we need to need to perform the following update:
π0 ← π0 + θb
where θ = min{j|ρtAj>0}
cj−πt0Aj
ρtAj
Let E = {Aj|πt0Aj = cj} and I = {j|Aj ∈ E}. Let xE be the vector composed of
the components of x that correspond to the column in E.
Consider the following feasibility problem:
ExE = b (13)
x ≥ 0 (14)






ExI + Is = b
xI ≥ 0
If ∃x∗E feasible for (13-14), then (PE) has a feasible solution of value zero, then setting
x∗j = 0 , ∀j /∈ I, we have a feasible primal-dual pair (π0, x∗) such that complementary
slackness holds: this implies optimality and we are done.
If problem (13-14) is infeasible, then (PE) has a nonzero solution. Then we need
to find an increasing dual direction, that is, we need to find a direction ρ such that
for t > 0 and sufficiently small we have:
π = π0 + tρ is dual feasible, and π1b > π0b .
Farkas’ lemma assures us the existence of such a direction, i.e., if problem (13-14)
17




Lemma 3. The vector ρ feasible for problem DE is an strictly increasing dual feasible
direction.
Proof. For any t > 0 we have:
ρtE ≤ 0 ⇒ tρtE ≤ 0
If j /∈ I, then we have π0Aj < cj. Thus (π0 + tρt)Aj < cj for t > 0 sufficiently small.
(π0 + tρ
t)Aj ≤ cj , j ∈ I
(π0 + tρ
t)Aj < cj , j /∈ I
Therefore, for t > 0 sufficiently small we have:
(π0 + tρ
t)A ≤ ct
This proves that the direction ρ will lead to a dual feasible point for some t > 0. This
direction is strictly increasing, since
ρtb > 0 ⇒ (π0 + tρ)tb > πt0b
The power of the primal-dual algorithm lies in the fact that the cost of the dual
solution is strictly improved at each iteration. However, each iteration is complex
since we need to find a vector ρ feasible for problem (DE). For more details on the
primal-dual algorithm, see [29].
18
2.3 The NNLS Primal-Dual Algorithm
The linear primal-dual algorithm finds the dual increasing direction ρ. The linear





ExI + Is = b
xI ≥ 0











+ − s− = b
x, s+, s− ≥ 0
It turns out that if (P ) is degenerate, then so is (LPE), since the column of E are a
subset of the columns of A.
In 1992, Dantzig proposed a non-simplex method for solving the general phase I








AxI + s = b
x,≥ 0 .
This method (the NNLS) converges fast, even for degenerate problems.
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Motivated by this, Barnes et al. [6] modified the traditional primal-dual algorithm








ExI + s = b
x,≥ 0
They showed that this version of the primal-dual algorithm amounts to applying
steepest ascent to maximizing the dual of (P ), and that it is therefore in general
faster than the traditional primal-dual approach.
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CHAPTER III
THE NNLS ALGORITHM ON BIPARTITE GRAPHS
In this chapter, we explain the NNLS algorithm and propose a slight modification
of the NNLS algorithm that does not require the computation of projection matrices
that appear in the original description of the algorithm (see chapter 2). In addition
to that, we devise a different way of solving the linear systems that arise at every
iteration of the NNLS algorithm. Broadly speaking, we make use of the special
structure of the incidence matrix of bipartite graphs in order to obtain the solution
of the linear systems in linear time. In addition to that, we show how these results
can be used efficiently to solve the assignment problem.
In section 3.1, we present the NNLS along with some minor modifications that
eliminate the computation of the orthogonal projection matrix.
In section 3.2, we discuss in detail the crucial alterations to be made in order
to improve the performance of the algorithm, by showing how the systems of linear
equations that arise in the NNLS algorithm can be solved in linear time for the
assignment problem.
In section 3.3, we discuss in detail how the results obtained in sections 3.1 and
3.2 are to be used in the framework of the NNLS primal-dual (discussed in chapter
2) in order to solve the assignment problem by means of an example.
3.1 Avoiding the Computation of the Orthogonal Projec-
tion Matrix
The most costly steps in algorithm 1 are the solution of the system of linear
equations through the generalized inverse and the computation of the orthogonal
projection matrix P . However, we can modify algorithm 1 such that we no longer
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need to compute the projection matrix P . This is achieved by simply observing
that the matrix P is computed only in order to check whether adding the current
column selected on 5 (that violates dual feasibility) will make the current basis primal
infeasible. If so, some adjustments must be made, i.e., some of the columns on B will
be dropped and a new improving direction will be computed in 10.
Let x be as in (3). Suppose that πtAk > 0, i.e., column Ak will enter the basis.
Let d = B+Ak. Then we have:
Theorem 4. Let B be the current basis. Suppose that B has p columns and Let x
denote the solution of minx ‖Bx− b‖2 and x(θ) = x− θd.
If θ = π
tAk
‖PAk‖2
, then x(θ) contains the first p− 1 coordinates of the solution of
min
x
‖Bx− b‖2 , where B = [B,Ak]
















where v = BtAk.





































































































































The current direction of increase is given by:
d = E−1BtAk = E
−1v (16)












x̂θ = x− θd
x̂θ = x(θ)
Corollary 5. Let x̂θ be the first p− 1 coordinates of the solution of
min
x
‖Bx− b‖2 , where B = [B,Ak]
then we have:
x̂θ ≥ 0 ⇐⇒ θ ≤ θ
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Proof. From theorem (4):
x̂θ ≥ 0 ⇐⇒ x(θ) ≥ 0 ⇐⇒ θ ≤ θ
Corollary (5) tells us that the feasibility of the first p− 1 coordinates of the new
basis is equivalent to comparing θ and θ. That means that if we compute the new
solution then any of the p− 1 coordinates will be less than zero if and only if θ > θ.
It is important to notice that corollary (5) does not address the issue of the sign of
the last coordinate, i.e., the coordinate of the solution corresponding to the entering
column. However, the next lemma will state that this last coordinate will always be
positive, once it corresponds to a column that wants to enter the basis.
Using the definition of x̂ presented in the proof of theorem (4), since x̂ is a
p−dimensional vector, let x̂p be its pth coordinate. We have the following lemma:
Lemma 6. Let Ak denote the column that is entering the basis and let x̂p denote the
corresponding component of x̂. Then we must have that x̂p > 0.
Proof.
























The last inequality follows from the fact that πtAk > 0 (since it is an entering column)
and χE > 0 (lemma on Shur complement).
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Therefore, we do not need to compute both stepsizes, just θ. It suffices to compute
the new solution (i.e., the least squares solution of the augmented matrix) and check
if any of the coordinates is negative (θ > θ) or zero (θ = θ). The computation of θ
is still necessary in case that θ > θ, i.e., one of the coordinates is negative, since we
need to extract from the current basis the columns for which this stepsize is achieved.
Now, we may present the modified NNLS algorithm as follows.
Algorithm 2 Modified Nonnegative Least Squares Algorithm
1: Let B be a feasible basis for problem P
2: Let IB be the index set of the columns in B
3: x← B+b
4: π ← b−Bx
5: S ← {j : πtAj > 0}
6: if S = ∅ then
7: Stop: optimal solution found.
8: end if
9: Let k ∈ S
10: d← B+Ak
11: θ ← mindj>0
xj
dj
12: x̂θ ← [B,Ak]+b
13: if x̂θ ≥ 0 then
14: IB ← IB ∪ {j}
15: IB ← IB − {j : x̂θ = 0}
16: B ← [Aj],∀j ∈ IB
17: Return to 3
18: else
19: IB ← IB − {j : θ = xjdj }
20: B ← [Aj],∀j ∈ IB
21: x← B+b
22: Return to 10
23: end if
The most costly step in algorithm 2 is the solution of the linear system through
the generalized inverse. That means that if we can devise an efficient method to solve
minx ‖Bx − b‖, where B is a primal basis for the NNLS, then algorithm 2 will run
much faster.
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3.2 Solving the Systems of Linear Equations in Linear Time
Let G be the graph on which we want to solve the assignment problem. Let A be the
incidence matrix of G. Consider again the following problem:







Ax+ s = b
x ≥ 0
We know from the KKT conditions that the vector (x, s) is a solution for P if and
only if there exists π such that:
(D) : πtAj = 0 if xj > 0
πtAj ≤ 0 ∀j
πj = sj ∀j
We will start this section proving a very useful lemma that allows us to calculate the
dual solution of the NNLS problem.










Ax+ s = b
We know from the KKT conditions of this relaxed problem that the vector (x, s) is a
solution for PR if and only if there exists π such that:
(DR) : π
tAj = 0 ∀j (17)
πj = sj ∀j (18)
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Let ∆ and Ξ be the partitions of G. Observe that ∆ and Ξ are well defined since







Then we have the following lemma:









Proof. It is clear from the constraints (17) of problem (DR) that if (x
∗, s∗) be the
solution of PR, with s
∗








i∈δk xi + γ = bk k ∈ ∆∑
i∈δk xi − γ = bk k ∈ Ξ




xi + γ = bk k ∈ ∆ (19)∑
i∈δk
xi − γ = bk k ∈ Ξ (20)
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Multiplying the equalities in (20) by −1 and summing with the ones in (19), we will
obtain:





Corollary 8. Suppose the G has k connected components and let (∆i,Ξi), i =
1, . . . , k be the partitions of these connected connected components. Let (x∗, s∗) be
the solution of PR, where




|∆i|+|Ξi| ∀j ∈ ∆i, i = 1, . . . , k
sij =
Ξ∗i−∆∗i
|∆i|+|Ξi| ∀j ∈ Ξi, i = 1, . . . , k
Proof. Apply lemma 7 to each connected component of G.
The following lemma is applied to the (modified) NNLS algorithm of the previous
section.
Lemma 9. Suppose that the initial basis used in the NNLS algorithm is a forest, then
at any iteration, the basis B will NOT contain the edge set of a cycle.
Proof. Any column that is added to the basis must be a column that is violating dual
feasibility (see step 5 of algorithm 1 and step 5 of algorithm 2). It suffices to show
that any arc whose corresponding column is chosen does not form a cycle, but this
is straightforward, since if we choose an arc with both ends on the same connected
component, one end will have value π and the other −π (since the graph is bipartite):
this implies that the reduced cost of this column (arc) will be zero, contradicting its
dual infeasibility.
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Now we are ready to present the main result of this section:
Lemma 10. Let T be a tree and A its incidence matrix. Then the unrestricted least
squares problem minx ‖Ax− b‖2 can be solved in linear time on the size of A for any
b.
Proof. Let x be the solution of minx ‖Ax− b‖2 and π = b− Ax.
We know from lemma 7 that the value of π can be computed in linear time. We will
prove that we can also compute the value of x in linear time.
We will prove by induction on the number of edges of T . Suppose T has just one
edge, i.e., A is composed of just one column and its vertices are 1 and 2. Suppose,
without loss of generality that ∆ = {1} and Ξ = {2}. From lemma 7, we have
∆∗ = b1 , Ξ




x+ π1 = 1 ⇒ x = 1− π1 ⇒ x = 1− b1 + b2
Now, let |T | = n + 1, i.e., a tree on n edges. Since T is a tree, the exists an edge
incident with a leaf. Without loss of generality, let the vertex 1 denote this leaf and
A1 be the column corresponding to the edge that is incident with this vertex. We can
compute in exactly n+ 1 steps (just counting the vertices) of the value of ∆∗ and Ξ∗.
Since we have ∆∗ and Ξ∗, using again lemma 7 we have the value of π. Now, since A1
is a leaf, we have that x1 = b1 − π1. We can now extract this leaf from T and repeat
the same procedure on the subgraph T −{A1}. Note that we must not recompute the
values of π for the subgraph T − {A1}. Observe also that the total number of steps
of this algorithm is n+ 1 to compute ∆∗ and Ξ∗ and n to compute x values, where n
is the number columns of A. Thus, the complexity of the algorithm is O(n).
Corollary 11. Let T be a forest and A its incidence matrix. Then the unrestricted
least squares problem minx ‖Ax− b‖2 can be solved in linear time on the size of A for
any b.
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Proof. Apply lemma 10 to each connected component of the forest generated by
A.
3.3 Solving the Assignment Problem using the NNLS Primal-
Dual Algorithm
We will give an example to show how the theory worked so far could be put together
to solve the assignment problem. Recall the example on section 1.2. Let us first label
the rows from 1 to 4 and the columns from 5 to 8. We start off in the same way as
in the traditional Hungarian method obtaining a dual feasible solution by generating
zeros in each row and column (see figure 7).
After generating the zeros, we build the graph on figure 8 and solve the NNLS in
order to obtain the dual direction. Figure 9 shows the NNLS solution. After obtaining
the direction, we have the ’weights’ that we will use to find the amount to subtract
or add from each row or column, as illustrated on figure 10.
After the dual update, we will generate a new set of zeros. This means that are
graph will have a different set of edges, as shown on figure 11.
Solving the NNLS problem on the new graph will lead us to a complete assignment,
since the NNLS solution is zero. Figures 12 and 13 illustrate two possible basis for
the NNLS, giving as a result two minimum assignments.
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Figure 7: Generating one zero per row and one per column.
Figure 8: Graph generated after the dual feasible point is computed.
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Figure 9: NNLS solution.
Figure 10: Maximum value of t such that dual feasibility will still be satisfied.
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Figure 11: Graph generated after the dual feasible point is computed.
Figure 12: A possible final basis for the NNLS solution.
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Figure 13: A possible final basis for the NNLS solution.
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CHAPTER IV
SOLVING THE MAXIMUM CARDINALITY MATCHING
PROBLEM USING THE NNLS ALGORITHM
Although the matching problem is very well understood and efficient algorithms for
it on both bipartite and non-bipartite case exist, we aim at building even faster
algorithms in practice for the general matching problem.
The main idea is to make a connection between solutions obtained by the NNLS
algorithm and the solutions of the maximum cardinality matching problem for the
same graph.
In section 4.1, we present a full characterization of the solutions obtained by the
NNLS algorithm for both bipartite and non-bipartite graphs.
In section 4.2, look into the relationship between solutions obtained by the NNLS
algorithm and the solutions of the maximum cardinality matching problem on general
graphs.
4.1 Characterization of Solutions Obtained by the NNLS
Algorithm
In this section we characterize the solution obtained by the NNLS algorithm.
4.1.1 The Bipartite Case
Let G be the input graph for the algorithm. We will assume throughout this
subsection that G is bipartite. Each connected component of the solution obtained
by the NNLS algorithm is a tree (see chapter 3) for the bipartite case. Thus, the
solution obtained by the algorithm will be a forest. We will now characterize the arcs
connecting these trees.
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The problem can be formulated as:







Ax+ s = b
x ≥ 0
Recall that the KKT conditions state that a vector (x, s) is a solution for P if and
only if there exists a vector π such that:
(D) : πtAj = 0 if xj > 0 (21)
πtAj ≤ 0 ∀j
πj = sj ∀j
Let H1 and H2 be two connected components obtained by the NNLS algorithm. Let
∆i and Ξi, with |∆i| ≥ |Ξi|, be the partitions of Hi, for i = 1, 2. Observe that ∆i and
Ξi are well defined for i = 1, 2 since G is bipartite. From chapter 3, we have that the
unique solution value for the dual variables is:
πik =
|∆i|−|Ξi|
|Hi| ∀k ∈ ∆i , i = 1, 2.
πik =
|Ξi|−|∆i|
|Hi| ∀k ∈ Ξi , i = 1, 2.
Constraint (21) implies that |πik| = |πij|, ∀k, j ∈ Hi. Therefore, for each connected
component Hi, let us define:
πi = |πij| , ∀k ∈ Hi.
Thus, if an edge (u, v) (u ∈ H1 and v ∈ H2) connects the connected components H1
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π1 = |π1v | = π1v ≤ −π2u = |π2u| = π2
π1 = |π1u| ≤ |π2v | = π2
Thus, there can be an edge connecting u ∈ H1 ∩∆1 and v ∈ H2 ∩ Ξ2 only if
π1 ≤ π2
If u ∈ H1 ∩ Ξ1 and v ∈ H2 ∩ Ξ2, then there is no constraint, since
π1u = −|π1| < 0
π2v = −|π2| < 0
π1u + π
2
v = −|π1| − |π2| ≤ 0





It is clear that there can be no edge connecting u ∈ H1 ∩ ∆1 and v ∈ H2 ∩ ∆2,
since:
π1u = |π1| ≥ 0
π2v = |π2| ≥ 0
π1u + π
2
v = |π1|+ |π2| ≥ 0






It must be pointed out the we are characterizing the solutions obtained by the
NNLS algorithm, and not general solutions for the problem. Not every solution for the
minimization of the norm 2 of the vector of slack variables must be a tree. Consider
the following example shown on figure 14 on four vertices (cycle of size four). The
unique least squares solution is π1 = π2 = π3 = π4 = 0. However, for the values of x’s
(edges), more than one solution is possible. The red lines represent the edges that have
positive value. The solution shown on figure 14(a), i.e., x12 = x23 = x34 = x41 = 0.5,
is a possible assignment of value to the edges in the optimal solution, although it
would have never been obtained by the NNLS algorithms. The solution on figure
14(b) (x12 = x34 = 1 and x23 = x41 = 0) could have been obtained by the algorithm,
as well as the solution x12 = x34 = 0 and x23 = x41 = 1.
Figure 14: NNLS solution: possible solution values of x for the same graph.
4.1.2 The Non-bipartite Case
Let G be the input graph for the algorithm. We know that trees can be connected
components of the solution of the NNLS algorithm. We will now show that an odd
cycle is the only other type of connected component that will appear in a solution of
the NNLS algorithm.
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Lemma 12. Let B be a feasible basis for the NNLS solution and IB be its index set.
Let H ∈ G be a connected component and let n = |H|. Suppose, without loss of
generality, that H spans G. If H is not a tree, then H must be an odd cycle.
Proof. If B is a basis, then the columns of B must be linearly independent. If H
is not a tree and it is a connected component, then it must have a cycle. Because
of the linearly independence requirement of the columns, this cycle cannot be even.
Therefore, H contains an odd cycle. We shall see that H is in fact an odd cycle.
Suppose for a contradiction that H is composed of an odd cycle C connected to a
tree T , i.e., H = C ∪ T . Let u ∈ T be a leaf. Since u is a leaf, πu = 0. Suppose that
u is connected to v. Since πu = 0 then we must have xuv = 1, and also that πv = 0.
This implies that the edge (u, v) is disconnected from C. Contradiction, since H is a
connected subgraph of G.
Again, it must be pointed out the we are characterizing the solutions obtained
by the NNLS algorithm, and not general solutions for the least squares minimization
problem. Not every solution for the minimization of the norm 2 of the vector of slack
variables must be either a tree or an odd cycle. Consider the following example shown
on figure 15 on five vertices (a clique of size five). The unique least squares solution
is π1 = π2 = π3 = π4 = π5 = 0. However, for the values of x’s (edges), more than one
solution is possible. The red lines represent the edges that have positive value. The
solution shown on figure 15(a), i.e., x12 = x13 = x14 = x15 = x23 = x24 = x25 = x34 =
x35 = x45 =
1
4
, is a possible assignment of value to the edges in the optimal solution,
although it would have never been obtained by the NNLS algorithm. The solution on
figure 15(b) (x12 = x23 = x34 = x45 = x51 =
1
2
and x13 = x14 = x24 = x25 = x35 = 0)
could have been obtained by the algorithm, as well as any the solution that contains
an odd cycle.
Now that we have a full characterization of the connected components, we will
characterize the edges connecting these connected components. So far, in subsection
40
Figure 15: NNLS solution: possible solution values of x for the same graph.
4.1.2, we characterized the value of the dual variables corresponding to arcs that
connect two trees.
Since the dual variables corresponding to the arcs are zero, the reduced cost of
any arc connecting two cycles is zero, thus there is no restriction in this case.




Since πCv = 0 ⇒ πHu ≤ 0
Thus, any connected component H in the solution obtained by the NNLS that is
a tree will be connected to cycle by an edge incident with a vertex u ∈ H only if
πHu ≤ 0, that is, if u belongs to the partition of smaller cardinality of H1.
4.2 Relationship between the Maximum Matching and NNLS
Solutions
In this section, we discuss in detail the relationship between solutions obtained by the
NNLS algorithm and the solutions of the maximum cardinality matching problem on
general graphs.
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4.2.1 The Bipartite Case
Let G be the input graph for the algorithm. We will assume throughout this
subsection that G is bipartite. Also, the partitions of G will be denoted as ∆ and Ξ,
and these are such that |∆| ≥ |Ξ|.
In section 4.1 it was stated that if S is bipartite, the solution obtained by the
NNLS algorithm is necessarily a forest. The next theorem gives a necessary condition
for a connected component in the NNLS solution in terms of the maximum cardinality
matching of that component.
Theorem 13. Let H ∈ G be a connected component obtained by the NNLS algorithm.
Let ∆ and Ξ be the partitions of H such that |∆| ≥ |Ξ|. Then the maximum cardinality
matching for H leaves |∆| − |Ξ| exposed nodes.































Now, let zp be the solution value of the following problem:






Ax+ s = b
x ≥ 0
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Ax+ s = b
x ≥ 0






Finally, let zq+ be the solution value of the following problem, that is equivalent to





Ax+ s = b
x ≥ 0
s ≥ 0








From (23), it is clear that zq+ is the number of exposed nodes on the maximum
cardinality matching. Now, note that the solution value of (P ) for the connected





























zq+ ≤ |∆| − |Ξ| (25)
Thus, inequality (25) gives an upper bound on the number of exposed nodes. Since
it is clear that zq+ ≥ |∆| − |Ξ|, then the number of exposed nodes in the maximum
cardinality matching for the component H must be exactly |∆| − |Ξ|.
To illustrate an application of theorem 13, consider the graph on 7 vertices shown
in figure 16. The partitions are ∆ = {1, 2, 4, 6} and Ξ = {3, 5, 7}. On red we can
see a maximum cardinality matching. The number of exposed nodes is 7 − 4 = 3.
Now, since 3 > 1 = |∆| − |Ξ|, the theorem implies that the NNLS solution for G has
to have more than 1 connected component, as shown in figure 17. The connected
components satisfy theorem 13, as we can see on figures 18 and 19.
Figure 16: Maximum matching on a graph that has more than 1 connected compo-
nent in the NNLS solution.
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Figure 17: NNLS solution for the graph on figure 16.
Figure 18: Connected component of the NNLS solution in figure 17.
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Figure 19: Connected component of the NNLS solution in figure 17.
Corollary 14. Let H ∈ G be a connected component obtained by the NNLS algorithm.
Let ∆ and Ξ be the partitions of H such that |∆| ≥ |Ξ|. Then there exists a complete
matching from Ξ to ∆.
Proof. From theorem 13, we know that the maximum matching for H leaves |∆| −
|Ξ| exposed nodes. Thus, its cardinality must be |Ξ|. Since there can be no edge
connecting two vertices in |∆| (since H is bipartite), there are no exposed nodes in
|Ξ|.
Let π∗ be the solution of problem (P ) in section 4.1.2. Let us define the following
sets:
J0 = {j|π∗j = 0} (26)
J− = {j|π∗j < 0} (27)
J+ = {j|π∗j > 0} (28)
Theorem 15. Let G be a bipartite graph with partition (∆,Ξ) and A its incidence
matrix. Further, let π∗ be the solution of problem (P ) in section 4.1.2 and consider the
sets J0, J−, J+ defined previously. Let M− = {(u, v)|u ∈ J− , v ∈ J+} such that M−
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is a matching and |M−| = |J−| and M0 = {(u, v)|u ∈ J0 ∩ Ξ}. The M = M− ∪M0
is a maximum cardinality matching on G.
Proof. Firstly, it must be observed that the existence of a matching M− with the
aforementioned properties in the statement of the theorem follows from corollary 14.
Also, since M0 is clearly seen to be a perfect matching on the graph induced
by the vertices in J0, M0 could have been constructed also with the set ∆, i.e.,
M0 = {(u, v)|u ∈ J0 ∩∆}.
Clearly M is a matching, otherwise the graph would contain an edge connecting
two vertices on the same partition. We need to show that there is no augmenting
path in G for M .
Suppose for a contradiction that there is an augmenting path P . By construction
of M , the exposed nodes must belong to J+. Suppose that P connects u, v ∈ P ∩
J+. Clearly, u cannot be connected to any vertex in M0, otherwise it would violate
the KKT conditions and π∗ would not be a solution. That means that the path
P connecting u to v must contain edges belonging to M−. But since this path is
alternating, there will be a vertex in J+ connected to u or v, and this is a contradiction,
since it will violate the KKT conditions.
Theorem 16. Let G be a bipartite graph with partition (∆,Ξ) and A its incidence
matrix. Further, let π∗ be the solution of problem (P ) in section 4.1.2 and consider the
sets J0, J−, J+ defined previously. Let C− = {u|u ∈ J−} and C0 = {u|u ∈ J0 ∩ Ξ}.
The C = C− ∪ C0 is a minimum cardinality cover on G.
Proof. We have to show first that C is a cover of the edges by vertices. Suppose that
C is not a cover. Then there must be an edge connecting a vertex u ∈ J+ to a vertex
v ∈ C0 ∪ J+. But then KKT conditions would be violated, since by construction
πu + πv > 0.
Clearly there cannot be a vertex cover with fewer vertices.
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Corollary 17. (König’s theorem) In any bipartite graph, the number of edges in
a maximum cardinality matching is equal to the minimum cardinality vertex cover.
Proof. Take the matching M as in theorem 15 and the vertex cover C as in theorem
16. Clearly |M | = |C|.
4.2.1.1 An Example
To illustrate theorems 15 and 16, consider the bipartite graph on figure 20. One
partition has the blue color and the other is black.
On figure 21 we can see the NNLS solution. From the solution shown on figure
21, we can construct the sets J0, J−, J+ and using theorems 15 and 16 obtain the
maximum matching on figure 22 as well as the minimum cover on figure 23.
Figure 20: A bipartite graph.
4.2.2 The Non-Bipartite Case
For the non-bipartite case the we do not have the nice connection between the
NNLS solution and the maximum cardinality matching provided by theorem 15. The
reason is that odd cycles cause the NNLS to produce solutions such that some of the
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Figure 21: NNLS solution.
Figure 22: Maximum matching.
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Figure 23: Minimum cover.
basic variables do not belong to any maximum matching. To illustrate this, consider
the graph on figure 24.
Figure 24: Example of a non-bipartite graph.
On figure 25 we can see the unique maximum matching. However, the NNLS
will not necessarily produce this matching as a final basis. One possible basis for
the NNLS algorithm is the one highlighted on figure 26, leaving out one edge of the
maximum matching.
In order the avoid the situation illustrated on figure 26, we need to find a way of
making the NNLS algorithm give us a basis with the fewest number of odd cycles.
In order to achieve this, we will have to generate a new graph G∗ induced by the
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Figure 25: Unique maximum matching.
Figure 26: Possible NNLS solution.
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vertices whose dual variable are zero. Thus, V (G∗) = J0. It is clear that if we apply
the NNLS algorithm to G∗, the answer will be the same and the same cycle may be
generated. Therefore, we need a way to prevent this cycles to be in the solution. In
order to accomplish that, we resort to shrinking each odd cycle (an idea developed
by Edmonds in [12]) into a node and apply the NNLS in the smaller graph and apply
the same idea recursively. One crucial difference between this algorithm and the
traditional ones in the literature that use the blossom idea (see [15], [25], [34] and
[16]) is that several odd cycles are shrunk at the same time, since the solution of the
NNLS will generate all of them after the execution.
It has been shown in section 4.1 that the solutions generated by the NNLS al-
gorithm will be a graph (possibly disconnected) composed of connected components
that are trees (see chapter 3) or odd cycles (see lemma 12). Also, from lemma 12, we
know that the odd cycles in E− are isolated.
In order for us to build a procedure to extract the maximum matching from the
NNLS solution for a general graph, we need the following lemma:
Lemma 18. Let G be a general graph. Suppose that we start the NNLS with a basis
that is a forest (e.g. any matching on G). Let (x∗, π∗) be the NNLS solution and let
B be the optimal basis. If B has the smallest number of odd cycle, then the maximum
matching will be contained in the columns of the basis.
Proof. Consider the linear programming formulation of the maximum matching prob-
lem on a graph with n nodes is:




Ax+ s = 1
x ≥ 0
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e∈E(G) xe is equivalent to min
∑
j∈V (G) sj. We know that every odd
cycle produced by the NNLS solution is isolated. Therefore, each odd cycle will have
one exposed node. Thus, minimizing the number of odd cycles will minimize the
number of exposed nodes in the matching obtained from the NNLS solution.
Lemma 18 states that if we can devise a procedure to compute the NNLS solution
such that the optimal basis will have the fewest number of odd cycles, then we can
extract the maximum cardinality matching from it. This is crucial in the construction
of an algorithm that uses the NNLS procedure to compute the maximum matching,
since if we simply calculate the maximum matching for each of the cycles obtained,
it is easy to see that there may still be an augmenting path connecting two exposed
nodes in these cycles. Therefore, after obtaining the NNLS solution for G, we have a
maximum matching on J− ∪ J+ that will be part of the maximum matching on G,
we can eliminate the subgraph induced by vertices in J− ∪ J+ and rerun the NNLS
algorithm for the subgraph of G induced by the vertices in J0 obtained after shrinking
the odd cycles.
4.2.2.1 An Example
To illustrate how the NNLS can be used to compute the maximum cardinality
matching by means of lemma 18, consider the non-bipartite graph on figure 27.
Suppose that after applying the NNLS algorithm we end up with the basis on
figure 28. The edges that are in the basis are in red. The unique value of the dual
variables is indicated next to each node. The vertices in J− are in blue and the ones
in J+ are in black.
Figure 29 is the graph that remains when we remove all of the vertices in J−∪J+.
Also the odd cycles remain in red as to indicate which odd cycle will shrink.
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After shrinking the odd cycle on figure 29, we obtain the graph on figure 30. Again
the NNLS algorithm is applied to this reduced graph, obtaining the solution on figure
31.
The odd cycles in the basis of the new solution are highlighted on figure 32. After
shrinking (see figure 33) and solving the NNLS for the new reduced graph. we have
the solution shown on figure 34. Since there are no longer odd cycles in the last basis
obtained, the algorithm stops.
On figure 35 and 36 we can see the expansion of the odd cycle taking place in
order to recover the matching for the original graph shown on figure 37.
Figure 27: Example of the NNLS algorithm applied to non-bipartite graphs.
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Figure 28: NNLS solution.
Figure 29: Odd cycles in the optimal basis.
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Figure 30: Graph obtained after shrinking the odd cycles.
Figure 31: New NNLS for the reduced graph.
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Figure 32: Odd cycles in the optimal basis.
Figure 33: Graph obtained after shrinking the odd cycles.
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Figure 34: New NNLS for the reduced graph.
Figure 35: Expanding the odd cycles.
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Figure 36: New basis of the NNLS with the minimum number of odd cycles.
Figure 37: Maximum matching.
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CHAPTER V
MINIMIZATION OF P-NORMS AND SEPARABLE
DIFFERENTIABLE CONVEX FUNCTIONS
In this chapter, we describe some theoretical results concerning the solution of mini-
mization of p-norms and separable differentiable convex functions subject to matrices
with a special structure: each column must have at most two nonzero elements.
In section 5.1, we reduce the general problem of minimizing separable differentiable
convex functions to the minimization in norm 2 allowing us to use the NNLS algorithm
to solve it.
In section 5.2, we deal with the infinity norm. Since the infinity norm is not
differentiable, we must use an approach different from the one used in section 5.1.
5.1 Separable Differentiable Convex Functions
Let A be a m × n matrix and b be a vector of dimension m. Let also f(.) be a
convex differentiable functions. We are interested in solving the following problem:




Ax+ s = b
x ≥ 0
Since P is a convex program, KKT are necessary and sufficient. Thus, the vector
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(x, s) is a solution for P if and only if there exists π such that:
(D) : πtAj = 0 if xj > 0
πtAj ≤ 0 ∀j
πj = f
′(sj) ∀j
Suppose that the matrix A has exactly two nonzero elements per column. For a
column j, it will be denoted by j1 and j2 the nonzero elements of this column. Using
this notation, the KKT conditions are written as:
(D) : πj1Aj1 + πj2Aj2 = 0 if xj > 0
πj1Aj1 + πj2Aj2 ≤ 0 ∀j
πj = f
′(sj) ∀j
Substituting πj = f
′(sj) on the other inequalities:
(D) : f ′(sj1)Aj1 + f
′(sj2)Aj2 = 0 if xj > 0
f ′(sj1)Aj1 + f
′(sj2)Aj2 ≤ 0 ∀j
This in turn is:
(D) : f ′(sj1)Aj1 = −f ′(sj2)Aj2 if xj > 0
f ′(sj1)Aj1 ≤ −f ′(sj2)Aj2 ∀j
Let us first consider the simplest case where A is a {0, 1} matrix. Then the previous
formula reduces to:
f ′(sj1) = −f ′(sj2) if xj > 0 (29)
f ′(sj1) ≤ −f ′(sj2) ∀j (30)







Ax+ s = b
x ≥ 0
g′(sj1) = −g′(sj2) if xj > 0 (31)
g′(sj1) ≤ −g′(sj2) ∀j (32)
Suppose, further, that we have the solution for (P ). A natural question arises: for
a constraint matrix with the state properties, what are the necessary and sufficient
conditions for the problem (Pg) has the same solution as (P )?
Clearly, if the function g(.) on (Pg) satisfies 29 and 30 are true if and only if 31
and 32 hold, then a solution of (P ) is also a solution of (Pg), and vice-versa, since the
KKT conditions, in this case, are necessary and sufficient. From this discussion, we
have the following lemma:
Lemma 19. Let A be a {0, 1} matrix with exactly two nonzero elements in each
column. Let x be the solution of (P ). Let g(.) be a convex differentiable function such
that
g′(sj1) = −g′(sj2) ⇔ f ′(sj1) = −f ′(sj2) (33)
g′(sj1) ≤ −g′(sj2) ⇔ f ′(sj1) ≤ −f ′(sj2) (34)
Then x is also a solution of (Pg).
Proof. This can be clearly inferred from the KKT conditions for the problems (P )
and (Pg).
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Theorem 20. Let A be a {0, 1} matrix with exactly two nonzero elements in each
column. Let f(x) = 1
2
x2. Let x be the solution of (P ). Let g(.) be a convex differen-
tiable function such that g′(.) is an injective odd function. Then x is also a solution
of (Pg).
Proof. If suffices to show that equivalences 33 and 34 hold for any x. Since the matrix
is {0, 1} and there are exactly two nonzero elements in each column, if s is a solution
for (P ), then:
f ′(sj1) = −f ′(sj2)⇔ sj1 = −sj2 ⇔ g(sj1) = g(−sj2)⇔ g′(sj1) = −g′(sj2)
The above equivalences follow from the definition of f(.) and from the fact that g′(.)
is an injective odd function. That proves equivalence 33.
Equivalence 34 can be proved using the same reasoning:
f ′(sj1) ≤ −f ′(sj2)⇔ sj1 ≤ −sj2 ⇔ g(sj1) ≤ g(−sj2)⇔ g′(sj1) ≤ −g′(sj2)
The above equivalences follow from the definition of f(.) and from the fact that g′(.)
is an injective odd function.
Corollary 21. Let A be a {0, 1} matrix with exactly two nonzero elements in each
column. Let f(x) = 1
2
x2. Let x be the solution of (P ). Let g(x) = 1
p
xp, for any even
p, p > 2. Then x is also a solution of (Pg).
Proof. Straightforward application of theorem 20, since g
′
(x) = xp−1 is an injective
odd function.
The previous corollary tells us that given a constraint {0, 1}-matrix A with exactly
two nonzero elements in each column, the solution of the NNLS problem is the same
as for any p-norm, p > 2.
As an example, let us consider the general graph on figure 38. The norm 2 solution
is on figure 39. The p-norm solution is shown on figure 40.
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5.2 The Infinity Norm
In this section, we show how to obtain the solution for the infinity norm from the
norm 2 solution.
In the previous section we dealt with norms that were differentiable functions.
The infinity norm, however, is not differentiable, precluding us from using the same
approach to solve this problem as for the case when p is finite.
For a column j, it will be denoted by j1 and j2 the nonzero elements of this column.
The minimization for the infinity norm can be posed as the following linear pro-
gramming problem:
(P∞) : min z
s.t.
z − s+j − s−j ≥ 0 ∀j
Ax+ s+ − s− = b
x, s+, s− ≥ 0
The dual of (P∞) is
(D∞) : max πtb
s.t. ∑
j ρj = 1
πj − ρj ≤ 0 ∀j
πj + ρj ≥ 0 ∀j
πj1 + πj2 ≤ 0 ∀j
ρ ≥ 0





‖b− Ax‖∞ = max{sj|sj ∈ arg min{‖b− Ax‖2}}
Proof. Let (x̂, ŝ) be the solution for the norm 2 problem:







Ax+ s = b
x ≥ 0
Also, let π̂ be the solution of the dual of (P ), i.e., π̂ = ŝ. We will show that the
solution value of (P∞) is maxj π̂j.
Recall that for a connected component in the norm 2 solution, |π̂i| = |π̂j|, for any
edge (i, j) in this component.
Let s̃ = maxj ŝj.
Consider now the connected components such that s̃ = |π̂j|, for any vertex j of
this connected component. Let us denote the vertex set of these components by





ρ̃j = 0 ∀k ∈ V (G)− C.
Also, set
π̃j = ρ̃j, if π̂j > 0 ∀j ∈ C
π̃j = −ρ̃j, if π̂j < 0 ∀j ∈ C
π̃j = 0 ∀k ∈ V (G)− C.
Claim 23. (ρ̃, π̃) is feasible for (D∞).
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Proof. By construction, it is easy to see that all of the constraints except 35 are
satisfied. Thus, let us check that constraint 35 is satisfied by (ρ̃, π̃). Suppose j, k ∈ C.
Then
π̃j + π̃k = ρ̃j − ρ̃j = 0
Suppose j, k ∈ V (G)− C. Then
π̃j + π̃k = 0− 0 = 0
Suppose j ∈ C and k ∈ V (G)− C.
π̃j + π̃k = −ρ̃j + 0 = −ρ̃j ≤ 0
The first equality holds, since otherwise
π̃j = ρ̃j > 0 ⇒ π̂j = max
i
ŝi ⇒ π̂j + π̂k > 0
Contradicting the dual optimality of π̂.
Let z̃p be the solution value of P
∞ and z̃d be the solution value of D
∞.
Claim 24. s̃ = z̃p = z̃d.
Proof. The first equality comes from the definition of s̃. We will prove now the second
one by showing that the dual feasible solution (ρ̃, π̃) has value s̃.









































































Thus, we found a dual feasible solution with the same value as the primal feasible
obtained by the norm 2 solution, proving the theorem.
As an example of how to extract the infinity norm solution from the NNLS so-
lution, consider the general graph on figure 38. The NNLS solution can be seen on
figure 39. From this norm 2 solution, we identify the connected component whose
dual variables have the highest value (see figure 41). Applying theorem 5.2, we have
the dual variables computed for the infinity norm on figure 42.
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Figure 38: Example of a general graph.
Figure 39: The NNLS solution.
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Figure 40: P-Norm solution, for 1 < p <∞.
Figure 41: Connected component with maximum value of the dual variables.
69
Figure 42: The infinity norm solution.
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CHAPTER VI
THE ONE-STEP NNLS METHOD FOR THE
ASSIGNMENT PROBLEM
In this chapter, we describe how we can solve the assignment problem by using the
NNLS algorithm to solve a single norm 2 problem, as opposed to the NNLS primal-
dual algorithm presented on chapter 2.
Throughout this section, n will denote the number of workers and also the number
of jobs. It will be denoted by A the incidence matrix of the bipartite graph that
represents the possible assignments of workers to jobs. We will denote the column of
A that represents the assignment of worker i to job j by A(i,j).
6.1 The Modified Least Squares Problem
As we have seen before, the assignment problem can be modeled as the following
LP:


























x(i,j) + t = 0 (36)
x ≥ 0
We will call r the normalization factor. Let xp be the solution of problem (P ) and
xr be the solution of problem (Qr). A natural question arises: for which values of r
(if any) is it possible to extract the solution xp from xr? In order to answer this, we
will need to build up some theory.
First, let us write the KKT conditions for problem (Qr). Thus, the vector (x, s, t)










πj = sj ∀j
ρ = t .
Now, let zp be the optimal solution value of (P ) and zr be the optimal solution value
of (Qr). From primal feasibility, since x ≥ 0, r > 0 and c(i,j) ≥ 0, ∀i, j, we must have
in the optimal that ρ ≤ 0.
Moreover, from the KKT conditions and primal feasibility, it is easy to see that if
c > 0, then the optimal solution of (Qr) is never zero since:
πk = 0 , ∀k ⇔ ∃x(i,j) > 0 ⇔ ρ < 0.
Therefore, if A is an incidence matrix of a bipartite graph that has a perfect matching,
for a fixed r > 0, we already know that in general we do not have xp = xr. Therein
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lies the need of some ”rounding scheme” whereby some values of xr are to be set to
zero and the others to one, making it possible to extract the solution xp from xr.
Thus, we want to know for which values of r > 0 (if any), there can be a ”rounding
scheme” such that it is possible to extract the solution xp from xr.
In order to ensure that we are setting the correct value of xr to zero/one, we
must have that the optimal basis of the NNLS algorithm for problem (Qr) contains
the optimal one for the primal-dual NNLS applied to problem (P ). Thus, since the
optimal basis for the primal-dual NNLS applied to problem (P ) will be a maximum
matching, then we must find for which values of r > 0 the optimal basis of the NNLS
algorithm for problem (Qr) will also be a perfect matching or some graph from which
the perfect matching can be easily extracted. It is important to recall that a perfect
matching is a forest whose trees have at most one edge and without isolated nodes.
It is clear that a feasible basis for the NNLS algorithm for problem (Qr) will be
a forest (i.e., a set of trees). First, let us find for which values of r > 0 the NNLS
algorithm for problem (Qr) must end with an optimal basis that does not have any
isolated nodes.
Suppose that A be an incidence matrix of a bipartite graph that is not a matching,
i.e., there exists more than one possible matching for the underlying graph, otherwise
it is trivial.
Lemma 25. Let A be an incidence matrix of a bipartite graph the has a complete
matching. If r > ‖c‖1 for problem (Qr), then πi < 1, ∀i.
Proof. Suppose, for a contradiction, that the implication does not hold. Let (π, ρ) be
the optimal values of the dual variables of problem Qr, for r ≥ ‖c‖1 + 1, with πk = 1.
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Since A is an incidence matrix of a bipartite graph the has a complete matching,
let x̂ be a primal feasible solution that is complete matching, i.e., x̂i = 1 for the
vertices i that are in the matching, and x̂i = 0 otherwise. Let (π̂, ρ̂) be the value of
the dual variables corresponding to this solution. Let ẑr be the value of the objective





























ẑr < zr ⇒ zr is not optimal!
Therefore, if r = ‖c‖1 + 1 and (π, ρ) are the optimal values of the dual variables of
problem Qr, then we must have that πi < 1, ∀i.
Since lemma 25 implies that for any value of r > ‖c‖1 the optimal solution obtained
by the NNLS algorithm will not contain an isolated node, it would suffice now to show
that there exist a value of r such that each tree of the forest generated by the optimal
basis of the NNLS algorithm will have at most one edge (since there can be not
isolated nodes, each tree will have exactly one edge).
However, it is not possible to satisfy this requirement for every cost matrix. Con-
sider the example shown in figure 43, where the costs are indicated on the arcs. No
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matter how much we increase r (the normalization factor), the NNLS solution will
NOT be a set of trees each with one edge only. For r large enough, we will have the
optimal basis shown on figure 44.
Therefore, we must relax the requirement that each tree of the forest generated
by the optimal basis of the NNLS algorithm will have at most one edge. Thus, we
will only require that every tree of the forest generated by the optimal basis of the
NNLS algorithm will have a perfect matching. As we shall see later, it is very easy
to extract a perfect matching from a tree.
Figure 43: Assignment problem on 4 nodes, with cost c = [7, 2, 3, 10]t
Recall from chapter 3 that every feasible basis for the NNLS algorithm applied
to problem (Qr) is a tree, if we do not take into account constraint 36. It is easy to
see that if a subset of the columns of A is linearly independent, then it will still be
linearly independent with the inclusion of the constraint 36. This means that every
tree (more generally, a forest) is a basis for problem (Qr).
In order to see that every connected component of any basis is a tree, let us take
a look at the conditions that must be satisfied for a basis.
Let Ã = [At c]t and b̃ = [bt 0]t, where bj = 1, ∀j. Let B̃r be a feasible basis of
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Figure 44: Optimal basis.
the NNLS for problem (Qr), i.e., a linearly independent subset of the columns of Ã
and let IB̃r and IB be the index set of the columns in B̃r and B, respectively. In
order to obtain the current primal and dual solutions we need to solve the following




Let yr = (xr, πr, ρr) be the primal-dual pair that is the solution of problem 37 for a









+ ρr = 0 (39)
Bxr + πr = 1 (40)
Lemma 26. Let B̃r = [B
t cB]
t, where cB is the vector that contains the components of
c that correspond to the columns of B. If B is a forest then B̃r is a basis for the NNLS




Proof. This is clear, since B is a submatrix of B̃r whose set of columns is linearly
independent.
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The converse of lemma 26 is not true. In order to check that, consider the following
graph (a cycle with 4 edges) shown on figure 45. The number on the edges are
their corresponding coefficients in the objective function, i.e., c = [5, 3, 1, 4]t. The
unrestricted LS solution computed by the pseudoinverse is shown on figure 46 with
the value on each edge being the primal solution. After with change the cost of the
edge (3, 4) from 1 to 2 (see figure 47) we have that the new graph cannot have its

































Therefore, different from the NNLS algorithm for bipartite graphs studied on
chapter 4, in order to check whether or not a subgraph is a valid basis for the NNLS
algorithm, we must take into account both the topology and the cost vector (objective
function) of the subgraph. However, as the next lemma states, if we start with a
feasible basis that is a forest, the NNLS algorithm will terminate with a basis that is
also a forest.
Lemma 27. Suppose that the initial basis used in the NNLS algorithm is a forest,
then, at any iteration, the basis B̃r will NOT contain the edge set of a cycle.
Proof. Suppose, for a contradiction, that, at some iteration, the basis B̃r contains the
edge set of a cycle C = {(1, 2), (2, 3), ..., (2k− 1, 2k), (2k, 1)}, for some integer k. Let
IC = {1, ..., 2k}. Let us denote O and E the set of odd and even natural numbers,




















ρr = 0 (43)


























c(u,v) = 0 (44)
Since we assumed that the initial basis did not contain a cycle, this means that in a
previous iteration not all of the edges in C were in the basis. Suppose, without loss
of generality, that the last edge of C of enter the basis is (2k, 1). Let (π̂r, ρ̂r) be the












ρ̂r = 0 i ∈ IC ∩ E (46)






ρ̂r > 0 (47)
Proceeding as before, i.e., multiplying equalities 46 and inequality 47 by −1 and




























The last inequality obtained contradicts equality 44.
Figure 45: Cycle with cost vector c = [5, 3, 1, 4]t
Let (xr, πr, ρr) be the solution of the problem (Qr).
Let F r be the forest induced by the optimal basis B̃r. Let us define the following
sets:
Ω+r = {v|v ∈ F r, πrv > 0} (48)
Ω−r = {v|v ∈ F r, πrv < 0} (49)
Ω0r = {v|v ∈ F r, πrv = 0} (50)
Lemma 28. Let F r be defined as previously and B̃r = [B
t cB]
t. Let Hr be a connected
component of F r. Let πr be defined as before. Then, we have:
∀k ∈ Ω−r ∩ V (Hr) ∃j ∈ Ω+r ∩ V (Hr) such that |πrj | ≥ |πrk| .
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Figure 46: Valid basis (not feasible) for the NNLS algorithm.
Figure 47: Cycle with cost vector changed.
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Proof. if |V (Hr)| = 1, then the lemma is trivially true.
Let v ∈ Ω−r ∩ V (Hr). Since |V (Hr)| > 1, ∃u ∈ V (Hr) such that (v, u) ∈ Hr. From













πru ≥ −πrv = |πrv|
⇒ πru ≥ |πrv|
Theorem 29. Let F r be defined as previously and B̃r = [B
t cB]
t. Let Hr be a
connected component of F r that does not have a perfect matching. Let πr be defined
as before. Then, we have:






Proof. Suppose for a contradiction that no such k exists. If B̃r is a basis, then let

















x(i,j) + t = 0
x ≥ 0






Let AH be the submatrix of A that contains the columns corresponding to the edges
of the connected component Hr.
Consider now the following NNLS problem:












r − t∗) = 0
x ≥ 0
Let srH be the subvector of s
r whose elements correspond to the component H.
Let (yr, ηr) be the optimal solution of (QHr ).
Claim 30. ηr = srH .
Proof. Let ẑH be the solution value of problem (Q
H








Suppose ηr 6= srH . Since the objective function of both problems is strictly convex,
their solution is unique (on s and z). Thus, since ηr 6= srH , we must have either
ẑH < z
r
H or ẑH > z
r
H .
If ẑH > z
r
H , then η
r cannot be optimal, since srH is feasible for (Q
H
r ) and its cost in
the objective function is smaller.
If ẑH < z
r
H , then s
r cannot be optimal, since we can build a primal feasible solution
for (Qr) (x, s, t) by setting
x(i,j) = x
r
(i,j) , (i, j) ∈ F −H
x(i,j) = y
r
(i,j) , (i, j) ∈ H
si = s
r
i , i ∈ V (F )− V (H)
si = η
r
i , i ∈ V (H)
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with cost in the objective function that is smaller.








AHy + η = b
x ≥ 0
Let zpH be the optimal value of the objective function of (P
H). Since (PH) is a
relaxation of (QHr ), then z
p
H ≤ ẑH . Problem (PH) is NNLS problem whose constraint
matrix is the incidence matrix of a bipartite graph. Let (y∗, η∗) be the optimal
solution of PH . In chapter 4 we know that the edges (i, j) corresponding to the
components of y∗ such that y∗(i,j) > 0 form a forest F
∗ ⊂ F r. Since H does not have
a perfect matching, at least one of these connected components has a vertex whose
dual variable is not zero. Let H∗ ⊂ F ∗ be this connected component. Let ∆ and Ξ
be the partitions of H∗. Recall from chapter 3 we have the following formula for the








, j ∈ Ξ
Since η∗j 6= 0 and |∆| and |Ξ| are integers, then |∆| − |Ξ| ≥ 1.








Thus, we have the following lower bound:



































Clearly, relation 52 contradicts 51.
Thus, for at least for one k ∈ V (Hr) we must have that |πrk| ≥ 12n√2n .
Corollary 31. Let F r be defined as previously and B̃r = [B
t cB]
t. Let Hr be a
connected component of F r that does not have a perfect matching. Let πr be defined
as before. Then, we have:






Proof. Straightforward application of theorem 29 and lemma 28.
The following lemma provides a comparison between the cardinality of the sets
Ω−r and Ω
+
r for each tree in F
r.
Lemma 32. If v ∈ Ω−r and (v, u) ∈ T r, then u ∈ Ω+r . Moreover, |T r∩Ω−r | < |T r∩Ω+r |.
Proof. Suppose for a contradiction, that there exists two nodes v, w such that (v, w) ∈






ρ = 0 (53)












To prove the second assertion, it suffices to observe that any leaf u ∈ T r has to
belong to Ω+r (otherwise, primal feasibility implies that ∃j ∈ T r such that xju > 1).
Therefore |T r ∩ Ω−r | < |T r ∩ Ω+r |.
If the optimal forest contains more than one connected component (i.e., more than
one tree), then following lemma proves the existence of an arc connecting one vertex
in Ω+r to another in Ω
0
r.
Lemma 33. Let F r be defined as previously and let u ∈ F r ∩ Ω+r be chosen as in
corollary 31. Then, there exists v ∈ (Ω+r ∪ Ω0r) such that (u, v) ∈ E(G).
Proof. Suppose, for a contradiction, that such edge does not exist. Since the graph
G is a complete bipartite graph, then if (u, v) /∈ E(G), u and v belong to the same
partition of G. Let us denote the partition of G by ∆ and Ξ. Suppose, without loss
of generality, that u, v ∈ ∆. Following the same reasoning:
Ω0r ∪ Ω+r ⊂ ∆ ⇒ Ξ ⊂ Ω−r
From lemma 32, we have that |Ω+r | > |Ω−r |, then:
|∆| ≥ |Ω0r ∪ Ω+r | ≥ |Ω0r| ∪ |Ω+r | > |Ω−r | ≥ |Ξ|
⇒ |∆| > |Ξ|
Contradiction, since |∆| = |Ξ|.
The following lemma provides an upper bound on the value of |ρr|:
Lemma 34. Let (πr, ρr) the dual solution for the problem Qr. Then |ρr| ≤
√
2n.
Proof. Let (ŝ, t̂) be the optimal solution of problem Qr with value zr.





j = zr ≤ 2n
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Thus:










Now we are ready to prove the main result of this section: how large the value of
r must be in order to allow us to extract the norm 1 solution from problem (Qr).
Theorem 35. Let A be an incidence matrix of a bipartite graph the has a complete
matching. Suppose that c 6= 0. If r > 4n2‖c‖∞, then each tree of the forest generated
by the optimal basis of the NNLS algorithm for the problem (Qr) will have a perfect
matching.







ρr ≤ 0 (54)
Thus, if we want the value of r such that every tree in the optimal basis has a perfect
matching, it suffices to check for which value of r the inequality 54 will not be satisfied
for some edge (v, w), if the tree does not have a perfect matching. Thus, if a feasible
basis induces a tree that does not have a perfect matching, then Ω+r 6= ∅ (see corollary
31). Then, from lemma 33, there exists must exist v ∈ Ω+r and w ∈ Ω+r ∪ Ω0r such











































From lemma 25, if G is a bipartite graph with a perfect matching, then if r > ‖c‖1
then the solution of problem (Qr) will not contain isolated nodes. From theorem 35,
if r > 4n2‖c‖∞, then every tree with more than one vertex in the solution will have a
perfect matching. Since 4n2‖c‖∞ > ‖c‖1, if we choose r > 4n2‖c‖∞, then our solution
for (Qr) is guaranteed to be a forest with a perfect matching. It suffices to show that
this perfect matching is indeed of minimum cost.
Theorem 36. Let r > 4n2‖c‖∞ and let B̃r be an optimal basis for (Qr). Then the
perfect matching contained in the forest is the minimum cost complete matching.
Proof. Let F r be the edge set of the columns in the basis. By the choice of r, from
theorem 35, F r contains a perfect matching. Let M r be is this complete matching.
We have to show that it is of minimum cost. Suppose for a contradiction that there
exists another complete matching M with cost less that M r. Thus, there exists an








Let IC = {1, ..., 2k}. Let us denote O and E the set of odd and even natural numbers,
respectively. Without loss of generality, let
M r = {(i, i+ 1) | i ∈ IC ∩O}




















ρr ≤ 0 ∀(v, w) ∈M ∩ C (59)
Summing up all equalities 58 and multiplying the result 58 by −1 and adding this












Inequality 60 contradicts our assumption in 57, thereby proving the theorem.
Theorems 35 and 36 provide us with a way of selecting r such that if we apply the
NNLS algorithm to problem (Qr) starting from a feasible basis that is a forest, then
the optimal basis will be a forest that has a perfect matching.
At this point, one question arises: how to extract the perfect matching from this
forest? The following lemma provides a simple way of doing that.
Lemma 37. A perfect matching can be extracted from a tree with m edges in m steps.
Proof. We will use induction on the number of edges of the tree. For a tree with one
edge, the theorem is trivially true.
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Suppose the theorem is valid for any tree with number of edges less than m.
Let T be a tree with m edges.
Since T is a tree, ∃v ∈ T such that v is a leaf. Suppose that (v, w) ∈ T . The perfect
matching on T will be (v, w) plus the perfect matching on T −{v, w} (using induction
hypothesis).
6.2 Avoiding The Computation of The Normalization Fac-
tor
As we have seen on the previous section, we can compute the value of r of problem
(Qr) (defined in section 6.1) in such a way that if we apply the NNLS algorithm to the
problem (Qr), the optimal basis will be a forest that contains the perfect matching
of minimum cost. In this section it will be shown that, in fact, we do not need to
compute this normalization factor, leading to a method that is numerically stable
even if the product 4n2‖c‖∞ is very large.
Therefore, our objective is to build an algorithm that just assumes r > 0, and
arbitrarily large, and finds the optimal perfect matching.









In terms of the new notation, it is clear that (πr, ρr) is an optimal dual solution for
(Qr) if and only if there exists an x primal feasible for (Qr) such that:
c(u,v) = 0 if x(u,v) > 0
c(u,v) ≤ 0 ∀(u, v) ∈ G
Let T be a tree and define v ∈ T its root. Given a root If w ∈ T − {v}, let Pw
be the unique path that connects w to v in T and let E(Pvw) be the set of edges in
this path. Let IPvw = {1, ..., |Pw|}, and O,E be the set of odd and even numbers,
respectively. For any vertex w ∈ T , let us label the vertices in this unique path
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v0 = v,...,v|E(Pvw)| = w. Let us define the following sets:
POvw = {(vj−1, vj)|j ∈ IPvw ∩O}
PEvw = {(vj−1, vj)|j ∈ IPvw ∩ E}
Lemma 38. Let T be a connected component of a basis of the NNLS algorithm. Let
v be a leaf of T . Then if w is any vertex of T , we have that










Proof. We will prove by induction on the number of edges of the tree T .











πrw = (−1)1πrv + (−c(w,v))
ρ
r
Then the formula is true, since |E(Pvw)| = 1, PEvw = ∅ and POvw = {(w, v)}.
Let T be a tree with m edges. Suppose the theorem is true for every tree with less
than m edges.
Let (w, u) be an arbitrary edge of T . Suppose, without loss of generality, that u
is not a leaf. Let v ∈ T − {w} be a leaf that is connected to u in T − {w}. Since
T − {w} has less than m edges, using induction hypothesis
















ρ = 0 (63)
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Substituting 62 in 63:


































Thus, the formula is true, since:






vu ∪ {(w, v)}
Let T be a connected component of a basis of the NNLS algorithm. Let ∆ and Ξ







Then we have the following lemma:
Lemma 39. Let T be a connected component of a basis of the NNLS algorithm and






Proof. Let us consider the constraints of problem (Qr) that are contained in the








k = bk k ∈ Ξ (65)
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Let T be a connected component of a basis of the NNLS algorithm. Let v ∈ T be








The following corollary enables us to compute the value of the chosen root as a
function of ρ.
Corollary 40. Let T be a connected component of a basis of the NNLS algorithm.
Let v be a leaf of T that is chosen as the root. Let ∆ and Ξ be the partitions of T ,















Proof. Substitute the formula obtained in lemma 38 in the equation of lemma 39 to
reach the desired result.
Before the next corollary, for the sake of simplicity, let us define the following








The next corollary provides us a way of computing the dual variable for any vertex
other than the root.
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Corollary 41. Let T be a connected component of a basis of the NNLS algorithm.
Let v be a leaf of T that is chosen as the root. Let ∆ and Ξ be the partitions of T ,











Proof. Substitute the formula obtained in lemma 40 in the equation of lemma 38 to
reach the desired result.
Lemma 42. Let T be a connected component of a basis of the NNLS algorithm. Let








where ζvuw and γ
v
uw are rationals.
Proof. We will prove by induction on the number of edges of the tree T .
Suppose T has only one edge. Let (w, v) ∈ T .
x(w,v) + πv = 1
x(w,v) = 1− πv
x(w,v) = 1 + (−c(w,v))
ρ
r
where ζvwv = 1 and γ
v
wv = −c(w,v) .
Let T be a tree with m edges. Suppose the theorem is true for every tree with less
than m edges.













Let (w, u) be an arbitrary edge of T . Suppose, without loss of generality, that u is
not a leaf. Let v ∈ T − {w} be a leaf that is connected to u in T − {w}. Since
T − {w} has less than m edges, using induction hypothesis we have for every edge











The primal constraint at vertex u is:
∑
uj∈δu−{w}
x(uj ,u) + x(w,u) + πu = 1 (68)

































































since the rationality of ζvwu and γ
v
wu can be trivially seen, the lemma is proved.
Lemma 43. Let T be a connected component of a basis of the NNLS algorithm. Let












where the values of ζvuw and γ
v
uw were obtained as in lemma 42.
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Proof. Let us fix a leaf v ∈ T to be the root.





x(u,w) + ρ = 0




























































The computation will be performed assuming that r is positive and as big as we
want.
We will apply the one-step method to the example in figure 2 on chapter 1, after
generating one zero per row and one per column (see figure 2(b)).
For the sake of simplicity, we will denote the workers as {1, 2, 3, 4} and the jobs
as {5, 6, 7, 8}.
Let the initial basis be composed of the arcs {(1, 5), (2, 6), (3, 7), (4, 8)}, as shown
in figure 48.
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Figure 48: Initial basis for the One-Step NNLS Method.
Calculating the π’s as a function of ρ:




























Calculating the x’s as a function of ρ:
























Computing the value of ρ using 69, 70, 71 and 72:


























× r = 1− 1× 10
r2 + 18






× r = 1− 2× 10
r2 + 18






× r = 1− 2× 10
r2 + 18
> 0 for r big enough.

























































































































Arcs (2, 8), (3, 5), (3, 8), (4, 6) and (4, 7) want to enter the basis, as shown by the
dotted lines on figure 49. Let us choose the arcs (4, 6) and (2, 8) to enter the basis.
Since they will form a cycle (see figure 51), we must remove arcs (2, 6) and (4, 8) from
the basis (see figure 52). Observe that arc (3, 5) can also enter the basis at the same
time since it belongs to a different connected component (see figure 50).
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Figure 49: Arcs that want to enter the basis on the first iteration.
Figure 50: Arc (3, 5) enters the basis.
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Figure 51: Arcs (4, 6) and (2, 8) enter the basis generating a cycle.
Figure 52: Arcs (2, 6) and (4, 8) are dropped from the basis.
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The new basis is shown in figure 53. We now have three connected components:
{(1, 5), (3, 5), (3, 7)}, {(4, 6)} and {(2, 8)}. Let choose the vertices 1, 4 and 2 as their
roots, respectively.
Figure 53: Basis at the end of the first iteration.
For the first connected component, let us compute the π’s as a function of π1 and
ρ:
π5 = −π1 +
0
r




π3 = π1 +
0− 0
r




π7 = −π1 +
−2 + 0− 0
r




Calculating the π1 as a function of ρ using 73, 80 and 75:
π1 =





















































Calculating the π’s as a function of ρ for the other two connected components:
















Calculating the x’s of the first connected component as a function of ρ:




































Calculating the x’s of the other connected components as a function of ρ:












Computing the value of ρ, using 82, 83, 84, 85 and 86:










ρ = − 4
r2 + 0
× r






= 1− 2× 4
4r2















= 1− 6× 4
4r2
> 0 for r big enough.
x28 = 1− 0ρ = 1 > 0
x46 = 1− 0ρ = 1 > 0
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Therefore, this basis is OPTIMAL!
Since the optimal basis will be composed of the arcs {(1, 5), (3, 5), (3, 7), (2, 8), (4, 6)}
(as shown in figure 54)), we can extract the perfect match as shown by the thicker
lines in figure 55.
Therefore, the solution of the assignment problem will be the perfect matching
composed of the arcs {(1, 5), (3, 7), (2, 8), (4, 6)}.
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Figure 54: Optimal basis for the One-Step NNLS Method.
Figure 55: Complete matching of the optimal basis.
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