INTRODUCTION
In recent years, distributed coordination control of multi-agent systems has received considerable attention from various research communities. This is mainly due to its wide applications in many practical areas such as rendezvous, formation control, flocking, attitude alignment, and sensor networks [1] [2] [3] [4] . As a critical issue in the coordination control of multi-agent systems, consensus means that all agents eventually reach an agreement via local interaction. Problems of consensus have been studied extensively.
In most existing works, the problem of consensus have been investigated in a noisy-free environment, namely, it has assumed that each agent can obtain accurate information from its neighbors. However, in many practical situations, such information is often corrupted by various noises. Hence it is more practical to consider consensus problems under noisy environment, and it has attracted the attention of some researchers [5] [6] [7] [8] [9] [10] [11] . In [5] , average-consensus problems of first-order continuous-time multi-agent systems under measurement noises have been investigated. They have proved that mean square average-consensus can be reached if the with [5] , this paper makes the following contributions. We prove that, as long as the interaction topology has a spanning tree which is a much weaker condition, the consensus can be reached asymptotically in mean square in the case of fixed topology. In addition, the case of time-varying topology is also taken into account in this paper. It is shown that the average-consensus can be achieved asymptotically in mean square with the assumption that each interaction topology is balanced and strongly connected. The convergence analysis is given by studying the reducedorder system with the help of stochastic Lyapunov function and matrix theory.
The following notations are used throughout this paper. Let I be an identity matrix with appropriate dimension, and 1 be a column vector of all ones with appropriate dimension. 
N denotes the total number of all possible graphs describing the interconnection topology. We assume  is a finite set. For convenience of exposition, suppose that the time-interval [0 )
 is constituted by an infinite sequence of nonempty, non-overlapping, and contiguous subintervals In this paper, we consider the following first-order continuous-time system of n agents: ( ) ( ) 1 , wt is an independent normal white noise, 0 ji  is the noise intensity. Meanwhile, we assume that each agent knows its own state exactly.
Our control goal is to let the states of all the agents converge to a common value in the sense of mean square. For this end, we use the following distributed protocol:
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where ( ) [0 ) (0 ) at     is piecewise continuous, called consensus-gain function. In order to reduce the detrimental effect of the noise, we assume that the consensus-gain function satisfies the following assumptions. at  as t , which further implies that the impact of the noise will be attenuated as time goes on; Assumption (A1) means that () at cannot decrease too fast, otherwise the agents may prematurely converge to different individual limits.
III. MAIN RESULTS

A. Fixed topology
In this subsection, we consider the case of fixed topology. It was shown that having a spanning tree is the minimum requirement to guarantee consensus in the case of fixed topology without measurement noises. As a matter of fact, having a spanning tree implies that there is at least an agent whose information can be shared by all the other agents. Naturally, if the interaction topology has a spanning tree, even in the presence of measurement noises consensus could still be reached in certain sense by means of appropriate protocol.
Applying protocol (3) to system (1) yields:
Then system (4) can be written in a compact form:
Since that L is not positive stable, most existing results in stochastic approximation cannot be directly applied to the convergence analysis of system (5). To deal with this problem, we need the following lemma.
Lemma2. [7] Suppose that G has a spanning tree. Denote 
and we have the following relationship:
which will be used in the sequel.
Let us agree to say that system (7) is the reduced-order system of (5). Noticing that H is positive stable, stochastic Lyapunov analysis can be employed to the convergence analysis of the reducedorder system. Next, we shall study the reduced-order system by using stochastic Lyapunov analysis. Theorem 1. Consider system (7) . Assume G has a spanning tree and Assumptions (A1) and (A2) 
We claim that 
Theorem 2. Consider system (5). Assume
G has a spanning tree and Assumptions (A1) and (A2) hold, then the n agents reach consensus asymptotically in mean square. That is, there is a random
In addition, [5] , here we only require that G has a spanning tree, which is much weaker than being balanced. In addition, if G is balanced and has a spanning tree, then 1 n q  1, which implies that the n agents reach average consensus asymptotically in mean square. That is, 
It is a system driven by an 2 N -dimensional standard white noise, which can be written in the form of the Itô stochastic differential equation 
and the following relationship:
which will be used in the sequel. 
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It follows from (20) and Itô formula that 
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Where
, which are well defined since  is a finite set.
We claim that Lyapunov analysis and matrix theory are employed in the convergence analysis of the multiagent system. Through studying the reduced-order system, we proved that consensus can be reached asymptotically in mean square for both fixed and time-varying topology cases. In the case of fixed topology, we only require that the interaction topology has a spanning tree, which is a much weaker condition. In the case of time-varying topology, with the assumption that each interaction topology is balanced and strongly connected, average consensus can be reach asymptotically in mean square.
