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Recent years have seen an increase in the variety of methods used to perform Auditory Attention
Decoding (AAD). Current high performing methods for auditory attention decoding rely on large
training sets and lack comparable standards with one another largely due to the variability in the
training data used. Simple standards between these models could help researchers better interpret
performance and direct the progression of work to a model that performs the best. Here the
performance of a Deep Neural Network (DNN) architecture for AAD proposed by (Cicarelli et
al.,2019) is evaluated on a new, smaller set of training data collected in (Fuglsang et al.,2017). The
network is shown to successfully achieve learning behavior when presented with the reduction of
training data. Limiting the number of listeners used for training based on the output average loss
curve resulted in comparable decoding accuracy. Further metrics show the benefit of an analysis
of the relevance of listeners used for training of the network. The consistent performance of the
network given the reduction in the provided training data shows how the simple DNN is a robust
method for performing AAD. It also allows us to properly compare the performance of the DNN
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In a single day a person is exposed to a plethora of sounds from a variety of sources, each containing a
dense amount of information regarding our surroundings and interpersonal communication. Being
able to distinguish and organize this constant and complex auditory input is one of the most
impressive capabilities of the human brain. In particular, our brain can constantly adapt and
change almost instantaneously to determine which of these sources is the most important and
should be focused on. It’s even just by nature that one can simultaneously track various auditory
stimuli in an environment. When speech streams are among the mixed audio input it is instinctive
for people to tune their attention to that. A key aspect of transferring information through language
is the need of listeners to correctly hear enough content. However, when multiple speech signals
are present most find it difficult to maintain accurate information retention though are highly
aware of the other speakers’ presence and location. Current research is highly interested in how
the brain is able to accurately process such complex audio scenes (Han et al., 2019, M¨uller et
al., 2020, Vandecappelle et al,2020, Taillez et al., 2020). Particularly, efforts are being made to
understand how the brain steers attention in the presence of multiple sources of human speech.
The commonly studied task is a person distinguishing a speech source from others while being able
to retain the information from that specified source to an acceptable degree. This thesis explores
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the recreation of nonlinear decoding techniques in replicating a simplified version of an auditory
attention decoding (AAD) task and its robustness to a newly introduced data set.
The classical motivation for mimicking auditory attention is described by the Cocktail Party Prob-
lem (Cherry et al., 1953). This problem refers to a person’s ability to attend to one speaker
when multiple are present in a complex auditory environment, such as at a crowded cocktail party.
Though it is a basic communication task that is performed unconsciously throughout every day
and by humans of all ages it is an intrinsically difficult problem when it comes to replicating how
humans solve it. Selective attention is an intrinsic part to everyday life and is has been shown that
the ability to distinguish the unique physical features of speech from background noise is learned
from a young age (Plude et al., 1994). Specific auditory queues, such as a person’s name, are shown
to also be coded to grab our attention at a very young age (Newman, 2005) and require much less
perceptual information to do so (Driver, 2001). As adults humans have a much stronger compre-
hension of human speech, however in a multi-speaker environment maintaining attention suffers
when the information in the speech streams are determined to be equally important (Plude et al.,
1994). Beyond the auditory aspect multiple types of sensory queues are used in these situations to
determine where ones’ attention should be. Research has shown that visual salience and auditory
attention are likely controlled by similar neural mechanisms (Shinn-Cunningham, 2008). In the
scope of this work only the auditory aspect of determining attention in the Cocktail Party Problem
is of interest.
1.2 Mechanisms of the Brain
1.2.1 Auditory Pathway
For decoding all of these complex auditory signals the brain has an equally complex system, referred
to as the auditory pathway. This sensory system helps in translating and processing all the audio
information from the environment into electrical signals in the auditory cortex. This system starts
with the physical input of sound being received by the outer ear, consisting of the ear canal and ear
drum, and then compressed by the middle ear, an interconnected structure of three bones. This
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is then transferred to the inner ear where the cochlea applies nonlinear processing to convert the
input audio to a series of electrical spikes in the auditory nerve. These spikes are then processed by
neurons in the brainstem, midbrain auditory cortex, and higher cortical areas. It has been shown
that along the auditory pathway many of the physical characteristics of each individual stimulus are
processed whether or not the listener is choosing to attend to it (Naatanen 90’). Such characteristics
include frequency content (Schreiner et al., 2000), localization information (Brugge et al., 2008), and
physical envelope shape (Ding et al., 2012). This breakdown of information is critical in our brain’s
ability to accurately segregate the multiple audio streams. In each level of the auditory pathway
a tonotopic organization scheme exists (Humphries et. el). In a tonotopic organization neurons
are specifically organized by their response to different frequencies. The arrangement of neurons
mirrors the distribution of receptors in the cochlea’s basilar membrane. This structure extends from
neurons that better respond to high frequencies to neurons that better respond to low frequencies.
It has been hypothesized that it is through a combination of the extracted characteristics in a
consistent organization that the brain is able to decode the surrounding auditory environment and
construct appropriate auditory objects to represent the individual input streams (Shihab et al.,
2011).
1.2.2 Attention
Another mechanism that affects the brain’s ability to perform source separation, information re-
tention, and source identification is attention. Though the brain does catalog all the incoming
sources it is through active and passive attention mechanisms that allow the brain to segregate
the incoming auditory streams. Selective auditory attention allows listeners to suppress interfering
audio streams and focus on the desired, relevant stream (Bregman and Ahad, 1996). Furthermore
is has been shown how selective auditory attention is associated with the entrainment of neural
oscillations (Zion Golumbic et al., 2012). This entrainment pertains to how low-frequency brain
oscillations synchronize to the temporal regularities of input auditory stimuli. Selective attention
causes these neural oscillations to modulate their phase to align high excitability phases to critical
events in the chosen attended audio input (Zoefel and VanRullen, 2016). This type of neural filter-
ing has show to have a cross-sensory effect since a similar behavior is seen in such cortical regions
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as the visual cortex (Fiebelkorn et al. 2013). The unattended audio streams should then provide
fewer similarities with neural oscillations.
Many applications of selective source enhancement have tried to reproduce the brains highly ac-
curate process for the task. Of particular interest is how the brain determines attention and uses
that to control source separation. There are two well-established models for describing auditory
attention. First, in a bottom-up attention model the mechanism that determines attention is driven
by the content of the stimulus. This would imply that a new sound or speech source with certain
qualities would be perceived as more salient, or noticeable, to the listener. An example would be a
loud, unexpected bang or one’s name being called. It has been shown that this basic drive to pick
out deviancy in dynamic auditory scenes plays a role in how we form the incoming auditory objects
(Kaya and Elhilali, 2014). Second, a top-down attention model is task-dependent where attention
is selectively shifted towards what the listener wants to attend. In this model the listener actively
uses prior knowledge, such as a speaker’s gender or a learned association between a fire alarm and
danger, to focus attention on a single input of the overall auditory scene. In using this model the
brain is implied to be using the momentary memory of the audio scene to update the attended
audio. It is widely acknowledged that these two models work in sync to help shape a listener’s
understanding of an auditory scene, but the extent that each plays is still largely not understood.
1.3 Auditory Attention Decoding
In Auditory Attention Decoding (AAD) of speech many studies focus on applying a top-down
model for determining the attended input speech stream of a listener (Fuglesang et al., 2017,Kalinli
,2008, Ciccarelli et al., 2019). Naturally the brain can quickly separate and determine the desired
attended audio stream due to the processing in the auditory cortex breaking down the auditory
scene. Once the audio stream is identified the brain is able to boost that signal, while suppressing
all other unattended speech and extraneous noise. A key aspect of this model is determining how
the individual characteristics of the multiple input audio streams are received and separated by
the listener to pick out the desired audio stream. To this end simple comparison techniques use
reference audio, representing the desired attended audio, to compare incoming audio streams to
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identify the target stream and enhance it (Kalinli ,2008). This requires access to the individual
clean signals or a functional source separation algorithm and knowledge of what you are looking
for. Applying this technique is ineffective for performing a real-world AAD task as it is impossible
to have access to the attended audio in real time prior to it reaching the listener.
Recent years have brought researchers closer in replicating the brain’s ability to identify attended
audio stream in that speaker identification, source separation, and machine learning techniques
are being integrated into how the attended speaker is being identified. A natural progression is
a system that is trained to recognize a person’s voice through provided samples that allow the
system to store the characteristics as comparison criteria for future detected input audio streams.
These techniques have been very developmental to the integration of technology in our everyday
lives, but again suffer due to an inability to adapt in real-time to new situations where a large
set of training data is not available. Situations where the incoming audio is not known prior to
receiving it are called blind source-separation tasks. Since the brain is naturally attuned to solving
such tasks it is clear that relevant AAD models must have this functionality and that the brain’s
real-time response to an auditory scene can act as a tool in this.
For a blind source-separation task to successfully model the complex inner working of the brain
there are many factors to consider. To determine attention the goal is to decode the brain’s
response to the training input audio so that one can predict, based on the auditory cortex response,
which one the listener is attending to. The response of the cerebral cortex to speech has been
shown to be correlated with the envelopes of both the unattended and attended audio (Ding 2011,
Mesgarani et el., 2012), especially in the delta (1-4 Hz) and theta (4-8 Hz) bands (Ding et al., 2012).
This has led researchers to propose the use of electroencephalography (EEG) (O’sullivan, 2014),
magnetoencephalography (MEG) (Akram, 2017), and electrocortiography (ECoG) (Dijkstra, 2015)
recordings to reconstruct the envelope of the attended audio speech signal. Of key interest with these
neural recordings is the measurement of auditory event-related potentials (ERP) or event-related
fields (ERF), which are the neural responses resulting directly from a specific auditory sensory event.
Typical AAD implementations then compare each individual audio stream’s acoustical properties to
the neural data and the one with the highest similarity is determined to be the target of attention.
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Through training of multiple methods this can be effective in decoding where a listener desires
their attention to go. In most applications this would result in an enhancement to the desired
input audio stream. One commercially popular method for replicating this selective enhancement
is beamforming where increased sensitivity is put on audio coming from a specific direction around
the speaker. Basic implementations determine a particular direction of enhancement by either
pre-setting the direction or choosing the direction of the loudest input audio. These methods are
easily open to a lot of error, such as when background noise is louder than the speech stream of
interest or the pre-set direction does not match the location of the speech stream. In accurately
reproducing the brain’s auditory attention decoding an endpoint goal is the improvement of methods
like beamforming to make them more accurate, robust, and adaptable.
1.4 Methods for Measuring Neural Data
In practical settings the neural response can be very complex due to aspects of the auditory scene
and how the listener is reacts to it including extraneous noise, constant attention switching, re-
verberation, characteristically close input audio streams, etc. This has lead experiments to focus
on simplified auditory scenes that consist on only two individual, spatially separate speakers in-
troduced to a stationary listener or through headphones to the listener. These simplified scenes
make it easier to attribute the ERP activity measured in the neural recordings to characteristics of
speech. In approaching a blind-source separation task, such a basic auditory scene where the the
multiple audio sources are separated makes it a much more manageable task. Recent experiments
have found success in applying source separation to auditory scenes prior to comparing with the
reconstructed audio (Han et. al, 2019). Furthermore, methods have been proposed for successful
AAD tasks using the noisy reference audio that such source separation methods would normally
produce (Aroudi et. al, 2016). In the development of this task each neural recording technique has
shown its capability in decoding attended envelops from event-related potentials.
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1.4.1 Electrocortiography (ECoG)
ECoG is a method of recording electrical activity in the cerebral cortex using electrodes placed
directly on the exposed surface of the brain. Due to the invasive nature the technique can better
capture the spectrotemporal structure of the neurological process of the brain. Using ECoG record-
ings to reconstruct audio envelopes from the broadband gamma range (70-170Hz) has been shown
to be effective in determining attention in a two-speaker environment (Dijkstra, 2015). In fact this
study also showed that significant accuracy can be achieved with as little as one electrode in use.
However, for practical use the invasive aspect of ECoG recordings makes them entirely impractical
for uses in commercial devices. The use of the ECoG recordings is then only really limited to those
suffering from severe neuro-degenerative diseases that prevent the use of conventional assistant
devices.
1.4.2 Magnetoencephalography (MEG)
MEG is a neuroimaging technique where the brain activity is recorded by monitoring the magnetic
fields produced by the electric currents in the brain. Early studies using MEG were able to reveal
a correlation between theta band (4-8 Hz) modulation at 200ms post-stimulus and intelligibility
of speech signifying tracking how listeners hear is a possibility (Luo and Poeppel, 2007). In recent
years MEG has been shown to be a reliable measurement technique in more advanced AAD tasks
such as switch attention settings (Akram 2016, de Cheveginé, 2018). In the real-time applications
needed for the accurate performance of hearing aids and hearing implants MEG recordings have
a few shortcomings. First, MEG recordings cannot be taken without specialized, noisy equipment
making it very impractical to integrate into such small devices. Second, MEG recordings provide
very good spatial-resolution in separating cortical sources (Silva, 2013), yet lack in its ability to
provide the same temporal resolution of EEG without the formally mentioned equipment. Recent




EEG is another noninvasive technique where the brain’s electrical activity is measured with exterior
nodes. These nodes capture the brain’s spontaneous electrical activity, which produces neural
oscillations. Due to the ease of neural data collection it is very easy to collect large data sets for
training. In contrast to MEG recordings EEG has the temporal resolution to record the neural
response to continuous speech (Lalor et. al 2009), yet it lacks in spatial resolution requiring many
nodes to get the same location specific readings as MEG. It has also been shown that EEG is
more sensitive to attention-related neural activity components (Kahkonen et. al, 2001). Further
research has looked into the use of minimal nodes for obtaining the neural readings while still getting
significant decoding accuracy (Fuglsang et al., 2017). Also, unlike the other methods, progress has
been made in developing wearable unobtrusive devices that use EEG to solve AAD tasks (Looney
et. al, 2010, 2011). The use of EEG is then more practical for AAD tasks and will be the method
focused on for the continuation of this section.
1.5 Decoding Methods
For the reconstruction of the envelopes, represented as sa(t), a linear spatiotemporal decoder is
has been shown to be effective for AAD tasks (Fuglsang et al., 2017). This decoder, defined as






g(n, c)M(t+ n, c) (1.1)
M(t, c) is used to represent the C-channel EEG recording at discrete time t and neural channel
c. The time lag index is represented by n, which has time lags between 0 and Nl−1 samples. The
time lag is meant to represent the lag between the brain receiving the auditory stimulus and when
the brain processes it. The most effective time lag has been shown to be around the 250ms range
(O’Sullivan, Power, 2015). The reconstruction of the attended envelope at time t is the weighted
sum of all C channels as well as future samples up to t+n. Applying a decoder to the EEG signals
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is referred to as a backwards model throughout the literature. In contrast, a forward model is when
a decoder is used on the stimulus envelope prior to calculating its similarity to the EEG recordings.




h(n, l)S(t− l) (1.2)
h(n, l) is the forwards decoder while S(t) represents the input speech envelope. Once the envelope
is reconstructed a similarity measurement, such as correlation coefficients or mean-square error
(MSE), between each identified input stream and the reconstruction is taken to determine accu-
racy. Difficulties do occur in the forward models as it is hard to replicate the noise in the neural
recordings for a more percise comparison. From these descriptions it is clear that the forward
model corresponds to bottom-up attention models while the backwards model is directly related to
a top-down attention model.
1.5.1 Variations on Linear Decoding
For the decoder to optimally reconstruct the envelope much consideration must be given to the
weights of the decoder. In a linear method a common implementation is a regularized, least-squares
transform (LSQ) (O’Sullivan, 2015). The LSQ weights are referred to as the temporal response
function (TRF). These TRFs characterize how the changes in EEG recordings correspond to a unit
impulse in the input features. The TRFs have also been applied to decoding of speech spectro-
grams (Ding et al., 2012), phonemes (Di Libierto et al., 2015), and semantic features (Broderick
et al., 2011). Regularization methods are necessary to constrain the model coefficients to prevent
overfitting. In a comparative study between multiple forward and backwards models, each applying
a different regularization method, it was found that backward models not only outperformed the
forward models, but also benefited significantly more from specific regularization method (Wong
et. al, 2018). Such a direct method for decoding either the stimulus from the whole neural data or
the neural data from the stimuli is open to a lot of error, especially since the brain implements non-




Resulting similarity scores, specifically correlation, that linear methods use generally produce lower
values (r = .1− .2) due to the fact that EEG recordings account for a plethora of the brain’s sensory
processing, much less its overall activity. This makes it so the variance of the EEG data cannot
be accounted for by the audio stimuli. Canonical Component Analysis (CCA) is a method that
was introduced to reduce the redundant variation in the stimulus and EEG data by proposing the
use of an optimal transform for both stimuli and EEG that leads to the highest correlation (de
Cheveigné et al., 2018). In this study multiple CCA transforms were proposed and tested against
a linear forward and backward model. It was found that the correlations reached their highest
values when two finite impulse response (FIR) filters were used for the transforms of both the EEG
data and the stimulus envelope. Computationally CCA was found to cost only a mild amount of
memory to out-perform the linear tasks. Overall, CCA provides a significant improvement to the
correlations of the EEG data and stimulus data with a computationally efficient technique. It has
also been suggested that CCA would perform better when used with non-linear transforms of the
data to take into account how the brain processes audio.
Statistics driven State-Space Models
Another proposed method is the integration of state-space-models that makes use of statistical
measurements to determine the likelihood of attending to one speaker or another (Akram et al.,
2016, Miran et al., 2018). A state space model in an AAD task consists of two components, one
relating the neural measurement to a set of unobserved state variables, such as the forward model,
and another describing the evolution of those unobserved states over time. The parameters for these
components can be tuned for each new event when implemented in a probabilistic framework.
Such a proposed framework includes a Maximum a-posterior (MAP) estimation, found through
using an EM algorithm, being used to infer the state-space parameters while the attentional state
is modeled by a statistical distribution (Akram et al., 2016). One key advantage is that these
produced parameter estimations have confidence bounds that can be used in inference procedures
like hypotheses testing. The same study found that the state-space model could provide highly
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accurate results in the common two speaker setting with a reduced temporal resolution of under
10 seconds.
The state-space model has also open up the general method of attention decoding to interpret
more complex processing of the brain, specifically how the brain is able to switch which audio
stream it is paying attention to. In recent models a Bayesian representation of the state model has
been implemented and is shown to operate in near real-time with high accuracy in both consistent
and switched attention states (Miran et al, 2018). This study was able to tune the state space
model to interpret the similarity scoring methods obtained through the decoding of both EEG and
MEG recordings. Some noteworthy advantages include a temporal resolution of 1 sec for robust
attention decoding performance and the need for only minimal offline training. The addition of the
state-space model addresses many of the real-time applications issues that the decoders present.
1.5.2 Non-linear Models
In order to better model the auditory processing that takes place in the auditory pathway many
non-linear models for training the weights of the decoder have been proposed. Machine learning
methods make use of non-linear processing, which not only help account for the neural processing
of the brain, but the compression and loss of fine structure information that also occurs. These can
enhance the CCA method by taking the newly transformed neural data and envelope and creating
a more robust mapping between them. Similarly, in the use of state-space model approaches the
similarity scores used in the probabilistic framework would benefit from more robust decoding of
the neural data. As of yet not much effort has been focused towards the combination of these
methods in performing the AAD task. Rather the sole improvement over the decoding accuracy of
the linear forward and backwards methods through the use of a single method has been the goal
in recent years.
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Deep Neural Network (DNN)
One such technique is the implementation of Deep Neural Networks. In automatic speech recogni-
tion tasks the integration of DNN and other non-linear models show improvement compared to prior
state-of-the-art methods (Hinton et al., 2012). This gives evidence for the use of DNN topologies
for replicating the auditory processing of the brain. DNNs are advantageous to a linear regression
model due to the tunable parameters that give more precise reconstructions. DNNs have also been
used to evaluate the relevance of inputs (Fuglsang et al., 2017). The study shows that DNNs can
identify what neural activity is most relevant to the AAD task. This leads to crucial aspects such
as reduction in computational complexity and the reduction in the amount of neural activity that
needs to be measured. A DNNs nonlinearity also plays a role in reducing the error in the inverse
mapping. When applied to AAD tasks a simple DNN containing minimal layers has been shown to
perform consistently equal with the linear regression models (de Taillze et al., 2017, Ciccarelli et al.,
2019). One of these studies actually shows improvements of the DNN when using broadband (1-32
Hz) EEG data rather than the common narrowband (2-8 Hz) usually associated with neural queues
for audio processing. This shows how the nonlinear nature of the DNN topology also allows for
more in depth processing of the neural data. Such results have motivated other nonlinear machine
learning methods to be applied to AAD tasks to find methods that provide greater accuracy while
keeping the replication of the auditory system.
Convolution neural network (CNN)
Convolution Neural Networks are widely used in image classification and are a preferred approach
in recognition and detection tasks. Studies have shown positive results for seizure detection from
EEG data through the use of a CNN (Mengni et al., 2018). In recent iterations of implementing
CNNs for identifying the attended speaker have done direct classification rather than creating a
reconstruction and using a similarity measurement (Cicarelli et al., 2019, Vandecappelle et al.,
2020). This reasoning was shown to provide better accuracy than the simple DNN. This difference
increased as test window lengths increased, which means the accuracy is higher when the network
has access to more contextual information. As with other neural network methods the optimal
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goal for implementing these models is getting the highest accuracy in the shortest time windows.
There are also studies that focus on the detection of the locus of the speaker using a CNN model
(Vandecappelle et al., 2020). It was found to have a median accuracy of 81% with one-second
decision windows. This gives an alternative approach to improving real-time adaptability of hearing
aids through faster and more accurate beamforming once the direction of attention is determined.
Until the accuracy in smaller decision windows is increased for stimulus reconstruction methods it
is hard to find practical implementations.
Recurrent Neural Network (RNN)
For many tasks like language modeling and speech recognition Recursive Neural Networks have been
increasingly popular due to how their topology has a feedback structure similar to how the brain
is proposed to function. A variation of interest is a Long Short-Term Memory (LSTM) network.
LSTMs are set up so that it has the ability to add new information to its memory, but also forget past
information solving a standard RNN’s long-term dependency issues. Currently little has been done
to integrate this model into the decoding of neural data for AAD tasks. However, recently a model
was proposed to relate small temporal segment EEG data to corresponding stimulus envelopes
through transforming both to a common embedded space through the duel use of an LSTM in the
speech path and a CNN in the EEG path (Monesi et al., 2020). In classifying whether a given
stimuli corresponds to a given EEG set the study shows significantly higher accuracy than other
methods. This gives reason to consider this approach as a comprehensive representation of EEG
and speech for future AAD implementations. There also has not been as much investigation into
the computational complexity of an RNN model when compared to previously mentioned nonlinear
methods.
1.6 Current Applications
Currently millions of people are suffering from some degree of hearing loss (Wilson et al., 2017).
Hearing loss more commonly affects older adults and is associated with other signs of advanced age
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as cognitive decline and initial onset dementia (Dawes et al., 2015). Furthermore, Veterans are also
disproportionately effected by hearing loss (USVA, 2017). It has been shown that when people are
not able to actively participate with those around them it can lead to social isolation (Mick et al.,
2014) and an increase in depression (Mener et al., 2013). It then becomes essential in maintaining
quality of life to make use of a hearing assistance device. Critical flaws in the functionality and
design of commercial devices can actively make people choose a lesser quality of life rather than
deal with ineffective solutions. The inability for these devices to enhance audio streams of interest
can lead to such negative experiences that many decide not to use them. Also, a bulky or invasive
design of the devices can have a negative impact on the user both practically and aesthetically.
This gives even more reason to try and find an effective, portable method of preforming AAD
in a real-time complex environment. As of now the collection of EEG measurements is by far
the easiest measuring technique to record ERPs for the purpose of implementation into smaller,
portable devices. In fact, much progress has already been made in developing portable EEG systems
(Sawan, et al., 2013). A current major roadblock in the commercialization of this is maintaining
the accuracy while operating in real-time and constantly introduced to new situation with little
training data.
In the majority of research there is little investigation into how the environment impacts the per-
formance of AAD methods. So far the performance of AAD methods in a duel-speaker setting is
respectable, yet practically it is very rare to be in an environment free from reverberation or extra-
neous noise. A recent study has made progress in this by evaluating the accuracy of a two speaker
AAD task using EEG recordings when such reverberation and extraneous noise are introduced
(Aroudi et al., 2017, 2019). The study revealed that when the environmental conditions for the
training and testing sets are the same equivalent decoding accuracy to the anechoic condition could
be achieved. Furthermore, decoders trained on multiple conditions are found to have significant
increases in accuracy than just training on a single condition. It is then promising that the methods
applied in anechoic environments can still be easily translated to more complicated environments.
14
1.6.1 Hearing Aids
The most prominent application for AAD is the direct improvement of wearable assistant devices for
hearing loss. Common hearing aids generally solely work on applying the technique of beamforming
to selectively enhance part of the input audio without concern for what the user actually wants
to attend to. Therefore the user’s actual intention is not taken into consideration and the current
methods rely on essentially a guess for what people want to pay attention to. In terms of these
devices the direction of enhancement for the beamforming is either set to where the wearer is
looking or the direction of whatever input stimuli is the loudest. As stated previously this can
cause a lot of extraneous noise to be amplified. Many patients of hearing loss then actively choose
to not use these devices as it leads to even more frustration. There are also issues with the size
of the devices. It has become common to see advertisements for hearing aids that place as many
components directly in the ear canal to effectively hide the device. The proposed real-time data
collection techniques face a challenge when integrating the processing tools they need while not
reverting to the bulky design many users to not prefer.
1.6.2 Cochlear Implants
For hearing loss that is caused by damage to the cochlear mechanisms of the inner ear a cochlear
implant is a common option. The implant consists of two parts, an outer microphone and speech
processor and a surgical implant. When the microphone receives audio signals they are processed
by a digital signal processing (DSP) unit before being sent to the internal implant. This implant
converts the received speech signals to electrical impulses that are used to stimulate regions of the
auditory nerve. The stimulation is done by wires threaded into the cochlea, which have electrodes
to have direct access to the auditory nerve. The goal of these implants is to ultimately recreate the
signals sent to the auditory nerve that the outer and inner ear mechanisms would create when in
the same auditory scene.
It has been documented that the performance of listeners with cochlear implants in performing
sentence recognition vastly improves with the implant (Zeng et al., 2008). At the same time these
devices leave much to be desired. In a single speaker setting a much higher signal-to-noise ratio
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(SNR) is required to achieve 50% successful sentence recognition for implant users than normal
listeners. This difference becomes even greater in multi speaker setting (Zeng et al, 2008). Fur-
thermore listeners with implants are significantly impaired in simple melody and tone recognition
tasks. This alludes to other evidence that indicates that cochlear implant users suffer in speaker
identification tasks (Vongphoe et al., 2005). In practical applications these implants may give back
key functionality, but leave the users without crucial auditory resolution.
1.6.3 Brain-Computer Interfaces (BCI)
Both hearing aids and cochlear implants focus on delivering an interpretation of the incoming
auditory scene to the auditory nerve and ideally the information received is enough for the brain
to accurately decode the signals. By doing this there is no feedback from the listener, which would
undoubtedly improve what information the methods should deliver to the auditory nerve. For
those that suffer from such degenerative diseases that the use of the aforementioned devices is
impossible brain-computer interfaces (BCIs) are used in communication tasks. BCIs are a direct
example of the use of neural recordings to perform the desired task of the user. The communication
task applications of BCIs involve decoding the sensory activity the user wants to perform. This
has direct relation to every currently proposed method for AAD tasks since they all rely on the
accurate decoding of neural data. The integration of BCIs into other hearing assistance devices is a
key component in actually replicating a user’s desired performance. Many researchers are focused
on creating a functional feedback method from a user’s brain activity to supplement the limited
functionality in current commercial offerings.
1.6.4 Commercial Home Devices
So far applications have been presented that have focused on the fixing of lost sensory ability
through replicating a natural neurological function. Beyond just helping humans AAD models can
be applied to the enhancement of widely used technology. Many homes today have several devices
that have voice activation capability. In such devices like the Google Home or the Amazon Alexa
there is the ability to process the input audio and have an appropriate reaction. As stated, being
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able to realistically process audio requires being able to function in complex auditory scenes. In
these settings it becomes important for these devices to figure out what is important to listen to.
Many methods for attention decoding can be applied to this task. Commonly the devices are trained
on a single users speech and a comparative technique is used to tune what is important. Though
this is a more basic implementation of AAD techniques there is clear applicability to mimicking
human attention in these machines to listen for important information directed at it. Though these
devices will likely always lack the intrinsic learning ability of a human it can still greatly benefit
their performance.
1.7 Proposed Work
Current research has lacked in many aspects for developing real-time, adaptive models. In perform-
ing any task, especially those expected to have a near instantaneous reaction, it is key to prioritize
computationally simple models. Another aspect is the avoidance of degradation in accuracy when
presented with significantly less training data. Both of these have been a priority in the approach
of many of the methods I have mentioned thus far. Despite the many methods proposed there has
been little work done on testing the performance statistics of each against one another. This is even
apparent in papers that explore the same decoding methods and implement the same performance
metric. A main cause is that many factors in the experimental procedure vary. This includes the
number of speech streams presented to the listener, what angles these speakers are placed at in
relation to the listener, and the gender of the presented speakers. Differences in data collection
can also lead to an inability to justifiably compare methods. EEG electrode placement also tend
to vary across various publications as there are multiple standards that can be used in EEG data
collection. Variations are also present in the processing parameters, which includes the bandwidth
of the EEG or speech-envelope used and the temporal context used for reconstruction.
To better address the issues of variability brought up among multiple methods this thesis presents a
simple DNN model presented by (Ciccarelli et al.,2019) and applies a data set from (Fuglsang et al.
2017). The data set being integrated into the DNN consists of trials where a listener was presented
with two opposite gender speakers each telling a different story and asked to pay consistent attention
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to a single speaker. The original data set also had listeners presented with the same dual-speaker
attention task. Also, the collection of the EEG data and the processing done on both data sets is
very similar. The two do vary in the method with which they were played to the listener. (Ciccarelli
et al.,2019) presented the two co-located speakers from a front facing loudspeaker. In (Fuglsang et
al. 2017) the listeners are presented with the spatially separated speakers over earphones. In terms
of the size of the new data set being integrated into the DNN had much shorter trials leading to a
drastic decrease in the amount of data that can be used in the training and testing steps. Due to
the reduction in the size of the data set the testing metrics also needed to change so that smaller
reconstruction segments were used for determining accuracy. This was also practical in allowing
for enough data to be given to compare the performance of the network on individual listeners.
In both methods the predictions were done using a correlation metric, again making it easier to
compare the results from each paper to the performance of the integrated data set into the DNN.
In the next section the methods used to perform the AAD task are described in further detail.
By using a smaller data set the consistency of the simple DNN method when presented with less
training data is explored. As presented the DNN network has been shown to produce results that
reached near equivalent classification accuracy as a linear method used on the same data set. With
less training data if the resulting prediction accuracy remained consistent on both an overall and
individual metric then the network can be said to be robust to a significant decrease in available
training data. This also gives the linear method explored in (Fuglsang et al., 2017) a comparison to
a non-linear method. On an individual listener basis specifically, we would be looking to see if the
training of the DNN is more preferential to certain listeners than to others. As with (Ciccarelli et
al.,2019) this shows how the network can be applicable to multiple different users, especially since
the newly implemented data set is comprised of more subjects.
The performance of this test shows how the comparison of AAD methods can start to take place.
As more investigations are made into the comparison of multiple techniques many aspects of the
models can be seen. One such example is that it can highlight the different strengths and weaknesses
each have in performing an AAD task. Also, If methods are shown to be robust when presented
with changing data sets then there can be a larger focus in determining which models should be
focused on. As the accuracy of the models increases applicability becomes a much more prominent
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issue. There is little use in reaching the best replication given it can not practically function both
in a portable device and in a real-time, complex environment. A result this exploration is a start to






The data set for this experiment was taken from (Fuglsang et al. 2017). The stimuli were made
from the individual anechoic chamber recordings of one male and one female storyteller. They
were asked to read stories and the resulting recordings were split into consecutive 50-second long
segments. Two of the segmented speech streams, each from a different storyteller of a different
gender, were presented to the listener at the same time from different spatial directions. Through
generated binaural impulse responses of an anechoic room each speaker was placed at ±60 degrees
from center and at 0 degrees from the azimuth. There were also filters created for moderate and
high reverb room conditions generated from simulated rooms. The placements of the speakers
in these conditions are the same as in the anechoic room. Only in the linear method were the
performances on the reverb conditions explored. They were presented to the listener at the same
sound pressure level (SPL) of 65 dB. Data collected from a listener presented with a full 50-second
segment corresponded to one trial and there were 20 trials presented to each listener. For all 18
listeners present in the data set every trial had the stimuli presented to the listener over insert
earphones within a listening booth.
Prior to the presentation of the competing audio streams in a trial the listeners were told which
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audio stream to pay attention to. In order to decrease variability and interference of other sensory
attention cues the listeners were also instructed to minimize movement and fix their eye gaze for
the duration of the trial. For each trial the position of the target speaker relative to the speaker and
the gender of the target speaker were randomized. Furthermore, the order of which stories were
presented to each listener were also randomized. This was done to minimize the likelihood that a
speaker’s identity, story pairings, or speaker’s position influence the neural response to either the
attended or unattended speech. In order to assess if the listener successfully attended the desired
audio multiple choice questions were used as indicators. If the desired audio stream was attended,
then the listener should be able to correctly answer a majority of the comprehension questions.
The EEG recordings were recorded using 66 electrodes mounted on a head cap with a 10/20 layout.
Each electrode was sampled at 512 Hz.
2.2 Data Pre-processing
The individual signals from each electrode were band-passed filtered with a zero-phase forward
filter. The data for each channel was then downsampled to 128 Hz and re-referenced to the average
response of the 2 extra electrodes (65/66) on the mastoid. These two extra electrodes on the
mastoid act as reference points so that the re-referencing is not based on any of the main 64 EEG
channels. Additional processing was done to remove channels and components with excessive noise.
Any removed channels were re-interpolated using spline interpolation. Finally, the EEG recordings
were low-pass filtered at 8 Hz using a zero-phase second order Butterworth filter. This was done
to capture the most prominent frequency ranges for neural tracking of speech envelopes, the theta
(4-8 Hz) and the delta (1-4 Hz) bands. Both the EEG data and the extracted speech envelopes
were downsampled to 64 Hz. This helped in keeping the computation of the network reasonable
while maintaining an effective temporal resolution.
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2.3 Reconstruction Methods
A backward attention model was used to determine the attention of the listeners. In Figure 2.1
the process for performing an AAD task using a backwards model is depicted. In a backwards
model a temporal response function (TRF) was used to reconstruct the clean attended stimulus
envelope from the recorded EEG data. Then the reconstruction of the clean attended envelope was
individually compared with the two clean input audio streams. The correlations were calculated
using a Pearson’s correlation coefficient. A correct classification of determining attention was if the
reconstructed stimuli had a higher correlation coefficient with the attended stream envelope than
the unattended stream envelope.
Figure 2.1: Backwards model system architecture for auditory attention decoding in a dual speaker
environment
2.3.1 Linear Method
The linear method used was taken from (Fuglsang et al., 2017). To reconstruct the attended audio
stream envelope from the EEG data a finite impulse response (FIR) filter is trained to perform
linear mapping between the two. This spatio-temporal decoder was described in equation 1.1. The
filter coefficients were estimated using ridge regression, which was trained on the data present. Two
backwards decoders were trained, one for decoding the attended stream and the other for decoding
the unattended stream. Both used a leave-one-out paradigm where the same trial from all listeners
was left out of training and kept for the testing set. Roughly there were 15 minutes of testing data
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in total and 4.75 hours of data to train the model when the full data set was in use.




std(êa) · std(ea) + ε
(2.1)
Here êa refers to the reconstructed attended audio envelope and ea represents the corresponding
section of the actual attended audio envelope. The correlation was determined as the covariance
between the two segments over the product of each segment’s standard deviation. ε refers to some
small value (10−30) that is used to prevent any divisions by zero in rare cases. The decoding
was determined successful for a segment of the reconstructed envelope if a higher correlation was
achieved with the attended audio envelope rather than the unattended audio envelope.
In learning the reconstruction filter the weights were fitted using multiple post-stimuli time lags of
EEG data were used. This ranged from 0 ms to 500 ms and were used to determine the contributions
of individual electrodes. Using this metric the least relevant electrodes across all time lags were
identified and subsequently removed from training. This technique was done to reduce the noise
that is prevalent in the EEG data and reduce the complexity of the training since less input data
is needed to reach the same decoding accuracy. The reduction in EEG channels used was only a
metric for the replication of the linear method. Similar channel reduction was not applied to the
DNN.
2.3.2 Deep Neural Network
To better replicate the non-linear acoustic signal processing of the auditory pathway a Deep Neural
Network (DNN) was used. The network architecture was modeled after the one proposed in (Cic-
carelli et al., 2019) where the network consisted of one hidden layer and two nodes. Figure 2.2 shows
a detailed visualization of the hidden layer architecture. This part of the network is specifically
inspired by the design presented by (Taillez et al., 2017). To reconstruct a single time point the
temporal context used is the EEG data from that time point and the 15 consecutive time points
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in the future. This corresponds to 250 ms of post stimulus lag, which is done to account for the
delay in the processing of the brain. Other features of the audio are then still present in the neural
data at later time points. This operation is performed over all the time points in a predetermined
prediction window. In experiments this was chosen to be 16 time points. Once the 16 time points
were reconstructed a correlation loss function was applied between the full reconstructed prediction
window and the corresponding section from the attended audio. The correlation loss function was
used to maintain consistency with how the testing accuracy will be evaluated using a correlation
metric as follows:
Ccorr(êa, ea) = 1−
cov(êa, ea)
std(êa) · std(ea) + ε
(2.2)
Here A resulting cost of zero implies that there is perfect correlation between the predicted and
attended audio stream. Alternately, a cost of one signifies no correlation. The weights of the network
are then updated to minimize the cost function. In minimizing the cost function the correlation
should be gotten as close to +1 as possible. Correlation loss above one refers to negative correlations
which the minimization causes the correlation to move away from. The loss functions to ensure
that the reconstructed audio has a strong positive correlation with the attended audio. The average
loss over the entire training was calculated at each epoch and used as a metric for the success of
the training based on its resulting slope in later epochs.
Further modifications to this model were proposed by (Ciccarelli et al.,2019) This includes batch
normalization before each layer, a non-linear activation function, dropout from the hidden layer,
and a H hyperbolic tangent (Htan) activation function in the output layer to bound the output
values. Batch normalization is used to limit the covariance shift in data. For EEG data having
a higher dimensionality than the desired output this can greatly speed up the training. A non-
linear activation function was then used to model the signal processing of the auditory pathway.
A dropout chance of .25 was implemented to account for any over-fitting that may occur. Finally
the Htan function acts as the output layers activation function to keep the output values between
-1 and 1 which corresponds to the bounded input audio streams. The network and its organization
are shown in full detail in figure 2.3. A critical aspect of the model is that significant compression
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Figure 2.2: Structure of the Deep Neural Network layer as inspired by (Taillez et al.,2020)
of the EEG data is enforced to match that of the input audio. An Adam optimizer was used with
a learning rate of 10−4. Previous work used a learning rate of 10−3, but the proposed reduction in
training data required a smaller learning rate.
The training of the model consisted of a leave-one-out paradigm to maintain the consistency with
the linear model. Such consistency allowed for more reliable comparison between the two methods
results. The optimization was done using an Adam optimizer with a mini batch-size of 1024. In
these trials for the testing set the listeners were all listening to the same condition and attending
to the same stimuli. This allows the network to show its effectiveness for training on individual
users in a new, consistent environment. The training was done over a run of 250 epochs where the
total accuracy and loss were calculated after each epoch. The weights from each epoch were saved
and used for the initialization of the subsequent epoch. The amount of epochs was chosen based
off of past work and multiple trials where the decreasing curve of the total average correlation loss
among the reconstruction started to consistently flatten.
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Figure 2.3: Full Deep Neural Network architecture as presented by (Ciccarelli et al., 2019)
2.3.3 Testing metrics
For the testing procedure the entire 50-second trial of audio was reconstructed given the corre-
sponding EEG data. The reconstruction was then broken down into ten 5-second segments. As the
DNN depended on a temporal context of 16 time segments for each time point reconstruction the
last 16 time segments of the trial can not be reconstructed from the same amount of information.
Therefore, the tenth segment is left out of testing to maintain consistency among all segments.
With the remaining nine segments the correlations between each of them and the corresponding
5-second segment of the attended and unattended audio streams were calculated. The accuracy of
both the total average among all listeners and the average of each individual listener was examined.
The accuracy of the total model over each epoch acted as an effective means to tell if the network
was properly learning. A positive increase in the total accuracy accompanied by the opposite trend
in the average loss of the network showed signs of there being learning across all subjects. The
breakdown into each individual accuracy showed if the model was consistently under-performing
for a specific listener across trials. If this was the case then the data corresponding to the listener
was considered for removal from the training and testing set. Just like previous findings it was
thought that the model would not perform equally across all trials and that the worst listeners





The replication of the Linear Method presented in (Fuglsang et al., 2017) helped frame the per-
formance of the data set when applied to the DNN. The results are based on the overall data set
rather than by the individual listener and are separated by the three environmental conditions that
the speakers were presented in. Figure 3.1 shows the resulting average correlation coefficient of the
reconstructed envelope with the envelopes of the attended and unattended envelopes. Through all
acoustic conditions the reconstructed envelope on average produced a higher correlation with the
attended audio envelope than the unattended audio envelope. This pattern is consistent with the
results found in (Fuglsang et al., 2017), yet the behavior of the conditions differ slightly. Specifi-
cally the low and high reverb condition trials showed higher correlation averages with the attended
audio envelope than the anechoic condition trials did. This however was not a significant difference
between the three. For the correlations with the unattended audio envelope the averages were also
consistent with the previous findings. The difference between the average correlations indicates
that the replication was accurately training the reconstruction filters to model the attended audio.
When these results are broken down by individual trials the behavior continues to hold and no clear
visible outliers are skewing the data. Figure 3.2 presents the comparison between the calculated
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(a) Avg. Correlation with attended audio envelope (b) Avg. correlation with unattended audio envelope
Figure 3.1: Avg. correlation with input audio stream envelope
average correlation between both input audio stream envelopes for each trial. Nearly every decoder,
no matter the condition or trial, had a higher average correlation with the attended audio envelope.
The anechoic and low reverberation trials had less variability than the high reverberation trials
which may account for the difference in overall average correlation values. Nonetheless the pattern
for the individual trials is again consistent with the findings of (Fuglsang et al., 2017).
For the resulting decoding accuracy the results were able to be successfully reproduced. Figure 3.3
shows these average decoding accuracy for each acoustic condition. The performance for each condi-
tion remains consistent with previous findings despite any differences in the calculated correlations.
The anechoic condition reached a decoding accuracy of around 85% while the low and high rever-
berate conditions reached around 82% and 76% respectively. The higher accuracy of the anechoic
condition shows consistency with the average correlation difference between the unattended and
attended audio envelope. The lower accuracy achieved in the reverb conditions are another aspect
that is consistent with previous findings. Even more consistent with the previous findings was the
exploration of the average filter weights at multiple time lags. Peaks in the attended decoding filter
weights for all three conditions were found at around 350 ms. This corresponds to the previously
presented correlation coefficients. No such consistent peak was found for the unattended filters.
Though the pattern is consistent previous finding found this peak at 188 ms and the inconsistency
has not yet been accounted for.
28
Figure 3.2: Comparison of average correlation by trial
Figure 3.3: Comparison of the overall average decoding accuracy across room conditions
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In implementing the linear method in (Fuglsang et al., 2017) many of the same patterns across
all acoustic conditions were found. This pertains to correlation coefficients, overall accuracy, and
a clear peak in decoding filter coefficients. These results signify that the results presented by
(Fuglsang et al., 2017) are proper comparisons to the findings of any alternative method applied to
the data, included the proposed non-linear method.
3.2 DNN Reconstruction of Attended Envelope
For each 5 second segment of testing data the reconstructed audio was made up of individually
constructed segments of 16 time segments. In figure 3.4 the full reconstructed envelope for a testing
time segment is shown next to the corresponding attended audio. The reconstructed segment is
the full result of training on the full data set. It can be seen that the reconstructed segment has a
sinusoidal nature to it, which is preferable for creating an approximation for speech which is known
to have sinusoidal characteristics. The weight updates of the model depended on increasing the
correlation of these two so it can be seen that maintaining the clear sinusoidal pattern was a factor
in doing this.
3.3 Full Data Set
The application of the full data set allowed the performance of the proposed nonlinear neural
network to be tested. For nearly all trials the average loss across all listeners generally presented
in a consistent decreasing trend. Figure 3.5 shows many of the resulting loss graphs corresponding
to which trial across all listeners was used as the testing set. These trials were chosen to showcase
the variations in the performance of the network. The trial number for each average loss graph
refers to the trial taken from each listener that was used to make up the testing data. Exponential
functions were fit to each curve to better assess the overall trend of the loss function. The general
success of the loss function was determined by its consistency and whether it still maintained a
negative slope after 200 epochs. Certain trials were found to have inconsistent average loss trends
or ones that ended in an increasing trend. These could be a result of improper training on the trial,
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Figure 3.4: Sample of reconstructed envelope over a 5 sec. segment
over-training due to the small data set, or due to bad trials from the listeners.
To further investigate this the resulting accuracy plots were also looked at. Figure 3.6 presents the
corresponding average accuracy charts over all subjects for the average loss charts in figure 3.5.
Again a linear trend line was fitted to better assess the overall learning capability of the model. In
this figure it is clear that the overall accuracy was maintaining around 50% no matter which trial
was the testing set. Certain trials did show a slight increasing trend, but the variability kept the
trend line under random chance. It was difficult to breakout the reason for this lack in performance
as it was considered that the network may just be unable to train with much less data. Given
that the model in (Ciccarelli et al.,2019) was trained on fewer subjects it was considered that the
accuracy should be looked at on an individual basis.
There was a possibility that individual listeners could possibly be negatively influencing the training
of the data. For each individual network tested on a different trial the individual performance of
the decoder on each listener was examined. The criteria to be considered a bad performance was
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Figure 3.5: Average loss plots with all listeners across training epochs
Figure 3.6: Average accuracy plots with all listeners across training epochs
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the accuracy being below 45%. Over all 20 trained networks the six listeners that consistently
performed the worse by this standard were then removed from training and testing data. By
this set constraint the data of listeners 1,4,5,6,8, and 17 were removed from the data set prior to
retraining leaving data from 12 remaining listeners.
3.4 Modified Data Set
With the update of the modified data the networks were retrained. This trade off of less data
resulted in the training data being reduced to a total length of 3.17 hours and the testing set was
reduced to around 10 minutes. This reduction further limited the data but clearly resulted in an
overall increase in the testing accuracy. Figure 3.7 shows the resulting average loss functions of
the reduced training data corresponding to the full training data loss functions presented in 3.5.
Between the two trials 6,15,and 20 saw an improved behavior towards a negative trend line. Again,
the trials that show a positive slope such as trial 10 were considered to be not effectively trained.
The only trial that showed a variable pattern in the average loss was trial 7, but the overall slope
of the fitted line was negative.
With the changes in the consistency to the average loss trends the resulting accuracy trends across
the board also improved. The corresponding average accuracy plots to the loss functions in figure
3.7 are presented in figure 3.8. In the majority of trials the accuracy trends could be predicted from
the average loss charts. This means that a consistently decreasing trend in a loss function pertains
to a positive trend in the accuracy. It can be seen that less effective training occurred when trials
7 and 10 were used as testing data due to the negative trend found in each accuracy graph. This is
in line with the less preferable performance in the average loss functions. Overall, training values
were consistently performing around 60% by the end of the training, which shows that the removal
of certain listeners improved results by about 10% regardless of the decrease in the training data.
It should be noted that certain trials seemed to stagnate in terms of accuracy by around Epoch
100 causing a rather flat trend. One such example is shown in trial 15. Here the corresponding
loss curve has a consistent negative trend, yet training accuracy overall flattened out. However the
testing accuracy remained just over 60%, which is above the chance level performance.
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Figure 3.7: Average loss plots with reduced data
Figure 3.8: Average accuracy plots with reduced data
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Previous work presented in (Cicarelli et al.,19) measured the decoding accuracy by listener. To
better compare the results of the simple DNN with that of previous work the decoding accuracy for
individual listeners are presented. Figure 3.9 shows the breakdown of decoding accuracy by listener
for the six trials that corresponds to those shown in figures 3.7 and 3.8. The chance level prediction
line is also included as a marker for performance. The behavior of the decoding accuracy in each
trial again reflects the behavior of the loss curve. Specifically, for trial 10, which had an increasing
loss trend, more listeners were performing under chance level. Trials that had a negative loss curve
had more decoding performances at or above chance level. Previous findings also saw variability in
the performance across listeners where
Figure 3.9: Average accuracy by listener with reduced data
certain listeners did not perform above chance level. This again signifies that the training was
preferential to specific listeners, yet the increased overall accuracy across trials means the removal
of certain trials was an overall benefit. Though the patterns are consistent there are only nine trials
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per individual listener. The behavior of the network when more testing data in available would
give a better overview to the performance for each individual listener, but it is limited by the data
set used.
As was seen certain trials clearly perform better in the training than others. To access the overall
contribution of each trial the combined resulting average accuracy was looked at. It was considered
that as the trials with less preferable average loss trends were removed from the total accuracy it
would increase. Figure 3.10 shows the resulting accuracy of including only the percentage of trials
with the most negative average loss trend after all training. Each point includes a 90% confidence
and the percentage for chance level performance is shown. Up to 75% of trials were excluded
from the accuracy calculation which corresponds to including only 5 trials, as any less would be
considered impractical. Each point corresponds to a single trial being removed from the average.
The overall average performance can be seen to be increasing as the worst trials are removed. The
confidence intervals consistently rise above chance level performance once around 15% of the trials
are removed. Including this metric shows that the network also has variation in how it is training
given which trial is used as the testing set. This could give an indication that the network trains
better given certain conditions.




In the implementation of a simple DNN for an AAD task it was shown that the method was robust
to a significant reduction in available training data and an increase in subject variation within that
data. The replication of the linear reconstruction filters was successful and provided reliability to
the use of it as comparison. For these data sets it was shown that the anechoic condition training
data did not perform as well on the simple DNN than the linear method. The overall decoding
accuracy was shown to usually preform 20% worse than the linear method proposed in (Fuglsang et
al.,2017). This is consistent with the difference in accuracy with the original data set that the DNN
had. In terms of just the simple DNN performance on the new data set there were many similarities
to the results of the original study. Mainly, the ability of the simple DNN model to effectively train
on the new data set was clearly shown by the behavior of the average loss and accuracy functions
throughout training. Decreasing trends in the average loss corresponding to increasing average
accuracy trends. Once the listeners used where paired down the overall network accuracy for each
trial improved to consistently reach above chance level performance. When separated by listener
the accuracy on the newly introduced data showed distributions in accuracy similar to the previous
work. This occurring despite the rather large reduction in testing samples per listener is promising
for further expanded testing data.
Prior to this exploration into the networks each showed promising results, but the drastic difference
in training data left it very difficult to compare the methods. For the same data set both models
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were shown to output consistent results with their original papers. This gave legitimacy to both
methods and gave a stronger criteria for comparison. Beyond just this the simple DNN model
was shown to be able to perform with additional restrictions on available data. The fact that the
DNN can be this robust gives good reason to further consider expansions on this model. It was
interesting that so many listeners could not be successfully trained with the system, but there is
clear success among the various listeners and testing trials considered.
4.1 Future Work
There are various directions that can be expanded on to better test many elements for both ap-
plications. First the performance of the simple DNN can be further explored. One specific metric
is the performance of the network once certain trials are removed from the training data. Seeing
the effects of decreasing the training data further would allow for another measurement of if the
network is trained properly. Another metric would be the application of the training data from the
low and high reverb data sets. Doing this would provide reasons for or against the use of the DNN
in closer approximations if real-world environments. It would also act as another way to compare
the network’s performance with the linear method. Even further (Fuglesang et al.,2017) showed
that reducing EEG channels needed to train the decoder was possible and may be a way to reduce
the noise present in training for all methods. It can may reduce the computational complexity of
the network.
There would also be a reasonable benefit in the expansion of the DNN architecture. Many different
DNN models have already been proposed for AAD tasks. This simplicity of the DNN was a key
feature, but there are also certain aspects that are not as clear for their application in smaller data
sets. Further tests with alterations to the DNN could prove more appropriate for the proposed
task. Finally, the implementation of this data set in other proposed AAD methods would also be
another way to proceed in comparing model effectiveness. This would contribute to an overall goal
of showing how many of these methods perform on the same data-set. The fact that this data set
is rather small in comparison to many of the ones used to train the models it can also be a measure
for how robust the model is. Despite the usefulness of this the data set is still not a measure for
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the applicability of a model in a real-time system. There is still much progress that needs to be
made in this regard. However, there is still a need for consistent and reliable comparison between
the multitude of proposed state-of-the-art models.
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