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Introduzione
Lo scopo di questa tesi è quello di familiarizzare con la teoria dei gruppi, per poi osser-
varne la forza e l'utilità studiandone l'applicazione al modello a quark. Questa teoria si
occupa dello studio delle simmetrie, intese come trasformazioni che agiscono sulle coor-
dinate di un sistema e fornisce gli strumenti matematici necessari alla loro descrizione
all'interno del formalismo della meccanica quantistica. La struttura matematica attrave-
ro la quale vengono descritte le simmetrie è il gruppo, ogni particolare trasformazione di
simmetria è rappresentata da un suo elemento. Ad ognuno di questi elementi è inne as-
sociato un operatore lineare tramite le rappresentazioni. Poichè in meccanica quantistica
gli stati dei sistemi vivono in spazi vettoriali, l'operatore lineare è l'immediata realizza-
zione di una generica trasformazione. Ogni gruppo è rappresentativo di un particolare
genere di simmetrie: vi è ad esempio il gruppo delle rotazioni, quello delle traslazioni
e quello delle trasformazioni di Lorentz. La teoria dei gruppi si pregge di esaminare
le proprietà di un dato sistema invariante sotto l'azione di un gruppo, analizzando le
caratteristiche di quest'ultimo senza esplorare direttamente la natura del sistema. Come
vedremo approfondendo il modello a quark, è possibile studiare le simmetrie spazio-
temporali, ma anche quelle relative a spazi interni, le cui coordinate rappresentano
caratteristiche intrinseche del sistema come massa, carica o isospin. Questi spazi ven-
gono deniti appositamente per descrivere il comportamento invariante del sistema per
trasformazioni di simmetria in tale spazio. Vedremo, ad esempio, come creare lo spazio
di isospin e che una trasformazione di simmetria in tale spazio corrisponde a modicare
alcune caratteristiche intrinseche del sistema senza variare il suo comportamento rispetto
all'interazione forte.
Nel primo e secondo capitolo, oltre a denire le strutture matematiche di base, in-
trodurremo il concetto di simmetria, il quale risulta fondamentale ed il punto di inzio di
tutta l'analisi successiva. Per fare questo ci soermeremo sui termini invarianza e cova-
rianza e distingueremo le simmetrie di un osservabile da quelle di una legge sica. Una
simmetria per un osservabile è una trasformazione che lascia invariato il suo valore, men-
tre una simmetria per una legge sica è una trasformazione che può lasciarla esattamente
uguale (legge invariante), o uguale in forma (legge covariante). Gli osservabili invarianti
rappresentano uno strumento importantissimo poichè sono associati a numeri quantici
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costanti che classicano le rappresentazioni e gli stati sui quali esse agiscono. Un'altra
importante nozione denita all'interno del secondo capitolo è quella di rappresentazione
irriducibile. I due capitoli si concludono con il primo notevole risultato dello studio, ov-
vero il lemma di Schur, il quale ci fornisce un'idea di come gli stati di un sistema vengano
classicati sulla base delle proprietà del gruppo. In particolare introdurremo il concetto
di rappresentazione irriducibile e vedremo che un osservabile invariante sotto l'azione di
un gruppo, assume lo stesso valore di aspettazione per ogni stato che trasforma secondo
la stessa rappresentazione irriducibile. Identicare queste rappresentazioni è il primo
passo per classcare gli stati dello spazio vettoriale su cui agisce il gruppo.
Nel terzo capitolo presenteremo i gruppi di Lie, i cui elementi dipendono in modo
continuo da certi paramteri. Ogni elemento può essere realizzato attraverso l'esponen-
ziale di alcuni operatori lineari chiamati generatori, perciò l'analisi della maggior parte
delle proprietà del gruppo si ricava dal semplice studio dei generatori, che formano uno
spazio vettoriale. Essi descrivono tutte le caratteristiche locali del gruppo, rimangono
escluse solo quelle globali che hanno comunque un importante rilevanza nella costruzione
delle rappresentazioni. Successivamente deniremo l'algebra di Lie come l'insieme dei
generatori muniti di una relazione di commutazione, che è l'espressione della legge di
moltiplicazione del gruppo. Gli osservabili invarianti si riconoscono poichè il loro com-
mutatore con i generatori delle trasformazioni di simmetria risulta nullo. Inoltre si può
associare ad ogni osservabile il generatore di una trasformazione unitaria poichè entrambi
sono hermitiani. Risulta quindi immediato identicare tutti gli osservabili simultanea-
mente misurabili con quelli commutanti con tale generatore. Nella parte conclusiva del
capitolo introdurremo la rappresentazione aggiunta attraverso la quale individueremo le
algebre compatte e semisemplici, che sono di fondamentale importanza perchè descrivono
gruppi le cui rappresentazioni sono facilmente classicabili.
Nel quarto capitolo esamineremo il gruppo abeliano U(1) e due suoi omomorsmi: il
gruppo delle rotazioni SO(2) (isomorsmo) e il gruppo delle traslazioni monodimensio-
nali T1 (omomorsmo). Analizzeremo questi due gruppi concentrandoci sulle dierenze
delle loro rappresentazoni dovute alla diverse caratteristiche globali che possiedono.
Nel quinto capitolo studieremo in modo dettagliato SU(2) ed espliciteremo come co-
struire tutte le sue rappresentazioni irriducibili attraverso la costruzione del massimo
peso. SU(2) è molto importante poichè, come vedremo nel sesto capitolo, ogni rappre-
sentazione irriducibile di un gruppo compatto e semisemplice si costruisce utilizzando
l'algebra di SU(2). È perciò necessario ai ni di studiare tali gruppi comprendere al
meglio come si caratterizzano le rappresentazioni di SU(2) e come si applica la costru-
zione del massimo peso. Studieremo la rappresentazioni del prodotto tensoriale di due
spazi vettoriali e vedremo come decomporla in rappresentazioni irriducibili, inoltre cal-
coleremo per esteso il prodotto tensoriale 3⊗ 2. Inne parleremo di operatori tensoriali
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e concluderemo il capitolo con il teorema di Wigner-Eckart.
Nel sesto capitolo studieremo come costruire le rappesentazioni irriducibili di algebre
compatte e semisemplici. Deniremo gli operatori di Cartan, i pesi e le radici per poi
soermarci sulle radici semplici di un algebra. Il numero di radici semplici delle algebre
compatte e semisemplici eguaglia il numero di operatori di Cartan e vedremo come uti-
lizzarle per etichettare gli stati. Inoltre per ognuna di esse esiste una sottoalgebra SU(2)
dell'intera algebra che ci permette di utilizare la costruzione del massimo peso. Intro-
durremo il concetto di rappresentazioni fondamentali, attraverso le quali si costruiscono
tutte le altre rappresentazioni del gruppo ed analizzeremo nel dettaglio il gruppo SU(3),
per il quale calcoleremo i pesi delle rappresenrtazioni fondamentali e della rappresenta-
zione aggiunta. Inne studieremo i metodi generali per scomporre i prodotti tensoriali
mediante l'utilizzo di indici alti e bassi.
Nel settimo capitolo studieremo il gruppo di Lorentz e le sue rappresentazioni irri-
ducibili. Il gruppo di Lorentz non è un gruppo compatto, perciò ha rappresentazioni
nito dimensionali non unitarie e rappresentazioni innito dimensionali unitarie. Ve-
dremo come studiare le sue rappesentazioni nito dimensionali attraverso l'utilizzo del
gruppo compatto SU(2). In particolare ogni rappresentazione del ricoprimento SL(2,C)
del gruppo di Lorentz si può scrivere come prodotto tensoriale di due rappresentazioni
isomorfe a rappresentazioni irriducibili di SU(2).
Nell'ottavo capitolo vedremo come applicare la teoria dei gruppi al modello a quark.
Inizieremo chiarendo cos'è lo spazio di isospin e perchè utilizziamo il gruppo SU(2) per
descrivere trasformazioni di simmetria in tale spazio. Introdurremo la eightfold way che
è un chiaro esempio di come utilizzare pesi, radici e le rappresentazioni di SU(2) e di
SU(3) per studiare e classicare le particelle. Inne esamineremo la simmetria di colore
e costruiremo le funzioni d'onda del barione ∆++ e del protone.
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Capitolo 1
Simmetrie e gruppi
La nozione di simmetria è legata al concetto di invarianza e si può applicare sia ad oggetti
che a leggi siche. Da un punto di vista matematico, un oggetto si dice simmetrico rispet-
to ad una certa trasformazione quando è invariante sotto tale trasformazione. Lo stesso
vale per le leggi siche, per le quali introdurremo anche il concetto di covarianza. Ci sono
due possibili interpretazioni delle trasformazioni: attiva e passiva. Una trasformazio-
ne si dice attiva se è a carico del sistema: ad esempio un oggetto traslato nello spazio
rispetto alla posizione originale. Una trasformazione si dice passiva se è ca carico dell'os-
servatore. Ad ogni modo, l'invarianza delle leggi siche implica che il comportamento
del sistema non venga alterato dall'applicazione delle simmetrie: se l'interpretazione è
attiva, il sistema iniziale e quello trasformato sono equivalenti; se l'interpretazione è pas-
siva, l'osservatore iniziale e quello trasformato sono equivalenti. Il nostro scopo è quello
di descrivere le simmetrie come trasformazioni generiche su spazi matematici astratti.
La struttura matematica utilizzata nella teoria dei gruppi per descrivere le simmetrie è
il gruppo, ogni particolare trasformazione è rappresentata da un suo elemento. I gruppi
soddisfano una serie di proprietà che rispecchiano le caratteristiche delle simmetrie: la
composizione di due simmetrie è ancora una simmetria, la trasformazione inversa è una
simmetria, vale la proprietà associativa.
Denizione 1.1 (Gruppo). Sia, G, un insieme di elementi in cui è denita una operazio-
ne binaria (detta anche legge di composizione) · che ad ogni coppia di elementi f, g ∈ G
associa un elemento f · g (o fg) ∈ G :
(f, g)→ f · g (1.1)
Allora l'insieme G si chiama gruppo se l'operazione binaria verica le seguenti condizioni:
vale la legge associativa : (f · g) · h = f · (g · h) ∀f, g, h ∈ G
esiste l'elemento neutro : ∃ e ∈ G tale che g · e = e · g ∀g ∈ G
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esiste l'elemento inverso : ∀g ∈ G ∃ g−1 tale che g · g−1 = g−1 · g = e
Non è richiesta invece la proprità commutativa, ovvero non è necessario che applicare
la simmetria S1 e successivamente S2 equivalga ad applicare prima S2 poi S1.
Un gruppo si dice abeliano se la legge di moltiplicazione è commutativa
f · g = g · f ∀f, g ∈ G (1.2)
Esistono diversi modi per classicare le simmetrie. Abbiamo una prima distinzione
tra simmetrie continue, descritte dai gruppi di Lie, e discrete. La traslazione tempo-
rale, la traslazione spaziale, la rotazione spaziale sono casi di trasformazioni continue.
L'inversione temporale, la riessione e la coniugazione di carica sono comuni esempi di
trasformazioni discrete.
Abbiamo una seconda distinzione in base allo spazio sul quale le simmetrie agiscono.
Distinguiamo quelle esterne, o spaziotemporali da quelle interne. Quest'ultime sono
trasformazioni che non agiscono sullo spaziotempo, ma su spazi da noi costruiti, utili, ad
esempio, a descrivere le interazioni fondamentali.
Introduciamo allo scopo di classicare le simmetrie alcuni termini relativi ai gruppi. Un
gruppo G, si dice nito se possiede un numero nito di elementi. Altrimenti si dice
innito. Il numero di elemeni di un gruppo nito è chiamato ordine del gruppo.
Introduciamo inne due nozioni rilevanti per lo sviluppo successivo della teoria.
Denizione 1.2 (Omomorsmo). Un omomorsmo da un gruppo G ad un altro gruppo
G′ è una corrispondenza (non per forza uno a uno) che preserva la legge di moltiplicazione
del gruppo. In altre parole se gi ∈ G→ g′i ∈ G′ e g1g2 = g3, allora g′1g′2 = g′3.
Denizione 1.3 (Isomorsmo). Due grupi G e G′ si dicono isomor se esiste una cor-
rispondenza uno a uno tra i loro elementi, che preserva la legge di moltiplicazione del
gruppo. In altre parlole se gi ∈ G ↔ g′i ∈ G′ e g1g2 = g3 in G, allora g′1g′2 = g′3 in G′ e
viceversa.
1.1 Invarianza e covarianza
Quando parliamo di trasformazione di simmetria e leghiamo questo concetto a quello di
invarianza dobbiamo distinguere il caso in cui l'invarianza è relativa ad un oggetto o ad
una legge sica. Gli oggetti, che in sica sono rappresentati da stati e operatori, sono
simmetrici rispetto ad una trasformazione se rimangono invariati dopo la sua applica-
zione, tuttavia la simmetria di una legge non implica la simmetria (ovvero l'invarianza)
degli oggetti contenuti nell'equazione che descrive la legge. Diamo ora una denizione
precisa di oggetto invariante.
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Denizione 1.4 (Oggetto invariante). Consideriamo un set A di oggetti ai ∈ A e un
gruppo di trasformazioni gα ∈ G, dove gα : A → A agisce su ai come ai → a′i. Un
oggetto ai ∈ A è invariante sotto gα se per tale trasformazione a′i = ai. Inoltre ai si dice
invariante sotto il gruppo G se è invariante ∀gα ∈ G.
In sica, gli oggetti sui quali una trasformazione viene applicata sono, in genere,
stati s, osservabili O e operatori dierenziali D. Una equazione è invariante sotto una
trasformazione se rimane immutata sotto l'azione di tale trasformazione. Una equazione
è covariante quando la sua forma non cambia. Possiamo avere una legge covariante e
non avere la conservazione del valore degli oggetti. La legge può rimanere esattamente
la stessa, ovvero può conservare la sua forma. Questo implica lo stesso legame fra gli
oggetti, il cui valore può però variare. D'altra parte una legge è invariante se gli oggetti
sono invarianti. In questo caso può capitare che un' equazione continui ad essere valida
quando il solo stato del sistema è variato. Precisamente:
Denizione 1.5. Sia L una legge rappresentata dall' equazione E(s,Oi, Di) = 0, e sia G
un gruppo di trasformazioni gα ∈ G agente sugli oggetti presenti nell'equazione: s→ s′,
Oi → O′i e Dj → D′j. L è covariante sotto la trasformazione gα se E(s′, O′i, D′j) = 0; L è
invariante sotto la trasformazione gα se E(s′, Oi, Dj) = 0. Inoltre, L è covariante - inva-
riante sotto l'azione del gruppo G, se è covrinate - invariante sotto tutte le trasformazioni
gα ∈ G.
(In questa denizione non abbiamo considerato il caso in cui il sistema sia degenere,
ma approfondiremo questo argomento in seguito).
Un gruppo G è detto di simmetria se le leggi che descrivono il sistema sono covarianti
rispetto al gruppo G. Ci interessano però in particolar modo gli oggetti invarianti, poichè
gli osservabili associati constituiscono intergrali primi del moto. Nei prossimi argomenti
vedremo che gli osservabili invarianti hanno una struttura particolare, che permette di
individuarli facilmente ed utilizzarli per classicare gli stati del sistema.
1.2 Struttura matematica
Gli stati di un sistema sono deniti dall'equazione di Schroedinger. Le soluzioni dell'e-
quazione di Schroedinger ψ sono elementi di uno spazio di Hilbert, H, di funzioni d'onda
φ su campo complesso [10]. Le trasformazioni che agiscono su questi stati sono perciò
rappresentate da operatori lineari. Per ogni coppia di funzioni φ, φ′ è denito il prodotto
scalare
〈φ′, φ〉 =
∫
D
d3xφ
′∗φ (1.3)
Una trasformazione di simmetria preserva la probabilità di transizione
|〈φ|ψ〉|2 (1.4)
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dove |φ〉 rappresenta lo stato del sistema, mentre |ψ〉 sono le autofunzioni. Tale proba-
bilità corrisponde alla probabilità che la misurazione di un osservabile dia un risultato
corrispondente all'autovalore di |ψ〉. L'operatore descrittivo di una simmetria deve essere
quindi un operatore unitario.
Denizione 1.6 (Operatore unitario). Un operatore invertibile U è detto unitario se
U † = U−1 (1.5)
Un operatore unitario preserva il prodotto scalare
(〈φ′|U †)(U |φ〉) = 〈φ′|φ〉 (1.6)
Vediamo come si trasforma un operatore A in seguito ad una trasformazione T di
simmetria. Si deve conservare il valore di aspettazione dell'osservabile A
〈ψ|A|ψ〉 = 〈ψ′|A′|ψ′〉 = 〈Tψ|A′|Tψ〉 = 〈ψ|T †A′T |ψ〉 (1.7)
=⇒ A = T †A′T (1.8)
Un operatore A si dice hermitiano, o autoaggiunto se
〈φ,Aφ〉 = 〈φ,Aφ〉∗ ∀φ ∈ H (1.9)
Un osservabile deve essere descritto da un operatore hermitiano, poichè il valore di aspet-
tazione di una grandezza sica deve essere un numero reale. Gli stati delle particelle d'ora
in avanti saranno identicati da funzioni d'onda che occupano tutto lo spazio. Se un de-
terminato sistema è simmetrico sotto una certa trasformazione, allora la funzione d'onda
che lo descrive rimarrà invariata sotto la trasformazione considerata.
Studiamo ora i gruppi di simmetria attraverso le rappresentazioni, le quali mappa-
no ogni elemento del gruppo in un operatore lineare. Inoltre focalizziamo la nostra
attenzione sulla degenerazione del sistema.
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Capitolo 2
Rappresentazioni
2.1 Rappresentazioni riducibili e irriducibili
Gli elementi del gruppo G sono associati ad operatori lineari attraverso le rappresenta-
zioni.
Denizione 2.1 (Rappresentazione). Una rappresentazione D, di G, è un omomorsmo
che associa ad ogni elemento di G un operatore lineare con le seguenti proprietà:
1) D(e) = 1̂, dove 1̂ é l'operatore identitá dello spazio in cui vivono gli operatori lineari.
2) D(f)D(g) = D(fg), in altre parole la legge moltiplicativa del gruppo è mappata nella
naturale moltiplicazione dello spazio lineare degli operatori. Se l'omomorsmo è anche
un isomorsmo la rappresentazione si dice fedele, altrimenti si dice degenere.
Una rappresentazione si dice unitaria se tutte le D(g) sono unitarie (D(g)† =
D(g)−1 ∀g ∈ G).
Denizione 2.2 (Rappresentazione riducibile). Una rappresentazione è detta riduci-
bile se ha un sottospazio invariante, ovvero l'azione di D(g) su un qualsiasi vettore del
sottospazio è ancora nel sottospazio.
In termini dell'operatore proiezione P si scrive: PD(g)P = D(g)P ∀g ∈ G. Ovvero,
attraverso un operatore di proiezione si può limitare l'azione della rappresentazione ad
un sottospazio. Una rappresentazione si dice irriducibile se non è riducibile, di con-
seguenza non esiste un operatore P che limiti l'azione di D ad un sottospazio. Una
rappresentazione si dice completamente riducibile se è equivalente ad una rappresen-
tazione le cui matrici sono diagonali a blocchi. Diremo che D(g) è completamente
riducibile se vale
D′(g) = AD(g)A−1 =
D1(g) 0 . . .0 D2(g) . . .
...
...
. . .
 (2.1)
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Una rappresentazione completamente riducibile è detta somma diretta delle sottorap-
presentazioni Dj(g) e si scrive
D = D1 ⊕D2 ⊕ · · · (2.2)
Valogono i seguenti teoremi [3]:
Teorema 2.1. Ogni rappresentazione di un gruppo nito è equivalente ad una rappre-
sentazione unitaria.
Teorema 2.2. Ogni rappresentazione di un gruppo nito è completamente riducibile.
Esempio 2.1. Prendiamo il gruppo ciclico di ordine 3: Z3 = {e, a, a2}, con a3 = a0 = e.
Possiamo costruire una rappresentazione di Z3 formando una base ortonormale |e〉, |a〉,
|a2〉 e denendo
D(f)|g〉 = |fg〉 f, g ∈ Z3
si ha
D(e) =
1 0 00 1 0
0 0 1
 D(a) =
0 0 11 0 0
0 1 0
 D(a2)
0 1 00 0 1
1 0 0

Questo tipo di rappresentazione è detto rappresentazione regolare. Sia ora
A =
1
3
1 1 11 ω2 ω
1 ω ω2

Utilizzando la (2.1) abbiamo
D′(e) =
1 0 00 1 0
0 0 1
 D′(a) =
1 0 10 ω 0
0 0 ω2
 D′(a2)
1 0 00 ω2 0
0 0 ω

2.2 Lemma di Schur
Teorema 2.3. Se D1(g)A = AD2(g) ∀ g ∈ G, dove D1 e D2 sono rappresentazioni
irriducibili non equivalenti, allora A=0.
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Dimostrazione. Se esiste |a〉 tale che A|a〉 = 0, allora esiste un proiettore P non nullo,
che proietta un generico vettore nel sottospazio che annichila A.
AD2(g)P = D1(g)AP = 0 ∀g ∈ G
Poichè D2 è irriducibile, l'operatore P deve proiettare su tutto lo spazio, perciò A = 0.
Con un ragionamento analogo si mostra che se esiste 〈b| tale che 〈b|A = 0 allora A deve
essere nullo. Se tali vettori non esitono allora A è una matrice invertibile e quadrata, ma
allora:
A−1D1(g)A = D2(g)
ovvero D1 e D2 sono equivalenti contrariamente alle ipotesi. Ne risulta che A = 0
Studiamo lo stesso quesito supponendo D1 e D2 equivalenti.
Teorema 2.4. Se D(g)A=AD(g) ∀ g ∈ G, dove D è una rappresentazione irriducibile
nito dimensionale, allora A ∝ I.
Dimostrazione. Osserviamo che la rappresentazione è nito dimensionale e la matrice A
ha la stessa dimensione della rappresentazione. L'equazione caratteristica di ogni matrice
nito dimensionale ammette almeno una soluzione, perciò A ha almeno un autovalore λ
e un autovettore |a〉 tali che
(A− λI)|a〉 = 0
Inoltre
D(g)(A− λI) = (A− λI)D(g) ∀g ∈ G
Ma allora, date queste due condizioni, con gli stessi ragionamenti utilizzati nel teorema
precedente ricaviamo (A− λI) = 0 =⇒ A ∝ I.
Osservabili invarianti e rappresentazioni irriducibili
Se un osservabile O è invariante sotto la trasformazione di simmetria allora l'osservabile
trasformato O′ eguaglia O. Dalla (1.7) abbiamo
O → D(g)OD(g)† = O ∀g ∈ G (2.3)
L' equazione (2.3) si può scrivere anche nel seguente modo
D(g)O = OD(g) ∀g ∈ G (2.4)
e implica che O commuta con D(g)
[O,D(g)] = 0 ∀g ∈ G (2.5)
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Un osservabile invariante soddisfa perciò il lemma di Schur. Di conseguenza se O è
invariante per trasformazioni del gruppo G, associamo ad ogni rappresentazione irridu-
cibile di G un autovalore di O, poichè questo è proporzionale all'identità. Tutti gli stati
che trasformano secondo una rappresentazione irriducibile assumo quindi lo stesso valore
di aspettazione della variabile sica determinata da O.
In generale [9] si ha che due set di vettori, i quali trasformano secondo rappresenta-
zioni irriducibili non equivalenti, generano due sottospazi invarianti orotogonali fra loro.
Per questo utilizzeremo le rappresentazioni irriducibili per scomporre gli spazi vettoriali
in sottospazi degeneri rispetto agli osservabili invarianti. Notiamo inne che se le rappre-
sentazioni irriducibili sono equivalenti possiamo avere due casi: o i sottospazi invarianti
sono in realtà lo stesso sottospazio, oppure sono anche essi ortogonali tra loro. In questo
caso i due set di vettori si distinguono per il valore di qualche osservabile sico.
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Capitolo 3
I gruppi continui
3.1 I gruppi di Lie
Ci soeriamo ora sull'analisi dei gruppi continui: i gruppi di Lie. Un gruppo di Lie è
un gruppo i cui elementi dipendono in modo continuo da dei parametri: g → g(α). Per
studiare tali gruppi introduciamo una nozione di vicinanza. Due elementi sono vicini se i
parametri che li descrivono sono vicini. Siamo interessati allo studio delle trasformazioni
innitesime del gruppo e alla sua legge di moltiplicazione, che è denita dall'algebra di
Lie.
Parametrizziamo il gruppo in modo tale che ad α=0 corrisponda l'elemento identità
e assumiamo che in un intorno dell'identità, gli elementi del gruppo siano descritti da
una funzione di N parametri reali, αa, con a = 1 . . . N
g(α)|α=0 = e
D(g)|α=0 = 1̂
(3.1)
Espandiamo ora in serie di Taylor gli elementi D(α) in un intorno dell' identità.
D(dα) = 1̂ + idαaXa + · · · (3.2)
dove è sottintesa la convenzione di Einstein relativa alla somma di indici ripetuti. Gli
operatori lineari Xa nella (3.2) sono detti generatori del gruppo e sono deniti come
Xa ≡ −i
∂
∂αa
D(α)
∣∣∣∣
α=0
(3.3)
La i viene aggiunta anchè i generatori di una rappresentazione unitaria siano operatori
hermitiani. Dobbiamo scegliere ora la parametrizzazione che più ci conviene per studiare
le proprietà del gruppo. Poichè il prodotto di due elementi è ancora un elemento del
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gruppo, possiamo allontanarci dall'identità elevando alla k−esima potenza un elemento
innitesimo. Consideriamo l'elemento D(α) = 1̂+ idαaXa, esso dierisce da un elemento
del gruppo per un terimine dell'ordine di (dα)2, perciò tende ad un elemento del gruppo
per dα→ 0.
D(α) = lim
k→∞
(1̂ + idαaXa/k)
k = eidαaXa (3.4)
Poichè k →∞, 1̂+idαaXa/k diventa l'elemento innitesimo del gruppo. Questa parame-
trizzazione è molto utile, perchè possiamo scrivere gli elementi del gruppo in termini dei
generatori, i quali, a dierenza degli elementi del gruppo, formano uno spazio vettoriale.
3.2 Relazione di commutazione
Vogliamo ora analizzare la realizzazione della legge di composizione del gruppo all'interno
di una rappresentazione del tipo (3.4). Distinguiamo a questo scopo due casi, il primo
quello in cui la moltiplicazione avviene fra due elementi con gli stessi valori degli αa, a
meno di una costante comune a tutti gli elementi. Il secondo nel quale la moltiplicazione
avviene tra elementi generati da una diversa combinazione lineare dei generatori Xa. Nel
primo caso avremo un gruppo di elementi a un parametro:
U(λ) = eiλαaXa (3.5)
e la moltilicazione del gruppo è semplicemente
U(λ1)U(λ2) = U(λ1 + λ2) (3.6)
Invece, se moltiplichiamo elementi generati da due diverse combinazioni lineari dei ge-
neratori, in generale
eiαaXaeiβbXb 6= ei(αa+βa)Xa (3.7)
D'altra parte, poichè gli esponanziali formano una rappresentazione del gruppo deve
essere vero che il prodotto di due esponenziali di generatori da ancora un esponenaziale
di generatori
eiαaXaeiβbXb = eiδaXa (3.8)
per qualche δ. Si trova [3] che anchè la (3.8) sia valida, deve valere
[Xa, Xb] = ifabcXc (3.9)
per qualche costante fabc con
fabc = −fbac (3.10)
perchè [A,B] = −[B,A]. Le fabc sono chiamate costanti di struttura.
La formula che esprime il valore di δ e quella di Backer-Campbell-Hausdor
eAeB = eA+B+
1
2
[A,B]+ 1
12
[A,[A,B]]− 1
12
[B,[A,B]]+··· (3.11)
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dove i puntini indicano i termini successivi. Al primo grado di approssiamazione si ha
semplicemente
δa = αa + βa −
1
2
− αaβbfabc (3.12)
La relazione di commutazione esprime quindi la legge di moltiplicazione del gruppo. Se
la (3.9) è valida diciamo che i generatori formano un'algebra.
Denizione 3.1. Un'algebra di Lie n−dimensionale è uno spazio vettoriale denito su
un campo K, generato da n generatori Xi (i = 1, . . . , n) nel quale è denita una regola
di moltiplicazione chiamata commutatore o parentesi di Lie.
[Xa, Xb] =
n∑
c=1
ifabcXc (3.13)
La formula (3.11) mostra che basta conoscere la relazione (3.9) per determinare l'e-
lemento prodotto del gruppo a qualunque ordine di approssimazione. Perciò, le costanti
di struttura, bastano a determinare con precisione la legge di moltiplicazione del grup-
po. La struttura del gruppo, è quindi specicata dalla legge di moltiplicazione calcolata
vicino all'identità. Il comportamento locale dei gruppi determina la maggior parte delle
loro proprietà. Esprimendo le trasformazioni in termini dei generatori possiamo focaliz-
zare la nostra attenzione solo su questi pochi operatori, base di uno spazio vettoriale,
invece che sugli inniti elementi del gruppo. Deve essere però puntualizzato che non
tutte le informazioni sono contenute nell'algebra del gruppo. Queste informazioni sono
le caratteristiche globali, le quali giocano un ruolo determinante nella costruzione delle
rappresentazioni irriducibili.
3.3 Generatori e osservabili
Vediamo per prima cosa che i generatori di una rappresentazione unitaria sono hermitiani.
Sia D(dαa) una trasformazione innitesima vicino all'identità. Se D(g) è unitaria posso
scrivere:
D†(dαa)D(dαa) = 1̂ (3.14)
con
D†(dαa) = 1̂ + idαaXa =⇒ 1̂ + dαa(Xa +X†a) = 1̂
=⇒ X†a = Xa . (3.15)
L'introduzione della i è servita allo scopo di rendere i generatori hermitiani.
Vediamo inoltre che un osservabile è invariante sotto l'azione di una trasformazione
appartenente ad un gruppo di Lie, se il suo commutatore con il generatore corrispondente
alla particolare trasformazione è nullo.
O′ = eiαaJaOe−iαaJa = O ⇔ [O, Ja] (3.16)
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La (3.15) e la (3.16) permettono di studiare il valore degli osservabili indagando le tra-
sformazioni ad essi associate. La (3.16) mostra che un osservabile è invariante per una
trasformazione, se il suo commutatore con il generatore della trasformazione è 0. Questa
condizione è l'analoga, per i gruppi di Lie, della condizione (2.5). Dato un osservabile O
espresso da un operatore hermitiano, lo si può associare al generatore di una trasforma-
zione unitaria T . Titti gli osservabili invarianti sotto la trasformazione T , si identicano
perciò con quelli che commutano con O.
Consideriamo ad esempio il gruppo galileiano G = {gα} con α = 1, . . . , 10. È un
gruppo di trasformazioni spaziotemporali continue che agiscono nel seguente modo
• traslazione temporale: t→ t′ + τ
• traslazione spaziale: r → r′ = r + ρ
• rotazione spaziale: r → r′ = Rθr
• boosts1: r → r′ = r + ut
con τ ∈ R numero reale che rappresenta l'intervallo di tempo, ρ = (ρx, ρy, ρz) ∈ R triplet-
to di numeri reali rappresentanti l'intervallo spaziale, Rθ matrice 3 x 3 rappresentante le
rotazioni spaziali di un angolo θ e u = (ux, uy, uz) tripletto di numeri reali rappresentanti
velocità costanti. Poichè il gruppo galileiano G è un gruppo di Lie, possiamo esprimere
le trasformazioni gα in forma esponenziale. Il gruppo G è denito da dieci generatori: Kτ
per le traslazioni temporali, Kρi per le traslazioni spaziali, Kθi per le rotazioni spaziali,
Kui per i boosts, con i = 1, 2, 3. L'azione combinata di tutte le trasformazioni è data da:
Us =
10∏
α=1
eiKαsα . (3.17)
Le relazioni di commutazione sono date da [6]:
[Kρi , Kρj ] = 0 [Kui , Kuj ] = 0 [Kθi , Kθj ] = iεijkKθj [Kθi , Kρj ] = iεijkKρk
[Kθi , Kuj ] = iεijkKuk [Kui , Kρj ] = iδijM [Kρi , Kτ ] = 0 [Kθi , Kτ ] = 0
[Kui , Kτ ] = iKρi
(3.18)
conM = mI (m massa). In meccanica quantistica, in un sistema libero da campi esterni,
i generatori Kα rappresentano le principali grandezze del sistema:
H = ~Kτ Ji = ~Kθi Gi = ~Kµi Pi = ~Kρi (3.19)
con H operatore hamiltoniano, Ji operatore del momento angolare, Gi operatori dei
boosts, Pi operatore della quantita di moto. Inoltre ponendo ~ = 1, soddisfano le regole
1trasformazioni fra due sistemi inerziali in moto relativo.
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di commutazione (3.18). Perciò se prendiamo una trasfromazione temporale, questa
non varia l'hamiltoniana e tutte le grandezze relative a osservabili che commutano con
l'hamiltoniana. Per trasformazioni rotazionali non varia né il momento angolare né tutte
quelle grandezze i cui osservabili commutano con esso. Viceversa vediamo che le rotazioni
e le traslazioni spaziali non variano l'hamiltoniana che invece è variata dai boosts.
3.4 Proprietà dell'algebra di Lie
3.4.1 Identità di Jacobi
I gneratori di un'algebra di Lie soddisfano la seguente identità [3]
[Xa, [Xb, Xc]] = [[Xa, Xb], Xc] + [Xb, [Xa, Xc]] (3.20)
3.4.2 Rappresentazioni aggiunta
Le costanti di struttura stesse generano una rappresentazione dell'algebra chiamata
rappresentazione aggiunta. Denendo un set di matrici Ta
[Ta]bc ≡ −ifabc (3.21)
si ha, per l'identità di Jacobi
fbcdfade + fabdfcde + fcadfbde (3.22)
da cui ricaviamo la seguente relazione di commutazione:
[Ta, Tb] = ifabcTc (3.23)
Questa rappresentazione ricavata dalle costanti di struttura è la rappresentzione aggiun-
ta. La dimensione di una rappresentazione è la dimensione dello spazio lineare sulla quale
agisce. Nel caso della della rappresentazione aggiunta, come si vede dalla (3.21), corri-
sponde al numero di generatori linearmente indipendenti, il quale corrisponde al numero
di parametri reali necessari a descrivere un elemento del gruppo. È utile introdurre un
prodotto scalare sullo spazio lineare dei genreatori, per renderlo uno spazio vettoriale.
Utilizziamo la traccia delle matrici Ta
Tr(Ta, Tb) (3.24)
Possiamo porre questa matrice in forma canonica attuando una trasformazione lineare
(nonchè un cambio di base) sui generatori Xa, la quale induce una trasformazione sulle
costanti di struttura ed ottenere [3]
Tr(Ta, Tb) = k
αδab (3.25)
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(no somma). Possiamo inne riscalare le costanti kα con una trasformazione diagonale,
ma non possiamo variare il segno di kα. Assumiamo ora che tutte le kα siano positi-
ve. Questo denisce una serie di algebre dette compatte e semisemplici e possiamo
prendere
Tr(Ta, Tb) = λδab (3.26)
per qualche λ positivo. In questo caso le costanti di struttura risultano completamente
antisimmetriche e la rappresentazione aggiunta risulta unitaria.
3.4.3 Algebra semi-semplice
Denizione 3.2 (Sottoalgebra invariante). Una sottoalgebra invariante è un set di
generatori che è chiuso rispetto alla commutazione con ogni elemento dell'algebra. Quindi
se X è un generatore nella sottoalgebra invariante e Y un qualsialsi generatore dell'intera
algebra, [X, Y ] è un generatore nella sottoalgebra invariante.
Quando esponenziata una sottoalgebra invariante genera un sottogruppo invariante
[3]. L'algebra stessa e 0 sono le sottoalgebre invarianti banali. Un'algebra che non ha
sottoalgebre invarianti oltre a quelle banali si dice semplice. Una sottoalgebra invariante
abeliana consiste in un singolo generatore che commuta con tutti i generatori del gruppo.
Chiamiamo una tale algebra un U(1) del gruppo. U(1) è il gruppo delle trasformazioni
di fase. Se Xa è il generatore di U(1), fabc = 0 per ogni b e c. Le algebre abeliane
invarianti identicano direzioni nello spazio per le quali kα è uguale a 0. Un'algebra
senza sottoalgebre invarianti abeliane è detta semisemplice.
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Capitolo 4
Il gruppo U(1)
U(1) è denito come il gruppo abeliano delle fasi {eiθ|θ ∈ [0, 2π]}. Si può dimostrare [3]
che tutte le rappresentazioni irriducibili unitarie di un gruppo abeliano sono monodimen-
sionali. Il parametro del gruppo è perciò uno solo e lo indichiamo con θ. Lo spazio vetto-
riale sul quale agisce ogni rappresentazione irriducibile è complesso e monodimensionale.
In particolar l'azione di U(1) su un generico vettore v è
v → v′ = eiθv . (4.1)
In questo capitolo analizziamo due gruppi, entrambi con la stessa algebra di U(1): quello
delle rotazioni nel piano SO(2) e quello delle traslazioni monodimensionali T1. Utlizze-
remo SO(2) per vedere come si deduce l'algebra di Lie dalla rappresentazione denente.
Vedremo l'eetto delle proprietà globali dei gruppi sulle rappresentazioni irriducibili ana-
lizzando la dierenza tra SO(2) e T1 e inne studieremo il signicato sico dei sottospazi
invarianti sui quali agiscono tali rappresentazioni.
4.1 SO(2) e T1
4.1.1 Rappresentazione denente di SO(2)
Il gruppo SO(2) esprime le rotazioni nel piano. Sappiamo la forma delle matrici di
rotazione R(φ) dalla geometria elementare:
R(φ) =
(
cos(φ) −sen(φ)
sen(φ) cos(φ)
)
(4.2)
Un generico vettore x trasforma nel seguente modo:
x′j = R(φ)jix
i (4.3)
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Poiche il modulo di x si conserva,
R(φ)RT (φ) = 1̂ ∀φ (4.4)
dove RT è la matrice trasposta di R. Le matrici che soddisfano questa relazione sono
dette ortogonali ed hanno determinante =±1. Dalla scrittura esplicita di R(φ) vediamo
che il determinate vale solo +1. Matrici che soddisfano questa condizione più stringente
si dicono speciali, da cui SO(2). Questo gruppo infatti descrive unicamente le rota-
zioni che si possono ricavare con un'evoluzione continua a partire dall'identità, la quale
ha determinante ugule a 1. Escludere le matrici con determinante uguale a -1 equiva-
le ad escludere la trasformazione di parità o inversione spaziale. Sempre ragionando
geometricamente possiamo ricavare le seguenti proprietà:
R(φ2)R(φ1) = R(φ1 + φ2) (4.5)
R(φ) = R(φ± 2π) (4.6)
Deniamo inne
R(φ = 0) = 1̂ (4.7)
R(φ)−1 = R(−φ) (4.8)
Le matrici R(φ) così denite possiedono tutte le proprietà di gruppo. La (4.5) esprime
la legge di composizione e lo rende un gruppo commutativo. In termini del generatore
Xd(efinente) esprimiamo le rotazioni come
R(φ) = e−iφXd (4.9)
con
Xd =
(
0 −i
i 0
)
(4.10)
Questa particolare rapresentazione viene detta rapresentazione denete.
4.1.2 Rappresentazioni irriducibili di SO(2)
Poichè SO(2) è abeliano, tutte le sue rappresentazioni irriducibili sono 1−dimensionali.
Se indichiamo con |α〉 un sottospazio invariante minimo
X|α〉 = |α〉α (4.11)
D(g)|α〉 = |α〉e−iφα . (4.12)
Data la forma della (4.12) la regola di moltiplicazione è automaticamente soddisfatta.
Per soddisfare la proprietà globale di periodicità (4.6) dobbaimo compiere una restrizione
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sull'autovalore α. Dobbiamo avere e±i2πα = 1, perciò α può assumere solo valori interi.
Denotiamo questi interi con m e le corrispondenti rappresentazioni con Um:
X|m〉 = |m〉m (4.13)
Um(φ)|m〉 = |m〉e−im(φ) . (4.14)
Le rappresentazioni irriducibili di SO(2) sono date da X = m ,con m intero e
Um(φ) = e−imφ (4.15)
Poichè la rappresentazione denente è due dimensionale, deve essere riducibile. Il ge-
neratore Xd, ha due autovalori [9], ±1, ed i corrispondenti autovettori sono e± =
(∓e1 − ie2)
√
2.
4.1.3 T1
Esaminiamo ora il gruppo delle traslazioni spaziali uno dimensionali, che chiameremo
T1. Indichiamo la coordinata dell'asse spaziale con x e un arbitrario elemento di T1
corrispondente ad una traslazione di distanza x, con T (x). Sia poi |x0〉 lo stato di una
particella localizzata nella posizione x0.
T (x)|x0〉 ≡ |x+ x0〉 (4.16)
Allora T (x) deve avere le seguenti proprietà:
T (x1)T (x2) = T (x1 + x2) (4.17)
T (0) = 1 (4.18)
T (x)−1 = T (−x) (4.19)
Perciò T (x) forma un gruppo, ed è abeliano. Possiamo esprimere T (x) nel seguente
modo:
T (x) = e−iPx (4.20)
dove P è il generatore del gruppo. Le rappresentazioni di T (x) sono di nuovo unidimen-
sionali. Denominiamo la base di sttogruppi minimi invarianti con |p〉, gli autovalori con
p e le rappresentazioni irriducibili con Up(x).
P |p〉 = |p〉p (4.21)
Up(x)|p〉 = |p〉e−ipx (4.22)
La dierenza con SO(2) è che in questo caso non dobbiamo fare restrizione sul parametro
x che può assumere tutti i valori da meno innito a più innito. La trasformazione T (x)
agisce sullo stato |p〉, modicandolo di un fattore e−ipx. Ricordiamo che, mentre gli stati
|x〉, |φ〉, indicavano stati localizzati a valori ideali di posizione e angolo, gli stati |p〉 e
|m〉 descrivono modi normali di funzioni d'onda denite in tutto lo spazio.
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Capitolo 5
SU(2)
Oltre alle simmetrie dello spaziotempo sono molto importanti le simmetrie interne. Que-
ste simmetrie sono introdotte per descrivere le interazioni fondamentali. Una simmetria
interna non è relativa allo spaziotempo, bensì agisce su spazi creati appositamente, i
quali vettori di base sono rappresentati da stati delle particelle. SU(2) viene utilizza-
to per descrivere sia simmetrie esterne, che interne. Attraverso SO(3) che possiede la
stessa algebra di SU(2) descriviamo le rotazioni nello spazio tridimensionale, ma pos-
siamo utilizzare SU(2) anche per descrivere lo spazio dello spin e dell'isospin. Un altro
gruppo molto importante è SU(3), utilizzado ad esempio per descrivere simmetrie nel-
lo spazio di sapore e colore. Studiamo le algebre compatte perchè sono le uniche che
ammetto rappresentazioni unitarie nito dimensionali, e quindi in grado di descrivere
simmetrie degli stati. Utilizzaremo la proprietà di essere nito dimensionali per ricor-
struire le rappresentazioni irriducibili. Inoltre studiamo algebre semplici, in particolare
SU(2), o semisemplici poichè queste permettono la classicazione delle rappresentazioni
irriducibili attraverso gli operatori di Cartan.
5.1 SU(2)
SU(2) è il gruppo delle matrici unitaire 2 x 2 con determinante uguale ad 1.
SU(2)= { U matrici complesse 2 x 2 | U † = U−1, det U = 1}
I generatori sono matrici 2 x 2 hermitiane a traccia nulla [1]. Quest'ultima condizio-
ne è necessaria anchè il determinante di U sia unitario. Infatti, se diagonalizziamo
Xa
det(U) = 1 + i trXa = 1 . (5.1)
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Una base per i generatori è data dalle matrici di Pauli
σ1 =
(
0 1
1 0
)
σ2 =
(
0 −i
i 0
)
σ3 =
(
1 0
0 −1
)
. (5.2)
I generatori sono espressi da
Ja =
σa
2
(5.3)
e soddisfano la seguente algebra di Lie:
[Ja, Jb] = iεabcJc . (5.4)
Si tratta di un' algebra compatta, infatti εabc è il più semplice oggetto completamen-
te antisimmetrico con tre indici. Quest'algebra è equivalenete a quella del momento
angolare.
5.1.1 Operatori innalzamento e abbassamento SU(2)
Studiamo le rappresentazioni di SU(2), tenendo presente che le rappresentazioni uni-
tarie di gruppi compatti sono nito dimensionalo. Supponiamo di avere uno spazio
nito dimensionale, di dimensione N , che si trasforma secondo una rappresentazione
irriducubie di SU(2). Per etichettare gli stati, diagonalizziamo il massimo numero di ge-
neratori dell'algebra. Poichè nessuno commuta con nessun altro, ne scegliamo solo uno:
J3. Prendiamo ora gli autostati con il più alto valore di J3 e chiamiamo l' autovalore
corrispondente j.
J3|j, α〉 = j|j, α〉 , (5.5)
dove α è un indice necessario nel caso in cui ci siano più autostati di autovalore j, ovvero
indica tutte le altre variabili siche. Scegliamo gli stati in modo da avere
〈j, α|j, β〉 = 0 . (5.6)
Deniamo ora gli operatori di innalzamento e abbassamento
J± =
(J1 ± iJ2)√
2
, (5.7)
che soddisfano le seguenti relazioni di commutazione
[J3, J
±] = ±J± (5.8)
[J+, J−] = J3 . (5.9)
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Vengono chiamati in questo modo, poichè, se m è l'autovalore di |m〉 rispetto a J3, allora
m± 1 è autovalore di J±|m〉 rispetto a J3
J3|m〉 = m|m〉
J3J
± = J±J3|m〉 ± J±|m〉 = (m± 1)J±|m〉
(5.10)
L'operatore J+ annichila gli stati |j, α〉,perchè non esiste nessuno stato con autovalore
j + 1. Possiamo però utilizzare J− e denire
J−|j, α〉 ≡ Nj(α)|j − 1, α〉 , (5.11)
dove Nj(α) =
√
j = Nj è stato introdotto per mantenere gli stati |j − 1, α〉 ortonormali
[3]. Di conseguenza abbiamo
J+|j − 1, α〉 = 1
Nj
J+J−|j, α〉
=
1
Nj
[J+, J−]|j, α〉
=
j
Nj
|j, α〉 = Nj|j, α〉 .
(5.12)
Allo stesso modo
J−|j − k, α〉 = Nj−k|j − k − 1, α〉
J+|j − k + 1, α〉 = Nj−k|j − k, α〉
, (5.13)
con [3]
Nm =
1√
2
√
(j +m)(j −m+ 1) (5.14)
Abbiamo così denito l'azione degli operatori di innalzamento e abbassamento sugli stati
in modo tale che non cambino le variabili α. Questa azione corrispondere a dividere lo
spazio in sottogruppi invarianti, uno per ogni valore di α e di conseguenza la rappresenta-
zione in rappresentazioni irriducibili. Poichè abbiamo supposto la nostra rapresentazione
irriducibile, α non è necessario ad etichettare gli stati. La rappresentazione è nito di-
mensionale, esiste perciò un numero massimo di operatori di abbassamento che possiamo
applicare a |j〉. Chiamiamo questo numero l.
J−|j − l, α〉 = 0 (5.15)
e di conseguenza
Nj−l =
1√
2
√
(2j − l)(l + 1) = 0 . (5.16)
Anchè la (5.16) si annulli si deve avere l = 2j ovvero j = l/2 per qualche intero l.
Concludiamo che j può assumere solo valori semi-interi!
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5.1.2 Rappresentazioni irriducibili SU(2)
Gli stati di una rappresentazione irriducibile di SU(2), sono generalmente scritti
|j,m〉 , (5.17)
dove j indica il massimo autovalore di J3 ed identica la rappresentazione irriducibile,
mentre m indica l'autovalore proprio dello stato. Le matrici dei generatori Ja si ricavano
nel seguento modo:
[J ja ]m′m = 〈m′|Ja|j,m〉 , (5.18)
sapendo che
〈m′|J3|j,m〉 = mδm′m
〈m′|J+|j,m〉 =
√
(j +m+ 1)(j −m)/2 δm′,m+1
〈m′|J−|j,m〉 =
√
(j +m)(j −m+ 1)/2 δm′,m+1
(5.19)
e tenendo conto della (5.7). Se ad esempio ssiamo j = 1/2 ritroviamo la rappresenta-
zione denente
Ja =
σa
2
,
mentre ponendo j = 1 costruiamo l'importante rappresentazione spin 1
J11 =
1√
2
0 1 01 0 1
0 1 0
 J12 = 1√
2
0 −i 0i 0 −i
0 i 0
 J13 =
1 0 00 0 0
0 0 −1
 (5.20)
5.2 SO(3)
Il grupo SO(3) è il gruppo delle matrici R reali 3 x 3 con determinante uguale a 1. I
generatori della rappresentazione denente sono [1]
T1 =
0 0 00 0 −i
0 i 0
 T1 =
 0 0 i0 0 0
−i 0 0
 T1 =
0 −i 0i 0 0
0 0 0
 . (5.21)
L'algebra di Lie dei generatori è la stessa di SU(2). La dierenza tra i gruppi risiede nelle
caratteristiche globali, le quali costringono gli autovalori massimi delle rappresentazioni
irriducibili, denominati con j, ad assumere solo valori interi, per non avere rappresenta-
zioni a due valori. Le rappresentazioni irriducibili hanno dimensione 2j + 1 perciò la più
piccola non banale è quella denente. Questo gruppo è associato all'operatore momento
angolare J tramite la relazione
Ji = ~Ti i = 1, 2, 3 . (5.22)
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Si possono costruire anche rappresentazioni di SO(3) a spin semintero, ma queste saranno
rappresentazioni a due valori. Con ciò si intende che una rotazione di 2π è rappresentata
dalla matrice −1̂, mentre per ritornare allo stato iniziale è necessaria una rotazione di
altri 2π.
5.3 Tensori
Prendiamo due dierenti sistemi sici, il primo descritto da stati |x〉 appartenenti ad uno
spazio m dimensionale, il sececondo descritto da stati |i〉 appartenenti ad uno spazio n
dimensionale. Possiamo costituire lo spazio m x n dimensionale, che racchiude tutte le
possibili combinazioni di questi stati. Tale spazio è detto spazio prodotto tensoriale.
Indichiamo i nuovi vettori di base con
|i, x〉 ≡ |i〉|x〉 . (5.23)
Se |x〉 trasforma secodno la rappresentazione D1 e |i〉 secondo la rappresentazione
D2, deniniamo la rappresentazione prodotto tensoriale D1⊗2, i cui elementi di matrice
sono il prodotto di quelli di D1 e D2
〈j, x|D1⊗2|k, y〉 ≡ 〈j|D1|f〉〈k|D2|y〉 (5.24)
Allora lo stato |i, x〉 trasforma nel seguente modo
D(g)|i, x〉 = |j, y〉[D1⊗2]jyix
(|j〉[D1(g)]ji)(|y〉[D2(g)]yx)
. (5.25)
In altre parole i due stati trasformano indipendentemente ognuno secondo la propria
rapresentazione. Il prodotto tensoriale dei generatori risulta [3]
[J1⊗2a (g)]jyix = [J
1
a ]jiδyx + δji[J
2
a ]yx (5.26)
e la loro azione sugli stati
Ja(|j〉|x〉) = (Ja|j〉)|x〉+ |j〉(Ja|x〉) . (5.27)
5.3.1 Esempio: somma degli autovalori
Consideriamo il prodotto tensoriale di due autostati |j1,m1〉 e |j2,m2〉. Calcoliamo
l'autovoalore di J3 del loro prodotto tensoriale utilizzando la formula (5.27)
J3(|j1,m1〉|j2,me〉) = (m1 +m2)(|j1,m1〉|j2,me〉) . (5.28)
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In questo esempio vogliamo calcolare, dato un certo peso massimo frutto di un prodotto
tensoriale, le rappresentazioni irriducibili utilizzando l'operatore di abbassamento. Con-
sideriamo il prodotto di una rappresentazione di spin 1/2 con una di spin 1. Lo stato di
peso massimo della rappresentazione prodotto tensoriale è |3/2, 3/2〉 = |1/2, 1/2〉|1, 1〉.
Applichiamo l'operatore abbassamento:
J−|3/2, 3/2〉 =
√
3
2
|3/2, 1/2〉 =
√
1
2
|1/2,−1/2〉|1, 1〉+
√
1|1/2, 1/2〉|1, 0〉 (5.29)
o equivalentemente |3/2, 1/2〉 =
√
1
3
|1/2,−1/2〉|1, 1〉 +
√
2
3
|1/2, 1/2〉|1, 0〉. Applichiamo
nuovamente l'operatore abbassamento, considerando che annichila lo stato |1/2,−1/2〉 e
troviamo
|3/2,−1/2〉 =
√
2
3
|1/2,−1/2〉|1, 0〉+
√
1
3
|1/2, 1/2〉|1,−1〉
e successivamente
|3/2,−3/2〉 = |1/2,−1/2〉|1,−1〉
Questi stati formano una rappresentazione spin = 3/2 di dimensione 4. Vi sono altri due
stati ortogonali allo spazio generato dai primi√
2
3
|1/2,−1/2〉|1, 1〉 −
√
1
3
|1/2, 1/2〉|1, 0〉√
1
3
|1/2,−1/2〉|1, 0〉 −
√
2
3
|1/2, 1/2〉|1,−1〉
ai quali, osservando il valore di (m1 + m2), associamo gli stati |1/2, 1/2〉, |1/2,−1/2〉.
Essi formano una rappresentazione irriducibile spin = 1/2 bidimensionale. In generale
vale la formula [3]
{j} ⊗ {s} =
s+j∑
⊕l=|s−j|
{l} (5.30)
5.3.2 Operatori tensoriali
Un operatore tensoriale che trasformaa secondo la rappresentazione di spin s, è un set
di operatori Osl , con 1 ≤ l ≤ 2s+ 1 tali che
[Ja, O
s
l ] = O
s
m[J
s
a ]ml . (5.31)
dove Jsa sono i generatori relativi alla rappesentazione di spin s. Vediamo per prima cosa
che il prodotto Osl |j,m, α〉 trasforma nello stesso modo di un prodotto tensoriale s ⊗ j
tra stati di spin s e j
JaO
s
l |j,m, α〉 =[Ja, Osl ]|j,m, α〉+Osl Ja|j,m, α〉
= Osl′ |j,m, α〉[Jsa ]l′l +Osl |j,m′mα〉[J ja ]m′m
(5.32)
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In particolare notiamo che se Ja è scritto in forma diagonale, come potrebbe essere J3 in
un'opportuna base, abbiamo
J3O
s
l |j,m, α〉 = (l +m)Osl |j,m, α〉 (5.33)
perciò l'autovalore dello stato Osl |j,m, α〉 è semplicemente la somma dell'autovalore del-
l'operatore e quello dello stato |j,m, α〉. Possiamo applicare agli stati Osl |j,m, α〉 la
costruzione del massimo peso esattamente come si trattasse di un normale prodotto ten-
soriale ricavando tutte le rappresentazioni irriducibili di dimensione |j − s| ≤ n ≤ j + s.
Indichiamo gli autostati di tali rappresentazioni con |J,M〉, dove J indica la particolare
rappresentazione e M l'autovalore dell'operatore J3. Pensiamo ciascuno di questi stati
come combinazione lineare degli stati Osl |j,m, α〉 nel seguuente modo∑
l
Osl |j,M − l, α〉〈s, j, l,M − l|J,M〉 = kj|J,M〉 (5.34)
dove kJ è una costante che come vedremo dipende solo da J e i coecienti 〈s, j, l,M −
l|J,M〉 si determinano analizzando il prodotto tensoriale |s, l〉|j,m〉. Infatti possamo
scrivere il vettore |J,M〉 attraverso la base |s, l〉|j,m〉∑
l
|s, l〉|j,M − l, α〉〈s, j, l,M − l|J,M〉 = |J,M〉 . (5.35)
Osserviamo che i coecienti sono gli stessi in entrami i casi, infatti J+|J, J〉 deve essere
nullo e questa condizione determina i coecienti 〈s, j, l, J−l|J, J〉 a meno di una costante
moltiplicativa comune a tutti. Poichè le proprietà di trasformazione di Osl |j,m〉 e |s, l〉
sono le stesse, allora tutti i coecienti devono essere proporzionali. L'unica dierenza
risiede nel coeciente di proporzionalità kJ che come abbiamo visto dipende solo da
J . Viceversa possiamo scrivere gli stati Osl |j,m, α〉 come cobinazione lineare degli stati
|J,M〉 nel seguente modo
Osl |j,m, α〉 =
j+s∑
J=|j−s|
〈J, l +m|s, j, l,m, 〉kJ |J, l +m〉 . (5.36)
I coecienti 〈J, l +m|s, j, l,m, 〉 non dipendono dal particolare operatore tensoriale, ma
sono determinati utilizzando le sole proprietà di gruppo e si chiamano coecienti di
Clebsch-Gordan. Esprimiamo inne gli stati kj|J, l+m〉 come combinazione lineare di
|J, l + m,β〉, dove abbiamo introdotto la variabile β che rappresenta gli altri parametri
sici necessari ad identicare univocamente lo stato. Abbiamo inne [3]
〈J,m′, β|Osl |j,m, α〉 = δm′,l+m〈J, l +m|s, j, l,m〉 · 〈J, β|Os|j, α〉 . (5.37)
La sica del sistema è contenuta solo nei coecienti 〈J, β|Os|j, α〉 , i quali dipendono, ol-
tre che dalle variabili α e β, solo dai numeri quantici j e J (e quindi dalle rappresentazioni)
e non da m e m′. L'equazione (5.37) è nota come teorema di Wigner-Eckart.
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Capitolo 6
Algebre compatte e semisemplici,
radici e pesi
6.1 Operatori di Cartan
Nell'analisi delle rappresentazioni irriducibili di un algebra compatta generica, è utile
trovare il più grande set di generatori commutanti per poterli diagonalizzare. In questo
modo utilizzeremo i loro autovalori per etichettare gli stati. I restanti generatori saran-
no utilizzati per denire gli operatori di alzamento e abbassameto. Il set di generatori
hermitiani commutanti più ambio possibile è detto sottoalgebra di Cartan. Una tale
sottoalgebra è unica, poichè qualsialsi scelta è equivalente. Il numero m di generatori di
Cartan indipendenti è detto rango dell'algebra, ed è quindi una proprietà dell'algebra,
non della rappresentazione. In una particolare rappresentazione irriducibile, D, ci saran-
no un numero m di generatori hermitiani Hi, corrispondenti alla sottoalgebra di Cartan,
che soddisfano
Hi = H
†
i , [Hi, Hj] = 0 . (6.1)
I generatori di Cartan commutano fra di loro, è perciò possibile diagonalizzarli simulta-
neamente. Questo ci permette di scegliere una base di autostati che possiamo classicare
attraverso i relativi autovalori. Attuiamo perciò un cambiamento di base in modo che
Tr(HiHj) = kDδij i, j = 1 . . .m . (6.2)
Dopo la diagonalizzazione, gli stati della rappresentazione D saranno |µ, x,D〉, con
Hi|µ, x,D〉 = µi|µ, x,D〉 (6.3)
dove x indica ogni altro paramatro necessario a descrivere lo stato. I µi sono detti pesi,
il vettore formato dalle m componenti µi è detto vettore peso. Deniamo positivo un
vettore la cui prima componente non nulla è positiva, e negativo un vettore la cui prima
componente è negativa.
30
6.2 Radici
L'analisi dei pesi degli stati della rappresentazione aggiunta è molto importante. Gli sta-
ti di tale rappresentazione sono infatti i generatori stessi, in questo modo associamo un
vettore peso ad ognuno di essi. I pesi vengono chiamati in questo caso radici. Ogni alge-
bra di Lie ha le sue radici, che sono molto utili nella ricostruzione delle rappresentazioni
irriducibili, poichè permettono di ricavare le rappresentzioni fondamentali dell'algebra
(vedremo in seguito quali sono queste rappresentazioni).
Denotiamo gli stati della rappresentazione aggiunta con |Xa〉, una combinazione linare
di essi corrisponde alla combinazione lineare dei generatori. Introduciamo ora il prodotto
scalare
〈Xa|Xb〉 = λ−1Tr(X†aXb) (6.4)
Questo è l'analogo della (3.26) valida per le algebre compatte e semisemplici. L'azione
di un generatore su uno stato risulta:
Xa|Xb〉 = |[Xa, Xb]〉 (6.5)
Si vede subito che gli stati corrispondenti ai generatori di Cartan hanno peso nullo.
Possiamo calcolare l'azione di un generatore su un generico stato come segue:
Xa|Xb〉 = Xc〉〈Xc|Xa|Xb〉 = |Xc〉[Ta]cb = −ifacb|Xc〉
ifabc|Xc〉 = |ifabcXc〉 = |[Xa, Xb]〉
(6.6)
Gli stati della rappresentazione aggiunta, quelli che non appartengono al sottospazio
di Cartan, hanno in generale vettore peso non nullo, poichè non commutano con gli
operatori di Cartan.
Hi|Eα〉 = αi|Eα〉 (6.7)
e quindi i corrispondenti generatori soddisfano
[Hi, Eα] = αiEα (6.8)
Gli operatori Eα appartengono allo spazio generato dai generatori dell'algebra, ma non
sono i generatori. Sono stati scelti in modo da essere autostati degli operatori di Cartan.
Questo si può notare dal fatto che non sono hermitiani, infatti
[Hi, E
†
α] = −αiE†α (6.9)
e quindi
E†α = E−α . (6.10)
Stati con diversi pesi devono essere ortonormali, perchè hanno diversi autovalori di al-
meno un operatore di Cartan. Scegliamo quindi la normalizzazione degli stati nella
rappresentazione irriducibile in modo che
〈Eα|Eβ〉 = δαβ = λ−1Tr(E†αEβ) (6.11)
Questi operatori vengono chiamati operatori di innalzamento e abbassamento.
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6.3 Metodo generale: innalzamento e abbassamento
Gli operatori E±α sono detti rispetttivamente di innalzamento e abbassamento,
poichè gli stati E±α|µ,D〉 hanno pesi (µ± α):
HiE±α|µ,D〉 = [Hi, E±α]|µ,D〉+ E±αHi|µ,D〉 = (µ± α)iE±α|µ,D〉 . (6.12)
Essi permettono il passaggio da un autostato all'altro delle rappresentazioni. In parti-
colare conoscendo il peso di uno stato, è conoscendo le radici di un algebra, possiamo
conoscere i pesi degli altri stati, ricostruendo in questo modo l'intero sistema.
L'equazione (6.12), se applicata allo spazio della rappresentazione aggiunta, porta alla
seguente equazione:
[Eα, E−α] = α ·H , (6.13)
infatti [Eα, E−α] è combinazione lineare di generatori di Cartan
Eα|E−α〉 = βi|Hi〉 = |βiHi〉 = |[Eα, E−α]〉 (6.14)
e possiamo calcolare βi nel seguente modo
βi = 〈Hi|Eα|E−α〉 = λ−1Tr(Hi[Eα, E−α]) = λ−1Tr(Eα[Hi, E−α])
λ−1αiTr(E−αEα) = αi
(6.15)
L'equazione (6.13) è il punto chiave del nostro studio, ed è stata ricavata utilizzando
l'ortonormalità degli stati aventi pesi diversi e la proprietà delle costanti di struttura di
una algebra compatta e semiseplice di essere completamente antisimmetriche [3].
Ad ogni coppia di vettori radice non nulli E±α è sempre possibile associare un terzo
operatore, che chiamiamo E3, in modo tale che
E± ≡ |α|−1E±α (6.16)
E3 ≡ |α|−2α ·H (6.17)
formino una sotto algebra SU(2) dell'intera algebra. Per vederlo notiamo che
[E3, E
±] = |α|−3[α ·H,E±α
= |α|−3α(±α)E±α = ±|α|−1E±α = ±E±
; (6.18)
[E+, E−] = |α|−2[Eα, E−α]
= |α|−2α ·H = E3
(6.19)
Gli stati della rappresentazione aggiunta di un'algebra semisemplice possono sempre
essere decomposti in sottoalgebre SU(2), che possiamo utilizzare per ricavare la struttura
generale delle rappresentazioni irriducibili.
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6.3.1 Condizioni sulle radici
Siccome conosciamo l'algebra di SU(2), ricaviamo molte informazioni sui vettori radice
α. Per esempio si trova una corrispondenza biunivoca tra vettori radice e generatori,
quindi, per la rappresentazione aggiunta, non vi è necessario nessun altro nessun altro
parametro per descrivere gli stati ( come x nella 6.3).
Dimostrazione. Siano Eα e E ′α due generarori ortonormali a cui è associata la stessa
radice α, 〈Eα, E ′α〉 = λ−1Tr(E†αE ′α) = λ−1Tr(E−αE ′α) = 0. Lo stato E−|E ′α〉 ha peso
zero ed è quindi combinazione lineare di generatori di Cartan. Ma
〈Hi|E−|E ′α〉 = λ−1Tr(Hi[E†α, E ′α])
= −λ−1Tr(E−[Hi, E ′α]) = −αiλ−1Tr(E ′αE−) = 0
Di conseguenza E−|E ′α〉 = 0. Abbiamo anche E3|E ′α〉 = |α|−2α · H|E ′α〉 = |E ′α〉. Allora
|E ′α〉 ha autovalore di E3 uguale ad 1, ma è lo stato con minimo autovalore di E3 e questo
è impossibile.
Un altro importante risultato [3] che deriva da quello precedente, ma che non dimo-
striamo è che se α è una radice, allora non esistono altre radici non nulle multiplo di α,
tranne -α.
Prendiamo una terna E±, E3 per un ssato α. L'autovalore di E3 per uno stato con peso
µ di una rappresentazione D è
E3|µ, x,D〉 =
α · µ
α2
|µ, x,D〉 . (6.20)
Poichè l'autovalore di E3 può essere solo intero o sem-intero,
2α · µ
α2
(6.21)
è un intero.
Sia ora j, l'autovalore di E3. Poichè E3, E± formano un all'algebra di SU(2), esistono
due numeri interi che chiamiamo p e q tali che
(E+)p|µ, x,D〉 6= 0 , (6.22)
che ha peso µ+ pα, sia lo stato con autovalore di E3 pari a j, perciò
(E+)p+1|µ, x,D〉 = 0 , (6.23)
α · (µ+ pα)
α2
=
α · µ
α2
+ p = j (6.24)
Allo stesso modo lo stato
(E−)q|µ, x,D〉 6= 0 (6.25)
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con peso µ− qα sia lo stato più basso autovalore di E3, ossia
(E−)q+1|µ, x,D〉 = 0 , (6.26)
α · (µ− qα)
α2
=
α · µ
α2
− q = −j . (6.27)
Sommando la (6.24) e la (6.27) si ottiene
α · µ
α2
= −1
2
(p− q) , (6.28)
relazione nota come master formula. Essa permette una classicazione geometrica
delle algebre di Lie compatte. Ad esempio possiamo applicare tale formula per calcolare
l'angolo tra due vettori radice α e β.
cos2θαβ =
(α · β)2
α2β2
=
(p− q)(p′ − q′)
4
. (6.29)
6.3.2 Radici semplici
Alcune radici positive possono essere ricavate da altre. Deniamo radici semplici quelle
radici positive che non possono essere scritte come somma di altre radici positive. Le
radici semplici sono ovviamente linearmente indipendenti, e hanno alcune proprietà che
rendono le algebre di Lie semisemplici facilmente classicabili.
1. la deerenza di radici semplici non è una radice. Se α e β sono due radici, suppo-
nendo α−β positiva, avremmo α = (α−β)+β e non sarebbe una radice semplice.
Viceversa se α− β fosse negativa sarebbe β a non essere semplice.
2. ogni radice positiva può essere scritta somma di radici semplici con coeecienti
non negativi interi kα . Se esistesse una radice senza questa proprietà, essa sarebbe
una radice semplice.
3. le radici semplici formano un set completo. Supponiamo per assurdo che esista
qualche vettore ξ ortogonale a tutte le radici sempici e perciò ortogonale a tutte le
radici. Allora
[ξ ·H,Eφ] = 0 ∀φ (6.30)
Poichè ξ ·H commuta anche con tutti i generatori di Cartan, allora commuta con
tutti i generatori e l'algebra non è semi semplice.
Il numero di E3 e quindi di radici semplici eguaglia perciò il numero di generatori di
Cartan, nonchè il rango dell'algebra. Poichè le radici semplici formano un set completo,
possiamo esprimere ogni peso in funzione di esse. Vediamo come farlo attraverso i pesi
fondamentali. Sottraendo la (6.24) e la (6.27) ricaviamo
p+ q = 2j , (6.31)
perciò se conosciamo p e q conosciamo la rappresentazione di massimo spin.
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6.3.3 Trovare tutte le radici
Ad ogni peso |µ〉, possimamo associare un valore qi − pi per ogni radice. Gli elementi
qi − pi, corrispondono al doppio degli autovalori associati all'E3 relativo alla radice αi :
2E3|µ〉 = 2µ·α
i
αi2
|µ〉 = (qi − pi)|µ〉 . Poichè le αi sono complete, i valori qi − pi dei vettori
peso, contengono le stesse informazioni delle loro componenti, perciò li utilizziamo per
etichettare i pesi. Ad ogni radice semplice αj, associamo i valori qi−pi che rappresentano
l'azione di αi su αj, attraverso la matrice di Cartan
Aji ≡
2αj · αi
αi2
(6.32)
La j-esima riga della matrice di Cartan consiste nei valori qi − pi associati alla radice
semplice αj. Notiamo che tutti gli elementi della diagonale sono uguali a 2. Infatti ogni
radice αi rappresenta lo stato di massimo spin di una rappresentazione SU(2) di spin 1.
Di conseguenza tutti i valori della diagonale sono associati a qi = 2 e pi = 0. Ricordiamo
che non esiste nessuna radice uguale a 2αi. Viceversa, per le altre componenti della
matrice di Cartan, qi=0, perchè αj −αi non è una radice, di conseguenza pi = −Aji. La
costruzione di tutte le radici avviene sommando, per ogni pi non nullo delle componenti
di αj, le componenti di αj con quelle di αi. Il risultato di una singola somma sarà una
nuova radice.
Esempio 6.1. Supponiamo di avere la seguente matrice di Cartan (come vedremo
corrisponde alla matrice di Cartan di SU(3) )(
2 −1
−1 2
)
(6.33)
Indicando le radici semplici attraverso le loro componenti q1 − p1 abbiamo
α1 = (2 - 0) (0 - 1) = 2 -1 , α2 = (0 -1) (2 - 0) = -1 2 . Possiamo applicare a ciascuna
delle due radici l'altra solo una volta e, in entrambi i casi troviamo la radice non semplice
α = 1 1 , alla quale non si può applicare nessuna radice semplice poichè essa ha p1 =
p2 = 0. Possiamo applicare lo stesso ragionamento per trovare tutte le radici negative.
Si trova che le radici di SU(3) sono : 1 1 , 2 -1 , -1 2 , 0 0 , 1 -2 , -2 1 , -1 -1 .
6.3.4 Pesi fondamentali
Supponiamo che le radici semplici di qualche algebra semi-semplice siano αj , con j =
1, . . . ,m. Sia µMax il massimo peso per una rappresentazione irriducibile D. Allora
Eαj |µMax〉 = 0 ∀j (6.34)
ovvero tutte le radici positive annichilano lo stato. È valido anche il viceversa: le rappre-
sentazioni irriducibili possono essere costruite applicando operatori di abbasamento ad
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ogni stato con questa proprietà. Ovvero se vale la (6.34), allora µMax è il massimo peso
di una rappresentazione irrriducibile. Quindi per ogni Eαj che agisce su |µMax〉, p=0 e
2αj · µMax
αj2
= qj . (6.35)
Poichè gli αj sono linearmente indipendenti e completi, gli interi qj determinano comple-
tamente µMax. Possiamo etichettare un generico peso massimo µ con i suoi coecienti
qj. Questi interi sono chiamati coecienti di Dynkin. Essi corrisspondono al doppio
degli autovalori dell'E3 associato a αj. È utile considerare i vettori peso µj che soddisfano
2αj · µk
αj2
= δjk . (6.36)
I vettori µj sono chiamati pesi fondamentali. Ogni peso fondamentale, corrisponde
allo stato massimo (pi = 0 ∀αi), per una certa trasformazione irriducibile, più piccola
possibile (qj=1, qi = 0 ∀i 6= j ). Per ogni peso fondamentale abbiamo inoltre una radice
ed una terna E±, E3 associata, con autovalore di E3 uguale, per denizione, a 1/2,
mentre l'autovalore dell'operatore E3 associato a qualunque altra radice è 0. Possiamo
costruire, attraverso gli operatori di abbassamento una rappresentazione irriducubile per
ognuno di essi. Le m rappresentazioni irriducibili che hanno questi massimi pesi sono
dette rappresentazioni fondamentaliDj. Il numero di rappresentazioni fondamentali,
equivale perciò al numero di etichette del sistema. Nel caso di SU(2) ho un solo operatore
di Cartan, perciò ho una sola rappresentazione fondamentale, che è quella associata alle
matrici di Pauli. Ogni massimo peso, µ, può essere scritto in modo unico come
µ =
m∑
j=1
qjµj . (6.37)
Possiamo costruire la rappresentazione con peso massimo µ, attraverso il prodotto ten-
soriale di q1 rappresentazioni di massimo peso µ1, q2 rappresentazioni di massimo peso
µ2 e così via. Questa rappresentazione sarà generalmente riducibile.
I coecienti di Dynkin di un generico peso µ sono l'analogo degli elementi della matrice di
Cartan calcolati per le radici semplici. Possiamo costruire i pesi di una rappresentazione
irriducibilile utilizzando lo stesso metodo adoperato per le radici.
6.4 SU(3)
SU(3) è il gruppo delle matrici 3 x 3 unitarie, con determinante uguale a 1. È generato
da matrici 3 x 3 hermitiane senza traccia. La condizione di avere generatori con traccia
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nulla è necessaria anchè il determinate delle matrici del gruppo sia 1. Gli otto gene-
ratori innitesimi di SU(3) nella rappresentazione fondamentale sono deniti tramite le
matrici di Gell-Mann [3].
Ta =
1
2
λa (6.38)
λ1 =
0 1 01 0 0
0 0 0
 λ2 =
0 −i 0i 0 0
0 0 0
 λ3 =
1 0 00 −1 0
0 0 0

λ4 =
0 0 10 0 0
1 0 0
 λ5 =
0 0 −i0 0 0
i 0 0
 λ6 =
0 0 00 0 1
0 1 0

λ7 =
0 0 00 0 −i
0 i 0
 λ8 = 1√
3
1 0 00 1 0
0 0 −2

(6.39)
Si nota che le prime tre matrici contengono le matrici di Pauli, le quali agiscono su un
sottospazio. Vale la relazione
Tr(TaTb) =
1
2
δab (6.40)
Calcolando esplicitamente l'algebra di Lie si possono trovare le costanti di struttura
che identicano il gruppo SU(3). Evidentemente, per a = 1, 2, 3, le Ta generano un
sottogruppo SU(2) di SU(3). È conveniente porre T3 nell'algebra di Cartan. C'è solo
un altro generatore, T8 che commuta con T3 e lo inseriamo nell'algebra di Cartan.
H1 = T3 H2 = T8 (6.41)
Un generico peso di questa rappresentazione avrà due etichette. Il calcolo dei pesi risulta
immediato, poiche sia T3 che T8 sono in forma diagonale.10
0
→ (1
2
,
√
3
6
) 10
0
→ (−1
2
,
√
3
6
) 10
0
→ (0, −√3
3
)
(6.42)
Le radici devono essere dierenza di pesi, poichè i corrispondenti generatori hanno la
funzione di trasformare un peso in un altro.
1√
2
(T1 ± iT2) = E±1,0
1√
2
(T4 ± iT5) = E±1/2,±√3/2
1√
2
(T6 ± iT7) = E∓1/2,±√3/2
(6.43)
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Le radici semplici di SU(3) sono
α1 = (1/2,
√
3/2)
α2 = (1/2,−
√
3/2)
(6.44)
e hanno coecienti di Dynkin 2 -1 , -1 2 che possiamo calcolare dalla (6.35).
Imponendo la condizione µiαj = 0, per i 6= j, e la normalizzazione (6.36) si trovano i
pesi fondamentali.
µ1 = (1/2,
√
3/6)
µ2 = (1/2,−
√
3/6)
(6.45)
La prima corrisponde a quella generata dalle matrici di Gell-Mann (è facile vericare,
attraverso le (6.43), che Eα1,2 annichilano lo stato). Per costruire la seconda, notiamo
innanzitutti che si tratta, come ci aspettiamo per analogia con la precedente, di una
rappresentazione SU(2) spin 1, che ha quindi tre autostati. Il peso µ2 è associato ai
ciecienti 0 1 . Applichiamo ora l'operatore E−α2 e ricaviamo il primo stato abbassato
con peso |µ2 − α2〉=(0,-
√
3/3). Non possiamo applicare altre volte questo generatore,
perchè i coecienti di Dinkin relativi alla radice α2 per il peso µ2 sono p2 = 0, q2 = 1. Il
nuovo peso ha coecienti 1 -1 , perchè ho sottratto la radice -1 2 . Si vede che p2=1,
q2=0. A questo stato non possiamo applicare Eα1 , altrimenti avremo una radice uguale
ad una dierenza di altre radici. Osservando che il coeciente di Dinkin relativo ad
α1 è uguale ad 1, ricaviamo p1=0, q1=1. Possiamo apllicare E−α1 ed ottenere lo stato
|µ2 − α2 − α1〉=(1/2,-
√
3/3), con coecienti -1 0 . Abbiamo così ottenuto tutti i nostri
autostati della rappresentazione 3-dimensionale.10
0
→ (1
2
, −
√
3
6
) 01
0
→ (0, −√3
3
) 00
1
→ (−1
2
, −
√
3
6
)
(6.46)
Queste due rappresentazioni fondamentali le indichiamo, utilizzando i coecienti di Din-
kin, con (1,0) e (0,1). Notiamo che i tripletti di autostati sono in relazione tra loro, poichè
sono uno l'opposto dell'altro. Questa relazione si manifesta nei generatori delle rappre-
sentazioni. Se Ta sono i generatori di una certa rappresentazione D, di qualche algebra
di Lie, allora gli oggetti −T ∗a soddisfano le stesse regole di commutazione. La rappresen-
tazione D è chiamata complesso coniugata. I generatori di Cartan di D sono −H∗i .
Poichè Hi è hermitiano, allora H∗i ha i suoi stessi autovalori, perciò se µ sono i pesi di D,
−µ sono i pesi diD. In particolare lo stato massimo diD è lo stato minimo diD. In gene-
rale se D = (m,n) allora D = (n,m), Un'altra notazione per scrivere le rappresentazioni
è quella di indicarne la dimensione e la relazione di coniugazione complessa.
(1, 0) ≡ 3 (0, 1) ≡ 3 (6.47)
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Una rappresentazione equivalente alla sua rappresentazioni coniugata si dice reale. Altri
esempi di rappresentazioni di SU(3), che possiamo costruire attraverso i massimi pesi e
gli operatori di abbassamento sono la 6 ≡ (2, 0), con peso più alto 2µ1 = (1, 1/
√
3) , la
6 ≡ (0, 2), la 8 ≡ (1, 1) reale, la 10 ≡ (3, 0) e la 10 ≡ (0, 3).
Esempio 6.2. Possiamo individuare facilmente i pesi della rappresentazione 8 dimensio-
nale, osservando che si tratta della rappresentazione aggiunta. Di conseguenza gli otto
pesi corrisponderanno alle 8 radici del gruppo
radice H1 H8
α1 + α2 1 0
α1 1
2
√
3
2
α2 1
2
−
√
3
2
αH1 , αH8 0 0
−α2 −1
2
√
3
2
−α1 −1
2
−
√
3
2
−α1 − α2 -1 0
Tabella 6.1: rappresentazione 8 dimensionale di SU(3).
6.5 Indici alti e indici bassi
Indichiamo i vettori appartenenti allo spazio vettoriale della rappresentazione denente
attraverso le loro componenti va, con a = 1, 2, ....., n. Essi sono trasformati dalle matrici
[D(g)]a b. Il primo indice, a, è quello di riga il secondo, b, è indice di colonna. Sono
convenzionalmente posti il primo in alto e il secondo il basso. Indici ripetuti due volte
sono sommati su tutti i loro possibili valori e si usa la convenzione che nella somma un
indice sia posto in alto e uno in basso.
va → v′a = [D(g)]a b vb (6.48)
Abbiamo inoltre
([D(g)]a bv
b)T = vb[D(g)T ]b
a (6.49)
Nel caso di rappresentazioni unitarie, indichiamo i vettori dello spazio complesso coniu-
gato con va ed essi trasformano secondo [D(g)∗]a bvb nel seguente modo
va → v′a = [D(g)∗]a bvb (6.50)
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La convenzione pone il primo indice, quello di riga, in basso ed il secondo in alto.
Abbiamo, per lo spazio complesso coniugato
([D(g)∗]a
bvb)
T = vb[D(g)
†]b a (6.51)
e inne
[D(g)†]b a[D(g)]
a
b = 1̂ (6.52)
Notiamo che la contrazione di un indice alto con uno basso produce uno scalare. Il
prodotto vawa equivale al prodotto di due vettori , ossia vTw.
vaw
a → v′aw′a = v′Tw = ([D(g)∗]a bvb)T [D(g)]a bwb
= vb[D(g)
†]b a[D(g)]
a
bw
b = vbw
b = vaw
a
(6.53)
Studiamo ora la forma di un generico prodotto tensoriale e il modo in cui trasforma.
F ab c ≡ vawbxc (6.54)
rappresenta un elemento di uno spazio vettoriale n3 dimensionale che sotto l'azione del
gruppo si trasforma come
F ab c → F ′ab c = [D(g)]a d[D(g)]b e[D(g)∗]c fF de f . (6.55)
Vediamo che δa b è uno scalare, mentre non lo è δab :
δa b → δ′a b = [D(g)]a c[D(g)∗]b dδc d = [D(g)]a c[D(g)∗]b c
= [D(g)]a c[D(g)
†]c b = [D(g)D(g)
†]a b = δ
a
b
(6.56)
dove il primo passaggio viene dalla legge di trasformazioni di un generico tensore. Il
secondo passaggio equivale al prodotto [D(g)∗]b d[δT ]d c e nel terzo passaggio abbiamo
trasposto la matrice [D(g)∗]b c ed invertito l'indice di riga con quello di colonna per
mantenere lo stesso risultato. Viceversa se consideriamo δab abbiamo
δab → δ′ab = [D(g)∗]a c[D(g)∗]b dδcd = [D(g)∗]a c[D(g)∗]bc
= [D(g)∗D(g)†]ab 6= δab
(6.57)
Vi sono altri due tensori invarinati per SU(N): εi1...in = ε
i1...in , deniti come
εi1...in =

1 se (i1, . . . , in) è una permutazione pari di (1, 2, . . . , n)
-1 se (i1, . . . , in) è una permutazione dispari di (1, 2, . . . , n)
0 altrimenti i.e due indici si ripetono uguali
(6.58)
Vediamo per prima cosa che in SU(3)
det[D(g)∗] = [D(g)∗]1
i1 [D(g)∗]2
i2 [D(g)∗]3
i3εi1i2i3 i1 = i2 = i3 = 1, 2, 3 (6.59)
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perchè è la somma di tutti i prodotti formati con elementi presi da colonne e righe tutte
diverse tra loro, con il segno dato da εi1i2i3 o equivalentemente
det[D(g)∗]εji,j2,j3 = [D(g)
∗]j1
i1 [D(g)∗]j2
i2 [D(g)∗]j3
i3εi1i2i3 (6.60)
e poichè det[D(g)∗] = 1, εijk è un tensore invariante. Questo risultato si può generalizzare
ad uno spazio N dimensionale. I tensori invarianti sono molto utili, infatti pur restando
invariati essi si trasformano come veri e propri tensori e possiamo utilizzarli per ridurre il
rango di altri tensori. Vogliamo ora studiare i tensori allo scopo di indviduare le rappre-
sentazioni irriducibili di una certa rappresentazione tensoriale. Lo facciamo studiandone
le proprietà di simmetria. Ad esempio il tensore T ab può essere separato nella sua parte
simmetrica (Sab = Sba) e antisimmetrica (Aab = −Aba) nel seguente modo:
T ab =
1
2
(T ab + T ba) +
1
2
(T ab − T ba) , (6.61)
dove il primo termine indica la parte simmetrica, mentre il secondo la parte antisim-
metrica. Questa scomposizione è utile perchè la parte simmetrica e antisimmetrica non
si mescolano fra loro sotto l'azione del gruppo ed identicano perciò rappresentazioni
irriducibili :
Sab → S ′ab = [D(g)]a c[D(g)]b dScd
= [D(g)]a c[D(g)]
b
dS
dc
= [D(g)]b d[D(g)]
a
cS
dc = S ′ba
(6.62)
Aab → A′ab = [D(g)]a c[D(g)]b dAcd
= [D(g)]a c[D(g)]
b
d(−Adc)
= −[D(g)]b d[D(g)]a cAdc = −A′ba .
(6.63)
Per un generico prodotto tensoriale N ⊗N del gruppo SU(N) si ha in questo modo
N ⊗N = N(N + 1)
2
⊕ N(N − 1)
2
(6.64)
Se è possibile si può ulteriormente scomporre il prodotto tensoriale, separandone la trac-
cia. In questo caso non è lecito perchè δab non è un tensore invariante per SU(N).
Viceversa se consideriamo il prodotto tensoriale N ⊗ N possiamo isolare la parte di
traccia da quella senza traccia attraverso lo scalare δa b
T a b =
1
N
δa bT + T̂
a
b , (6.65)
dove T ≡ T a a e T̂ a b ≡ T a b − 1N δ
a
bT . Da questa scomposizione ricaviamo
N ⊗N = 1⊕ (N2 − 1) . (6.66)
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Nel caso di SU(3) possiamo calcolare il prodotto
3⊗ 3 = 6⊕ 3 , (6.67)
dove la rappresentazione 6 viene dal prodotto di due vettori con indici alti e ha peso
massimo (2,0). Mentre la rappresentazione di dimensione 3 è quella complesso coniuga-
ta, poichè il tensore antisimmerico Aab può essere scritto come εabcεcijT ij = εabcvc, che
trasforma come un vettore dello spazio complesso coniugato, dato che εabc è un tensore
invariante per SU(3). Inoltre
3⊗ 3 = 1⊕ 8 . (6.68)
Nel caso di SU(2) abbiamo
2⊗ 2 = 3⊕ 1, 2⊗ 2 = 1⊕ 3 , (6.69)
perciò i due prodotti tensoriali sono equivalenti. Infatti, la rappresentazione 2 equivale
alla reappresentazione 2. Si ha anche
3⊗ 3⊗ 3 = 1⊕ 8⊕ 8⊕ 10 . (6.70)
Per vederlo pensiamo 3⊗ 3 come 6⊕ 3 e dunque 3⊗ 3⊗ 3 = (6⊗ 3)⊕ (3⊗ 3). Inoltre
possiamo scomporre 6⊗ 3 nel seguente modo
T abc =
1
6
(T abc + T bca + T cab + T bac + T cba + T acb)
+
1
6
(T abc + T bca + T cab − T bac − T cba − T acb) .
(6.71)
La dimensione della parte simmetrica è data dalle combinazioni con ripetizione di n
oggetti di classe k
(
n+ k − 1
k
)
, dove n è la dimensiose dello spazio e k il numero di
indici. Infatti il numero di gradi di libertà del tensore simmetrico, è uguale a tutti i
gruppi di k elementi che dieriscono almeno per un elemento. Il numero di elementi è
uguale alla dimensione dello spazio, e possono ovviamente essere ripetuti. Il calcolo dela
dimensione della parte antisimmetrica è simile, ma bisogna eliminare la ripetizione. Gli
elementi con una coppia di indici uguali devono essere nulli, altrimenti lo scambio di
tali indici non porterebbe alcuna variazione e il tensore non sarebbe antisimmetrico. La
dimensione del tensore antisimmetrico si ricava perciò dalla combinazione di n elementi
di classe k senza ripetizione:
(
n
k
)
. Nel nostro caso 6⊗ 3 = 10⊕ 8.
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Capitolo 7
Il gruppo di Lorentz
Consideriamo due sistemi di coordinate spazio temporali S e S ′, in moto relativo, le cui
coordinate coincidano per t = t′ = 0. La trasformazione che lega i due sistemi è chiamata
trasformazione di Lorentz. Dalla teoria della Relatività sappiamo che la grandezza s2
denita come
s2 = c2t2 − x2 − y2 − z2 , (7.1)
si conserva nel cambiamento di coordinate (c = 299792458 m·s−1 è il valore della la
velocità della luce nel vuoto). Utiliziamo la seguente notazione per identicare eventi
nello saziotempo:
xµ ≡ (x0 = ct, x, y, z) = (x0, xk) µ = 0, 1, 2, 3 k = 1, 2, 3 . (7.2)
L'invarianza di s2 è espressa da
xµxµ ≡ x2 = gµνxµxν = gµνx′µx′ν ≡ x′2 , (7.3)
con
gµν =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 (7.4)
Le trasformazioni di Lorentz sono omogenee e continue, per le proprietà dello spazio
tempo, di conseguenza descritte da un operatore lineare
x′µ = Λµ νx
ν (7.5)
La costanza di s2 si può esprime perciò come una condizione sulle sole trasformazioni,
ovvero
xµxν = x
Tgx = x′µx′µ x
′ = Λx g = ΛTgΛ (7.6)
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o in modo equivalente
gρσ = gµνΛ
µ
ρΛ
ν
σ (7.7)
L'equazione (7.6) mostra che le matrici del gruppo di Lorentz sono matrici 4 x 4, con
l'usuale prodotto tra matrici. Inoltre deve valere la seguente condizione
det g = det (ΛTgΛ) =⇒ detΛ = ±1 (7.8)
che è equivalente alla condizione di ortogonalità, e conferma la proprietà dell'esistenza
dell'elemento inverso del gruppo. Abbiamo un'ulteriore condizione sugli elementi di
matrice di Λ data da
1 = g00 = gµνΛ
µ
0Λ
ν
0 = [Λ
0
0]
2 − Λk 0Λk 0 =⇒ |Λ0 0| ≥ 1 . (7.9)
La (7.9) divide la matrice di Lorentz in quattro categorie delle quali solo la prima è un
sottogruppo
• proprio ed ortocrono L↑+ = {Λ ∈ L|detΛ = 1 ∩ Λ0 0 ≥ 1}
• improprio ed ortocrono L↑− = {Λ ∈ L|detΛ = −1 ∩ Λ0 0 ≥ 1}
• proprio non ortocono L↓+ = {Λ ∈ L|detΛ = 1 ∩ Λ0 0 ≤ −1}
• improprio non ortocrono L↓− = {Λ ∈ L|detΛ = −1 ∩ Λ0 0 ≤ −1}
Si vede che solamente il gruppo proprio ed ortocrono è connsesso con l'identità. L'in-
tero gruppo di Lorenz è denotato solitamente con O(1, 3) e quello proprio ed ortocrono
con SO(1, 3), dove il 3 indica le componenti spaziali e l'1 quella temporale. Ogni classe
è ottenibile moltiplicando le matrici di SO(1, 3) per una matrice rappresentativa della
classe: l'inversione spaziale, l'inveriosne temporale, l'inversione spazio-temporale. Dal-
l'equazione denente il gruppo si ricava che la matrice Λ ha 6 gradi di libertà ed è perciò
descrivibile da 6 parametri. L'algebra di Lie del gruppo di Lorentz ha quindi dimensione
6. La condizione di essere proprio ed ortocrono non restringe il numero di parametri.
Studiamo ora le trasformazioni relativamente ad SO(1, 3). Tre parametri descrivono le
rotazioni spaziali, che vengono descrritte dalle matrici
(R)µ ν =

1 0 0 0
0
0 (R)µ ν
0
 (7.10)
dove (R)µ ν denotano le ordinarie rotazioni nello spazio tridimensionale. Le altre trasfor-
mazioni agiscono sia sulle coordinate temporali che su quella spaziale. Sono trasforma-
zione relative a sistemi con velocità relativa diversa da 0. La più semplice di queste e
44
quella in cui il sistema S ′ si muove con velocità v ≥ 0 rispetto a S, diretta lungo un asse
coordinato, ad esempio l'asse x.
(Lx)
µ
ν =

coshξ −sinhξ 0 0
−sinhξ coshξ 0 0
0 0 1 0
0 0 0 1
 (7.11)
con β = v
c
, γ = 1
(1−β2) e
sinhξ = βγ
coshξ = γ .
(7.12)
La scrittura (7.11) enfatizza l'analogia tra rotazioni e trasformazioni speciali di Lorentz.
Una genericaa trasformazione di SO(1, 3) si ricava moltiplicando una trasformazione di
velocità, con una rotazionale. I parametri che descrivono il gruppo sono i tre angoli di
rotazione attorno agli assi cartesiani indicati con αk (k = 1, 2, 3) e i parametri iperbolici
ξk ≡ Arsh(βk(1− β2k)−1/2) k = (1, 2, 3) ∈ R, che rendono il gruppo di Lorentz non com-
patto. Possiamo scegliere i generatori del gruppo di Lorentz nel seguente modo [8]:
Ik ≡ −i dΛdαk
∣∣∣
αk=0
e Jk = −i dΛdξk
∣∣∣
ξk=0
(k = 1, 2, 3).
I1 =

0
0 0 0
0 0 −i
0 i 0
 I2 =

0
0 0 i
0 0 0
−i 0 0
 I3 =

0
0 −i 0
i 0 0
0 0 0

J1 =

0 i 0 0
i
0 0
0
 J2 =

0 0 i 0
0
i 0
0
 J3 =

0 0 0 i
0
0 0
i

. (7.13)
ed ottenere la parametrizzazione esponenziale Λ = e(iαkIk+iξkJk), con le regole di commu-
tazione
[Ii, Ij] = iεijkIk [Ii, Jj] = iεijkJk [Ji, Jk] = −iεijkIk j, k, l = 1, 2, 3 . (7.14)
Si vede che Ji non sono hermitiani, mentre lo sono Ii. Per trovare gli altri gruppi basta
aggiungere a questo le trasformazioni P , T e PT . La trasformazione di parità P è elemtno
del gruppo L↑−, l'inversione temporale T del gruppo L
↓
−, mentre l'inversione totale PT
appartiene a L↓+.
45
Poichè non è compatto, il gruppo di Lorentz possiede sia rappresentazioni nito
dimensionali, che innito dimensionali, ma quest'ultime non sono unitarie. I generatori
delle rappresentazioni innito dimensionali possono essere scelti hermitiani.
7.1 Rappresentazioni nito dimensionali del gruppo di
Lorentz
Le rappresentazioni dell'algebra descritta nelle equazioni (7.14) forniscono anche rap-
presentazioni dell'algebra di SL(2,C) che è un ricorpimento del gruppo di Lorentz ed
è denito come il gruppo delle matrici 2 x 2 a coecienti complessi con determinante
uguale ad 1. L'algebra si SL(2,C) si ricava da una complessicazione dell'algebra di
SU(2), che è invece un'algebra reale di dimesione 3. In particolare denotando l'algebra
di SL(2,C) con sl(2,C) e con su(2) l'algebra di SU(2) si ottiene la seguente relazione
sl(2,C) = su(2)⊕ i su(2) . (7.15)
La (7.15) verrà resa esplicita studiando le rappresentazioni di Wyel. Vediamo come uti-
lizzare il gruppo SU(2) di cui sappiamo costruire le rappresentazioni irriducibili per iden-
ticare le rappresentazioni nito dimensionali di SL(2,C). A questo scopo è conveniente
introdurre le combinazioni
Ai ≡
1
2
(Ii + iJi) Bi ≡
1
2
(Ii − iJi) i = 1, 2, 3 . (7.16)
I nuovi operatori sono tutti hermitiani e formano la seguente algebra:
[Ai, Aj] = iεijkAk [Bi, Bj] = iεijkBk [Ai, Bj] = 0 . (7.17)
Le relazione di commutazione per gli operatori Ai sono le stesse del gruppo SU(2),
così come quelle dei Bi. Possiamo scegliere due operatori che denominiamo A3 e B3,
diagonalizzarli simultaneamente ed associare a ciascuna delle due sottoalgebre una rap-
presentazione irriducibile di SU(2). Inne ricostruiamo i generatori Ii e Ji invertendo le
(7.16).
rappresentazioni di Weyl Le rappresentazioni di dimensione più bassa, dopo la sca-
lare, sono le rappresentazioni spinoriali di Weyl (1/2, 0) e (0, 1/2). La rappresentazione
(1/2, 0) è
Ai =
1
2
σi Bi = 0 (7.18)
da cui segue
Ii =
1
2
σi Ji =
i
2
σi (7.19)
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viceversa (0, 1/2) è
Ai = 0 Bi =
1
2
σi (7.20)
da cui si ottiene
Ii =
1
2
σi Ji = −
i
2
σi (7.21)
Le matrici che rappresentano gli elementi del gruppo nelle rappresentazioni (1/2, 0) e
(0, 1/2) sono quindi
R(1/2,0) = e
( i
2
θiσi− 12 ξiσi)
R(0,1/2) = e
( i
2
θiσi+
1
2
ξiσi)
(7.22)
Lo spinore χR chimato spinore destro con chiralità positiva trasforma secondo la rap-
presentazione (1/2, 0), viceversa lo spinore χL chiamato spinore sinistro con chiralità
negativa trasforma con la rappresentazione (0, 1/2). Gli spinori χR e χL sono dei campi,
cioè funzioni che occupano tutto lo spaziotempo dipendenti dalle cordinate xµ.
parità Sotto una trasformazione di parità
x0 → x0 xi → −xi (7.23)
i generatori di Lorentz trasformano come
Ii → Ii Ji → −Ji
Ai → Bi Bi → Ai
(7.24)
Per trasformazioni di parità, la rappresentazione (jA, jB), viene mandata nella rappre-
sentazione (jB, jA). Essa rimane invariante per partità solo se jA = jB ed in tal caso
si dice non chirale, altrimenti si dice chirale. Osserviamo che le due rappresentazioni di
Weyl si scambiano per parità.
χR(x
0, xi)→ χL(x0,−xi) χL(x0, xi)→ χR(x0,−xi) (7.25)
coniugazione Le matrici di Pauli godono delle seguenti proprietà
(σ1)∗ = σ1 (σ2)∗ = −σ2 (σ3)∗ = σ3 (7.26)
Introducendo la matrice unitaria (iσ2), che soddisfa (iσ2)−1 = −(iσ2) abbiamo
(iσ2)(iσa)∗(iσ2)−1 = σa = (iσ2)−1(iσa)(iσ2) (7.27)
da cui segue che
(iσ2)R∗(1/2,0)(iσ
2)−1 = R(0,1/2) (iσ
2)R∗(0,1/2)(iσ
2)−1 = R(1/2,0) (7.28)
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L'equazioni (7.29) esprimono le relazioni di complesso coniugazione tra le due rappre-
sentazioni fondamentali ed implicano che, dato uno spinore sinistro χL si può costruire
uno spinore destro χR = χCL chiamato spinore C-coniugato e viceversa
χL = χ
C
R = (iσ
2)−1χ∗R χR = χ
C
L = (iσ
2)−1χ∗L. (7.29)
Le rappresentazioni di Weyl sono le due rappresentazioni fondamentali del gruppo di
Lorentz. Per descrivere uno spinore appartenente all'intero gruppo di Lorentz, bisogna
considerare la somma diretta (1/2, 0) ⊕ (0, 1/2) che forma una rappresentazione di
dimensione 4 chiamata rappresentazione di Dirac. Osserviamo inne che la generica
rappresentazione (jA, jB) può essere decomposta nel prodotto diretto
(jA, jB) = (jA, 0)⊗ (0, jB) . (7.30)
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Capitolo 8
Applicazioni: simmetrie
nell'interazione forte
8.1 Isospin
La prima simmetria dell'interazione forte ad essere stata osservata riguarda il protone
e il neutrone, poichè questi sono i blocchi fondamentali costituenti la materia. Protone
e neutrone possono essere considerati come due diversi stati di una stessa particella
chiamata nucleone. Questa idea proviene dall'evidenza sperimentale che la forza forte
che agisce tra le coppie p−p, p−n e n−n è la stessa, in modo totalemente indipendente
dalla diversità di carica elettrica. Inlotre le due particelle presentano caratteristiche simili
tra le quali, ad esempio, stesso numero di spin e masse vicine1 ( mp ' 938.28MeV/c2
mn ' 939.57MeV/c2). Una tasformazione che muta p in n o viceversa è perciò una
simmetria dell'interazione forte. Osserviamo che il passaggio di stato non è descritto
da una trasformazione nello spazio-tempo, poichè è relativo ad un cambiamneto delle
caratteristiche interne del sistema le quali vengono descritte dalle coordinate nello spazio
di isospin.
8.1.1 Spazio di Isospin
Protone e neutrone sono particelle descritte da funzioni d'onda ψ denite nello spazio
complesso C. Perciò lo spazio in cui vive un nucleone, che è una sovrapposizione dei due
stati, è C2 = C⊕ C. Il protone ed il neutrone corrispondono ai vettori di base
p =
(
1
0
)
∈ C2 n =
(
0
1
)
∈ C2 (8.1)
1altre caratteristiche sono stesso numero barionico, ipercarica e parità intrinseca [2]
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Lo stato generico del nucleone è descritto dalla combinazione lineare αp+ βn ∈ C2, con
|α|2 e |β|2 rappresentanti le probabiltà di trovare il nucleone negli stati p o n. An-
chè si possa parlare di probailità il vettore deve essere unitario. Di conseguenza una
generica trasformazione di simmetria in questo spazio sarà rappresentata da matrici 2
x 2 a coecienti complessi unitarie e a modulo unitario, i.e. dal gruppo SU(2). La
rappresentazione 2 − dimensionale del gruppo SU(2) è quella denita dalle matrici di
Pauli e si tratta della rappresentazione spin 1/2. Indichiamo i generatori con le lettere
Ij. Associamo al protone lo stato di autovalore I3=1/2 e lo chiamiamo stato di isospin
up, mentre al neutrone associamo lo stato di autovalore I3=−1/2 e lo chiamiamo stato
di isospin down. Nella notazione standard si scrive
p = |1
2
,
1
2
〉 n = |1
2
,−1
2
〉 . (8.2)
Possiamo denire in questo spazio l'operatore carica elettrica come
Q = I3 +
1
2
1̂ =
(
1 0
0 0
)
(8.3)
e dall'algebra di SU(2) si deduce subito che la carica non si conserva per trasformazioni
di Isospin.
8.1.2 Rottura della simmetria di isospin
Il comportamento indipendente dell'interazione forte dallo stato di carica comporta che,
se siamo in presenza di sola forza forte, il sistema risulta invariante per rotazioni nello
spazio di isospin. Questo fatto è espresso da
[Hf , ~I] = 0 (8.4)
con Hf hamiltoniana dell'interazione forte. Se ci fosse solo la forza forte la simmetria
sarebbe esatta e protone e neutrone avrebbero la stessa massa. L'interazione elettroma-
gnetica rompe l'isotropia dello spazio di isospin
[Hf +He.m., ~I] 6= 0 (8.5)
Tuttavia la legge di conservazione della carica elettrica implica la conservazione del valore
di aspettazione 〈Q〉 e la commutazione dell'operatore di carica con l'hamiltoniana [2]
[Hf +He.m., Q] = 0 (8.6)
L'operatore di carica elettrica Q è legato alla terza componente dell'isospin dalla (8.3),
di conseguenza
[Hf +He.m., I3] = 0 (8.7)
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e la terza componente di isospin viene conservata anche in presenza dell'interazione elet-
tromagnetica. Ricordiamo che il vettore di isospin ~I non vive nello spazio-tempo e non
va quindi associato a nessuna direzione spaziale. Allo stesso modo la sua terza compo-
nente I3 non identica un asse spaziale, ma è invece legata ad un osservabile: la carica
elettrica. Come vedremo il legame tra Q e I3 non è una peculiarità dei nucleoni, ma si
può generalizzare a tutti gli adroni. I generatori I1 e I2 non corrispondono a nessuna
quantità sica misurabile, tuttavia assumono signicato gli operatori I± che alzano e
abbassano il valore di I3.
Particelle che derivano da uno stesso stato di isospin I sono dettemultipletti di isospin
e costituiscono un insieme di 2I + 1 elementi che, in assenza di interazione elettroma-
gnetica, possiedono la stessa massa. I diversi membri di un multipletto rappresentano
stati diversi di una stessa particella associati a una diversa orientazione del vettore ~I
nello spazio di isospin. L'interazione elettromagnetica elimina la degenerazione separan-
do i livelli energetici con diversa componente di I3 e provoca una variazione delle masse
(contribuisce anche la dierenza di massa tra i quark up e down [2]).
8.1.3 I pioni
Anchè si possa parlare di passaggio di stato deve esistere un processo sico il cui
risultato sia questo passaggio. La trasformazione di un protone in un neutrone avviene
in quanto vi è una particella, il pione, di massa circa 200 volte quella dell'elettrone,
mediatrice della forza forte. L'interazione forte agisce attraverso lo scambio di questa
particella tra i p ed n. Il nucleo non è perciò da pensare come una collezione di due
tipi di particelle distinti e immutabili, ma come una collezione di protoni e neutroni in
continuo cambiamenento legati tra loro dallo scambio di pioni. Vi sono inoltre tre varietà
di pioni: uno con carica positiva denominato π+, uno con carica neutra denominato π0
ed uno con carica negativa denominato π−. L'esistenza di questi tre tipi di pioni spiega la
dierenza di carica tra neutrone e protone, poichè vi è un trasferimento di carica dovuto
al loro assorbimento ed emissione. Il processo di base che descrive lo scambio di pioni è
il seguente
N → N ′ + π (8.8)
dove N e N ′ indicano due nucleoni. Da questo proesso ricaviamo i numeri quantici
indicati nella Tabella 8.1.
particella I I3 Q
π+ 1 1 1
π0 1 0 0
π− 1 -1 -1
Tabella 8.1: Isospin e carica π+, π0, π−.
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8.1.4 Altre simmetrie di Isospin
Vi sono altre particelle che possiedono la simmetria di isospin oltre ai protoni i neutroni
e ai pioni:
• i mesoni η ,η′ sono due singoletti di isospin, hanno spin 0 e carica elettrica nulla;
• i mesoni K sono un doppietto di iospin, hanno spin 0 e carica elettrica 1,-1 ;
• i barioni Σ sono un tripletto di isospin, hanno spin 1/2 e carica elettrica 1,0,-1;
• il barione Λ è un singoletto isospin, ha spin 1/2 e carica elettrica 0;
• i barioni Ξ sono un doppietto di isospin, hanno spin 1/2 e carica elettrica -1, 0;
I mesoni e i barioni incontrati no ad ora sono quelli più leggeri. Esiste un numero elevato
di stati eccitati nei quali si possono presentare che possono essere prodotti attraverso la
collisione di particelle, ma decadono molto velocemente negli stati più leggeri. Il primo
adrone risonanza ad essere stato scoperto è l'adrone ∆, che costituisce un quartetto di
isospin 3/2 di carica elettrica 2,1,0,-1.
8.2 Eightfold way
Le particelle adroniche subiscono processi di creazione e distruzione a causa dell'intera-
zione forte analogamente a ciò che accade al pione, al protone e al neutrone. Questo
fenomeno ha portato all'introduzione di un nuovo numero quantico, chiamato stranezza
(S), che è conservato nei processi forti nei quali le particelle vengono create o distrutte.
La stranezza è legata alla carica, al numero barionico B e all'isospin I3 attraverso la
seguente formula
Q =
1
2
(B + S) + I3 (8.9)
dove la combinazione B+S è chiamata ipercarica e indicata da Y . Protone e neutrone
hanno stranezza S = 0, il singoletto Λ e il tripletto Σ hanno stranezza S = −1, il
doppietto Ξ ha stranezza S = −1. Se prendiamo uno spazio nel quale I3 e
√
3Y/2
sono generatori di Cartan, vediamo che gli autovalori relativi ai barioni sopra considerati
corrispondono a quelli delle radici di SU(3), e le particelle vanno a costituire gli autostati
di una rappresentazione 8 dimensionale.
H1 = I3 H8 =
√
3
2
Y (8.10)
Un discorso analogo si puo fare per i mesoni considerando che il doppietto di isospin K+
e K0 ha stranezza S=1, il tripletto π e il singoletto ν hanno stranezza 0 e il doppietto
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K
0
e K− ha stranezza S = −1.
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Figura 8.1: Ottetto barionico, le particelle sulla stessa linea orizzionatale hanno stessa
stranezza, mentre quelle sulla linea obliqua hanno stessa carica.
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Figura 8.2: Ottetto mesonico, le particelle sulla stessa linea orizzionatale hanno stessa
stranezza, mentre quelle sulla linea obliqua hanno stessa carica.
La rappresentazione di dimensione 8 non è l'unica possibile, per esempio possiamo
creare una rappresentazione di dimensione 10 utilizziando 10 adroni più pesanti.
Quando Gell-Mann raggruppò quest'ultime 10 particelle solo nove di esse erano già state
trovate sperimentalmente, mentre la particella Ω− di carica -1 e stranezza -3 non era
ancora stata scoperta. Gell-Mann predette l'esistenza di questa particella e individuò la
procedura sperimentale per trovarla. Inoltre, grazie a queste rappresentazioni riuscì a
calcolarne la massa ed altre proprietà.
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Figura 8.3: Decupletto barionico, le particelle sulla stessa linea orizzionatale hanno stessa
stranezza, mentre quelle sulla linea obliqua hanno stessa carica.
8.3 Quark
L'intrdoduzione del modello a quark riuscì a spiegare perchè gli adroni si raggruppas-
sero nelle rappresentazioni della eightfold way. Venne ipotizzata l'esistenza di tre
quark di tipo diverso chiamati up u, down d e strange s che fomano un tripletto di
SU(3)F (lavour), dando luogo alla simmetria di sapore. u d s si dividono in un doppietto
di isospin (u, d) e un singoletto (s). La loro carica è rispettivamente 1, -1, 0, perciò si
nota che costituiscono i vettori della rappresentazione denente di SU(3)F se prendiamo,
come in precedenza, H1 = I3 e H8 =
√
3Y/2. A ciascun quark è associato un anti-quark
( u, d, s) con stesso spin e massa, ma numeri quantici opposti, che costituiscono i vettori
della seconda rappresentazione fondamentale di SU(3) i.e. 3. I pesi fondamentali sono
identicati da u e d. Si può ora notare che l'ottetto di mesoni si ricava dal prodotto ten-
soriale 3⊗3 = 1⊕8, nel quale è presente anche un singoletto che rappresenta il mesone η′.
Le rappresentazioni dei barioni si ricavano viceversa dal prodotto 3⊗3⊗3 = 1⊕8⊕8⊕10.
Dopo lo sviluppo di questa teoria vennero scoperti altri tre sapori di quark e anti-quark
associati. Questi quark sono più pesanti rispetto ai primi e generano adroni pesanti. Se
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quark I3
√
3Y/2
u 1
2
√
3
6
d −1
2
√
3
6
s 0 −
√
3
3
u −1
2
−
√
3
6
d 1
2
−
√
3
6
s 0
√
3
3
Tabella 8.2: Peso dei quark u, d, s, u, d, s.
vogliamo estendere l'analisi della struttura degli adroni a tutti i tipi di sapore conosciuti
dobbiamo perciò studiare il gruppo di simmetria SU(6)F .
8.4 Struttura dei mesoni leggeri
Consideriamo i mesoni costituiti unicamente dai quark leggeri (u, d, s), ed in particolare
concentriamoci sullo stato fondamentale. Abbiamo nove possibili combinazioni di quark e
anti-quark che decomponiamo nelle rappresentazioni irriducibili attraverso la costruzione
del massimo peso [4] come indicato in tabella.
stato I3
√
3Y/2
ud 1 0
us 1
2
√
3
2
sd 1
2
−
√
3
2
1√
2
(uu− dd), 1√
6
(dd+ uu− 2ss) 0 0
ds −1
2
√
3
2
su −1
2
−
√
3
2
du -1 0
Tabella 8.3: Stati e pesi dei mesoni che costituiscono l'ottetto.
stato I3
√
3Y/2
1√
3
(uu+ ss+ dd) 0 0
Tabella 8.4: Stato e peso del mesone che costituisce il singoletto.
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Possiamo ora associare i mesoni con i relativi stati osservando i numeri quantici. La
possibile ambiguità nello stabilire a quale stato corrisponda il pione π0 e a quale stato
corrisponda il mesone η è risolta notando che i pioni π, che formano un tripletto di
isospin, sono ricavati dal prodotto 2⊗ 2 di u e d nel seguente modo2 [4]
π+ = |1, 1〉 = ud
π0 = |1, 0〉 = 1√
2
(uu− dd)
π− = |1,−1〉 = du
(8.11)
Il singoletto di isospin |0, 0〉 = (uu + dd)/
√
2 si compone invece con i quark s, s per
formare il secondo stato |0, 0〉 dell'ottetto a cui corrisponde il mesone η e lo stato di sin-
goletto di sapore a cui corrisponde il mesone η′. Gli altri stati dell'ottetto corrispondono
ai mesoni K+ = us, K0 = ds, K
0
= s, K− = su.
8.5 Struttura dei barioni leggeri
8.5.1 Connamento
Senza l'introduzione della carica di colore la funzione d'onda dei barioni nello stato
fondamentale ψ(spaziale)ψ(spin)ψ(sapore) risulta essere simmetrica per lo scambio di
due quark qualsiasi. Questo si può vedere facilmente per il barione ∆++, ma è valido in
generale. Il barione ∆++ è composto da tre quark up con sz = 1/2, quindi la parte della
sua funzione d'onda relativa a spin e sapore risulta simmetrica. Anche la parte spaziale
(allo stato fondamentale) risulta simmetrica poichè ~L = 0. Ne risulta una funzione totale
simmetrica e di conseguenza la violazione del principio di Pauli. Per ovviare a questo
problema è stata introdotta la carica di colore, che comporta un termine aggiuntivo
completamente antisimmetrico (ψ(colore)) alla funzione d'onda dei barioni. Solo in
questo modo essi sono descritti da funzioni d'onda antisimmetriche e soddisfano perciò
il principio di Pauli. Dobbiamo richiedere al numero quantico di colore di soddisfare due
vincoli:
• deve essere possibile costruire stati a colore totale nullo per i composti qq, qqq.
Questi sono i soli stati sici possibili perchè non c'è evidenza sperimentale di stati
colorati fra mesoni e barioni.
• per gli stati barionici la parte di colore della funazione d'onda deve essere total-
mente antisimmetrica per lo scambio di due quark
2Il segno meno che compare nel calcolo di π0 è in accordo con la convenzione di Condon-Shortley,
per la quale I−|d〉 = | − u〉 e I+|u〉 = | − d〉
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Questi vincoli impongono l'esistenza di almeno 3 tipi di colori dierenti, che chiamiamo
R(ed), B(lue), G(reen) ed i relativi anti-colori (anti−R, anti−B, anti−G). I quark
sono perciò rappresentati da un vettore nella rappresentazione 3 di SU(3)C , mentre gli
anti-quark da un vettore appartenente a 3. In particolare le funzioni d'onda di colore
dei quark saranno descritte dai singoletti di colore che ricaviamo dalle solite decom-
posizioni 3⊗ 3⊗ 3 = 1⊕ 8⊕ 8⊕ 10, 3⊗ 3 = 1⊕ 8. Infatti esse corrispondono a stati di
colore bianco inoltre la funzione di singoletto relativa alla decomposizione del prodotto
tensoriale 3⊗ 3⊗ 3 risulta totalmente antisimmetrica. Un ulteriore ragione per scegliere
i singoletti di colore è che, se avessimo preso gli stati di colore nullo appartenenti alle
rappresentazioni di dimensione superiore, sarebbero stati possibili dei cambiamenti di
stato che avrebbero generato adroni con colore totale non nullo e questo è in disaccordo
con l'esperienza.
8.5.2 Funzione d'onda dei barioni
Per studiare la struttura a quark dei barioni basta analizzare il prodotto 3⊗3⊗3 esatta-
mente come abbiamo fatto per i mesoni. Questa scomposizione porta ad un decupletto
di stati simmetrici, un singoletto antisimmetrico e due ottetti a simmetria mista. Gli
ottetti a simmetria mista vengono utilizzati attraverso una loro combinazione, prendendo
stati con stessi numeri quantici, per identicare le funzioni d'onda dei barioni associati
a tali numeri quantici.
La funzione d'onda di sapore dei barioni ∆ appartiene alla rappresentazione 10 com-
posta di soli stati completamente simmetrici. Per questo motivo sarà moltiplicata per
una funzione d'onda di spin completamente simmetrica. Viceversa la funzione d'onda di
sapore del protone appartiene alla rappresentazione 8 dimensionale. Questi stati presen-
tano simmetria mista ed è necessario combinarli con altri stati a simmetria mista di
spin per generare una funzione totale competamente simmetrica.
Studiamo ora in dettaglio le funzioni d'onda di questi due tipi di particelle. Per
identicarle analizziamo la simmetria di isospin SU(2). Denotando i generatori di cartan
delle due algebre di SU(2) con I3 (isospin) e S3 (spin), abbiamo I3 = 1/2 e S3 = 1/2. Il
prodotto 2⊗ 2⊗ 2 = 4⊕ 2⊕ 2 comprende un quartetto e due doppietti come mostrato
nelle Tabelle 9.5 e 9.6 in modo totalmente equivalente per isospin e spin.
La prima riga della Tabella 8.5 corrisponde ai diversi stati di carica del barione ∆,
in particolare scorrendo la tabella da sinistra a destra abbiamo la carica Q = 2, 1, 0,−1.
Le funzioni d'onda di sapore sono in questo caso completamente simmetriche, dobbiamo
quindi moltiplicarle con funzioni di spin completamente simmetriche per avere una fun-
zione totale anch'essa completamente simmetrica. Le funzioni di spin da utilizzare sono
perciò quelle appartenenti alla rappresentazione 4 dimensionale. Iniziamo la nostra anali-
si di tali termini studiando la struttura del barione ∆++, composto di tre quark up ciascu-
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I3 =
3
2
I3 =
1
2
I3 = −12 I3 =
3
2
uuu 1√
3
(duu+ udu+ uud) 1√
3
(ddu+ dud+ udd) ddd
− 1√
6
[(ud+ du)u− 2uud] 1√
6
[(ud+ du)d− 2ddu]
1√
2
(ud− du)u 1√
2
(ud− du)d
Tabella 8.5: Stati formati dal prodotto tensoriale 2⊗ 2⊗ 2.
S3 =
3
2
S3 =
1
2
S3 = −12 S3 =
3
2
↑↑↑ 1√
3
(↓↑↑ + ↑↓↑ + ↑↑↓) 1√
3
(↓↓↑ + ↓↑↓ + ↑↓↓) ↓↓↓
− 1√
6
[(↑↓ + ↓↑) ↑ −2 ↑↑↓] 1√
6
[(↑↓ + ↓↑) ↓ −2 ↓↓↑]
1√
2
(↑↓ − ↓↑) ↑ 1√
2
(↑↓ − ↓↑) ↑
Tabella 8.6: Stati formati dal prodotto tensoriale 2⊗ 2⊗ 2.
no con terza componente di spin uguale a 1/2. Indichiamo con |ψI3
2
3
2
〉 = |uuu〉 la funzione
d'onda di isospin, con |ψS3
2
3
2
〉=| ↑↑↑〉 la funzione d'onda di spin e con |ψ∆++〉 = |ψI3
2
3
2
〉ψS3
2
3
2
〉
la funzione d'onda relativa ad isospin e spin del barione. Gli stati eccitati del barione
∆++ si ricavano variando la componente S3 dello spin, applicando l'operatore S− :
|ψS3
2
1
2
〉 = 1√
3
(| ↓↑↑〉+ | ↑↓↑〉+ | ↑↑↓〉)
|ψS3
2
− 1
2
〉 = 1√
3
(| ↓↓↑〉+ | ↓↑↓〉+ | ↑↓↓〉)
|ψS3
2
− 3
2
〉 = | ↓↓↓〉)
(8.12)
Tutti gli stati di carica del barione ∆ si ricavano sostituendo alla funzione d'onda |ψI3
2
1
2
〉,
la funzione |ψI3
2
,Q− 1
2
〉, con Q = 2, 1, 0,−1.
La seconda riga della Tabella 8.5 ( e della Tabella 8.6) corrisponde ad una rappresenta-
zione 2, i suoi stati sono a simmetria mista: sono simmetrici per lo scambio 1→ 2, ma
non sono autostati della permutazione degli oggetti 2→ 3 e li indichiamo con ψ 1
2
1
2
(S) e
ψ 1
2
− 1
2
(S). La terza riga, relativa alla rimanente rappresentazione 2 è composta anch'essa
da stati a simmetria mista: sono antisimmetrici per lo scambio 1 → 2, ma non sono
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autostati della permutazione 1 → 3. Indichiamo tali stati con ψ 1
2
1
2
(A) e ψ 1
2
− 1
2
(A). In
particolare
P23ψ 1
2
1
2
(A) =
1
2
[ψ 1
2
1
2
(A)−
√
3ψ 1
2
1
2
(S)]
P23ψ 1
2
1
2
(S) =
1
2
[ψ 1
2
1
2
(A) +
√
3ψ 1
2
1
2
(S)]
(8.13)
da cui, osservando che il prodotto di due funzioni antisimmetriche per lo scambio 1→ 2 è
una funzione simmetrica per lo scambio 1→ 2, posso ricavare la funzione completamente
simmetrica
|ψp1
2
1
2
〉 = 1√
2
(ψS1
2
1
2
(S)ψI1
2
1
2
(S) + ψS1
2
1
2
(A)ψI1
2
1
2
(A)) (8.14)
che rappresenta il protone con spin up. Abbiamo quindi utilizzato due coppie di funzioni a
simmetria mista, relative a stessi numeri quantici, ma appartenenti a rappresentazioni
diverse per costruire una funzione totale comprendente spin e sapore completamente
simmetrica. Questa costruzione è necessaria per i barioni perchè, come abbiamo visto
in precedenza, solo in questo modo non viene violato il principio di esclusione di Pauli.
Esplicitiamo inne la funzione d'onda del protone in termini di quark e spin
|p ↑〉 =
√
1
18
[|u ↑ u ↓ d ↑〉(+permutazioni) − 2|u ↑ u ↑ d ↓〉(+permutazioni pari)] (8.15)
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Conclusioni
Questa tesi cerca di rendere la teoria dei gruppi una materia meno dicoltosa di come
si presenta ad un primo impatto. Introduce gli strumenti matematici alla base della
teoria e mostra come utilizzarli per classicare gli stati di un sistema. Contiene ri-
essioni sul concetto di simmetria enfatizzando in particolare il ruolo degli osservabili
invarianti. Mostra l'importanza del gruppo SU(2) e fornisce i metodi per costruirne le
rappresentazioni irriducibili. Fornisce le linee guida per l'analisi delle algebre compatte e
semisemplici, soermandosi in particolare su quella di SU(3). Nel capitolo conclusivo si
vede come la teoria permetta di classicare le particelle e studiarne la funzione d'onda.
La classicazione e la ricerca di simmetria è un argomento di fondamentale importanza
in sica ed è in questo che risiede la potenza della teoria dei gruppi. Il tema in esame
rimane estremamente vasto nonstante gli argomenti trattati e ricco di numerosi mezzi
non utilizzati per la classicazione dei sistemi, come ad esempio le tabelle di Young.
Vi sono importanti apllicazioni della teoria dei gruppi nella descrizione delle interazioni
fondamentali, in particolare di quella forte, debole ed elettromagnetica. È interessante
osservare il comportamento di queste interazioni rispetto ai gruppi analizzando i casi in
cui le simmetrie sono vericate e quelli in cui sono rotte. È inne possibile studiare la
teoria dei gruppi per elaborare una teoria unicata delle tre interazioni utilizzando il
gruppo SU(5).
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