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There has been much interest given to the efficient control of road traffic 
signals, in order to improve the conditions of traffic in road networks.  With the 
advent of new computational techniques such as multi-agent systems and machine 
learning, new architectures for more complex signal control have appeared.  Multi-
Agents systems are a type of distributed computing technique.  By their very nature, 
they are adapted to solving distributed problems, such as finding the best signal 
times in a signalised traffic network. 
 
This dissertation presents a new algorithm designed to control the traffic 
signals in real time in a dense city network.  This algorithm uses a distributed multi-
agent system, in which agents are able to pass information on current traffic 
conditions to each other.  Furthermore, reinforcement learning is used to calibrate 
the parameters used by the agents and a database of previous traffic conditions helps 
the agents to predict the future traffic.  This Reinforcement Learning Multi-Agent 
System (RLA) is then compared to other exiting traffic signal control algorithms. 
 
Simulations were realised on a network containing 29 signalised 
intersections, modelling the central business district of Singapore, using real demand 
data, and under a number of different traffic conditions.  The results show that this 
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As cities become more and more densely populated, due to the increasing 
urbanization throughout the world, the demand for transportation and the number 
and density of road vehicles also increases.  This creates a growing strain on 
available road networks, as it becomes harder and harder to maintain a smooth flow 
of traffic, high speed and low delays, as well as to avoid accidents throughout these 
dense city networks.  One way to improve traffic conditions is to build more roads 
and infrastructure to improve the overall capacity, but this is expensive and time 
consuming.  Furthermore, in most cities, building more infrastructures is not always 
possible as available space is limited.  Therefore, another option - apart from 
attempts to reduce demand - is to install traffic signals at intersections in order to 
control the flow of traffic.  The first automatic traffic signals were installed in the 
middle of the twentieth century, and were pre-timed signals, that is, the lengths of 
each phases were fixed [1].  Multi-mode pre-timed schemes were then developed, in 
which different phase lengths are used for peak and non-peak periods.  To calibrate 
the phase times, the average demands must be known, and the signals cannot be 
modified to respond to a change in demand, unless they are reconfigured manually.  
However, by altering the efficiency of an intersection, or a road network in a more 
general manner, the demand might change, as vehicles will change their routes to use 
less congested roads.  These changing demands will then require a reconfiguration of 
the phase lengths. 
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With the advent of semi-actuated and actuated signals [2], real-time control 
became a reality.  Traffic detectors are fitted in the road surface, enabling real time 
traffic data to be used.  However, these methods are not always efficient enough in 
very congested networks.  This is especially true in highly interconnected traffic 
networks as in city-centres, in which each intersection has traffic coming from many 
directions.  These intersections require a different approach than an isolated 
intersection. 
 
As computational intelligence methods were developed, they were applied to 
control traffic signals.  These are quite varied, such as based on precise mathematical 
modelling of the traffic [3], using hybrid fuzzy logic/genetic algorithms systems [4], 
ant-colony optimizations [5], emotional algorithms [6], neural networks based 
controllers [7] or centralised control such as SCOOT which is a commercial control 
system [8]. 
 
Multi-agents systems are a form of distributed decision-making.  Each agent 
is autonomous enough to collect data and take decisions.  This type of architecture is 
particularly well adapted to distributed systems, such as communication networks, 
transport networks and swarms of robots [9].  Agents can work on their own, each 
trying to reach individual goals (competitive agents), or together (cooperative 
agents).  Cooperative agents can be organised in a non-hierarchical level, where 
every agent has the same say in decision-making, or in a hierarchical way, where 
groups of agents are grouped and one agent takes decisions for the whole group.  
The main advantage of multi-agents systems is that they allow the division of the 
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problem in many local sub-problems.  As the network that is controlled grows in 
size, a central command scheme becomes increasingly complex.  Furthermore, since 
information from the network can be extremely localised, each agent can adapt itself 
to its local conditions with much more ease and speed than a single centralised 
process. 
 
Computational learning enables an agent to have the capability to adapt to its 
environment, which makes deployment much easier, as the number of parameters to 
initially give the agents is reduced.  All the agents can be generic before deploying 
them, and learning will make each one adjusted to its own environment.  The second 
advantage is that agents are able to react to changes in local conditions, and do not 
need to be manually reconfigured.  Many learning strategies are available, such as 
evolutionary computation [10], Reinforcement Learning [11], Swarm Optimization, 
fuzzy systems and Machine learning. 
 
1.1   Main objectives of this research 
 
  The main objectives were to design a fully-distributed approach to provide 
effective and robust signal-timing schemes for the real-time management of a 
complex traffic network.  The control method must be able to provide good results in 
a variety of traffic conditions on a real traffic network, compared to other existing 
algorithms.  Furthermore, to simplify its eventual implementation in a real traffic 
network, it must not require extensive knowledge of the network and of the traffic 
conditions.  It must also be reasonably stable and robust, and avoid the saturation of 
the network even in extreme conditions. 
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1.2  Contributions of this dissertation  
 
The main contribution of this research lies in the completely distributed 
architecture.  A novel multi-agent system using decision rules refined by 
reinforcement learning (RLA, Reinforced Learning Agents) is proposed.  The agents 
proposed here are also able to communicate with one another, with the aim of 
sharing information about the conditions in the network.  They also maintain a 
database of the previous conditions in the network, allowing them to predict future 
traffic and respond accordingly.  Simulations were run on a network representing a 
section of the central business district of Singapore, with traffic demands 
corresponding to real demands, using the Quadstone Paramics Traffic simulator 
[12].  
 
1.3  Outline of the dissertation   
 
This dissertation is organised in seven chapters in the following manner: 
 
In the first chapter, a brief introduction on the objectives of this research as 
well as a rapid overview of the traffic signal problem is given. 
 
Chapter two gives a background on traffic flow theory, signalised 
intersections and on the traffic signal control problem. 
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Chapter three reviews some of the methods that have been designed to solve 
the traffic signal control problem, including commercial techniques. 
 
Chapter four introduces multi-agent systems as describes the reinforcement 
learning techniques used in this research.  
 
Chapter five presents in details the algorithms that were used for this 
research.  These are the actuated control, used as a benchmark, and the new 
Reinforcement Learning Agents. 
 
Chapter six provides the results from various simulations run on a large 
urban network using the Quadstone Paramics traffic simulator, with various 
algorithms and different demand profiles.  A discussion on the results is also 
included.  
 
Finally, chapter seven provides a conclusion to this dissertation, and some 
recommendations for future research. 
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Chapter 2 




This chapter presents the theories and rules that govern the flow of vehicles 
in a traffic network.  Vehicle behaviour in intersections, the impact of traffic signals 
and the ways to control those signals are also studied, as they are the vital part of any 
traffic signal control scheme. 
   
2.1.   Traffic flow 
 
On a stretch of road used by vehicles, there are many parameters related to 




The speed, vi, of each vehicle is defined by the distance covered by each 
vehicle divided by the time interval during which the distance was covered.  Since 
most vehicles travel at different speeds, the speed of an individual vehicle is not very 
relevant, so the average speed, V, over many vehicles is taken.  Let Di be the 

















The flow of vehicles, q, expressed in vehicles per hour, is the number of 
vehicles to pass at a given point of the network during a period of time.  This is the 
easiest variable to measure, as only a fixed mechanism to count vehicles and a timer 
are needed.  
  T
N
q vehicles=      (3) 
 
 2.1.3 Density 
 
The vehicle density, k, is the number of vehicles per unit of distance on a 




k vehicles=      (4) 
 
By taking the distance D equal to the average distance travelled by all the 








D ∑=      (5) 
  
The following relation between flow, speed and density then appears: 
 




From this relation, it can be deduced that when the vehicle density is low, 
vehicles are far apart and move independently of each other, therefore the maximum 
speed of an individual vehicle is only limited by the speed limit, condition of the 
roadway, or the vehicle's performances.  This is called the free flow speed.  
However, low densities imply a low flow of vehicles, as even if vehicles go fast, 
 
Fig. 1: Relation between flow and speed 
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there are not many of them.  When the density is null, the flow is equal to zero.  On 
the other hand, when density is high, vehicles have to slow down to make way for 
other vehicles, such as vehicles changing lanes, turning or driving at non-constant 
speeds.  If the density becomes too high, a traffic jam appears, and vehicles come to 
a stand-still.  This critical density is called the jam density.  Therefore, when density 
is high, flow is low, as the speed is very low.  If density is higher than the jam 
density, the vehicle flow will be null, for speed will be equal to zero.  As the relation 
between density and flow is a continuous positive function, there is a maximum 
value of flow for a certain value of density between zero and jam density. 
  
The relation between speed and density can be simplified by a linear model, 




kVV −=     (7) 
 







VVkq jam −=     (8) 
 
The curve described by equation (8), called the fundamental curve in traffic 
theory, can be seen on figure 1.  This figure shows that for the same value qa of 
flow, vehicles can travel at two different speeds, V1 and V2.  The quicker speed, V1, 
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corresponds to the individual or free flow, where each vehicle can travel at the speed 
it desires without being blocked by other vehicles.  The slower speed, V2, 
corresponds to the collective flow conditions, where vehicles are limited to 
following the vehicle ahead, and therefore do not control their own speed [14].  For 
any value of flow, it is preferred to have higher speeds, for that leads to lower travel 
times.  The maximum flow, qmax is obtained for a speed of half of the maximum 
speed, Vmax/2.  However, it is important to note that the maximum speed can be 
higher than the speed limit, and the speed-flow curve becomes horizontal once the 
speed reaches the speed limit.  Therefore, the maximum flow can be reached for 
speeds close to the maximum speed allowed. 
 
Flow is fairly easy to measure, as all that is needed is a fixed counting 
device, such as a loop detector, and a timer.  However, one problem that arises from 
this curve is that traffic flow is not a good measure for traffic conditions, as a low 
flow could be either a sign of high speed and few vehicles, or low speeds and high 
density [15].  Speed and density are much harder to evaluate with build-in detectors.  
The methods used to evaluate the traffic conditions in this dissertation are further 
explained in chapter five.  The maximum flow is not easy to find, as it varies across 
the network, and with weather conditions.  For example, roads with curves have 
lower maximum flow than straight roads, and not all streets have the same speed 
limits.  Ideally, the traffic should always be kept in the individual flow conditions, 
however, if the input flow becomes too high (above fmax), collective flow will start to 




2.3. Signalised Intersections 
 
Intersections are the building blocks of any traffic network.  As vehicles with 
different destinations can have conflict paths, special policies are needed to avoid 
collisions.  The most basic policy is the right of way: each incoming approach is 
given a relative priority that drivers must respect.  However, the intersection is 
generally fitted with signals to improve traffic flow and safety when one or more of 
the following conditions appear [15]:  
 
a. If the volume of traffic becomes higher than the maximum value that 
non-signalised methods of controlling traffic can handle efficiently.  
 
b. If in an intersection with a major and minor road, the high volume of 
traffic on the major road causes excessive delays on the minor road. 
 
c. If the volume of pedestrians crossing the intersection becomes too 
high for right-of-way methods or if the intersection is located at a place where there 
is a lot of pedestrian movement (such as schools, train stations…). 
 
d. If speed limits have to be enforced, as on a long straight stretch of 
road for example, traffic signals can discourage users from going too fast, especially 
if they are coordinated. 
 
e. If the intersection is found to be very accident-prone.  This can be due 
to high traffic, bad driving behaviours or physical configuration of the intersection 
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(low visibility due to buildings blocking the line of view, intersection at the bottom 




The first step in signalizing a junction is to define phases.  Phases are 
designed to separate conflicting movements of vehicles: for example, vehicles going 
in a North-South direction have to cross the path of vehicles going in an East-West 
direction.  An example of traffic movements allowed for each phase so that there is 
no possible conflict between vehicles is shown in figure 2.  The majority of 
intersections have between two to four phases and some junctions, in which many 
roads intersect, may have up to 8 phases.  A large number of phases should be 
avoided as it leads to long waiting times, especially for minor roads.  The ordered 
sequence of unique phases is called a cycle.  The cycle length, Tcycle should not 
exceed 200 seconds for the comfort and safety of drivers, as if they feel that they are 
waiting too long, they may assume that the signals are broken or get frustrated and 
will simply ignore the signals [16]. 
 
 
Phase 1 Phase 2  
Phase 3 Phase 4   
 
Fig. 2: Phase diagram in a four-way intersection. 
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Each road coming into an intersection is called an approach and each 
approach is composed of a certain number of lanes.  Lanes can be specialised to 
channel the traffic flow more effectively.  If there is a right-turn only phase, then a 
lane (or more) should be reserved for that sole purpose, so that vehicles queuing are 
not blocking vehicles in other phases. 
 
To measure the traffic conditions, each lane of each approach is fitted with a 
detector, as can be seen in figure 3.  These can be inductive loop detectors embedded 
in the road surface which detect the perturbations made by vehicles in an electrical 




2.4.    Signal control  
 
There are different ways in which signals can be used to control the flow of 










2.4.1   Design of phases and turning lanes 
 
This involves changing the vehicles movements allowed during each phase.  
Finding the optimal design is a complex problem, but has major ramifications.  For 
example, if a lot of vehicles turn to the right (in a network where vehicles drive on 
the left), then they might be given a special phase called a protected turn.  However, 
to prevent them form interfering with other phases, special lanes must be devoted for 
right-turning vehicles.  And the ratio of right/turning lanes to total lanes has to be 
carefully chosen as not to avoid high queues for vehicles turning right, or high 
queues for vehicles in the other lanes.  Figure 4 presents an example of a badly 
designed turning lane, which creates excessive queuing: only one lane is allocated to 
Fig. 4: Bad design of turning lanes 
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left-turning vehicles.  The queue of vehicles on that lane reaches the preceding 
intersection, while the three other lanes are almost empty.  Allocating another lane to 
turn left would prevent long queues.  In some traffic network, such as in the city of 
London, right turns are forbidden in most large intersections, in order to remove the 
need for special lanes and phases.  Vehicles wanting to turn right must therefore 
make a loop consisting of three left turns. 
 
Unfortunately, it is quite impractical to change the layouts of the lanes, as 
that would require changing the markings on the road surface or even the physical 
layout of the intersection (if the lanes are separated by a raised section).  Of course, 
it would be possible to remove road surface marking all together and only use 
changeable overheard display, such as luminous arrows, as this is often done in toll-
gates on highways.  However, this can cause confusion for the drivers, as, in a city 
road network, intersections tend to be quite close to each other, therefore not much 
space is available to give information to drivers.  For this reason, all the algorithms 
presented here work with fixed phases and lane layouts. 
 
2.4.2   Relative length of each phase 
 
In most cases, traffic is not evenly distributed among directions; therefore the 
different phases should have different length to reflect the different demands in each 
of the approaches.  The percentage of a cycle length allocated to a certain phase is 





2.4.3   Cycle length   
 
In order to clear the intersection of vehicles before the next phase, there is a 
length of time during which all the signals are red so that no new vehicles can enter.  
This inter-phase period, also called red time, typically lasts around two seconds.  The 
red time is not to be confused with the amber time, during which vehicles can still 
enter the intersection, but once the phase is in the amber period, the flow will 
decrease as vehicles start to stop.  Some time is also lost at the beginning of each 
phase, as drivers take around one second to perceive the change in signals, then 
some time to start and accelerate their vehicles [2].  This start lag lasts about two 
second, as can be seen in figure 6.  The lost times for a given intersection are 
constant and do not depend on the length of the cycle.  This has for effect that if the 
length of the cycle is short, then the proportion of lost time compared to the total 
cycle time will be higher.  Therefore, the maximum capacity of the intersection is 













On the other hand, longer cycles create longer delays, as it means longer 
waiting times for queuing vehicles.  For example, on a two-phased intersection 
without any queue, an arriving vehicle can expect a maximum delay equal to the 
length of the other phase plus all the lost time.  In low traffic conditions, if all the 
phases have similar demand, then the best way to minimize waiting times would be 
for each phase to be very short.  Furthermore, the longer the waiting time, the longer 
queues have time to build up, and if a queue lengthens to such an extent that its 
length is equal to the distance to the upstream intersection, it will cause a spill-over 







start lag end lag 
Fig. 6:  Maximum value of flow in a signalised intersection. 
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2.4.4   Offset 
 
If two intersections are nearby, the phases can be synchronised so that when 
vehicles from the first intersection reach the second, a green light is there to greet 
them, thus allowing them not to stop.  For this to happen, the distance between the 
intersections and the speed at which the vehicles are to travel must be known.  The 
offset corresponds to the time between the start of the phase in one intersection and 
the start of the phase in the next intersection.  Therefore the offset should be equal to 
the travel time between the two intersections, which is not always known. 
 
However, while this method is very good in arterial networks, in which 
vehicles mostly travel in one direction and this at a regular speed, it is not very 
practical in grid-networks in which there is no main direction of traffic.  During each 
phase, vehicles exit through many directions, and there is an almost continuous flow 
of vehicles from one intersection to each of its neighbours, making synchronisation 
impossible with all of the intersections.  Furthermore, if offset is used, then the 
intersections must change signal times together, which reduces their freedom of 
action.  
 
2.5 Queuing at intersections 
 
When a vehicle reaches an intersection with a red signal, it has to stop, and if 
more vehicles arrive, a queue will start to build up, and this in the opposite direction 
of incoming traffic.  Furthermore, if when the signals turn green, all the vehicles in 
the queue have time to pass and no vehicles are left waiting, then the queue will be 
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null again, and therefore phase is long enough.  However, if some vehicles are still 
left waiting at the intersection, and this is what is called the residual queue, then the 
phase is too short for the volume of incoming traffic and the queue will get longer 
and longer.  The flow of arriving vehicles being qin and the maximum flow is 
vehicles exiting the intersection being qout then the following relation must be true so 
that the residual queue is null: 
 
 TphaseqTcycleq outin ⋅⋅ p     (9) 
 
If the incoming demand is greater than the outgoing capacity, then the queue 
will build up as can be seen in figure 7.  However, if Tphase is too high, then a 
portion of the phase will be wasted, as no vehicles will go through during that time.  
If there are vehicles waiting for another phase to cross the intersection, then any 





2.6 Discrete-Time Representations 
 
Traffic simulators, such as Paramics, work using discrete-time 
representation.  A time step Tstep is defined and the positions and speed of each 
vehicle in the network are updated every Tstep.  The flow of vehicles entering the 
network between instants k* Tstep and (k+1)* Tstep is d(k), which the demand for that 
period, in vehicle per seconds, and s(k) is the flow of vehicles existing the network 
during that period.  Hence the number of vehicles, N, present in the network at time 








flowin > flowout 
flowin < flowout 
 
Fig. 7: Relationship between incoming flow and queue length.  
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 ( ) ))()(()(1 kskdTkNkN step −+=+    (10) 
 
Since the vehicles are conserved in the network, the number of vehicles 
present in the network at time n is:   








step kskdTNnN    (11) 















step ksTkdTNnN   (12) 
 








step kdT , the total number of vehicles entering the network 
between instants 0 and n-1, are fixed by the demand profile, the only thing that the 







step ksT , which is the exit 
flow of vehicles.  Maximizing the exit flow will ensure that vehicles spend little time 
inside the network, thus leading to short delays. 
 
If the network is gridlocked near its entrances, then the input of vehicles will 
be lower than the demand, as vehicles will not be able to enter the network.  These 
vehicles queue outside the network, and they are not counted in the vehicle count, 






In this chapter, an overview of traffic theory was given.  In order to have the 
best flow in a network, the design of the road network, lanes and phases are crucial.  
However, on a given network and demand, as changing the layout of the roads is not 
practical, the timing of the signals is the main mode of improving performances.  
Care must be taken in the design of the phases, and to make sure that the phases are 
neither too short in order to have more capacity, nor too long to avoid excessive 
waiting times.  A review of some of the techniques used to tune the signal times is 




Review of Existing Traffic Signal Timing Techniques 
 
3.1  Introduction 
 
Many signal timing strategies have been proposed over the years, and only a 
few of them have been implemented in real traffic networks.  Most techniques are 
designed for a certain type of network (inner city network, isolated intersections, 
arterial network) and work best for a certain volume of traffic.  Therefore their 
implantation will depend on the network as well as on the traffic demands.  There 
are two main types of strategies: pre-timed signals, where feedback from the network 
is absent, and real-time control strategies in which detectors in the network give a 
constant feedback to the controllers. 
 
3.2  Pre-timed Signals  
 
Pre-timed signals control is an open-loop mode of control in which the phase 
and cycles are determined off-line, and are unable to be adjusted to unpredicted 
traffic demands [13].  This method has the advantage of being easy to implement, as 
there is no need for extensive hardware.  Pre-timed signals do not need traffic 
detectors or controllers.  In situations where traffic is very predictable and regular, 
pre-timed signals perform very well, on the condition that they are well adjusted to 
the regular traffic demands.  Pre-timed systems can also have different phase timings 
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for different times of the day (morning peak, mid-day period, evening peak and night 
period) to better match the different demands.  However, in a network with a lot of 
intersections, finding the optimal times can become a complex task, as the 
intersections are not independent of each other.  Genetic algorithms have been found 
to deliver good performances for this assignment.  Chromosomes containing the 
phases times for the intersections are evolved over a large amount of simulations.  
The fitness is based on the total delay experienced by vehicles.  However, learning 
takes a long time and precise models of the network and detailed traffic demands 
have to be simulated, for the solutions to be applicable in the real world.  
 
Pre-timed signals are open-loop systems, as no feedback from the current 
traffic conditions is used.  Therefore, when traffic deviates from the predicted 
volume, the signal policies can become un-optimal policies.  This is why real-time 
signal changes were created, where data from the network is constantly used to 
change the signal policies.  
 
 3.3  Real-time signal change 
 
To make intersections controllers able to react to any unpredicted change in 
traffic conditions, real-time methods have been developed.  
 
3.3.1   Split Cycle Offset Optimisation Technique (SCOOT)  
 
The SCOOT model uses detectors placed upstream on every incoming link 
and quite far from the intersections [7], [17].  The data collected is sent to a central 
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controller which then models the behaviour of the vehicles as they travel down the 
link, based on the normal cruise speed.  An estimate of the length of the queue at 
each intersection is then computed, and the central controller then changes the signal 
times using three parameters: the cycle length, the split and the offset to synchronize 
between intersections.  The intersection with the highest degree of saturation is used 
as the central intersection when synchronising between intersections.  The cycle 
length can only vary from its original length by up to four seconds for short cycles 
and sixteen seconds for long cycles.  This makes adjustments for synchronisation 
easier but limits the changes in cycle lengths.  Furthermore, SCOOT requires the 
calibration of a large numbers of parameters to set it up.  The setting of these 
parameters requires as much effort as for fixed signal-timing methods.  Being fully 
centralised, SCOOT requires extensive communications between detectors, signals 
and the central command.  SCOOT is used in more than 200 cities worldwide, in 
both small and large networks [18]. 
 
3.2.2 Sydney Coordinated Area Traffic System (SCATS) 
 
This control scheme was developed by the Roads and Traffic Authority of 
New South Wales (Australia) [19].  Each intersection is fitted with loop detectors 
measuring the volume and flow of traffic, which are then passed on to regional 
control centres.  If there are more than 250 intersections, a global control centre is 
placed to command the regional centres.  These central computers then use the 
information from the intersections to compute the signal times, which are then sent 
back to the intersections.  The system optimises the cycle lengths, split and offset of 
each intersection, so that each intersection has the maximum flow possible.  This 
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fully centralised control mechanism enables co-ordination between intersections and 
human monitoring, as well manual override of phase times.  Since it is a proprietary 
algorithm, their inner workings are not available to the public.  SCATS has been 
implemented in over 80 cities, notably in Singapore under the name of GLIDE 
(Green Link Determining) [20].  
 
3.3.3 Hierarchical Multi-Agent System 
 
The Hierarchical Multi-Agent System (HMS) [21] is a centralised system, as 
SCATS.  Each intersection is overseen by an Intersection Control Agent (ICA), 
which are themselves overseen by a Zone Control Agent (ZCA), themselves subject 
to a Regional Control Agent (RCA).  Each ZCA controls five neighbouring ICA, and 
they always are assigned to it; the make-up of each zone is fixed.  The ICA, using 
Webster's experimental delay model, finds the total delay in the intersection, which 
is then used to find the state of the intersection.  Webster’s experimental delay is 
























=     (13) 
 
Where x is the degree of saturation (x = flow / saturation flow), Tcycle is the 
cycle time, Tgreen is the effective green time and q is the flow.  However, this is only 
an approximation of the delay and it requires knowing the value of the saturation 
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 There are eight possible states, defined by different values of delay.  The 
state of each intersection is passed to the ZCA, which, if needed, then passes it along 
to the RCA.  Figure 8 shows the architecture and flow of information and control 
directives between the different parts (Intersections, Zones and Central Controller) of 
the HMS.  As in SCAT, control directives are then passed down to the intersections.  
However, it uses a hybrid between fuzzy logic and evolutionary algorithms to decide 
the control directives, which can be local, regional or global: in certain states the 
agents will compute their own directives, while in others, the ZCA or RCA will. 
 
  There is no horizontal communication between the agents, as all 
communications are done on a strictly hierarchical level.  One problem with this type 
of architecture is to correctly define to which region each intersection belongs to.  
Agents that are neighbours, but in two different zones, will only be coordinated 






I1 I2 I3 I4 I5 
 
Fig. 8: Architecture of the Hierarchical multi-agent system. 
 38
experimental and the value of the saturation flow for each movement is needed, 
which might not always be practical to measure (vehicles turning have lower speeds 
which depend on the physical layout of the curve). 
 




The cooperative ensemble (CE) is a multi-agent system in which agents 
create teams between themselves, and each team will then look for a coordinated 
solution to the traffic signal timing [22].  By creating their own zones, the problem 
of zone design in the previous systems is avoided.  Furthermore, the dynamic team 
organization allows agents to change zones to adapt to changing traffic conditions.  
For example if traffic changes from a North/South direction to an East/West one.  
This is shown in figure 9: the agents assign themselves to teams or stay alone (such 
as agents I5 and I6), these teams are variable and agents can switch teams as in seen 




















A B  
Fig. 9: Architecture of the Cooperative Ensemble 
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After a certain amount of time, each agent evaluates its need for cooperation.  
If it decides that it needs to build a team, it will then evaluate the level of 
cooperation it wants.  For this, each agent maintains a table of link relationships 
which represent the relations between agents.  The teams are then built by selecting 
an agent randomly.  If that agent wants to build a team, when its need for 
cooperation is above a certain value, it will ask the agents for which it has the 
highest level of cooperation to join its team.  These agents will join the team if they 
also have a need for cooperation.  Once all the agents have been assigned to a team, 
which can consist of a single agent, a unique control directive is given for the whole 
team.  This can be done by using the most important agent in the team or an 
aggregate of any number of agents of the team.  At the end of the time period, each 
agent will take into account the error made by all the other agents in the team, and 
update its need for cooperation and its table of link relationships.  Team-building is a 
dynamic process, as the agents can choose to join and leave teams (using the need 
for cooperation parameter), although they can only belong to one team at the time. 
 
3.3.5   Other architectures 
 
A certain number of control methods have been proposed over the years.  
However, most of them were tested on isolated intersections, arterial networks, as 
network ‘A’ on figure 10, or small simple grid networks as network ‘B’.  If 
intersections are more than a kilometre apart, then they can be considered to be 





There is nonetheless a need for control directives for isolated intersections 
and arterial networks in real life: for example the major roads that link the city centre 
with the suburbs as traffic on these networks is mostly in one direction.  This 
situation makes coordination between intersection relatively easy and effective.  
Signals can be coordinated so that a “green wave” travels at the same speed as most 
vehicles, ensuring little delays for these vehicles, as the signals turn greens as they 
reach each intersection, provided that they drive at the required speed and stay on the 
main road.  However, not many methods have been designed for complex city-
networks with conflicting traffic demands such as the network named ‘C’ in figure 
10. 
 
a. Uncoordinated control 
Uncoordinated control methods treat the network as an aggregate of 
individual isolated intersections, and the traffic signal decisions for each intersection 
  
A: arterial network   
B: simple grid network   
  
C: complex grid network 
Fig. 10: Different types of networks 
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are made using the local traffic data only.  These methods include fuzzy-logic 
controllers in which the membership functions are refined using a genetic algorithm 
[23], emotional algorithms that simulate the driver’s mentality and its behaviour to 
traffic signals [5] and co-evolution between intelligent vehicles and traffic signals 
[24]. 
  
b. Coordinated control 
Coordinated control techniques try to synchronise different intersections to 
smooth traffic flow.  Some use stochastic optimisation neural networks [6].  Most 
recent real-time cooperative methods use multi-agent systems: for example [25], 
based on Rolling Horizon Dynamic Programming, but that was only tested on 
arterial or triangular networks (3 intersections), or [26] which uses prioritised 
sweeping as a learning algorithm and was tested on a small network (9 intersection) 
consisting of unidirectional roads without any possible turns (vehicles can only go 
North → South or West → East), which simplifies the problem of designing turning 




This chapter has presented a survey of some of the existing signal control 
methods.  The most basic ones, pre-timed control, require a lot of prior knowledge 
about the network and the traffic demands, and performs badly if conditions are to 
change.  The commercial methods, such as SCOOT and SCATS are used in a certain 
number of cities; although they also require extensive knowledge of the networks 
they operate on, and are limited in the range of cycle and phase lengths changes.  
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However, since they are proprietary methods, their detailed functioning is not 
available, so they can not be easily used as benchmarks.  Some of the methods that 
have been proposed provide interesting results, such as the HMS and CE.  This is 
why they are used as benchmarks in chapter 6.  Furthermore, it is not always 
possible to gauge the relative performances of each method, because they are not 
indented to be used on the same kinds of networks or traffic conditions. 
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Chapter 4  




In the context of computer science, an agent is a small computational 
mechanism, capable of collecting information from its immediate environment, and 
acting upon it [27].  When the environment becomes too big or too complex to be 
handled efficiently by a single agent, a group of agents is then used, in order to 
divide the problem into smaller sub-problems for each agent to solve [8].  This 
constitutes what is called a multi-agent system.  As the environment can be different 
for each agent, and because of the complexity and the dynamic nature of that 
environment, it might become extremely hard to fine-tune all the agents in the same 
manner.  Each agent can always be configured individually, but in systems with a 
great number of agents, this becomes quite impractical.  In order to take into account 
the changes while the agents are running in the environment, each agent would have 
to be reconfigured many times.  Therefore, in order to adapt the agents to their 
environments, on-line learning has been developed, in which agents have a 
capability to learn and to improve themselves based on their actions and their impact 
on their immediate surroundings. 
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This chapter is divided into two parts: the first will deal with agents and 
multi-agents systems, and the second will look into the reinforcement learning 
techniques. 
 
4.2 Multi-Agent Systems 
 
There have been many papers published on the topic of Multi-agent systems, 
and many different definitions have been given.  However, some of the most 
recurrent characteristics used to define agents are the following: 
 
- Interaction with the environment: an agent must be able to collect 
information about its environment, which is non-static in most cases, and be able to 
act upon it. 
 
- Autonomy: agents must have a certain degree of autonomy in the execution 
of their task 
 
- Performance of a specific task: Although agents are autonomous, they are 
created to act and achieve specified goals on behalf of the user.  This is the original 
sense of the word “agent”: someone who acts for or in the place of another.  
 
Agents are rarely used alone and therefore the notion of social ability is an 
important one [28].  A multi-agent system (MAS) is basically a collection of agents 
working in the same environment [29].  In such a system, agents will have to interact 
with one another, and there are many ways to do so.  Three main aspects are to be 
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considered when studying multi-agent systems.  The first is communications, how 
agents share information between each other.  Coordination, which is how agents try 
to act while taking other agents’ actions into account, is another aspect.  The last 
aspect is the organisation of the multi-agents system, which is the type of relations 
between agents.  Of course these three aspects are not always independent, as certain 
forms of communications will limit the choice of organisation for example. 
 
Multi-agent systems can be constituted of clones of a single agent, acting in 
different parts of the environment, or of agents of different types, in which case each 




Communications allow agents to interact on a more advanced level than by 
just observing the changes in the environment due to other agents.  There are many 
different types of communications.  They can be simple one-way signals between 
agents, more complex messages exchanged between two agents, or blackboard type 
of communications, in which agents are able to post messages on a blackboard than 
can be accessed by a number of agents. 
 
Whatever the form of communication, the agents must be able to decide 
when to send a message, what information to include in a message and how to 
encode it.  In a similar manner, the agents must be able to receive, understand and 





As all agents act in the same environment, they may enter into conflicts, over 
limited resources for example.  In order to maintain a certain coherence in the 
actions of the agents, they must be able to act while considering the actions of the 
other agents.  Coordination can be obtained by cooperation, in which case the agents 
work with a common goal in mind, in which case the agents are said to be 
collectively motivated.  Cooperation is often used in MAS in which the agents have 
different abilities.  Combining these capabilities leads to the resolution of the 
problem.  In order to do so, the agents must be able to communicate efficiently. 
 
 A different approach to coordination is by using competition.  In this case, 
the agents try to fulfil their own goals, which may be quite different from other 
agents’ goals.  Of course, the goals of each agent must be chosen so that overall, the 
MAS solves the problem that it used to handle.  Even though competitive agents are 




Several types of organisations for multi-agents systems have been proposed, 
and the choice of an organisation is a crucial step in the design of a MAS.  One way 
to classify MAS organisation is to differentiate between centralised and 
decentralised organisations.  In a centralised organisation, a central policy is taken 
for all agents, while in a decentralised organisation, each agent decides on its own.  
The distinction between the two can be more subtle, as agents can be arranged in 
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teams or groups.  The entire task of the network can then be subdivided in sub-tasks 
which are allocated to different teams.  The organisation inside a team is of a 
centralised one, while the organisation between teams is decentralised. 
 
Another level of organisation is the hierarchical one, with master agents 
dominating slave agents [30].  The master agents are responsible for the division of 
tasks and goals to obtain, while the slave agents execute the tasks given to them.  
There can be many levels of master/slave relations, with each slave being the master 
of the agents on the level below.  The hierarchical organisation is mostly centralised 
and cooperative, however, in multi-level hierarchies, the bottom levels appear to be 
decentralised, and can compete with one another.  However, not all centralised MAS 
are hierarchical, as agents can cooperate on a centralised level, without the need for a 
master agent. 
 
4.2.4 Advantages of multi-agent systems 
 
Multi agents systems are able to break up a complex problem into many local 
sub-problems.  Depending on the environment, each sub-problem can be more or 
less independent of the others.  Each sub-problem is of a lesser complexity, so easier 
to manage.  This allows a greater flexibility than a single controller who tries to treat 
the whole problem at once.  It also facilitates the design process, each agent or group 
of agents can be designed separately, as long as there is a common communication 
standard for all the agents.  Multi agent systems are also easier to implement 
physically in distributed networks, such as in a swarm of robots.  In this case, each 
robot can be controlled by an onboard agent, reducing the need for communications 
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with a central controller.  Because of the autonomy of the agents, multi-agent 
systems offer a certain degree of protection against failures and outings in the 
communication systems.  Multi-agent systems are also easier to implement on a 
system which is able to run parallel computations, because each agent is run in a 
separate thread. 
 
4.3 Learning  
 
4.3.1   Importance of learning 
 
In order to find solutions more adapted to their environment, agents can have 
a capacity to learn.  Without learning, the agents would have to be configured with 
an extensive knowledge of the environment.  This knowledge can be either hard to 
obtain, as it can be different for each agent, or inaccessible if the environment is 
constantly changing.  Therefore learning enables the deployment of generic agents in 
a variety of environments, as well as a more adapted behaviour of the agents.  In 
order for the agents to be able to learn, it is necessary to judge the benefits of the 
actions that the agents execute on their environment, so that beneficial actions can be 
encouraged and detrimental actions discouraged [31].  Therefore any learning 
scheme must have an evaluation mechanism.  This leads to different kinds of 
machine learning [32], [33], depending on how the evaluation is made and the way 





 4.3.2   Supervised learning 
 
In supervised learning, the agents learn by trying to find the relation between 
inputs and known targets.  The agents are given a training set consisting of a set of 
inputs and desired outputs or targets.  Once an agent computes an output for a given 
input, the quality of the output can be judged by comparing it to the target value.  By 
using the difference between real and desired output, the agents can be modified to 
reduce that difference.  Once the agents are judged to perform sufficiently well, test 
or real inputs are given (inputs whose outputs are not known) under the assumption 
that the agent will be able to extrapolate the input-output relations to new inputs.  
However, it is not always possible to have a training set representative enough of the 
environment so that generalisation can be made.  Furthermore, the target value is not 
always known a priori, or unique.  Therefore, unsupervised on-line learning has been 
developed for these situations.  
 
4.3.3   Unsupervised learning 
 
In this situation, the agents must be able to judge their actions without having 
access to a reference target or a supervisor to evaluate them.  The agents must 
therefore obtain and use feedback from the environment, in form of rewards, to 




Supervised learning works well when the environment is predictable, 
therefore, if a small sample of {input, target} values can be extrapolated to represent 
the whole environment.  In this case, once the agent is trained, it will be able to 
perform well on new data.  However, most environments are dynamic in nature, and 
supervised learning soon becomes obsolete, as the data that the agents have to work 
with eventually diverge too much from any training data to be useful.  This leads to 
using different learning techniques, notably reinforcement learning. 
 
4.3.4   Reinforcement Learning Strategies 
 
Reinforcement learning is a type of machine learning in which an agent will 
try to find the best possible action in a sequential decision problem.  Reinforcement 
learning works by modelling the problem as a Markov Decision Process (MDP) 
[34].  These are constituted by a set S = {s1, s2, ...} of states, covering all of the 
possible states that the agents can be in, and a set A = {a1, a2, ...} of actions that the 
agents can choose from.  The aim is to link each state to the best action to take, by 







Fig. 11: Feedback from the network for the agent to learn. 
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 ℜ∈= rrasR sa ,),(       (14) 
 
A probabilistic state transition function T gives the relationship between a 
state, an action and the next state of the system: T(s, a, s') → [0, 1].  Each step taken 
by an agent can be described by the quadruple {s, a, s', r}, where s is the starting 
state of the agent, a is the action it effected, s' is the state found itself in after taking 
the action a, and r is the reward that is given.  The goal of the process is to find, for 
each state, the most optimal action to take, that is finding the {state, action} mapping 
that maximises the reward given. 
 
There are many reinforcement learning techniques [33], depending on how 
much information is available to the agents.  If the functions T and R can be 
accessed, then the agent is able to find the most optimal action, which the one that 
gives the highest rewards, by looking at the immediate rewards and the potential 
rewards, which the ones that the agent can access once it is in a new state, at the end 
of the action.  Therefore, if these functions are not available, the agents must 
estimate them.  A simple way to estimate the function R is to remember the rewards 
given for each {state, action} pair.  For this, a matrix, M containing all the rewards is 
kept and updated after each step.  An agent then has to first find in which state it is, 
and then looks at the M matrix to select the action ai which has given the highest 
reward.  The agent then performs that action, and a reward r is given.  The M(s, ai) 
value is then updated to take into account the reward: 
 
 ( ) rasMasM αα +−=∗ ),()1(,    (14) 
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The parameter α is the learning rate, a high α will mean a quick training, but 
a low α brings more stability by filtering noise and extreme values.  After a certain 
number of runs, the {state, action} pairs that are not the most optimal (and therefore 
give a low reward) are seldom selected, while the most rewarding are selected.  
However, the problem with the simple reinforcement learning scheme above is that 
the reward given to the agents only looks at the immediate effect of one action.  For 
example, one action could have good immediate benefits but lead to a state in which 
it is difficult for the agents to find a good solution.  Q-learning is a form of 
reinforcement learning, in which the q values are updated using the reward of the 
actions as well as the potential reward of the next state.  Therefore, the action which 
will be selected is the one that not only leads to a good reward but also to a state that 
gives good rewards. 
 
4.3.5   Q-Learning 
 
Q-learning is a form of reinforcement learning that tries to predict the future 
rewards available, without having the need of a model of its environment [34],[35].  
The value of each {state, action} pair, Q(s, a) is the expected sum of future payoffs 
by taking the action a when in the state s.  Instead of just using the rewards obtained 
to update the Q values, the new state s’ that the agent finds itself in is taken into 
account.  The maximal reward that the agent can obtain from the new state s’ is used 
to update the Q(s, a) value: 
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Where α (0 < α < 1) is the learning rate and γ (0 < γ < 1) is the discount for 
future rewards.  Therefore, for any given state, the action with the highest Q-value, 
and hence the one that would be chosen, is the action that leads not only to a high 
reward, but also to a state that has the potential to give the highest rewards.  Once the 
learning is complete, the agent can choose the action with the highest Q-value.  As in 
all learning techniques, the choice between exploration and exploitation is not 




Because of their ability to work in networks, to divide problems into small 
partitions and their learning capabilities, agents and multi-agents systems have been 
used in many applications, like to solve the iterated Prisoner’s Dilemma problem 
[36].  Multi-Agents have also been used in traffic applications, in areas as varied as 
public transport design [37], traffic simulations [38], cruise control [39] and signal 
control (examples of which are given in the previous chapter).  A multi-agent system 
is used in the RLA algorithm, and it uses Q-Learning to tune its parameters to the 




Actuated Control and RLA 
 
5.1  Introduction 
 
This chapter presents the algorithms that were coded for the simulations 
presented in chapter 6.  The first algorithm is the actuated mode, which is not a 
multi-agent system, and it is used as a benchmark, as it is fairly simple yet provides 
decent performances and is widely used in practice.  Furthermore, most commercial 
systems, such as SCOOT or SCATS are proprietary systems, whose inner details are 
not released to outsiders.  This makes them impractical to judge their performances.  
The second algorithm described in this chapter is the Reinforcement Learning Multi-
Agent system (RLA), which is the new algorithm presented in this dissertation. 
 
5.2  Actuated Mode 
 
5.2.1   Description 
 
The actuated mode of control is a simple and efficient traffic control method.  
Each time a new vehicle is detected in an incoming approach to the junction, the 
length of the current phase is extended by a fixed amount of time [2], [14], [40].  
This is illustrated in figure 12, where the arrival of new vehicles is marked by an 
arrow.  The scheme is to leave the approach open to incoming traffic until all of the 
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incoming vehicles have passed through it; so that there is no spill-over queue - 




Each phase has a default green value equal to the minimal time, gmin.  If no 
vehicles are detected, then the next phase will be activated.  The minimal time must 
be long enough so that any vehicles that were waiting between the detectors and the 
intersection have time to start and enter the junction.  As the inter-phase time is long 
enough to enable vehicles to exit the junction, it does not need to be included in the 
minimal green time. 
 
A timer is initialised to zero at the beginning of each phase.  Each time a new 
vehicle passes on top of a detector, a small amount of time, gadd, corresponding to 
the time taken by a vehicle to travel from the detector to the junction is incremented 
to the timer to get the new phase length.  The new phase length will then be used to 
update the phase length, unless it is out of the [gmin, gmax] range.  The lengths of time 
gmin and gadd are different even if they both correspond to the time taken to travel 
  
Total Green Time  
g min g max 
g add 
Tim e  
  0  
 
Fig. 12: Actuated mode.  
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from the detector to the intersection.  The algorithm for the actuated mode of control 




5.2.2   Adjusting the parameters 
 
While gadd is computed for moving vehicles, gmin takes into account the time 
taken to start the vehicles and accelerate.  In the worst-case scenario, a queue of 
vehicles from the intersection to the detectors, the last vehicle must first wait for the 
vehicles in front of it to start before driving off.  Therefore, gmin has been taken to 
have a value of eight seconds and gadd of three seconds.  Figure 13 shows the 
influence of the minimal green time, for a three hour scenario with a single peak of 
traffic.  In low traffic conditions, a shorter gmin is better as there are not many 
vehicles queuing, but when traffic intensifies, a longer gmin is preferable.  If gmin is 
too long, then much time will be wasted on little-used phases.  
Table I: algorithm for actuated control 
for every time step 
 if newPhase 
  timer = timeStep 
 else 
  timer += timeStep; 
  newCount = getCount(); 
  if newCount>oldCount 
   timePhase = timer + addTime; 
   timePhase = max(gmin,timePhase); 
   timePhase = min(gmax,timePhase); 
   setTime(timePhase); 
  end 




The detectors must be placed far enough from the intersection so that 
vehicles have room to stop if the signal becomes red, but not too far otherwise gadd 
and gmin would have to be quite long.  A maximum green time gmax is defined so that 
even in high demands conditions, waiting times for the other phases are not too long.  
Figure 14 shows the impact of the maximal green time: when traffic is low, the 
maximal green time is seldom reached, and therefore does have much influence.  
However, when traffic is high, low maximal green times lead to long delays, as short 
cycles have less maximal flow.  On the other hand, too long maximal green time 
leads to long queues, as vehicles have longer to wait, queues which can interfere 





Fig. 13:  Impact of the minimal phase time (in seconds) in actuated mode.  
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The actuated method works fairly well in medium traffic conditions, when 
there is a number of vehicles large enough to justify the minimum times, but not too 
big so that saturation flow is avoided.  The reason the algorithm works well is 
because it can react to each individual vehicle in the network.  It is also cheaper than 
other methods of control, as it only needs detectors on the incoming traffic lanes, and 
as there is no communications between junctions, wiring is minimal.  This simple 
algorithm also does not require much hardware, nor much off-line tuning and 
learning.  It is also fairly simple to add pedestrian movements to it, by lengthening 
the minimum phase time if a pedestrian wants to cross. 
 
 
   
 




5.2.3 Limitations of the actuated mode 
 
However, this control mode does not work very well with high levels of 
traffic.  For example, as can be seen in figure 15, if on one approach the traffic 
arrival rate is of a vehicle every gadd, then the associated phase’s green time would 
be the maximal time allowed and this regardless of the traffic conditions for the 
approaches that are not associated to this phase.  Another phase could have a much 
higher demand of traffic, but will get the same amount of green time, gmax.  
Therefore, while the first phase would enjoy smooth traffic conditions, the second 
phase could be congested.  In a similar way, even if an approach is empty, the 
minimum green time must still be used, wasting time which could be put to better 
use in another phase.  Furthermore, no coordination between intersections can be 







Fig. 15: Actuated mode, saturation 
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Another problem with this method is that the phase lengths are unknown in 
advance, since they can be extended.  This means that drivers stopped at blocked 
approaches cannot know how long they will have to wait.  Traditional traffic signals, 
with the red-green-amber cycle do not give much information to the drivers as to the 
length of phases, so it is not much of a problem.  However, traffic signals that count 
down the remaining time and indicate this to drivers are getting more common.  
With this information, drivers know how much time they have to wait, which makes 
long cycles more acceptable, allows engines to be switched off to reduce 
consumption if the waiting time is long enough and enables driers to drive off as 
soon as the signal changes.  Displaying phase length is also useful in open 
approaches, as drivers can estimate better the time they have to reach the junction.  
For example, a driver far from a junction that sees only a few seconds left of green 
time can start slowing down gently, reducing energy consumption, as it will be 
impossible for him to reach the junction in time.   
 
For these reasons, this method can be used in networks or isolated junctions 
where the traffic demands are not too high.  It can also be used for minor roads 
coming on major road, as traffic would be very sparse and intermittent on the minor 
road.  Furthermore, it is used as a benchmark to test other algorithms, as they are 
more complex, they must be able to beat a simple method to justify their usage.   
 
5.3 Reinforcement Learning Multi Agent System 
 
Most existing traffic signal algorithms are either centralised, unsuited for 
complex city networks, as it leads to a high complexity for the central control, or 
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poorly performing.  Therefore, the RLA, Reinforcement Learning Multi-Agent 
System, was developed to be completely distributed and to provide good results in a 
complex network, without extensive prior knowledge of the network. 
 
5.3.1  Architecture 
 
The multi-agent system proposed here is a completely distributed multi-agent 
system, as all of the agents make their own decisions, and there is no need for any 
central controller of any kind.  However, the agents can share information with other 
agents in the network; this helps them to achieve a certain degree of coordination.  
Each agent controls a single signalised intersection in the network.  Allocating more 
than one agent to a single junction would lead to conflicts between these agents, as 
there has to be a unique length for the phase.  On the other hand, since traffic 
conditions are different for each intersection, giving an agent more than a single 
intersection to handle would make it much more complex and the choosing which 
intersections the agent controls would not be a simple task.  All of the agents are 
able to communicate with each of their neighbours, and they also maintain a 
database of traffic conditions: previous - during the same simulation - and historic - 
from previous simulations.  The agents also collect traffic data from detectors on all 
of the incoming and outgoing approaches to the intersection that they manage.  The 
agents send the traffic information from the departing links to the next agent along 





As depicted in figure 16, the agent’s task is to estimate its local traffic 
conditions, using its detectors inputs and information from its neighbours, then to 
find the signal times that are the most adapted to these conditions.  The memory unit 
of the agent has two functions: the first is to give the agent an estimate of the future 
state of traffic, and the second to help the agent judge its own actions, by comparing 
the present traffic conditions to the usual ones for the same moment of the day.  This 
is done under the assumption that traffic demands are similar each day.  By using 
different memory units, a distinction can be made between week demands and week-
end demands.  Every few minutes, the agent will find the traffic state that it is in, and 
then readjust the rules used for changing traffic times accordingly, as these are 
 
Agent 





Historical Data  
Fig. 16: The architecture of the RLA multi-agent system 
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adaptable to different conditions.  The agents gather information on the network at 
the end of each signal phase, and use this data to change the time of the same phase 
in the next cycle.  There is therefore a slight delay, equal to (Tcyle - Tphase) between 
the collection of the data and the associated signal timing. 
 
The agents are greedy in nature; as they take their decisions without 
consulting their neighbours.  However, since they share and use information from 
their neighbours the agents are able to coordinate their actions.  The traffic demands 
in the network are quite uniformly spread – there is no dominant traffic direction, 
and the layout of the network makes most vehicles have different routes - one and 
two way streets, non symmetric intersections, streets that have variable number of 
lanes.  Therefore, no specific ‘green waves’ polices were implemented. 
  
5.3.2 Data collected from the network 
 
For each phase, there can be many active approaches, which are approaches 
which enable vehicles to enter the intersection during that phase.  Each approach can 
have many lanes and each lane is fitted with a vehicle detector.  All of the detectors 
on the incoming lanes send data to the agent at the end of each phase.  This data 
comprises of: Toccupied, the length of time that the detector is occupied, this happens 
when a vehicle is on top of the detector, and Vcount, the number of vehicles passing 
on top of each detector during the phase.  Data is collected from all incoming 
approaches that allow traffic movement during that phase (all the lanes with a green 
signal) and all outgoing approaches as vehicles can exit the intersection by any of the 





The number of vehicles in the queue of vehicles waiting, Qlength, is also 
measured but only for blocked incoming approaches, as it is not very meaningful for 
lanes that allow traffic movements.  For each lane that is available during a phase, 
the difference between the number of vehicles in the queue just before the start of the 
phase and the number of vehicles that passed through is made.  If this difference is 
positive, then it means that some vehicles are still left waiting at the end of the 
phase, and this signifies that the phase is too short to accommodate all the vehicles 
that were waiting, or that the intersection is congested. 
 
 
Fig. 17: Position of the detectors.  
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The detectors should not be in the same position as the one used for the 
actuated algorithm.  Figure 17 shows the different positions of the detectors between 
the two algorithms.  The detectors labelled ‘A’, before the stop lines, are the ones 
used in the actuated mode, and those labelled ‘B’, on the stop lines, are used for the 
RLA algorithm.  This is because the RLA algorithm uses data for all the vehicles 
that have entered the intersections at each phase.  If the data from the detectors 
placed for the actuated control mode are used, all the vehicles that were between the 
detectors and the signals before the start of the phase will not be taken into account.  
Ergo, the detectors should be placed a close as possible to the stop lines, so that all 
the vehicles that have stopped are counted. 
  
The values given by the detectors can vary greatly from one approach to the 
next and from one lane to the next.  For example, during a certain phase, a left-
turning lane might not be very used, while the straight going lanes may witness 
heavy traffic.  However, since the left-turning movement does not block any other 
movement during that phase, it would be wasteful not to allow it.  In order to find a 
single variable to evaluate the traffic conditions, the following maximum is taken: 
 
 ( )⎟⎠⎞⎜⎝⎛= )(maxmax jioccupiedjioccupied laTT     (16) 
 
In this equation, ailj is the jth lane for approach ai.  By taking the maximum 
value, the critical movements are used to determine the signal times.  Using the 
maximum value instead of the average value also reduces the impact of a blocked 
lane, as the inputs for that lane would be zero. 
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5.3.3 Decision rules 
 
To compute the new phase lengths, the agents have a set of decision rules 
from which to choose from.  Each rule returns the value, δi, in changes to the current 
phase times expressed as the amount of time, in seconds, to add (or subtract) to the 
current phase time, Tphase.  In this manner, it is possible to combine the actions of 
different rules, with weights to give some more or less importance.  The time that 









phase maxmin, ≤≤+= ∑ δρ  (17) 
 
With ρi being the coefficient applied to each rule and δi the output of each 
rule.  The agents find the coefficient according to the state of traffic and their 
memory, as is explained further on.  Tmin should ideally be set to zero, in order to be 
able to skip phases.  However, due to limitations in Paramics, phases cannot be 
skipped, and the minimum green time is of three seconds, which leads to five 
seconds with the addition of the amber and red times.  The maximum phase time, 
Tmax, is of fifty seconds.  The different rules that the agents use are: 
 
a) Occupancy Ratio 
This rule tries to match the amount of time that the detectors are occupied 
with a fixed percentage of green time.  The idea behind this is that fast moving 
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traffic will have a shorter occupied time, as the vehicles spend less time on top of the 
detectors.  An intersection with a very low flow and high speed will be very seldom 
occupied, while a heavily used intersection with cars packed densely and moving 
slowly will have a very large amount of occupied time.  The ratio of occupied time 
to phase time is linked to traffic density, and for a given density, it does not depend 
on speed.  Of course, there is no universal best ratio, but for high non-congested 
flow, it is around a third (which corresponds to around 60-70 vehicles per 
kilometre).  If the ratio of occupied time to phase time is too low, then the phase is 
under-used, and this might cause delays in other phases, therefore the phase time 
should be reduced.  
 
For example, if the target percentage of green time is OccRatio = 30%, then the 
agent must adjust the green time so that Toccupied = 30% * TnewPhase.  And the 







T −=1δ      (18) 
 
Therefore, δ1 can vary from - Tphase to Tphase (1/OccRratio -1).  As OccRatio is 
around 30%, the next phase length can be anything between zero and 3*Tphase.  Of 





b) Local variations 
This rule uses the variation in traffic condition from one cycle to the next to 
adjust the green times.  If the traffic demand is rising, then the length of the phase 
will be extended, and the other way round.  To compare traffic conditions between 
two phases in different cycles that may be of a different length, the ratio (expressed 







load =      (19) 
 
If the load is under a certain value, loadtarget, indicating light traffic 
conditions, then the length of the phase can only be decreased and if the load is over 
that value, then the phase will only be extended.  This is because a low load implies 
that the phase is mostly unused, as a long proportion of the phase time has no 
vehicles passing on detectors.  If the phase is mostly unused, then it makes no sense 
to increase the length of the phase.  When traffic demands grows, then the phase will 
be more occupied, and the load value will increase.  In addition, should the load 
increase above loadtarget, then the phase would be increased in length.  The same is 
true for high traffic demands: even if there is a slight decrease in the usage of the 
phase, it will not be shortened. 
 
As in the previous rule, the aim of this rule is to bring the load to a good 
value, here loadtarget.  When the load is close to that value, the phase length does 
not need to be modified much.  Therefore, the change in phase length is proportional 



















The old load is then updated, with loadold = loadnew, and each phase has its 
own value.  As the change in green time δ2 is expressed as a percentage Δ of the 
current phase time, then decreases will be quicker than increases.  For example, if 
the current phase time is 10 seconds, then the maximum increase it can have is 100% 
and that will lead to a new time of 20 seconds, and more than two cycles are needed 
to bring the phase length to 50 seconds.  Whereas if the phase length 50 seconds, it 
only needs a single decrease of 80% to get back to 10 seconds.  In very fluctuating 
traffic conditions, this would lead to short phases.  Therefore, a correcting term is 
added to reduce the impact of decreases.  The target load can either be a fixed value, 
or an average of previous load, depending on the parameters used. 
 
 
c) Neighbourhood advice 
Instead of using traffic data from the intersection that the agent oversees, as 
in the two previous cases, the data from the neighbours is used.  Each agent sends to 
its neighbours the Toccupied of the outgoing approaches.  Therefore, the agent knows 
in advance the demand for each incoming approach.  The neighbours only send their 
data once per phase, but since phase lengths can be different, agents have to average 
the information they receive.  This is done in this manner: each time an agent 
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receives data from a neighbour, it first finds the phases where the approach coming 
from that neighbour have green signals.  The agent then adds the information to its 
memory, Advicemem for each phase.  Then, when the agent needs to compute the 
phase length for a particular phase, it will average the values from Advicemem and 











Advice −=3δ     (23) 
 
Once δ3 has been computed, Adviceold is set to Advicenew and Advicemem is 
reset to zero.  Of course, each phase has its own values for these variables.  A 
problem occurs on the edges of the network, where agents do not have neighbours 
on all sides. 
 
 
d) Neighbour saturation 
When queue builds up in a link, it grows in the opposite direction that of the 
flow traffic.  Queue can build up because of saturation, which is to be avoided, or 
long cycles, and if the queue empties itself by the end of its green phase, then it not a 
problem.  However, if the links are short, then the growing queue can reach the 
precedent intersection, and cause saturation there.  This is shown on figure 18.  
Traffic from junction A can go to either junctions B or C.  The queues will build up 
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on the links A:B and A:C as the vehicles wait for the green signal.  Since link A:B is 
much shorter than link A:C, even with the same length of queue, intersection A will 
become congested much faster due to long queue in B than in C.  Viewed from B 
and C, they both have the same amount of queues, and the flow of traffic coming 
from A are the same for both B and C, so they have no reason to have different 
signals policies.  But if A detects high occupancy times on it outgoing detector on 
link A:B, it will ask B to give a longer time to the phase that lets through traffic 




If an agent detects a high rate of occupancy on an outgoing link - when the 
ratio of occupied time to phase length is above a certain threshold, it sends a 
message to the next agent on that link.  This agent will then extend the correct phase 
by α5 (δ5 is taken to be equal to unity). 
 
Offset could have been used, that is to shift the start of B’s phases to 











Fig. 18: Queue reaching an upstream intersection 
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known.  Another problem that arises is that offsetting B’s phases for A might have 
unwanted consequences for the other links of B.  With this rule, the phases from 
each agent will adjust themselves to match.  For example, suppose that the phase for 
B is the right length for the amount of traffic coming from A, but the delay in the 
start of the phase cause the queue to reach A.  Then A will ask B for a longer phase.  
If B then realises that the phase is too long (with unused time once the entire queue 
has passed), it will reduce it for the next cycle, but the time difference between A 
and B would have been modified.  And this goes on until the phases find themselves 
to match.  Then the queue will not grow up to A, and A will not ask for changes in 
the phase. 
 
5.3.4 Detection of congested lanes 
 
If an approach is congested to such an extent that at least one vehicle 
movement is blocked during a phase, then the vehicle count for that movement will 
be of zero.  This situation arises when the queue from the next intersection reaches 
the current intersection, and as vehicles will not enter an intersection if they cannot 
get out, they will not move until the intersection in unblocked, as can be seen in 
figure 19: the queue from reaches intersection B reaches A.  Intersection A is 
powerless to reduce this queue as some vehicles from all of its incoming approaches 





However, it is not possible to realize that an intersection is congested by 
looking only at the vehicle count, as it will be null, just like for an empty 
intersection.  It is therefore necessary to find a way so that the agent can understand 
when an approach is congested.  One way is to look at the queue length: if there is 
queue before the beginning of the phase and the vehicle count is null, then it can be 
assumed that the intersection is congested.  In a more general way, if the vehicle 
count is lower than the number of vehicles in the queue, it means that there is not 
enough time for all the vehicles to pass.  However, when the junction is congested, 
giving more green time is of no use, as the problem comes from the next junction.  
Therefore it is necessary to detect congestion on outgoing links, to determine which 
Fig. 19: Spill-over queue reaching an upstream intersection.  
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intersection is congested.  This is done by looking at the occupied times on the 
outgoing links.  If the vehicle count on an outgoing lane is null and occupancy not 
null, then it means that there is a vehicle blocked on the detector, and that lane will 
be declared congested.  
 
5.3.5 Learning from previous experience 
 
Every few minutes, the agents will assess the traffic conditions during the 
period that just finished.  The queue values for each of the phases are averaged over 








Squeue ∑=      (24) 
 
This score is used in many manners.  First, it is compared to the historical 
score.  If the present score is lower than the historical score for the same period, 
then, as the demand on the network is stable from one day to the next, the agent 
performed better than average.  For the more queue there is, the more delay vehicles 
encounter.  The score is also used to find the current state of traffic, in conjunction 
with the historical score for the next period, as to be able to predict the coming 
traffic.  The difference between Squeue and the historic queue is used to update the 
Reward Matrix.  Finally, Squeue is also used to update the historical values.  Figure 





a)  Finding the state 
At the end of each period, the agents must find the state in which they find 
themselves.  This is done using Squeue and Hqueue, the historical score.  Nine states 
are possible and a form of fuzzy logic is used to determine them [41].  Squeue is first 
employed to find the values for low traffic, medium traffic and high traffic, using a 
simple triangle membership function.   
  
The differences between Squeue(t) and Hqueue(t+1), and between the flow 
for the previous period Sflow(t) and the historic flow of the next period, Hflow(t+1), 
with t being the period, are used to find the changes in traffic conditions.  The rates 
δscore and δflow are computed. 
 ( ) ( )( )tSqueue
tSqueuetHqueue
score
−+= 1δ    (25) 












Fig. 20: The learning method 
 76
 
 ( ) ( )( )tSflow
tSflowtHflow
flow
−+= 1δ    (26) 
 
Using the membership functions described in figure 21, the values for the 
changes in queue and flow are computed (low, medium and high).  These are then 




The three possible values of current traffic and the three possible values of 






-15% 0 +15% 
δx 
  Medium
Fig. 21: Membership functions 
Table II: Possible states of the agent 
Low  0 1 2 
Medium 3 4 5 Current Traffic 
High 6 7 8 
Decreasing Stable Increasing 
 
Changes in Traffic 
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b)  Reinforcement Learning 
The agents have a set of values for the coefficients to use in each of the 
different rules.  These coefficients are grouped by two for each rule: the weight of 
the importance of the rule, αi, and the parameter to use inside the rule, such as 
OccRatio for the first rule or loadtarget for the second (if loadtarget is higher than 
100%, then the average load is used instead of a fixed target).  The set of coefficient 
is coefi, with i ranging from 0 to 12.  Therefore, there are twelve different actions 
that can be taken by the agents.  Each agent has a Q-matrix Q.  This matrix matches 
each of the nine states to each of the twelve actions.  The values in the matrix 
correspond to the performance of each (state, action) pair.  At then end of each 
period, the agent will compute the reward r for the past period; this reward is the one 
corresponding to the past state si and past action coefj.  Therefore, the value of Q(i,j) 
will be updated in the following manner: 
 
 ( ) ( ) ( ) ( )( )ii asQrasQasQ ,'max..,.1, γαα ++−=∗  (26) 
 
The learning rate α, belongs to interval (0, 1) and enables to control the rate 
of learning.  A high α will make learning quicker; however, a high α will bring more 
stability.  Here, it was found that a good value for α was equal to α =0.33.  The rate 
for future rewards, γ, is set to 0.05.  The reward, r, is computed by comparing 
Qscore(t) to Hscore(t) and to Qscore(t-1): 
 
 ( ) ( )( )








scorescorenew 1−−+−= η   (27) 
 78
 
In this manner, the reward is positive if the queue is lower than the historic 
queue and if the queue is lower than the queue for the previous period.  However, 
since the traffic demands vary, it might be expected that the queue varies too.  
Therefore the parameter η is kept quite low so that most of the reward comes from 
the comparison with the historic values.  Once the current state k has been found, the 
next action aj is taken by taking the action with the highest Q(k, j) value.  If the best 
score is shared by two or more actions, one is randomly picked.  Furthermore, to 
allow for more exploration, the next action is sometimes chosen randomly, and this 
with a probability of 10%. 
 
c) Updating the memory 
Once the state and actions have been found, it is time to update the memory.  
The memory contains two values for each time period t: Hscore and HFlow.  It is 






score .).1( ββ +−=     (28) 
 rHFlowHFlow oldnew .).1( ββ +−=     (29) 
 
The coefficient β decreases from 0.5 to 0.1 for the first few runs, then stays 
constant and equal to 0.1. 
 
Cooperative learning was implemented to see if the learning speed could be 
improved [42], [43].  The agents were able to share the information they acquired 
 79
through learning.  The Q-Matrix between an agent and its immediate neighbours was 
averaged at the end of each period.  However, since every agent has a different 
environment (number of neighbours, number of approaches, and length of 





This chapter has presented the architecture of the RLA algorithm as well as 
the actuated mode of control, the latter to be used as a benchmark.  The RLA 
algorithm presents a novel organisation for a traffic signal control network as it is 
fully decentralised.  The learning procedure permits the agents to work with little 
beforehand knowledge of the network and its traffic conditions.  These two 
algorithms have been used in various traffic scenarios to test their performances and 
the results are presented in the following chapter. 
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Chapter 6 




To test the performance of the different algorithms, a network consisting of 
29 signalised intersections (and therefore 29 agents), representing a busy section of 
the central business district of the city of Singapore was modelled using the traffic 
simulator Quadstone Paramics.  A larger network would have led to longer 
computational times to run the simulation, and since most of the agents have 
neighbours, adding more agents would not change the nature of the results much, but 
if a smaller network were used, it would have been too simple.  A map of the 
network with the locations and identification of the agents and the entry/exit zones is 
shown in figure 22.  This network contains roads with different number of lanes, one 
and two way roads and different demand profiles during the day.  This makes the 
network harder to control than arterial or simple grid networks.  Due to the heavy 
demand during rush hours, this network is often congested in real life, and the 
difficulties in reducing the congestion are the reason why this network is used to test 
the algorithms.  The simulations were run on a single computer, therefore although 
the agents have a distributed architecture, the simulations do not use distributed 
computing techniques.  However, since all the agents run in separate threads, the 
results would be the same if each agent had its own processing units, as could be the 
case in a real life implementation, with an agent per intersection. 
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The traffic demands were modelled from the real traffic demands in the 
central business district of Singapore, during a typical day, using data collected by 
the Land Transport Authority of Singapore (LTA).  The traffic demands are used to 
create an origin-destination matrix (OD Matrix), which gives the number of vehicles 
per hour going for each network entrance/exit pair.  There are two different OD 
Matrixes used, one for the low traffic, and one for the peaks.  They differ in number 
of vehicles and distribution.  The peaks are done gradually, by first gradually 
increasing the demand, and then switching to the peak vehicle OD Matrix.  The peak 




Fig. 22: The Singapore Central Business District network 
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 The RLA algorithm was tested against a non multi-agent system: the 
actuated mode of control and two multi-agent systems: a centralised one, the 
Hierarchical Multi-agent System, HMS, and a non hierarchical one: the Cooperative 
Ensemble, CE.  HMS and CE were found to perform better than the centralised 
system GLIDE in various traffic conditions [20], [21].  Figure 23 shows the 
congestion in the network with a pre-timed scheme: the circles show the zones of 
high congestion.  The two shaded input zones in the top of the network are saturated, 





Fig. 23:  Congested network, using a pre-timed scheme. 
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The performance of the algorithms is measured with the following indicators: 
 
a)  Vehicle Count 
This is the total number of vehicles present in the network at any given time.  
The vehicle count is the difference between the input of vehicles entering the 
network and the number of vehicles exiting the network.  Since all algorithms are 
tested with roughly the same input of vehicles the better the algorithm, the lower the 
vehicle count, as the vehicles will exit the network faster.  However, there is some 
randomness in the injection rate of the vehicles, with up to 10% difference compared 
to the average demand, making averages over many runs necessary. 
 
b) Total Mean Delay 
 This is the delay, in seconds, taken by vehicles to cross the network; it is 
therefore the travelling time.  Since each vehicle does not take the same route, the 
mean delay value is taken: 
  hiclesNumberOfVe
ayVehicleDel
elayTotalMeanD ∑=   (29) 
 
The lower the delay, the better the algorithm is at handling traffic.  The delay 
can be split in two parts: the stopping time, corresponding to the total time spent 
waiting at intersections, and the travel time, which is directly linked to speed.  
Therefore vehicles rushing in-between intersection will have a lower travel time but 
higher stopping time, so only the total delay is considered. 
 
c) Current Vehicle Mean Speed 
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This is the average instantaneous speed, in kilometres per hour, of all the 
vehicles present in the network at any given time.  This speed is between 50 (the 




Different simulation scenarios were implemented to test the algorithms: two 
scenarios test the typical daily traffic conditions, and two are more ‘extreme’ 
scenarios, to test the robustness of the algorithms.  The typical traffic scenarios 
correspond to a single peak in a 3 hours period (which represents the morning rush 
hour period) and a normal day, with a morning and evening peak (24 hour long 
simulation).  The volume of traffic is the one expected for a normal day.  The two 
extreme scenarios consist of two more pronounced peaks in a 6 hours period for the 
short extreme scenario, and a long extreme scenario, with eight demand peaks in 24 
 
Fig. 24: Vehicle Input for the single peak traffic simulation  
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hours.  The aim of the extreme scenarios is to test the stability of each algorithm, but 
these extreme conditions do not represent real-life traffic.  All the curves here are 
made by averaging over a certain number of runs to avoid errors due to noise and the 
different randomization seeds.  Furthermore, some unusual conditions scenarios 




6.2.   Normal Conditions 
 
6.2.1   Short Scenario 
 
The three-hour single peak scenario has a maximum input of vehicles 
entering the network of 250 vehicles per minute.  Therefore, the maximum input 
flow qmax is of 15,000 vehicles per hour.  Figure 24 shows the input demand, in 
 
Fig. 25: Influence of communication between agents 
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vehicles entering the network per minute, as well as the total number of vehicles 
present at any instant in the network.  During each of the demand steps of the first 
hour, the number of vehicles in the network stays constant, after a short transient 
period.  But in the second hour, when the peak traffic OD matrix is used, the 
numbers of vehicles in the network grows steadily, which indicates that the network 
is near full capacity, and would eventually saturate if demand stays at this level.  The 
curves are averaged over a significant numbers of runs to remove noise due to the 
random insertion of vehicles.  The black crosses show the real input for a single run.  





Figure 25 shows the influence of the information been passed between agents 
in the short daily scenario.  The average delays are similar whether the agents 
 
Fig. 26: Vehicle mean speed  for the single peak simulation 
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communicate or not when demand is low, but when demand is high, communicating 
agents have a much lower delay, by up to 15% in this scenario.  By comparing with 
figure 27, it can be seen that the maximal delay for the un-cooperating agents is 
slightly higher than for the actuated mode (but it is lower at the start of the 




As can be seen on figure 26, during the single peak simulation, the RLA 
algorithm performs better than all the other algorithms, with vehicle speeds being 
constantly higher than the ones obtained with other control methods.  The actuated 
mode has higher speeds than the CE or the HMS when traffic is relatively low (at the 
beginning and end of the simulation).  However, its performance relative to the other 
methods of control decreases as the demand grows, as it produces more delay than 
the HMS after 120 minutes, as is depicted in figure 27.  The RLA has the lowest 
delays throughout the simulation.  Yet, the difference between each algorithm is not 
 
Fig. 27: Vehicle Delay for the 3 hours, single peak scenario 
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that significant, as it is below 15%, with the CE, HMS and actuated mode having 
very similar results at the end of the simulation.  Therefore the simplicity of the 
actuated method (and therefore, much lower cost) makes it more attractive, if the 
traffic conditions do not deteriorate.  All the dynamic algorithms perform much 
better than the pre-timed control, the curve labelled ‘No agents’, as delays are up to 
60% higher.  Table III shows the values for the vehicle count, Nv, average vehicle 
speed, V, and delay d, at the end of the simulation and their worst value during the 




Table III: Worst and end values for the short typical scenario 
 No Agents HMS CE Actuated RLA 
Nv 1157 1066 1050 1070 1040 
V 13.5 21.5 23.5 22 27 Worst 
d 300 205 200 203 180 
Nv 120 95 89 100 90 
V 37 46 44 45 49 End 
d 297 200 191 196 163 
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The twenty four-hour two-peaks scenario has two demand peaks of around 
250 vehicles per minutes, after three and thirteen hours of simulation time, 
simulating the morning and evening rush hours of a typical day, with the scenario 
being from 5 am to 5 am the next day.  Therefore the two peaks are situated at 8 am 
and 6 pm.  Demand between the peaks is lower, with around 150 vehicles entering 
the network every minute.  The last five hours of the simulation correspond to night 
conditions, with an even lower demand.  Therefore there are five different periods: 
morning peak, day-time conditions, evening peak, evening conditions and night 
conditions.  Figure 28 describes the vehicle demand and the vehicles present in the 
 
Fig. 28: Vehicle Input for the two peaks, day long traffic simulation 
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network for the two peaks, 24 hours, daily typical scenario.  In these typical daily 
scenarios, all the algorithms are able to stabilize traffic and bring it down to non-
peak levels once the peak conditions have passed.  However, the best algorithms are 




  In this scenario it is much clearer which algorithms are quicker to return to 
non-peak conditions.  While the HMS and actuated mode have high values of mean 
delay during the peaks, the RLA algorithm is able to maintain a lower delay 
throughout the simulation, of around 15% lower.  The actuated method of control 
shows its limitations here: it is fairly good at handling low traffic volumes, but has 
problems containing the peaks, as it gives the lowest speeds during the traffic peaks.  
Fig. 29: Vehicle mean speed for the day long scenario  
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However, it is fairly quick at re-establishing itself once peak conditions have passed 
and traffic is lower. 
 
Figure 29 shows the mean vehicles speeds.  With the pre-timed signals, the 
vehicle speeds drop below 10 km/hour and only recover during the night, when 
demands are the lowest.  For all curves, the moment of highest delay is after the 
input peak, because of the time it takes for vehicles to build up inside the network.  





Fig. 30: Vehicle Delay for the two peaks, typical day long scenario. 
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Figure 30 shows the average delays, and once more, the RLA algorithm 
performs much better.  The delays for the pre-timed control are much higher, at 
around 500 seconds, and do not fit on the graph.  Table IV gives the values for the 
vehicle count, Nv, average speed, V, and delay d, at the end of the simulation and 
their worst value during the simulation. 
 
 
Table IV: Worst and end values for the long typical scenario 
 No Agents HMS CE Actuated RLA 
Nv 3150 1326 1453 1384 1262 
V 6 17 9 16 20 Worst 
d 960 215 250 228 194 
Nv 317 286 301 295 266 
V 35 43 38 44 48 End 
d 500 182 200 184 160 
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6.3. Extreme Conditions 
 
6.3.1   Short Scenario 
 
  
Two scenarios are created to test the stability of the algorithm faced to 
repeated high demand peaks.  The six hours scenario has two 90 minutes long peaks 
with an input of 15,000 vehicles an hour, and an inter-peak demand of 9,500 
vehicles per hour, as can be seen in figure 31. 
 
 




The average vehicles speeds for this scenario are plotted in figure 32.  The 
pre-timed methods saturates, with speeds close to zero, and delays over 700 seconds. 




The average travel times are shown in figure 33.  In this scenario, the fixed 
timed policy does not work, as it saturates, with speed falling to zero, and delays 




Table V: Worst and end values for the short extreme scenario 
 No Agents HMS CE Actuated RLA 
Nv Saturated 1942 1919 1853 1702 
V 0 9.5 10 13 17 Worst 
d Saturated 318 361 311 240 
Nv Saturated 216 258 215 170 
V 0 35 36 42 48 End 
d Saturated 315 340 309 232 
Fig. 33: Short extreme simulation: vehicle delay 
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Similarly, the 24 hour scenario consists of 8 peaks of high demand, each an 
hour long, regularly spread throughout the day, each high demand peak is the same 
as for the single peak demands, but with slightly higher inter peak demand, so that 
the network does not have time to fully recuperate from the high peaks.  The demand 
profile can be seen in figure 34.  These curves show the limits of the algorithms, as 
they all have a hard time stabilizing to the repeated peaks.  The HMS algorithm 
performs better than the CE, so the latter was not included in the 24-hour extreme 
scenario, for more clarity.  
 




Figure 35 shows the mean vehicle speeds for the long extreme scenario.  The 
pre-timed signals saturates after the second peaks, and for all the other algorithms, 
the maximal speed decreases slightly with each peak.  Figure 36 shows the average 
delays: for all the algorithms, the delays increase as the peaks are repeated, therefore 
all of the algorithms would eventually reach saturation were this scenario to continue 
longer.  Some numerical values are given in table VI.  





Table VI: Worst and End values for the long extreme scenario 
 No Agents HMS CE Actuated RLA 
Nv Saturated 1861  1765 1601 
V 0 11.3  14 14 Worst 
d Saturated 242  238 217 
Nv Saturated 250  205 206 
V 0 33  37 42 End 
d Saturated. 242  238 216 
Fig. 36: Long extreme simulation: Vehicles mean delay. 
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6.4   Learning Rate 
 
The improvement of the agent’s performance is shown in figure 37.  On this 
figure, the average delay (and not the final delay) over a six hour scenario is plotted 
for the first ninety runs.  For the first few runs, the average delays are quite high, 
above 250 seconds, but the network does not saturate.  The average delay varies by 
up to 25% from one run to the next, and that is due to the random arrival of vehicles.  
After 90 runs, the average delays decreases to around 200 seconds, this is about 25% 
lower than the in first runs.  Furthermore, the spread in delays between runs is 
narrower, as delays only vary by up to 15%.  This shows that the learning procedure 




Fig. 37: Improvement of average delay 
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Figure 38 displays the changes in phase lengths over a six-hour simulation 
with two peaks, for a four-phase junction in the middle of the network: agent 8 
whose position can be seen in figure 22 at the beginning of this chapter.  The x-axis 
is graduated in cycle number and not time, therefore even if a lot of cycles are short, 
they represent a shorter cumulative time than the long cycles.  The peak at the 
beginning of the simulation is due to the delay between the start of the simulation 
and the arrival of vehicles, as the intersection is far from the entrance zones.  One of 
the phases, phase 3, has a significantly lower demand than the others, and therefore 
its length is much shorter, especially during peak periods.  The phases oscillate 
Fig. 38: Phase lengths for an agent in the middle of the network.  
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between short times when the traffic demand is low, and longer times when the 
demand is high.  Since the traffic is not symmetrical, and the intersection is far from 





The changes in cycle lengths are shown in figure 39 and this for a four-phase 
intersection in the middle of the network, for the 6-hour short extreme scenario.  The 
cycle lengths are compared to the cycle lengths given by GLIDE.  This graph shows 
that while both algorithms have the same basic response – that is short cycles for low 
demand and high cycles in peak conditions, GLIDE only changes between two 
possible cycles, low demand and peak period,  and does not change very often.  On 
the other hand, the RLA algorithm presented in this dissertation is much more 
 
Fig. 39: Cycle Length for RLA and GLIDE. 
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dynamic in its response, as the cycle length is much more variable.  The cycles adapt 
themselves much more closely to the real-time traffic demand than GLIDE. 
 




In order to further test the robustness of the system, a few simulations were 
run with a modified traffic network.  If a lane is blocked, preventing vehicles from 
going over the detectors, and thus giving a null value for flow and count, it has a 
limited effect on the agents, as the agents use the maximum value (and not an 
average) from all of the detectors it controls.  However, a blocked lane reduces the 
capacity of the network, which leads to longer delays, and therefore to longer phase 
lengths for the link where the lane is blocked. 
 
 
Fig. 40: Traffic incident. 
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A temporary accident in a lane will cause a queue to build behind it.  The 
traffic in the neighbouring lanes will be slowed, as the vehicles stuck behind the 
broken down vehicle try to merge in the neighbouring lanes, as can been seen in 
figure 40.  Because the vehicles trying to merge must yield way, they can get stuck 
for some time behind the broken down vehicle, if the neighbouring lane is busy.  
Since the vehicles can get back on the lane once they’ve passed the incident, the 




  Figure 41 shows the number of vehicles present in the network during an 
incident.  The demand profile is the same as in the short typical scenario.  The 
incident takes places after 100 minutes of simulation, at the end of the traffic peak, 
and lasts for 30 minutes, after which the vehicle is removed.  The incident is located 
 
Fig. 41: Numbers of vehicles in the network during an  incident. 
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on the left lane, halfway on the link from node 8 to 6 (map in figure 22).  Until the 
incident takes place, the traffic is similar to the non-incident scenario.  However, 
during the incident, there is a sharp increase in the number of vehicles in the 
network, due to the queue building up behind the stopped vehicle.  This is much 




Figure 42 shows the mean vehicle delay in the network for the RLA in an 
incident free situation, for the RLA with the incident mentioned above, for the RLA 
with a closed lane, and for the actuated algorithm with a closed lane.  Because the 
lane that was blocked is one of the busiest, it has a significant impact on the delay 
and the number of vehicles affected during the peak period time.  During the first 
hour of simulation, as traffic is light, the lane closure has barely any effect.  If a less 
 
Fig. 42: Vehicle delay during an incident and blocked lane. 
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busy lane was blocked, or if the incident happened in a less busy part of the network, 




Blocking whole roads would also be an interesting scenario, however in that 
case, the routing and traffic demand would be modified, making it difficult to predict 
the real implications.  Reallocating the turning lanes also poses a problem, as it 
would be wasteful to keep turning lanes to a blocked road.  However, since a road 
closure would be done by the traffic authorities, they would also be able to 
temporarily change the allocation of lanes and phase movements on each side of the 




Fig. 43: Vehicle delay with a blocked road 
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  A simulation with a road closed in one direction was done, with the road 
closed being the one going from intersection 4 to 7 on figure 22.  The phase cycle on 
the incoming intersection to the blocked road do not have a dedicated phase for 
vehicles going to that road, so they did not need to be changed.  The lanes, however, 
had to be reallocated to the other roads, to avoid having unused lanes.  Because it is 
normally a busy road, and the vehicles have to make a long detour to go around it, 
the travel times are much longer.  The RLA algorithm performs better than the 
actuated mode, as can be seen in figure 43. 
 
6.6   Discussion 
 
Table VII presents the final values for the vehicle count, Nv, vehicle speed, 
V, and delay, d, for each of the algorithms and scenarios.  An estimate of the results 
that would be obtained by the centralised GLIDE is also given, according to [21].  
However as GLIDE is proprietary software; its actual performances in regards to the 
scenarios presented here are not known.  All algorithms have their weak and strong 
points, and according to the traffic conditions and needs of the user, different 
algorithms should be employed.  From table VII, it seems that the RLA algorithm is 
the best one, because it outperforms all the other algorithms in most of the test cases 
and even when it does not, it is not far behind.  However, the actuated mode is much 
simpler and cost-effective (as it requires fewer detectors and little training and 
settings), so it may be more adapted to networks which have low or medium 
demand.  If there is little demand, not many cars will benefit from shorter delays, so 
it might not be worth implementing a costly control method.  The RLA algorithm 
presented in this dissertation is more complex, and it requires more hardware but 
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works better in all kinds of traffic demand conditions.  All of the multi-agent 
systems (RLA, CE and HMS) perform better than GLIDE, which is centralised.  
However, the values given for GLIDE are only estimates, and the algorithm for 
GLIDE takes more parameters into consideration, such as pedestrian movements, 




However, no matter how well these traffic signal control methods perform, 
there always remain variables that the control directives do not take into account. 
 
Table VII: Comparisons between algorithms 
 No Agents HMS CE Actuated RLA GLIDE 
Nv 120 95 89 100 90 - 
V 37 46 44 45 49 - 
One 
Peak 
d 297 200 191 196 163 - 
Nv 317 286 301 295 266 - 
V 35 43 38 44 48 40 
Typical 
day 
d 500 182 200 184 160 200 
Nv Saturated 216 258 215 170 - 
V 0 35 36 42 48 10 
Short 
Extreme 
d Saturated 315 340 309 232 650 
Nv Saturated 250 - 205 206 - 
V 0 33 - 37 42 0 
Long 
Extreme 
d Saturated 242 - 238 216 Saturated
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First of all, the drivers are not included in the decision making.  What was 
noticed in the network simulated by Paramics is that while some roads have very 
high densities of traffic, neighbouring roads can have much less traffic.  This is 
because drivers simulated by Paramics tend to follow the pre-determined shortest 
routes.  Therefore most vehicles end up on the same roads, and do not react to traffic 
conditions, as would some real human drivers.  However, by spreading the demand 
and rerouting vehicles to less-used roads, the vehicles speeds over the whole network 
would be higher.  Provided that the extra length of the path is not too long, then 
delays too would be improved.  Furthermore, drivers are not aware of the policies of 
the traffic signal control until they can see the signals themselves.  Some work has 
been done on trying to integrate the drivers into the signal control scheme, and this 
by using autonomous vehicles [44]. 
 
Traffic demand, especially in a city where public transport and walking are 
alternatives, is influenced by the relative advantages of each mode of transportation.  
By reducing delays and travel times, transport by individual vehicles becomes more 
attractive, therefore the traffic demands may increase as delays are reduced.  More 
demand will then lead to higher delays, until some sort of equilibrium is reached.  
Obliviously, the new delays would not be worse than before the change in signal 
policy, but the improvement in delay might not be as high as the simulations 
indicate.  This is true for all improvements in the network, such as new roads, 
change in speed limits, or change in signal policy.  If pollution is a concern, then 
higher demands would not be a good thing.  Furthermore, predicting the new traffic 
demand is not an easy task.  The simulations that were done for this dissertation 
included extreme scenarios with heavy traffic, in which the RLA performed 
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relatively well.  Therefore, we can expect that the RLA will perform well too with a 
higher demand. 
 
Another problem is that for any given network, no matter how good the 
signal control is, there is always a physical limit to the number of vehicles that can 
be handle without saturation.  Therefore, and this is especially true in dense cities 
where it is not possible to build more capacity, reducing the demand or spreading it 
out more to limit the impact of peak periods, is an effective way to improve the 
traffic conditions.  This can be done by improving public transport, giving incentives 
for users to carpool, or using toll systems [45].  Public transport vehicles such as 
buses, as well as emergency vehicles, could be integrated to the traffic signal control, 
by giving those dedicated lanes or priority over other vehicles. 
 
There are a few limitations to the RLA algorithm presented in this 
dissertation.  First of all, the order of phases in the cycles could not be changed, and 
no phases could be skipped, due to limitations in the traffic simulator.  The length of 
an individual phase can be reduced to five seconds (including amber time), but if no 
vehicles go through, these five seconds are wasted as they could have been given to 
other phases with more demand.  Furthermore, since the phases and the traffic 
movements attached to them are defined before the simulations and can not be 
changed, their design is of primordial importance in the final performance of the 
algorithms.  Figure 4 in chapter 2 is an example of what can happen when lane 
allocations are badly designed.  Since all the algorithms presented here were tested 
on the same network and phase design, the relative performance of each algorithm 
should stay similar with different phases.  To bypass this problem, the task of the 
 110





This chapter has presented a few simulation results in order to show how the 
multi-agent system presented in this dissertation behaves in different scenarios.  The 
simulations were done on a model of a real road network, using real data for the 
traffic demand.  Reference algorithms, multi-agent and non multi-agent, were used 
in order to give a benchmark to compare with, and the multi-agent algorithm 
presented in this dissertation outperformed all the others.  The scenarios tested range 
from typical daily scenarios, consisting of morning and evening peaks of traffic, with 
lower demands in between, to extreme scenarios, with multiple repeating peaks, as 
well as scenarios with blocked lanes and incidents.  Both the multiple peak and the 





7.1  Overall Conclusions 
 
The multi-agent system introduced in this dissertation presents a novel 
completely distributed architecture, without the need of any central controller.  It 
features interacting agents capable of learning from previous experiences in order to 
reach an effective strategy for real-time traffic management in a complex city 
network.  The sharing of traffic information between agents and the use and updating 
of previous traffic demands trends reduce the impact of high peaks of demand, as 
agent can react swiftly and efficiently to the changes in traffic.  The reinforcement 
learning agents (RLA) method was tested against other real-time traffic signal 
control schemes, notably the actuated mode of control, the hierarchal multi-agent 
system (HMS) and the cooperative ensemble (CE) which is also a multi-agent 
system.  A number of typical and extreme traffic scenarios were created, using actual 
data from the Land Transport Authority of Singapore for both the layout of the 
network, which is a section of the busy central business district of Singapore, and for 
the traffic demand, taken from a typical week day.  This enables to test the 
performances of the multi-agent system in a real traffic problem, rather than in a 
simplified network with idealised traffic demand. 
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In all of the scenarios, the RLA performed better than all the other 
algorithms, with ending delays reduced up to 25% compared to the next best 
performing algorithm.  Furthermore, the RLA has shown to be very stable in regards 
to extreme conditions, such as multiple peaks of traffic, as it manages to keep a 
decent delay in the network even after many consecutive peaks of high demand.  The 
multi-agent system has also shown a good capacity to learn from its environment as 
it manages to reduce the vehicle mean delay by 25% after a certain number of runs.  
This also enables it to be easily implemented in a network, as the configuration the 
agent needs are the number of links coming into the intersection, the phase layout 
and its neighbours.  It is also fairly robust, as delays vary only by up to 15% between 
runs, once the agents have learned enough about the network.  It has shown to be 
able to cope with unusual traffic conditions, such as incidents during the peak 
periods and closed lanes. 
 
From these results, it can be concluded the RLA multi-agent system meets 
the objectives stated in the introduction to this dissertation, and that it is capable of 
solving the distributed control problem of real-time signal control. 
 
7.2  Future Recommendations 
 
As is also the case with the majority of signal control methods proposed in 
the literature, this traffic control system does not take into account the movements of 
pedestrians.  In heavy traffic situations, where most phases are quite long, this is not 
much of a concern, as pedestrians would have ample time to cross.  However, when 
traffic is uneven, mostly in one direction or fairly low, then some phases are quite 
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short, and pedestrians would have to run to cross the street.  This can not be accepted 
in a real traffic network.  One way to deal with pedestrians is to remove them from 
the road network altogether: for example, many cities are equipped with a high 
number of bridges and underpasses to enable the crossing of roads by pedestrians 
and cyclist without perturbing traffic. 
 
Another area of future work could be in the design of the intersections, 
particularly in the attribution of turning lane and the design of phases, which would 
lead to better performances, regardless of the control method used.  Furthermore, the 
RLA algorithm could be given the option to skip unused phases.  By combining 
these two aspects, more phases could be created, in order to respond even more 
precisely to the traffic demands.  Because a large number of phases in a cycle leads 
to longer delays a limited number of phases was used, but if the agent can chose 
between different phases, then it would be able to have a more adapted response.  
 
This control method was designed with the traffic control problem in mind; 
however it could be modified to be applied in other distributed network problems, 
such as a power distribution network.  If there is a need for a fully distributed control 
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Quadstone Paramics is a macroscopic traffic simulator.  It simulates the 
behaviour of vehicles in a network given by the user.  The network is composed of 
nodes, links between nodes, and entry/exit zones on the edges of the network.  The 
links represent the roads and the nodes are used to create intersections or bends in 
the roads.  Vehicles can only travel in one direction on a link, so two way roads are 
created with two links. 
 
  The network simulated in chapter 7 contains: 
 
 - 23 entry/exit zones, of which 8 are entry only, 6 exit only and 9 both 
entry and exit  
 - 135 nodes, of which 29 are signalised intersections and 17 are minor 
intersections governed by the right of way 
 - 320 links between the nodes, of different lengths, number of lanes 
and speed limits 
 - 15 different types of vehicles, each type of different length and 
characteristic, such as light cars, light trucks, buses … 
 
  The input demand is made given in the form of demand matrixes (origin to 
destination matrix, abbreviated OD matrix), which give, for each hour long period of 
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the simulation, the number of vehicles going from zone to zone.  Paramics is then 
free to choose which road each vehicle will take to go from entry zone to exit zone.  
This can be a problem, because it can lead to situations where the vehicles are 
concentrated on a few roads, or to have vehicles doing endless loops.  Different 
demands matrixes for different periods enable to create traffic peaks and changes in 
traffic conditions.  Plug-ins written in C language, enable to collect data from the 




The relations between the different elements are shown in figure 40, and an 
example of traffic demand is given in table VIII.  The rows indicate the entrance 
zones, and the columns the exit zones, each value is the number of vehicles going 
from the entrance zone to the exit zone per hour during the specified period.  The 
location of the zones can be seen in figure 22.  Columns full of zeros represent the 
entrance only zones, and the rows full of zeros represent the exit only zones.  The 










Fig. 43: Functioning of Quadstone Paramics 
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Network Data for Agents 
 
For the agents to be able to work, they must have information on the 
network.  This information consists of real time information as described in chapter 
four, and static information corresponding to the physical characteristics of the 
network.  The latter is given in two files, one to control the detectors, and to be used 
by the agents.  This is because Paramics uses plug-ins, coded in C language, to 
control the intersections while the agents are coded as a separate program.  An 




A single file contains all the information for the network and it is given in 
blocks of 8 lines for each intersection.  When the simulation is loaded, each plug-in 





25:26 38:25 24:25 25:111 
025 026 027 028 
4:0 3:1 5:1 2:0 
phases 2 
1:4 1:0 1:5 1:2; 1:4 1:3 1:0 1:2; 
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(one per signalised intersection), finds the correct bloc of lines and decodes them in 
the following manner: 
 
 -  Agent number: this corresponds to the identification number of the 
agent, from zero to (number of agents -1). 
 -  Node number: this is the identification of the node in the Paramics 
network.  It is different from the agent identification, as not all the nodes are 
signalised intersections; they can also be un-signalised intersections or just bends in 
the roads. 
 -  Number of links: the number of links (incoming and outgoing 
approaches) to this intersection. 
 -  The name of the links, they are given as a pair: starting node 
number: ending node number. 
 -  The identification number of the detector for each link. 
 -  The number of lanes for each link, and an indication if the link is 
incoming (1) or outgoing (0).  The incoming/outgoing information is used for the 
actuated mode of control, as outgoing detectors are not used, and to know on which 
lanes to collect queue length information. 
 -  The number of phases. 
 - The lanes that are opened for traffic for each detector for each 
phase.  This is so that the detectors only collect data from active lanes.  Outgoing 
lanes are always active in normal mode, and never used in actuated mode. 
 
The information used by the agents is formatted as can be seen in table X.  
Each agent is matched to a single line, with the following information: 
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 -  The agent’s identification number 
 -  The total number of links 
 -  The number of phases 
 -  The neighbours for each link.  If the link is outgoing it is noted as a 
link number and neighbour pair.  If there is no agent on the other side of that link, 
which happens when agents are on the edge of the network, the non-existing 
neighbour is noted with an ‘x’.  If the link is incoming, three elements are given: the 
link number, the neighbour (or ‘x’) with a ‘-’ in front to indicate that traffic is 
incoming, and the phase (or phases) where that incoming link is active.  
 
 
Table X: example of network information for the agents 
 
Agent:0 links:4 phases:2 0:x 1:-1:1 2:-2:2 3:3 
Agent:1 links:4 phases:2 0:-x:1 1:-x:2 2:x 3:0 
Agent:2 links:3 phases:2 0:0 1:-5:1 2:4 
