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The ubiquitous presence of 1/f flux noise was a significant barrier to long-coherence in supercon-
ducting qubits until the development of qubits that could operate in static, flux noise insensitive
configurations commonly referred to as “sweet-spots”. Several proposals for entangling gates in
superconducting qubits tune the flux bias away from these spots, thus reintroducing the dephasing
problem to varying degrees. Here we revisit one such proposal, where interactions are parametrically
activated by rapidly modulating the flux bias of the qubits around these sweet-spots, and study the
effect of modulation on the sensitivity to flux noise. We explicitly calculate how dephasing rates
depend on different components of the flux-noise spectrum, and show that, although the qubits are
parked at flux insensitive points, the modulation results in increased dephasing rate due to both
the multiplicative 1/f and white noise components. Remarkably, we find a novel sweet spot under
flux modulation, which we dub the AC sweet spot, that is insensitive to 1/f flux noise. We show
that simple filtering of the flux control signal additionally protects parametric entangling gates from
white noise in the control electronics at this AC sweet spot, allowing for interactions of quality that
is limited only by higher order effects and other sources of noise.
I. INTRODUCTION
Low-frequency flux noise is often the limiting factor in
the coherence times of flux-tunable qubits [1–20]. Early
measurements on superconducting quantum interference
devices (SQUIDs) showed the existence of flux noise with
a 1/f -like noise power spectrum [1] and has been exten-
sively studied since then. Flux noise has been found to
be universal with a magnitude of a few µΦ0 at 1 Hz de-
spite differences in device design, materials and sample
dimensions [2]. A major breakthrough in the design of
superconducting qubits was the realization that the im-
pact of the 1/f noise depends not only on its strength,
but also by how sensitive the qubit frequency is to flux.
To leading order, the dephasing rate is proportional to
the gradient of the qubit frequency with respect to flux,
resulting in DC flux bias “sweet spots” that are insensi-
tive to flux noise [3]. This same insight has been used to
simply reduce the leading order contribution of flux noise
to dephasing (instead of eliminating it) using weakly tun-
able qubits [19].
In this work, we investigate how the flux noise con-
tributes to the dephasing of superconducting qubits un-
der flux modulation. It has been shown that, even with
qubits operating at first-order flux sweet spots, the de-
phasing time is substantially reduced during modula-
tion, ultimately limiting the fidelity of parametrically-
activated entangling gates [21, 22]. This is intuitively
explained by the fact that the parametric modulation in-
duces frequency excursion, causing the qubit to period-
ically explore regions of higher sensitivity to flux noise.
Here we give a full analytic accounting of how different
types of flux noise contribute to dephasing, focusing on
broadband white noise as well as additive and multiplica-
tive 1/f noise.
∗ These authors contributed equally to this paper.
Consistent with previous related work [23], we find
these gates to be first-order insensitive to additive 1/f
flux noise, which is particularly encouraging due to the
universality of this type of noise and the difficulty in re-
ducing its magnitude. We show that multiplicative flux
noise, on the other hand, is more damaging, and operat-
ing points that are insensitive to additive 1/f noise do not
guarantee insensitivity to multiplicative flux noise. De-
spite this challenge, we present an operating point that is
first-order insensitive to multiplicative 1/f flux noise—
we refer this operating point as the AC sweet spot [24].
With these results, the remaining dominant source of
dephasing under modulation is the white (broadband)
component of the noise. Remarkably, we show that the
impact of this source of noise can be greatly reduced by
filtering the flux line control signal, leading to a general
AC sweet spot for tunable superconducting qubits un-
der flux modulation—an operating point for parametric
gates that is insensitive to 1/f and white flux noise.
As an application of these results, we calculated the
fidelity of parametrically activated controlled-Z gate be-
tween capacitively coupled fixed- and tunable-frequency
transmons. We find that when the gates are operated at
the AC sweet spot with filtered flux control signal, one
can achieve the error rates limited by the energy relax-
ation times and background dephasing rates of the qubits
(set by other sources of noise, such as critical current
fluctuations and thermal noise). Such AC sweet spot has
been observed experimentally, resulting in a controlled-Z
gate with fidelity higher than 99% [25].
The outline of the paper is as follows. In Sec. II we
characterize the dephasing rate in the presence of ad-
ditive and multiplicative flux noise with 1/f and white
noise statistics. In Sec. III we show how the AC sweet
spots emerge at particular modulation amplitudes. In
Sec. IV we obtain the dephasing rate by numerically aver-
aging the off-diagonal element of the density matrix over
realizations of flux noise. In Sec. V we focus on para-
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2metric entangling gate fidelity in presence of flux noise,
showing that high-fidelity two-qubit gates are obtained
at the AC sweet spot regardless of the 1/f strength. An-
alytic derivations of the dephasing rate are provided in
the Appendices.
II. DEPHASING RATE UNDER MODULATION
We begin by reviewing the derivation of the dephasing
rate without modulation for transmon qubits. The tran-
sition frequencies of tunable superconducting qubits, ωT ,
can be ‘tuned’ in time. This tunability is achieved by con-
trolling the magnetic flux Φ threading the SQUID loop.
Consequently, any noise on the magnetic flux causes fluc-
tuations in the transition frequencies, δωT , which results
in dephasing.
To determine the dephasing rate we calculate the de-
cay rates of the off-diagonal components of ρ(t) evolving
under the Hamiltonian H(t) = [ωT (t) + δωT (t)]|1〉〈1|.
This is accomplished by transforming the Hamiltonian
to an interaction picture, to remove the deterministic dy-
namical phase
∫ t
0
dt′ωT (t′), and then solving the equation
ρ˙ = −i[H(t), ρ].
Typical dephasing rates are obtained by averaging the
off-diagonal density matrix element ρ01 = 〈0|ρ|1〉 over
the flux fluctuations,
ρ01(t) =
〈
ei
∫ t
0
dt′δωT (t′)
〉
ρ01(0) ≡ e−γφ(t)ρ01(0), (1)
where 〈.〉 denotes the expectation over the flux fluctua-
tions.
For Gaussian noise, for example for Gaussian 1/f or
white noise, one can explicitly compute the expecta-
tion at the level of the argument, i.e., 〈exp[iδυ(t)]〉 =
exp[− 12 〈δυ2(t)〉] [26]. Under reasonable physical assump-
tions, such as adiabaticity of evolution under low fre-
quency flux noise, it can be shown that the predictions
from Gaussian noise are valid [27]. We may define the
dephasing rate due to these noise sources, Γφ, via
γφ(t) =
1
2
∫ t
0
dt1
∫ t
0
dt2〈δωT (t1)δωT (t2)〉 ≡ (Γφt)β . (2)
This expression shows that the dephasing rate can be ex-
tracted from the time evolution of γφ(t) by fitting to a
power law. The exponent β depends on the noise statis-
tics and is usually between 1 and 2.
To control the transition frequency ωT (t), so as to ac-
tivate parametric entangling gates, we must control the
magnetic flux Φ(t), and for the purposes of the discussion
here, we consider sinusoidal modulation taking the form
Φ(t) = Φdc + Φac cos(ωmt+ θm), (3)
where the controllable parameters are: a dc offset in the
flux Φdc – called the parking flux, the amplitude of the
ac flux Φac, the modulation frequency ωm, and the mod-
ulation phase θm. Given both the parking flux and the
modulation amplitude are subjected to noise, δΦdc(t) and
δΦac(t) respectively, the fluctuating flux bias is
Φ(t) + δΦ(t) = Φdc + δΦdc(t)
+[Φac + δΦac(t)] cos(ωmt+ θm). (4)
The flux fluctuation δΦdc is referred to as additive noise
and δΦac as multiplicative noise. The spectral density of
the additive noise Sdc(ω) is defined by
〈δΦdc(t1)δΦdc(t2)〉 =
∫ ∞
−∞
dω
2pi
Sdc(ω)e
iω(t1−t2), (5)
and similarly for the multiplicative noise δΦac(t).
Because the flux-to-frequency transduction is highly
nonlinear in tunable superconducting qubits, the qubit
frequency ωT oscillates at many harmonics of the mod-
ulation frequency. A convenient representation of the
qubit frequency under modulation is its Fourier se-
ries [28]. The Fourier coefficients ωk being dependent on
the flux pulse parameters Φdc and Φac, frequency fluctu-
ations arise in fluctuations δωk of the Fourier coefficients
ωk,
ωT (t) + δωT (t) =
∞∑
k=0
[ωk + δωk(t)] cos[k(ωmt+ θm)].
(6)
For small noise amplitude, the leading contribution of
flux noise in frequency fluctuations is via its slope,
∂ωT /∂Φ. When the first derivative vanishes the resulting
dephasing time from the second derivative is well above
the limits imposed by other noise sources (at least for typ-
ical transmon parameters), and therefore, for simplicity,
we disregard the effects of the second derivative. In the
Fourier space, frequency fluctuations are equal to,
δωk(t) =
∂ωk
∂Φdc
δΦdc(t) +
∂ωk
∂Φac
δΦac(t). (7)
The Fourier coefficients as well as their derivatives are
provided in Appendix A. In the long time limit, the de-
phasing rate is found from,
γφ(t) = t
2
∫ ωuv
ωir
dω
2pi
sinc2( 12ωt)
[
ν2dc,0Sdc(ω) + ν
2
ac,0Sac(ω)
]
+ t
kuv∑
k=1
1
4
[
ν2dc,kSdc(kωm) + ν
2
ac,kSac(kωm)
]
, (8)
with the shorthand notation νdc,k = ∂ωk/∂Φdc and
νac,k = ∂ωk/∂Φac, see Appendix B. The expression of
γφ(t) in Eq. (8) highlights an important property of de-
phasing under flux modulation: the dephasing rate is
governed by the noise spectrum around harmonics of
the modulation frequency, the qubit hence probes the
environment at kωm. The frequencies ωir and ωuv are
the infrared and ultraviolet cutoffs, corresponding to the
longest and shortest timescales of the experiment, and
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FIG. 1. DC and AC flux sweet spots in asymmetric trans-
mons. (a) Frequency as a function of DC flux bias for
Φac = 0, DC sweet spots are located at the extrema of the
band (squares). (b) Average frequency as a function of the
modulation amplitude for Φdc = 0, the AC sweet spot is lo-
cated at the minimum, Φ∗ac ≈ 0.6 Φ0 (diamond). (c) Deriva-
tives of the Fourier series with respect to Φdc and Φac. Both
νac,0 and νdc,1 vanish at Φ
∗
ac (diamond), thereby providing
immunity to 1/f and lowpass-filtered white flux noise.
kuv is the index of the last harmonic below the cutoff.
Equation (8) provides the leading term of γφ(t) used
to define the dephasing rates, there are however addi-
tional oscillations at harmonics of the modulation fre-
quency with small amplitudes, scaling as ∝ 1/ωm (see
Appendix B). The first derivatives νdc,k,νac,k are plot-
ted in Fig. 1(c).
The flux noise can have low-frequency and/or high-
frequency components. In the following, we address low-
frequency 1/f noise (also referred to as pink noise) and
white noise as the leading mechanisms for dephasing un-
der modulation. The total spectral density on the DC
flux bias can be written as
Sdc(ω) =
2pi
|ω|A
2
dc,1/f +A
2
dc,w, (9)
where Adc,1/f and Adc,w are the 1/f and white noise am-
plitudes, respectively. Low frequency flux noise has been
measured experimentally with a dependence ∝ |ω|−α
with α ≈ 1 [2, 14, 19], here we consider α = 1 for sim-
plicity. Similar definition for the spectral density of the
noise on the AC flux bias, Sac(ω) =
2pi
|ω|αA
2
ac,1/f +A
2
ac,w.
As seen from the structure of Eq. (8), 1/f and white flux
noise contributes qualitatively differently to the dephas-
ing rate. First, because 1/f has the largest magnitude
at low-frequencies, the contributions at ωm and higher
harmonics vanish; 1/f flux noise thus only depends on
the fundamental harmonic (k = 0) ω0, i.e., the average
qubit frequency under modulation
ω0 = ωT =
1
T
∫ T
0
ωT (t
′)dt′, (10)
where T = 2pi/ωm is the modulation period. Second, the
remaining integral over frequency in Eq. (8) has different
scalings with respect to time: quadratic for 1/f noise
and linear for white noise. The dephasing function finally
reads
γφ(t) = (Γφ,1/f t)
2 + Γφ,wt, (11)
where the dephasing rates are
Γφ,1/f = λ
√
ν2dc,0A
2
dc,1/f + ν
2
ac,0A
2
ac,1/f , (12)
Γφ,w =
1
4
kuv∑
k=0
(1 + δk)
[
ν2dc,kA
2
dc,w + ν
2
ac,kA
2
ac,w
]
. (13)
In the dephasing rate due to 1/f noise, the parameter
λ =
√
ln(e3/2−γ/ωirt) (see Appendix B) is typically λ ≈
3 [19] with γ the Euler constant, δk = 1 if k = 0 and
0 otherwise. The dephasing rates described in Eq. (11)
have a lot of structure that is not immediately apparent,
but which will be described in the next section.
III. AC FLUX SWEET SPOTS
In order to minimize the effect of flux noise, the tun-
able qubit is parked at a DC sweet spot [see Fig. 1(a)].
We consider Φdc = 0 in the following for simplicity. The
qubit frequency is symmetric around such parking point,
as a consequence under flux-bias modulation the qubit
frequency oscillates only at even harmonics of the mod-
ulation frequency, i.e. ω2k+1 = 0. For example, at small
modulation amplitudes the frequency oscillates at twice
the modulation frequency. The derivative of the odd
harmonics with respect to Φac are also equal to zero,
i.e. νac,2k+1 = 0. Moreover, the even harmonics are even
functions of Φdc, the slope vanishes at the DC sweet spot,
i.e., νdc,2k = 0. If the parking flux is slightly moved away
from the DC sweet spot, the odd harmonics ω2k+1 are
activated but the even harmonics are not affected at first
order (see Appendix A).
A tunable qubit parked at its DC sweet spot remains
first-order insensitive to additive 1/f flux noise during
4modulation, as was found in Ref. 23 (the modulation
acts as a dynamical decoupling for additive low-frequency
noise). Indeed, because νdc,0 = 0, the dephasing rate
due to 1/f noise is due solely to the multiplicative low-
frequency noise,
Γφ,1/f = λ
∣∣∣∣ ∂ωT∂Φac
∣∣∣∣Aac,1/f . (14)
This expression of dephasing rate is analogous to the
usual dephasing rate under 1/f noise in the absence of
modulation (see, e.g., Ref. 26 and references therein).
The major difference in presence of flux modulation is
that the qubit frequency ωT is replaced by the averaged
qubit frequency under modulation ωT . As a consequence,
the same way DC sweet spots appear at extrema of the
tunable qubit frequency under DC flux bias, AC sweet
spots emerge at extrema of the average frequency of the
tunable qubit under flux modulation. That is, if 1/f flux
noise is dominating over white noise, the AC sweet spot
Φ∗ac are located at,
∂ωT
∂Φac
(Φ∗ac) = 0. (15)
This modulation amplitude is rather large, the first AC
sweet spot is found around the first zero of the Bessel
function J1, Φ
∗
ac ≈ 0.6 Φ0 as shown in Fig 1(b). Note
that, from the expressions of Appendix A, AC sweet spots
are also found around Φdc ≈ ± 14Φ0 and Φac ≈ 0.4 Φ0,
here mainly set by the first zero of the Bessel function J0.
In the presence of strong white flux noise, such AC
sweet spots vanish. This is due to the contribution of
high frequency noise at harmonics weighted by νdc,2k+1
and νac,2k. Let us now consider that the additive and
multiplicative white noise are filtered such that the con-
tribution from harmonics k ≥ 2 is strongly reduced, i.e.,
kuv = 1. This is obtained with a lowpass filter on δΦdc
and δΦac with a cutoff frequency between ωm and 2ωm
(note that while filtering the noise on the DC and AC flux
signals independently may be challenging experimentally,
it is instructive to consider this scenario). Then, the iden-
tity
∂ω1
∂Φdc
= 2
∂ωT
∂Φac
, (16)
establishes that the dephasing rate due to white noise is
proportional to ν2ac,0,
Γφ,lpw =
(
∂ωT
∂Φac
)2
(A2dc,w +
1
2A
2
ac,w), (17)
and hence vanishes at Φ∗ac, as shown in Fig. 1(c). At
AC sweet spots, tunable superconducting qubits are thus
immune to 1/f noise and lowpass-filtered white noise.
A single lowpass filter in the shared signal path for
the DC and AC signals can be used, instead of separate
filters for those separate parts of the signal. The result-
ing dephasing rate is equal to Γφ,lpw =
1
4ν
2
dc,1S(ωm),
with S(ω) the spectral density of the total white flux
noise δΦ(t). Its value at ωm, S(ωm) = A
2
dc,w +
1
2A
2
ac,w,
combines noise components around 0ωm, 1ωm, 2ωm and
leads to the same dephasing rate as in Eq. (17) when both
components are filtered independently.
As a conclusion, the AC sweet spots of a tunable qubit
under flux modulation subjected to 1/f and white flux
noise are obtained by reducing or filtering white noise.
Such sweet spots are limited by white noise due to ther-
mal noise such as coming from the coupling through the
qubit readout line, and to low-frequency charge and crit-
ical current noise. AC sweet spots are optimal operating
points for parametric entangling gates [21, 22, 28] to re-
duce the effect of decoherence on two-qubit gate fidelity.
High fidelity two-qubit gates are obtained by designing
superconducting circuits to operate their parametric en-
tangling gates at Φdc = 0 and Φac = Φ
∗
ac.
IV. DEPHASING UNDER MODULATION:
NUMERICAL SIMULATIONS
In this section, we numerically generate 1/f and white
flux noise [29], and determine the dephasing rate dur-
ing the flux modulation. As described in Sec. II, the
total flux that controls the qubit frequency depends on
the DC flux (Φdc) and AC flux (Φac) signals. Each sig-
nal can have low- and high-frequency noise components
as described in Eq. (4). In the following, we compute
the contributions of the additive noise δΦdc(t) and mul-
tiplicative noise δΦac(t) for both white noise and 1/f
noise to the dephasing rate. We extract the dephasing
rate by fitting the decay of the off-diagonal density ma-
trix element of the qubit.
A. White flux noise
We first consider the high-frequency additive as well as
multiplicative white flux noise. These noises arise from
the slow and fast flux sources and can cover a wide range
of frequencies. An example Gaussian white noise time
trace is shown in Fig. 2(a). Here we assumed the addi-
tive and multiplicative white noise have the same power
spectral density. The white noise through AC flux bias
has similar time trace as the DC flux bias.
The total length Tmax of the time trace data is divided
into N shot events, each having a length of dt, where
Tmax = Ndt. The maximum frequency is determined by
1/dt, while the lowest frequency resolution is limited by
1/Tmax. We consider a time trace of length Tmax = 1 s
which has 2 × 107 data points. The time trace data is
sliced in to 5000 time windows or measurements each of
length ∆t = 250µs.
For a fixed DC flux bias Φdc, modulation ampli-
tude Φac, noise amplitudes δΦdc and δΦac (assuming
only white noise), the dephasing rate is extracted from
the evolution of the off-diagonal density matrix element
5FIG. 2. Numerically generated time traces of white noise
(a) and 1/f noise (b). The corresponding total spectral den-
sity Sdc(ω) = 2pi×A2dc,1/f/|ω|+A2dc,w, where the white noise
spectral density Adc,w = 10 nΦ0/
√
Hz and 1/f noise ampli-
tude Adc,1/f = 3.63µΦ0 (c).
ρ01(t). Equation (1) is calculated for time window ∆t and
repeated for all 5000 measurements. Averaging ρ01(t)
over all the 5000 measurements yields a decaying off-
diagonal density matrix element. Fitting the numerical
data to e−Γφ,wt gives the dephasing rate Γφ,w.
For the dephasing rate analysis, we use an asym-
metric tunable transmon qubit with ωT (Φ = 0)/2pi =
5.1 GHz, ωT (Φ = Φ0/2)/2pi = 4.1 GHz, and anharmonic-
ity ηT (Φ = 0)/2pi = 0.2 GHz. We park the qubit at a DC
sweet spot (Φdc = 0) and vary the fast flux modulation
amplitude Φac to reveal the dependence of the pure de-
phasing time as function of modulation amplitude. Let
us start with white noise only on the DC flux signal, i.e.,
the flux pulse has the form Φ = δΦdc(t) + Φac sin(ωmt).
For a spectral density strength Adc,w = 10 nΦ0/
√
Hz, the
white noise on the DC flux signal strongly contributes to
dephasing rate of the qubit as shown by the teal curve in
Fig. 3. This result agrees well with our analytic deriva-
tion in Sec. II. If we assume a multiplicative white noise
flux signal, i.e., Φ = [Φac + δΦac(t)] sin(ωmt), we ob-
FIG. 3. Dephasing time during flux modulation amplitude
due to multiplicative (or AC) white noise (blue), additive (or
DC) white noise (teal), both AC and DC white noise (yellow),
and low-pass filter with cutoff between ωm and 2ωm (dashed-
black). The noise power spectral density for AC and DC
white noise assumed to be Adc,w = Aac,w = 10 nΦ0/
√
Hz.
The dashed black line is the dephasing rate obtained by using
a lowpass filter on the flux bias line, generating an AC sweet
spot.
tain similar dephasing time behavior as a function of flux
modulation amplitude (blue curve), but slightly weaker
contributions to the dephasing rate. We have found that
when there are both additive and multiplicative white
noise at the same time, the resulting dephasing rate
is the sum of the individual contributions (gray curve)
Γφ,w = Γ
dc
φ,w +Γ
ac
φ,w, where Γ
dc
φ,w and Γ
ac
φ,w are the dephas-
ing rates due to additive and multiplicative white noise,
respectively. When low-pass filter with cutoff ∼ 1.5ωm
is applied (dashed-black curve in Fig. 3), one can recover
the AC sweet spot as predicted by Eq. (17).
B. Low-frequency 1/f flux noise
Here we analyze the contribution of low-frequency 1/f
flux noise on the DC and AC signals to the dephasing
rate during modulation. Following the same line of rea-
soning, we first numerically generate a long time trace of
noise signal that yields 1/f noise power spectral density
of the form A2dc,1/f/|f |α, with α ≈ 1 (here f = ω/2pi).
For simplicity we use α = 1 in this paper. The time
trace is sliced to N measurements each of length ∆t. An
example time trace of 1/f noise is shown in Fig. 2(b)
with a power spectral density [Fig. 2(c)] of amplitude
Adc,1/f = 3.63µΦ0. We then integrate Eq. (1) for each
shot and average the trajectories over the number of mea-
surements for a given modulation amplitude Φac and DC
flux bias Φdc. Fitting the numerical data to a Gaussian
decay function e−(Γφt)
β
, we extract the dephasing rate
Γφ and the exponent β ≈ 2. We repeat this procedure
6FIG. 4. Dephasing time during flux modulation amplitude
due to multiplicative low-frequency 1/f flux noise (dash-
dotted teal), and due to both multiplicative and additive
1/f flux noises (dashed yellow). Note that the dephasing
time due to additive 1/f noise is three orders of magnitude
longer than that of multiplicative 1/f noise (not shown).
The black line is the dephasing time obtained from the an-
alytic expression, Eq. (14). The noise power spectral den-
sity for additive and multiplicative 1/f flux noise are as-
sumed to have the same strength with noise amplitude at
1 Hz, Adc,1/f = Aac,1/f = 3.63µΦ0.
for different values of the modulation amplitude.
We first consider low-frequency pure 1/f flux noise on
the DC flux bias, i.e., Φ = Φdc + δΦdc(t) + Φac sin(ωmt).
To minimize the low-frequency noise, the qubits are
parked at DC sweet spot Φdc = 0. We found that the
qubit remains first-order insensitive (only limited by the
second order sensitivity) to the low-frequency 1/f DC
flux noise during modulation with dephasing time in mil-
liseconds. This confirms the result reported earlier [23]
and our analytic derivation.
The other possibility is that the amplitude of the AC
flux signal may be susceptible to low-frequency 1/f flux
noise. For the same noise level as the noise on DC flux sig-
nal, the multiplicative low-frequency 1/f flux noise has
significant contributions to dephasing [see Fig. 4 (teal
curve)]. As mentioned in the previous sections, the de-
phasing rate due to multiplicative 1/f flux noise follows
the gradient of the average frequency as a function of flux
modulation amplitude with the AC sweet spot appearing
at the minimum of the average frequency [see Fig. 4].
As can be seen in Fig. 4 the analytic dephasing rate
Eq. (14) agrees well with numerical result. To get the
total dephasing rate due to low-frequency 1/f flux noise,
we added the time traces of the DC and AC noise signals
to the flux bias as in Eq. (4) and fitted the decaying off-
diagonal element to e−(Γφt)
β
. The extracted dephasing
rate agrees with the total rate for uncorrelated additive
and multiplicative noises, Eq. (12).
V. TWO-QUBIT GATE FIDELITY
As an application of the results obtained in the previ-
ous sections, we compute the fidelity of a parametrically-
activated controlled-Z gate between capacitively coupled
fixed- and tunable-frequency transmons. In particular,
we shed light on the importance of operating the gate
at AC sweet spots to maximize the performance of the
gate. This holds irrespective of the strength of the mul-
tiplicative 1/f flux noise strength as long as the white
noise level through the flux bias line and background
noise are sufficiently weak or if the white noise is ap-
propriately filtered. Note that in addition to choosing
an operating point where the dephasing time is long, the
performance of parametrically activated gates can be en-
hanced by optimizing the Hamiltonian for low coherent
errors and short gate time at the AC sweet spot. In the
analysis below, we use a Hamiltonian designed to satisfy
this requirement.
For the numerical study, we model the transmon qubit
as an anharmonic oscillator truncated to three levels.
The Hamiltonian of the coupled system is given by
H = ωF |1〉〈1| ⊗ I + (2ωF − ηF )|2〉〈2| ⊗ I
+ ωT (t)I⊗ |1〉〈1|+ [2ωT (t)− ηT (t)]I⊗ |2〉〈2|
+ g(σ†FσT + σFσ
†
T + σFσT + σ
†
Fσ
†
T ) (18)
where ωF and ωT are the transition frequencies of the
fixed- and tunable-frequency transmons, and ηF and ηT
are their corresponding anharmonicities, respectively; g
is the capacitive static coupling between the two qubits,
σF = (|0〉〈1|+
√
2|1〉〈2|)⊗I and σT = I⊗(|0〉〈1|+
√
2|1〉〈2|)
are the lowering operators for fixed and tunable qubits
with I the identity operator. The qubit frequency and
anharmonicity are obtained from perturbation theory to
10th order in the small parameter ξ =
√
2EC/EJ [28].
Under flux modulation, the parameter evolves as ξ(t) =√
2EC/EJeff (t) with the effective Josephson energy equal
to EJeff (t) =
√
E2J1 + E
2
J2 + 2EJ1EJ2 cos[2piΦ(t)/Φ0].
The flux bias is similar to Eq. (4) but with a pulse with
smooth rising and falling edges to account for finite con-
trol bandwidth
Φac(t) =
Φac
2
[
erf
(
t− tramp
σ
)
− erf
(
t+ tramp − tf
σ
)]
,
(19)
where tramp is the pulse rise time, tf is the total length
of the pulse, and σ = tramp/4
√
2 ln(2).
The decoherence effects are introduced in the fidelity
calculation by numerically solving a phenomenological
quantum master equation
ρ˙ = −i[H, ρ] + Γ1,FD[σF ]ρ+ Γ1,T (Φac)D[σT ]ρ
+ 2Γφ,FD[σ†FσF ]ρ+ 2Γφ,w(Φac)D[σ†TσT ]ρ
+ 2βtβ−1Γβφ,1/f (Φac)D[σ†TσT ]ρ
+ 2Γφ,bkgdD[σ†TσT ]ρ, (20)
7FIG. 5. (a) Flux modulation frequency for activating
controlled-Z gates: CZ02 (solid-teal) and CZ20 (solid-yellow),
and an iSWAP gate (solid-blue) vs flux modulation ampli-
tude Φac. The dashed curves are the corresponding second
harmonic resonances generated by the modulation. (b) The
effective coupling geff between |11〉 and |02〉 states (in |ij〉 the
index i is for fixed- and j is for tunable-frequency qubit.)
where D[c]ρ = cρc† − (c†cρ+ ρc†c)/2, Γ1,F and Γ1,T are
the fixed- and tunable-frequency |1〉 → |0〉 energy relax-
ation rates, respectively, Γφ,F is pure dephasing rate for
fixed qubit, and Γφ,w is the pure dephasing rates due to
Gaussian white noise. Γφ,1/f is the pure dephasing rate
due to low-frequency 1/f noise and Γφ,bkgd is the back-
ground dephasing rate, which is independent of flux bias.
The time-dependent Lindbladians generate the appropri-
ate decay for 1/f flux noise. As shown in Appendix C,
these superoperators provide an average process fidelity
that is slightly underestimated with respect to averaging
the dynamics over 1/f flux noise. Note that not only
the dephasing rate but also the energy relaxation rate
for tunable qubit Γ1,T varies in modulation amplitude
because of the Purcell effect [30–32]. An alternative way
to include all decoherence effects (Markovian and non-
Markovian decays) in the fidelity calculation is by aver-
aging the Markovian master equation (including decay
and dephasing due to white noise) over the distribution
of the 1/f flux noise [33].
We calculate the average process fidelity of a two-qubit
gate using [34]
F = Tr{U
†
idealE}+ d
d(d+ 1)
, (21)
where d is the dimension of the Hilbert space, d = 4 for
2 qubits, Uideal is the ideal process matrix for the target
unitary gate, and E is the noisy process matrix. We op-
FIG. 6. (a) Dephasing time vs flux modulation ampli-
tude due to 1/f (additive and multiplicative) noise only for
noise amplitude Adc,1/f = Aac,1/f = 3.63µΦ0. Note that
the 1/f noise leads to a Gaussian decay e−(Γφ,1/f t)
2
. (b)
Dephasing time vs modulation amplitude for various values
of the white noise (additive and multiplicative) spectral den-
sities: Aw = 10 nΦ0/
√
Hz (teal), 50 nΦ0/
√
Hz (blue), and
50 nΦ0/
√
Hz with a lowpass filter (yellow). (c) Infidelity
of a CZ02 gate vs flux modulation amplitude for fixed 1/f
noise amplitude and for various values of white noise spec-
tral densities mentioned in (a); the gray curve is the infi-
delity without decoherence. The flux pulse parameters are:
tramp = 10 ns, tf = pi/geff + 2tramp and we have assumed
T1,F = T1,T = 150µs, T
∗
2,F = 150 µs, and a background de-
phasing time for tunable qubit of Tφ,bkgd = 300µs.
timize the fidelity by applying single-qubit rotations on
each qubit, RZ(θT ) and RZ(θF ), optimizing the modu-
lation frequency and the gate time. Note that in phys-
ical implementations the single qubit rotations depend
on the details of the pulse (modulation frequency, ampli-
tude, gate time, rise and fall times) and can be calibrated
away.
To illustrate the contribution of dephasing on the
performance of the parametrically activated CZ gate,
we consider a tunable qubit of frequency at zero
flux ωT (0)/2pi = 5.1 GHz, at half-flux quantum
ωT (Φ0/2)/2pi = 4.5 GHz, and anharmonicity ηT (0)/2pi =
0.2 GHz and fixed-frequency qubit of frequency ωF /2pi =
84.0 GHz and anharmonicity ηF /2pi = 0.2 GHz. The static
coupling between the qubits is g/2pi = 7 MHz. Let us
assume that the tunable qubit is parked at zero flux,
which is first-order flux insensitive to the 1/f DC flux
noise. For a tunable qubit parked at Φdc = 0, two CZ
gates can be actuated by modulating the flux bias at
ωCZ02m = |ωT −ωF −ηT |/2 and ωCZ20m = |ωT −ωF +ηF |/2
and iSWAP at ωiSWAPm = |ωT−ωF |/2. The modulation at
ωCZ02m creates a resonant interaction between |11〉 ↔ |02〉
while the modulation at ωCZ20m enables a resonant in-
teraction between |11〉 ↔ |20〉. Here ηT is the average
anharmonicity of the tunable qubit over a period of the
modulation [28].
The modulation frequencies for activating CZ and
iSWAP gates are shown in Fig. 5(a). The dashed curves
represent the second harmonics generated by the modula-
tion. In a more connected qubits, these resonances might
overlap with the fundamental harmonics activating the
entangling gates. It is imperative to avoid collisions with
higher order resonances to realize high fidelity entangling
gates. Note that the gate time at every operating point
can be obtained from the effective coupling [Fig. 5(b)],
which for CZ gates is given by
tCZ(Φac) =
pi
geff(Φac)
+ 2tramp, (22)
where for small modulation amplitude, the effective cou-
pling is given by geff ≈
√
2gJ1(ω2/2ωm).
To determine the requirements of the white noise levels
to achieve high-fidelity two-qubit gates at the AC sweet
spot, we computed the infidelity as function of the mod-
ulation amplitude for various levels of white noise and
for a realistic 1/f noise amplitude. In Fig. 6(a), we plot
the total pure dephasing time due to 1/f flux noise vs
flux modulation amplitude and Fig. 6(b) shows the de-
phasing time due to white noise. At the AC sweet spot,
Φac ≈ 0.6 Φ0, the dephasing time is only limited by the
white noise level and background dephasing. This is ir-
respective of the 1/f noise strength.
For a multiplicative 1/f flux noise of amplitude
Aac,1/f = 3.63 µΦ0 and white noise (both additive
and multiplicative) with spectral density of each Aw =
50 nΦ0/
√
Hz, the infidelity of the CZ02 gate is limited
to 10−2 for T1,F = T1,T = 150µs, T ∗2,F = 150µs, and
background dephasing time Tφ,bkgd = 300 µs. When
the strength of the white noise level is reduced to Aw =
10 nΦ0/
√
Hz, the infidelity improves to ≈ 10−3 which is
limited by the incoherent errors. Instead of lowering the
overall strength of the white noise, if we apply a lowpass
filter (with cutoff ∼ 1.5ωm) on the flux bias line to fil-
ter out white noise coming from the electronics, we can
recover the original AC sweet spot at Φac ≈ 0.6 Φ0. It
is interesting to note that (for the same coherence times)
the infidelity gradually decreases as the modulation am-
plitude is increased, reaching to ≈ 10−3 error level [see
yellow curve in Fig. 6 (c)] at the AC sweet spot obtained
at a much weaker white noise level.
Even in the presence of strong multiplicative 1/f flux
noise and white noise, filtering the white noise by apply-
ing a lowpass filter enables us to recover the AC sweet
spot and achieve high fidelity CZ gate. This is essentially
the main result of the paper.
VI. CONCLUSIONS
We have shown that tunable superconducting qubits
under parametric modulation can have first-order flux
insensitive point for low-frequency 1/f noise analogous
to qubits without modulation. These flux sweet spots
occur at the extrema of the qubit average frequency. Al-
though the dephasing times at these flux sweet spots can
be limited by the white noise, applying appropriate low-
pass filter allows us to recover the sweet spots. This
opens the door for realization of high fidelity parametri-
cally activated entangling gates by operating these gates
at the AC sweet spot spot which otherwise are limited
by the dephasing under modulation.
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Appendix A: Derivatives of Fourier series
Here it is more convenient to work in terms of phase
φ (2pi periodic) rather than flux Φ (Φ0 periodic), the
conversion is done through the flux quantum Φ0 = h/2e:
φ = 2piΦ/Φ0. The Fourier series of transmon frequency
under modulation [28] and their derivatives read,
ωk = (2− δk)
∞∑
n=0
sn cos(nφdc + k
pi
2 )Jk(nφac), (A1)
∂ωk
∂Φdc
= (δk − 2)
∞∑
n=0
nsn sin(nφdc + k
pi
2 )Jk(nφac), (A2)
∂ωk
∂Φac
= (δk − 2)
∞∑
n=0
nsn cos(nφdc + k
pi
2 )
× 12 [Jk+1(nφac)− Jk−1(nφac)], (A3)
9with the Bessel functions Jk. The derivatives are plotted
in Fig. 1 for illustration. The parameter sn depends on
the tunable transmon charging energy EC and Josephson
energies EJ1 , EJ2 ,
sn =
1
n! (− 12X )n(2− δn)EC
∑
p∈Z
ω(p)Ξ¯
p
4Rn,p
× 2F1(n2 + p8 , n+12 + p8 , n+1,X 2), (A4)
where 2F1 is the hypergeometric function
Ξ = 4E2C/(E
2
J1 + E
2
J2), (A5)
X = 2EJ1EJ2/(E2J1 + E2J2), (A6)
and
Rn,p =
{
0, if p = 0 and n > 0
Γ(n+ p4 )
Γ( p4 )
else.
Here Γ is the gamma function. The terms ω(p) are ratio-
nal numbers derived from perturbation theory [28]. The
first 10 terms are:
ω(−1) = 4, ω(0) = −1, ω(1) = − 1
22
, ω(2) = −21
27
,
ω(3) = −19
27
, ω(4) = −5319
215
, ω(5) = −6649
215
,
ω(6) = −1180581
222
, ω(7) = −446287
220
,
ω(8) = −1489138635
231
. (A7)
Appendix B: Analytic derivation of dephasing rate
under flux-bias modulation
In the frequency domain, the general expression of
γφ(t) is,
γφ(t) =
1
2
∞∑
k1=0
∞∑
k2=0
∫ ωuv
ωir
dω
2pi
Ik1,k2(ω, t)
× {νdc,k1νdc,k2Sdc,1/f (ω) + νac,k1νac,k2Sac,1/f (ω)} ,
(B1)
with the time integral
Ik1,k2(ω, t) =
∫ t
0
dt1
∫ t
0
dt2 cos[ω(t1 − t2)]
× cos[k1(ωmt1 + θm)] cos[k2(ωmt2 + θm)]. (B2)
The dephasing rate is extracted from the leading term
of γφ(t), it corresponds to the terms involving the time
difference t1 − t2 in Eq. (B2) that is then simplified to
Ik,k(ω, t) =
δk
4 t
2
{
sinc2[ 12 (ω − kωm)t] + sinc2[ 12 (ω + kωm)t]
}
t→∞→ pi2 δkt[δ(ω − kωm) + δ(ω + kωm)], (B3)
and yields Eq. (8). For 1/f noise, the parameter λ in
Eq. (12) is calculated from [4],∫ ωuv
ωir
dω
ω
sinc2( 12ωt)→
3
2
− γ − ln(ωirt), (B4)
in the limit ωirt 1 and ωuvt 1.
White noise is characterized by a constant spectral
density Aw and is, equivalently, delta-correlated in time
domain, 〈δΦ(t1)δΦ(t2)〉 = A2wδ(t1 − t2). This expression
can be directly used in Eq. (2) and yields,
γφw(t) = Γφ,wt+
∞∑
k=1
Bk{sin[k(ωmt+ θp)]− sin(kθp)},
(B5)
composed of a linear increase with the rate Γφ,w of
Eq. (13) and oscillations at harmonics of the modulation
frequency with amplitude
Bk =
Adc,w
4kωm
(
k∑
l=0
νdc,k−lνdc,l + 2
∞∑
l=0
νdc,k+lνdc,l
)
+
Aac,w
4kωm
(
k∑
l=0
νac,k−lνac,l + 2
∞∑
l=0
νac,k+lνac,l
)
.
(B6)
Appendix C: Phenomenological time-dependent
quantum master equation
Dephasing due to flux noise of a single three-level
transmon leads to the following dynamics of the den-
sity matrix elements: ρnm(t) = e
−γφ,nm(t)ρnm(0), with
γφ,nm(t) = (Γφ,nmt)
β for n,m ∈ {0, 1, 2} and Γφ,nm =
λA1/f |ω′nm|2/β , where the prime denotes derivation with
respect to flux, ω′ = ∂ω/∂Φ. This temporal evolution of
the density matrix is reproduced by the time-dependent
Lindbladian 2Γφ,01γ˙φ,01(t)D[|1〉〈1|+ 2Λ|2〉〈2|] with
Λ =
1
2
(
Γφ,02
Γφ,01
) β
2
=
∣∣∣∣ ω′022ω′01
∣∣∣∣ = ∣∣∣∣1− η′2ω′01
∣∣∣∣ ≈ 1, (C1)
since, to leading order, η′/ω′01 ≈ −(9/4)(η/ω01)2 which is
small in the transmon regime. To describe the dephasing
of the qutrit with one dissipator, we used the fact that
ω′02 = ω
′
01 + ω
′
12, and hence Γ
β/2
φ,02 = Γ
β/2
φ,01 + Γ
β/2
φ,12. The
time-dependent term in the quantum master equation
Eq. (20) is then recovered.
For an ideal Hamiltonian that couples the states |11〉
and |02〉 (|20〉) for CZ02 (CZ20) and considering only 1/f
flux noise, the time-dependent quantum master equation
can be solved in the limit where the effective coupling is
much larger than the dephasing rate, the resulting aver-
age process fidelity reads,
FCZ02 ≈ 1− 61
80
(
tCZ
Tφ
)β
, FCZ20 ≈ 1− 29
80
(
tCZ
Tφ
)β
,
(C2)
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FIG. 7. Average process fidelity for CZ obtained from aver-
aging the coherent dynamics over flux noise (full lines) and
obtained from the time-dependent quantum master equation
(dashed lines). Parameters of the text.
for tCZ  Tφ. These values can be compared to the
fidelity obtained from averaging the coherent dynam-
ics of the entangling gate over flux noise. The two ap-
proaches are in excellent agreement, the solution Eq. (C2)
slightly underestimates the fidelity. This is shown in
Fig. 7. The average process fidelity is calculated for
a tunable transmon with ωT (Φ = 0)/2pi = 5.1 GHz,
ωT (Φ = Φ0/2)/2pi = 4.1 GHz, ηT (Φ = 0)/2pi = 0.2 GHz
which is subjected to 1/f flux noise characterized by a
dephasing rate Tφ = 18µs and a coefficient β = 1.9.
We consider the ideal Hamiltonian in the interaction pic-
ture, HCZ02 = δωT (t)[|01〉〈01| + |11〉〈11|] + [2δωT (t) −
δηT (t)]|02〉〈02| + geff [|11〉〈02] + |02〉〈11|] (and similarly
for CZ20). The effective coupling is varied from 1 MHz
to 12.5 MHz to artificially change the gate time between
tCZ = 40 ns and tCZ = 500 ns. The modulation frequency
is set to ωm/(2pi) = 300 MHz. The fidelity obtained from
the averaged coherent dynamics and the asymptotic fi-
delity Eq. (C2) are plotted as a function of tCZ/Tφ.
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