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Vorwort
Auf ein erfolgreiches Jahr 2015 blicken meine Mitarbeiter an der Professur für „Verkehrs-
leitsysteme und -prozessautomatisierung“ des Institutes für Verkehrstelematik und ich zu-
rück. Nachdem in den Vorjahren einige große Forschungsprojekte abgeschlossen wurden, be-
stand die Herausforderung darin, sowohl etablierte Forschungsthemen weiterzuentwickeln,
als auch neue Projektideen zu formulieren und beides in Projektanträgen und schließlich
erfolgreichen Förderbewilligungen zu verankern.
Dabei zahlt sich die ausgesprochen gute Datenlage für Verkehrsinformationen in Dresden
durch das an der Professur entwickelte und betreute Verkehrsmanagementsystem der Stadt
Dresden (VAMOS) aus. Nicht zuletzt deshalb konnten zwei Forschungsprojekte mit Bundes-
förderung gewonnen werden.
Im Projekt COLABIS (Collaborative Early Warning Information Systems for Urban Infra-
structures) prognostizieren wir Verkehrsmengen des Individualverkehrs als Eingangsgrößen
für die Modelle der Schadstoffbelastung von Luft und Wasser. Im Projekt ExCELL (Echtzeit-
analyse und Crowdsourcing für eine selbstorganisierte City-Logistik) ist Dresden ebenfalls
Demonstrationsort. Hier wird mittels Echtzeitinformationen der Verkehrslage ein Mehrwert
für eine selbstorganisierte City-Logistik-Plattform geschaffen.
Im Bereich der verkehrsträgerübergreifenden Optimierung konnte der aus EFRE-Mitteln
geförderte Teil des Projekts „Nord-Süd-Verbindung“ erfolgreich abgeschlossen werden. Da-
mit steht das Fahrerassistenzsystem für Straßenbahnen „COSEL“ und die kooperative, qua-
litätsgerechte Optimierung der Lichtsignalanlagen auf weiten Teilen der Pilotstrecke dem
täglichen Einsatz zur Verfügung.
Im Bahnbereich führten wir unsere europäischen Forschungsaktivitäten mit dem Projekt
Capacity4Rail auch 2015 kontinuierlich weiter. Grundlage dafür ist nicht zuletzt das Vor-
gängerprojekt ON-TIME mit dem Fokus auf der Integration von Verkehrsmanagement und
Fahrerassistenz. Zu letzterem finden Sie Beiträge im vorliegenden Band.
Darüber hinaus rückten die Themen Datenhaltung, Datenmodellierung, Datenvalidierung
und Datenvisualisierung im Jahr 2015 in den Fokus unserer Forschungs- und Entwicklungstä-
tigkeit im Bahnbereich. Da die erfolgreiche Zusammenarbeit mit verschiedenen privaten Auf-
traggebern in der Regel erst gegen Projektende zu gemeinsamen Veröffentlichungen führt,
werden Inhalte und Ergebnisse dieser Projekte jedoch erst in den kommenden Bänden nach-
zulesen sein.
Zu guter Letzt möchte ich noch auf ein kleines Jubiläum hinweisen, dass mich mit gewis-
sem Stolz erfüllt. Unsere Schriftenreihe „Verkehrstelematik“ und damit auch der jährliche
Sammelband besteht nun bereits im fünften Jahr. Ich wünsche mir, dass noch viele weitere
Jahre und Bände hinzukommen, bedanke mich bei Dr. Martin Lehnert und Frau Birgit Jaekel
für die Zusammenstellung der Manuskripte und die redaktionelle Bearbeitung aller Bände
und lade Sie ganz herzlich zur Lektüre des vorliegenden sechsten Bandes ein.
Dresden im August 2016 Prof. Dr.-Ing. Jürgen Krimmling
I
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Abstract
Automatic real-time control of railway traffic perturbations has recently received the atten-
tion of practitioners. The aim is to make use of mathematical algorithms to maintain the
required service availability during unplanned disturbances to operations. In the literature
many tools for real-time traffic control are proposed, but their effects on traffic have never
been studied neither in real life nor in realistic simulation environments. We can mention
only a few pilot tests and a unique installation in the Lötschberg Base tunnel in Switzerland,
which is in any case an ad-hoc implementation not extendible to other case studies. In this
paper we present the ON-TIME framework for the real-time management of railway traffic
perturbations. The main innovation is a standard web service-oriented architecture that en-
sures scalability and flexibility. A standard RailML interface is used for the input/output data
of the modules, allowing immediate applicability of the framework to any network having a
RailML representation. The scalability makes the framework independent from the number
of modules and the amount of data exchanged. The flexibility permits any module to be
replaced with others having similar features. The framework is tested in a closed-loop with
the simulation environment HERMES for a perturbed traffic scenario on the Swedish Iron
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Ore line. Tests are performed for two different replanning algorithms (ROMA and RECIFE)
used as conflict detection and resolution modules of the framework. The analysis represents
a proof-of-concept to confirm the effectiveness of our framework in automatically solving
conflicts and deadlocks during perturbed traffic conditions.
Keywords: railway traffic control, real-time replanning, traffic optimization, standard com-
munication architecture
1 Introduction
The recent growth in the demand for railway transportation has resulted in a high traffic
density and heavily used networks, which are sometimes working in saturated conditions. In
this context, perturbations to traffic (e.g. extensions of running and/or dwell times) can lead
to track conflicts, i.e. situations where two or more trains request the same block section in
overlapped time periods. Track conflicts force trains to slow down or even stop at unplanned
restricted signal aspects, thereby deviating train services from the original plan.
Slight perturbations can still be absorbed by time allowances in the timetable, but larger
disturbances need to be specifically managed by replanning the service in realtime. Real-time
replanning means adjusting the space-time trajectory of trains based on the current traffic
information, with the aim of mitigating the impact of perturbations as much as possible.
Basically a train can be replanned with control measures such as: changing the passage order
at a given station or junction (reordering), modifying the arrival/departure times at a station
(retiming), or even detouring the train over a different route (rerouting). The set of control
measures that is planned to be taken in a given time period ahead is called the Real Time
Traffic Plan (RTTP). A RTTP therefore contains the list of passage orders, arrival/departure
times and/or routes that are planned to be respected by trains in the next time period. In
other words the RTTP is the microscopic train path plan resulting when control measures are
taken.
So far, the control measures contained in the RTTP are decided by human dispatchers on
the basis of their own experience and/or rules-of-thumb. Nevertheless, it is very difficult for
a human being to understand the effects of his/her decisions on traffic, especially in the case
of large networks or heavily congested areas. This can sometimes result in control measures
that may be not effective or even counterproductive. To this end advanced decision support
systems have been proposed that automatically compute a set of control measures (i.e. a
RTTP) that optimizes given traffic performance (e.g. minimizes the total delay, maximizes the
punctuality) while ensuring conflict-efficient train operations. Conflict-efficient means that
we aim to remove all track conflicts, but we cannot guarantee that trains will run without any
conflicts once these measures are put into operation. Some trains could indeed still encounter
restricted signal aspects during real operations. Train operations are optimized by a Conflict
Detection and Resolution module (CDR), which consists of mathematical models for both
detecting and solving track conflicts. Briefly, the Conflict Detection element considers current
2
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traffic information to predict future traffic conditions and detect potential track conflicts. The
Conflict Resolution part solves the detected conflicts by identifying a set of control measures
that optimizes a given objective function and allows conflict-efficient train operations.
Although several CDR models are proposed in literature [Cai12; dAr08; Pel14; Tör07]
nothing more than pilot tests can be mentioned [Man09; Maz07; Meh10]. Automatic replan-
ning tools have not been seriously applied into practice yet, mostly because infrastructure
managers are afraid of implementing systems whose impacts on traffic are blurry and not
well known. On the other hand, it is not clear yet how these systems can interface with real
traffic, whether a standard communication interface can be defined and if these tools work
for any traffic condition.
A concrete reply to these issues is provided by the European FP7 funded project ON-TIME
[ONT14]. A relevant part of this project focussed on designing, developing and testing an
integrated framework for the optimal real-time management of railway traffic perturbations.
This paper describes the main outcomes of this research explaining the different modules
of the framework and their interactions. A proof-of-concept is given that shows how traffic
perturbations can be optimally and automatically managed by mathematical algorithms con-
nected to operations through standard software interfaces. Many are the contributions to the
literature provided by this paper, specifically:
• A perturbation management framework has been developed that integrates algorithms
for traffic state monitoring, prediction, track and connection conflict detection and
resolution, automatic route setting, driver advisory system.
• The algorithms of the perturbation management framework have been interfaced and
tested within simulated operations in a closed-loop control.
• A web service-oriented architecture is realized which lets the algorithms communicate
with each other and with simulated operations, in a standard, flexible software interface.
Modularity allows replacement of any module with similar ones.
• A standardization of the data flow communicated among the different modules and
with the simulated operations have been realized by using RailML [RML14].
• A novel formalisation has been developed for a XML representation of the current traffic
state, the RTTP and the Train Path Envelope.
• A touch screen Human-Machine Interface has been connected via the architecture to
both the framework and the simulated operations allowing dispatchers to visualize
current and replanned traffic operations.
The framework executes closed loop control of railway traffic by following a rolling horizon
approach. Current traffic information (e.g. train positions and speeds) is gathered from the
field at regular time intervals (called Replanning Interval, RI) to automatically compute an
optimal RTTP which tackles all conflicts detected in a certain time period ahead (called
3
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Prediction Horizon, PH). The resulting RTTP is then shown to the dispatcher for acceptance
by means of a Human-Machine Interface. In cases where the dispatcher accepts the RTTP,
this latter is implemented into the field and followed by train services.
The framework is tested versus real test cases within the simulated traffic environment
HERMES. The ON-TIME project considered three railway networks across Europe: the
East Coast Main line in the United Kingdom, the Iron Ore line in Sweden and the Utrecht-
Eindhoven-Tilburg-Nijmegen corridors in the Netherlands. For each network several dis-
turbed scenarios have been examined, including train entrance delays and infrastructure
limitations such as temporary speed limit restrictions. Obtained results prove that our frame-
work for real-time traffic management works effectively regardless of the network or the
traffic conditions analysed. For the sake of brevity, this paper illustrates how the framework
works when applied to a case in which a train is heavily delayed on the Iron Ore line.
The paper is structured as follows: a review of methods for replanning railway traffic in
real-time is given in section 2, while a description of our framework is provided in section
3. Section 4 gives more details on each module composing the framework, while section 5
illustrates how the framework works when applied to a real case study on the Swedish Iron
Ore line. Conclusions and directions for future research are provided in section 6.
2 Literature review
In the literature several models for real-time replanning of railway traffic can be found. We
can mention macroscopic models such as those introduced by Carey and Lockwood [Car95],
or Higgins et al. [Hig96] to reduce train tardiness and/or energy consumption. Meng and
Zhou [Men11] present a macroscopic stochastic programming approach to study the robust-
ness of a meet-pass plan for a disrupted single track line. Chen et al. [Che10] introduce
a macroscopic mixed-integer programming approach to reschedule trains at junctions and
bottlenecks by means of a differential evolution algorithm. All these macroscopic models
represent the network with a low level of detail, which is why they solve conflicts at the
level of corridors between two consecutive stations or junctions. More accurate are instead
microscopic approaches that detect and solve conflicts at the level of block sections taking
into account constraints deriving from the signalling and Automatic Train Protection (ATP)
systems as well as those regarding the detailed network topology (e.g. switches, platform
layout). Microscopic models can be distinguished according to the formulation and the al-
gorithm used to solve the replanning problem. Some authors such as D’Ariano and Pranzo
[dAr08] or Mazzarello and Ottaviani [Maz07] base their models on alternative graphs. Törn-
quist [Tör07], Pellegrini et al. [Pel14] or Caimi et al. [Cai12] adopt instead a Mixed-Integer
Linear Programming approach.
The main limitation with all these approaches is that they have scarcely been tested in a
closed-loop interface with real operations, nor with simulation environments that reproduce
realistic traffic dynamics. Lüthi [Lüt09] defines in a schematic way how these replanning
models could be integrated with real traffic to achieve closed-loop control. Such a scheme has
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been applied by Quaglietta et al. [Qua13b; Qua13a] who interfaced the replanning model
ROMA with the traffic simulation model EGTRAIN to study the stability and the quality
of optimal RTTPs. The framework applied is however not scalable for implementation in
real-life. To the best of the authors’ knowledge the only real-life installation of a system
for the automatic closed-loop control of railway traffic is the one in the Lötschberg Base
tunnel in Switzerland [Meh10]. This system builds on an adhoc framework that has the
limitation of not being extendible to different networks or traffic conditions. Other real-life
implementations do not go beyond pilot tests such as those described by Mannino and Mascis
[Man09] or Mazzarello and Ottaviani [Maz07]. It is clear that the gap between literature
and practice stays on one hand in the definition of a standard framework for real-time traffic
control that could be applied to any railway network and traffic conditions. On the other hand
there is the necessity of proving by means of experiments in simulation that such a framework
leads towards a perturbation management that is better than current practice. Filling this
gap would motivate infrastructure managers to implement these systems into practice. This
paper mainly contributes to filling this gap, providing a proof-of-concept, proving that such a
system works and is implementable into real-life.
3 The ON-TIME framework for the optimal real-time control of
railway traffic
The ON-TIME framework developed for the optimal real-time management of railway traffic
perturbations is illustrated schematically in figure 1.
The modules of the framework communicate with each other by means of a web service-
oriented architecture that works according to the principle of event publishing/subscription.
This means that the output events from each module are published and queued in the ar-
chitecture. An event stored in the architecture is then sent as input to all the modules that
subscribed to that specific event. For instance if a module returns as output an event type A
this is published and queued in the architecture where it is then dispatched as input to all
the modules that subscribed to the event type A. In the figure, the events published by each
module are represented by the arrow directed towards the architecture, while those in input
are depicted by the arrows in entrance to the module.
Railway traffic is represented by the microscopic simulation environment HERMES. This
simulation model accurately reproduces all the dynamic interactions among the trains, the
signalling/ATP systems (e.g. signals, braking behaviour), the infrastructure elements (plat-
forms, switches) and the interlocking (e.g. dependencies between switch positions and signal
aspects). Each time that a train occupies or releases a track detection section (e.g. track
circuit) the corresponding event is published to the architecture.
Each “track occupation/release” event is then forwarded to the Traffic State Monitoring
(TSM), which elaborates these events to produce the current traffic state as output, i.e. the cur-
rent position and speed of every train on the network. The current traffic state is transferred
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Figure 1: The ON-TIME framework for the real-time management of railway traffic pertur-
bations.
under the form of RailML to the architecture and then communicated to the Perturbation
Management Module (PMM). The PMM is the core of the framework since it provides the
control measures that allow the optimal real-time control of traffic perturbations. As can
be seen the PMM is composed of three interacting sub-modules, namely the Traffic State
Prediction (TSP), the Conflict Detection and Resolution (CDR) and the Connection Conflict
Detection and Resolution (CCDR).
The TSP receives as input from the architecture the current traffic state in order to forecast
the traffic behaviour in a given time period ahead (the Prediction Horizon, PH). The traffic
prediction is then set as input to the CDR module. Specifically, the Conflict Detection uses the
prediction to identify track conflicts potentially occurring within the Prediction Horizon. If
conflicts are detected the Conflict Resolution algorithm determines a set of control measures
(i.e. reordering, retiming and/or rerouting), which optimizes certain traffic performance
while guaranteeing conflict-efficient train operations. The control measures are printed out
in the form of a Real-Time Traffic Plan (RTTP) expressed by means of a specifically designed
XML scheme. This XML scheme has been appositely elaborated within the ON-TIME project
to standardize the way in which dynamic railway data are expressed. The CCDR analyses the
RTTP received as input, to identify all those connections that should be removed because they
6
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are critical in terms of delay propagation. The output of the CCDR is therefore a list containing
all the connection constraints that should be removed to avoid delays. If no connection is
cancelled, then the RTTP can be sent to the architecture. Otherwise, a new traffic prediction
must be performed, taking into account the new list of connection constraints and a new
RTTP must consequently be computed. The RTTP is communicated together with the traffic
prediction to the Human-Machine Interface, which graphically shows to the dispatcher the
optimal control measures computed by the CDR. If the dispatcher accepts these measures
then the RTTP is implemented into the field.
Within the ON-TIME project we did not focus on the interaction with the human dispatcher,
so we consider that every RTTP is automatically put into operation without the acceptance
of the dispatcher. The implementation of the RTTP into the field is realized by the Automatic
Route Setting (ARS). This module automatically implements train routes in the HERMES
simulator, in the same order as established by the RTTP. In this way, trains running on the
network follow the passage orders, the arrival/departure times and the routes contained
in the real-time traffic plan. The route setting commands are sent to the simulator via the
architecture, in the form of events. Based on the RTTP, the Train Path Envelope Computation
(TPEC) calculates the buffer times between trains that can be exploited to fine-tune train
speed-distance trajectories in an energy-efficient fashion. The train path envelopes are re-
ceived as input by the Driver Advisory System (DAS), which determines energy-efficient train
speed-distance trajectories that minimize the energy consumption while guaranteeing the
respect of the scheduled arrival/departure times. The output of the DAS is then transferred
through the architecture to HERMES where trains will follow the energy-efficient trajectories
provided as input.
The real-time control of railway traffic follows a rolling horizon approach; this means that
after every Replanning Interval the current traffic state is sent to the PMM and a new RTTP
is computed and implemented into the field.
The adopted web-service architecture ensures independence amongst the modules and
scalability with respect to the amount of data exchanged. This allows replacement of any
module with another having similar characteristics. Such a framework can be straightfor-
wardly applied in real-life if we replace the HERMES simulator with a real railway network.
A relevant innovation is given by the standard communication interface achieved by express-
ing all the input/output data in standard RailML format. This feature enables immediate
application of the framework to any railway network and traffic condition as long as the
infrastructure, rolling stock, timetable and interlocking data are available in RailML.
4 Functional description of the modules
In the following we provide a concise description of all the modules composing the presented
framework for real-time replanning. For each module we describe the input and output data,
as well as the underlying mathematical models.
7
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4.1 HERMES: A microscopic simulation model of railway traffic
HERMES [Her14] is an object-oriented microscopic model for the simulation of railway traffic,
developed in Java by the British company GRAFFICA. The model is based on six integrated
components respectively representing the infrastructure, the rolling stock, the timetable, the
signalling/ATP systems, the interlocking and the train driver behaviour. The infrastructure
is described at a high level of detail and formalized as a directed graph. The nodes of the
graph can represent signals, stop posts, the joints in between two track detection sections or
the points of a switch. The arcs instead constitute track detection sections of the network.
The rolling stock is modelled by considering all the characteristics of the vehicles such as the
length, the mass, the number of coaches, the tractive effort-speed curve, the braking rate,
and the resistance parameters. The timetable contains all the scheduled arrival/departure
times at stations as well as the passage times at relevant signals and/or junctions. The
signalling/ATP systems are modelled by considering the aspects of every signal and the
corresponding ATP speed codes, which ensure a safe braking of the trains at red signals.
The interlocking describes each route by means of the start and target signals, the sequence
of track detection sections to be traversed and the direction required by the switches to
set that route. The interdependencies between signal aspects and switch direction are also
considered to avoid the simultaneous setting of conflicting routes. The driver behaviour
component allows the specification of different parameters which enable a more aggressive
rather than a more cautious driving style. This component has additional features that let the
trains drive according to the scheduled speed-distance trajectories or follow energyefficient
driving advice provided by DAS algorithms. The simulation is performed by means of a
hybrid approach where some components (e.g. trains) follow a time-driven simulation, while
others (e.g. signals, switches, routes) are simulated on an event-driven basis. In particular,
train movements are reproduced by integrating over time Newton’s differential equations of
motion. The integration is made numerically by using Simpson’s quadrature rule [Uje07].
The outputs consist of train speed-distance or time-distance trajectories as well as simulated
train delays at stations. The HERMES simulator has an interface for the RailML export of all
the network data. Moreover it is equipped with an open set of APIs that allow the user to
introduce traffic disturbances, infrastructure disruptions and/or customise functions relative
to the driver behaviour or the route setting.
4.2 The Traffic State Monitoring
The Traffic State Monitoring aims to collect all the track occupation/release data from the
simulated traffic environment in order to estimate the current traffic state, i.e. the current
position and speed of each train on the network. The estimation of the current traffic state
is performed by adopting the approach of Albrecht et al. [Alb06] who use the kinematic
equations of motion to reconstruct train speed-distance trajectories based on track occupation
data. The algorithm uses a least-squares optimization approach to estimate the train speed
at each track section border and has been specially fitted for real-time application. It uses the
8
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last five section occupation events of a train (if available) but not less than three. If a planned
or unplanned stop is detected (average speed on a track circuit smaller than 10 km/h), the
current speed is estimated as 0. If no speed estimation is possible, the speed is estimated to
be 50 % of the maximal permitted speed value. An extension of the algorithm has been made,
which improves its behaviour in iterative calls like in our framework. Here, the information
that a train has not yet entered the next track detection section at a given time could be
an indicator that a train might have to brake. This is considered using an extension of the
objective function of the optimizer. The whole module has been implemented in Java using
the Apache math implementation of the Levenberg-Marquardt algorithm for least squares
optimization.
4.3 The Traffic State Prediction
The aim of the Traffic State Prediction is to forecast time-distance and speed-distance tra-
jectories of trains within the Prediction Horizon. Input data to this module are both static
and dynamic. Static data describe the characteristics of the infrastructure (e.g. switches,
platforms, track length and gradient), the timetable (e.g. scheduled arrival/departure times
at stations), the rolling stock (e.g. mass, tractive effort-speed curve), the signalling/ATP
systems (positions of signals, signal aspects and braking behaviour) and the interlocking.
The dynamic data is the current traffic state produced by the TSM. The static input data
are provided in standard RailML format, while the current traffic state is expressed with
an XML appropriately defined. Time-distance and speed-distance trajectories of each train
are predicted by numerically integrating Newton’s equations of motion, considering current
train speeds and positions as boundary conditions. The outputs are time-distance and speed-
distance trajectories of each train running within the Prediction Horizon. The TSP module is
written in Java and is generally separated from the Conflict Detection and Resolution module.
In such a case the traffic prediction must be transferred as input to the CDR in order to detect
and solve potential conflicts. Some CDR algorithms such as ROMA instead have the TSP
directly integrated with the Conflict Detection model. In the case of ROMA, the TSP is coded
in C++ and the predicted train operation times (running, headways and dwell times) are
directly used for the conflict detection process.
4.4 The Conflict Detection and Resolution
This module is composed of two components: the Conflict Detection and the Conflict Res-
olution. The former detects the presence of potential track conflicts within the Prediction
Horizon. The latter instead solves detected conflicts by identifying a set of control measures
that optimize a given objective function while allowing conflict-efficient and deadlock-free
train operations. We consider two different CDR models, namely ROMA [dAr08] and RECIFE
[Pel14], which have been alternatively tested within our ON-TIME framework. The modu-
larity of the framework allows the substitution of modules with similar characteristics; that
is why we could separately test one or the other CDR model, just by plugging one or the
9
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other into the framework. Input data of both ROMA and RECIFE are the current traffic state
and the microscopic characteristics of the infrastructure (e.g. positions of switches, platforms,
track detection sections), the rolling stock, the signalling/ATP and the interlocking systems
as well as the timetable.
The ROMA model uses alternative graphs to formulate both the conflict detection and
the conflict resolution problems. More details about the mathematical formulation can be
found in [dAr08]. In particular, track conflicts are detected by means of blocking time theory
[Han08], which considers a track conflict as an overlap between the blocking times of two
different trains over the same block section. The conflict resolution instead is defined as
an iterative two-step optimization problem. The first optimization problem considers train
routes as fixed and uses a truncated Branch and Bound algorithm [dAr07] to identify the
train passage orders and the shifts in departure/arrival times that minimize the maximum
consecutive delay on the network. This latter is indeed the objective function adopted by the
ROMA model. Once the optimal orders and times are found, the second optimization problem
employs a tabu search [Cor10] to identify possible alternative routes able to further reduce
the maximum consecutive delay. If more convenient routes are found, another iteration of the
two-step optimization is performed until no further improvement of the objective function is
found or a computation time threshold is reached.
The RECIFE module tackles the conflict detection and resolution problems through the
solution of a mixed-integer linear programming formulation [Pel14]. This solution can be
obtained through any integer programming solver. Namely, IBM ILOG CPLEX (version 12)
showed extremely good performances on rather different case studies. The two problems
of conflict detection and resolution are considered concurrently: if no conflict is detected,
RECIFE immediately returns the original traffic plan. If conflicts are detected, they are solved
to optimality, for what concerns both the rerouting and the rescheduling problems. If the
optimality proof is not possible within a computation time threshold, the best traffic plan
found within this time is returned. The quality of a traffic plan is assessed in terms of total
delay of all trains at any station where they have a scheduled stop, plus the trains’ delay at
their exit from the network. This sum is the objective function optimized by RECIFE. The
network is represented by taking into account the microscopic data up to the level of detail of
track detection sections. Such a representation allows the modelling of both the route-lock-
route-release and the route-lock-sectional-release interlocking systems. In our experiments,
we considered the route-lock-sectional-release.
Both ROMA and RECIFE are developed in C++. The output of the CDR models is a
Real-Time Traffic Plan containing the train passage orders, the shifts in the departure/arrival
times and the routes that optimize the objective function.
4.5 The Connection Conflict Detection and Resolution
Train delays might severely affect the travel times of passengers in the system. This holds
particularly for passengers who have to transfer from a so-called feeder train to a connecting
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train as part of their journey. When the feeder train is delayed and the time between the
arrival of the feeder train and the departure of the connecting train is short, passengers might
miss the connecting train. As a consequence, they have to wait for the next train to their
destination, which significantly increases their travel time. In such cases, it can be beneficial
to delay the departure of the connecting train, too, to allow these passengers to catch the
connecting train. The aim of the Connection Conflict Detection and Resolution module
is: to detect such connection conflicts and decide for each connection conflict whether the
connecting train should wait for the delayed passengers or should depart on time.
The CCDR module takes the RTTP as input from the CDR and information about the travel
plans of all passengers in the system. It then detects any connection conflicts that might be
present and solves a mathematical optimization model to determine which connections can
be dropped. The objective of this module is to minimize the total delay of all passengers
in the system. The CCDR module is written in Java. The output of the module is a list of
connections that can be dropped.
4.6 The Human-Machine Interface
The Human-Machine Interface (HMI) is a module written in Java composed of two sub-
modules, the Line Describer (LD) and the Train Graph (TG). The LD uses the infrastructure
data expressed in RailML to visualize on the screen the network topology including all the
infrastructure elements like platforms, switches and signals. The user is also allowed to
stretch or rotate graphical elements on the screen for adjusting the network visualization to
his/her specific needs.
The TG instead illustrates both the planned and actual time-distance diagram of all train
services. The planned time-distance diagrams can be given by either the RTTP or the original
timetable (when no RTTP has been computed yet by the framework). Both the RTTP and the
timetable must be expressed in RailML format.
The actual time-distance diagrams realized by trains until the current time are instead ob-
tained directly from track occupation/release events provided by the simulated environment
HERMES. Planned and actual time-distance diagrams are respectively represented with a
thin and a thicker line.
4.7 The Automatic Route Setting
This Java module implements the routes in the simulation environment by issuing route
setting commands in the same order as established by the RTTP. Route setting commands
are issued at the “most suitable” time. On one hand, this time is early enough to prevent
trains meeting restricted signal aspects due to too late route setting. On the other hand it is
late enough to be capable of changing route orders for as long as possible, so to allow more
flexibility in the traffic management. Figure 2 shows the time-distance diagram predicted by
the TSP (blue solid line) the start signal S0 of route R0, the automatic block signals S2 and
S1, as well as the predicted arrival times at these signals t2 and t1. The most suitable time t0
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to set route R0 is obtained by subtracting from time t1 the signal sight time tS , the driver’s
reaction time and the time to set the route TRD.
Figure 2: Calculation principle of the most suitable route setting time.
A route can be set if this is available on the infrastructure side (Condition A) and if the
most suitable time t0 is passed (Condition B). Both conditions are checked by algorithms
running on parallel and lead to any of the following three states of a route:
State 0 not all route elements are available;
State 1 all route elements available;
State 2 the route is actually set for a train.
Condition A is fulfilled for a route when no train occupies a track detection section be-
longing to this route and no train has reserved the route. As soon as condition A is fulfilled,
the state of the route switches from 0 to 1 and condition B is checked. If condition B is also
satisfied, the route passes immediately to state 2, otherwise it remains in state 1.
When the RTTP is updated by the CDR module all routes that are in state 2 will be reset
to state 1 and condition B will be checked again.
4.8 The Train Path Envelope Computation
A Train Path Envelope (TPE) is a sequence of time windows in which trains can drive in an
energy-efficient way without hindering the next train and/or being hindered by the previous
one. In order to avoid conflicting train operations, the DAS must define energy-efficient
train paths that are contained in these windows. For a given train, the TPE is computed by
taking into account the buffer times with the previous and the next train. This requires the
computation of blocking times for all trains, considering the sequence of train services and the
running times scheduled by the RTTP. Inputs to this module are the RTTP, from which train
sequences for all track detection sections are extracted, and a database containing information
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about the energy consumption of different train types on the track detection sections. We
first combine all subsequent track detection sections being traversed by the same sequence
of trains (CTDS) in order to lower the number of variables in the computation. Then the TPE
computation is performed in three steps:
1. train movements are microscopically simulated for each CTDS of each train;
2. energy optimal train paths are computed for each train considering as constraints the
train sequence on the CTDS and the driving times given by the previous step;
3. blocking times on every track detection section are computed for each train assuming
the train paths provided at step 2).
The output of this module is an XML dataset that contains for each train the time windows
that can be exploited for every track detection section to minimize energy consumption while
avoiding track conflicts. The whole module is developed in Java. A more detailed description
of this module is given in [Jae13].
4.9 The Driver Advisory System
The concept of centrally guided train control has been defined in the ON-TIME project, which
has as its main component a driver advisory system that enables the driver to follow the train
path envelope along an energy-optimal trajectory computed therein.
The main algorithmic component of such a concept is the computation of energy-optimal
train trajectories that are drivable by a human driver, i.e. that contain a limited number of
changes. Furthermore, the algorithm should cover a wide range of applications; therefore
traction specifics like engine efficiency or energy recovery from braking are not considered.
Here, an existing algorithm based on the regimes obtained through application of the maxi-
mum principle and the application of an iterative gradient method [Alb13] has been extended
to consider the additional restrictions of the train path envelope. The extensions mainly con-
sider the introduction of a new kind of optimization entity (target window section limited
by two consecutive target windows) and the process to find the optimal times and speeds
at the position of these target windows (within the restrictions given by the perturbation
management). This algorithm delivers the trajectory of the train as a sequence of points
along the train run that contain information about time, speed, distance and driving regime.
The implementation of this module is realized in Java. Different architecture alternatives
have been developed, where the computation of the trajectory can either be directly on-board
or in a central unit and then be transmitted using XML data formats to the on-board unit.
4.10 Standardized static and dynamic input/output data
Static and dynamic input/output data exchanged among the different modules have been
expressed in a standard format. Standardization makes data independent from the modules,
allowing easy substitution of a module with others with similar characteristics. Having
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standard input/output interfaces also allows immediate applicability of the framework to
any network whose data are expressed with the same standard. Specifically, static data
regarding the infrastructure, the timetable, the rolling stock and the interlocking are input to
the framework and are represented in the standard RailML version 2.2. The XML schemes of
each one of these data types can be seen on the RailML official website [RML14]. Dynamic
data like the current traffic state, the RTTP, the TPEC and the energy-efficient driving regimes
of the DAS are represented with specifically designed XML developed during the ON-TIME
project. These XML schemes are respectively represented in listing 1, listing 2, listing 3 and
listing 4.
1 <t r a f f i c S t a t e currentTime="2013-10-21 01:02:00.000 CEST">
<trainStateInArea>
3 <trainID trainNumber="T00009919B"/>
<t ra inPos i t ion t rack ID="SEC_3" t r a v e l D i r e c t i o n="-1" posOnTrack="170.0"
currentTrackVacancyDetec t ionSec t ion="TDS00013"
prev iousTrackVacancyDetec t ionSect ion="TDS00011" las tOccupat ionTime="01:01:30
CEST"/>
5 <speed>0.0</speed>
</ trainStateInArea>
7 <trainStateInArea>
<trainID trainNumber="T00009922B"/>
9 <t ra inPos i t ion t rack ID="SEC_58" t r a v e l D i r e c t i o n="1" posOnTrack="50.0"
currentTrackVacancyDetec t ionSec t ion="TDS00156"
prev iousTrackVacancyDetec t ionSect ion="TDS00152" las tOccupat ionTime="01:01:20
CEST"/>
<speed>27.0</speed>
11 </ trainStateInArea>
Listing 1: Snippet of the standard representation of the current traffic state.
The current traffic state reports the current time (CurrentTime) and represents each train
on the network with the tag <trainStateInArea> specifying the train number (trainNumber),
the section (trackID) and the track detection section currently occupied (CurrentTrackVacan-
cyDetectionSection), as well as the track detection section occupied previously (PreviousTrack-
VacancyDetectionSection).
The RTTP contains the solution of the CDR as observed from two different points of view,
namely the train and the infrastructure. The RTTP is indeed composed of two parts called
“train view” and “infrastructure view”, respectively. The “train view” is identified by the tag
<rTTPTrainView>. For each train (trainID) it reports the chronological sequence of track
detection sections to be crossed, specifying the ID (tDSectionID), the time when the train is
expected to enter them (occupationStart) and the route (routeID) the sections belong to. The
“infrastructure view” instead is identified by the tag <rTTPInfrastructureView>. For each track
detection section (tDSectionID), it gives the chronological sequence of the trains (trainID)
crossing it, the corresponding entrance time (occupationStart) as well as the route (routeID)
the section belongs to.
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It is clear that these two parts of the RTTP are nothing but two different standpoints of
the same CDR solution.
1 <rTTP>
<rTTPTrainView>
3 <rTTPForSingleTrain t r a i n I d="T00004005">
<tDSectionOccupation tDSect ionID="TDS00120" trainID="T00004005"
5 occupa t ionS ta r t="01:02:00 CEST" route Id="routeR00095"/>
<tDSectionOccupation tDSect ionID="TDS00112" trainID="T00004005"
7 occupa t ionS ta r t="01:08:37 CEST" route Id="routeR00081"/>
<tDSectionOccupation tDSect ionID="TDS00111" trainID="T00004005"
9 occupa t ionS ta r t="01:08:59 CEST" route Id="routeR00081"/>
</rTTPForSingleTrain>
11 </rTTPTrainView>
<rTTP InfrastructureView>
13 <rTTPForSingleTDSection tDSec t ionId="TDS00081">
<tDSectionOccupation tDSect ionID="TDS00081" trainID="T00009926B"
15 occupa t ionS ta r t="01:02:07 CEST" route Id="routeR00050"/>
<tDSectionOccupation tDSect ionID="TDS00081" trainID="T00009921B"
17 occupa t ionS ta r t="01:39:49 CEST" route Id="routeR00052"/>
<tDSectionOccupation tDSect ionID="TDS00081" trainID="T00004005"
19 occupa t ionS ta r t="01:57:58 CEST" route Id="routeR00052"/>
</rTTPForSingleTDSection>
21 </rTTP InfrastructureView>
</rTTP>
Listing 2: Snippet of the standard representation of the RTTP.
The “infrastructure view” is a more suitable representation to use for the ARS module,
while the “train view” is preferred by the HMI for the visualization of train time-distance
trajectories on the screen.
<tpe xmlns:xsd="http://www.w3.org/2001/XMLSchema" xmlns :x s i="http://www.w3.org
/2001/XMLSchema -instance">
2 <corridor t r a i n _ s e r v i c e _ i d="S3521" timestamp="10/12/2018 07:28:20">
<corridorWindow p o s i t i o n _ i d="startd15e30_Ut_Gdm40" time_min="90,00"
4 time_max="90,00" vel_min="0" vel_max="50" nonCommercialStop="false"
reason="reason:StartOfEnvelope" />
6 <corridorWindow p o s i t i o n _ i d="TDS0_Ht0026d15e1562_41080" time_min="1243,11"
time_max="6901,83" vel_min="20" vel_max="80" nonCommercialStop="false"
8 reason="reason: trainBeforeLeaves" />
<corridorWindow p o s i t i o n _ i d="TDS0_Ht0038d15e911_2205" time_min="1263,41"
10 time_max="6957,06" vel_min="40" vel_max="120" nonCommercialStop="false"
reason="reason: hostTrainGoSlower" />
12 <corridorWindow p o s i t i o n _ i d="TDS0_NHt111d15e1433_41090" time_min="1291,26"
time_max="7023,06" vel_min="40" vel_max="120" nonCommercialStop="false"
14 reason="reason: endOfEnvelope" />
</ corridor>
16 <corridor . . . . . />
</ tpe>
Listing 3: Snippet of the standard representation of the TPE.
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The Train Path Envelope reported in listing 3 gives for each train service (train_service_id)
the current time (timestamp) and the sequence of time windows computed for each corridor
(corridorWindow). Corridors correspond to track detection sections, identified by means of
the id of their borders (position_id). The time window relative to a track detection section is
determined by the lower (time_min) and the upper (time_max) bounds, both expressed in
seconds. Also the lower (vel_min) and the upper (vel_max) bounds of the energy-efficient
speed advice are given to the DAS algorithm, together with the information on the presence
of non commercial train stops (nonCommercialStop).
1 <t ra j ec to ry id="traj1_S3523" obuId="127.0.0.1" timeStamp="07:31:54.832" t r a i n I d="
S3523">
<samplingPoint drivingRegime="ACCELERATION" optimalSpeed="0" p o s i t i o n="193"
reasonCode="energyOptimisation" reasonText="Ht" time="07:52:01.000"/>
3 <samplingPoint drivingRegime="CONSTANTSPEED" optimalSpeed="40" p o s i t i o n="298"
reasonCode="energyOptimisation" reasonText="Ht" time="07:52:19.836"/>
<samplingPoint drivingRegime="ACCELERATION" optimalSpeed="40" p o s i t i o n="921"
reasonCode="energyOptimisation" reasonText="Ht" time="07:53:15.892"/>
5 <samplingPoint drivingRegime="CONSTANTSPEED" optimalSpeed="80" p o s i t i o n="1657"
reasonCode="energyOptimisation" reasonText="Ht" time="07:53:56.799"/>
<samplingPoint drivingRegime="COASTING" optimalSpeed="80" p o s i t i o n="2254"
reasonCode="energyOptimisation" reasonText="Ht" time="07:54:23.625"/>
7 </ t ra j ec tory>
Listing 4: Snippet of the standard representation of the DAS energy-efficient advice.
The XML scheme in listing 4 provides the energy-efficient speed advice as output from the
DAS module. For each train (trainId) it is reported the current time (timestamp), the ID of
the on-board unit (obuId) and the list of switching points (samplingPoint) among successive
energy-efficient driving phases. For each switching point is it specified the driving regime
(drivingRegime), and the optimal speed in km/h (optimalSpeed), that must be reached at the
curvilinear abscissa position (in metres) at the given time.
4.11 The Web Service-Oriented Architecture
The web service-oriented architecture enables the communication among the different mod-
ules of the framework. This is an event-based architecture where the data to be transferred
from one module to another are considered as an event. The architecture identifies every
event by means of a unique “type” identifier. Each module of the framework can link to
the architecture as a “subscriber” or “publisher” for one or more type of event. A module
is a publisher for a given event type when it produces that event as output. Instead it is a
subscriber when it needs to receive that type of event as input. If a module is subscriber to
a given event type it cannot receive events of different types unless it is also subscribed to
them. We give a simple example to clarify the concept. The current traffic state produced
by the TSM is seen by the architecture as an event of a given type, say type A. In this case
the TSM is a publisher for the events of type A. The PMM instead is a subscriber for type A
events since it takes the current traffic state as input. If an event of a given type cannot be
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dispatched to one or more of its subscribers, it is stored in a queue and transferred as soon as
possible. The storage is realized by using the open-source non-relational database MongoDB
[Mon14] while events are routed by means of the message broker Rabbit MQ [Rab14]. The
modules interact with the architecture using a REST service interface, exposed by a .NET
module. Stress-tests showed that more than hundreds of millions of messages per day can
be efficiently handled by our architecture without any message being lost. The architecture
is scalable since all its components are capable of scaling by adding new modules in the
network. Since message payloads are not processed, this gives flexibility in adding new event
types or modifying existing ones on the fly.
Data exchanged between modules is represented using the RailML standard. Such a fea-
ture allows faster integration of new modules and immediate applicability of the framework
to any network that uses the RailML format.
5 Application to the Iron Ore Line in Sweden
The ON-TIME framework for the real-time management of traffic perturbations has been
applied to real case studies. As follows, we provide an illustrative example of the framework
when applied to solve the case of a heavily delayed train on the Swedish Iron Ore line.
Figure 3: Microscopic representation and geographical location of the Narvik-Svappavaara
corridor on the Iron Ore line.
We refer in particular to the Narvik-Svappavaara corridor whose microscopic configuration
is illustrated in figure 3, together with its geographical location. This is a single track line
crossing the border between Sweden and Norway. Twenty meet-pass points are distributed
over the network, where trains moving in opposite directions can overtake each other. A total
of 31 interlocking areas are present on the network, including the stations of Narvik (at the
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northern border), Kiruna, Kirunavaara, Svappavara (at the south-eastern border) and Sjiskja
(at the southern border).
A mixed traffic pattern runs on this corridor, with a prevalence of freight trains over
passenger ones. There are freight trains running between Kiruna and Narvik (and vice versa),
which are 750 m long and run at a max speed of 60 km/h, when loaded. Other freight trains
run instead between Svappavaara and Narvik via Kiruna, and have a length of 600 m with a
maximum cruising speed of 100 km/h, when loaded. The local passenger trains operate on
the corridor Narvik-Kiruna and vice versa, and run at a maximum cruising speed of 160 km/h.
Some of the meet-pass points are shorter than the freight trains’ length. For this reason,
freight trains cannot meet trains running in the opposite direction at these points, otherwise
deadlocks can occur.
We analyse a perturbed scenario which assumes that freight train 9904 from Kiruna to
Narvik has an entrance delay of 40 minutes in Kiruna. This train enters the network at
03:09 a.m. instead of 02:29 a.m., as originally scheduled. We observe traffic for a total period
of 7 hours from midnight to 07:00 in the morning. In this period a total of 15 trains are
scheduled on the line, including 7 freight and 2 passenger trains directed towards Kiruna, as
well as 5 freight and 1 passenger trains directed towards Narvik.
Figure 4: ON-TIME framework operating on the Iron Ore line.
By simulating the mentioned perturbed scenario in HERMES we observe that deadlocks
occur when no specific dispatching action is taken and trains operate according to a simple
First Come First Served rule. For this reason we apply our ON-TIME framework to optimally
manage the perturbation, while allowing conflict-efficient and deadlock-free train operations.
Given the prevalence of freight trains, no train connection is scheduled in the observed period.
For this reason the CCDR module is not activated in this case. Our application mainly focuses
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on solving deadlocks and conflicts by means of optimal control measures; that is why we
disregard energy efficiency by deactivating the TPEC and the DAS modules.
Figure 4 shows our ON-TIME framework actively working to solve the defined perturbed
scenario on the Iron Ore line. Traffic is controlled in a closed-loop according to a rolling
horizon approach with a replanning interval and a prediction horizon that we set to 2 minutes
and 1 hour, respectively. This means that every 2 minutes the TSM (shown at the top-right)
estimates the current traffic state, and a new RTTP is computed for the next hour, by the PMM
(in the centre). The RTTP is then automatically implemented by the ARS (at the top-right
corner) and followed by the traffic simulated in HERMES (on the left). The web-service
architecture (at the bottom-right) enables the communication among all the modules, which
are identified by means of an alphanumeric ID, as shown in the picture.
Each time that a new RTTP is produced, its “infrastructure view” is used by the ARS to
implement the routes in HERMES, in the same order as given by the CDR solution. The “train
view” is instead employed by the HMI to graphically visualize the RTTP on the screen.
Figure 5: HMI showing the train path diagram and the network layout (at the bottom).
The HMI is illustrated in figure 5 where the time is reported on the vertical axis and the
distance is reported on the horizontal axis together with a schematic representation of the
network (at the bottom). The thin green lines represent the time-distance trajectories of
each train as scheduled by the RTTP. These trajectories will therefore be updated each time
the CDR computes a new RTTP. The thicker green lines instead depict the time-distance
trajectories actually realized by the trains until the current time. This information is derived
directly from track occupation/release events sent by the simulation environment through
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the architecture. The HMI highlights that when the ON-TIME framework is applied to the
perturbed traffic, trains run smoothly without any deadlock or conflict.
Figure 6: Train path diagram obtained by using ROMA (top) or RECIFE (bottom) as CDR.
We analyse the behaviour of the ON-TIME framework for two different configurations
of the CDR module. The first configuration uses the ROMA algorithm, while the second
employs the RECIFE algorithm. The perturbed scenario has been managed therefore by using
each one of the configurations. Figure 6 shows the train path diagram obtained when the
perturbed traffic scenario is managed by using ROMA or RECIFE as CDR of the framework.
The vertical axis represents the distance while the horizontal axis reports the time. The
dashed lines depict the time-distance trajectories as originally scheduled by the timetable.
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The solid lines are the time-distance trajectories realized when trains are controlled by the
framework. The delayed train 9904 is reported in red and its entrance delay is underlined by
the red arrow. As can be seen the ON-TIME framework is able to effectively tackle conflicts
and avoid deadlocks independently from the CDR algorithm used. In this particular case the
two algorithms manage the perturbation in a similar way. The main substantial difference
stays in the meeting point between the delayed train 9904 and 9171, which runs in the
opposite direction. With ROMA this meeting occurs at Stordalen (Soa) where train 9171 has
a short planned stop. RECIFE instead establishes the meeting at Abisko Astra (Ak) where
9171 does not have any planned stop.
While ROMA prefers to keep on time train 9905 by forcing train 9904 to wait for it
at Straumnsnes (NoSms), RECIFE avoids this meeting and delays the departure of 9905.
Analogously, this happens for trains 45902 and 9176 which are delayed by RECIFE in the
meeting with train 9171 running in the opposite direction.
Remark that, as mentioned in Section 4.4, the two algorithms optimize with respect to
different criteria. Furthermore, in the closed-loop, both ROMA and RECIFE keep optimizing
traffic until the end of the simulated time. Hence, in the last optimization performed, all the
traffic between 6:58 and 7:58 is tackled by the algorithms, which then might tackle conflicts
which are not observable in the train path diagrams shown.
6 Conclusions and Further research
In this paper we present an innovative framework for the closed-loop control of railway traffic
during perturbations. Several interacting modules compose the framework. The Traffic State
Monitoring collects traffic information from the field to estimate the current traffic state.
This latter is used by the Perturbation Management Module to compute optimal Real-Time
Traffic Plans, based on traffic predictions made over a given prediction horizon. These
plans are shown for acceptance to the human dispatcher by means of a Human Machine
Interface. In case of acceptance the plans are then automatically implemented into the
field by the Automatic Route Setting module, which sets train routes in the same order as
established by the computed plan. Speed advice for energy-efficient driving is also produced
and communicated to the trains by the Driver Advisory System module.
The main contribution our framework gives to both practice and to the literature, is the
way the different modules communicate among each other. A standard, scalable and flexible
web service architecture is responsible for storing and transferring data within the framework.
The input/output data of every module have been standardized by expressing them in RailML
format. Static data (e.g. infrastructure, rolling stock) uses the standard RailML language,
while specific XML schemes are built up for expressing dynamic data (e.g. current traffic
information and RTTP). This feature permits the immediate application of the framework to
any railway network already represented in RailML.
Scalability ensures independence from the number of modules and the amount of data
exchanged, while flexibility allows replacement of any module with another having similar
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characteristics. Thanks to this latter characteristic we were able to test the framework with
different Conflict Detection and Resolution algorithms. Specifically the ROMA and RECIFE
models have been adopted.
During the ON-TIME project the framework has been tested in a closed-loop with the traffic
simulation environment HERMES for several European networks and perturbed scenarios.
The tests show the general applicability of our framework, independently from the network
topology, the traffic pattern and the perturbation considered. As an illustrative example this
paper reports the test made on the Swedish Iron Ore line for a perturbed traffic scenario. The
analysis performed constitutes a proof-of-concept to confirm that our framework is able to
automatically solve conflicts and deadlocks during perturbations.
Future research aims at including in the control loop also the interaction with the human
dispatcher by means of the HMI. Further developments will enable the implementation of
the framework in real life.
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Abstract
The performance of railway operations depends highly on the quality of the railway
timetable. In particular for dense railway networks it can be a challenge to obtain a stable
robust conflict-free and energy-efficient timetable with acceptable infrastructure occupation
and short travel times. This paper presents a performance-based railway timetabling frame-
work using an integrated approach on three levels: microscopic, macroscopic and a corridor
fine-tuning level, to compute a timetable explicitly driven by the above mentioned perfor-
mance indicators. A case study on the Dutch railway network illustrates the feasibility of this
approach to achieve the highest timetabling design level.
Keywords: Railway timetabling, Robustness, Stability, Microscopic, Macroscopic
1 Introduction
The performance of railway operations depends highly on the quality of the timetable. In
the last decade, timetabling software has become more and more common, from running
time computations via mathematical timetable optimization to railway operations simulation.
Nevertheless, these tools and their focus vary widely from country to country and often lack
consistency since they are used independently for different purposes and do not lead to an
integrated set of tools geared towards a well-defined timetable design process. One of the
goals of the EU FP7 project ON-TIME (Optimal Networks for Train Integration Management
across Europe) was to improve the timetabling design process with a timetabling framework
that leads to improved robust and resilient timetables capable of coping with normal statistical
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variations and minor perturbations in operations. This paper describes the developed ON-
TIME timetabling framework.
A state-of-the-art review of literature and practice revealed a lot of research in mathemati-
cal models for macroscopic timetable optimization [ONT13], see also the review papers by
[Bus97; Cor98; Cap07; Lus11]. These macroscopic models rely implicitly on reliable input
data which may not always be available. This might explain why these models and algo-
rithms did not yet find their way into daily timetabling practice, except at the strategic level.
A recent trend in the scientific literature consists of robust timetabling models [Cac12] that
incorporate stochasticity or uncertainty in the input. Microscopic timetabling models that use
a higher level of detail are limited in the literature and mainly focus on single track railways,
see e.g. [Brä98]. Also models based on blocking time theory [Han14] fall within this cate-
gory. Most of these blocking time models are employed for computing capacity consumption
using the timetable compression method or within microscopic simulation tools. Moreover,
optimization models based on blocking times have been developed for real-time rescheduling,
see e.g. [dAr07]. Recent papers apply two-level microscopic-macroscopic models to generate
conflict-free timetables [Gil08; Cai11; Sch11]. In these papers, the transformation from
microscopic to macroscopic models is straightforward but the reverse is more complicated.
The timetabling practice shows a similar separation, with either macroscopic models to
compute network timetables using normative input, or microscopic blocking-time based tools
for detailed planning on corridors and stations but without support for network optimisation.
Timetable evaluation on feasibility, stability or robustness is typically applied – if at all – after
timetable construction using simulation tools with unclear procedures how the results are
used to improve the timetable design. Timetabling tools are mostly concerned with routine
work such as running time calculations, mostly discarding energy-efficiency, and making
visualizations such as time-distance diagrams and platform occupation diagrams. Some
railways (SE, NL, UK) are starting to apply microscopic simulation tools for conflict detection
as a complementary step to their macroscopic timetable planning tools. If a significant change
of the timetable is foreseen either for lines or for complicated areas, robustness simulation
studies are made also to ensure the feasibility of the timetable and give a rough idea of its
robustness [ONT13].
Based on the state-of-art review essential performance measures were derived that should
be taken into account to achieve a good timetable [Gov13]. These performance indicators
include infrastructure occupation, stability, feasibility, robustness, resilience, travel times and
energy efficiency. Depending on the degree that these indicators are taken into account in
the timetable design process, a higher timetabling level can be obtained that lead to better
timetables but at the cost of increased data requirements [Gov13].
This paper presents the three-level timetabling framework developed in the ON-TIME
project as an illustration on how to achieve the highest timetabling level by incorporating all
the mentioned performance indicators. The approach is an iterative process on three levels:
microscopic, macroscopic, and a corridor fine-tuning level. A set of implemented algorithms
are described from a functional perspective as a proof of concept for this framework demon-
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strating the feasibility of this approach. The approach is applied to a case study from the
Dutch railways showing good overall timetable performance.
Section 2 presents the timetable performance indicators that should be taken into ac-
count to reach a high timetabling design level. Section 3 then presents the performance-
based timetabling framework with successively the functionalities of microscopic timetabling,
macroscopic timetabling and corridor fine-tuning and their interactions. Section 4 illustrates
the approach to a case study of the Dutch railway network and finally, section 5 ends with
conclusions and recommendations.
2 Timetable performance
The quality of a railway timetable can be measured by several Key Performance Indicators
(KPIs). Traditional KPIs are the operational speeds or scheduled running times on train lines,
and more general scheduled travel times in networks including transfer times where train
lines meet. On the other hand, the main KPIs of railway operations are punctuality and
reliability. Short travel times in the timetable do not necessarily imply good punctuality or
transfer reliability, but on the contrary they may lead to large waiting and realized travel
times when connections are missed or trains cancelled. Therefore, the timetable must also
be robust to normal variations of running and dwell times so that punctual and reliable
operations can be realized.
Furthermore, structural route conflicts between trains due to too tight scheduling must
be avoided to prevent unnecessary braking and waiting of trains with negative consequences
for safety, punctuality and energy consumption. The latter point is typical for railways which
are characterized by trains competing for the same infrastructure. Track capacity allocation
is therefore an integrated part of railway timetable design. On this level the timetable is
therefore also known as the traffic plan, which contains the exact routes of all trains and the
orders of trains over conflicting routes. At this level also the safety and signalling constraints
must be incorporated to prove that the traffic plan is conflict free and the infrastructure
capacity consumption allows normal deviations from train paths.
The above concepts are captured in several performance measures as follows [Gov13]:
• Scheduled travel time: The time scheduled between any origin and destination in-
cluding running times, dwell times and transfer times.
• Infrastructure occupation: The share of time required to operate trains on a given
railway infrastructure according to a given timetable pattern.
• Timetable feasibility: The ability of all trains to adhere to their scheduled train paths.
A timetable is feasible if
– the individual processes are realizable within their scheduled process times, and
– the scheduled train paths are conflict free, i.e. all trains can proceed undisturbed
by other traffic.
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• Timetable stability: The ability of a timetable to absorb initial and primary delays so
that delayed trains return to their scheduled train paths without rescheduling.
• Timetable robustness: The ability of a timetable to withstand design errors, parameter
variations, and changing operational conditions.
• Energy consumption: The amount of energy consumed by the train traffic.
Some of these performance measures are based on typical macroscopic quantities such
as the scheduled travel times, while others require a microscopic level of detail such as
infrastructure occupation, timetable feasibility and energy consumption. Timetable stability
refers to a minimum amount of time allowances that must be available throughout the
timetable and in particular at bottlenecks, while robustness refers to how these allowances
are distributed between the train paths to maintain performance when trains deviate ’slightly’
from their scheduled paths. Stability is closely related to infrastructure occupation and can
be incorporated using the UIC guidelines on acceptable infrastructure occupation [UIC13]
at the microscopic level, while robustness represents a trade-off with short travel times
and is therefore best considered at the macroscopic level together with travel time. Energy
consumption is typically a secondary objective and can therefore be considered as a fine-
tuning step after the time allowances have been set based on feasibility and robustness.
3 Performance-based timetabling
3.1 Framework
The proposed timetabling approach tries to schedule all train path requests with sufficient
time allowances for a stable and robust conflict-free timetable and satisfying the UIC in-
frastructure occupation norms [UIC13]. This is in accordance to the Network Statements
issued by the Infrastructure Managers from all EU countries to allocate the infrastructure
capacity to the Railway Undertakings. This might require extending critical running times on
corridors with an unacceptable capacity consumption to decrease running time differences.
However, we compute timetables at a precision of 5 s instead of a minute, to avoid capacity
waste and unrealizable process times by rounding to minutes. The timetabling framework is
performance-based in the sense that all six timetabling KPIs from section 2 are explicitly taken
into account to guide the timetable construction process. To make this possible an integrated
approach is proposed on three levels:
• A microscopic level for highly detailed local computations;
• A macroscopic level for aggregated network optimisation; and
• A fine-tuning level for corridor optimization.
Figure 1 illustrates this three-level timetabling approach. The input data are standardized
RailML files. The microscopic model computes detailed running and blocking times, and
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Figure 1: Three-level performance-based timetabling framework.
aggregates the results into a macroscopic model that contains only the main macroscopic
stations characterized by train interactions such as overtaking, connections, and merging or
crossing railway lines that need decisions at the macroscopic level such as synchronization
and train sequence orders. The macroscopic model then computes a network timetable
taking into account network constraints and trying to avoid cancelled train path requests.
The macroscopic timetable is transformed back to the microscopic model that fills in the
details on microscopic level. These two models work iteratively where the microscopic model
is used for conflict detection, infrastructure occupation and stability given the (completed)
macroscopic timetable, while the macroscopic model optimizes travel times and robustness
given the constraints set by the microscopic model. Infrastructure occupation is based on
the UIC timetable compression method [UIC13] which also provides norms for acceptable
stability. The macroscopic model is an ILP model and includes a simulation model to find
the most robust timetable out of several hundred feasible solutions. The overall cost function
contains several terms including a robustness cost derived from the simulations. These micro-
macro iterations converge to a timetable that is conflict-free, stable and robust [Bes15b].
The third level optimizes the speed profiles of all trains on each corridor between main
stations while maintaining the scheduled event times at the corridor ends. In this optimiza-
tion, the stochastic dwell times at the intermediate stops are taken into account and the
arrival and departure times at these stops are optimized with respect to expected delays
and energy savings. The input to this level is again provided by the microscopic model that
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computes both the aggregated data for the corridor and the bandwidths that can be used
by the local trains for optimizing their speed profile. The final result is exported in RailML
format extended with the scheduled speed profile information that can be used by the trains
for running punctual and energy-efficiently [ONT14b].
1 Input : ra i lML i n f r a s t r u c t u r e , r o l l i n g stock , i n t e r l o c k i n g , t imetab le
Output : T r a f f i c plan at t r a ck s e c t i o n l e v e l in Timetable rai lML
3 Build microscop ic network topology
Compute time−opt imal speed p r o f i l e and minimum running t imes
5 Build macroscopic network topology
Compute nominal running t imes by adding minimum running time supplements
7 Compute opera t i ona l speed p r o f i l e s based on nominal running t imes
Compute block ing t imes
9 C o n f l i c t s <− 1; S tab le <− 0
repeat unt i l Stab le
11 while C o n f l i c t s do
Compute minimum l o c a l headways
13 Compute macroscopic network by aggregat ing running t imes and l o c a l headways
Compute macroscopic t imetab le us ing network t imetab le op t imiza t ion
15 Recompute opera t i ona l speed p r o f i l e s based on the macroscopic t imetab le
Compute microscop ic running and block ing t imes
17 C o n f l i c t de t e c t i on
end while
19 Compute capac i t y consumption
i f an uns tab le c o r r i d o r e x i s t s
21 then for each uns tab le c o r r i d o r do
Relax nominal and maximum running t imes
23 C o n f l i c t s <− 1
else Stab le <− 1
25 end i f
end repeat
27 Compute energy−e f f i c i e n t speed p r o f i l e s
Compute bandwidths for l o c a l t r a i n s
29 Corr idor t imetab le op t imiza t ion of l o c a l t r a i n s
Return Timetable rai lML
Algorithm 1: PerformanceBasedTimetabling.
Algorithm 1 shows a complete list of the successive steps of the performance-based
timetabling. Each of these steps is performed by a separate exchangeable module and as such
the approach is general. In the remainder of the paper we will focus on the implementations
carried out within the ON-TIME project from a functional point of view.
3.2 Microscopic timetabling
The microscopic module considers multiple functions for computing and providing necessary
input to other modules as well as evaluating a timetable at the microscopic level. These func-
tions incorporate three KPIs: infrastructure occupation, stability and feasibility. As already
mentioned in section 3.1, the module first computes the speed profiles and running times.
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Afterwards, the blocking times are determined which are the necessary input for conflict
detection and infrastructure occupation, as well as for deriving the minimum local headway
times for the macroscopic module.
The microscopic network used within the microscopic timetabling allows high detailed
computations with accurate output. Arcs represent homogeneous behavioural sections de-
fined by a constant characteristic of speed limit, gradient and radius, while the nodes present
various infrastructure elements like signals, switches, stopping points or section borders.
Additionally, procedures were developed for network and data transformations from the
microscopic to macroscopic level, and vice versa. Details of the building blocks of the micro-
scopic module are given in [Bes15b; Bes15a].
In the remainder of this section we consider successively the main microscopic functional-
ities: speed and running time calculations, conflict detection, and infrastructure occupation
and stability.
Speed and running time calculations
At the basis of a good timetable are well-defined running times. In particular, the scheduled
running time consists of a minimum running time and an additional running time supplement.
A good understanding of these two components is essential for the design of conflict-free,
robust and energy-efficient timetables.
The minimum running time is the time required for driving a train from one point to
another assuming conflict-free driving as fast as possible. Additionally, the corresponding
speed profile represents a detailed train trajectory. The computation algorithms for speed
profiles and running times have to be as detailed as possible in order to provide the high
accuracy requirements. Running times are computed from microscopic train dynamics that
require detailed rolling stock and infrastructure data, including route-specific static speed
and height profiles. The corresponding Newton’s motion equations are solved by numerical
ordinary differential equation solvers [Han14].
In regular day operations, trains are affected by stochastic variations of running and
dwell times due to e.g. varying train compositions, driver behaviour, passenger volumes and
weather conditions. Therefore, allowance times are added to the minimum process times
so that they are robust to normal variations of the process times. These allowances must
satisfy certain timetable design norms, consisting of a mix of relative and absolute values for
the nominal process times (minimum process time plus minimum allowance). Running time
supplements are given in percentage of minimum running time, in some countries depending
on train category, while nominal dwell times are specified depending on rolling stock type and
station, and nominal transfer times are provided depending on station and platform distances.
The resulting nominal process times are input to the macroscopic timetable optimization as
lower bounds to the scheduled process times. In the optimization the nominal times can be
increased further depending on the network constraints and objective functions, resulting in
the scheduled running times. The objective function of the macroscopic optimization must
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prevent excessive journey times by stretches of all running and dwell times. In addition an
overall upper bound can be provided to the roundtrip time of trains.
Hence, in the first iteration, the minimum running times are enriched with the minimum
time supplements and as such represent the nominal running times that are used in the
macroscopic model. Additional to the running time, the operational speed profile defines the
associated train trajectory. The operational speed profile can be obtained by exploiting the
available time supplements in two ways:
1. cruising at speeds below the speed limits, or
2. computing energy-efficient speed profiles with optimal cruising speeds and coasting.
During the timetable construction with several micro-macro iterations the reduced speeds
are applied as these are much faster to compute than the optimal speed profiles. In the
fine-tuning these speed profiles are replaced by the energy-efficient ones.
In current practice mostly macroscopic timetabling models are used that, in a nutshell,
try to assign time allowances in order to satisfy a given objective function. In this way, the
running time supplements are allocated without actually testing that the resulting distribution
of time supplements result in acceptable train trajectories. A big variation between two
(or more) successive allocated time supplements may be problematic to reproduce a valid
speed profile. Even if a speed profile is possible satisfying the given time supplements, the
constructed running behaviour may be unacceptable from a practical point of view when very
low cruising speeds result. For example, the German practice requires that cruising speeds
may not be under 40 km/h. This may be violated in the case of a relative large running time
supplement over a short section. Furthermore, it is undesirable to continuously change driver
behaviour such as alternating between accelerating and decelerating with different cruising
speeds. Hence, even a macroscopically feasible timetable cannot always be reconstructed at
the microscopic level and consequently implemented in practice. Therefore, the operational
speed profiles must be computed to test feasibility of the distribution of the time allowances.
We implemented these guidelines in the computation of operational speed profiles. The
scheduled running times and corresponding operational speed profiles are computed after
each macroscopic timetable computation, resulting in feasible train trajectories, which are
also essential for an accurate calculation of blocking times.
The successive blocking times per train over a corridor represent a so-called blocking time
stairway. Blocking times are computed using blocking time theory [Han14]. The blocking
time of a single block section depends on the block length, the train speed, and the signalling
system. It consists of a setup time, sight and reaction time, the approach time to the block
section over at least the braking distance, the running time in the block, the clearing time
in which the train clears the block over its entire length, and the release time of the route,
see figure 2. The blocking times are the essential input to the main microscopic algorithms
such as conflict detection, capacity assessment and minimum headway computation. Recall
that the blocking times are based on the nominal running times in the initial micro-macro
iteration, and on the scheduled running times in all following iterations.
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Figure 2: Blocking time of a running train.
Conflict detection and realizability
Timetable feasibility is a key performance measure. It is important to have a feasible
timetable in order to provide uninterrupted train runs, i.e. without unnecessary braking
and re-acceleration. This timetable KPI is beneficial from several perspectives:
1. it improves safety by preventing unnecessary red signal approaches;
2. it gives less workload to drivers;
3. it provides a more comfortable ride to passengers; and
4. it saves energy.
Therefore, each time a macroscopic timetable has been computed, the microscopic module
automatically checks the timetable on microscopic feasibility.
The feasibility of the timetable is tested twofold:
1. a realizability check of scheduled event times; and
2. conflict detection.
The former is simply tested by checking whether the scheduled running and dwell times
exceed the minimum values. Note that the macroscopic timetabling model always provides
realizable aggregated scheduled process times, so this realizability check is mainly focused on
the event times at the smaller stations and other microscopic timetable points after transform-
ing the macroscopic timetable onto the microscopic network. Unrealizable process times are
mainly caused by rounding down, which becomes problematic specifically when scheduled
event times must be given in minutes. In our approach, the macroscopic model computes
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timetables with a precision of 5 s, while we allow a precision of 1 s in the microscopic model
so that rounding is not an issue anymore.
The conflict detection model determines if the scheduled trains can run undisrupted. For
this blocking times are used on the basis of the operational speed profiles. Conflicts are
indicated by an overlap of the blocking times of two successive trains. The second train
then approaches the block section that is still blocked by the preceding train and therefore
must brake in response to the signalling logic. These track conflicts are solved by shifting
trains in time until their blocking times do not overlap anymore. This shift naturally initiates
the change in the minimum headway between the trains. So, after all track conflicts have
been detected, the corresponding minimum headways are recomputed. These new headways
are given back to the macroscopic timetabling model to iteratively adjust the macroscopic
timetable until all track conflicts are resolved.
Capacity consumption and stability
Capacity consumption is defined as the time share needed to operate trains according to a
given timetable pattern taking into account scheduled running and dwell times. As such, it
directly determines the stability of the timetable. The same as for conflict detection, we use
the computed blocking times to evaluate the capacity consumption.
A timetable is called stable if any train delay can be absorbed by the time allowances in
the timetable without active dispatching. Therefore, the larger the time supplements and
buffer times the better is the ability of the timetable to prevent propagation of delays, i.e. the
timetable is more stable. If the total amount of buffer time in a corridor is higher than the
amount recommended by the UIC code 406, the timetable is considered sufficiently stable.
Otherwise it is defined unstable and the macroscopic timetable has to be recomputed to
reduce the infrastructure occupation on the critical corridors or stations and thereby releasing
buffer times.
The recommended UIC stability norms are given in table 1. The values presented here are
for a given corridor for the peak period or the whole day. Norms for station areas still require
more research as elaborated in [UIC13].
Table 1: Recommended UIC infrastructure occupation for corridors.
Type of line Peak period Daily period
Dedicated suburban passenger traffic 85% 70%
Dedicated high-speed 75% 60%
Mixed traffic 75% 60%
The capacity assessment model developed is based on max-plus automata [Gau99] and
explained in [Bes15a]. The model is applicable to both corridors and stations. For now,
we assume the given UIC norms from table 1 for both corridors and stations. If the com-
puted infrastructure occupation is not satisfactory for a corridor then we relax the running
time supplements of the trains in the corridor to allow more homogenised traffic through
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the considered corridor by reducing running time differences. This relaxation is explained
in [Bes15b]. The relaxed constraints are provided to a new iteration of the macroscopic
timetable optimization.
3.3 Macroscopic timetabling
The macroscopic timetabling considers the railway network at an abstract level, neglecting
many details of the real-world network. In particular, only timetable points like stations and
junctions, where trains overtake, merge, cross or connect, as well as the lines connecting
them are represented at the macroscopic level. The motivation of applying this network
reduction is that it is computationally faster to work with a simplified network, and therefore
several potential timetables can be evaluated according to the different key performance
indicators, including robustness. Clearly, once the ’best’ macroscopic timetable has been
determined, its feasibility at a microscopic level is checked, as described in section 3.1.
As explained in section 2, the quality of a timetable is evaluated according to several
performance measures. In the macroscopic model we incorporate several objectives, in order
to consider these performance measures in the computation of the macroscopic timetable.
They are based on the nominal running times, dwell times and connection times computed
in the microscopic model, as described in section 3.2. The macroscopic timetabling is used
to determine the best feasible schedule of trains in the macroscopic network by considering
a trade-off between timetable efficiency (i.e. journey times, connection times, number of
scheduled trains) and robustness.
In the following, we describe the objectives and constraints that are included in the
macroscopic ILP model, and present a delay propagation model that is used to achieve
timetable robustness. We refer the reader to [Bes15b] for further details on these models.
Macroscopic timetable optimization
The macroscopic timetable optimization is based on the definition of a time expanded graph,
built upon the macroscopic network described above: in the time expanded graph, every
node corresponds to an arrival or departure of a train at or from one of the stations of the
macroscopic network at a certain time of the planning horizon.
For a given train and its route (i.e. the sequence of macroscopic stations that the train
serves or passes) its macroscopic feasible timetable corresponds to a feasible time-distance path
in this time expanded graph that visits all the stations on the route while respecting the given
maximum journey time from its origin station to its destination station. This correspondence
is the key element of the macroscopic ILP optimization model. More specifically, the ILP
model contains a binary variable for each feasible time-distance path of any train, which
specifies whether the path is selected as the timetable of the train in the solution or not. It
is useful to define the variables of the model in this way, since all the constraints that are
related to the feasibility of a timetable of a single train can be directly expressed through the
definition of its feasible time-distance paths. However, the drawback of this model is that it
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contains an exponential number of variables. We can cope with this drawback by solving the
ILP model in a heuristic way using a randomized multi-start greedy heuristic [Bes15b].
We associate a cost to each time-distance path, which represents the quality of the cor-
responding timetable for the train, without taking into account the interaction with other
trains. In particular, the cost takes into account the running and dwell times exceeding the
nominal ones. The minimization of path costs is one of the objectives of the ILP model, which
is clearly related to the performance measure of scheduled travel time described in section
refsec:ttperform, as it corresponds to the minimization of the journey times of the trains. The
journey times in the final solution may however be larger than the feasible minimal ones,
since the optimization must find a balance between minimizing running and dwell times,
and the other objectives, described in the following. Train paths are scheduled by taking into
account a trade-off between minimal and robust journey times.
Connection times cannot be included directly in the path cost: indeed, they refer to
pairs of trains and not to single trains. However, timetable connectivity, i.e. the connection
between pairs of trains for passenger transfers or rolling stock connections, is also taken into
account as one of the objectives of the macroscopic model. In particular, we minimize the
number of missed connections, as well as the time exceeding the nominal connection time. To
this aim, the macroscopic model receives as input the set of train connections that should
be included in the timetable, which are given as triplets (train1, train2, station) and the
nominal connection time, i.e. the ideal time between the departure of train2 and the arrival
of train1 at the station. We consider that a connection is missed when at least one of the two
connecting trains is cancelled. Recall that we are in the planning stage of timetabling. In this
stage a train cancellation corresponds to not fulfilling a request for a train service. If both
trains are scheduled we compute the difference between the actual connection time and the
nominal one. Both missed connections and exceeding connection times are minimized in the
objective function of the ILP model. Note that similarly to what happens for journey times
tight connection times may lead easily to delay propagation. Hence, tight connection times
may be penalized leading to a trade-off between small and robust connection times.
Another main goal of our ILP model is to maximize the transport volume, i.e. the passenger
or cargo-tonne delivered [ONT14b]: this is achieved in our model as the minimization of
cancelled train path requests.
We consider an additional main objective: timetable robustness. This objective is not
directly included in the ILP model or in the randomized multi-start greedy heuristic, but it is
dealt with by a delay propagation model that will be described in the next subsection.
All the described objectives are included in the ILP model by using a weighted multi-
objective function, in which different penalties are associated with the different objectives.
Depending on the penalty values, one objective can have priority over another one, or the goal
can be to find a trade-off between the different objectives. In summary, the multi-objective
function contains the following terms, each one weighted by a penalty that is a parameter of
the optimization model:
• Minimization of path costs, i.e. minimization of journey times
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• Minimization of missed connections
• Minimization of time exceeding the nominal connection times, and
• Minimization of cancelled trains, i.e. maximization of the transport volume.
In order to take into account the described objectives, next to the path variables also
auxiliary variables are included in the ILP model used respectively for computing the number
of missed connections, the excess times over the nominal connection times and the overall
number of cancelled trains [Bes15b].
Timetable feasibility at a macroscopic level is achieved by means of the constraints included
in the ILP model. In particular, feasibility is ensured by imposing that the timetable is conflict-
free, i.e. it respects nominal running times, nominal dwell times, minimum headway times,
and capacity constraints.
The nominal running and dwell times are respected by defining, for each train, feasible
time-distance paths in the graph. In order to respect headway times and capacity constraints,
we impose that at most one path, among a set of conflicting paths, can be part of the solution.
Auxiliary constraints are imposed in the ILP model, in order to ensure the correct definition
of the auxiliary variables for computing the objectives.
The proposed model can deal both with cyclic and non-cyclic timetabling. In the former,
we are given routes for train lines rather than individual trains, as all trains belonging to the
same line must visit the same sequence of stations. Similarly, we are given the journey time
of each line and in addition the periodicity of the trains of the line. In order to satisfy the
periodicity constraint, we impose that either all trains of the line are scheduled or all of them
are cancelled. Clearly, the penalty for train cancellation is very high and therefore it is very
unlikely that a complete train line will be cancelled. Different planning time horizons are to
be considered for cyclic or non-cyclic timetabling. In our case study we focus on the cyclic
case (see section 4).
The ILP model is solved in a heuristic way by using a randomized multi-start greedy
heuristic. This is an iterative algorithm starting each iteration from a different order of
the trains. Each iteration, the trains are scheduled one at a time according to the given
order. More precisely, scheduling a train corresponds to selecting one of the feasible time-
distance paths of the graph for the train, i.e. fixing one of the corresponding variables in
the ILP model. The choice of the best variable to be fixed is done by executing a dynamic
programming procedure which takes into account all the trains already scheduled in the
current iteration and therefore computes a conflict-free timetable for the current train. In
addition, all the described objectives are taken into account in the dynamic programming
procedure by assigning penalties to the unpromising nodes of the graph of the train, so that
the best path will visit the nodes with the smallest possible penalties. In the case of periodic
timetabling, at each iteration of the algorithm we select a feasible time-distance path for
the entire line, i.e., we select simultaneously one path for each train of the line, therefore
ensuring that the periodicity constraint is respected.
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Clearly, different orders of trains can lead to different timetables as each train is scheduled
by the dynamic programming procedure in the best possible way, while avoiding conflicts
with the trains previously scheduled in the given order.
Once the algorithm has been executed for a given number of iterations, several macro-
scopic feasible timetables are available among which we would like to choose the best one.
One possibility is to select the timetable with minimum cost with respect to the objectives
considered in the multi-objective function. In this case, we would select a timetable with
minimum journey times for the trains, minimum connection times between connecting trains
and maximum number of trains in the network. This could be a very good choice with respect
to the efficiency of the railway system, but, at the operational stage trains close to each other
could lead to large delay propagation as well as missed connections. A trade-off between
the timetable efficiency and its robustness must be achieved to avoiding bad performance
at the operational stage. As explained in section 3.2, robustness is incorporated at a micro-
scopic level by inserting time allowances. In the next paragraph, we explain how we consider
robustness also at a macroscopic level.
Robustness evaluation
As previously mentioned, timetable robustness is not directly inserted in the ILP model, but
computed in a post-optimization phase using a delay propagation model. This model is used
to take into account the stochasticity of the events that can occur at the operational stage,
such as train delays. The goal of this model is to evaluate the robustness quality of each
feasible timetable determined by the randomized multi-start greedy heuristic and to select
as best timetable the one having the smallest robust cost, given by the cost of the timetable
according to the multi-objective function plus the cost of the timetable according to the delay
propagation model. The latter works as follows.
A set of delay scenarios (1000 in our computational experiments) is randomly generated
using a standard normal distribution. For each delay scenario the effect on each timetable
is evaluated by applying a heuristic algorithm that tries to resolve the potential conflicts
caused by the generated delays by retiming the trains (see [Bes15b] for further details). The
algorithm computes the overall delay propagation or establishes that some conflicts cannot
be resolved. Accordingly, a cost is assigned to each timetable which takes into account the
effect of all the delay scenarios on the timetable. This cost corresponds to the cost of the
timetable according to the delay propagation model and is defined as the average settling
time over all delay scenarios, where the settling time is the time required until all delays have
been absorbed by the time allowances in the timetable.
The best timetable in terms of multi-objective value and robustness is then selected as the
best macroscopic timetable and this is the outcome of the macroscopic timetabling.
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3.4 Corridor fine-tuning
Energy efficiency becomes more and more important within the railway system. Currently
several approaches exist for energy-efficient driving and energy-optimal conflict resolution
within real-time traffic management and optimization [Han14]. However, the timetable is
the static basis for real-time operation. On the one hand, the static timetable has to enable
real-time operational control measures, which means that allowance times are available and
provide flexibility for traffic management. On the other hand, when real-time optimization
methods are applied such as energy-efficient driving, the possible real-time trajectories have
to be considered already within the timetabling process in order to avoid conflicts due to the
real driving behaviour. Therefore, within the ON-TIME timetabling approach energy-efficient
speed profiles are already considered in the timetabling process.
Energy-efficient speed profiles
The energy-efficient speed profiles are computed with respect to the microscopic infrastruc-
ture and rolling stock characteristics for the given scheduled running times (including running
time supplements) that were the result of the micro-macro timetabling iterations. The op-
timal driving trajectories are determined according to the theory of energy-efficient driving
[How95]. This trajectory is typically characterised by different regimes and the switching
points between the regimes: acceleration with maximum acceleration power, cruising at
maximum speed, coasting, and braking with maximum (service) braking effort. Figure 3
shows a simplified illustration of the application of different driving regimes between two
stops on a simple section with constant gradient and speed limit [Alb14].
Figure 3: Energy-optimal driving regimes [Alb14].
The trajectories are used to re-define the blocking times and check conflicts within the
static timetable. In addition, the information on the switching points and regimes can be
used to guide optimal energy-efficient driving in case of punctual train operation even if no
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dynamic driver advisory systems are used. If driver advisory systems are used they essentially
give dynamic speed advice with respect to delays and follow the scheduled energy-efficient
speed profile otherwise.
Corridor optimization
The last step in the timetabling process is the corridor fine-tuning for regional trains between
the macroscopic timetable points. Note that the event times at these macroscopic timetable
points were optimized in the macroscopic timetable optimization. For intercity trains all
served stations are important points and the energy-efficient speed profiles are already de-
termined in the previous step. For local trains however the arrival and departure times
at intermediate stops on the corridors were not yet optimized and they offer flexibility for
optimization within given time windows, see figure 4.
Figure 4: Flexibility of the corridor optimization.
The bandwidths are determined from the blocking times of the trains preceding and follow-
ing the local train that has to be optimized. Hence, the trajectories of the neighbouring trains
are important in order to maintain a conflict-free timetable. The total amount of running
time supplement over the corridor and the bandwidth between the macroscopic timetable
points are provided by the macroscopic and microscopic timetable levels, respectively. Given
these parameters, the published arrival and departure times at the intermediate stops for the
local trains can still be optimized. In this optimization the stochastic dwell times are the most
influencing factors.
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Figure 5: Dependency of published departure time and energy consumption.
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On the one hand, the published times are important for passenger arrivals and delay
calculations in case of long dwell times. On the other hand, these published times are
restrictive because early departures are not allowed in case of small dwell times. During
timetabling the dwell time allowances could be exchanged with running time allowances
where they could be applied for e.g. energy-efficient driving in case of short dwell times.
Figure 5 explains the dependency between the dwell time distribution, the departure of
the train and the corresponding energy consumption. The figure at the top shows that a
short planned dwell time leads to a possible punctual departure of the train and less energy
consumption because the allowance time could be used for additional running time. If the
dwell time is a slightly higher this leads to a little delayed departure and higher energy
consumption on the following section. In contrast to this the bottom figure shows the
pessimistic published departure time (for a higher predicted dwell time). In this case, the
probability for a delayed departure is less, but the probability of waiting for the departure
time is higher. Therefore, the minimal achievable energy consumption is higher than when
publishing an earlier departure time. This means that dwell times should not be considered
as deterministic in the timetabling process but as dwell time distributions within the process
of finding the published departure times. The dwell time distributions must correspond to
the realized dwell times and must be obtained using operational data. This enlarges the
robustness of the timetables for the local trains.
The target of the corridor optimization is consequently to determine the published arrival
and departure times at intermediate stops within the given bandwidths under consideration
of the stochastic dwell times and enabling energy efficient driving in case of short dwell times.
The mathematical approach is another two-stage optimization process in order to find the
optimal timetable on a corridor where the objective function is a weighted sum of energy
consumption and expected delays at the intermediate and final station [Bin13].
Finally, the energy-efficient speed profiles provide additional information to train drivers.
Particularly, the detailed train trajectory computed by the microscopic and fine-tuning module
could be adopted as static driver information as well as input to traffic management systems
that need a trajectory at track section or signal level.
4 Case study
The performance-based timetabling approach has been applied on a case study of a central
part of the railway network in the Netherland ([ONT14a]), consisting of the railway network
bounded by the four main stations Utrecht (Ut), Eindhoven (Ehv), Tilburg (Tb) and Nijmegen
(Nm), with a fifth main station’s-Hertogenbosch (Ht) in the middle and 20 additional smaller
stations and stops. Four corridors connect Ht to the other main stations. The train line plan
in this part of the network is taken from the 2011 timetable and consists of four intercity
lines and six local train lines with a frequency of two trains per hour each, see figure 6.
The intercity lines 800 and 3500 offer a regular 15 min service between Ut and Ehv but
have different origin/destinations outside this area. The regional line 13600 from Tb to Ht
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Figure 6: Passenger line plan of the Dutch case study.
continues as the line 16000 from Ht to Ut, and vice versa. The line 9600 from Ehv couples in
Ht to the line 4400 to Nm, and vice versa. In addition, an hourly freight path with maximum
speed of 120 km/h is scheduled from Ut-Ehv. So overall, 41 trains are running per hour in
this network. As an illustration of our results we focus on the corridor Utrecht-Eindhoven in
this paper.
Figure 7 shows a time-distance diagram of the computed hourly timetable for the corridor
Ut-Ehv. The vertical axis shows time in minutes downwards. The horizontal axis shows
distance with the station positions indicated. The blue lines are IC trains, the magenta lines
are local trains, and the green line is the freight train. Note that the sections Btl-Ehv and
Htn-Htnc have four tracks. Figure 8 shows the corresponding blocking time diagram for
the route of intercity train line 3500. Note that only the blocking times are shown for all
trains running on the same tracks as train line 3500. The gaps in the blocking time stairways
for some trains correspond to running on parallel tracks in stations or the four-track lines
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Figure 7: Time-distance diagram corridor Utrecht – Eindhoven.
Figure 8: Blocking time diagram corridor Utrecht – Eindhoven.
between Htn-Htnc and Btl-Ehv. Around Ht also some blocking times are visible corresponding
to crossing trains from/to Tilburg or Nijmegen.
The optimized timetable shows periodic passenger trains with regular 15 minute services
of both IC and local trains where two similar train lines follow the same route. Hence,
effectively 15 min train services are realized instead of two separate 30 min train lines. The
ICs overtake the local trains at Geldermalsen (Gdm) in the southbound direction, but not in
the return direction. The fast freight train departs after the local train from Utrecht Centraal
(Ut) and overtakes this local train at the four-track line around Houten (Htn).
The blocking time diagram of figure 8 shows no overlapping blocking times and hence
illustrates that the timetable is conflict-free. Moreover, the timetable is robust illustrated by
the buffer times (white space) between the train paths. Only between Houten Castellum (the
station just after Htn) and Culemborg (Cl) the freight path and the next local train are tight
so that a slight delay of the freight train might propagate to the local train but the buffer time
between this local train and the next IC prevents further knock-on delays. In Gdm, the local
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train also has a longer dwell time that can be used to recover from an arrival delay. In the
absence of the freight train the situation is robust, which is the usual case currently with on
average one freight path per two hours on this corridor.
Table 2 gives the infrastructure occupation of the main corridors and stations, respectively.
All the infrastructure occupation percentages are below the recommended stability value
of 60 % defined by the UIC for mixed traffic corridors in daily periods, which was one of
the constraints of the timetabling algorithms. Corridor Ut-Ht is the heaviest used one with
infrastructure occupation 57.8 %. Ht has the highest infrastructure occupation of 58.3 %,
which includes also the crossing routes from/to Tilburg and Nijmegen. The relative low
infrastructure occupation of corridors Ht-Ehv and back is due to the four tracks between Btl
and Ehv.
Table 2: Infrastructure occupation.
Corridors Stations
Corridor Time [min] Ratio [%] Station Time [min] Ratio [%]
Ut-Ht 34.7 57.8 Btl 15.7 26.2
Ht-Ut 32.1 53.4 Ehv 15.7 26.1
Ehv-Ht 22.0 36.7 Gdm 15.7 29.5
Ht-Ehv 24.2 40.3 Ht 35.0 58.3
Htn 15.0 25.0
Ut 20.9 34.8
Vga 17.2 28.7
Table 3 gives the average journey times over all trains running over the complete corridor
from Ut to Ehv or backwards in a basic hour, i.e., eight IC trains and one non-stop freight train
of 120 km/h speed limit. The minimum journey time refers to the minimum running and
dwell times while the scheduled journey time includes the time supplements. On average,
the time allowances over the complete corridor are 7.3 % and 7.7 % for the southbound and
northbound directions, respectively, which can be exploited for energy-efficient driving.
Table 3: Journey times.
O-D Minimum journey Scheduled journey Journey time
time [min] time [min] increase [%]
Ut-Ehv 44.9 48.2 7.3
Ehv-Ut 47.6 51.3 7.8
Figure 9 illustrates the various speed profiles for the intercity line 3500 Ut-Ehv with
intermediate stop in Ht. The bottom of the figure indicates the gradients (solid black line)
and the signals (grey circles) over the line. The dashed line is the time-optimal speed profile
corresponding to the minimum running times, while the dotted line is the operational speed
profile with the running time supplements distributed over the line using reduced cruising
speeds. The solid bold grey line is the energy-optimal speed profile with clear coasting regimes
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Figure 9: Speed profiles: static speed limit (solid grey), time-optimal (dashed), reduced
cruising speed (dotted), and energy-optimal (solid bold grey).
before the areas with speed restrictions. Table 4 gives the total energy consumption of all
trains running in the network of the case study, so 21 trains with all passenger trains counted
once (corresponding to a basic half hour timetable including the freight train). With respect
to the minimum running times the running time supplement saves 8.7 % energy consumption
when cruising at a reduced speed and even 35.3 % using the energy-optimal speed profile
with coasting. As was illustrated in figure 9 for the IC 3500, the time supplements of the
trains are distributed well over the corridor so that coasting could be applied very effectively.
Table 4: Energy consumption all trains.
Speed profile Energy consumption[kWh] Energy saving [%]
Minimal-Time 64 395 -
Reduced cruising speed 58 800 8.7
Energy-optimal 41 667 35.3
5 Conclusions
This paper presented a performance-based timetabling approach and illustrated it to a case
study from the Netherlands showing good results on all performance indicators. In particular,
the approach highlighted eight recommendations that need to be considered explicitly in the
design of a stable robust conflict-free timetable with optimal journey times:
• Microscopic calculations of running and blocking times taking into account all running
route details at section level (gradients, speed restrictions, signalling)
• Microscopic conflict detection guaranteeing a conflict-free timetable
• Timetable precision below 15 s to minimize capacity waste
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• Incorporation of (UIC) infrastructure occupation and stability norms
• Macroscopic network optimization with respect to journey times, transfer times, can-
celled train path requests and associated cancelled connections
• Macroscopic robustness analysis using stochastic simulation to obtain the most robust
network timetable
• Stochastic optimization of timetables for local trains on corridors taking into account
stochastic dwell times at intermediate stops
• Energy-efficient speed profiles computed and incorporated for all trains.
Moreover, standardized exchange files such as railML for infrastructure, rolling stock,
and the timetable is recommended, where the presented timetabling approach generates an
output Timetable railML with scheduled train paths at (track-free detection) section level,
extended with scheduled energy-efficient speed profiles.
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Abstract
Efficient real-time traffic management requires exact information about the current traffic
state in the network, i.e. the positions and speeds of all trains at any time. Whereas modern
ATP systems can deliver this information based on on-board systems, only position informa-
tion is available in discrete steps of block sections in legacy railway systems.
An algorithm for speed estimation based on track section occupation times which had
formerly been used for offline analysis has been extended to deliver speed estimations in
real-time. The algorithm is fed using railML data and has been validated in a microscopic
railway simulation tool. It turned out that the approach delivers reliable speed estimations
in different railway networks. It requires no specific calibration and is therefore applicable
for a large variety of use cases.
Keywords: Traffic Management, State estimation, Simulation
1 Introduction
During the European research project ON-TIME (Optimal Networks for Train Integration
Management in Europe) a modular architecture for real-time perturbation management
in railways was developed [Qua15]. The core of such a system is a module for conflict
detection and resolution [Alb14], which determines optimal orders and routes of trains. In
the past, experiments have been made with this kind of algorithms either with knowledge
of train speed through advanced train control systems like ETCS level 2/CBTC or under the
assumption that such a system would be available (e.g. [dAr07]).
However in mainline traffic in European railways, track-free detectors only deliver infor-
mation about the occupation of block sections by trains and not about train speeds. In order
to be able to use algorithms for conflict detection and resolution in conventional railways
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with this kind of train control systems, a module was developed in ON-TIME which is able to
estimate train speeds in real-time based on input data which is currently available.
The information “track section occupied” is originally gained from track-side sensors like
track circuits or axle counters as part of the railway safety system. This information is also
used by traffic control system to give traffic controllers an overview on the current traffic
situation. It can usually be accessed through non-safety critical interfaces. The occupation
information together with the position of the track section on the network delivers an exact
estimate for the absolute position of the train at the moment when the train first occupies a
block section.
This information has been used in the past for offline analysis of track conflicts [Kec14], for
post-processing of speed profiles in stations [Gov05] and along tracks [Alb06] as well as for
energy estimation of train runs [Alb10] and calibration of train dynamics parameters [Bes13],
using real-world data from the Dutch railway network provided by the rail infrastructure
manager ProRail. In order to validate reconstructed speed profiles, speed was measured
on-board of trains for a few selected train runs using GPS. The input data was used for visual
validation by experts, but so far no statistical measures about the speed estimation quality
could be given.
This paper describes an algorithm formerly used for offline speed estimation was extended
to give real time speed estimates. During the ON-TIME project, a microscopic railway simula-
tor was enabled to provide the information of current traffic control systems, which enabled
running the algorithm in real-time. At the same time, the simulator provided the real (simu-
lated) train speeds at any time, which allowed to make a comparison between estimated and
real (simulated) train speed for different train classes on different railway networks.
2 Requirements for traffic state monitoring
2.1 The traffic management process and the role of traffic state monitoring
Real-time traffic management shall determine the optimal routing of and order among train
runs, such that a certain objective function is minimized, e.g. the deviation from the planned
timetable or the maximum consecutive delay [Alb14]. As illustrated in the simplified archi-
tecture drawing in figure 1, traffic management basically gets as dynamic input information
the occupation and release times of track vacancy detection sections (TVDS) and computes a
route setting plan, i.e. a sequence of routes which should be set by the traffic control system/
interlocking system.
Traffic state monitoring (TSM) represents the first stage of the traffic management process.
In the ON-TIME project the traffic state comprises all train positions and speeds in the traffic
management area. In order to provide this data, the TSM module collected all information
of type “TVDS occupied” and “TVDS released” and thereby follow the movement of trains on
the infrastructure which was modelled microscopically. With the algorithm described in this
paper, TSM estimates the current speed of all trains.
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Figure 1: Traffic State Monitoring (TSM) as part of advanced traffic management.
The traffic state information is input for traffic state prediction. At the heart of traffic
state prediction is a module for train running simulation [Jae14], which computes the future
evolution of each train’s position and speed and the future section occupation and release
times. These are used by conflict detection and resolution in order to identify conflicts
between train runs from overlaps in blocking times [Qua15]. Traffic state prediction and
conflict detection and resolution work with time precision of one second, i.e. an overlap of
block occupation times of a few seconds could be identified as conflict and lead to re-ordering
or re-routing decisions in the execution of traffic. The dependance of (discrete) decisions on
(continuous) train positions and speeds on a high precision level is the reason why the TSM
module plays a crucial role in traffic management systems.
2.2 Error analysis
The output of the TSM module is one important input into the traffic state prediction, which
uses the following input data [Jae14]:
• static speed profile (including temporary speed limits),
• static track properties like slopes or curves,
• static train properties like train acceleration and braking behaviour as well as its running
resistance,
• dynamic speed profile including restrictions from signal aspects and from ATP system,
• dynamic train routes
• current position and speed.
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It becomes clear that an error in the estimation of the current speed directly influences the
error of the prediction and thereby influences the decision, whether or not a conflict will occur
in a network. As CDR is executed cyclically in order to consider the latest traffic evolution,
wrong information about train speeds might lead to instable behaviour of the CDR algorithms.
In order to avoid this, reliable speed information is necessary for traffic state prediction.
This reliability can only be assured, if TSM is able to estimate train speed with small errors.
The maximum errors which could occur by wrongly estimated speeds depend on acceleration
and braking behaviour of trains on the track under consideration, i.e.
1. the maximum negative error occurs (delay), if the train is estimated to travel at maxi-
mum speed but actually stands still, the size of the time error depends on the accelera-
tion behaviour of the train.
2. the maximum positive error occurs (earliness), if the train is assumed to be standing
still, but actually travels at maximum speed. The size of the time error depends on the
braking behaviour of the train.
Figure 2 gives an idea about the magnitude of these errors in both cases on the example
of a passenger train (Dutch Intercity passenger train) and a freight train (heavy Swedish Iron
Ore freight train) on a flat track. Train speed has been normalized with respect to maximal
permitted speed of the train (passenger train: 140 km/h, freight train: 80 km/h).
It indicates that e.g. if the actual speed is 50 % of the maximal speed, the resulting time
error of the prediction will be 45 s for the freight train and 60 s for the passenger train (under
the assumption that the train is assumed to travel at maximum speed in the future).
Due to the non-constant acceleration behaviour (hyperbolically decreasing available ac-
celeration over speed) the acceleration error increases more than linearily between maximal
speed and 50 % of maximal speed. Even relatively small errors in speed estimation (20 %
with respect to maximal speed) could lead to prediction errors of 20 s. As the magnitude
of the error can reach values of more than one minute the importance of a reliable speed
estimation becomes obvious.
3 Problem formulation for real-time speed estimation
The original version of the algorithm for speed reconstruction based on track occupation
data was used to determine station entrance speeds by post processing [Gov05]. It has later
been extended to evaluate driving behaviour, conflicts and estimate energy consumption on
sections between consecutive stations including unplanned stops, but again for the purpose
of post-processing [Alb06; Alb10].
For the real-time application, some extensions had to be made. In order to be able to
explain these, the original basic concept is shortly described here: The motion of a train is
regarded as a dynamic process which can be described with acceleration a as control variable
and speed v and position x as state variables. If sections are sufficiently short, a constant
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Figure 2: Possible prediction errors for different train types.
value for train acceleration is assumed over each section. Then, acceleration and speed of the
train can be derived from track section occupation times and track section positions using
Newton’s law of motion in its discrete form:
xi+1 = xi + vi(ti+1 − ti) +
ai
2 (ti+1 − ti)
2, (1)
vi+1 = vi + ai(ti+1 − ti) (2)
for i ∈ {1, . . . , N} where N is the number of passed section borders. Here, the known
starting position of track section i is denoted with xi, the speed of the train at the section
entrance with vi and the average acceleration of the train on a section with ai. xN denotes
the separator at the end of the TVDS which the train last occupied, i.e. the one which the
train has not passed yet. The measured time when the train entered the track section shall
be denoted ti. It is assumed that the measured time is available in traffic control systems
with the precision of 1 s. Here we further assume that during the measurement process the
value of the real occupation time τi is rounded down to the full second ti = bτic. Other
rounding behaviour could be considered as well. Variables and indices used in the approach
are illustrated in figure 3.
vi+1 = vi + ai(τi+1 − τi),∀i ∈ {1, . . . , N − 1}. (3)
With these variables and equations (1) and (2), the following least-squares optimization
can be formulated: Values for the unknown variables vi(i ∈ {1, . . . , N}), ai(i ∈ {1, . . . , N−1})
and τi(i ∈ {1, . . . , N}) must be found, such that the travelled distance of a train between
two consecutive measurements (TVDS borders) corresponds to the actual length of the corre-
sponding TVDS:
Ji = vi(τi+1 − τi) +
ai
2 (τi+1 − τi)
2, ∀i ∈ {1, . . . , N − 1}. (4)
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Figure 3: Explanation of used variables for a speed estimation problem on three consecutive
TVDS.
That means, the quadratic error term
(Ji − (xi+1 − xi))2
shall be minimized (∀i ∈ {1, . . . , N − 1}). It should be noted that there is some redundancy
in the problem formulation concerning speeds: Only the entrance speed in the first section
v1 is an independent variable, the other speeds are computed using equation (2) based on
estimated occupation times and acceleration values.
As the search space is very large and contains many trajectories which minimize the
above mentioned position error, the actual objective function is extended to a weighted-sum
multi-objective form in the form of
Minimize
∑
i
o2i ,∀i ∈ {1, . . . , 4N + 1} (5)
where the different objectives oi are the following
• For each considered TVDS, the weighted positioning error is considered:
oi = w1(Ji − (xi+1 − xi)), ∀i ∈ {1, . . . , N − 1}. (6)
• The actual occupation times τi should be in the interval τi ∈ [ti; ti + 1). Instead of
considering this as additional constraint it is more convenient from an algorithmic
point of view to consider the difference of actual occupation time to the mean of the
assumed equal distribution of time measurement errors as part of the objective function:
oN−1+i = w2(τi − ti − 0.5)∀i ∈ {1, . . . , N}. (7)
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• In order to minimize wear-and-tear and energy consumption, heavy variations of train
speed are to be avoided in real operation whenever possible. Therefore, the difference
between two consecutive acceleration values shall be minimized as well:
o2N−1+i = w3(ai+1 − ai)∀i ∈ {1, . . . , N − 2}. (8)
• Exceeding maximal speed or speeds below zero shall be penalized as follows:
o3N−3+i =

w5vi for vi < 0,
w6(vi − vmax) for vi > vmax,
0 in all other cases
∀i ∈ {1, . . . , N}. (9)
It should be noted that we assume only one maximal speed here for the entire train run,
but an extension to using one maximal speed per TVDS can be done straightforwardly.
• For trains leaving from a planned stop in a station or trains arriving at a planned stop,
the estimated speed should be within limits which depend on station geography etc.
This can be considered by computing target start and end speed vs and ve (from train
running simulation) and penalizing deviations from it:
o4N−2 = w4(v1 − vs), (10)
o4N−1 = w4(vN − ve). (11)
• The information that a train has not yet entered the following TVDS at the current time
tcurr can deliver important input for the estimated speed, especially in the case of a
train having to slow down because of conflicts. This requires the following extension
of the objective function due to the real-time application of the algorithm. The current
speed is computed as follows:
dt = tcurr − τN , (12)
ds = vNdt+
aN
2 dt
2, (13)
vcurr = vN + aNdt, (14)
if the distance passed since occupying the last TVDS (N − 1) is bigger than the length
of the section, this overlength is penalized:
o4N =
w7(ds− (xN+1 − xN )) if ds > (xN+1 − xN ),0 in all other cases. (15)
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Furthermore, the resulting current speed is checked for consistency (above 0, below
maximal speed).
o4N+1 =

w8vcurr for vcurr < 0,
w9(vcurr − vmax) for vcurr > vmax,
0 in all other cases.
(16)
As the current speed estimation is only based on one measured track section occupation
time and the current time, different weights could be applied compared to the speed
estimation with known occupation times on both TVDS borders.
It should be noted, that the behaviour after the last passed section border is only derived
from the information that the train has not yet passed the next border. This situation
could have many different reasons, therefore we mainly use it for fine-tuning of the
speed vN (“if the train has not yet passed this border at this time, it cannot have passed
the previous border with a speed higher than vx”) and those at the section borders
before.
For the speed estimation in real-time, all section occupation events (with the data: time,
position, length of TVDS) are collected in an event list. For traffic state prediction, only the
current speed of the train, i.e. the last speed vN is important. During preliminary studies it
was found, that only a few previous events have an influence on the current speed, therefore a
fixed maximum number of section occupation events (here: five section occupation events) is
considered for the estimation of the current speed, i.e. whenever a train enters a new section
and a new event is added to the event list and the list becomes longer than the maximum
size, the earliest event is removed from the queue.
Speed estimations using this algorithm are only feasible if a minimum amount of infor-
mation has been available (here: minimum three section occupation events). Train speed
information from before a regular or unplanned train stop is hardly correlated with train
speed after such an event. Therefore the event queue is emptied with each train stop.
4 Validation in simulations
4.1 Integration in service-oriented traffic management architecture
The algorithm was integrated in a real-time service oriented architecture developed in the ON-
TIME project. It consumed the track vacancy detection section occupation events as provided
by the Traffic Management System architecture. The information about track section lengths
was taken from the railML description of the scenario under examination [RML14]. For the
TSM module, railML data on infrastructure, timetable and interlocking was needed. Whereas
infrastructure and timetable information had already been covered sufficiently by the railML
standard implementation (version 2.2), a new data schema (XSD schema) was developed
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Figure 4: Visualization of the HERMES railway simulator.
for the representation of interlocking information with significant involvement of the railway
signalling industry (Thales, Siemens, Alstom).
Railway infrastructure was modeled in a microscopic graph using switches and crossings
as nodes and all connections between them as tracks. The itinerary the train follows in the
network was described in the railML timetable as ordered sequence of tracks including a
description of the direction a track is driven on. A function was implemented to collect all
track section borders along this sequence of tracks and compute the length of each track
vacancy detection section based on the positions of the track section borders along the train
itinerary. The ID of the corresponding TVDS was taken from the interlocking description.
Furthermore, TVDS are identified where the train has to stop according to the timetable and
the corresponding speed limits for start and end speed can be derived.
If trains are re-routed, the routing is given in the so-called real-time traffic plan which
describes the sequence of TVDS the train is to take. As some TVDS (which contain one or
several switches) might have different lengths depending on the way the switches are passed,
it is necessary to get the route information in addition to the track vacancy detection section
ID: this needs to be provided by the conflict detection and resolution system.
The overall system concept was tested connecting the traffic management system to a
microscopic simulation system called HERMES provided by project partner Graffica Ltd., see
figure 4. This simulator published events like track section occupation and release events
as if coming from a real railway system. For driver behavior, the HERMES internal model
was used. The simulator allowed recording of simulated train speed at regular time intervals,
which was originally implemented for the integration of speed control algorithms, but could
be used here for the evaluation of the speed estimation algorithm.
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Table 1: Characteristics of the examined networks.
Network SB IO ECML NL
Network length 25 km 289 km 521 km 553 km
Number of track segments 31 195 586 1354
Number of TVDS 113 269 827 1613
TVDS with 2 borders 95 170 502 891
TVDS with 3 borders 16 91 305 612
TVDS with more than 3 borders 2 8 20 110
Average length of TVDS 207 m 1235 m 674 m 433 m
The algorithms were implemented in Java using the Apache commons math library
(commons-math3-3.0) and the implementation of the Levenberg-Marquardt algorithms in-
cluded therein for solving the least-squares optimization problem. The speed estimation itself
is stateless. Besides the actual optimization function, an additional function for computing
the Jacobian matrix (including the partial derivatives of the objective function) was provided
in order to improve convergence behaviour and thereby increase computation speed.
4.2 Simulation results
The algorithm was applied in simulation studies in four different railway networks:
• A sandbox example of four parallel tracks with (almost) equal and very short track
section length (SB)
• The Iron Ore line in northern Scandinavia between Kiruna in Sweden and Narvik in
Norway (IO)
• The East-Coast mainline in the United Kingdom in the area of Kings Cross station
(ECML)
• The Dutch railway network between Utrecht, Nijmegen and Eindhoven including the
railway node of s’Hertogenbosch (NL)
Major infrastructure characteristics of the networks with regards to TVDS and their lengths
are given in table 1. The average length of TVDS considers the sections which are actually
used by the operating trains, therefore the traffic characteristics is included.
Figure 5 shows an example for the measured speed error (difference of estimated speed
from algorithm and simulated speed) for an Intercity train in the Dutch railway network.
Almost 70 % of the estimated speeds have an error of smaller than 5 km/h. This corresponds
to a speed difference of less than 3 % with respect to the maximum speed which leads to time
errors in the consecutive prediction of less than 5 s.
Although the algorithm was not optimized for computation speed, it is able to produce
the information in a few milliseconds computation time on an Intel i5-4300U CPU @ 2.5 GHz.
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Figure 5: Speed deviation of an Intercity and a regional train in the scenario NL.
Figure 6: Comparison of real speed and estimated speed for an Intercity train in the scenario
NL.
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It can be implemented to be executed in parallel for each train and is therefore considered
applicable for real-world optimisation problems.
5 Conclusions
In railway networks with legacy traffic control systems which are not able to provide train
speeds, the described algorithm can fill this gap and deliver reliable estimations about train
speed in real-time. This presents a valuable input for the next steps of perturbation man-
agement, in particular for traffic state prediction. The algorithm needs only few input data,
does not require calibration for specific train types or tracks and is therefore quite robust to
implement and maintain. It is applicable to railway networks of different characteristics and
could therefore constitute an important building block of intelligent traffic management until
modern train protection systems like ETCS level 2 or CBTC are operational on significant
parts of the railway infrastructure.
Due to the nature of the detection systems, uncertainties in train speed computation re-
main especially around train stops. Here, a tighter integration of the described algorithm and
traffic state prediction systems (train running simulation) considering the actual maximum
speed, train characteristics and signal status information could lead to improved behaviour.
In order to further reduce the error of traffic state prediction, the main challenge is the
consideration of the dynamic speed profile of trains which partially depends on the predic-
tions of other trains and therefore on overall operation accuracy of the railways. Furthermore,
the speed supervision behaviour of ATP systems and operational rules need to be considered,
which still vary significantly in the different European railway networks. The modular opti-
mization environment proposed in the ON-TIME project represents a solid base to build upon
for this next step of improved traffic management.
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1 Einleitung
Im europäischen Eisenbahnnetz wird für die nächsten Jahre ein weiteres Wachstum der
Verkehrsnachfrage erwartet. In der Folge werden die negativen Wirkungen bestehender Ka-
pazitätsengpässe auf die Verkehrsqualität werden zunehmen sowie die Entstehung neuer
Kapazitätsengpässe erwartet. Zur Bewältigung dieser Herausforderungen wurden im EU-
Forschungsprojekt ON-TIME („Optimal Networks for Train Integration Management in Euro-
pe“) Ansätze für ein modular aufgebautes, operatives Verkehrsmanagement entwickelt. Fe-
derführend waren dabei die national agierenden Eisenbahninfrastrukturunternehmen (EIU)
Deutschlands (DB Netz), Großbritanniens (Network Rail), Schwedens (Trafikverket), Frank-
reichs (SNCF/ RFF) und Italiens (RFI)die die Forschungs- und Entwicklungsarbeit gemeinsam
mit 14 Partnern aus Industrie und Wissenschaft durchführten.
Verkehrsmanagement wurde dabei im weiterem Sinne behandelt: unter Betrachtung der
Prozesse der Fahrplanung, des Managements von Störungen sowie der zentralen Optimierung
von Fahrschaulinien zur Vermeidung ungeplanter Halte [Alb13].
Dieser Beitrag fasst die gewählten Ansätze für das Verkehrsmanagement bei kleinen Stö-
rungen zusammen, die in einem von der TU Dresden geleiteten Arbeitspaket entstanden.
Dieses lässt sich von der Disposition bei Großstörungen durch die bestehenden Möglichkeiten
des steuernden Eingriffs abgrenzen. Hier wurden folgende Steuermöglichkeiten betrach-
tet, die üblicherweise durch EIU ohne Rücksprache mit den Verkehrsunternehmen (EVU)
umgesetzt werden:
• Ändern der Reihenfolge der Züge
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• Ändern des Fahrwegs der Züge in Bahnhöfen und auf Strecken (z. B. Gegengleis, keine
weiträumigen Umleitungen)
• Auslassen nicht benötigter betrieblicher Halte (aufgrund geänderter Überhol- oder Kreu-
zungsbahnhöfe).
In manchen europäischen Ländern (z. B. Niederlande, Schweiz) werden zusätzlich Ent-
scheidungen zur Anschlusseinhaltung durch das EIU gefällt, Ansätze dazu wurden in ON-
TIME ebenfalls untersucht, sollen aber nicht Inhalt dieses Artikels sein.
Als wichtigste Zielstellung des Forschungsprojekts war zu prüfen, ob die bereits an ver-
schiedenen Forschungseinrichtungen entwickelten auf mathematischen Methoden basieren-
den Optimierungsansätze zur Disposition auch unter praxisnahen Bedingungen eingesetzt
werden können. Dazu wurde ein modulares Systemdesign für Eisenbahnverkehrsmanage-
ment mit standardisierten Schnittstellen entwickelt und in Echtzeit erprobt.
2 Modularer Aufbau
Kern eines Dispositionssystems sind Verfahren zur Konfliktlösung (KL), deren Aufgabenstel-
lung es ist, basierend auf einem aktuellen oder zukünftigen Verkehrszustand (Positionen
und ggf. Geschwindigkeiten der Züge im Netz) die Reihenfolge der Zugfahrten und deren
Fahrwege im Netz so zu ermitteln, dass keine Konflikte auftreten und die Abweichung des
Betriebs vom Fahrplan so klein wie möglich wird. Als Ergebnis der Konfliktlösung wird der
sogenannte mikroskopische Echtzeitfahrplan (engl.: „Real-Time Traffic Plan“, RTTP) gelie-
fert. Dieser enthält für jeden Zug die Reihenfolge der befahrenen Fahrstraßen sowie für jeden
Gleisfreimeldeabschnitt eine sortierte Liste der dort zu realisierenden Zugfahrten mit den
dazu einzustellenden Fahrstraßen. Der mikroskopische Echtzeitfahrplan muss deadlock-frei
sein.
Im Projekt konnte hier auf die existierenden Verfahren „ROMA“ des Projektpartners TU
Delft sowie „RECIFE“ – entwickelt am IFSTTAR (Lille) – zurückgegriffen werden, die bereits
seit einigen Jahren einen hohen Reifegrad bei der Optimierung von Offline-Szenarien (rege-
lungstechnisch: Steuerung) erreicht hatten. Es sollte nun herausgefunden werden, ob diese
Verfahren auch zur Echtzeit-Disposition (Online-Regelung) des Betriebs geeignet sind.
Dazu wurde definiert, dass die KL in festen Zeitintervallen (z. B. 30 s) ausgeführt wird. Die
Optimierung erfolgt dann innerhalb eines (parametrierbaren) rollenden Vorschauhorizonts
(z. B. 1 Stunde). Alle Züge, die innerhalb des Vorschauhorizonts den Abschnitt befahren,
werden für die Ermittlung des RTTP betrachtet. KL soll bei jedem Aufruf immer einen
neuen, bezüglich des gewählten Modellansatzes optimalen mikroskopischen Echtzeitfahrplan
erzeugen.
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3 Konfliktlösung mit ROMA
Das Verfahren ROMA besteht aus separaten Modulen für Reihenfolgeoptimierung und Fahr-
wegoptimierung, die iterativ zum Einsatz kommen [Qua13a], im Folgenden wird sich auf
einen Abriss des Verfahrens der Reihenfolgeoptimierung beschränkt. Dieses basiert auf einer
Problemformulierung als „alternativer Graph“, die häufig bei Problemen der Produktionspla-
noptimierung zum Einsatz kommt. Ein „alternativer Graph“ beschreibt Zugbewegungen als
Folgen von Knoten. Jedem Knoten i wird ein Zeitpunkt ti zugewiesen. Die Knoten sind durch
eine Folge gerichteter Kanten verbunden, die folgenden Typs sein können:
• Feste Kanten (Fix), die aufeinanderfolgende Aktionen desselben Zuges beschreiben.
Jede dieser Aktionen hat eine Prozessdauer pij , z. B. die erwartete Fahr- oder Haltezeit,
die der Kante zugewiesen wird.
tj − ti ≥ pij für alle (i, j) ∈ Fix, (1)
• Alternative Kanten (Alt) werden zwischen Aktionen platziert, bei denen die gleiche
Ressource genutzt werden soll (z. B. der gleiche Blockabschnitt). Diesen Kanten wird
die Mindestzugfolgezeit aij zugewiesen.
Eine Lösung des alternativen Graphen ist gekennzeichnet durch Auswahl einer Menge S an
Kanten, die jeweils genau eine der zu jedem Paar gehörigen alternativen Kanten beinhaltet.
Die Lösung ist deadlock-freie, wenn keine geschlossenen Zyklen positiver Länge enthalten
sind. Die optimale Lösung weist die kürzeste mögliche Länge (entspricht Produktionsdauer)
auf. Mathematisch lässt sich folgendermaßen ausdrücken.
min(tn − t0) (2)
tn ergibt sich aus der Lösung der Gleichung (3) sowie weiterer Randbedingungen [Qua13a].
Anhand des in Abbildung 1 illustrierten Beispiels mit drei Zügen in Zufahrt auf eine
Streckenzusammenführung soll dies genauer erläutert werden. Jedem Zug kann eine Zeile
Knoten mit festen Kanten zugeordnet werden, die Nummer der Knoten entspricht jeweils
der Nummer des Gleisfreimeldeabschnitts. Das Kantengewicht pi stellt die Fahrzeit auf dem
Abschnitt i dar. Den vom Startknoten 0 abgehenden Kanten werden die Anfangsverspätun-
gen dj der Züge bei Eintritt in das betrachtete Netz als zusätzliche Kosten zugewiesen. Die
Einhaltung der geplanten Abfahrtszeit am Halt nach Knoten 4 wird durch zusätzliche, mit
δk,Halt gewichtete Kanten (für k=A,B) sichergestellt, die vom Knoten 0 ausgehen. Weitere
feste Kanten verbinden die Knoten „Halt“ mit dem Ausgangsknoten n, wodurch die Ankunfts-
verspätung am Halt in die Bewertung aufgenommen wird. Die Gewichtung dieser Kanten
erfolgt mit dem Maximum aus der kürzesten Fahrzeit bis zum Halt τk,Halt sowie der geplanten
Fahrzeit bis zum Halt αk,halt. Nach dem gleichen Prinzip sind die Kanten vom letzten Gleisab-
schnitt * zum Ausgangsknoten n gewichtet. Züge A und B beanspruchen – wie im Gleisbild
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Abbildung 1: Beispiel eines einfahcen Eisenbahndispositionsproblems und zugehörige For-
mulierung als alternativer Graph.
und im alternativen Graphen sichtbar – beide die Fahrwegelemente 3, 4, 8 und *. Zug C
beansprucht ebenfalls die Elemente 8 und * und es kann dort zu Konflikten mit den Zügen A
oder B kommen. Auf all diesen Abschnitten muss jeweils eine der mit der Mindestzugfolgezeit
aij gewichteten, gestrichelt dargestellten Kanten gewählt werden.
Die Lösung des Reihenfolgeproblems erfolgt mit einem truncated Branch-and-Bound Ver-
fahren [Qua13b].
4 Konfliktlösung mit RECIFE
Im Verfahren RECIFE wird KL als gemischt ganzzahliges Optimierungsproblem verstanden
[Rod07].
Analog zur Problemformulierung in ROMA wird die Infrastruktur als Folge verknüpfter
Gleisfreimeldeabschnitte modelliert. Zusätzlich zum realen Netz der realen Gleisfreimel-
deabschnitte werden zwei künstliche Abschnitte tc0 und tc∞ eingeführt, die Eintritts- und
Ausgangsabschnitte aus der Infrastruktur definieren. Die Problemformulierung ist noch all-
gemeiner gehalten als bei ROMA: Es werden binäre Entscheidungsvariablen xt,r für alle
Kombinationen aus Zug t ∈ T und Fahrstraße r ∈ Rt definiert. Diese nehmen den Wert
1 an, wenn Zug t die Fahrstraße r nutzt, ansonsten 0. Für alle Paare von Zügen t und t′
und den von ihnen genutzten Gleisfreimeldeabschnitten tc ∈ TCt ∩ TCt′ werden darüber
hinaus die Variablen yt,t′,tc definiert, die den Wert 1 annehmen, wenn Zug t den Abschnitt in
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der Reihenfolge vor t′ nutzt (in allen anderen Fällen nimmt diese Variable den Wert 0 an).
Verspätungen werden für jeden zu einer Betriebsstelle gehörigen Gleisfreimeldeabschnitt
als kontinuierliche, nichtnegative Variablen Dt,tc definiert. Als Zielfunktion wird dann die
Summe aller Einzelverspätungen aller Züge (an Unterwegshalten) sowie die Summe der
Ausgangsverspätungen (bei Verlassen des Netzes) wie folgt definiert
min
∑
t∈T
Dt,tc∞ +
∑
s∈St
∑
tc∈T CSt,s
Dt,tc, (3)
wobei St der Menge der Betriebsstellen im Netz entspricht. Die Problemformulierung erfolgt
mittels einer Reihe von Randbedingungen [Pel14], die sich als Gleichungen oder Unglei-
chungen darstellen lassen. So werden u. a. geplante Fahr- und Haltezeiten modelliert und
die Verspätungsfortpflanzung zwischen Netzabschnitten, bei Übergang von Rollmaterial auf
andere Zugfahrten und bei Anschlüssen definiert. Somit ist in RECIFE die gleichzeitige
Betrachtung von Reihenfolge- und Fahrwegoptimierung möglich.
Mit dieser Art abstrakter mathematischer Formulierung kann ein allgemeiner mathema-
tischer Solver als Problemlöser zum Einsatz kommen. Kommerziell verfügbare Programme
wie CPLEX oder GUROBI sind auf die Lösung solcher Entscheidungsprobleme spezialisiert
und liefern gleichzeitig die Konfliktlösung und die prognostizierten Zeiten der Gleisbelegung
sowie die dazugehörigen Verspätungen.
5 Gemeinsam genutzte Module
Um die Verfahren online und in Echtzeit einsetzen zu können, wurden verschiedene innova-
tive Zusatzmodule entwickelt die der Integration der Optimierungskerne dienen.
• TSM (Traffic State Monitoring: Verkehrszustandserfassung): erfasst Besetztmeldungen
aller Gleisfreimeldeabschnitte und ermittelt daraus den Verkehrszustand (hier: Positio-
nen sowie Geschwindigkeiten aller Züge). Als aktuelle Position wird während der Fahrt
der Anfang des zuletzt vom Zug belegten Gleisfreimeldeabschnitts definiert. Mit den
Informationen aus der Infrastruktur über die Länge der Gleisfreimeldeabschnitte für die
konkrete Zugfahrt (in Abhängigkeit der Weichenlage) wird eine Schätzung der aktuel-
len Zuggeschwindigkeit durchgeführt (Betrachtung als nichtlineares Ausgleichsproblem
und Lösung mit Levenberg-Marquardt-Algorithmus [Alb07]).
• TSP (Traffic State Prediction: Zuglaufprognose): Hier wurde ein einfaches Verfahren
der Zuglaufprognose basierend auf der mikroskopischen Simulation der spitzen Fahr-
weise (zeitoptimale Fahrt) implementiert. In einer Vergleichsstudie wurden verschiede-
ne Verfahren zur Lösung der Bewegungsdifferenzialgleichungen des Zuges bezüglich
Genauigkeit und Rechenzeit miteinander verglichen [Jae14]. Die Anforderungen des
Projekts bezüglich Genauigkeit und Rechenzeit wurden am besten durch ein Zeitschritt-
verfahren erfüllt (Euler-Verfahren).
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Abbildung 2: Darstellung des Informationsaustauschs zwischen den verschiedenen mit der
Architektur verbundenen Optimierungsmodulen.
• AEF (Automatic Execution Function, Automatische Fahrstraßeneinstellung/ Zuglen-
kung): Die Fahrstraßeneinstellung erfolgt ausschließlich auf Grundlage des mikrosko-
pischen Echtzeitfahrplans und der darin definierten geplanten Zugreihenfolgen. Sind
alle zu einer Fahrstraße gehörigen Gleisfreimeldeabschnitte (Fahrweg und Durchrut-
schweg) frei und ist der laut Prognose früheste Einstellzeitpunkt vergangen, wird ein
Fahrstraßeneinstellwunsch generiert. Es wird davon ausgegangen, dass vor der tat-
sächlichen Einstellung einer Fahrstraße dann auf der Ebene der Sicherungstechnik die
dafür notwendigen Bedingungen geprüft werden, und eine dann noch nicht einstellbare
Fahrstraße solange im Speicher der Leittechnik verbleibt, bis alle Bedingungen erfüllt
sind.
6 Demonstrationsumgebung
Die einzelnen Module wurden über eine service-orientierte Architektur angebunden. Jedes
Modul kann Dienste der Datenlieferung abonnieren („Subscribe“) bzw. kann Dienste anbieten
(„Publish“). Der zeitliche Ablauf der Kommunikation zwischen den beschriebenen Modulen
ist in Abbildung 2 dargestellt.
Die vom Verkehrsleitsystem verschickten Gleisbelegungstelegramme (SectionOccupation)
bzw. Freimeldenachrichten (SectionRelease) werden durch das Architekturmodul abgegrif-
fen und den interessierten Modulen zur Verfügung gestellt (konkret: TSM und AEF). In
festen Zeitintervallen produziert das TSM-Modul mit den in der Zwischenzeit eingegange-
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Abbildung 3: Streckenansicht im Simulator Hermes, Log-Ausgaben der Architektur sowie
der darüber kommunizierenden Module Konflikterkennung und -lösung sowie
TSM und AEF.
nen Informationen das Abbild des aktuellen Verkehrszustands (CurrentTrafficState), das
Prognosemodul TSP schreibt diesen mit dem aktuell gültigen RTTP fort bis zu dem Zeitpunkt,
zu dem CDR voraussichtlich seine Optimierungsrechnungen beendet haben wird. Mit die-
sem Ausgangszustand (FutureTrafficState) berechnet CDR einen neuen RTTP, der erneut im
Prognosemodul um die prognostizierten Fahrstraßeneinstellzeiten angereichert wird (Enri-
chedRTTP). Das AEF-Modul zur Zuglenkung nutzt diese Prognoseinformationen zum Senden
der Fahrstraßeneinstellbefehle (SetRoute), die von der Architektur an das Leitsystem wei-
tergeleitet werden und dort umgesetzt werden, wenn die aus sicherungstechnischer Sicht
notwendigen Bedingungen erfüllt sind.
Um mit den Verfahren reproduzierbare Tests durchführen zu können, wurde die gesamte
Prozesskette (Zusammenwirken aller Module) sehr aufwändig vollautomatisiert.
Im Rahmen des Projekts trat das Simulationswerkzeug HERMES des Projektpartners Graf-
fica Ltd. (vgl. Abbildung 3) an die Stelle einer Leittechniksoftware. Dieses bildet als syn-
chrones Simulationsverfahren den Betriebsablauf mikroskopisch ab. HERMES sendete in der
Demonstration Telegramme zur Belegung und Freigabe von Gleisfreimeldeabschnitten, wie
dies von modernen Leitsystemen ebenfalls realisiert wird, und ist in der Lage, Fahrstraßen-
einstellwünsche zu verarbeiten.
Es wurden folgende Eisenbahnnetze mikroskopisch modelliert:
• Teil der East Coast Main Line in Großbritannien (ECML),
• Teil der eingleisigen Eisenerzlinie zwischen Kiruna (Schweden) und Narvik (Norwegen)
• Teil des niederländischen Eisenbahnnetzes zwischen Utrecht, Eindhoven und Nijmegen.
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Die Daten für die Netze wurden durch die EIU in unterschiedlichen Formaten bereitgestellt
und nach railML 2.2 transformiert [RML14]. Für die Infrastruktur (railML: infrastructure)
erfolgte die Modellierung als reines Knoten-Kanten-Modell. Im Bereich Fahrplan (timetable)
wurden neben den Ankunfts- und Abfahrtszeiten auch die Fahrwege der Züge mikroskopisch
genau und standardkonform hinterlegt, was bei der Modellierung der heutigen Fahrpläne
aufgrund fehlender Informationen einen hohen Aufwand erforderte. Im Bereich Fahrzeuge
(rollingstock) erfolgte die fahrzeuggenaue Modellierung aller Züge mit den geschwindigkeits-
abhängigen Zugkraft-/Bremskraft-Verläufen der angetriebenen Fahrzeuge sowie den Fahrwi-
derstandsgleichungen der Züge. Für die Modellierung der für die Optimierung wichtigsten
Elemente aus dem Bereich Sicherungstechnik wurde innerhalb der railML-Arbeitsgruppe „in-
terlocking“ ein erster Entwurf für ein Datenschema geschaffen. Dieser Entwurf erwies sich
als praxistauglich: Gleisfreimeldeabschnitte und Fahrstraßen wurden jeweils mit Bezug zu
den dazugehörigen Infrastrukturelementen (Signale, Achszähler, etc.) dargestellt.
Alle Module der Optimierung griffen ausschließlich auf diese railML-Daten zurück, die
über die Architektur konsistent bereitgestellt wurden.
7 Ergebnisse
Es konnte gezeigt werden, dass die Verfahren in allen Szenarien stabil und in Echtzeit laufen.
RTTPs aus aufeinanderfolgenden Aufrufen der KL wiesen dabei einen hohen Übereinstim-
mungsgrad auf [Qua13a]. Als Länge des Vorschauhorizonts für die KL wurden Werte von
30 min (bei dichtem Verkehr im niederländischen Eisenbahnnetz) bis 6 Stunden (eingleisige
Eisenerzlinie in Nordschweden) genutzt.
Im Projekt wurden u. a. folgende Bewertungskriterien definiert und mit HERMES ermit-
telt:
• Verspätungen: Diese wurden für alle fahrplanmäßigen Halte sekundengenau ausgewer-
tet, Verspätungen bei Stationsdurchfahrten wurden aufgrund der fehlenden Kundenre-
levanz nicht analysiert.
• Widerstandsfähigkeit einer Lösung, hier wurde das Zeitverhalten der Verspätungen
ausgewertet, im Einzelnen:
– Maximalwert der aufgetretenen Verspätung (Einheit: s)
– Integral der Summe aller aufgetretenen Verspätungen über der Zeit (Einheit: s2)
– Zeitdauer, nach der der maximale Verspätungswert im Netz nach Auftreten einer
Störung wieder unterhalb eines Grenzwertes liegt (Einheit: s)
Diese Auswertungen wurden für Simulationsläufe mit HERMES ohne Beeinflussung von
außen (Reihenfolge der Züge gemäß Fahrplan) sowie mit den entwickelten Optimierungsver-
fahren durchgeführt. Dafür wurden auf allen drei untersuchten Infrastrukturen verschiedene
Szenarien definiert wie z. B.:
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Abbildung 4: Zweitverlauf der Verspätung mit und ohne optimale Disposition (Summe und
ausgewählte Züge).
• Große Einbruchsverspätung einzelner Züge,
• Verschiedene kleine Verspätungen mehrerer Züge
• Langsamfahrstellen im Netz.
Es zeigte sich, dass die Optimierungsalgorithmen in der Lage waren, die Bewertungskrite-
rien im Vergleich zu dem im Simulationssystem integrierten Verfahren in allen untersuchten
Szenarien deutlich zu verbessern.
In Abbildung 4 sind beispielhaft Verspätungsverläufe in einem Szenario der ECML (Abfahrts-
bzw. Einbruchsverspätungen mehrerer Züge) mit und ohne Optimierung dargestellt. Auf-
grund der reduzierten Verspätungen der ausgewählten einzelnen Züge im Szenario mit Opti-
mierung enden die Liniendarstellungen früher im Vergleich zu den Graphen ohne Optimie-
rung. Die zu einem bestimmten Zeitpunkt auftretende Verspätungssumme lässt sich durch
den Einsatz der optimalen KL in vielen Fällen deutlich verringern. Die Dauer bis zum Abklin-
gen der Gesamtverspätung kann aufgrund der Natur des Szenarios nicht reduziert werden.
In der Lösung der einzelnen Szenarien zeigten sich insbesondere bei der Eisenerzlinie
aufgrund der dort nur sehr geringen Anzahl von Eingriffsmöglichkeiten (an den Kreuzungs-
bahnhöfen) starke Ähnlichkeiten zwischen den mit ROMA und RECIFE erhaltenen Lösungen.
Quantitativ unterschiedliche KPIs lassen sich durch die beim jeweiligen Verfahren eingesetz-
ten Zielfunktion erklären: der Maximalwert der aufgetretenen Verspätung wird in vielen
Fällen durch ROMA deutlicher verringert, beim Verspätungsintegral liefert RECIFE häufig
bessere Werte.
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Abbildung 5: Darstellung des mikroskopischen Echtzeitfahrplans als prognostizierte Zeit-
Wege-Linie im Produktivsystem des Projektpartners Ansaldo STS (mit schema-
tischer Streckendarstellung).
Die mit HERMES ermittelte Vergleichsbasis (ohne Optimierung) ist rein theoretischer
Natur, daher können die ermittelten Ergebnisse nur Anhaltspunkte für eine prinzipielle Wirk-
samkeit der Algorithmen sein. Für realistische Aussagen – „Was bringt optimales Verkehrs-
management in meinem Bahnbetrieb?“ – müsste das tatsächliche Dispositionsverhalten der
Disponenten als Vergleichsgrundlage genommen werden. Dies könnte z. B. durch Interaktion
mit dem Simulationsmodell umgesetzt werden.
8 Zusammenfassung
Im Projekt ON-TIME konnte gezeigt werden, dass ein modulares automatisches Verkehrsma-
nagement auf der Basis mathematischer Optimierungsverfahren in Echtzeit realisierbar ist.
Für die Modellierung der quasi-statischen Daten hat sich das Format railML bewährt. Eben-
so konnte die Tauglichkeit der für die dynamischen Datenaustauschprozesse entwickelten
Konzepte des mikroskopischen Echtzeitfahrplans und des Verkehrszustands nachgewiesen
werden. Um realistisch Einsparpotenziale mit Hilfe von Simulationen abschätzen zu kön-
nen, sind diese um wirklichkeitsnahes Verhalten von Fahrdienstleitern und Fahrpersonal zu
erweitern.
Die im Projekt geschaffenen Softwarewerkzeuge stehen zur Integration in reale Verkehrs-
managementsysteme bereit. Die erfolgreiche beispielhafte Anbindung von typischen Leit-
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stellensystemen wie einer dynamischen Zeit-Wege-Linie oder einer schematischen Strecken-
darstellung wie in Abbildung 5 zeigt, dass dies möglich ist. Setzen sich die geschaffenen
Schnittstellen auch in der Praxis durch, so wird es möglich sein, Hard– und Softwarekompo-
nenten der Leittechnik langfristig zu nutzen, die Verfahren zur Betriebssteuerung jedoch in
kurzen Intervallen an den Stand der Wissenschaft anzupassen und damit immer genauere
Modelle oder bessere Optimierungsansätze zu nutzen.
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Abstract
Nowadays the growing attention to environmental issues has produced a higher interest on
the transport service energy consumption. The main objective of this article is to explain the
development phase of a driver advisory system (DAS) for public transportation, thus enhanc-
ing the energy effectiveness driving of trams and busses. The basis of energy consumption
reduction is the control and management of vehicle acceleration. DAS takes into account
the condition of the path and gives suggestions to the driver about the optimal speed and
reaching it by using a minimal amount of energy. The system is based on a non-built-in solu-
tion, which can be flexibly adapted to the specific transport systems of a city, using different
vehicles and data transmission models.
Keywords: energy consumption, driver assistance system, driver advisory system, optimal
speed
1 Introduction
One of the global challenges is to minimize energy usage and to reduce the emission of
vehicles [Eur11], which is proportional to the amount of used energy itself. The most inno-
vative aspect of the project is the simplicity and flexibility of the system: while other recent
experiments need new infrastructural elements, new vehicles or embedded equipment, hence
in some countries a new certificate, the solution is a smart platform running on stand-alone
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Table 1: Competitors and solutions in this area.
company/
project
system description and results differences regarding
our approach
Knorr-
Bremse
LEADER:
- elaborates the best run for energy saving con-
sidering the timetable,
- energy saving and lower wear and tear
system for train (freight
and passengers)
TTG Energymiser:
- optimized advices to drivers of trains,
- helps to minimize energy consumption and
maintain correct schedules,
- savings from 9 % to 14 % for freight trains
only for trains
Rail-Energy - optimized railway operation,
- reduction of the life cicle and operational costs,
CO2 emission,
- target: 6 % reduction of energy consumption
by 2020
not considering urban
transport
EcoRails - decision support system for regional rail trans-
port,
- considering manual for energy efficiency and
environmental aspects
no practical results, only
guidelines
VTT driver advisory system:
- speed suggestion, advising when to accelerate
or decelerate,
- prevent congestion on bus routes by controlling
distance between vehicles,
- 4.5 % of fuel consumption reduction
not considering public
transport and no connec-
tion to traffic lights
Scania Driver Support:
- hints and analysis of driving style using on
board sensors,
- enhanced driver performance and techniques,
- 11 % fuel saving
not considering current
traffic situation and pub-
lic transport
Volvo Bus-I-Coach:
- on board unit monitoring driving parameters,
- real-time feedback about driving status,
- improvement of driving style and fuel efficiency
not considering current
traffic situation and pub-
lic transport
INAVET smarttrains DAS:
- driver advisory system with recommendation
of acceleration,
- calculating optimal time for switching between
several driving schemes,
- dynamic recalculation, if deviation from opti-
mised trajectories is detected,
- about 10 % energy saving
system for trains
adopted for trams
by research partner TU
Dresden;
already in regular oper-
ation, roll-out following
soon
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commercial devices, such as smart-phones. A prototype of the system has already been real-
ized and experimented in an urban environment, but the system has an additional potential
if combined with other ITS components, such as traffic light controllers cooperating with
public transport vehicles’ input. The idea of the concept for an energy optimal public trans-
portation network is a standardization of the driver advisory system (DAS) in order to ease
the application in any European city.
2 Related work
Concerning the energy optimization of public transport, main orientation of research is
trajectory optimization. These researches focus on how to develop optimal speed profiles,
and on its basis, optimal timetables by controlling or advising driving behaviour, both in
rail [Bin12; Miy10; Su13] and road systems [Men11]. Rail systems provide more closed
condition, and this is the reason why the market of driver advisory systems (DAS) is mainly
focused on rail operations [Alb13; Alb11]. The simplest systems provide timetable delays
information and some generic advice to the driver of the train. More advanced solutions
provide dynamic advice on how to drive the train in an energy-efficient manner with regards
to a pre-defined timetable. More advanced systems aim at optimizing flows of complex rail-
system by dynamically re-planning the timetable in order to avoid conflicts. These systems
are still at concept stage in a limited number of countries, such as Switzerland and Germany.
Only one system is known to rely on dynamically adopted timetables at least of single trains.
Road transport systems, and in this case including tram systems, mainly operate under
more disturbed circumstances, as a result of the numerous individual drivers. Therefore,
trajectory optimisation is more challenging, which leads to few complex solutions on this
market. In the field of bus and coach manufacturing several driver advisory systems are
available, but they are rather conceived to manage fleet and control driving style and offer
real-time DAS in exceptional cases only.
3 Concept
The conception involves studies of preconditions and achievable benefits for the application of
DAS functionalities. A general, independent solution has to be specified and standardized in
order to assure the simple use of DAS in real cases. The goal is to avoid new standardization
procedures and certification of the vehicles for transport companies or municipalities adopting
the DAS solution on their fleet in every different city.
The analysis phase will result in a service, which is thought to be used by transport
companies EU-wide both, those already adopting on-board devices and companies without
any control system. The added result is a seamless, user-friendly and reliable solution serving
energy efficiency, conceived to be extended to buses fleet management. The specific goal for
bus lines, besides the emission reduction, is the increase of the capacity of the lines.
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Table 2: Stages of energy-efficient driving in public transportation systems.
Stage Description State
0 Basic approach: Trams and busses are operated based on
planned timetable.
Past
1 Driver advisory system: some functionality realized, but not
optimized for stopping at traffic lights, and not corresponding
dynamic changes (e.g. timetable deviation). Historical data
are used to point out high energy consumption routes; this
approach doesn’t assure an increase of efficiency, because it
does not imply a dynamic optimization of traffic lights.
Realized
2 Optimisation for the most probable situation: suitable for fixed
time as well as fully traffic actuated traffic light controllers,
but not dynamic (e.g. in case of timetable deviation).
Pilot system (in
Dresden)
3a Optimisation of the trajectory: using real-time information of
traffic actuated control and traffic data allows the optimization
for the following intersection [Kru14].
Proposed system
3b Optimisation at the intersection: Influence of traffic light con-
troller in order to increase the number of possible trajectories.
Not only forecasting a new state of the traffic light, but requir-
ing a special time slot for the vehicle [Gas13].
Proposed system
(Requires 3a)
3c Optimisation at the stop: Hold trams at stations letting more
passengers to get on, if the trajectory to the following station
recommends this suggestion. Provides a countdown for depar-
ture to the driver and gives advices about earliest departure
[Bin13].
Proposed system
(Requires 3b)
3d Optimisation for the whole section between two commercial
stops: Use stop optimisation for commercial starting stop, use
traffic light optimisation for first traffic light after commer-
cial starting stop, use trajectory optimisation for section to
next (potential) stop; use traffic light optimisation for each
occurring traffic light before next commercial stop and – if
non-commercial stops cannot be avoided completely – use tra-
jectory optimisation between each pair of stops [Alb10].
Proposed system
(Requires 3c)
4 Bus priority: The extension of stages 3a-3b-3c (and even 3d)
to buses. This problem isn’t just an application of the same
procedures to another field, because this system is more flex-
ible: due to operational needs buses have flexibility in route
choice (except stops), can choose different trajectories particu-
larly along streets with more than one lane, they can overtake
and they have a much bigger interaction with private traffic.
Future plans
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A rulebook is also to be developed in order to take into account the specific features of
different European cities and support possible stakeholders in the evaluation of a financial
investment. The rulebook will provide recommendation on the level of achievable success in
case of the adaptation of the system. The level of success depends on the urban context where
the system would be installed (e.g. traffic light control system, ITS and traffic management
systems for private traffic).
Similar systems have been already tested (stage 1), but they implement only a simple
logic: if the approaching tram is late, the following traffic light is forced to green, no matter
the current traffic light program and the consequences on private cars traffic. In stage 2 a
new autocorrelation-based method will be developed for prognosis on fully traffic-actuated
traffic lights. The novelty of the proposed approach starts at stage 3.
To establish the sub-stages of stage 3 each of the optimisation tasks has to checked against
requirements of the transport company (e.g. should extended dwell times caused by traffic
lights be used for longer passenger changes), technical issues of the installed operation control
system/ITCS (e.g. which accuracy or refresh rate of position and velocity data is provided
for the trams), organisational questions (e.g. is traffic light forecasting possible and will it be
provided to the transport company). Each of the detailed sub-stages helps to achieve a new
potential of energy savings.
Stage 4 might be subdivided into sub-stages as well. Each of the sub-stages a) to d) has
to be specified for the fourth stage again. As preconditions and constraints of tram and bus
system differ, each of the sub-stages has to be checked and handled separately.
4 Method
Operating public transportation service implies losses caused by energy conversion from
electric to kinematic energy (e.g. friction), which has no benefit for the intended purpose; in
the conventional case a portion of the energy is used for the braking process. If the vehicle
is equipped with a recuperation system, it might save a part of the lost energy in its own
energy storage (and in case of electric driven vehicles it might give back some energy to the
infrastructure), but some loss still remains.
The concept is to focus on the consumed energy and not on lost one: the DAS system uses
only the really needed energy, therefore it is achievable that the energy loss does not occur,
because no unnecessary acceleration or braking process is performed (figure 1).
From a theoretical point of view, it would be possible to use the possible minimum en-
ergy rate, but the optimization of a public service should take into account other factors,
e.g. timetable. Therefore the final trajectory fits the most energy-saving solution under these
conditions.
Figure 2 illustrates several trajectories depending on the departure time at the previous
stop: in general, there is a single solution to the problem of finding the best solution: each
condition implies a set of possible runs with different energy consumption rate, regularity and
travel time. For example an early departure from the PT stop is compatible with a slow-energy
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Case 1:
conventional
braking/unused
100%
E [Wh]
0%
Case 2:
with recuperation
Case 3:
with DAS
recuperated
saved by 
recuperation saved by DAS
prevented
loss due to energy 
conversion 1 from 
electric to 
cinematic energy
as overall 
consumption is 
reduced, even loss 
for conversion 1 is 
reduced
loss due to energy 
conversion 2 from 
cinematics back to 
electricity
= energy consumption for the same operational scenario
<100% = ?%
Figure 1: Potentials for increasing energy efficiency.
saving run (light grey line), but if the driver waits longer because of passenger interchange,
the running time reserve declines, and respectively approaching speed will increase (upper
dark lines). In this situation DAS could suggest the driver to slow down in order to save
energy (coasting, dotted line), letting the vehicle avoid a stop at the traffic light anyway. On
the other hand, the driver leaving the bus stop early and driving on the same fast run (lower
dark line) reaches the traffic light when it’s still red.
The system implements a control solution by indicating (as output) to the driver the
speed which allows an optimized trajectory and results in a smooth run (figure 3). It is a
mobile phone based application, which uses traffic control data in order to calculate the best
trajectory (energy efficient and fulfilling constraints of the operator) for public transportation
vehicles. Data needed are different for type and application:
• Infrastructural: location (GNSS-based coordinates of GPS/Galileo), max speed, curve
radius, position of switches,
• Vehicle details: traction curve/model, braking curve/model, curve/model representing
the degree of efficiency in case of recuperation, weight, number of passengers,
• Operational rules: minimum recommended speed, constraint and condition for drivers,
recuperation possibility,
• Dynamic data related to the context: trajectory and current speed (near past, present
and near future), traffic light states.
The rulebook considers the possible levels of control accomplished in the different installa-
tion contexts, that is different kind of cities and public transport networks, and describes the
general financial involvement for the possible customers. The expression “different contexts”
refers to various conditions that a city could provide, as traffic management ITS, remote
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Figure 2: Valid solutions for possible trajectories and optimal trajectory for the selected solu-
tion.
Figure 3: System description.
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traffic light control system, real-time traffic data, control of public transport system regularity
(ITCS), nature and amount of historical data available. All these data are not mandatory
for the system to produce an output, but the reliability of the results enhances with the
availability of these components.
Obviously the system doesn’t substitute the driver himself, who remains responsible for his
actions. The DAS is non-critical for the adherence of safety rules. Requirements concerning
availability, accuracy and connection are due to the internal requirements or compliances of
the public transport companies only. Referring to the experience made in Dresden, the usage
of the system is expected to result in increasing safety, as drivers have a more comfortable and
smooth ride. In terms of compensation the deployment of DAS instances has to be observed,
preparatory education of drivers is recommended and it has to be considered as cost factor
within the deployment phase.
The concept expands an existing technology already tested in two urban contexts (Dresden
and Leipzig), where a first prototype was developed and applied for testing a tram line.
Particularly the Nord-Süd-Verbindung (North-South-Corridor) project in Dresden helped to
develop the first stages of this technology. The current stage demonstrates that the DAS
aided approach for energy efficient and operationally optimized driving is suitable for the
application within regular environment: On 2 km of the whole corridor (10 km) 5 of the
planned 20 traffic light controllers have already been upgraded and 3 of the planned 12
stations/stops are covered by the DAS. After testing with 12 equipped vehicles the very high
acceptance by the drivers led to an accelerated field operational test with more than 100
vehicles. Nevertheless, at this time each project is a city-specific prototype which requires full
development from scratch and is therefore very expensive. The goal of the proposed concept
(and especially the rulebook planned) is to generalize the experience in different operational
environments.
5 Steps of development
In the first step of the realization the attention is focused on the pilot experience of Dres-
den tramway lines in order to share with the other partners the successful aspects and the
problems faced during the development. Public transport drivers have to be involved in a
survey about their perception and preferences, pointing out the safety aspects connected to a
possible lack of attention. Furthermore the following aspects have to be taken into account:
• State-of-the-art analysis of tram control systems:
The aim here is to focus on weak aspects already faced by existing systems, and to highlight
good aspects, which should be preserved.
• Analysis of the priority model:
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The success of the system is strongly related to the identification of the public transport
priority model used at intersections where the trajectories of public transport routes and the
private traffic conflict.
• Development of a micro-simulation model:
The best solution has to be found by using micro-simulation modelling with the aim of
analysing the possible consequences of different priority rules on traffic. The micro-simulation
is suggested to be based on SUMO, as this open-source tool allows the implementation of
actual operating principles of the control systems. Moreover it supports the forecast of car
emission levels and is particularly adoptable to the new needs of energy efficient driving
algorithms.
In the next phase the model has to be developed for every test-field, always applying the
same standardized methodology:
• Planning phase:
This Phase aims at prevention of hard testing in real-life situations and extraction of
data/indicators about consequences on private traffic.
• Impact assessment:
The model includes a feasibility analysis in order to evaluate the general cost of the DAS
on the urban transport system. As the transportation system is considered as a whole, it
includes the behaviour of public transport vehicles and private cars, too.
• Rulebook support:
The sensitivity and usability of results obtained in different contexts can be quickly eval-
uated. This is the basis for the rulebook provided to transport operators, so for every new
installation a minimum set of data should be given back as input for the rulebook. This
iterative approach should help to extend the database the rulebook is based on and therefore
helps to increase quality and reliability of pre-deployment prognosis.
• Design phase:
Standard optimal driving schemes are defined and compared with current energy usage.
The appropriate way of measuring the energy consumption is still under definition.
• Risk analysis:
Generally the introduction of a new system always involves different risks. The first is
the acceptance of the system itself by the drivers, which has got primary importance in the
exploitation of the system’s benefits. To achieve a very good acceptance the DAS should
provide usable, reliable and easy to understand information. This goal can be reached with
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a well-designed and extensively tested algorithm, furthermore with an ergonomic and user-
friendly user interface. The hardware should be reliable, because the frequent failure of
the system causes quick loss of confidence. Another (additional) way to achieve the goal
could be the motivation of the drivers, introducing a reward if they change their driving style
following the DAS suggestion. Operating under safety related conditions, the system requires
careful planning: several hazards have to be taken into account, such as driver distraction,
which can be avoided with a proper user interface and appropriate training.
6 Conclusion
Providing public transportation service has a general cost for the community, which is usu-
ally considered as a social investment. The presented concept aims to solve the problem of
reducing energy consumption and carbon footprint by smart and sustainable use of a “sim-
ple” system. By realizing the presented idea, the energy consumption of public transport
vehicles can be radically lowered, keeping or even improving high regularity standards. The
system tells the driver when to accelerate and if wished when to brake in order to reach the
intersection at the right moment (e.g. when the green light is assured).
On one hand the solution has an effect on the environment because of the emission
reduction, but on the other it is of high importance for transport companies given the direct
cost reduction. Secondary effects have additional impact: smoother rides, more reliable
travel times and, in general, a better image of public transport. This may help to raise or at
least to keep passenger numbers, which contributes to a more eco-friendly modal split.
The development of DAS isn’t just an experimentation of a new driver advisory system,
but aims at standardising the system itself and the feasibility analysis required to extend its
usage in different urban contexts. This goal is pursued by developing a rulebook, which is
intended to support the stakeholders in their decision and evaluation processes. Based on the
rulebook, it furthermore becomes possible to categorise several DAS approaches as they have
been mentioned in this paper. This would additionally help cities and transport companies
to find suitable solutions for their special urban context.
References
[Alb10] T. A L B R E C H T, C. G A S S E L, A. B I N D E R, and J. van L U I P E N: “Dealing with op-
erational constraints in energy-efficient driving”. In: IET Conference on Railway
Traction Systems (RTS 2010). Birmingham, Apr. 13–15, 2010. D O I: 10.1049/
ic.2010.0028.
[Alb11] T. A L B R E C H T, A. B I N D E R, and C. G A S S E L: “An overview on real-time speed
control in rail-bound public transportation systems”. In: 2nd International Con-
ference on Models and Technologies for Intelligent Transportation Systems. Leuven,
86
A concept of an energy optimal public transportation network
Belgium, June 22–24, 2011, paper ID 053. U R L: http://www.mech.kuleuven.
be/MT-ITS2011/download/proceedings.html.
[Alb13] T. A L B R E C H T, A. B I N D E R, and C. G A S S E L: “Applications of real-time speed
control in rail-bound public transportation systems”. In: Intelligent Transport
Systems, IET 7.3 (2013), pages 305–314. I S S N: 1751-956X. D O I: 10.1049/iet-
its.2011.0187.
[Bin12] A. B I N D E R and T. A L B R E C H T: “Predictive Energy-Efficient Running Time Con-
trol for Metro Line”. In: CASPT12 - Conference on Advanced Systems for Public
Transport. Santiago, Chile, July 23–27, 2012.
[Bin13] A. B I N D E R and T. A L B R E C H T: “Timetable Evaluation and Optimization under
Consideration of the Stochastical Influence of the Dwell Times”. In: Proceedings
of the 3rd International Conference on Models and Technologies for Intelligent
Transportation Systems 2013. Edited by T. A L B R E C H T, B. JA E K E L, and M.
L E H N E R T. Volume 3. Verkehrstelematik. Dresden: TUDpress, 2013, pages 471–
481. I S B N: 978-3-944331-34-8.
[Eur11] E U R O P E A N C O M M I S S I O N: “White paper – roadmap to a single European
transport area towards a competitive and resource efficient transport system”.
In: SEC. Volume 359. COM/2011/0144 final. 2011. U R L: http : / / eur -
lex.europa.eu/LexUriServ/LexUriServ.do?uri=COM:2011:0144:FIN:en:
PDF.
[Gas13] C. G A S S E L and J. K R I M M L I N G: “Effects of Cooperative Traffic Signals on
Tramway Operation”. In: Proceedings of the 3rd International Conference on
Models and Technologies for Intelligent Transportation Systems 2013. Edited by
T. A L B R E C H T, B. JA E K E L, and M. L E H N E R T. Volume 3. Verkehrstelematik.
Dresden: TUDpress, 2013, pages 301–310. I S B N: 978-3-944331-34-8.
[Kru14] M. K R U M N O W, P. L E W E R E N Z, R. R I C H T E R, T. S C H U B E R T, and S. U E B E L :
“Using Online Data from Local Traffic Management Centres to Assist an Energy-
Efficient Driving Behaviour”. In: 3rd International Conference on Energy Efficient
Vehicles - ICEEV 2014. Dresden, June 24–25, 2014.
[Men11] F. M E N S I N G, R. T R I G U I, and E. B I D E A U X: “Vehicle trajectory optimization
for application in ECO-driving”. In: 2011 IEEE Vehicle Power and Propulsion
Conference. Chicago, Sept. 6–9, 2011, pages 1–6. D O I: 10.1109/VPPC.2011.
6042993.
[Miy10] M. M I YATA K E and H. K O: “Optimization of Train Speed Profile for Minimum
Energy Consumption”. In: IEEJ Transactions on Electrical and Electronic Engineer-
ing 5.3 (2010), pages 263–269. I S S N: 1931-4981. D O I: 10.1002/tee.20528.
87
Aspekte der Verkehrstelematik – ausgewählte Veröffentlichungen 2015
[Su13] S. S U, X. L I, T. TA N G, and Z. G A O: “A Subway Train Timetable Optimization
Approach Based on Energy-Efficient Operation Strategy”. In: IEEE Transactions
on Intelligent Transportation Systems 14.2 (2013), pages 883–893. D O I: 10.
1109/TITS.2013.2244885.
Corresponding author: Andreas Kretschmer – contact via: Technische Universität Dresden, Fac-
ulty of Transport and Traffic Sciences “Friedrich List”, Chair of Traffic Control and Process Au-
tomatisation, phone: +49 351 463-36784, e-mail: vlp@tu-dresden.de
88
Energy-efficient routing strategies based on
real-time data of a local traffic management
center
Anja Liebscher, Mario Krumnow, Jürgen Krimmling, Falk Hanisch, Bernard Bäker
Technische Universität Dresden
The paper was published in: Budapest University of Technology and Economics (BME) (Edi-
tor): Proceedings of the 4th International Conference on Models and Technologies for Intelli-
gent Transportation Systems (MT-ITS) 2015. Budapest, 2015, pp. 74–80. I S B N: 978-963-
313-142-8.
Abstract
Electric cars form nowadays a competitive alternative to conventional cars with combustion
engine. Unfortunately, there is still the problem of a relatively short range electric cars are
able to reach which makes it quite unattractive to costumers. Many research projects deal
with this issue to increase the range by following different approaches. E-City-Routing is one
of those projects aiming to develop an energy-efficient routing algorithm especially for urban
areas with its test field in Dresden, Germany. Thereby not only vehicle- and infrastructure-
related impact factors are considered. Also dynamic traffic data provided by the local traffic
management center such as current traffic situations and traffic signal states are taken into
account in order to route electric cars with a minimum energy consumption through the city.
Keywords: routing; algorithm; electric car; e-mobility; ITS; traffic management center;
Dresden
1 Introduction
The German government aims that one million electric cars will be driving on German
roads by 2020. But it seems those vehicles are in the eyes of Germans not as attractive as
expected. This is due to the short range an electric car is able to reach with its charged
battery. Many people are afraid they won’t get to their desired destination since charging
stations within the country are quite rare as well. Car manufacturers recognized this lack and
tried to improve specific components of the vehicle such as the electric engine or the battery
capacity. Unfortunately these improvements did not lead to a range comparable to the one of
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a conventional vehicle with combustion engine. The government holds on to its goal in terms
of several funded research projects dealing with the question: How to increase the range of
electric vehicles?
E-City-Routing is one of these funded projects which runs from 2013 until 2015 at the
Technische Universität Dresden. It aims to increase an electric car’s range in urban areas using
an energy efficient routing system. The developed algorithm is neither looking for the fastest
nor for the shortest route but searches for the one with a minimum energy consumption
considering the current and predicted traffic situation. This project is being processed in
Dresden where traffic information are being provided by the local traffic management center.
2 State of the art
Energy-efficient routing algorithms especially for electric cars are being focused more and
more. People are afraid not to reach their desired destination due to a relatively short range
of electric cars. This fear could be reduced e.g. by consulting a routing system which is
able to estimate needed energy consumption for a specific route. Besides E-City-Routing,
more research concerning energy-efficient routing has been undertaken. EMPORA (E-Mobile
Power Austria) for instance is an Austrian project that has dealt with such a routing system
[EMP15].
The base for all routing algorithms is the transformation of a real road network to a
mathematical model. Therefore, the representation as a directed graph model has been
proved to be successful. Dijkstra’s algorithm is probably the most known shortest path
algorithm and many different speedup techniques have been developed successfully. [Del09;
Sch08] However most of the today well-known graph based routing algorithms rely on both
time-independent and nonnegative edge weights as they usually represent travel times along
the edges between the nodes. [Del09; Neu10] If the routing is not intended to be based on
predicted travel time but on the basis of the estimated energy consumption and the possibility
of recuperation of an electric vehicle should be observed, negative edge weights are possible.
The inclusion of dynamic traffic data also leads to time-variant edge weights. There are only a
few papers which deal with time-dependent and non-negative edge weights. [Del09; Sch14]
In this paper, an algorithm is presented, which allows to consider both time-dependent traffic
data and non-negative edge weights.
3 Routing algorithm
The energy-efficient routing is based on a graph model with nodes and directed edges in
order to reproduce real road networks. Each edge obtains a time-variant and multicriterial
edge weight representing the edge’s current energy consumption which is based on several
impact factors. The following sections introduce relevant impacts as well as the used routing
algorithm.
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3.1 Cost function
The cost function being created forms the calculation basis to determine a specific weight for
each edge depending on energy needs. These values have to be time-variant and multicriterial
since several static as well as dynamic factors need to be considered. Relevant parameters
influencing energy consumption are either vehicle- or road-based. The determination of
the energy consumption of a vehicle, which has to overcome several driving resistances for
propulsion, is based on a physical model. This model calculates the energy consumption by
the driving resistance equation and considers the following influences:
• rolling resistance
• air resistance
• slope resistance
• acceleration resistance
• power losses of the transmission
• losses due to wheel slip
• demanded power of the auxiliary units
The sum of all these losses is the effectively required power for propulsion. Based on
driving resistance equation route-related parameters that affect the energy consumption can
be derived. Those are:
• road slope (time-independent)
• vehicle speed (time-dependent)
• vehicle acceleration (time-dependent)
• journey time (time-dependent)
• road surface (time-independent)
After identifying vehicle-based impact factors, it is necessary to have a look at the road
itself. Therewith, road characteristics should be determined in order to weight the networks’
edges regarding to energy consumption depending on these specified characteristics. In
doing so, roads’ features can be subdivided into static and dynamic ones. The topology of
roads as a static characteristic describes basic attributes such as length, width, gradient and
number of lanes as well as the number of junctions which can be controlled by traffic light
signals or not. But not all of the mentioned attributes are important with regard to energy
consumption. Dealing with electric cars, the road’s gradient seems to be essential to know.
This is because electric cars have the ability to store regained energy during the recuperation
process. Basically not only electric cars but also conventional cars are able to recuperate.
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Nevertheless, only an electric car with its powerful electric motor is able to store and use
its regained energy noticeably. Energy can be reclaimed significantly through recuperation
while driving downhill due to the additional downhill-slope force. It follows that roads with
negative gradients have a positive effect to energy consumption. On the other hand, it needs
to be considered that more energy will be spend while driving uphill than a trip on a flat
road. With regards to the energy consumption of a total possible route it is helpful to know
besides altitude differences along the route also the total length. [Joh09]
In general, a short route uses less energy than a long one if equal conditions are assumed.
In contrast, assuming the short route leading through a residential neighborhood with a lot
of junctions and a long route leading straight around this neighborhood without any roads
crossing. In this case, the short route might be the worse one due to more acceleration and
deceleration processes at junctions which leads to more energy needs. In conclusion, it is
important to know the topology of every node and edge of the contemplated road network.
Furthermore, roads hold various traffic situations which might depend on the day of the week,
the hour of the day or simply an incident that just happened. A traffic situation describes the
condition of a road. Good conditions refer to free-flowing traffic whilst bad conditions are
defined from slow moving to congested traffic. Having a look at appearing traffic situations
on urban roads, it is noticeable that during rush hours there is more congested traffic which
is driving at a slower speed than there is on a Sunday morning. The main reason lies in an
augmented traffic volume during rush hours compared to times without congestion. This
process can be amplified by incidents such as accidents, road works or lane closures.
Besides speed, congested traffic situations also have an impact on higher journey times
which might increase energy consumption. Congested roads cause often so called stop-and-
go traffic which has a negative effect on the acceleration performance. On this account it is
benefiting for energy consumption to know which potential roads on the way have a good or
bad condition in order to be able to avoid bad ones. For the routing itself it is meaningful to
have information not only about the current traffic situation but also about the situation to
be by the time the vehicle would reach the road.
Traffic light signals present another dynamic feature especially on urban roads which
cause delays due to red lights and most of the times additional acceleration and deceleration
procedures. [For09; For10] Both, delays and unneeded accelerations lead to a higher energy
consumption so that it is favorable to avoid stopping at a red light and reach a signalized
junction during its green time. This implies the possibility to predict traffic signal states
respectively to find out the distribution of red and green parts per cycle of all relevant signal
groups. [Ble11; Bol89; Mör09] While looking at traffic light signals not only current signal
states should be considered. Queues occurring due to red signals with arising waiting times
contribute to higher energy consumptions. It follows, for vehicles it is best to arrive at a
traffic light signal during its green time and at the time the last vehicle in the queue in front
is moving.
The introduced impact factors show that energy consumption not only depends on in-
stalled technologies of an electric car and its driver’s driving and comfort behaviors but also
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on features of the infrastructure. After having figured out parameters influencing energy con-
sumption in order to compute edge weights of the graph model, a suitable routing algorithm
needs to be worked out.
3.2 Routing algorithm
Common routing algorithms looking for the shortest or fastest route rely either on a Dijkstra-
or on an A*-algorithm. In this project’s case these optimization techniques cannot be utilized
due to the following reasons. First, both algorithms do not allow negative edge weights since
they rest upon the assumption total costs increase with the route’s increasing length. But
negative edge weights are a requirement in order to deal e.g. with recuperation processes.
Second, it is not possible to integrate costs for turning procedures because within the Dijkstra-
as well as A*-algorithm there is only one edge weight assigned to an approaching edge with
several links containing different turning options. This fact disagrees with the goal to apply
links especially at intersections going into more than one direction with individual weights.
Further known optimization techniques allowing negative costs are algorithms by Bellman-
Ford as well as by Johnson. The Bellman-Ford-algorithm is based on a single-source shortest
path (SSSP) optimization problem. Having a graph model with n nodes and n-1 edges, an
optimal route without any cycles can be found passing maximum n nodes. It happens that
negative cycles appear beginning at the starting point within a graph which might falsify the
result. However, although there won’t be any negative cycles appearing while optimizing
energy consumption of an electric car, the Bellman-Ford-algorithm is able to find these cases.
Time complexity of this technique is easily calculable. In contrast, the optimization algorithm
by Johnson dealing with all-pairs shortest path (APSP) problems uses recalibration in order
to handle negative edge weights. The original cost function is being transformed the way no
negative costs exist anymore. This recalibration process is being repeated as soon as relevant
input data has changed. This makes the calculation of time complexity more challenging.
Regarding to traffic data which fluctuates a lot due to changing traffic situations, the usage
of this algorithm is not recommendable.
It follows, the Bellman-Ford-algorithm seems to be appropriate for a routing algorithm
optimizing energy consumption. Nevertheless, some modifications concerning intersections
need to be done in order to implement dynamic traffic data. Therefore, nodes of the graph
model do not represent dimensionless connections between edges anymore but whole areas
of intersections. Due to expanding the intersection area parts of approaching edges are being
assign to the junction. This seeming segmenting of edges is only realized for calculating
weights while the real data structure remains unchanged. The used cost function is a mul-
tidimensional function since on the one hand energy efficiency is being optimized and on
the other hand arrival times are necessary to define the state of the junction in a temporal
way. Components of the cost function are journey time respectively delay time and energy
needs to cross the intersection. These incurred costs depend on the relevant incoming and
outgoing edge because this way it is ensured that costs belong to only one possible direction.
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Supplementary, a distance value is being introduced which stores cumulated energy costs
and total journey time from the starting point up to the considered intersection. Thus arrival
times at the intersection are known and can be used for the computation of the cost function.
Distance values for every node are stored within the predecessor edges. The algorithm 1
presents the implementation.
for k := 1, . . . , n− 1 do
for a l l edges e ∈ E do
for a l l predecessor edges ē as element of incoming edges of node v do
i f d i s t ance value dE(ē) + cost cV,E(ē, e) + cE(e) < dE(e) then
t o t a l co s t d(e) := d(ē) + cV (ē, e) + c(e)
predecessor po in te r π := ē
f i
od
od
od
Algorithm 1: Iteration of modified Bellman-Ford-algorithm.
In general, this modified Bellman-Ford-algorithm is following the same principles as the
original Bellman-Ford algorithm. Total costs of an edge are the result of the distance value
of the chosen previous edge, the corresponding costs of the node and the weight of the
considered edge. By modifying the Bellman-Ford-algorithm it is being achieved to calculate
interlinked weights without transforming the whole graph model. Furthermore, static and
dynamic weights can be distinguished. Especially to be able to process dynamic weights like
temporal descriptions of traffic light signals by using multidimensional distance values shows
the reached advantages. [Fal14]
4 Implementation
The implementation of the developed routing algorithm mainly depends on available data to
build the cost function with defined weight factors. This data includes an applicable network
as basis for the graph model, vehicle-based energy needs of various energy consumers within
the electric car as well as traffic data in order to consider changing traffic situations and signal
states. Therefore, available online and offline maps can be utilized where roads’ shapes with
appropriate coordinates and number of lanes are diagnosable. The advantage of employing
these maps as basis for the graph model is the possibility to reproduce a real road network
for a realistic routing request. A free usable map is being provided e.g. by OpenStreetMap
(OSM). Supplementary, altitude data often needs to be added to the corresponding latitude
and longitude values since coordinates of maps are rarely three-dimensional. This data can
be extracted from online and offline relief maps which exist in various vertical accuracies.
A free online relief map is being provided by OpenDEM with a vertical accuracy of about
25 meters. Figure 1 shows an altitude profile of Dresden, Germany using OpenDEM. The
probably most precise relief map with a vertical accuracy of 2 meters is being supplied by the
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Figure 1: Altitude profile in and around Dresden, Germany.
land surveyor’s office. Having gathered these information statements about the topology can
be made.
In order to determine energy consumption of a vehicle along an edge, either a representa-
tive amount of test drives needs to be undertaken while equipping the car with measurement
technology or a longitudinal vehicle model needs to be designed based on the driving resis-
tance equation. With the help of lots of measured data or a vehicle model, lookup tables
can be generated so that energy consumption based on velocity and slope can be ascertained.
Additionally, it needs to be kept in mind that power consumption of auxiliary units depends
on many environmental factors such as temperature or time of day as well as the comfort
needs of the passengers (air conditioning, heating, etc.). These impacts need to be considered
separately.
Traffic data is needed to identify the current and predicted traffic situation along the
possible route. This data can be collected by various traffic detectors inter alia based on
double induction loops, infrared technology or floating car data (FCD). Relevant parameters
are traffic volume, speed and journey time.
With the help of historical detector data it is possible to generate daily time-variation
curves on basis of daily traffic volumes. Thereby, it is most likely that weekdays contain
two peaks representing usual rush hours in the morning and afternoon. Additional real-time
information are sensible to use since current and not presumable traffic situations are being
indicated. This data can be obtained using the level of service (LOS) which classifies the
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Figure 2: Digital Map of Dresden, Germany.
roads’ traffic quality into six group from A to F. An A represents free-flowing traffic while F
stands for congestion. The level of service can be determined by analyzing traffic detector
data. A possible visualization of the LOS is presented in figure 2. Green edges describe
free-flowing while yellow and orange edges stand for more tough-flowing traffic conditions.
In order to make a statement about signal states, the corresponding traffic signal control
needs to be investigated. Thereby, it is not a big challenge to get signal times of traffic light
signals containing a fixed traffic light control. In contrast, predicting green splits of traffic
actuated traffic light signals is quite a challenge. The following method to predict traffic
signal states of several kinds of traffic light controls has been developed. Basically it is aimed
that a certain signal state is able to make a statement whether the vehicle can cross the
junction or needs to stop. Therefore, all four common signal states – red, green, amber and
red-amber – are being simplified to only two relevant states: green and not green as shown
in figure 3. While transforming these two signal states into a binary vector, a reduction of
relevant signal states has been achieved. This is feasible for every signal group of a traffic
signal light. [Sch01] In case the cycle length is known it is sensible to order the signal states
by their corresponding cycle seconds in order to compare green splits over several cycles.
Otherwise, further research results proved that the usage of autocorrelation analysis can help
to find out cycle times as well as cycle seconds so that is does not seem required to get this
information from the control unit itself. Having sorted occurring signal states by their cycle
seconds over several cycles, core times within green and non-green times are remarkable.
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Figure 3: Transformation of signal states into a binary vector.
Within these time periods it is possible to make a statement with certainty about the signal
state.
The next step is to create an online method based on emerged observations above which
is able to predict signal times utilizing current signal data of the considered traffic light
signal group. Therefore, an algorithm has been developed that is calculating a basis vector
containing probabilities for a signal state of green for every cycle second. [Kru12] Cycle times
of several days are being analyzed in order to generate this basis vector. While doing so it
is being noted how often and in which cycle seconds the state of green appears so that the
computation of probabilities is feasible. This basis vector is being generated for every signal
group and each signal program. [Pap10] The actual prediction is based alongside with the
basis vector on current signal data. In order to provide an up-to-date prediction value and not
only a probability depending on historical signal data, the last cycle times of the considered
signal group are being analyzed. Resulting findings might imply an increase or decrease of
the corresponding probabilities for a signal state of green. Cycle times are being permanently
matched with the basis vector so that it is guaranteed the correct basis vector is being used.
In this way it is possible to check the current signal program which makes it easier to realize
whether programs are changing especially concerning to traffic actuated controls. In case no
basis vector is available, the online method is able to generate this basis vector utilizing the
last cycle times. [Pap12]
Subsequently another binary vector is being generated. A defined threshold value regard-
ing to the probability of a green signal state assigns to contents of the basis vector either the
signal state green (“1”) or not green (“0”). Thus every predicted signal state can be com-
pared to the equivalent real signal state to be able to ascertain the quality of accuracy. The
value of accuracy serving as present prediction quality is being transmitted to the following
basis vector. Furthermore it is possible to specify the availability of predicted signal states
while counting cycle seconds where the given probability lies above respectively under the
set threshold value, e.g. above 95 % and under 5 %. The higher the value of the availability,
the smaller the frame in which a prediction is not being defined precisely. Working with this
prediction method it is possible to generate current distributions of red and green times as
well as actual predictions of signal states.
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Figure 4: Behavior of queue lengths depending on signal states.
While looking at traffic signal states is has been mentioned before that queue lengths
form a relevant impact factor on energy consumption. Figure 4 demonstrates the behavior of
queue lengths depending on signal states.
Thereby the question comes across how to find out the length of a queue. Besides the
possibility to count individual vehicles, several prediction methods exist as investigations
have shown. The challenge is to reproduce actual traffic situations on approaching lanes
with available detection and traffic data while quality and quantity of this data is mostly
quite limited. Developed prediction methods follow different approaches. On the one hand
static methods based on historical data and time-variation curves are being used because
in many places there is a lack of traffic detectors. [Wu96] On the other hand dynamic
traffic data is being utilized due to detectors that are able to supply current traffic data.
[Müc02] Own researches have shown that the introduction of real-time traffic simulations is
a reasonable way to predict queue lengths. Having gathered available data influencing energy
consumption, the cost function needs to be put up in order to create an energy consumption
based map as basis for the usage of the developed routing algorithm.
5 Use case Dresden
5.1 Utilized input data
The research project E-City-Routing is being processed and tested in Dresden which offers
good conditions in regards to available real-time traffic data as well as the presence of
decreasing altitudes driving into the city and vice versa. The used network of Dresden is
based on OSM map data. This data is being converted into a routable graph model with
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nodes and directed edges. Altitude data is being provided by the land surveyor’s office with a
horizontal accuracy of two meters so that altitude profiles along the roads can be reproduced.
Supplementary, at signalized intersections traffic streams are being allocated which represent
explicit turning relations assigned to distinct signal groups of traffic light signals. Traffic data
such as the corresponding signal data is being provided by the operational traffic management
center of Dresden which is called VAMOS (traffic analysis, management and optimization
system). The system collects, evaluates and merges various data of several traffic detection
methods throughout the city and its agglomeration. In context of the routing algorithm,
statements about traffic situations and traffic light signal states are needed. VAMOS is able
to supply this data. The computation of the traffic situation on Dresden’s roads is based
on detector data gained from single and double induction loops, infrared based traffic eye
universals and floating car data. The mentioned stationary detectors are able to measure
inter alia speed values and traffic volumes. Floating car data is the only available dynamic
detector within the VAMOS system. With the help of about 500 taxis representing floating
cars, data concerning journey times and more can be collected throughout all parts of the
city since taxis are not bound to specific routes.
Traffic situations are being described by VAMOS using level of service (LOS) values. Know-
ing the LOS, the occurrence of additional delay due to incidents can be considered within
the cost function. Furthermore, the VAMOS system collects signal data of about half of the
existing traffic light signals of Dresden. Analyzing and utilizing this data, it is possible to use
on the one hand the method to predict signal data as described above in section 4 in order
to compute signal times by the time of arrival. On the other hand green and red time parts
can be estimated which allow making statements about the probability of a green signal in
general within a lower computing time. Ascertained signal times can be implemented into
the cost function.
Besides infrastructure data vehicle related data need to be integrated into the cost function
since these described the effective energy consumption. Therefore, a longitudinal vehicle
model based on the driving resistance equation has been set up utilizing MATLAB/Simulink.
With the help of this vehicle model lookup tables are being generated which make determining
of energy consumption values based on specific velocity and slope profiles possible. Now, the
energy consumption along one edge can be determined by interpolating the route specific
energy consumption with the average gradient and the expected vehicle speed for a specific
edge from the lookup table and multiplying this value with the edge length. This lookup
table is shown in figure 5 and was verified by measurements with a BMW ActiveE. Since the
prediction of actual energy consumption of auxiliary units is difficult, in this approach, the
average power requirement is specified as a constant. The vehicle model is being verified
with real measured energy consumption values. The used test vehicle has been equipped
with measurement technology and a virtual electronic control unit which is able to compute
power and energy values out of measured current and voltage values. Comparing energy
consumption values gained using on the one hand the created Simulink vehicle model and on
the other hand measured values of the test drive, it has been found out that basic trends of
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Figure 5: Route specific energy consumption lookup table.
driving power and energy consumption match quite well although some absolute deviations
exist.
Finally, static impacts of the cost function including topological aspects can be ascertained
by applying generated characteristic diagrams. Dynamic impacts as traffic signal states or
traffic situations need to be computed frequently. After compiling the cost function, an energy
consumption based map is being generated containing edge weights for each link within the
network. These maps either depend on the vehicle’s current position and its approachable
routes with its current state of charge as shown in figure 6, or are being built to give an
overview of links with low and high energy requirements. Following, the developed routing
algorithm described above has been applied.
5.2 Results
First gained results show the capability of this developed routing algorithm optimizing energy
consumption of electric cars. While comparing the shortest, fastest and most energy-efficient
routing results from a starting point to all possible target points of Dresden’s network with
each other, distinct differences are being noticed. The fastest routes often include highways
since higher speeds are allowed. The shortest routes are being navigated through all kinds of
roads since the actual route length is essential. The most energy-efficient routes seem more
similar to shortest routes although these lead mostly along major streets to avoid acceleration
and deceleration procedures along side roads and neighborhoods. Also, the energy-efficient
routing deals perceivable diverse with growing altitude increases. The accuracy of energy
consumption predictions always depend on the accuracy of the available and precise dynamic
traffic information whose quality might differ contingent on time and location. Unpredictable
incidents may also lead to delays and not exact energy consumption predictions [Fal14].
Besides planning energy-efficient routes it is possible to create reachability maps by using the
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Figure 6: Estimated energy consumption for a given starting point.
presented routing methodology. Figure 7 illustrates such reachability map depending on the
battery’s state of charge.
6 Conclusion and outlook
With the launch of electric cars new dimensions have been opened up in regards to an
optimal routing algorithm. The research E-City-Routing focuses on the development of such
a routing algorithm considering advantages and disadvantages of electric cars. This created
routing algorithm is based on a modified Bellman-Ford-algorithm and takes into account
besides vehicle relevant factors also topological aspects and real traffic data. First evaluations
have shown that it is feasible to achieve with such a routing algorithm considering real
traffic data sensible routing results. Nevertheless, more test drives need to be undertaken
during the remaining project runtime. Supplementary, traffic flow simulations with real time
data are about to be realized in order to apply the developed algorithm to further possible
situation which cannot be tested necessarily within real rides. It is thought about analyzing
potential driving strategies using traffic flow simulations in order to have the possibility to
provide optimal driving strategies to the driver while approaching e.g. a traffic light signal.
In addition, information about charging stations should be implemented. These information
should consider the station’s position in the network as well as in relation to the routed
vehicle along with the current state whether the station is being occupied or not.
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Figure 7: Reachability map of Dresden, Germany.
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Abstract
Over the past years improvements in the field of vehicle-2-infrastructure communication of-
fer a lot of possibilities for interactive vehicle applications. The challenge of existing driver
assistance algorithms is the fact that a lot of decisions are necessary to select the best driving
strategy. The incoming information are mostly based on local sensor values. The disadvan-
tage of this approach is that internal detectors can only gather information about the area
really close to the vehicle. Within a new approach the traffic management center offers the
possibility to evaluate specific driving regimes of single cars via a microscopic real-time traffic
simulation. Furthermore, using online real-time data within the simulation might increase
significantly a vehicle’s detection radius which helps finding an optimal driving strategy in
current situations.
Keywords: microscopic simulation; model; algorithm; open source; ITS; traffic management
center; Dresden; electromobility
1 Introduction
The usage of driver assistance systems is currently state of the art. Such systems act typically
in two ways. On the one hand the level of safety of vehicles is being increased, on the other
hand these systems can provide the driver with information to assist the decision making
process.
Advanced driving assistance systems (ADAS) collect data of internal car sensors and try
to modulate the current scenario and predict future traffic states. Based on that model infor-
mation like pedestrian warnings, warnings about black ice and speed limits are provided to
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the driver. New technologies arise as e.g. vehicle-to-vehicle (V2V) or vehicle-to-infrastructure
(V2I) communication to increase the range of such internal sensors. It follows that infor-
mation about states of traffic light signals or weather information (fog, black ice) can be
recognized by single vehicles or sensors of traffic management systems and broadcasted to
other vehicles. The benefit of these new technologies is that additional information as switch-
ing times of traffic light signals which cannot be recognized by single cars themselves get
available to use due to an increasing range of internal detectors. This information will be
reachable for every car with a specific communication device which is able to interpret those
messages. Despite new information are being available for single cars, the actual decision
for a specific driving strategy remains the driver’s choice. It seems useful to utilize real time
simulations representing full scenarios as an intersection to support ADAS system. Thus,
various driving strategies can be investigated using simulations in order to identify the best
strategy for a particular scenario before adapting it to real car rides. A fast and well calibrated
simulation model of the network and the vehicle is the fundamental requirement to get this
approach working.
2 State of the art
Over the last years a lot of improvements in the field of traffic simulations have been made.
Based on faster CPUs and the possibility of using high performant solid state disks the simu-
lation software applications become more and more efficient. New application programming
interfaces (API) offer the opportunity to implement new strategies into the simulation (PTV
VISSIM/SUMO) so that engineers are able to simulate very specific scenarios. Due to parallel
computing by using several cores and the permanent growing size of RAM, it is possible
to simulate entire cities with a lot of intersections, thousands of vehicles and lots of traffic
actuated controllers implemented in traffic light signals or variable message signs. Next to the
possibility to simulate huge networks the number of vehicle types in the simulation has been
increased. State of the art traffic simulation software can handle persons, cars, trams and
busses simultaneously and considers the interactions between the mentioned. The calibration
of different models like the car-following model, the lane-changing model and the person
model is a major challenge in order to be sure to have a realistic simulation. Next, traffic
demand and traffic distribution as well as the distribution of traffic at each intersection have
to be defined.
A traffic simulation based on information of sensors and actors can represent traffic behav-
ior in a good way to help the engineer in his decision making process. Each vehicle (agent)
in the simulation has got almost same parameters as other ones because traffic detectors can
only detect e.g. vehicle type, velocity and number of axis but it cannot recognize the driver
with his/her unique driving style. For example the detector can recognized a specific car
model which means the values for acceleration and deceleration might be set but the driving
behavior of the driver cannot be defined and the detector cannot differ between a sportive
and a passive driver.
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To have a well-calibrated model is a base requirement to evaluate new strategies in the
field of traffic management or ADAS systems. Current research in the context of traffic
light assistance systems (TLAS) [Ble11; Sch10; Sch11] and predictive cruise control systems
[Asa11] show the high potential of driver assistance systems to realize an energy efficient
driving behavior. All of these systems use information about Signal Phase and Timing (SPaT)
of upcoming traffic light signals and calculate the optimal velocity to approach the related
intersection. Consumption minimizations between 3 % and 5 % [Ble11] and in some situ-
ations up to 30 % [Sch11] in comparison to uninformed drivers are shown. It is essential
to examine the influence of other road users, in particular queue lengths at stop lines of
traffic light signals. Without having this information TLAS could not exploit their full benefit
[Sch14].
For the purpose of the simulation of complex traffic scenarios an interface between detailed
nanoscopic vehicle simulation and traffic flow simulation is required. The fast open source
simulation suite SUMO has been used for simulating traffic flow. This solution should fit
our requirements due to its great API and the possibility to change the code if necessary.
Most of the invented driving strategies have been developed utilizing MATLAB/Simulink so
that an interface between SUMO and MATLAB/Simulink has been worked out. The impact
of different traffic situations on energy consumption can be determined by investigating
different parameters like speed limits, traffic light controls, number of lanes, and density of
traffic flow. Therefore, it is possible to use vehicle models [Sch14]. Different traffic scenarios
and their influence on individual energy consumption can be analyzed. The results are
showing whether these systems are useful and benefiting.
The driving task of a vehicle itself can be divided into three main layers:
1. route planning layer,
2. road guidance layer and
3. vehicle stabilization layer.
At the first layer, the driver plans his route through an urban network and decides when,
how and where he moves. At the second layer, the driver is on the way to his destination
on the planned route while considering traffic regulations, traffic density and cooperation
with other road users. The third layer describes the car’s control (e.g. breaking, acceleration,
reaction time) and is highly influenced by the type of car and its driver. All of these layers
are interesting in many research fields in the context of ADAS and have to be addressed by
simulation tools.
3 Extented simulation
3.1 Traffic simulation
The open source simulation suite SUMO developed by the German aerospace center provides
a good software API which offers hundreds of methods for almost all elements in the simula-
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Figure 1: Structure of the communication framework.
tion. This API named TraCI (Traffic Control Interface) uses Byte messages to communicate
which is very fast and nearly without redundancy. The disadvantage of this approach is the
fact that the developer has to implement this protocol each time he wants to use it. Due to
this a software solution called TraaS (TRACI as a Service) tries to solve this issue by providing
a well-known SOAP (simple object access protocol) interface to the SUMO API which is very
convenient to use. In figure 1 an overview about the main usage is given.
With TraaS it is possible to connect a lot of programming languages with the simulation at
the same time. Within the funded project EFA2014 the combination of SUMO with Mathworks
MATLAB has been realized successfully. Figure 2 illustrates the connection between SUMO
and MATLAB.
Figure 2: Structure of the communication framework between SUMO and MATLAB.
In comparison to an existing TraCI Matlab Connector [Aco14] the performance with TraaS
has been multiple-times better. Furthermore, by using TraaS instead of [Aco14] additional
toolboxes are not required which affects a lower price. The usage of Java is also a good idea
considering the possibility of a platform independent software.
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3.2 Nanoscopic vehicle simulation
The vehicle needs detailed route information in order to calculate an energy efficient driving
strategy (e.g. while approaching an intersection with traffic light). Here the energy consump-
tion of the vehicle is in the focus of the investigation. For that purpose the interface provides
route related data as shown in figure 3. These information include:
• speed limits on the route
• current vehicle position on the route
• SPaT information of the approaching traffic light
Figure 3: SUMO electronic horizon [Sch14].
On basis of these route information and the actual vehicle’s position on the route the
distance to upcoming events (e.g. speed limit, traffic light) are being calculated. Static data
like infrastructure elements is being extracted directly from the SUMO network (offline data).
Dynamic data like next switching events of a traffic signal or estimated queue lengths is being
collected and processed during the traffic simulation (online data). Further information
concerning the simulation framework can be found in [Sch14] and [Sch13].
4 Use case Dresden
4.1 Configuration and simulation setup
Initially, a main arterial road of Dresden with a high traffic volume has been modelled
using the SUMO simulation suite. The artery reaches a distance of about 10 kilometers and
consists of 15 signalized intersections. In a first realistic use case the potential of traffic
light assistance systems (TLAS) has been analyzed by using road network and traffic data.
It demonstrates how important the knowledge about future events and SPaT information is.
Figure 4 illustrates the expansion of the used network.
4.2 Simulation with offline data
The following examples are made to demonstrate that TLAS can only exploit their full benefit
by using traffic data like queue lengths at traffic light signals. On basis of [Asa11] a TLAS is
implemented in MATLAB and simulated with the described framework in chapter 3. Different
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Figure 4: Simulation network.
parameters like the time of occurrence of the analyzed vehicle are varied. In order to make a
statement of the impact of TLAS, the system is being simulated at three different configuration
levels:
• X0: without assistance
• X1: system takes account of the next TLS
• X2: system takes account of the next two TLS
The first scenario is being applied to a section of 4 kilometers on the route described in
section A. It consists of five consecutive intersections with traffic light signals. Various driving
scenarios considering queue lengths have been analyzed. Because of a minimal accepted
driving speed, an additional stop at the fifth traffic light could be avoided only by using
configuration level X2 (figure 5). This demonstrates clearly taking into account multiple
consecutive traffic light signals is quite helpful.
Figure 5: Influence of configuration levels on impact of TLAS.
As the next step the whole route is being analyzed. The resulting trajectories of vehicles
are illustrated in figure 6. The graphic shows the comparison between a not assisted (X0)
and an assisted vehicle (X2). As demonstrated in figure 7 the highest potential of TLAS for a
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given driving situation is about 14.23 percent in contrast to the average over all situations of
3.64 percent in reduction of energy consumption.
Figure 6: Various traffic scenarios, not assisted compared to assisted situations. Trajectory of
vehicle 23 is highlighted.
Figure 7: Energy consumption and stops over all scenarios.
Within the analysis it has been found out that some situations with TLAS could cause
higher energy consumption than without any advice. The reason for it is the fact that TLAS
systems only provide specific information about switching times of traffic light signals. With-
out the possibility of free flow due to high vehicle densities or incidents the driver cannot
fulfil the advice of the TLAS system which might lead to adverse situations. This highlights
the need of further information in regards to traffic light signals.
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Further research shows that a high energy saving potential is possible. However, especially
with a look at growing traffic intensity the number of vehicle stops is increasing which
causes energy saving potentials to drop. Simultaneously uncomfortable situations occur
more frequently. It follows from the above that in view of implementing TLAS in real time
traffic systems the use of highly precise traffic information is indispensable.
4.3 Online simulation with real-time traffic information
In order to show the basic process a simulation has been built with some virtual lane area
detectors which are capable to measure queue length and waiting time at each approaching
link of an intersection (figure 8).
Figure 8: Simulation model of an intersection.
For the simulation it was possible to integrate the data of different real detectors. Within
this simulation measured vehicles are being inserted as soon as they have been detected in
reality. First of all a distribution matrix for all inner node traffic relations has been generated.
This has been achieved by analyzing floating car data from the local taxi cooperation. These
taxis collect data containing position and velocity every 5 seconds. In a further step, signal
states of traffic light signals have been imported. This data is only available with a relatively
high latency of about 60 seconds. For fixed time controlled traffic light signals it is possible to
compute current signal states in respect to a valid time of the controller. Within the considered
use case traffic actuated traffic light signals have been used which means a prediction is
required [Kru14b]. A double induction loop has been consulted for traffic demand data that
provides information about vehicle type (8+1 vehicle classes) and velocity. The emerging
challenge is to choose the correct vehicle length for each detected vehicle. Therefore a statistic
analysis has been made investigating traffic detectors which provide these information. By
using a distribution algorithm each recognized vehicle has been assigned with a length
value. Next, the vehicles of public transport (busses and trams) have been imported. Real
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time information about the location are available by utilizing telegrams of the Intermodal
Transport Control System (ITCS).
The length of each simulation time step has been set to 1 second which is a good value for
microscopic simulations. For nanoscopic simulations a value between 1 and 100 millisecond
would fit for most cases. In SUMO the smallest simulation time step is one millisecond which
means e.g. a vehicle with a current velocity of 50 km/h covers about 14 millimeters each
simulation step.
As a first result queue lengths in meters of a specific lane has been analyzed. Figure 9
shows a comparison between the measured and the simulated data.
Figure 9: Comparison of measured and simulated queue lengths at the stop line.
Using a standard vehicle length of 6 meters the deviation in average is below 2 vehicles
over the whole simulation time period. This is a very good value because the simulation uses
only conventional detectors far away from the intersection.
The main challenge is to represent realistic values e.g. for queue lengths or congestion.
This primarily depends on the given detector values. If the density of detectors is very low, the
simulation has to make too many assumptions. By integrating all the provided detectors the
simulation is being calibrated in a first step. Using this data continuously in form of real-time
data the simulation will become more and more close to reality because of the possibility of
an online recalibration. The usage of more FCD or even floating phone data is leading to a
better modulation of the current traffic situation.
5 Conclusion and outlook
For the development of TLAS the reduction of vehicle stops, journey times and the energy
consumption of a vehicle is relevant. As mentioned in [Kru14a] it is obvious that for some
vehicles high potential for energy consumption is provided. It can be noted that some uncom-
fortable situations lead to higher energy consumption. On the one hand the behavior and
amount of other road users cannot be predicted. On the other hand it needs to be kept in
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mind that the maximum benefit of an energy efficient strategy can be adapted while consid-
ering a series of traffic light signals and not only the approaching one. It follows that TLAS
systems sometimes give driving recommendations which disagree with the driver’s evaluation
of the current traffic situation. For example the system could suggest to slow down in front
of a green light in order to reach the next traffic light signal also at a green light. The driver
might accelerate despite the system’s information to reach certainly this first green signal
since he does not know about the state following signals. Finally, TLAS only can give driving
advices but it is the driver’s decision to accept those or not. This demonstrates the need of
further research on that topic.
It is also possible to determine impacts of different traffic situations on energy consumption
considering the whole traffic. Nevertheless, indications for the potential of energy recupera-
tion could be shown.Traffic simulations in real-time are only possible with a lot of input data.
Currently, traffic related data are typically captured by detectors at fixed positions. Floating
car data collected by some manufactures of navigation devices can only give an impression
of what is going on along the roads. Information about the amount of traffic or the specific
parameters of cars transmitting data have not been available yet. Due to this the possibility
to make realistic simulations in real-time depends on the availability of such data.
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