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Abstract
In this study we consider the problem where two variables can have missing values not necessarily for the same units. We
propose a class of imputed estimators by means of a ratio technique with random disturbance. Next we derive the asymptotically
optimal estimator into the class. The simulation study shows that the proposed method produces an important increase in efficiency
when parameters such as the median, quartiles and variance are estimated.
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1. Introduction
In surveys, it is virtually certain that a certain level of nonresponse will occur. There are two types of nonresponse:
total (or unit) nonresponse, when no information is collected on a sampled unit, and partial (or item) nonresponse,
when the absence of information is limited to certain variables. Unit and item nonresponse cause a variety of problems
for survey analysts, such as a contribution to bias and an increase in sampling variance, if missing data follow a pattern.
Obviously, when data are missing, this fact must be dealt with.
There are several ways of dealing with nonresponse problems: weighting adjustment methods are commonly used
to compensate for total nonresponse, while the available case method, imputation and model-based procedures are
used to compensate for item nonresponse. Overviews of such methods are given in [1,2]. The focus of the present
work is on the use of imputation methods to compensate for item nonresponse, and thus the ratio imputation method
is reviewed in Section 2. The procedure consists of making use of available information from incomplete observations,
and thus improving the precision of indirect estimators. Section 3 proposes an imputation method based on available
cases through an indirect estimator. In Section 4, a simulation study is performed to test the performance of the
proposed technique.
2. Ratio imputation method
Assume a sample s with size n selected from a population U with size N , by means of a specific sampling
design, d . Let y be the main variable which is the object of study and x , an auxiliary variable. In this study it is
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assumed that a set of (n − p − q) complete observations on selected units in the sample are available. In addition,
observations on the x characteristic for p units in the sample are available but the corresponding observations on
the y characteristic are missing. Similarly, we have a set of q observations on the y characteristic in the sample
but the associated values on the x characteristic are missing. Furthermore, p and q are assumed to be integer
numbers fulfilling 0 < p, q < n/2. We make use of a general sampling design d = (Sd , Pd) whose inclusion
probabilities pik and pikl are assumed to be strictly positive. For the sake of simplicity, the unit of the sample s is
separated into three disjoint sets, s1 = {i ∈ s/xi , yi are available}, s2 = {i ∈ s/xi are available, but yi is not} and
s3 = {i ∈ s/yi are available, but xi is not}.
With the following expression:
y(1)HT =
∑
i∈s1
yi
Npii
, y(3)HT =
∑
i∈s3
yi
Npii
, x (1)HT =
∑
i∈s1
xi
Npii
, and x (2)HT =
∑
i∈s2
xi
Npii
ratio imputation uses yr(1) = y
(1)
HT
x (1)HT
∗ X as imputed values for nonrespondents.
3. Proposed imputation method
The estimator used for imputation discards the potentially interesting information available on incomplete cases.
For this reason, we propose as the imputed value a class of estimators of Y :
gy = G(y(1,3)HT , u1, u2) (1)
where G(·) is a function of y(1,3)HT , (the Horvitz–Thompson estimator based on the sample s1 ∪ s3), u1 = x
(1)
HT
X
and
u2 = x
(2)
HT
X
continuous functions in a closed convex sub-space, P , containing the point (Y , 1, 1), such that:
• G(Y , 1, 1) = Y
• G1(Y , 1, 1) = 1, where G1(·) denotes the first partial derivative of G(·) with respect to y1,3HT , and• the first- and second-order partial derivatives of G exist and are also continuous in P .
Any parametric function G satisfying these conditions can generate an asymptotically acceptable estimator. Note
that the ratio estimator is included in (1).
Rueda et al. [3] prove that up to terms of order n−1 for all estimators in class (1)
V (gy) ≥ V (y(1,3)HT )− σ ′Σ−1σ with σ =
(
cov
(
y(1,3)HT , x
(1)
HT
)
, cov
(
y(1,3)HT , x
(2)
HT
))′
and
Σ =
 V (x (1)HT ) cov (x (1)HT , x (2)HT )
cov
(
x (1)HT , x
(2)
HT
)
V
(
x (2)HT
)  .
By using the ratio method of estimation, it is possible to deduce an estimator from which, as would be the case
were no values missing, better theoretical and practical functioning is to be expected. Specifically, let us now consider
a choice within the class G of the type
yr = y(1,3)HT
(
X¯
x¯ (1)HT
)α1 (
X¯
x¯ (2)HT
)α2
. (2)
By calculations similar to those used by Rao [4], it is possible to obtain the values of α1 and α2 that minimize the
variance. It can be seen that (α1, α2)opt = C−1C0 where C = R2Σ and C0 = Rσ with R = y¯
(1,3)
HT
X¯
.
It is interesting to note that the lower bound of the asymptotic variance of gy is the variance of the ratio estimator
yr with the optimum α1 and α2 values. Thus, asymptotically, yr is an optimal estimator in this class, in the sense that
it has a lower asymptotic variance and, moreover, it is better than any estimator of the class gy .
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It can be seen that optimum values generally involve unknown quantities. From the sample values, we can compute
Σ̂ and σ̂ from the estimators of the variances and covariances of the Horvitz–Thompson estimators (which exist
because we have assumed that pikl are strictly positive ∀k, l ∈ U ), and then the ratio estimator takes on the expression
y∗r = y(1,3)HT
(
X¯
x¯ (1)HT
)α̂1 (
X¯
x¯ (2)HT
)α̂2
. (3)
If the sample design considered is the simple random sampling without replacement, we can deduce the expressions
for variances and covariances of the estimator being considered (the values can be seen in [5]). We then obtain simple
estimators for the Σ matrix and the σ vector.
If we use just the proposed estimator as the imputed value, a deterministic imputation method is obtained. Then,
once the imputation scheme has been set up, the imputation result is unique. Because the same value is being
substituted for each missing case, this method artificially reduces the variance of the variable in question. To overcome
the underestimated variance, we may add a small disturbance drawn from a normal distribution with a zero mean and
a variance obtained from the observed data. The inclusion of this random disturbance in the proposed imputation
method will draw imputation values randomly, which adds more variability to the statistics computed from an input
data set than is obtained by the deterministic imputation method. Thus, we propose an imputation method consisting
in specifying the set of complete data as zi = yi if i ∈ s1 ∪ s3 and zi = y∗r if i ∈ s2. From these data, the necessary
estimations can be calculated.
4. Simulation study
In this section we describe the results achieved by applying a simulation study and analyze the properties of the
estimator. The populations considered are termed FAM1500 and SIM1, and a complete description of these can be
found in [5].
Specifically, sample sizes of 25, 50 and 75 were taken according to the procedure of simple random sampling
without replacement for the simulated population and 50, 100 and 150 for the Fam1500 population, due to the larger
size of the latter. In addition, it is interesting to note that the missingness rates were taken such that integer values
were generated for all sample sizes. Specifically, three cases were considered, case 1 (p = 0.32n, q = 0.4n), case 2
(p = 0.32n, q = 0.48n) and case 3 (p = 0.4n, q = 0.48n). Furthermore, the population mean (Y¯ ), population median
(Q2) and quartiles (Q1 and Q3) and population variance (S2y ) were estimated using three different imputation methods
which take as imputed values the simple mean estimator, the complete cases ratio estimator and the proposed estimator.
Table 1 shows the Relative Efficiency (RE) of the estimators against the simple mean imputation, (dividing their mean
squared error by the mean squared error of the corresponding estimator based on the simple mean imputation) for the
imputation methods considered. Note that values of RE of less than 1 mean that the corresponding estimator is more
accurate than one using simple imputation.
These simulations show that the imputation procedures computed have a very similar behaviour in relation to the
mean estimation. However, the proposed method produces an important increase in efficiency when other parameters
such as the median, quartiles and variance are estimated. It is also observed that, as expected, when the total
missingness rate p+qn increases, the gain in the precision of the proposed estimators is greater. In conclusion, we
found evidence that greater efficiency can be obtained by using the proposed method of imputation.
5. Application
To stress the practical relevance of the proposed method we will apply it to a survey on trade between Andalusia
and foreign countries during 1996. This survey, done by the Andalusian Statistical Institute, has as its main purpose
collecting information about the weight and value of imports and exports.
The sample is composed of 2103 establishments randomly selected from a universe of 190 748.
The main variable is the weight of imports and we use the value of imports as auxiliary variable. There are 96
missing data for the main variable and 293 for the auxiliary variable.
The variable of interest has extreme values, which strongly influence the value of the mean. In this situation, the
latter measure of position may offer results which are not representative enough because it moves with the direction of
asymmetry. The median is unaffected by extreme values. Thus we consider the estimation of the population median.
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Table 1
Relative Efficiency (RE) of the usual ratio imputation, yr(1) (and the proposed ratio imputation, y
∗
r ) against simple imputation estimating several
population parameters
FAM1500 population
n = 25 n = 50 n = 75
CASE 1 CASE 2 CASE 3 CASE 1 CASE 2 CASE 3 CASE 1 CASE 2 CASE 3
Y¯ 1.017 1.036 1.037 1.029 1.039 1.056 1.016 1.029 1.074
(1.094) (1.025) (0.738) (1.095) (0.920) (0.762) (0.939) (0.955) (0.759)
Q1 0.991 0.995 1.008 0.995 0.988 1.002 0.983 0.996 1.002
(0.430) (0.536) (0.345) (0.254) (0.394) (0.150) (0.261) (0.309) (0.087)
Q2 1.044 1.087 1.046 1.079 1.072 1.071 1.060 1.070 1.091
(1.009) (0.856) (0.548) (0.960) (0.707) (0.495) (0.530) (0.614) (0.451)
Q3 0.987 0.986 0.983 0.994 0.994 0.981 0.989 0.993 0.985
(0.311) (0.320) (0.275) (0.188) (0.174) (0.173) (0.119) (0.103) (0.119)
S2y 0.992 0.987 0.987 0.994 0.994 0.986 0.994 0.995 0.992
(0.441) (0.448) (0.390) (0.207) (0.231) (0.186) (0.152) (0.152) (0.117)
SIM1 population
n = 25 n = 50 n = 75
CASE 1 CASE 2 CASE 3 CASE 1 CASE 2 CASE 3 CASE 1 CASE 2 CASE 3
Y¯ 0.974 0.965 0.957 0.975 0.981 0.963 0.978 0.978 0.978
(1.047) (0.992) (0.750) (1.007) (0.966) (0.717) (1.022) (0.958) (0.732)
Q1 1.001 1.007 1.001 1.002 1.002 1.006 1.000 1.002 1.003
(0.488) (0.534) (0.453) (0.305) (0.337) (0.239) (0.224) (0.254) (0.168)
Q2 0.959 0.959 0.951 0.957 0.993 0.961 0.969 0.972 0.984
(0.752) (0.518) (0.328) (0.620) (0.442) (0.297) (0.606) (0.437) (0.307)
Q3 0.993 0.981 0.975 0.997 0.993 0.988 0.998 0.997 0.992
(0.521) (0.545) (0.480) (0.308) (0.382) (0.253) (0.228) (0.248) (0.176)
S2y 0.996 0.998 0.996 1.001 0.998 1.001 0.999 1.001 0.998
(0.876) (0.853) (0.989) (0.507) (0.582) (0.470) (0.344) (0.380) (0.304)
Table 2
Estimates of the median and estimated relative efficiency of the proposed ratio imputation, yr(1), and usual ratio imputation, y
∗
r , for import data
yr(1) y
∗
r
Estimator 485 388
Estimated relative efficiency 1.013738 0.788372
Table 2 shows the obtained estimates of the median after the imputation of data with several methods. The table
also includes their estimated relative efficiency against the simple mean imputation method. We use the jackknife
method to estimate the variances.
We observe that the use of usual ratio imputation is less efficient than the simple mean imputation method. The
proposed ratio imputation produces an estimation that presents a smaller error that those given by the other methods.
In specific terms, the error reduction is approximately 21%.
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