The immense amount of daily generated and communicated data presents unique challenges in their processing. Clustering, the grouping of data without the presence of ground-truth labels, is an important tool for drawing inferences from data. Subspace clustering (SC) is a relatively recent method that is able to successfully classify nonlinearly separable data in a multitude of settings. In spite of their high clustering accuracy, SC methods incur prohibitively high computational complexity when processing large volumes of high-dimensional data. Inspired by random sketching approaches for dimensionality reduction, the present paper introduces a randomized scheme for SC, termed Sketch-SC, tailored for large volumes of high-dimensional data. Sketch-SC accelerates the computationally heavy parts of state-ofthe-art SC approaches by compressing the data matrix across both dimensions using random projections, thus enabling fast and accurate large-scale SC. Performance analysis as well as extensive numerical tests on real data corroborate the potential of Sketch-SC and its competitive performance relative to state-of-the-art scalable SC approaches.
numerous challenges in their processing and analysis, as traditional statistical inference and machine learning processes do not necessarily scale. As the cost of cloud computing is declining, traditional approaches have to be redesigned to take advantage of the flexibility provided by distributed computing across multiple nodes as well as decreasing the computational burden per node, since in many cases each computing node might be an inexpensive machine.
Clustering (a.k.a. unsupervised classification) is a method of grouping data, without having labels available. Also referred to as graph partitioning or community identification, it finds applications in data mining, signal processing, and machine learning. Arguably, the most popular clustering algorithm is K-means due to its simplicity [1] . However, K-means, as well as its kernel-based variants, provide meaningful clustering results only when data, after mapped to an appropriate feature space, form "tight" groups that can be separated by hyperplanes [1] .
Subspace clustering (SC) on the other hand, is a popular method for clustering nonlinearly separable data which are generated by a union of (affine) subspaces in a high-dimensional Euclidean space [2] . SC has well-documented impact in applications, as diverse as image and video segmentation, and identification of switching linear systems in controls [2] . Recent advances advocate SC with high clustering performance at the price of high computational complexity [2] .
The goal of this paper is to introduce a randomized scheme for reducing the computational burden of SC algorithms when the number of data, and possibly their dimensionality, is prohibitively large, while maintaining high levels of clustering accuracy. Building on random projection (RP) methods, that have been used for dimensionality reduction [3] , [4] , the present paper employs RP matrices to sketch and compress the available data to a computationally affordable level, while also reducing drastically of optimization variables. In doing so, the proposed method markedly broadens the applicability of highperforming SC algorithms to the big data regime.
Moreover, the present contribution analyzes the performance of Sketch-SC, by leveraging the wellestablished theory of random matrices and Johnson-Lindenstrauss transforms [3] , [5] . To assess the proposed Sketch-SC scheme, extensive numerical tests on real data are presented, comparing the proposed approach to state-of-the-art SC and large-scale SC methods [6] , [7] . Compared to our conference precursor in [8] , comprehensive numerical tests are included here, along with a rigorous performance analysis.
The rest of the paper is organized as follows. Section II provides SC preliminaries along with notation and prior art. Section III introduces the proposed Sketch-SC scheme for large-scale datasets, while Section IV provides pertinent performance bounds. Section V presents numerical tests conducted to evaluate the performance of Sketch-SC in comparison with state-of-the-art SC and large-scale SC algorithms.
Finally, concluding remarks and future research directions are given in Section VI. Proofs of theorems and propositions as well as supporting lemmata are included in the Appendix.
Notation: Unless otherwise noted, lowercase bold letters x denote vectors, uppercase bold letters X represent matrices, and calligraphic uppercase letters X stand for sets. The (i, j)th entry of matrix X is denoted by [X] ij ; rank(X) denotes the rank of a matrix X; and X = U ρ Σ ρ V ρ denotes the singular value decomposition (SVD) of a rank ρ,
For a positive integer r < ρ, the SVD of X can be rewritten
where Σ r is an r × r diagonal matrix with the largest r singular values of X in descending order, and X r = U r Σ r V r is the best rank-r approximation of X in the sense that X r minimizes X − X r F . Accordingly, Σ ρ−r is a (ρ − r) × (ρ − r) diagonal matrix containing the remaining singular values of X and X ρ−r = U ρ−r Σ ρ−r V ρ−r . The D-dimensional real Euclidean space is denoted by R D , the set of positive real numbers by R + , the set of positive integers by Z + , the expectation operator by E[·], and the 2 -norm by · .
II. PRELIMINARIES

A. SC problem statement
Consider N vectors {x i } N i=1 of size D × 1 drawn from a union of K affine subspaces, each denoted by S k , adhering to the model
where d k (possibly with d k D) is the dimensionality of S k ; U k is a D × d k matrix whose columns form a basis of S k ; the d k -dimensional vector y i,k is the low-dimensional representation of x i in S k with respect to (w.r.t.) U k ; the D × 1 vector µ k is the "centroid" or intercept of S k ; and, v i denotes the D × 1 noise vector capturing unmodeled effects. If S k is linear, then µ k = 0. Clearly (2) can be rewritten as
where π i is the cluster assignment vector for x i , and [π i ] k denotes the kth entry of π i that is constrained to satisfy [π i ] k ≥ 0 and K k=1 [π i ] k = 1. If π i ∈ {0, 1} K , then x i lies in only one subspace (hard clustering), while if π i ∈ [0, 1] K , then x i can belong to multiple clusters (soft clustering). In the latter case, [π i ] k can be thought of as the probability that x i belongs to S k . Given the D × N data matrix X := [x 1 , x 2 , . . . , x N ] and the number of subspaces K, the goal is to find the data-to-subspace assignment vectors
, as well as the centroids {µ k } K k=1 [2] . SC can be formulated as follows
where Π := [π 1 , . . . , π N ], M := [µ 1 , µ 2 , . . . , µ K ], and 1 denotes the all-ones vector of matching dimensions.
The problem in (4) is non-convex as all of Π,
, and M are unknown. It is known that when K = 1 and U is orthonormal, (4) boils down to PCA [9] min
where I denotes the identity matrix of appropriate dimension. Notice that for K = 1, it holds that 
B. Prior work
Various algorithms have been developed by the machine learning [2] and data-mining community [10] to solve (4). Generalizing the ubiquitous K-means [11] the K-subspaces algorithm [12] builds on alternating optimization to solve (4) . For Π and {d k } K k=1 fixed, bases of the subspaces can be recovered using the SVD on the data associated with each subspace. Indeed, given
, a basis U k can be obtained from the first d k (from the left) singular vectors of
On the other hand, when {U k , µ k } K k=1 are given, the assignment matrix Π can be recovered in the case of hard clustering by finding the closest subspace to each datapoint; that is, ∀i ∈ {1, 2, . . . , N }, ∀k ∈ {1, . . . , K}, we obtain
where x i − µ k − U k U k x i 2 is the distance of x i from S k . Thus, the K-subspaces algorithm operates as follows: (i) Fix Π and solve for the remaining unknowns; and (ii) fix {U k , µ k } K k=1 , and solve for Π. Since SVD is involved, SC entails high computational complexity, whenever d k and/or N k are massive.
A probabilistic (soft) counterpart of K-subspaces is the mixture of probabilistic PCA [13] , which assumes that data are drawn from a mixture of degenerate (zero-variance) Gaussians. Building on the same assumption, the agglomerative lossy compression (ALC) minimizes the required number of bits to "encode" each cluster, up to a certain distortion level [14] . Algebraic schemes, such as generalized (G)PCA approach SC from a linear algebra point of view, but generally their performance is guaranteed only for independent and noise-less subspaces [15] . Additional interesting methods recover subspaces by finding local linear subspace approximations [16] ; by thresholding the correlations between data [17] ; or by identifying the subspaces one by one [18] . Recently, multilinear methods for SC of tensor data have also been advocated [19] ; see also [20] [21] [22] for online clustering approaches to handle streaming data.
Arguably the most successful class of solvers for (4) relies on spectral clustering [23] to find the data-to-subspace assignments. Algorithms in this class generate first an N × N symmetric affinity matrix W to capture the non-directional similarity between data vectors, and then perform spectral clustering on W. Matrix W implies a graph G whose vertices correspond to data and the weight of the edge connecting vertex i and vertex j is given by [W] ij . Spectral clustering algorithms form the graph Laplacian matrix
where diag(W1) is a diagonal matrix holding W1 on its diagonal. The algebraic multiplicity of the 0 eigenvalue of L yields the number of connected components in G, while the corresponding eigenvectors are indicator vectors of these connected components [23] . Afterwards, having formed L, the K eigenvectors {v k } K k=1 corresponding to the trailing eigenvectors of L are found, and K-means is performed on the rows of the N × K matrix V := [v 1 , . . . , v K ] to obtain clustering assignments [23] .
Sparse subspace clustering (SSC) [24] exploits the fact that under the union of subspaces model (4), only a small percentage of data suffices to provide a low-dimensional affine representation of x i ; that
Specifically, SSC solves the following sparsity-promoting optimization problem
where Z := [z 1 , z 2 , . . . , z N ]; column z i is sparse and contains the coefficients for the representation of
The constraint diag(Z) = 0 ensures that the solution of the optimization problem is not a trivial one (Z = I), while Z 1 = 1 is employed to guarantee that the Z found is invariant to shifting the data by a constant vector [2] . Matrix Z is used to create the affinity matrix
Finally, spectral clustering, is performed on W and cluster assignments are identified. Using those assignments, M is found by taking sample means per cluster, and
The low-rank representation (LRR) approach to SC is similar to SSC, but replaces the 1 -norm in (9) with the nuclear one:
where ρ stands for the rank and σ i (Z) for the ith singular value of Z. Specifically, LRR solves the following optimization problem [25] min
Another popular algorithm is termed least-squares regression (LSR) [26] . It solves an optimization problem similar to (10), but replaces the 1 /nuclear norm with the Frobenius one. Specifically, LSR
which admits the following closed-form solution Z * = λ λX X + I −1 X X. Combining SSC with LSR, the elastic net SC (EnSC) approaches employ a convex combination of 1 -and Frobenius-norm regularizers [27] , [28] . The high clustering accuracy achieved by these self-dictionary methods comes at the price of high complexity. Solving (9), (10) or (11) scales quadratically with the number of data N , on top of performing spectral clustering across K clusters, which renders these methods computationally prohibitive for large-scale SC. When data are high-dimensional (D ), methods based on (statistical) leverage scores, random projections [4] , [29] , [30] , or our recent sketching and validation (SkeVa) [31] approach can be employed to reduce complexity to an affordable level. Random projection based methods left multiply the data matrix X, with a d × D data-agnostic random matrix, thereby reducing the dimensionality of the data vectors from D to d. This type of dimensionality reduction has been shown to reduce computational costs while not incurring significant clustering performance [29] . When the number of data vectors is large (N ), the scalable SSC/LRR/LSR approach [32] involves drawing randomly n < N data, performing SSC/LRR/LSR on them, and expressing the rest of the data according to the clusters identified by that random draw of samples. While this approach clearly reduces complexity, performance can potentially suffer as the random sample may not be representative of the entire dataset, especially when n N and clusters are unequally populated. Other approaches focus on greedy methods, such as orthogonal matching pursuit (OMP), for solving (9) [6] , [33] . More recently, an active set method, termed Oracle guided Elastic Net (ORGEN) [7] , can be used to reduce the complexity of SSC and EnSC tasks, by solving only for the entries of Z that correspond to data vectors that are highly correlated.
Algorithm 1 Linear sketched data model for Sketch-SC Input: D × N data matrix X; Number of columns of R n; regularization parameter λ;
Output: Model matrix A;
3: Solve (12) for the cost in (15), (16) , (17) to obtain A.
The present paper introduces a novel approach based on random projections that creates a compact yet expressive dictionary that can be employed by SSC/LRR/LSR to reduce the number of optimization variables to O(nN ) for n < N , thus yielding low computational complexity. In addition, the proposed approach can be combined with random projection methods to reduce data dimensionality, which further scales down computational costs.
III. SKETCHED SUBSPACE CLUSTERING
Consider the following unifying optimization problem
where B is an appropriate D × n basis matrix (dictionary), h(A) is a regularization function applied on the n × N matrix A, and C is a constraint set for A. Eq. (12) will henceforth be referred to as Sketch-SC objective. As mentioned in Sec.II-B, the ability of A, obtained from (12) to distinguish data for clustering depends on the choice of h(·), and on B. For SSC, LSR and LRR, B = X, n = N and h(·) is · 1 , 1 2 · 2 F and · * , respectively. The constraint set for SSC is C = {A ∈ R N ×N : A 1 = 1; diag(A) = 0}, while for LSR and LRR, we have C = R N ×N .
A. High volume of data
As the aim of the present manuscript is to introduce scalable methods for subspace clustering, the dictionaries considered from now on will have n N , bringing the number of variables to O(nN ).
In particular, the dictionaries employed will have the form, B := XR, where R is a N × n sketching matrix. The role of R is to "compress" X, while retaining as much information from it as possible. To this end, the celebrated Johnson-Lindenstrauss lemma [5] will be invoked.
Given ε > 0, for any subset V ⊂ R N containing d vectors of size N × 1, there exists a map q : R N → R n such that for n ≥ n 0 = O(ε −2 log d), it holds for all x, y ∈ V
In particular, random matrices known as Johnson-Lindenstrauss transforms will be employed since they exhibit useful properties. [4] An N × n random matrix R forms a Johnson-Lindenstrauss transform
One example of a random JLT matrix is a matrix with independent and identically distributed (i.i.d.)
entries drawn from a normal N (0, 1) distribution scaled by a factor 1/ √ n [3] . Rescaled random sign matrices, that is matrices with i.i.d. ±1 entries multiplied by 1/ √ n are also JLTs [4] , [34] , and matrix products involving these matrices can be computed fast [35] . Another class of JLTs that allows for efficient matrix multiplication includes the so-called Fast (F)JLTs. This class of FJLTs samples randomly and rescales rows of a fixed orthonormal matrix, such as the discrete Fourier transform (DFT) matrix, or, the Hadamard matrix [36] , [37] ; see also [3] where sparse JLT matrices have been advocated.
The following proposition proved in the appendix justifies the use of JLTs for constructing our dictionary B in (12) . This proposition asserts that with a proper choice of the sketching matrix R, the dictionary B is as expressive as X for solving (12) , as it preserves the column space of X with high probability. The next proposition provides a similar bound on the reduced dimension n, when n < rank(X) := ρ. 
w.p. at least 1 − 2δ, where X r = U r Σ r V r is the best rank-r approximation of X. Specifically, it holds that
Upon constructing a B adhering to Prop. 1 or Prop. 2, (12) can be solved for different choices of h.
When h(A) = 1 2 A 2 F , the optimization task (termed henceforth Sketch-LSR)
is solved by A * = λ λB B + I −1 B X, incurring complexity O(n 3 + n 2 D + nDN ). Accordingly, our Sketch-SSC corresponds to h(A) = A 1 = ij |[A] ij | and relies on the objective
that can be solved efficiently to obtain A using the alternating direction method of multipliers (ADMM) [38] , as per [24] , or any other efficient LASSO solver. The ADMM solver for (16) incurs complexity O(n 3 +
where I is the required number of iterations until convergence, and the constraint diag(A) = 0 is no longer required as I is not a trivial solution of (16) . Proceeding along similar lines, our Sketch-LRR objective, for h(A) = A * aims at
that can be solved using the augmented Lagrange multiplier (ALM) method of [25] , which incurs
where I is the number of iterations until convergence. In addition, (17) can be solved using the 2,1 norm instead of the Frobenius norm for the fitting term X − BA. The entire process to obtain the data model A is outlined in Alg. 1.
Remark 1. Upon computing B, (15) and (16) can be readily parallelized across columns of X. In the nuclear norm case of (17) one can employ the following identity [22] , [39] A * = min
where A is some n × N matrix of rank ρ and P and Q are n × ρ and N × ρ matrices respectively. This is especially useful when multiple computing nodes are available, or the data is scattered across multiple devices. Without (18) , distributed solvers of (17) are challenged because as columns of A are added the SVD needed to find the nuclear norm has to be recomputed, which is not the case with (18) .
B. High-dimensional data
The complexity of all the aforementioned algorithms depends on the data dimensionality D. As such, datasets containing high-dimensional vectors will certainly increase the computational complexity. As mentioned in Sec. II-B, dimensionality reduction techniques can be employed to reduce the computational burden of SC approaches. Using PCA for instance, a d < D-dimensional subspace that describes most where N . For such cases, our idea is to combine the method described in the previous section with randomized dimensionality reduction techniques [29] . LetŘ be a d × D JLT matrix, where d D is the target dimensionality, and consider the d × N matrixX :=ŘX, which is a reduced dimensionality version of the original data X. The Sketch-SC objective then becomes
whereB :=XR is a d × n dictionary of reduced dimension with R being an N × n JLT matrix as in (12) . Upon formingX andB, (19) can be solved for different choices of h as in Sec. III-A. The steps of our algorithm for high-dimensional data are summarized in Alg. 2.
Remark 2. While carrying out the products XR,ŘX orXR can be computationally expensive in cases, they can be accelerated using modern numerical linear algebra tools, such as the Mailman algorithm [35] .
C. Obtaining cluster assignments using A
After obtaining the N × N matrix Z in (9), (10) or (11), a typical post-processing step for SSC, LSR, and LRR, is to perform spectral clustering, using W := |Z| + |Z | as the affinity matrix. This step however, is not possible for the matrix A obtained from (15), (16) or (17), because it has size n × N , with n < N .
While A cannot be directly used for spectral clustering, a k-nearest neighbor graph [1] can be constructed from the columns of A. Let a i denote the i-th column of A, and K i the set of the k columns of A that are closest to a i , in the Euclidean distance sense. The N × N adjacency matrix W can then be constructed with entries
In addition, non-binary edge weights can be assigned as
where w ij is some scalar that depends on a i and a j . For instance, if heat kernel weights are used, then
, for some σ > 0. The resultant mutual k-nearest neighbor matrix W can then be employed for spectral clustering. Note that the N × N matrix W emerging from (20) or (21) will be sparse with O(N ) nonzero entries, which can accelerate the eigendecomposition schemes employed for spectral clustering [40] , [41] . The overall scheme is tabulated in Alg. 3. Remark 3. When N and n are large, computation of the k nearest neighbors can be computationally taxing. Many efficient algorithms are available to accelerate the construction of the k nearest neighbor graph [42] , [43] . In addition, approximate nearest neighbor (ANN) methods [44] [45] [46] can be employed to speed up the post-processing step even further. Finally, this post-processing step can be employed for regular SSC, LSR, and LRR.
IV. PERFORMANCE ANALYSIS
In this section, performance of the proposed method will be quantified analytically. Albeit not the tightest, the bounds to be derived will provide nice intuition on why the proposed methods work. The following theorem bounds the representation error of Sketch-LSR in the noise less case. 
with λ as in (12) , and σ r+1 denotes the (r + 1)st singular value of X.
Theorem 1 implies that the larger n is, the smaller the upper bound becomes as a smaller singular value of X is selected. This also suggests that datasets exhibiting lower rank can be compressed more (with smaller n), while retaining representation accuracy. 
with λ as in (12), and σ r+1 denotes the (r + 1)st singular value of X.
This corollary is a direct consequence of the fact that for any n × 1 vector x, it holds that x 2 ≤ x 1 .
Accordingly, the following corollary for Sketch-LRR holds because X F ≤ X * . 
For the Sketch-SSC and Sketch-LRR, tighter bounds could possibly be derived by taking into account the special structures of the 1 and nuclear norms, instead of invoking norm inequalities.
For a dataset X drawn from a union of subspaces model, batch methods such as SSC, LSR and LRR, should produce a matrix of representations Z that is block-diagonal, under certain conditions on the separability of subspaces [25] , [26] . This, in turn, implies that for data x i , x j ∈ S k , x ∈ S k for k = k , it holds that
that is the representations of two points in the same subspace, are closer than the representations of two points that lie in different subspaces. The following proposition suggests that this property is approximately inherited by the Sketch-SC algorithms of Sec. III, with high probability.
Proposition 3. Consider x i = Xz i and x j = Xz j , and their representation provided by SSC, LRR or LSR z i and z j , respectively. Let ρ = rank(X) and a i , a j be the representation obtained by the corresponding Sketch algorithm of Section III; that is, x i = XRa i , where the N × n matrix R is a JLT(ε, δ, D). If n = O(ρ log(ρ/ε) ε 2 f (δ)), then w.p. at least 1 − δ it holds that
Proposition 3 also justifies the use of the k-nearest neighbor graph as a post-processing step in Sec. III-C.
As will be seen in the ensuing section, the proposed approach has comparable performance to other high-accuracy SC approaches while requiring markedly less time.
V. NUMERICAL TESTS
The proposed method is validated in this section using real datasets. Sketch-SC methods (termed throught this section as Sketch-SSC, Sketch-LSR and Sketch-LRR) are compared to SSC, LSR, LRR, the orthogonal matching pursuit method (OMP) for large-scale SC [6] , as well as ORGEN [7] . When datasets are large (N ), the proposed methods are only compared to OMP and ORGEN. The figures of merit evaluated are following.
• Accuracy, i.e., percentage of correctly clustered data:
Accuracy := number of data correctly clustered N . The real datasets tested are Hopkins 155 [49] , the Extended Yale Face dataset [50] , the COIL-100
database [51] , and the MNIST handwritten digits dataset [52] . 10 clusters, one per digit. Here the dataset is preprocessed with a scattering convolutional network [53] and PCA to bring each image dimension down to D = 500, as per [6] , [7] . Due to the size of the dataset, 
B. High-dimensional data
In this section, the performance of Sketch-SC approaches combined with randomized dimensionality reduction (Alg. 2) is assessed, for the Extended Yale Face database. 
VI. CONCLUSIONS AND FUTURE WORK
The present paper introduced a novel data-reduction scheme for subspace clustering, namely Sketch-SC, that enables grouping of data drawn from a union of subspaces based on a random sketching approach for fast, yet-accurate subspace clustering. Performance of the proposed scheme was evaluated both analytically and through simulated tests on multiple real datasets. Future research directions will focus on the development of online and distributed Sketch-SC, able to handle not only big, but also fast-streaming data. In addition, the sketched SC approach could be generalized to subspace clustering for tensor data.
APPENDIX
A. Supporting Lemmata
The following lemmata will be used to assist in the proofs of the propositions and theorems. f (δ)), then the following holds w.p. at least 1 − δ
where σ i (V R) denotes the i-th singular value of V R.
Lemma 3. [4, Lemma 8]
Let ε > 0, and consider the n × k orthonormal matrix V with n > k, as well as the n × r matrix R, with r > k satisfying 1 − ε ≤ σ 2 i (V R) ≤ 1 + ε for i = 1, . . . , k. It then holds deterministically that
Proposition 1. Let X be a D ×N matrix such that rank(X) = ρ, and define the D ×n matrix B := XR,
where R is a JLT(ε, δ, D) of size N × n. If n = O(ρ log(ρ/ε) ε 2 f (δ)) then w.p. at least 1 − δ, it holds that range(X) = range(B).
Proof. Let X = U ρ Σ ρ V ρ be the SVD of X. Since V ρ is invertible and Σ ρ is diagonal, it holds that range(X) = range(U ρ )
i.e., the columns of X can be written as linear combinations of the columns of U ρ and vice versa. Now consider B = XR = U ρ Σ ρ V ρ R = U ρ Σ ρṼ ρ , whereṼ ρ := R V ρ , which implies range(B) ⊆ range(U ρ ). By Lemma 2Ṽ ρ := V ρ R is full row rank w.p. at least 1 − δ and thus
which implies that range(U ρ ) = range(B) = range(X), where the last equality is due to (25) . 
Proof. From the first part of the proof of Prop. 1 we have that range(B) ⊆ range(U ρ ). Now consider
By Lemma 2 V r R is full row rank w.p. at least 1 − δ; thus, right multiplying (28) with (V r R) † yields
which upon substituting X ρ−r boils down to
= X ρ−r R(V r R) † − X ρ−r R(V r R) + X ρ−r R(V r R) .
Using the triangle inequality, and the spectral submultiplicativity of the Frobenius norm, yields
Taking the norm of both sides, and noting that V is an orthonormal matrix implies that z i − z j 2 = R(a i − a j ) 2 (42) which upon recalling Def. 1 yields
w.p. at least 1 − δ.
