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In this paper, a novel technique is formed to obtain the solution of a fractional gas
dynamics equation. Some reproducing kernel Hilbert spaces are defined. Reproduc-
ing kernel functions of these spaces have been found. Some numerical examples are
shown to confirm the efficiency of the reproducing kernel Hilbert space method. The
accurate pulchritude of the paper is arisen in its strong implementation of Caputo
fractional order time derivative on the classical equations with the success of the
highly accurate solutions by the series solutions. Reproducing kernel Hilbert space
method is actually capable of reducing the size of the numerical work. Numeri-
cal results for different particular cases of the equations are given in the numerical
section.
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1 INTRODUCTION
Fractional calculus is an area of applied mathematics that takes an interest in derivatives and integrals of arbitrary orders. The
most valuable benefit of utilizing fractional differential equations is the non-local feature [1]. Fractional differential equations
perform an important order to model many problems. There are many fractional differential equations discovered in the literature
[2].
The fractional models appear in the fields of Science and Engineering and many researchers applied different techniques to
deduce nonlinear differential equations of integer and fractional orders. Recently, many numerical methods have been imple-
mented to solve fractional differential equations. These techniques are Adomian decomposition method [3], homotopy analysis
method [4], homotopy perturbation method [5] and variational iteration method [6]. Singh et al. [7] investigated the fractional
partial differential equations showing up in biological populations. Generalized differential transform method has been imple-
mented to search the solution of time-fractional reaction diffusion equations [8]. Singh et al. [9] have investigated many nonlinear
fractional differential equations concurred in biological populations. Bhrawy et al. [10] have applied the operational matrix con-
cept for solving the fractional diffusion equations. Machado et al. [11] and Yang et al. [12] have implemented local fractional
series method to investigate fractional differential equations.






(2)x +M(, x, t) = B(x), 0 <  ≤ 1, (1)
2
with initial condition  (x, 0) = A(x), where M is a nonlinear function of  , x and t. In case ofM(, x, t) = − (1−  ), B(x) = 0





(2)x −  (1 −  ) = 0. (2)
Reproducing kernels were applied for the first time at the beginning of the twentieth century [15, 16]. Wang et al. [17] have
investigated the numerical solution of integro-differential equations of high-order Fredholm by the simplified reproducing kernel
method. Gumah et al. [18] have implemented of reproducing kernel method for solving second-order fuzzy Volterra integro-
differential equations. Al-Smadi [19] has studied simplified iterative reproducing kernel method for handling time-fractional
BVPs with error estimation. Kashkari et al. [20] have applied reproducing kernel method for solving nonlinear fractional
Fredholm integro-differential equation. Fore more details see [21–29,29–37].
We construct our work as: In Section 2, the basic definitions are presented. In Section 3, reproducing kernel Hilbert spaces are
demonstrated. In Section 4, reproducing kernel Hilbert space method for solving fractional gas dynamics equation is presented.
Numerical experiments have been given in Section 5. Conclusion is discussed in Section 6.
2 PRELIMINARIES
We give some definitions of fractional calculus which are further needed in this paper. For the main definitions and features
see [14].
Definition 1. A real function  (z), z > 0, is said to be in the space C ,  ∈ R if there exists a real number p > , such that
 (z) = zp1(z), where 1(z) ∈ C[0,∞]. Clearly C < C if  < .
Definition 2. A function  (z), z > 0, is said to be in the space Cm , m ∈ N0 = N ∪ {0} if 
(m) ∈ C .
Definition 3. The fractional derivative of  (z) in the Caputo sense is given as:




(z − )n−−1 (n)()d,
where n − 1 <  ≤ n, n ∈ N, z > 0,  ∈ Cn−1.
For  ∈ C ,  ≥ −1, ,  ≥ 0,  ≥ −1 and C a real constant, we have:
(i) DD (z) = D+ (z),
(ii) DC = 0,
(iii) Dz =
{

















where {ci}ni=1 are real constants.
Definition 4. For m being the smallest integer that exceeds  , the Caputo time-fractional derivative operator of order  > 0 is
given as:
















ds, m − 1 <  < m,
dm (x,t)
dtm
,  = m ∈ N.
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3 SOME SPECIAL HILBERT SPACES
In this section, we construct the following reproducing kernel Hilbert spaces to get the approximate solutions of Eq. (1). We
obtain some important reproducing kernel functions to get accurate numerical results by reproducing kernel Hilbert space
method.
Definition 5. First of all, we need reproducing kernel Hilbert space J 12 [0, 1] for range:
J 12 [0, 1] = { ∈ AC[0, 1] ∶ 
′ ∈ L2[0, 1]},
where AC denotes the absolutely continuous functions. The inner product of this reproducing kernel Hilbert space is given as:




We obtain the reproducing kernel function f of this reproducing kernel Hilbert space as ( [29], pp. 10 and 17):
f() =
{
1 + , 0 ≤  ≤  ≤ 1,
1 + , 0 ≤  <  ≤ 1.
(3)
Definition 6. The other special Hilbert space that we need for domain is J 22 [0, 1].
J 22 [0, 1] = { ∈ AC[0, 1] ∶ 
′ ∈ AC[0, 1],  ′′ ∈ L2[0, 1]}.
We get the inner product of this reproducing kernel Hilbert space as:




 ′′()′′()d,  ,  ∈ J 22 [0, 1].
The norm of this reproducing kernel Hilbert space is defined as:
‖‖J 22 [0,1] =
√
⟨, ⟩J 22 [0,1],  ∈ J
2
2 [0, 1].
Reproducing kernel function ℎ of reproducing kernel Hilbert space J 22 [0, 1] is obtained as:
ℎ() =
{





, 0 ≤  ≤  ≤ 0,





, 0 ≤  <  ≤ 1.
(4)
Definition 7. The third reproducing kernel Hilbert space that we need for domain is 0J 22 [0, 1].
0J 22 [0, 1] = { ∈ AC[0, 1] ∶ 
′ ∈ AC[0, 1],  ′′ ∈ L2[0, 1],  (0) = 0}.
We have the inner product of this reproducing kernel Hilbert space as:




 ′′()′′()d,  ,  ∈ 0J 22 [0, 1].
The norm of this reproducing kernel Hilbert space is defined as:
‖‖0J 22 [0,1] =
√
⟨, ⟩0J 22 [0,1],  ∈
0J 22 [0, 1].





















i−1, 0 ≤  ≤  ≤ 0,
∑4
i=1 ni()
i−1, 0 ≤  <  ≤ 1,
(6)
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This is the reproducing property.









∈ L2(Υ),  (x, 0) = 0},
where CC means the space of completely continuous functions. The inner product and the norm of binary reproducing kernel
Hilbert space J (Υ) are given as:





















































⟨, ⟩J (Υ),  ∈ J (Υ).
Lemma 1 (See [29, page 148]). The space J (Υ) is a binary reproducing kernel Hilbert space. Reproducing kernel function
P(,) of this space is obtained as:
P(,) = ℎ()g().
Definition 9. We describe the binary reproducing kernel Hilbert space Ĵ (Υ) as:
Ĵ (Υ) =
{






The inner product and the norm of the binary reproducing kernel Hilbert space Ĵ (Υ) are presented as:





























⟨, ⟩Ĵ (Υ),  ∈ Ĵ (Υ).
Lemma 2 (See [29, page 23]). Reproducing kernel function D(,) of the binary reproducing kernel Hilbert space Ĵ (Υ) is
obtained as:
D(,) = f()f().
4 APPLICATION OF THE METHOD
now, we obtain the solution of Eq.(1) in the reproducing kernel Hilbert space J (Υ)We define the bounded linear operator






+M(, x, t), 0 <  ≤ 1. (7)
Then, we use the following alternation to homogenize the initial condition,
y(x, t) =  (x, t) − A(x).




+W (y, x, t) = S(y, x, t), 0 <  ≤ 1. (8)
We select a countable dense subset {(1, 1), (2, 2),…} in Υ and describe
%i = D(i,i), #i = X
∗%i,
where X∗ is the adjoint operator of X. The orthonormal system {#̂i}∞i=1 of J (Υ) can be attained by the operation of Gram–















ikS(yk, xk, tk)#̂i. (9)
















ik ⟨y, #k⟩J (Υ) #̂i.
















ik ⟨Xy, %k⟩Ĵ (Υ) #̂i.






































ikS(yk, xk, tk)#̂i. (10)
5 NUMERICAL RESULTS





(2)x + (1 + t)22 = x2, (11)
6
x∕t m = 49  = 0.25 m = 64  = 0.25 m = 49  = 0.75 m = 36  = 0.75
0.0 0.0000000000 0.0000000000 0.0000000000 0.0000000000
0.1 0.0128059121 0.0109412485 0.0014313396 0.0011349900
0.2 0.0163783274 0.0150291295 0.0059949369 0.0022135496
0.3 0.0234995080 0.0258640784 0.0086000026 0.0055056684
0.4 0.0421179496 0.0425838299 0.0106332177 0.0098200207
0.5 0.0536127447 0.0453950185 0.0160457585 0.0125826690
0.6 0.0524076140 0.0510117569 0.0198362139 0.0116379613
0.7 0.0537372869 0.0636812207 0.0225650340 0.0062413198
0.8 0.0572240855 0.0548875939 0.0238044796 0.0041551731
0.9 0.0427787475 0.0527101455 0.0227372308 0.0199795798
1.0 0.0360241487 0.0415249620 0.0202224021 0.0415693288
TABLE 1 Absolute errors in Example ?? using the J (Υ) kernel and different points near the origin in [0, 1] for  = 0.25 and
 = 0.75.
with initial condition  (x, 0) = x.We need to homogenize the initial condition to apply the proposed technique. Therefore, we
use the following transformation.
y(x, t) =  (x, t) − x. (12)
Then, we have







x(x, t) = yx(x, t) + 1. (15)
If we use these equations in Eq. (11), then we obtain
dy
dt
+ (x + 1 + (1 + t2)2x)y = −y2(2 + t2) + t2x2 − x, (16)
with the initial condition y(x, 0) = 0.
We have solved the above example by reproducing kernel Hilbert space method and we show our results by the following
tables for different values of . The exact solution of the problem is
u(x, t) = x
1 + t
.
We choose different dense points to get accurate results. We changed the density for  = 0.75 in Table 1. Therefore, the results
for 36 dense points are better than the results for 49 points. This is related to the density.
6 CONCLUSIONS
In this work, we used reproducing kernel Hilbert space method to solve fractional gas dynamics equation. We tested the method
for different values of  and for different numbers of dense points. We constructed reproducing kernel Hilbert spaces and found
the solutions in these spaces. We obtained very useful reproducing kernel functions. We showed the efficiency of the method
by means of numerical tests.
Acknowledgement: This research was partially supported by Spanish Ministerio de Ciencia, Innovación y Universidades
PGC2018-095896-B-C22 and Generalitat Valenciana PROMETEO/2016/089.
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x∕t m = 4 m = 9 m = 16 m = 64
0.0 0.0000000000 0.0000000000 0.0000000000 0.0000000000
0.1 0.0137438676 0.0118257164 0.0087766412 0.0045477739
0.2 0.0327159013 0.0256936343 0.0184285971 0.0110891094
0.3 0.0488224239 0.0344673480 0.0245172792 0.0155501025
0.4 0.0596603475 0.0378689494 0.0281715587 0.0246731237
0.5 0.0646659142 0.0369981912 0.0306518224 0.0312734755
0.6 0.0640513658 0.0338523357 0.0343364114 0.0378356827
0.7 0.0578528124 0.0308188310 0.0411213371 0.0428262603
0.8 0.0461427511 0.0307207277 0.0461094580 0.0409868845
0.9 0.0287228530 0.0332415450 0.0424366559 0.0386514274
1.0 0.0049938262 0.0361331022 0.0298574324 0.0318394341
TABLE 2 Absolute errors in Example ?? using the J (Υ) kernel and different points near the origin in [0, 1] for  = 0.5.
x∕t m = 16 m = 25 m = 36 m = 49
0.0 0.0000000000 0.0000000000 0.0000000000 0.0000000000
0.1 0.0032833260 0.0017202261 0.0008707394 0.0003617891
0.2 0.0010140197 0.0012319248 0.0018248226 0.0018640778
0.3 0.0039382302 0.0049101362 0.0038628464 0.0026430397
0.4 0.0073083853 0.0056934723 0.0029931647 0.0019616493
0.5 0.0070698927 0.0036136697 0.0022095268 0.0023067580
0.6 0.0045266740 0.0025094840 0.0026436300 0.0021775196
0.7 0.0029594541 0.0026911891 0.0023510295 0.0019722889
0.8 0.0027772706 0.0023098383 0.0022310986 0.0016297736
0.9 0.0032558105 0.0023467895 0.0017182675 0.0012550185
1.0 0.0029784370 0.0021751200 0.0013464010 0.0010067620
TABLE 3 Absolute errors in Example ?? using the J (Υ) kernel and different points near the origin in [0, 1] for  = 1.0.
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