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Ideas acerca de una teoría de la demostración para una 
reconstrucción de razonamientos revocables 
Carlos Lombardi'' 
1. David Poole presentó, en (Poole 88). una fonna de reconstruir algunos razonamientos 
revocables, en particular aqnellos que incluyen la aplicación de enunciados de nonnalidad o 
defaults del tipo "nonnalmente, las aves vuelan" o "por lo general, los oficinistas son gente 
sedentaria". 
Po ole caracteriza a su propuesta como un "marco lógico". En vez de construir. una 
nueva lógica y definir una relación de consecuencia o un concepto de demostración en los 
qne se refleje la relación entre premisas y conclusión de los razonamientos revocables, opta 
por definir nuevos tipos de relaciones entre fórmulas, fragmentando al conjimto de premisas 
de acuerdo al aporte qne puede hacer cada una en el razonamiento.1 
Describiré brevemente la versión simplificada qne aparece en (Poole 88). 
-El conjunto de premisas se divide en dos fragmentos: un conjunto F de fónnulas cerradas, 
y un conjunto A de fórmulas arbitrarias. 
En F se incluye la representación del conocimiento qne se considern cierto, y en A se repre-
sentan los defaults como fórmulas abiertas, dejando h"bres las variables sobre las qne se 
aplica la característica de normalidad Los dos enunciados de nonruWdad dados como 
ejemplo se representarian como elementos de A de la fonna Px ::> Qx: 
-Se define como escenario de (F,A) a cualqnier conjunto consistente FuD en el qne D es un 
COIÚUlltO <l_e instancias de base2 de elementos de A. 
Aquí se ve qne el uso· de los defaults es la generación de instancias de base, lo qne puede 
verse como la aplicación de un default a un caso particular. Una aplicación de default es 
permitida si es consistente, primero con el conocimiento cierto, y luego con otrns aplicacio-
nes hechas anteriormente. · 
Al agregar instancias de defaults, se generan ampliaciones del conocimiento cierto repre.., 
sentado por F. Estas ampliaciones no son arbitrarias. Los defaults funcionan como una guía 
de razonabilidad en la genernción de ampliaciones, dándole una base a los enunciados in-
cluidos. El conocimiento qne se incorporn no es general, sino que está referido a un caso 
particular. 
-Se dice qne una fórmula cerrada g es explicable a partir de (F,A) si y sólo si exiSte algún 
escenario E de (F,A) qne veri:fiqne E 1= g. Esta es la relación qne liga premisas y conclusión 
de los razonamientos qne pueden reconstruirse mediante este marco. Los defaults qne se 
incluyen entre las premisas de un razonamiento son aqnellos para los qne E incluye alguna 
instancia · 
El sistema lógico del cual se utilizan el lenguaje y las nociones de consistencia yconse-
cuencia está en principio abierto, lo qne está indicado en (Poole 88), pág. 29. En los articu-
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los de Poole y en otros que lo mencionan se utiliza el cálculo de predicados de primer or-
den, idea·que seguirá este trabajo. 
Representemos, dentro de este marco, al ejemplo canónico de la literatura sobre razo-
namiento revocable, extendiéndolo un poco. Se usará una variación del lenguaje de predi-
cados, que hace a la formalización antoe:l>.-plicable. Los símbolos de predicado y constante 
comienzan con minúscula, y los de variable con mayúscula 
Las premisas con que contamos son: Normalmente las aves vuelan (defaulf). Los obje-
tos que vuelan suelen ser livianos (defaulf). Tweety es un ave {conocimiento cierto). Perico 
es un ave (conocimiento cierto). Pueden representarse en este marco mediante: 
F = { ave(tweety) , ave(perico)} y A = { ave{X) ::::J vuela{X) , vuela(X) :::> liviano (X)} 
Las fórmulas gl = vuela{tweety) y g2 = liviano (perico) son explicables respectiva-
mente. 
a. partir de (F,A), mediante los escenarios: 
El = Fv{ave{tweety) :::> vuela(tweety)} 
E2 = Fv{ave(perico) :::> vnela(perico), vuela(perico) ::::J liviano(perico)} 
El y E2 amplían el conocimiento expresado en F. Estas ampliaciones no fueron genera-
das axbitrariamente, sino de acuerdo con A. A y la noción de consistencia indican de qué 
formas resulta licito generar ampliaciones de un conjunto inicial de conocimiento cierto. 
El razonamiento que lleva a gl, puede reproducirse de la siguieD.te forma, en la que se 
resalta la utilización del default. · 
(1) Normalmente, las aves vuelan. 
Si Tweety es un ave, entonces Tweety Vo.ela 
Tweety es un ave. 
Tweetyvuela 
Este razonamiento es revocable. Supongamos 
. ... _ __ .f' = F~.!{'v'Xpingüino(X) :::> -,vuela{X), pingüino(tweety)} 
· gl no es explicable a partir de (F,A). El no es escenario de (F,A), pues la instancia agre:-
gada no es consistente con F. El razonamiento {1) fue anulado, pues ya no puede hacerse su 
primer paso. Esto no invalida al default en su totalidad. Observamos, p. ej., que E2 es esce-
nario de (F;A), y por lo tanto g2 resulta explicable. 
2. En (Poole 88) se descnoen los conceptos de escenario y e:l>.-plicabilidad como la semán-
tica de su "marco lógico"' (pág. 29). En este trabajo intento aportar elementos para la cons-
trucción de una teoría de la demostración que sea adecuada al mismo. 
En varios artículos de Poole aparecen elementos relacionados con la teoría de la de-
mostración. Estos elementos son funcionales a su interés por construir una implementación 
computacional de la e:l\."Plicabilidad extendiendo un demostrador de teoremas basado en el 
principio de resolución. Por esto sus definiciones y demostraCiones, que están (dentro de la 
bibliografía de este trabajo) en (Poole 89) sección 5 y en (Poole 91) sección 3, aparecen 
mezcladas con cuestiones relacionadas específicamente con el tipo de demostrador que 
Poole quiere extender. Este trabajo, aunque basado en los elementos descriptos por Poole, 
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sigue un enfoque distinto. El interés aquí es definir una teoría de la demos~~ón ~decuada 
a una reconstrucción de razonamientos revocables que no es puramente log¡.ca, mdepen-
dientemente de las cuestiones ligadas a deducción automática. . . . 
·Cómo debería ser una teoría de la demostración para la reconstrucc10n de razona-¿ •. 
mientas revocables descripta en l.? Descno~os algunas ca:~ctensticas: . . . 
-Como la relación definida que liga prenusas y conclus10n es la explicabilidad, la ade-
cuación de un concepto de demostración3 debe verificarse con respecto a la misma. 
-Una demostración de una fórmula dentro de este marco debería partir de un determi-
nado (F,A), pues una fórmula no es e":plicable por sí, sino con respecto a un (F,~). 
-Una definición puede considerarse adecuada si cumple la siguiente condición: 
existe una demostración de g a partir de (F,~) si y sólo si g es explicable a partir de 
(F,~). 
-Una demostración seria más útil si, además de indicar que una fórmula es ea'Plicable, 
generara un escenario que la explique. 
3. Se presenta en esta sección una definición de demostración para la reconstrucción de 
razonamientos revocables definida en l. Esta definición está basada en las demostraciones 
por resolución lineal, descriptas en (Cbang-Lee 73) pág. 131. Se usarán elementos asocia-
dos a las demostraciones por resolución, como el cálculo de la forma clausal de un conjunto 
de fórmulas, y el concepto de resolvente. Esto coincide con los elementos de teoría de la 
demostración definidos por Poole y mencionados en 2., que también se basan en resolución 
lineal 
Dadas una fórmula cerrada g, y un par (F,~), y si llamamos CF al conjunto de cláusulas 
que resulta' de calcular la .forma clausal de F, y CNG al conjunto de cláusulas que resulta de 
calcular la forma clausal de la fórmula -,g, definimos como demostración de g a partir de 
(F.Ll} a cualquier secuencia de pares (Ro,D0), ••• ,CRJc,D0 que cumplan las siguientes condi-
ciones: 
1) Ro E CNG 
2) Do=0 
3) para i desde 1 hasta k, R;. es resolvente de R;..1 y Ci_;;'C:on 
a) ci-1 E (CF u CNG), ó' 
b) ci-1 E {Ro, ... ,R;..1}, ó 
e) Ci.1 pertenece al conjunto resultante de calcular la forma clausal de Di-t. ó 
d) ~-1 es una cláusula que resulta de calcular la forma clausal de d, siendo d 
una instancia de base de o, con o e ~'tal que FuDi.1u{d} es consistente 
yd e Di-1· 
4) para i desde 1 hasta k, Di se define de acuerdo a cómo se obtiene ~-1 
D; = D;.1 si C;.1 se obtiene mediante las opciones a), b) o e). 
D; = D;.1 u{ d} si ~-1 se obtiene mediante la opción d). 
5) ~ es la cláusula vacía. 
Una demostración de g a partir de (F,~) es similar a una demostración, por resolución 
lineal de la lógica deprédicados, de la inconsistencia de CF u CNG, o lo que es lo mismo, 
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1 
una demostración de la forma F 1- g , donde el símbolo 1- indica "es deducible por resolu-
ción lineal". Las diferencias son dos: 
-se acompaña la secuencia de resolventes Ro, ... ,~ con una nueva secuencia D0, ••• ,Dk de 
conjuntos de instancias de base de defau/ts. 
-se amplía el conjunto del cual se pueden elegir las cláusulas laterales Co, ... ,Ck.t (condi-
ción 3) de la definición). 
Además de las cláusulas en CF u CNG y los resolventes anteriores (opciones a) y b)), 
que son las opciones permitidas en resolución lineal, se admite en cada paso (opción d)) 
incorporar una instancia de base de algún default, si es consistente con F y con las instan-
cias incorpomdas en los pasos anteriores, y si su forma clausal incluye alguna cláusula que 
resuelva con el resolvente actual. 
Este es el reflejo, en la demostración, de la ampliación del conjunto de premisas que 
permite llegar a la conclusión deseada, en este caso la fórmula g. ·La ampliación está guiada 
por A y por la noción de consistencia, como se indica en 1. 
Al incorporarse una instancia al conjunto de premisas, las cláusulas qne genera pueden 
ser utilizadas luego como cláusulas laterales (opción e)). 
La siguiente es una demostración de g2 a partir de {F,A), según la representación del 
ejemplo canónico de l. 
Ro = -Jiviano(perico) D0 = 0 
Co = -,vuela(perico) v liviano(perico) (opción d)) 
R1 = .., vuela(perico) Dr = {vuela (perico) ::::> liviano (perico)} 
C1 = -,ave(perico) v vuela(perico) (opción d)) 
R2 = -,ave(perico) Dz = {vuela(perico) ::::> liviano(perico), ave(perico) ::::> vuela(perico)} 
C2 = ave(perico) (opción a)) 
R3 = cláusula vacía. D3 = Dz 
La definición presentada en _esta sección coincide en varios aspectos con las demostra-
ciones top-down pam lógica default, presentadas en las seccione§ 5 :y 7.2 de (Reiter_80). En 
. particí.Ilar,7 el estax:. basada en resolución lineal El concepto de demostmción presentado 
aquí es más simple que el de Reiter. Una demostmció]l de e~.-plicabilidad está basada en una 
demostración por resolución lineal clásica, 'éñ. ve:i-ae necesitar una secuencia de demostl:'a:-
ciones como es el caso de la lógica default. 
4. Una vez definido qué se entiende por demostración, se plantea la cuestión acerca de si 
esta definición es adecuada, de acuerdo a lo planteado en 2. Al mostrar esta adecuación, se 
mostrará también que el conjunto Dk de instancias de base de defaults es una explicación 
pam g, o sea que FuDk es consistente y FuDk 1= g . 
Por lo tanto, las demostraciones definidas en 3. brindan la utilidad adicional planteada 
en2. 
Pam reflexionar acerca de la adecuación, me basaré en que, al hacer algunos cambios 
mínimos sobre una demostración de g a partir de {F,A), se obtiene una demostmción por 
resolución lineal de la lógica clásica de primer orden de la forma FuDk 1- g. · 
1) Pam analizar la adecuación de las demostraciones definidas, son necesarios los siguien-
tes resultados acerca de Dk: a) ~ es un corüunto de instancias de base de defau/ts. 
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b) FuDk es consistente. e) D;~Dkpara todo i entre O y k. . . 
Demuestro a) y b) para todo Dj con i entre O y k, por inducción sobre J,.en particular 
queda demostrado para Dk. . . 
Do verifica trivialmente a) y b). Si Dj-t verifica a) y b), entonces S1 Dj = Dj-t. entonces Dj 
verifica obviamente a) y b) si Dj = Dj.1 u{d}, enton~ Dj verifica a) pue~ ~?dos los ele-
mentos de D· 1 verifican a) por hip. inductiva, y d verifica a) por su definicton como una 
instancia de base de un default verifca b) por la condición explicita de que 
FuDJ=.FuDj-1u{d} debe ser consistente. . .. , 
e) es obvio, por cómo se define cada D; mcluyendo a D¡,.1 en la condicton 4) de la defi-
niciónde3. 
2) Se define como demostración clásica asociada a la demostración de g a partir de (F,L1) a 
la secuencia ~ •... ,R.¡, de resolventes de la segunda 
Veremos en seguida que esta es una demostración por resolución lineal de la lógica clá-
sica de primer orden de la forma FuDk 1- g . Si llamamos CD al conjunto de cláusulas que 
resulta de calcular la forma clausal de Dk. entonces lo anterior equivale a una demostración 
por resolución lineal de que CF u CNG u CD es inconsistente. 
Para verificar lo recién afirmado, alcanza con mostrar que todas las cláusulas laterales 
C; para i entre O y k-1 cumplen con C; E (CF u CNG u CD) ó C; E{~ ••. ,R¡}. 
Analicemos los posibles C;.1 según la definición de 3., condición 3). 
opción a) 
como (CF u CNG) ( (CF u CNG u CD), si C¡,.1 es obtenido mediante esta opción 
entonces cumple la primera condición 
opciónb) 
coincide con la segunda condición 
opción e)-
.· D;.1 º Dlé (resultado ·1)c)), por lo tanto el conjunto resultante de calcular la forma 
clausal de 0¡,.1 está incluido en CD. En consecuencia, si C¡,.1 es obtenido mediante 
esta opción, entonces cumple con la primera condición. 
opciónd) 
la instanciad E D; ~ Dk (otra vez, resultado 1)c), lo que permite ún razonaniiento· 
análogo al de la opción e). '" 
Con respecto a las otras características de las demostraciones por resolución lineal: 
~ E CF u CNG u CD ~ E CNG por la condición 1); 
R.¡, es la cláusula vacía esta es la condición 5) 
R¡ es resolvente de R¡_1 y C;.1 lo afirma la condición 3). 
3) Muestro que FuDk es una explicación para g, de acuerdo a lo definido en l. Para esto 
debo demostrar que FuDk es un escenario. La definición de escenario coincide con los 
resultados 1)a) y l)b), ya demostrados en 1) FuDk 1= g .. Como la resolución lineal es un 
-procedimiento adecuado para la lógica clásica de primer orden,· alcanza con mostrar una 
demostración por resolución lineal de la forma FuDk 1- g. La demostración clásica asociada 
a la demostración de g a partir de (F,L1) tiene exactamente esta forma, por lo que hallamos 
la demostración deseada. · · · 
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4) Con los elementos reunidos hasta ahora, podemos abordar la cuestión acerca de la ade-
cuación. 
Con respecto a la corrección: supongamos que existe una demostración de g a partir de 
(F,A). Debo demostrar que g es e).:plicable a partir de (F,A), o sea que existe un escenario E 
que verifique E 1= g. 
Por lo demostrado en 3), el conjunto FuDk es un escenario que cumple con esta condi-
ción. Por lo tanto, g resulta e"--plicable, y las demostraciones resultan correctas. 
La parte que respecta a la completud es un poco más larga. Supongamos que g es expli-
cable a partir de (F,A). Debo demostrar que existe alguna demostración de g a partir de 
(F,A), lo que voy a hacer eXlu"biendo una tal demostración. 
g es explicable a partir de (F,A), por lo tanto existe un escenario E = FuD tal que 
FuD 1= g. Como la resolución lineal es un procedimiento adecuado para la lógica clásica de 
primer orden, entonces existe una demostración por resolución lineal de la forma FuD 1- g 
con secuencia de resolventes Ro, ... ,~ y cláusulas laterales Co, ... ,Ck-t . 
Defino la secuencia Do, ... ,Dk de la siguiente manera: 
Do=0 · 
y para i desde 1 hasta k-1: 
Di= Di-t u{ d} si 4t resulta de calcular la forma clausal de d, con d e D y d ~ D;..1 
D; = D¡.1 en caso contrario. 
Observo que para todo i entre O y k, se verifica Di b D, pues los elementos agregados a los 
D; son siempre elementos de D. 
La secuencia de pares (Ro, D0), ••• ,<Ric, D0 resulta ser una demostración de g a partir de 
(F,A), y en consecuencia es la demostración que debo exln"bir. Esto completa la demostra-
ción de adecuación. 
El resto de esta sección muestra lo recién afirmado, de acuerdo a la definicióÍide 3 .. 
Las condiciones 1), 2) y 5) se cumplen trivialmente. Con respecto a la condición 3), obser-
vamos que cada cláusula lateral C¡_1 verifica: 
C¡.1 e CF u CNG u CD ó 4t e {Ro, ... ,R.;..¡}. 
,,Si C¡_1 ~ CD, está cubierto por las opciones a) o b)_-,, 
- Si 4t e CD,'deben distinguirse dos casos: 
4 1 pertenece al conjunto resultante de calcular 13. forma clausal de Di.¡, lo que está cu-
bierto por la opción e) 
C¡_1 no pertenece a dicho conjunto, con lo cual es una cláusula resultante de calcular la 
forma clausal de algún d que verifica d e D y d ~ D;..1• Como por hipótesis FuD es un es-
cenario, entonces d es una instancia de default que verifica FuD;.¡i...J{ d} consistente (pues 
FuD consistente y Di.1u{ d} b D), estando cubierta entonces C¡.¡ por la opción d). 
Con respecto a la condición 4), se observa que los casos en que se agrega una instancia 
en D¡ coinciden con los cubiertos por la opción d) de la condición 3), por lo que la de:tinj-
ción de D; coincide con esta condición. · 
5 •. En principio, la tarea de construir un escenario que e"-plique un dete~do enunciado 
g puede verse como problemática En efecto, ¿cómo conocer a priori cuáles, entre las ins-
tancias de los defaults, servirán para construir un escenario que implique g? 
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Una demostración de g a partir de (F,A) detennina un escenario que e:li.."Plica g. Este es-
cenario es FuDk. como se mostró en 4 .. La forma en que está definida la demostración en 
3., además de determinar tal escenario, brinda una guía para abordar su co}\strucción. . 
En efecto, para cada i entre 1 y k, en la generación del par (R¡,D¡) se genera, a lo sumo, 
una nueva instancia de default (se genera una instancia si se elige la opción d) en la condi-
ción 3), y ninguna en cáso contrario). Se acotan en gran medida las posibles instancias a 
generar. Tiene sentido generar sólo las instancias que resuelven con R-1· P. ej_, no tiene 
sentido analizar los defau/ts que no coinciden en ningún simbolo de predicado con R;..1• 
En el ejemplo en el que se demuestra la fórmula liviano (perico) en 3., cada vez que se 
genera una instancia, es la única instancia de base de defau/t que resuelve con el resolvente 
actual. 
6. Un aspecto en el que las definiciones de 3. pueden ser de especial utilidad es el desarro-
llo de una implementación computacional para la relación de explicabilidad. El desarrollo 
de una implementación puede verse favorecido por el hecho de que las demostraciones 
definidas son variaciones de las demostraciones por resolución lineal, de las cuales existen 
varias implementaciones y abundante literatura. 
Po ole desarrolló varias implementaciones de su "marco lógico", que están basadas en 
un demostrador de teoremas que implementa resolución lineal clásica. (Poole 91) descnoe 
extensamente una de ellas. Es para estas implementaciones que desarrolló los elementos 
relacionados con teoría de la demostración mencionados en 2 .. 
Uno de los objetivos de haber separado los aspectos relacionados con teoría de la de-
mostración (presentados en este trabajo) de los ligados a problemas de deducción automá-
tica es obtener una base a partir de la cual se puedan desarrollar implementaciones más 
claras y más robustas. Cualquier implementación deberá tener en cuenta que las demostra:-
ciones definidas no son semidecicholes aplicadas a la lógica clásica de primer orden, al no 
ser decidible la verificación de la consistencia de un conjunto de fórmulas, necesaria en la 
generación de una 1;1ueva insfc!ncia de base de default (opción d) de la condición 3) de la 
definición de 3.). Eñ una implementación deberá utilizarse un concepto debilitado de con-
sistencia, sin salir por esto del "marco lógico" definido por Poole .. Se implemen~.:una aJLli-
cación del mismo distinta a la indicada por la lógica clásica de primer orden (ver f~). 
Las demostraciones resultan decicholes en los contextos en los que la verificación de 
consistencia lo es, p. ej. para la lógica proposicional. 
Existen otras cuestiones a resolver, relacionadas con qué instancia de un determinado 
default es la que debe generarse en algunos casos, y en qué momento se puede decidir esto 
con seguridad. Esto está tratado en (Poole 91), secciones 3.2 y 3.3. 
Conclusión 
En el articulo se brindan algunos elementos relacionados con la teoría de la demostración, 
aplicada a reconstrucciones de razonamientos que no están basadas exclusivamente en 
relaciones de consecuencia En particular, se exhibe un concepto de demostración que, en 
mi opinión, permite abordar en forma sencilla la construcción de uÍl. escenario que e:li.."Plique 
a un determinado enunciado; o seá, de una ampliación razonable de un conjunto inicial de 
conocimiento que respalde a dicho enunciado. La definición e:li.."PUesta puede servir de base 
para una eventual iinplementadón computacional, aunque quedan aspectos a resolver. 
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Notas 
1 Para una discusión acerca de distintos criterios para representar los razonamientos revocables, puede verse 
(Legris 95). 
2 Una insta11cia de base de una fórmula F es el resultado de aplicarle una sustitución de todas sus variables libres 
por términos que no contienen variables, o sea, elementos del universo de Herbrand del conjunto de fórmulas en el 
que F está inscripta. En (Chang-Lee 73) este concepto es llamado instancia ground (pág. 53). 
3En este articulo se usará el término demostración en un sentido puramente sintáctico. Lo que se definirá está 
basado en las demostraciones por resolución; en este contexto puede llamarse "demostración" a una derivación 
que, en particular, termina en la cláusula vacía, como lo hace (Chang-Lee 73), pág. 73. 
Las demostraciones que se definen en este articulo no son deductivas, al usar el término "demostración" no 
pretendo indicar que existe alguna relación de tipo deductivo. 
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