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ABSTRACT. We develop various quantitative estimates for the anisotropic Maxwell sys-
tem in Lipschitz domains, with a focus on how the estimates precisely depend on the
Lipschitz character of the domain. We pay special attention to trace operators and ex-
tension operators over certain Sobolev spaces. Finally, we provide a weak formulation
of the interior scattering problem in terms of the exterior Caldero´n operator, and provide
explicit bounds for the solution of the interior problem in terms of the incident fields and
the Lipschitz character of the domain.
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1. INTRODUCTION
Estimates of scattered fields in terms of incident fields play an important role in con-
trolling how much energy an obstacle scatters. In [21] this problem was addressed quite
explicitly, and a number of such estimates were obtained on a domain with C1,1 boundary.
Here we instead consider the case when the domain is rougher; namely, the domains under
consideration here are Lipschitz.
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2 QUANTITATIVE ESTIMATES IN LIPSCHITZ DOMAINS
The effects of rough surfaces on scattering are important for many applications, in-
cluding radar surveillance, remote sensing, synthetic aperture radar imaging and radio
communication, see e.g. [2] and [18].
It is our motivation to study precisely how the rough surface effects the various scat-
tering problems. We develop quantitative estimates for various trace operators, which are
used in turn to prove existence and uniqueness of solutions to an interior problem for the
Maxwell system. The previous trace estimates are then used to establish an H(curl,Ω)
estimate of the solution of the interior problem, where the constant is obtained explicitly
in terms of the Lipschitz nature of the domain. Indeed, we obtain the following explicit
bound of the field E in terms of the incident fields:
Theorem 1.1. Any solution E ∈ H(curl,Ω) of (5.40) on a bounded, Lipschitz domain in
R3 satisfies
||E||H(curl,Ω)≤
(1+
√
2)(M k1)2
min(C0,C˜0)
||Ce||T(∂Ω)
(||Hi||H(curl,Ω)+||Ei||H(curl,Ω)) ,
where the constants C0,C˜0 depend on the material parameters of the scatterer, k1 is a
constant given by (3.20), and M is the Lipschitz constant of the domain.
The Sobolev spaces employed in this general setting are more complicated than on a
smooth domain, see [3] and the references therein. This is exemplified by the fact that even
for u ∈C∞(Ω), it is not true that the tangential trace of u belongs to H1/2(∂Ω). Therefore,
the development of precise, qualitative trace estimates is important for understanding ex-
actly how the rough surface affects solutions of the Maxwell system, and ultimately how
the scattering problem is affected.
We expect the quantitative trace estimates themselves to be of independent interest, but
in particular these results will be useful for the exploration of how precisely rough surfaces
effect various electromagnetic scattering problems.
The layout of this article is as follows. First in Section 2 we recall the basics of Lipschitz
domains. In particular, we define a Lipschitz character θ in (2.2) that will appear in a
number of trace estimates. Section 3 is devoted to proving the quantitative trace theorems.
In Section 4 we consider the scattering problem. Then in Section 5 we develop a weak
formulation of the scattering problem, prove existence of weak solutions via Lax-Milgram
Theorem, and ultimately prove Theorem 1.1. Finally, in Section 6 we deliver precise
estimates for the scattered fields in terms of the incident fields. These estimates are known
[20], but here we provide explicit dependence on the Lipschitz character of the domain in
the resulting constants.
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FIGURE 1. The wedge domain Ωα .
2. LIPSCHITZ DOMAINS
We begin by letting Ω⊂ R3 be a Special Lipschitz domain, so that
Ω=
{
(x′,x3) : x3 > φ(x′)
}
,(2.1)
where x′ = (x1,x2) and φ : R2 → R is globally Lipschitz. Let M denote the Lipschitz
constant of φ , i.e.
|φ(x)−φ(y)|≤M|x− y|, ∀ x,y ∈ R2.
We have that boundary of Ω is
∂Ω=
{
(x′,x3) : x3 = φ(x′)
}
,
and the unit normal ν is given by
ν = ν(x′,φ(x′)) =
1√
1+ |∇hφ(x′)|2
(∇hφ(x′),−1),
where the gradient ∇h is the 2 dimensional “horizontal” gradient. Following [14] we let
θ ∈ [0,pi/2) be the angle defined by
θ = arccos
(
inf
x′∈R2
1√
1+ |∇hφ(x′)|2
)
(2.2)
so that for e = (0,0,1) we have
−e ·ν(x′,φ(x′)) = 1√
1+ |∇hφ(x′)|2
≥ cos(θ) ∀ x′ ∈ R2.(2.3)
Example 2.1. The wedge with angle α ∈ (0,pi) can be defined as the Special Lipschitz
domain
Ωα :=
{
(x,y) ∈ R2 : y > cot(α/2)|x|} ;
4 QUANTITATIVE ESTIMATES IN LIPSCHITZ DOMAINS
see Figure 1. The boundary of this domain is defined by the function φ(x) = cot(α/2)|x|;
the Lipschitz constant for this domain is M = cot(α/2). In particular, for small angles α ,
we see that
M = M(α)≈ 2
α
.
Notice that for Ωα , there holds
1√
1+ |φ ′(x)|2 = sin(α/2)
so
θ = arccos(sin(α/2)) =
pi
2
− α
2
.
Let (∂Ω)1 and (∂Ω)2 denote the part of the boundary lying to the left and right of the
angle α , respectively. Then each of these pieces of ∂Ω can be parametrized:
(∂Ω)1 = {(−t sin(α/2), t cos(α/2) : t ∈ R+} ,
(∂Ω)2 = {(t sin(α/2), t cos(α/2) : t ∈ R+} .
Let P ∈ (∂Ω)1 and Q ∈ (∂Ω)2, so that
P = (−t sin(α/2), t cos(α/2)) and Q = (t sin(α/2), t cos(α/2)).
Then, simple geometric considerations imply that the normals at these points are given by
ν(P) = (−cos(α/2),−sin(α/2)) and ν(Q) = (cos(α/2),−sin(α/2))
so we see that the analog of (2.3) holds on both (∂Ω)1 and (∂Ω)2.
3. TRACES ON LIPSCHITZ DOMAINS
The following gives precise control of the constant for the trace of an H1(Ω) function
on Special Lipschitz domains.
Theorem 3.1 ([14]). Let Ω be a domain of the form (2.1). Suppose u ∈ H1(Ω). Then the
trace of u, denoted u|∂Ω, belongs to L2(∂Ω) and
||u|∂Ω ||2L2(∂Ω)≤
2
cos(θ)
||u||L2(Ω)||∇u||L2(Ω;R3),(3.4)
where θ is defined in (2.2).
The analog of Theorem 3.1 for a bounded, general Lipschitz domain is the following:
Theorem 3.2 ([14]). Let Ω be a bounded, Lipschitz domain. There exists a constant C > 0
such that for all u ∈ H1(Ω), the trace of u lies in L2(∂Ω) and
||u|∂Ω||2L2(∂Ω) ≤
1
β
||u||L2(Ω)·
(
2||∇u||L2(Ω;R3)+C||u||L2(Ω)
)
,(3.5)
where β = mink cos(θk).
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The angles θk are defined via a partition of unity below; see (3.13). The following is
also well known. Here we use the notation γu(x) = u|∂Ω (x) for x ∈ ∂Ω.
Theorem 3.3 ([9]). Let Ω⊂ R3 be a domain of the form (2.1), and suppose 1/2 < s≤ 1.
Then the trace operator γ : Hs(Ω)→ Hs−1/2(∂Ω) is continuous.
It will be useful later for us to know the precise constants that arise in the previous
result. Let us also take s = 1, and fix Ω ⊂ R3 to be a Special Lipschitz domain. To track
the constants, let φ be as in (2.1) and consider the operators
Tφ : L2(Ω)→ L2(R3+)(3.6)
Tφu(x) = u(x′,x3+φ(x′))
and
Sφ : L2(∂Ω)→ L2(R2)(3.7)
Sφu(x′) = u(x′,φ(x′))
where Sφ is defined for a.e. x′ ∈ R2. It was shown in [9] that
||S−1φ w||H1/2(∂Ω)≤
√
1+2M2||w||H1/2(R2)
for any w ∈ H1/2(R2). In fact, we can write this constant in terms of the angle θ in (2.2)
by using the fact that the surface measure dσ satisfies
dσ =
√
1+ |∇hφ(x′)|2dx′ ≤ 1cos(θ)dx
′
by definition of θ . Pushing this θ through the proof of Lemma 3 in [9] gives the following
estimate:
||S−1φ w||H1/2(∂Ω)≤
1
cos(θ)
||w||H1/2(R2)=
1
cos(θ)
||w||H1/2(R2)(3.8)
for each w ∈ H1/2(R2). Note that in the case of the wedge with angle α as in Example
2.1, this becomes
||S−1φ w||H1/2(∂Ω)≤
1
sin(α/2)
||w||H1/2(R2).
Now, we also need to control the trace of H1(R3) functions, and for this we appeal to [17,
Lemma 16.1] which gives the estimate
||γ0w||H1/2(R2)≤ pi||w||H1(R3)(3.9)
for each1 w ∈ H1(R3). The notation γ0 stands for the trace γ0 : H1(Rn)→ H1/2(Rn−1).
1The constant pi comes from taking s = 1 in the general constant C(s) =
∫ ∞
−∞
dt
(1+ t2)s
.
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Additionally, one can easily verify the relationship between the maps Sφ and Tφ is given
via γ0: namely, Sφ γ = γ0Tφ . Bringing all this together so far yields the estimate for u ∈
H1(Ω):
||γu||H1/2(∂Ω) = ||S−1φ (Sφ γu)||H1/2(∂Ω)
≤ 1
cos(θ)
||Sφ γu||H1/2(∂Ω)(3.10)
=
1
cos(θ)
||γ0Tφu||H1/2(R2)
≤ pi
cos(θ)
||Tφu||H1(R3+).
It remains to estimate ||Tφu||H1(R3+) in terms of the H
1(Ω) norm of u.
Since ∂ jφ ≤M for j = 1,2, we can readily see that
||Tφu||H1(R3+)≤
√
1+2M2||u||H1(Ω)(3.11)
so that
||γu||H1/2(∂Ω)≤
pi
cos(θ)
·
√
1+2M2||u||H1(Ω),(3.12)
as required.
Suppose now Ω is a general bounded Lipschitz domain. Recall that for a general Lip-
schitz domain, we can pass to a partition of unity. Precisely, given Ω ⊂ R3 a bounded
Lipschitz domain, we can find N ∈ N, a partition of unity {ηk}k, and domains Ωk such
that:
LD :

Ω∩ (∪Nk Ωk)=Ω;
supp(ηk)⊂Ωk for each 1≤ k ≤ N;
0≤ ηk ≤ 1 for each 1≤ k ≤ N; and
∑Nk=1ηk(x)
2 = 1 for all x ∈Ω
(3.13)
This can be done in such a way so that for 1≤ k ≤ N, there exists a direction ek and an
angle θk ∈ [0,pi/2) such that −ek · ν(x) ≥ cos(θk) for all x ∈ ∂Ω∩Ωk, see [14, Section
3.2]. We have:
Theorem 3.4. Let Ω be a bounded, Lipschitz domain. Then, there exists a constant C > 0
such that for all u ∈ H1(Ω), the trace of u lies in H1/2(∂Ω) and
||γu||H1/2(∂Ω)≤C||u||H1(Ω)(3.14)
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where C depends just on the geometry of Ω. Precisely,
C = pi
√
1+2M2 · max
1≤k≤N
1
cos(θk)
Proof. Let Ωk and ηk be as in (3.13). Then, for any u ∈ H1(Ω), we have
ηku ∈ H1(Ω∩Ωk), 1≤ k ≤ N
and
γu(x) =
N
∑
k=1
(ηku)(x), x ∈ ∂Ω.
Thus we see that
||γu||H1/2(∂Ω)=
∣∣∣∣∣
∣∣∣∣∣ N∑k=1ηku
∣∣∣∣∣
∣∣∣∣∣
H1/2(∂Ω)
≤
N
∑
k=1
||ηku||H1/2(∂ (Ω∩Ωk))
≤
N
∑
k=1
pi
cos(θk)
·
√
1+2M2||ηku||H1(Ω∩Ωk)
≤ piL
√
1+2M2||u||H1(Ω)
where L = max
1≤k≤N
1
cos(θk)
. This proves (3.14) with C = piL
√
1+2M2. 
3.1. Other traces. Following [3], we introduce the following notation. Denote by ν the
unit normal to ∂Ω, and let γt(u) = ν×u|∂Ω and pi(u) = ν× (u×ν)|∂Ω; we will make
precise where these trace operators act shortly. A priori they are defined from the space of
distributions on Ω to L2t (∂Ω); see (A.47) in the Appendix for a definition of L2t (∂Ω).
Denote by γ˜t and pi the composition operators γt ◦γ−1 and pi ◦γ−1, respectively, where γ :(
H1(Ω)
)3→(H1/2(∂Ω))3 is the standard vector trace operator. Let Vγ = γ˜t (H1/2(∂Ω))3
and Vpi = pi
(
H1/2(∂Ω)
)3
. When endowed with the following norms, these spaces become
Hilbert spaces:
||λ ||Vγ= inf
u∈(H1/2(∂Ω))3
{
||u||
(H1/2(∂Ω))
3 : γ˜t(u) = λ
}
,
||λ ||Vpi= inf
u∈(H1/2(∂Ω))3
{
||u||
(H1/2(∂Ω))
3 : pi(u) = λ
}
.
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Note that, if Ω was smooth, the spaces Vpi = Vγ = T H1/2(∂Ω), the standard space of
tangential vector fields of order 1/2 on ∂Ω; see (A.49) in the Appendix. The following
Green’s formula holds (see [3, Equation (27)]) for all u ∈H(curl,Ω) and v ∈ (H1(Ω))3:∫
Ω
(u∇×v−v∇×u) dx =−γ ′〈pi(u),γt(v)〉γ(3.15)
where γ ′〈·, ·〉γ denotes the duality pairing between Vγ and V ′γ .
3.1.1. Estimates of the trace operator γt . We recall the following useful result, where
T(∂Ω) is defined by (A.50) in the Appendix,
Theorem 3.5 ([1], Lemma 2.2). Suppose Ω ⊂ R3 is a bounded, Lipschitz domain. Then
for any u ∈H(curl,Ω),
||γt(u)|∂Ω ||T(∂Ω)≤CΩ||u||H(curl,Ω),(3.16)
where CΩ = (
√
2+1)C1, with C1 given by the norm of any continuous extension operator
E1 : H1/2(∂Ω)→ H1(Ω).
We next proceed to uncover the precise constant C1 above in terms of the geometry of
the Lipschitz domain.
To this end we start with a quantitative version of Theorem 3.23 in [11], which we will
need in the Sobolev space H1/2.
Theorem 3.6. Suppose φ : Ω1 → Ω2 is bi-Lipschitz between two sets Ω1,Ω2 ⊂ Rn with
constant M, where M is the largest of the Lipschitz constants of φ and φ−1. For 0≤ s≤ 1,
we have u ∈ Hs(Ω2) if and only if u◦φ ∈ Hs(Ω1).
Proof. We prove this by interpolation. For s = 0 we identify H0(Ω j) with L2(Ω j) and
appeal to the change of variables formula∫
Ω
( f ◦T )|JT |=
∫
T (Ω)
f
where T : Ω→ Rn is bi-Lipschitz with Jacobian JT .
If Jφ denotes the Jacobian of φ , then since φ is bi-Lipschitz2, we have that |Jφ |>
M−1. Via the change of variables formula this in particular implies that ||u ◦ φ ||2L2(Ω1)≤
M||u||2L2(Ω2). Similarly, we have that
|D(u◦φ)|2≤M|Du(φ(x))|2·|Jφ (x)|
so that
||D(u◦φ)||2L2(Ω1)≤M||u||
2
L2(Ω2).
2Note that by Rademacher’s Theorem, a bi-Lipschitz function is differentiable a.e.
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Together these estimate imply that
||u◦φ ||2H1(Ω1)≤M||u||
2
H1(Ω2).
Since the s = 0 and s = 1 cases are verified, we interpolate to obtain the range 0 < s < 1.
By the interpolation theorem (Theorem B.8 in [11]), we know that the Hs norm of u will
equal the following so-called Kζ ,2 norm
||u||Kζ ,2= Nζ ,2||K(·,u)||ζ ,2
where
Nζ ,2 =
(
2sin(piζ )
pi
)1/2
and
|| f ||ζ ,2=
(∫ ∞
0
|t−ζ f (t)|2 dt
t
)1/2
for 0 < ζ < 1. Recall that for a compatible pair of Banach Spaces (X0,X1)3, the K-
functional is defined by
K(t,u) = inf
{(||u0||2X0+t2||u1||2X1)1/2 : u0 ∈ X0, u1 ∈ X1, and u0+u1 = u} .
Thus we have for 0 < s < 1,
||u◦φ ||Hs(Ω1)= ||u◦φ ||Kζ ,2≤M1−ζ ·Mζ ||u||Kζ ,2= M||u||Hs(Ω2)(3.17)
where in the inequality we have used the interpolation inequality. Notice that we indeed
have equality between the Sobolev norm and the Kζ ,2 norm by taking the previous nor-
malization Nζ ,2.

Proposition 3.7. Let Ω ⊂ R3 be a bounded, Lipschitz domain. For each u ∈ H1/2(∂Ω),
there exists a continuous extension of u to H1(Ω), denoted Eu, such that
||Eu||H1(Ω)≤Mk1 ||u||H1/2(∂Ω)(3.18)
for some constant k1.
Proof. We construct the extension operator E : H1/2(∂Ω)→ H1(Ω) as in Theorem 3.5,
where we track all the constants involved. To this end we begin by locally flattening the
boundary ∂Ω. Let x0 ∈ ∂Ω and let B(x0,R) denote a ball of radius R centered at x0. Since
Ω is Lipschitz, we can find a bi-Lipschitz function Φ : B(x0,R)→U ⊂ R3 such that
Φ(B(x0,R)∩∂Ω) =U ∩{x3 = 0}.
3Here the spaces are L2(Ω) and H1(Ω).
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Consider the operator η : H1/2(R2)→ H1(R3) given by
ηu(x) =
∫
R2
û(ξ ) f
[
(1+ |ξ |2)1/2x3
]
e2piiξ ·x dξ , x ∈ R3(3.19)
where f ∈D(R) satisfies
f (y) = 1 for |y|≤ 1, and û denotes the Fourier transform of u. Then η is a bounded
linear operator by Lemma 3.36 in [11]. Let u ∈ H1/2(∂Ω); we will extend u to H1(Ω) as
follows. Near x0 ∈ ∂Ω define u˜ = η(u◦Φ). We first show that u˜ ∈ H1(U) where U is the
neighborhood as above. We see that
||u˜||H1(U)= ||η(u◦Φ)||H1(U)= k1||u◦Φ||H1/2(U∩{x3=0})≤M k1 ||u||H1/2(B(x0,R)∩∂Ω)
where the constant k1 is given by
k1 =
∫
R
(1+ t2)| f̂ (t)|2 dt(3.20)
and we have used Theorem 3.6, in particular (3.17). Thus locally we have extended u.
Next we piece this together via a partition of unity. Let {η j} be such a partition of unity
subordinate to the open cover {Ω j} of Ω. Then define E := ∑Nj=1η jE j where the E j’s are
extensions on each Ω j, constructed as above. Then we have
||Eu||H1(Ω)≤
N
∑
j=1
M k1||u||H1/2(∂Ω j)≤M k1 ||u||H1/2(∂Ω)
as required. 
Remark 3.8. To construct the function f , one can proceed via a standard argument. De-
fine
g1(x) =
{
exp(−1/(x+2)) if x≥−2
0 if x≤−2 .
Then let g2(x) := g1(1+ x)g1(−3− x). The function g2(x) is smooth and supported in
(−3,−1). Define
g3(x) :=
∫ x
−∞
g2(s) ds.
Then g3(x) = 0 for x < −3 and is constant (we’ll call this constant Cg–which is approxi-
mately 0.133086) for x >−1. Finally, let g4(x) = g3(x)g3(−x). Then g4(x) = 0 for |x|> 3
and is constant (Cg) for |x|< 1; so we can take f (x) = g4(x)/Cg. Notice also that since
f is compactly supported, by the Paley-Wiener Theorem ([15, Theorem 7.2.2]) f̂ (t) is an
entire function of exponential type and satisfies the bound
| f̂ (t)|≤CN(1+ |t|)−N ∀ N > 1,
so k1 is indeed finite.
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3.1.2. Estimates for the trace operator pi . In this section we develop a similar estimate
for the trace operator pi . We begin with a proposition.
Proposition 3.9. There exists a constant C1pi > 0 such that for any u ∈ H(curl,Ω), there
holds
||pi(u)||V ′γ≤C1pi ||u||H(curl,Ω).(3.21)
We delay the proof of Proposition 3.9 until after the proof of Theorem 3.10 below as it
uses a similar argument. Our main estimate for the operator pi is:
Theorem 3.10. There exists a constant C2pi > 0 depending just on the geometry of Ω so
that for any u ∈H(curl,Ω), there holds
||curl∂Ω(pi(u))||H−1/2(∂Ω)≤C2pi ||u||H(curl,Ω).(3.22)
Precisely, C2pi = Mk1.
The map curl∂Ω is defined by duality as follows: curl∂Ω : V ′γ → H−3/2(Ω) is given by
〈curl∂Ω(λ ),φ〉3/2 =γ ′ 〈λ ,∇∂Ω×φ〉γ λ ∈V ′γ φ ∈ H2(Ω)(3.23)
where 〈·, ·〉3/2 denotes duality between H3/2(∂Ω) and H−3/2(∂Ω) and∇∂Ω× : H1(∂Ω)→
L2t (∂Ω) is the surface curl (see the Appendix). Note that from [3, Proposition 3.4], the
operator ∇∂Ω× : H3/2(∂Ω)→Vγ is linear and continuous.
With these estimates in hand one can finally realize the map
pi : H(curl,Ω)→ H−1/2(curl∂Ω,∂Ω)
with an appropriate trace estimate, where the space H−1/2(curl∂Ω,∂Ω) is defined by
H−1/2(curl∂Ω,∂Ω) =
{
λ ∈V ′γ : curl∂Ω(λ ) ∈ H−1/2(∂Ω)
}
.(3.24)
Proof of Theorem 3.10. Let u ∈ H(curl,Ω). By Proposition 3.9, we have that pi(u) ∈ V ′γ .
Now we need to check that curl∂Ω(pi(u)) belongs to H−1/2(∂Ω). Let φ ∈ H2(Ω). Then
we have
〈curl∂Ω(pi(u)),φ〉3/2 = γ ′〈pi(u),∇∂Ω×φ〉γ = γ ′〈pi(u),γt(∇φ)〉γ =−
∫
Ω
∇φ ·∇×u dx
where the first equality follows from (3.23), the second equality follows from [3, Propo-
sition 3.4], and the last equality follows from (3.15). Now, since φ ∈ H2(Ω), we have
∇φ |∂Ω ∈
(
H1/2(∂Ω)
)3
. Denote by V the extension of ∇φ to Ω; then as in Proposition
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3.7, we have that ||V ||
(H1(Ω))
3≤M k1||∇φ ||(H1/2(∂Ω))3 . We then obtain
〈curl∂Ω(pi(u)),φ〉3/2 =γ ′ 〈pi(u),γt(∇φ)〉γ =−
∫
Ω
V ·∇×u dx
≤ ||V ||
(H1(Ω))
3||u||H(curl,Ω)
≤M k1||u||H(curl,Ω)||∇φ ||(H1/2(∂Ω))3.
This in particular means that curl∂Ω(pi(u))∈H−1/2(∂Ω) and (3.22) holds with constant
C2pi = Mk1 depending just on the geometry of Ω.

Next we move to the
Proof of Proposition 3.9. The proof goes along the lines of the proof of Theorem 3.10. We
write
||pi(u)||V ′γ= sup
g∈Vγ
γ ′〈pi(u),g〉γ
||g||Vγ
and extend g from Vγ to
(
H1(Ω)
)3; denote its extension by G. Again using the estimate
for the extension operator from Proposition 3.7, we obtain (3.21) with C1pi = M k1 since
|γ ′〈pi(u),g〉γ |≤ ||u||H(curl,Ω)·||G||(H1(Ω))3.

Remark 3.11. An alternative way to prove Proposition 3.9 is the following. Since g ∈Vγ ,
there is some µ ∈
(
H1/2(∂Ω)
)3
so that ||g||Vγ= ||µ||(H1/2(∂Ω))3 . Now, choose P to be
the weak solution of −∆P+P = 0 in Ω with boundary condition P = µ on ∂Ω. Then
by elliptic regularity (e.g. [11], Theorem 4.10), there exists C > 0 so that ||P||
(H1(Ω))
3≤
C||µ||H1/2(∂Ω)=C||g||Vγ . Combining all of this together gives the estimate (3.21).
4. THE SCATTERING PROBLEM
4.1. The Incident Fields. Let Ω ⊂ R3 be a Lipschitz domain. Let ν ∈ L∞(∂Ω) denote
the outer unit normal. Define the exterior of the domain Ω to be Ωe := R3 \Ω which
we assume to be vacuous. Incident fields Ei and Hi originate in a region Ωi such that
Ω∩Ωi = /0. Outside of this region we assume the fields satisfy the time-harmonic Maxwell
system {∇×Ei(x) = ik0Hi(x),
∇×Hi(x) =−ik0Ei(x)(4.25)
QUANTITATIVE ESTIMATES IN LIPSCHITZ DOMAINS 13
for x ∈ R3. Here k0 = ω/c is the wavenumber in vacuum with ω the angular frequency
of the fields. We assume the incident fields have tangential traces on ∂Ω belonging to
T(∂Ω), i.e.
(γt(Ei),γt(Hi)) ∈ T(∂Ω)×T(∂Ω),
where T(∂Ω) is defined in the Appendix.
Remark 4.1. In the case thatΩ is actually smooth, the space T(∂Ω) becomes the classical
space H−1/2(div,∂Ω), see (A.48). This is consistent with the problem setup in e.g. [19].
Furthermore, the definition of T(∂Ω) does not require the domain to be of the form (2.1).
4.2. On the Dual of T(∂Ω). In the case that Ω is actually smooth, we saw above that
T(∂Ω) = H−1/2(div,∂Ω). It is well known that the dual of this space is the space
H−1/2(curl,∂Ω) =
{
U ∈ H−1/2t (∂Ω) : ∇∂Ω×U ∈ H−1/2(∂Ω)
}
.
In [3], it is shown that T(∂Ω) is isomorphic to the space
H−1/2(div∂Ω,∂Ω) =
{
u ∈V ′pi : div∂Ωu ∈ H−1/2(∂Ω)
}
where the surface divergence is defined by div∂Ω : V ′pi → H−3/2(∂Ω) and is given by the
formula
〈div∂Ωu,φ〉3/2 =−〈u,∇∂Ωφ〉Vpi . u ∈V
′
pi , φ ∈ H2(Ω)
where 〈·, ·〉3/2 denotes the duality pairing between H−3/2(∂Ω) and H3/2(∂Ω), and 〈·, ·〉Vpi
denotes the duality pairing between V ′pi and Vpi . Further, the operator ∇∂Ω is defined in the
Appendix; see the comments directly after (A.49). In fact, the isomorphism in [3] is given
explicitly by
ipi : V ′pi →
(
ker(pi)∩H1/2(∂Ω)
)◦
where ◦ denotes the polar set (see e.g. the definition on page 136 in [22]). Intuitively, this
isomorphism takes the same vector into itself with zero normal component . Now, from
Theorem 4.1 in [3], it follows that the dual (with pivot space L2t (∂Ω)) of H−1/2(div∂Ω,∂Ω)
is given by (3.24). Classical functional analysis says then (e.g. [12] Theorem 1.10.12) the
map
i∗pi : T(∂Ω)
′→ H−1/2(curl∂Ω,∂Ω)
with the latter space given by (3.24), is an isomorphism.
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4.3. The Interior Problem. We assume the material parameters ε,µ ∈ L∞(Ω;C3×3) and
satisfy the coercivity condition(
a
b
)†(−ik0(ε(x)− ε†(x)) 0
0 −ik0(µ(x)−µ†(x))
)
·
(
a
b
)
≥ c(|a|2+|b|2)
for almost every x ∈Ω and for all a,b ∈ C3. Here c > 0 is a constant that may depend on
ω . The dagger represents conjugate transpose, so that (A†)i j = A ji for a 3× 3 matrix A.
Note that physically this condition means that the material is lossy (almost everywhere).
In Ω the fields E,H satisfy the Maxwell equations{∇×E(x) = ik0µ(x)H(x),
∇×H(x) =−ik0ε(x)E(x)(4.26)
for x ∈Ω.
4.4. The Exterior Problem. The domain Ω distorts the incident fields, creating scattered
fields which we denote by Es,Hs, which belong to Hloc(curl,Ωe) and satisfy{∇×Es(x) = ik0Hs(x),
∇×Hs(x) =−ik0Es(x)(4.27)
for x ∈Ωe. The Silver-Mu¨ller radiation condition should also be satisfied by Es or Hs (i.e.
one of the following should be satisfied):
xˆ×Es(x)−Hs(x) = o(1/x) as x→ ∞(4.28)
xˆ×Hs(x)+Es(x) = o(1/x) as x→ ∞(4.29)
for all directions xˆ.
4.5. Boundary Conditions. In Ωe, the total field is the sum of the incident and scattered
fields: {Et(x) = Ei(x)+Es(x)
Ht(x) = Hi(x)+Hs(x)
for x ∈Ωe. The boundary conditions on ∂Ω are{
γ+t (Ei+Es) = γ
−
t (E)
γ+t (Hi+Hs) = γ
−
t (H)
(4.30)
where the plus and minus denote the trace from the interior or exterior, and γt : H(curl,Ω)→
T(∂Ω) is the tangential trace map E 7→ ν×E|∂Ω.
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4.6. Caldero´n Operators. The exterior Caldero´n operator Ce is defined by
Ce : T(∂Ω)→ T(∂Ω), γ+t (Es) 7→ γ+t (Hs)(4.31)
where the fields Es,Hs solve the following exterior problem:
(Es,Hs) ∈ Hloc(curl,Ωe)×Hloc(curl,Ωe),(4.32) {∇×Es(x) = ik0Hs(x), x ∈Ωe,
∇×Hs(x) =−ik0Es(x), x ∈Ωe,(4.33) {xˆ×Es(x)−Hs(x) = o(1/x) or
xˆ×Hs(x)+Es(x) = o(1/x) as x→ ∞,(4.34)
γ+t (Es) = m ∈ T(∂Ω)(4.35)
In the case that Ω is smooth (e.g. has a C1,1 boundary), solvability of (4.32)-(4.35)
is known and can be found e.g. in [6]. In the case of Lipschitz domains, uniqueness of
solutions of (4.32)-(4.35) was shown in [5], see also [4]. This in particular implies that the
Caldero´n operator Ce is uniquely defined for all m ∈ T(∂Ω).
Some useful properties of the Caldero´n operator are collected here. In what follows, dσ
denotes the surface measure on ∂Ω.
Theorem 4.2. The exterior Caldero´n operator defined by (4.31) satisfies the following
properties:
(1) Positivity: for all m ∈ T(∂Ω), there holds
ℜ
∫
∂Ω
Ce(m) · (ν×m) dσ ≥ 0(4.36)
(2) Boundedness:
(Ce)2 =−I on T(∂Ω)
(3) Isomorphism: the operator Ce is an isomorphsim on T(∂Ω), so there exists con-
stants 0 < cC ≤CC so that
cC||m||T(∂Ω)≤ ||Ce(m)||T(∂Ω)≤CC||m||T(∂Ω)(4.37)
The proof of these follows directly from methods in [6]. The third item in particular
implies we can take
CC = ||Ce||T(∂Ω) and cC = ||Ce||−1T(∂Ω)
Recall that
||Ce||T(∂Ω):= sup
||v||T(∂Ω)=1
||Ce(v)||T(∂Ω)
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Finally, as a result of (1) in Theorem 4.2, we have that
−ℜ
∫
∂Ω
pi−(u) ·Ce(γ−t (u)) dσ ≥ 0, u ∈H(curl,Ω)(4.38)
5. WEAK FORMULATION AND SOLUTION
We give here a weak formulation of the problem in terms of a sesquilinear form.
Definition 5.1. For u,v ∈H(curl,Ω), define
(5.39)
A(u,v) =
∫
Ω
(
i
k0
(∇×v) ·µ−1 · (∇×u)− ik0v · ε ·u
)
dx−
∫
∂Ω
pi−(v) ·Ce(γ−t (u)) dσ .
A weak formulation of the original problem then is to find E ∈H(curl,Ω) such that
A(E,v) =
∫
∂Ω
(
γ+t (Hi)−Ce(γ+t (Ei))
) ·pi−(v) dσ ∀ v ∈H(curl,Ω).(5.40)
The solution satisfies the boundary conditions{
γ+t (Ei+Es) = γ
−
t (E)
γ+t (Hi+Hs) = γ
−
t (H)
and couples to the solution of the exterior problem. The corresponding magnetic field is
then constructed as
H(x) =
−i
k0
µ−1 ·∇×E(x).
5.1. Proof of Theorem 1.1. Using our trace estimates for γt and pi , we can see that A(u,v)
is indeed bounded:
∣∣∣∣∫∂Ωpi−(v) ·Ce(γ−t (u)) dσ
∣∣∣∣2 ≤ ||Ce||2T(∂Ω)||pi−(v)||2T(∂Ω)′||γ−t (u)||2T(∂Ω)
≤C · ||Ce||2T(∂Ω)||i∗pi (pi−(v)) ||H−1/2(curl,Ω)||γ−t (u)||2T(∂Ω)
≤max((C1pi)2,(C2pi)2) ||v||2H(curl,Ω)||Ce||2T(∂Ω)||γ−t (u)||2T(∂Ω)
≤max((C1pi)2,(C2pi)2)C2Ω||v||2H(curl,Ω)||Ce||2T(∂Ω)||u||2H(curl,Ω)
:= K2||v||2H(curl,Ω)||u||2H(curl,Ω).
QUANTITATIVE ESTIMATES IN LIPSCHITZ DOMAINS 17
The second inequality follows from the fact that i∗pi is an isomorphism. Recalling
4 that
CΩ = (1+
√
2)M k1and C1pi =C
2
pi = M k1, we obtain the constant
K2 = k41M
4(1+
√
2)2.
Coercivity follows from Proposition 3.1 in [21]; namely, we have that
ℜA(u,u)≥C0||u||2L2(Ω)+C˜0||∇×u||2L2(Ω)≥min(C0,C˜0)||u||2H(curl,Ω)(5.41)
where
C0 := inf
Ω
min
(
Eig
(
−ik0(ε(x)− ε†(x))
))
and
C˜0 := inf
Ω
min
(
Eig
(
ik−10 (µ
−1(x)− (µ−1)† (x))))
where Eig denotes eigenvalues of the argument. Thus by the Lax-Milgram Theorem, since
the form A(u,v) is bounded and coercive, there exists a unique solution of (5.40).
Now, notice that the linear operator defined by
f (v) :=
∫
∂Ω
(
γ+t (Hi)−Ce(γ+t (Ei))
) ·pi−(v) dσ
is bounded from above by
sup
||v||H(curl,Ω)=1
∣∣∣∣∫∂Ω (γ+t (Hi)−Ce(γ+t (Ei))) ·pi−(v) dσ
∣∣∣∣
≤ ||Ce||T(∂Ω)·max(C1pi ,C2pi) ·
(||γ+t (Hi)||T(∂Ω)+||γ+t (Ei)||T(∂Ω)) .
Thus we see that the solution E ∈H(curl,Ω) of (5.40) satisfies
||E||H(curl,Ω)≤
||Ce||T(∂Ω)·max(C1pi ,C2pi)
min(C0,C˜0)
(||γ+t (Hi)||T(∂Ω)+||γ+t (Ei)||T(∂Ω))
which implies, via Theorem 3.5, that such E satisfies the bound
||E||H(curl,Ω)≤
CΩ · ||Ce||T(∂Ω)·max(C1pi ,C2pi)
min(C0,C˜0)
(||Hi||H(curl,Ω)+||Ei||H(curl,Ω))
i.e. in terms of the Lipschitz character of the domain:
||E||H(curl,Ω)≤
(1+
√
2)(M k1)2
min(C0,C˜0)
||Ce||T(∂Ω)
(||Hi||H(curl,Ω)+||Ei||H(curl,Ω)) ,(5.42)
as required.
Remark 5.2. In the case of the wedge domain Ωα from Example 2.1, for small angles α
we see that that H(curl,Ω) norm of E grows like α−2.
4See Theorem 3.5, where the norm of the extension operator we have constructed is M k1.
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5.2. Alternative weak formulation. An alternate weak formulation of this problem can
be formulated in terms of the field E′=E−Ei, the difference between the internal solution
and the incident field; this can be done via the method of [21].
Theorem 5.3 ([21], Theorem 3.2). Let E denote the weak solution of (5.40). Then E′
satisfies the estimate
||E′||H(curl,Ω)≤
max
(
k0||ε− I3×3||L∞(Ω;C3×3), k−10 ||µ−1− I3×3||L∞(Ω;C3×3)
)
min(C0,C˜0)
||Ei||H(curl,Ω),
(5.43)
where I3×3 denotes the 3×3 identity matrix.
Notice in particular in (5.43) that there is no contribution from the exterior Caldero´n
operator, nor from the Lipschitz constant M.
6. ESTIMATES FOR THE SCATTERED FIELDS
Now that we have quantitative control over the trace mappings, we can obtain precise
dependence on the surface of the scattered fields as well. This is particularly useful in
cloaking, where one is interested in controlling the scattered fields as much as possible
[10]. The following estimates have been developed previously; we are now able to make
the constants explicit. In particular, we show the constants involve the Lipschitz constant
to the power one.
Theorem 6.1. [20] There exist constants C1,C2 > 0 such that the scattered fields on the
surface ∂Ω satisfy
||γ+t (Es)||T(∂Ω)≤C1||Ei||H(curl,Ω)
and
||γ+t (Hs)||T(∂Ω)≤C2||Ei||H(curl,Ω).
Proof. From Theorems 3.5, 5.3, and 4.2, we may conclude that these constants are given
as
C1 = (1+
√
2)Mk1 ·
max
(
k0||ε− I3×3||L∞(Ω;C3×3), k−10 ||µ−1− I3×3||L∞(Ω;C3×3)
)
min(C0,C˜0)
,
C2 = ||Ce||T(∂Ω) C1.
(6.44)
This is because
||γ+t (Es)||T(∂Ω)= ||γ−t (E′)||T(∂Ω)≤ (1+
√
2)Mk1||E′||H(curl,Ω)≤
(1+
√
2)Mk1
max
(
k0||ε− I3×3||L∞(Ω;C3×3), k−10 ||µ−1− I3×3||L∞(Ω;C3×3)
)
min(C0,C˜0)
||Ei||H(curl,Ω)
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by Theorem 3.5 and Theorem 5.3. This estimate for γ+t (Hs) follows from the fact that
||γ+t (Hs)||T(∂Ω)= ||Ce(γ+t (Es))||T(∂Ω)
and the bound from the Caldero´n operator from Theorem 4.2. 
Now, there is a well-known integral representation of the scattered field [20]:
Es(x) =
i
k0
∇×
[
∇×
∫
∂Ω
I3×3g(|x− y|)Ce(γ+t (Es))(y) dσ(y)
]
+
∇×
∫
∂Ω
I3×3g(|x− y|)γ+t (Es)(y) dσ(y), x ∈Ωe
(6.45)
where g(z) = eik0z/(4piz) is the fundamental solution of the Helmholtz equation. From
this representation coupled with Proposition 4.2 in [21], we obtain the following explicit
estimate:
Theorem 6.2. Let Ωs ⊂ Ωe be a bounded domain. Then, there exists a constant C3 > 0
such that
||Es||(L2(Ωs))3≤C3||Ei||H(curl,Ω)(6.46)
In particular, C3 =C1 ·C˜1, where C1 is given in (6.44) and C˜1 is independent of the Lips-
chitz constant M.
Proof. Let
F1(x,y) =
i
k0
∇× (∇× I3×3g(|x− y|)) and F2(x,y) = ∇× I3×3g(|x− y|).
From Proposition 4.2 in [21], by tracking constants and using the representation (6.45) we
find that and
C˜1 =
∣∣∣∣∣∣||Ce||T(∂Ω)||F1(x, ·)||T(∂Ω)′+||F2(x, ·)||T(∂Ω)′ ∣∣∣∣∣∣(L2(Ωs))3

Notice also that the dual norm ||·||T(∂Ω)′ can be written in terms of the H−1/2(curl∂Ω,∂Ω)
norm using the isomorphism i∗pi from Section 4.2. The norms of F1 and F2 can be estimated
at least outside the smallest circumscribing sphere using spherical harmonics; see [21],
Section 4.4. Additionally, in estimating the norms with the isomorphism i∗, there is no
dependence on the Lipschitz character of the domain due to how i∗pi is constructed.
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7. CONCLUSION
We have developed a number of quantitative trace estimates in terms of the Lipschitz
character of the underlying surface. A weak formulation of the Maxwell system is posed
and solved via the Lax-Milgram Theorem, and precise bounds for boundedness and co-
ercivity of the associated sesquilinear form are obtained. Finally, we show that solutions
are controlled in H(curl,Ω) by the incident fields and obtain estimates in H(curl,Ω) for
the weak solution as well as the scattered fields, which are in terms of constants from
continuity of particular trace operators, as well as the material parameters.
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APPENDIX A. FUNCTION SPACES
We begin by recalling the basic notions related to fractional Sobolev spaces on bounded,
Lipschitz domains. First, if m ≥ 0 is an integer, recall that Hm(Ω) denotes the space of
distributions on Ω such that Dαu ∈ L2(Ω) for all |α|≤ m. When endowed with the norm
||u||Hm(Ω):=
(
∑
|α|≤m
∫
Ω
|Dαu(x)|2dx
)1/2
the space Hm(Ω) becomes a Banach space. For s = m+σ not necessarily an integer, with
0 < σ < 1, the spaces Hs(Ω) can be defined via interpolation (see e.g. [11]) with the norm
||u||Hs(Ω)=
(
||u||2Hm(Ω)+ ∑
|α|=m
∫
Ω
∫
Ω
|Dαu(x)−Dαu(y)|2
|x− y|n+2σ dxdy
)1/2
in Rn. Next define the trace space Hs(∂Ω) for 0 < s < 1 as the space of distributions on
∂Ω such that ∫
∂Ω
|u(x)|2dσ +
∫
∂Ω
∫
∂Ω
|u(x)−u(y)|2
|x− y|n−1+2s dσxdσy <+∞
with the norm
||u||Hs(∂Ω)=
(∫
∂Ω
|u(x)|2dσ +
∫
∂Ω
∫
∂Ω
|u(x)−u(y)|2
|x− y|n−1+2s dσxdσy
)1/2
22 QUANTITATIVE ESTIMATES IN LIPSCHITZ DOMAINS
We define the space
H(div,Ω) :=
{
U ∈ (L2(Ω))3 : ∇ ·U ∈ L2(Ω)}
Next we define
H0(div,Ω) := completion of (C∞0 (Ω))
3 in the H(div,Ω) norm
as well as
H(curl,Ω) =
{
U ∈ (L2(Ω))3 : ∇×U ∈ (L2(Ω))3}
and
H0(curl,Ω) = completion of (C∞0 (Ω))
3 in the H(curl,Ω) norm
where the norm in H(curl,Ω) and H(div,Ω) is the graph norm. We recall the following
key lemma:
Lemma A.1 ([8]). Let Ω⊂R3 be a bounded Lipschitz domain, and let ν denote the outer
unit normal to the boundary ∂Ω.
(1) The following Meyers-Serrin type theorem holds:
H(curl,Ω) =
(
C∞(Ω)
)3||·||H(curl,Ω)
(2) H0(curl,Ω) =
{
U ∈H(curl,Ω) : (U,∇×φ)L2 = (∇×U,φ)L2 ∀ φ ∈
(
C∞(Ω)
)3}
(3) The space H0(curl,Ω) can also be characterized by those functions in H(curl,Ω)
having tangential trace zero:
H0(curl,Ω) = {U ∈H(curl,Ω) : ν×U = 0 on ∂Ω}
We have a similar result for traces of H(div,Ω) functions.
Lemma A.2 ([8]). Let Ω⊂ R3 be a bounded, Lipschitz domain with outer unit normal ν .
(1) The map γn for w ∈ (C∞(Ω))3
γn(w) = ν ·w|∂Ω
extends to a continuous linear map from H(div,Ω) into H−1/2(∂Ω)
(2) The following characterization holds:
H0(div,Ω) = {V ∈H(div,Ω) : γn(V ) = 0}
Recall that the space H0(curl,Ω) can be characterized by those functions having tangen-
tial trace equal to zero on the boundary of Ω. But this characterization is not always useful
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because the trace mapping γt : H(curl,Ω)→
(
H−1/2(∂Ω)
)3
that sends w 7→ ν×w|∂Ω is
not surjective. Thus, we follow [7] and introduce the trace space Y (∂Ω) as
Y (∂Ω) =
{
f ∈
(
H−1/2(∂Ω)
)3
: ∃U ∈H(curl,Ω) such that γt(U) = f
}
When it is endowed with the norm
|| f ||Y (∂Ω):= inf
U∈H(curl,Ω);γt(U)= f
||U ||H(curl,Ω)
then Y (∂Ω) becomes a Banach space. In fact, the following is true.
Theorem A.3 ([3]). Let Ω⊂R3 be a bounded, smooth domain. Then the space Y (∂Ω) as
above is a Hilbert space. The trace map γt :H(curl,Ω)→ Y (∂Ω) is surjective.
Even if Ω is Lipschitz a similar result is true; the proof is more involved, but the space
Y (∂Ω) can be characterized fully. For smooth domains the space Y (∂Ω) has a nice char-
acterization. To this end we must introduce a few function spaces on ∂Ω. Define
L2t (∂Ω) :=
{
U ∈ (L2(Ω))3 : ν ·U = 0 a.e. on ∂Ω}(A.47)
and
H−1/2t (∂Ω) :=
{
f ∈
(
H−1/2(∂Ω)
)3
: f ·ν = 0 a.e. on ∂Ω
}
Then for smooth Ω the following holds:
Proposition A.4 ([7]). If Ω⊂ R3 is a smooth, bounded domain, then
Y (∂Ω) =
{
U ∈ H−1/2t (∂Ω) : ∇∂Ω ·U ∈ H−1/2(∂Ω)
}
(A.48)
The latter space is denoted H−1/2(div,∂Ω).
Recall also that on a smooth domain, the space T H1/2(∂Ω) is defined by5
T H1/2(∂Ω) =
{
w : ∂Ω→ R3 : w ∈
(
H1/2(∂Ω)
)3
, w ·ν = 0
}
(A.49)
Now we need to define surface differential operators when Ω is Lipschitz. This can be
done by using local coordinates as in [3], and the resulting operators ∇∂Ω : H1(∂Ω)→
L2t (∂Ω) and ∇∂Ω× : H1(∂Ω)→ L2t (∂Ω) are linear and continuous, with adjoints ∇∂Ω· :
L2t (∂Ω)→ H−1(∂Ω) and curl∂Ω : L2t (∂Ω)→ H−1(∂Ω), respectively.
5This is one of five equivalent formulations; see [3].
24 QUANTITATIVE ESTIMATES IN LIPSCHITZ DOMAINS
Suppose now that Ω is a Lipschitz domain. In this case there is not such a nice char-
acterization of the space Y (∂Ω); however, there is a characterization which is due to L.
Tartar [16]. In fact, we define the Tartar trace space on a bounded, Lipschitz domain Ω by
T(∂Ω) =
{
ξ ∈
(
H−1/2(∂Ω)
)3
: ∃ η ∈ H−1/2(∂Ω) s.t. ∀ φ ∈ H2(Ω),
〈ξ ,γ(∇φ)〉H1/2(∂Ω) = 〈η ,γ(φ)〉H1/2(∂Ω)
}
(A.50)
where γ denotes the scalar trace mapping γ : f 7→ f |∂Ω. Then Tartar showed that γt :
H(curl,Ω)→ T(∂Ω) is surjective.
