We consider the perturbation problem
z is a positive parameter such that 0 < E < 1. L, and L, are linear partial differential operators; L, is elliptic and of order 2m. The order of L, is smaller than the order of L, . The problem is then called a singular perturbation problem. We study approximations of U(X, e) as E $0. A general method of construction, the boundary layer method, has been given by M. I. Visik and L.A. Lyusternik [5] . These authors also proved the asymptotic character of the approximation in the Lx-norm. However, in applications one desires a stronger result: the asymptotic validity of the approximation in the maximum (Tschebyscheff) norm. In the case that L, is a second order operator (and L, is a first order operator) the validity of the approximation in the maximum norm has been demonstrated by W. Eckhaus and E. M. de Jager [2] .
In our study we shall establish analogous results for linear elliptic perturbation problems of urz arbitrary order, provided L, is elliptic. (The extension to the special case in which L, is a first order operator will be dealt with in the second part of this study).
We remark that in the case studied by Eckhaus and de Jager proofs were based on the maximum principle, but that there is no maximum principle for elliptic operators of the order higher then two. It is for this reason that in our case lengthy and delicate analysis is required in order to establish the desired asymptotic estimation theorems.
In our study we shall proceed as follows: We use a priori estimates of Schauder type. First we prove a stronger version of the a priori estimates of Agmon-Doughs-Nirenberg [Theorem 61. Then we show that, although Sobolev's inequality does not hold for the L2-norm in general, in a sense it remains true for a restricted class of functions [Theorem 91. As a result asymptotic proofs in the L2-norm give asymptotic proofs in the maximum norm. Especially the proofs given by Visik and Lyusternik carry over. However, it is also possible, to go on further and circumvent the complicated proofs of Visik and Lyusternik [Theorem 111. We then use Theorem 11 in order to prove the asymptotic character of the approximations (and its derivatives) as given by the boundary layer method. One peculiarity of our results should be mentioned here: In order to prove the validity of the formal approximation by the boundary layer method up to say order 8, it is necessary to construct the expansion up to the order .Pm, where m can be large. After the proof is completed the supplementary terms of the expansion should of course be dropped.
NOTATIONS, ASSUMPTIONS
i, j, k, 1, m, n, K, M, N always denote natural numbers; (Y is a number such that 0 < LY < 1. E, CL, v, w are positive real numbers Q=&, 3 j = l,..., n.
!2 is a bounded domain in En, 352 its boundary and Q its closure.
Let f be a real function. Then f E C@) means that f possesses continuous derivatives up to order I > 0 in D.
f E Cz+bi(0) means: fE w?,
where the least upper bound is taken over P, Q E Sz, P # Q and all derivatives of order 1.
(1 P -Q j is the Euclidean distance between P and Q.)
If It+u = If II + [flt+a *
The supremum is taken over Q and over all derivatives of order j. The boundary LX2 of a domain 52 is of class C" if for each point x E X2 there exists a sphere S with center x such that we can express X2 n S as xi = h(x, ,..., %--I 2 xi+1 ,***, xn) for some i with h E Cm(S).
We consider the Dirichlet problem L, is assumed to be uniformly strongly elliptic in 0. This means C-1)" ,8$2 %(4 E8 z co I I P, m for x E 0 and all real I; co is a constant independent of x and 5.
(5 = (51 ,*a-, I,), I I 12m = (5," + -*-+ 5n2P, p = (6": ,...) (2).
u will always denote a solution of (l), v is used to denote any function (with certain properties), C represents constants depending neither on u or e, nor on E, p, Y or W, where CL, v and w are certain parameters important for the analysis, to be specified later on. Different constants are represented by the same letter C. Finally, "operator" always means "formal operator". 
Proof. Miranda [4, page 1491. 
APPLICATION TO THE SINGULAR PERTURBATION PROBLEM
Sz is assumed to posess the properties as stated in Theorem 4. We consider
.., n -1, 0 < /L < /&a, p arbitrary, n = 1,2 ,..., oc), 0 < 01 < 1.
Proof. (a) According
to Theorem 2
Theorem 5 also holds for other pseudonorms.
THEOREM 5* (Ehrling's inequality).
Let 52 be a bounded domain with a boundary of class C2; then, for any v E Cm(o) k = 0, l,..., n -1, 0 < p < p,, = , p arbitrary, n 1, 2 ,..., CO.
Proof. We rewrite (1):
We use Theorem 4:
[4 G c 1 f -fL,u /I--2m+o + qf.4,. I&It instead of (C/4 blK+~-2m+l:
Now p is still arbitrary. We take p = r/2C. Then
And the inequality in (as) reduces to
(aa) According to Theorem 5b
[Ulj < A~lz + P-3'(z-wrJ , O<j<l.
The best result, with respect to the behavior for E 4 0, is obtained if
This TV gives the desired result.
(b) We consider the case k = 2m -1.
(b,) We have already found
We estimate this expression:
According to (a3 and (as):
According to (aJ and (as): (b,) We apply Theorem 5a:
We use this in the inequality in (b,). Then klz < ; If lz--2m+a + C~-z'+aWll * (bJ We use Theorem 5b:
O<j<l.
Hence
The best result with respect to the behavior for E 4 0, is obtained if
This p gives the desired result. Q.E.D.
ELIMINATION OF [u]~
We have to eliminate [u] ,, in order to make Theorem 6 useful. We shall show that it is possible to estimate [~]a by weaker norms. As a preliminary we recall that s2 is said to have the ordinary cone property if there exists a fixed right spherical cone with height h and opening j3 such that for any x ~1(2 there is a congruent cone with vertex X, contained in Sz. If aQ is of class Cl, then Sz has the ordinary cone property (A. Friedman [3, p. 221) . (a) k<2m-1. Then
1>2m.
Proof. (a) We know, Theorem 6:
[ull < C&-2m+k)P~--k--1) 1 f ll-2m+a + c,-m~-~-1p40 for 12 2m.
According to Theorem 7:
[a& < CU--"~~ (s, 1 u I2 dx)"' + CW[U]~ , 0 < w < w0 , w arbitrary. Hence
We take (b) See (a).
We can take E = 1. We see that it is possible to obtain information from an integral norm whereas the Sobolev inequality does not hold. This is fundamental, because our asymptotic proofs are based on it.
THEOREM 9.
(a) [uli < C~(Z--i--lm+k+l)l(2~--k--1) 1 f /l--2wL+ar
k<2m-1, j = 0, l,..., 1, 13 2m.
k=2m-1, j = 0, I)..., z, 13 2m.
Proof.
Use Theorem 6 and Theorem 8.
Remark.
Theorems 4, 6, 8, and 9 also are true for general homogeneous boundary conditions, provided we inpose the complementing condition.
In 
ESTIMATION OF JQ 1 u I2 dx IN CASE Lo IS AN ELLIPTIC OPERATOR
We assume that Lo is uniformly strongly elliptic in 8. Everything is real so Lo is of even order 2k. We use Theorem 3: j-n uL,u dx >, (Cl -C,) s, j u I2 dx. I f lz-2m+o + CE-(~+n/2)/(2m-2k-1) (jalf12dx)l'2 j = 0, l)..., 1, 1>2m, E suficiently small.
Proof. Use Theorems 9 and 10.
THE BOUNDARY LAYER METHOD
We shall investigate now the asymptotic properties of approximations obtained by the so-called boundary layer method.
We outline here this method; for more heuristic information about the method one may consult M. I. Visik and L. A. Lyusternik [5] .
We consider
L, , L, are uniformly strongly elliptic in 0 and of order 2m, 2k. We define local coordinates (p, 9) = (p, v1 , . . . , cp,+r) in a neighborhood of a52, such that p = 0 represents a52 and such that 0 < p < pa represents all the points in a strip contiguous to XJ. p is the distance along the normal to the boundary. The local coordinates have, expressed in xr ,..., x, the same order of smoothness as 852. The differential operator becomes, in the strip 0 <p <po: We assume the coefficients of L, and L, to be sufficiently often differentiable.
We expand the coefficients with respect to TV:
It is important to note that L, , L, remain uniformly strongly elliptic after the transformation. Hence
(-1)'" a,(03 9-4 > 0
We try to approximate u(x, CL) (the local coordinates are not defined outside the strip 0 < p < p0 , but that does not matter for the time being):
Or by expanding in CL:
We substitute this in the boundary conditions; it follows w-4 = $9 s5 = P -2k+I, This gives as approximation for U(X, CL):
We substitute (6) in Eq. (l*) and use (4):
: ~zm-2k+iLl~j + 5 p5LoWj + /pekMo~o + p-k 5 /.~j (i Mi~j-3 + Mow,) 1
We require now:
Low, =f,
M,Vj + i: M,Vj-i = 0, j = I,..., N.
i=l There remains (provided M -(2m -2k) > 0)
The right-hand side is
That is why we take M+l<N+l--k or N>M+k.
We investigate the boundary conditions: a% ~ z= 87 s=O,l,..,, m-l in 8Q.
We substitute (6) and use s = o,..., m -1 in XL We split the m equations up into two blocks:
O<s<k-1, k<s<m-1.
The first block determines a%+/&P, the second block defines &%J~/@ (equate coefficients of equal powers of p). In this way we find j+s-k>O, We want the right-hand side to be of order pM+r:
N+k-m+2>M+l*N>M+m-k-1.
We have already found:
N>M+k. 
EXISTENCE AND PROPERTIES OF wui,oi
The existence of wi is no problem. The existence of vi is somewhat more difficult. We have, according to (7) and (10):
Mov, = 0, s = k ,..., m -1, j = 0 ,..., M + k.
We have to rea!ize that this are ordinary differential equations in t, with g, as a parameter. The boundary conditions are initial conditions. We look at M,,v" = 0. We substitute 5 = exp(At). This gives as characteristic equation, see (4):
It is an equation of degree 2m, has 2m roots and gives rise to 2m independent solutions of M,,b = 0. But there are just (m -k) initial conditions. However, we are only interested in roots with a negative real part. For vi must be such that say for 4 pa < p < 3 p0 v1 together with any of its derivatives goes to zero as PJO@-+~)-So we are not interested in X = 0:
We remark that X cannot be purely imaginary, for ( The general solution of boundary layer type is and contains (m -k) unknown constants. And there are (m -k) initial conditions. By means of induction it is very easy to show that the sequence W 09 VOY Wl , v, ,*a* is defined and that vi is of boundary layer type (meaning that vd with any of its derivatives can be estimated by C exp(-P~/P) for P 4 0 (or C exp(-t) for t+ +a).
ASYMPTOTIC PROPERTIES OF THE BOUNDARY LAYER APPROXIMATION
Formule (6) cannot give an approximation of u(x, e) because vi is only defined in the strip 0 < p < p. . But we have seen that vi (or any of its derivatives) is extremely small (for p sufficiently small) within the strip 5 p. < p < $ p. (see Section 7).
Let Y(X) be of class P(Q), such that O<?PYl, YE=1 forO<f<Qp0, Ye0 for 6 p. < p < p. , YE0 elsewhere in 9.
Instead of (6) we consider @(x, 4 = c" &'j(x> + Y(x) pk f p$(t, q) + RA, (6*) j=o 60 (!P'q has to be understood as zero outside the strip).
We substitute this in (1 *):
Now if we look at (8) and (11) We restrict I: 1 = M + 2m and take K sufficiently large. Then it is true that for 0 < j .< 2, I = M + 2m, p sufficiently small.
This result remains true if we restrict j somewhat more:
We estimate [R&:
It is not difficult to estimate [R, -R,+,li because R, -R,,, is known explicitly [see (6*)].
This proves THEOREM 12.
[R& < C,G+l--i in B 0 < j < M, M > 0, p suficiently small.
Remark.
Taking K sufficiently large means that the construction of w1 , wi is still possible for such large K.
This reflects itself in differentiability properties of the coefficients of (1 *) and the smoothness properties of LX!.
We now interpret our result; we have We formulate it as COROLLARY 1.
[u -Woli < CP inQ, O<j<k-1. And we(x) is a solution of the limit equation Low = f.
We consider the approximation on subdomains Q* CD (this means ~Z*U~S~*CQ).
Theorem 13 simplifies considerable for zli together with any of its derivatives is of any order in p in Q*.
So CEi" pkui can be dropped. There remains 
