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In this work we deal with vortices in Maxwell-Higgs or Chern-Simons-Higgs models that engender
long range tails. We find first order differential equations that support minimum energy solutions
which solve the equations of motion. In the Maxwell scenario, we work with generalised magnetic
permeabilities that lead to vortices described by solutions, magnetic field and energy density with
power-law tails that extend farther than the standard exponential ones. We also find a manner to
obtain a Chern-Simons model with the same scalar and magnetic field profiles of the Maxwell case.
By doing so, we also find vortices with the aforementioned long range feature, which is also present
in the electric field in the Chern-Simons model. The present results may motivate investigations
on nonrelativistic models, in particular in the case involving Rydberg atoms, which are known to
present long range interactions and relatively long lifetimes.
PACS numbers: 11.27.+d
I. INTRODUCTION
In high energy physics, vortices are planar structures
that appear under the action of a complex scalar field
coupled to a gauge field under an U(1) local symmetry
[1, 2]. The first relativistic model investigated was the
well-known Nielsen-Olesen one [3], whose gauge field is
controlled by the Maxwell term. In this case, the vortex
is electrically neutral and engenders quantized flux. The
equations of motion that control the fields are of second
order. To simplify the problem, it was shown in Ref. [4]
that, by using arguments of minimal energy, one can find
first order equations that are compatible with the equa-
tions of motion. Even though the analytical form of the
solutions remain unknown in terms of known functions,
one can estimate their behavior out of their core, which
is asymptotically dominated by an exponential function.
A distinct possibility to investigate vortices is by ex-
changing the Maxwell term with the Chern-Simons one,
as firstly investigated by Jackiw and Weinberg [5], and by
Hong, Kim and Pac [6]. In this scenario, the vortex be-
comes electrically charged, with quantized charge. A first
order formalism may also be developed here and, as in
the Maxwell case, only the numerical solutions are found.
In a way similar to the Maxwell-Higgs vortices, one can
show that the Chern-Simons vortices present asymptotic
behavior that are also ruled by an exponential behavior.
In the above standard models, the first order formalism
requires the potential to engender a fourth-order power
in the scalar field for the Maxwell case in Ref. [4] and a
sixth-order power for the Chern-Simons model described
in Refs. [5, 6]. This means that one does not have the
freedom to choose a potential that leads to distinct fea-
tures. A possibility to circumvent this issue is by includ-
ing extra functions that depend on the scalar field, ad-
ditionally to the potential. For instance, in the Maxwell
model, one may consider a generalized magnetic perme-
ability. In the Chern-Simons scenario, the magnetic per-
meability cannot be modified, since it would break gauge
invariance, so one can make use of a function that drives
the dynamical term of the scalar field. Over the years,
several papers dealing with vortices in generalized mod-
els appeared in the literature making use of other types
of generalizations, such as the Born-Infeld dynamics and
powers of the dynamical term of the scalar field; see, e.g.,
Refs. [7–18]. This brings to light distinct features, such
as uniform magnetic field inside the structure, compact
vortices and the existence of twinlike models, which are
models that support the very same localized solution with
the same energy density.
In the study of kinks in (1, 1) dimensions, the standard
solutions such as the ones of φ4 and sine-Gordon models
engender exponential tail. For potentials with null classi-
cal mass at the minima, the asymptotic behavior is con-
trolled by polynomial functions; see Refs. [19–24]. Since
the tail of the structure extends farther than the ones
of the standard case, they are called long range kinks.
Long range structures may also arise in the study of non
topological solitons, whose standard model only support
power law tails [25–27]. A similar behavior also arises in
the study of both topological and non topological vortices
in models with non minimal coupling [28].
In this work, we seek for vortex configurations that ex-
hibit long range tails in both Maxwell-Higgs and Chern-
Simons-Higgs scenarios. We first consider the Maxwell-
Higgs model in Sec. II and then, by using a procedure
that we will introduce in Sec. III, we show how to ob-
tain a Chern-Simons-Higgs model that support the same
scalar and magnetic field configurations of a Maxwell-
Higgs one. To illustrate the method, we take a model
that support analytical solutions with polynomial tails
in the Maxwell-Higgs scenario, found in Ref. [29]. In this
case, the Chern-Simons model with the same scalar and
magnetic fields requires the addition of awkward func-
tions in the Lagrange density, so we also include a novel
model that engender the long range behavior in both sce-
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2narios. We conclude the work in Sec. IV.
Before starting the investigation, we emphasize that
the presence of vortices with long range tails in high en-
ergy physics may trigger further interest on this kind of
configuration, since the distinct tail may ultimately mod-
ify the way they interact with one another, leading to a
novel collective behavior. This is the main motivation
of this work, and we think it can also attract interest
to nonrelativistic models, in particular to the case of
the Gross-Pitaevskii equation, which is appropriate to
describe vortex excitations in Bose-Einstein condensates
[30, 31]. An interesting possibility relies on the use of Ry-
dberg atoms, which engender very large principal quan-
tum numbers, long range interactions and relatively long
lifetimes [32, 33]. Another possibility concerns the study
of cold and ultracold hybrid ion-atom systems [34].
II. MAXWELL-HIGGS MODEL
We consider a gauge field and a complex scalar field
coupled through an U(1) local symmetry in (2, 1) flat
spacetime dimensions, with metric ηαβ = diag(+,−,−)
and action S =
∫
d3xL, where the Lagrange density is
taken with dimensionless fields and coordinates, in the
form
L = − 1
4µ(|ϕ|)FαβF
αβ +DαϕD
αϕ− V (|ϕ|). (1)
Here, we have Dα = ∂α + iAα, Fαβ = ∂αAβ − ∂βAα and
the overline stands for complex conjugation. In this case,
µ(|ϕ|) denotes a generalized magnetic permeability. The
equations of motion of the fields ϕ and Aα associated to
the Lagrange density (1) are
DαD
αϕ+
ϕ
2|ϕ|
(
−µ|ϕ|
4µ2
FαβF
αβ + V|ϕ|
)
= 0, (2a)
∂α
(
1
µ
Fαβ
)
+ 2=(ϕDβϕ) = 0, (2b)
in which =(z) represents the imaginary part of z, and
we have used the notation µ|ϕ| = dµ/d|ϕ| and V|ϕ| =
∂V/∂|ϕ|. Invariance of the Lagrange density (1) under
spacetime translations leads to the energy-momentum
tensor
Tαβ =
1
µ
FαλF
λ
β + 2<
(
DαϕDβϕ
)− ηαβL, (3)
where <(z) denotes the real part of z. In the case of static
configurations, we take A0 = 0 knowing that the Gauss’
law for our model, given by the temporal component of
Eq. (2b), is compatible with this condition. This makes
the vortex being electrically neutral. We proceed the
investigation by taking
ϕ = g(r)einθ and A =
θˆ
r
(n− a(r)), (4)
where r and θ are polar coordinates and n is the vor-
tex winding number. The functions g(r) and a(r) are
monotonic and must obey the boundary conditions
g(0) = 0, a(0) = n, lim
r→∞ g(r) = 1, limr→∞ a(r) = 0.
(5)
With this, the terms associated to the dynamics of each
field become
DαϕD
αϕ = −g′2 − a
2g2
r2
(6a)
−1
4
FαβF
αβ = − a
′2
2r2
, (6b)
where the prime denotes the derivative with respect to r.
Furthermore, the magnetic field takes the form
B = −a′/r (7)
and the magnetic flux Φ = 2pi
∫∞
0
rdrB(r) is quantized:
Φ = 2pin. (8)
The equations of motion (2) with (4) become
1
r
(rg′)′ − a
2g
r2
= − µga
′2
4µ2r2
+
1
2
Vg, (9a)
r
(
a′
µr
)′
= 2ag2. (9b)
The energy density ρ ≡ T00 can be calculated from the
energy-momentum tensor (3) and Eq. (4); it takes the
form
ρ =
a′2
2µr2
+ g′2 +
a2g2
r2
+ V (g), (10)
where a(r) and g(r) are the solutions of the equations of
motion (9). These solutions, however, are not easy to be
obtained, since one must solve second order differential
equations that are coupled with one another. To simplify
the problem, we make use of the first order formalism
developed in Ref. [18], which appears for the stressless
condition, Tij = 0. In this case, we get the first order
equations
g′ = ±ag
r
and − a
′
r
= ±µ(g) (1− g2) . (11)
The pair of equations for the upper and lower signs are
related by a→ −a. Here, the potential must be written
as
V (g) =
µ(g)
2
(
1− g2)2 (12)
to ensure the first order equations (11) are compatible
with the equations of motion (9). We may also take
advantage of this formalism to use an auxiliar function
3W (a, g) such that the energy density in Eq. (10) can be
expressed in terms of a total derivative, as
ρ =
1
r
dW
dr
, with W (a, g) = −a (1− g2) . (13)
After integrating the above energy density, we get E =
2pi|n|, which is the same for the standard Nielsen-Olesen
vortex [3]. For simplicity, from now on we only consider
unit vorticity, n = 1. Thus, one must use the positive
sign in the first order equations (11).
In this paper we are interested in find vortices with
polynomial tails, which we call long range vortices. How-
ever, before going further, we review the asymptotic be-
havior of the standard vortex (µ = 1), which is described
by the first order equations
g′ =
ag
r
and − a
′
r
= 1− g2. (14)
To see how the solutions behave far from the origin, we
look at the boundary conditions (5) and write a(r) =
0 +aasy(r) and g(r) = 1− gasy(r). By substituting these
functions in the above first order equations and lineariz-
ing them, one can show that
aasy ≈ λ
√
2 r e−
√
2 r and gasy ≈ λ e
−√2 r
√
r
, (15)
where λ is a constant that can be adjusted to fit the
numerical simulations. We then see these expressions
rapidly vanishes as r increases due to the exponential
factor. The generalized magnetic permeability, however,
has allowed for the presence of different vortex configu-
rations, such as the compact vortices that we found in
Ref. [15].
Since we are interested in long range vortices, we first
reproduce the analytical solutions found in Refs. [29, 35],
in our model (1) with the magnetic permeability given
by
µ(g) =
2sg2s−2
∣∣1− g2s∣∣1+ 1s
|1− g2| , (16)
where s is a real parameter such that s ≥ 1. In this case,
the potential in Eq. (12) has the form
V (g) = sg2s−2|1− g2| |1− g2s|1+ 1s (17)
and we must solve the equations in Eq. (11), which be-
come
g′ =
ag
r
and − a
′
r
= 2sg2s−2
(
1− g2s)1+ 1s . (18)
It support the analytical solutions
a(r) =
1
1 + r2s
and g(r) =
r
(1 + r2s)
1
2s
. (19)
Notice that the tail of these solutions is controlled by
a(r) ∝ r−2s and 1 − g(r) ∝ r−2s, which is a distinct
FIG. 1: The potential in Eq. (22) as a function of g, V (g), for
l = 1, 2, 3 and 4. The dashed line represents the case l = 1
and the thickness of the lines increases with l.
behavior from the exponential one found in Eq. (15). The
polynomial tail goes slower than the standard one to the
boundary value. This shows the longe range character
of the vortex. The magnetic field (7) and energy density
(13) are
B(r) =
2sr2s−2
(1 + r2s)
2 , (20a)
ρ(r) =
2
(
1− sr2s + sr2s−2 (1 + r2s) 1s)
(1 + r2s)
2+ 1s
. (20b)
They can be integrated to give flux Φ = 2pi and energy
E = 2pi. Notice that both E and Φ do not depend on s,
as previously informed.
We now introduce a novel model that supports vortex
configurations with long range tails. It is given by the
magnetic permeability
µ(g) = 2g2
∣∣1− g2∣∣l−1 , (21)
where l is a real parameter such that l ≥ 1. The case
l = 1 recovers the model investigated in Ref. [36], which
reproduces, using a generalized magnetic permeability,
the standard Chern-Simons solutions a(r) and g(r) [5, 6],
whose tails are dominated by an exponential function,
similarly to the behavior in Eq. (15). So, for a general l,
the potential in Eq. (12) becomes
V (g) = g2
∣∣1− g2∣∣l+1 . (22)
This potential is displayed in Fig. 1 for some values of l.
One can show that dmV/dgm|g=1 = 0 for m = 0, . . . , dle,
where dle denotes the ceiling function.
In this model, the first order equations (11) take the
form
g′ =
ag
r
and − a
′
r
= 2g2
(
1− g2)l . (23)
The above first order equations admit the asymptotic
behavior
aasy(r) ≈ (l − 1)−
l+1
l−1 r−
2
l−1 , (24a)
gasy(r) ≈ 1
2
(l − 1)− 2l−1 r− 2l−1 . (24b)
4FIG. 2: The solutions (top) a(r) (descending lines) and g(r)
(ascending lines) of Eq. (23) and the magnetic field B(r) (bot-
tom) for l = 1, 2, 3 and 4. The dashed lines represent the case
l = 1 and the thickness of the lines increases with l.
The above expressions show that the solutions exhibit a
polynomial tail that goes slower to their boundary values
as l increases. One may also verify that the magnetic field
(7) and the energy density (13) behaves asymptotically
as
B(r) ≈ 2 (l − 1)− 2ll−1 r− 2ll−1 (25a)
ρ(r) ≈ 4 (l − 1)− 2(l+1)l−1 r−2(l+1)l−1 . (25b)
Thus, similarly to the solutions, both the magnetic field
and the energy density engender polynomial tails. As
in the previous model, the quantities that describe the
vortex present a power-law asymptotic behavior which
shows the long range behavior of the structure.
Differently from the previous model, here we were not
able to find the analytical solutions of the first order
equations (23). So, we must use numerical procedures
to solve them for each l. In Fig. 2, we display the solu-
tions and the magnetic field B(r) for some values of l. We
also calculate the energy density numerically and show
it in Fig. 3. One can see that, for l > 1, all the quan-
tities that describe the vortex configuration take larger
distances to attain their boundary values when compared
to the standard case with exponential tails. Moreover, as
l increases, the tails gets larger and larger.
FIG. 3: The energy density ρ(r) associated to the solutions
of Eq. (23) for l = 1, 2, 3 and 4. The dashed line represents
the case l = 1 and the thickness of the lines increases with l.
III. CHERN-SIMONS MODELS
We now exchange the Maxwell term for the Chern-
Simons one in the Lagrange density (1). In this case, we
cannot include a factor depending on the scalar field mul-
tiplying the Chern-Simons term, because it would break
gauge invariance. Nevertheless, as we have shown in
Ref. [18], we need generalized models to find vortices with
features that differ from the standard ones [5, 6]. Then,
we consider the generalized class introduced in Ref. [37],
which includes a factor that modifies the dynamical term
of the scalar field
L = 1
4
αβγAαFβγ +K(|ϕ|)DαϕDαϕ− V (|ϕ|). (26)
The equations of motion associated to the above La-
grange density are
Dα(KD
αϕ) =
ϕ
2|ϕ|
(
K|ϕ|DαϕDαϕ− V|ϕ|
)
, (27a)
κ
2
αβγFαβ + 2K 2=(ϕDγϕ) = 0, (27b)
The energy momentum tensor has the form
Tαβ = 2K(|ϕ|)<
(
DαϕDβϕ
)
− ηαβ
(
K(|ϕ|)DλϕDλϕ− V (|ϕ|)
)
.
(28)
Here, we cannot take A0 = 0 as in the Maxwell case
because this is not compatible with the equations of mo-
tion. So, we take the fields in the form of Eq. (4) with
their usual boundary conditions, and A0 = A0(r). One
can show that the magnetic field is B = −a′/r and its
associated flux is given by Eq. (8). Here, we have an
additional feature that arises due to the presence of the
temporal component of the gauge field: the electric field,
whose intensity is |E| = |A′0|. In this case, the vortex is
electrically charged, with charge Q = −Φ. For simplicity,
we take unit vorticity, n = 1. From Eqs. (27), we get the
5following equations of motion
1
r
(rKg′)′ +Kg
(
A20 −
a2
r2
)
+
+
1
2
((
g2A20 − g′2 −
a2g2
r2
)
Kg − Vg
)
= 0, (29a)
a′
r
+ 2Kg2A0 = 0, (29b)
A′0 +
2Kag2
r
= 0. (29c)
Also, the energy density is calculated from the compo-
nent T00 in Eq. (28) and takes the form
ρ =
1
4
a′2
r2g2K(g)
+
(
g′2 +
a2g2
r2
)
K(g) + V (g). (30)
The equations of motion (29) are of second order. To
simplify the problem, we follow the first order formalism
developed in Ref. [18] to obtain
g′ =
ag
r
and − a
′
r
= 2g
√
KV . (31)
The potential, however, cannot have an arbitrary form
because the above equations must be compatible with
the equations of motion (29). One can show that the
functions K(g) and V (g) are constrained to obey
d
dg
(√
V
g2K
)
= −2gK. (32)
The above equation allows us to write the potential as
V (g) = 4g2K(g)
(∫
dg gK(g)
)2
, (33)
in which an integration constant always arise in the pro-
cess, since we are dealing with an indefinite integration.
For a general K(g), the first order equations (31) become
g′ =
ag
r
(34a)
−a
′
r
= −4g2K(g)
∫
dg gK(g) (34b)
such that one must choose K(g) and the integration con-
stant to get solutions compatible with the boundary con-
ditions (5). In this case, the energy density is given by
ρ =
1
r
dW
dr
, where W (a, g) = 2a
∫
dg gK(g). (35)
By integrating this energy density, we get energy
E = 2pi |W (a = 0, g = 1)−W (a = 1, g = 0)| . (36)
So, the function K(g) and the integration constant that
arises in the process also modifies the energy of the vor-
tex.
The simplest example is the standard case, K(g) = 1,
investigated in Refs. [5, 6]. In this situation, to develop
the Bogomol’nyi procedure [4], one must take the |ϕ|6
potential, given by
V (g) = g2
(
v2 − g2)2 , (37)
where v is the symmetry breaking parameter. To ensure
that the first order equations (34) support solutions com-
patible with the boundary conditions in Eq. (5) we set
v = 1. By doing so, the model is governed by
g′ =
ag
r
and − a
′
r
= 2g2(1− g2). (38)
As one knows, the analytical solutions of these equations
remain unknown. The energy density is written as in
Eq. (35) with W = a(g2− 1). So, from Eq. (36), one has
the energy E = 2pi.
We note here that the first order equation for a(r) in
both Maxwell-Higgs and Chern-Simons-Higgs models has
the form
−a
′
r
= f(g), (39)
which is always solved with g′ = ag/r. Notice that
B = −a′/r only depends on f(g); this allows us to find
models in both scenarios with the same solutions and
magnetic field. For f(g) = µ(g)(1 − g2), we get the
Maxwell-Higgs model with the presence of the general-
ized magnetic permeability µ(g). On the other hand,
comparing the above equation with the in Eq. (34b), we
see that for f(g) = −4g2K(g)∫ dg 2gK(g) we obtain the
Chern-Simons case. This means that one may relate both
models. In particular, for a known f(g), one can show
that the Chern-Simons-Higgs model is obtained through
K(g) =
f(g)
2g2
(
−
∫
d(g2)
f(g)
g2
)− 12
. (40)
One must be careful with this integration, because the
integration constant must be properly chosen to make
the above function be non negative in the interval where
the solution g(r) exists, i.e., g ∈ [0, 1], as stated in the
boundary conditions (5). Moreover, it must also lead
to non-negative finite energy. In this case, the potential
can be calculated from the right equation in (31) and
Eq. (39); it is simply given by
V (g) =
1
4
f2(g)
g2K(g)
, (41)
and the function W (a, g) in Eq. (35), involved in the
energy, is calculated in terms of f(g) as
W (a, g) = −a f(g)
2g2K(g)
. (42)
Let us consider the standard case, K(g) = 1, investigated
in Ref. [5, 6]. As we have commented before, in this
6case one gets the potential in Eq. (37) with v = 1 to
match the boundary conditions (5). We can substitute
this in Eq. (31) or use Eq. (34) to obtain the first order
equations (38). Comparing this with Eq. (39), one can
show that f(g) = 2g2(1− g2). By using Eq. (40), we get
K(g) = |1−g2|/
√
C − 2g2 + g4 and the potential V (g) =
g2
∣∣1− g2∣∣√C − 2g2 + g4. Notice there is an integration
constant, C, in these expressions. Nevertheless, K(g)
has singularities for C < 1, which we avoid here and the
potential is V-shaped for C > 1. So, we take C = 1,
which recovers the standard case, K(g) = 1, and is the
only choice that leads to a smooth potential.
Now, we use the procedure to obtain a Chern-Simons
model that engender the same analytical solutions in
Eq. (19). For s = 1, the functions involved in the model
lead to infinite energy, so we only consider s > 1, for
which
K(g) =
√
s(s− 1)
2
g2s−4
∣∣1− g2s∣∣1+ 1s
H(g)
, (43a)
V (g) =
√
2s3
s− 1 g
2s−2 ∣∣1− g2s∣∣1+ 1s H(g), (43b)
with H2(g) =
∣∣1− g2s−2 2F1(−1− 1s , 1− 1s ; 2− 1s ; g2s)∣∣,
where 2F1(α, β;λ; z) denotes the Hypergeometric func-
tion of parameters α, β and λ, and argument z. Also,
we have chosen the integration constant C = 2s/(s − 1)
to obtain a simpler expression. The function W (a, g) in
the energy density that appears in Eq. (35) is given by
Eq. (42), which leads to
W (a, g) = −
√
2s
s− 1 aH(g). (44)
So, for s > 1, the energy is given by Eq. (36) and has the
form E = 2pi
√
2s/(s− 1). Notice that, even though the
procedure works, it leads to exotic potentials, with the
presence of a Hypergeometric function.
We carry on with the investigation and use the same
method to get a Chern-Simons model that support the
same solutions a(r) and g(r) of the Maxwell-Higgs model
that we have introduced with the magnetic permeability
(21). In this case, these solutions obey first order equa-
tions (23) and their associated magnetic field, all of them
displayed in Fig. 2. Thus, we have f(g) = 2g2
(
1− g2)l.
As we remarked below Eq. (21), the case l = 1 leads
to solutions with exponential tails with a form similar to
the one found in Eq. (15), since both a(r) and g(r) are
exactly the same of the standard Chern-Simons model
[5, 6], for any well-defined K(g). Note however, that
here, differently from the Maxwell-Higgs model described
by the magnetic permeability (21), we have the presence
of an electric field due to a nonvanishing temporal gauge
component such that both of them depend on the form
of the function K(g). Since the purpose of our paper is
to deal with long range vortices, we do not discuss the
case l = 1 with detail, using it only to compare the new
solutions to the standard ones.
To obtain the function K(g), which controls the dy-
namical term of the scalar field in the Lagrange density,
one must use Eq. (40). It leads to
K(g) =
√
l + 1
2
|1− g2|l√
α+ (1− g2)l+1 . (45)
Notice there is an integration constant α that appears in
the process. It must be non-negative to ensure the above
function is real. As we have shown in Eq. (41), K(g)
determines the potential, which is given by
V (g) =
√
2
l + 1
g2
∣∣1− g2∣∣l√α+ (1− g2)l+1. (46)
The function W (a, g) in Eq. (42) associated to the energy
has the form
W (a, g) = −
√
2 a
√
α+ (1− g2)l+1
l + 1
, (47)
which makes the energy in Eq. (36) be given by
E = 2
√
2pi
√
α+ 1
l + 1
. (48)
The potential in Eq. (46) has a set of minima located
at g = 1 and at the origin, regardless the value of α.
Nevertheless, as we will show in this paper, the case α = 0
is special, so we deal with it later. First, we take α > 0.
In this situation, we have dmV/dgm|g=1 = 0 for m =
0, . . . , dl − 1e.
As we have used the method in Eq. (40) to find the
Chern-Simons model, the solutions a(r) and g(r), and
the magnetic field are the same of the Maxwell case; see
Fig. 2. However, we are now dealing with a vortex in
the Chern-Simons scenario, so we also have the presence
of A0, which gives rise to an electric field, E(r). It also
modifies the energy density, which now depends on K(g)
as one can see in Eq. (35). Since we only know the nu-
merical solutions, we estimate the asymptotic behavior
of these quantities using the results for the tail of a(r)
and g(r) in Eq. (24) substituted in Eqs. (29b), (29c) and
(35):
A0(r) ≈
√
2α
l + 1
(
1 +
1
2α
(l − 1)− 2(l+1)l−1 r− 2(l+1)l−1
)
(49a)
|E(r)| ≈
√
2(l + 1)
α
(l − 1)− 3l+1l−1 r− 3l+1l−1 (49b)
ρ(r) ≈ 2
√
2α
l + 1
(l − 1)− 2ll−1 r− 2ll−1 . (49c)
Thus, all of these quantities present a polynomial tail
that is controlled by l, with l ∈ (1,∞). An interesting
feature, is that A0 tends to a non-null constant, such that
A0 →
√
2α/(l + 1) for r →∞.
7FIG. 4: The potential V (g) in Eq. (46) with α = l, for l =
1, 2, 3 and 4. The dashed line represents the case l = 1 and
the thickness of the lines increases with l.
FIG. 5: The temporal component of the gauge field A0(r)
(top) and the intensity of the electric field |E(r)| (bottom)
associated to the Chern-Simons model described by the po-
tential in Eq. (46) with α = l, for l = 1, 2, 3 and 4. The
dashed lines represent the case l = 1 and the thickness of the
lines increases with l.
An interesting case for positive α is α = l, as it leads
to vortices with fixed energy in Eq. (48), E = 2
√
2pi, re-
gardless the value of l. The function K(g), the potential
V (g) and the other involved quantities can be calculated
straightforwardly by taking α = l in Eqs. (45)-(49). The
potential can be seen in Fig. 4 for some values of l. We
then turn our attention to A0, which gives rise to an elec-
tric field, E(r). They can be calculated from Eqs. (29b)
and (29c) and are displayed in Fig. 5. From the graphic
of A0, one can see that, for l→∞ and r →∞, A0 →
√
2.
We also plot the energy density (35) in Fig. 6.
We now deal with the special case, α = 0. In this case,
FIG. 6: The energy density ρ(r) associated to the Chern-
Simons model described by the potential in Eq. (46) with
α = l, for l = 1, 2, 3 and 4. The dashed lines represent the
case l = 1 and the thickness of the lines increases with l.
FIG. 7: The potential V (g) in Eq. (50b) for l = 1, 2, 3 and 4.
The dashed line represents the case l = 1 and the thickness
of the lines increases with l.
we get from Eqs. (45) and (46) that
K(g) =
√
l + 1
2
∣∣1− g2∣∣ l−12 , (50a)
V (g) =
√
2
l + 1
g2
∣∣1− g2∣∣ 3l+12 . (50b)
The above potential is displayed in Fig. 7 for some val-
ues of l. One can show that dmV/dgm|g=1 = 0 for
m = 0, . . . , d(3l − 1)/2e. We note here that l = 1 re-
covers the standard Chern-Simons model [5, 6], which
arises for K(g) = 1 and V (g) = g2
(
1− g2)2 and engen-
der solutions with exponential tails in a similar form of
Eq. (15).
To calculate the energy for a general l, one can show
the auxiliar function W (a, g) in Eq. (42) has the form
W (a, g) = −
√
2
l + 1
a
(
1− g2) l+12 . (51)
The energy of the solutions in this scenario is given by
Eq. (36), which leads to E = 2pi
√
2/(l + 1). Notice
this result is different from the energy obtained in the
Maxwell-Higgs model, which is constant, as one can find
below Eq. (13).
8FIG. 8: The temporal component of the gauge field A0(r)
(top) and the intensity of the electric field |E(r)| (bottom)
associated to the Chern-Simons model described by the po-
tential in Eq. (50b) for l = 1, 2, 3 and 4. The dashed lines
represent the case l = 1 and the thickness of the lines in-
creases with l.
As stated before, even though the solutions and mag-
netic field are the same of Fig. 2, here we have novel
features. The function A0 can be calculated from
Eq. (29b) and the intensity of the electric field |E| = |A′0|
from (29c). The energy density can be calculated from
Eq. (35). Since we only know the numerical solutions,
we estimate the asymptotic behavior of these quantities
using the results for the tail of a(r) and g(r) in Eq. (24):
A0(r) ≈
√
2
l + 1
(l − 1)− l+1l−1 r− l+1l−1 (52a)
|E(r)| ≈
√
2(l + 1) (l − 1)− 2ll−1 r− 2ll−1 (52b)
ρ(r) ≈
√
2
l + 1
(l + 3) (l − 1)− 3l+1l−1 r− 3l+1l−1 . (52c)
So, as l increases, these quantities get a larger tail, which
shows the long range behavior of the vortex. We then
use the numerical solutions of (23) and plot A0 and the
intensity of the electric field |E| in Fig. 8. The energy
density from Eq. (35) is shown in Fig. 9. Notice that the
behavior of this case (α = 0) is different from the one
in Eq. (49). The tail of the aforementioned quantities
is larger here, as the powers of r are smaller in the case
α > 0.
FIG. 9: The energy density ρ(r) associated to the Chern-
Simons model described by the potential in Eq. (50b) for l =
1, 2, 3 and 4. The dashed lines represent the case l = 1 and
the thickness of the lines increases with l.
IV. CONCLUSION
In this work, we have investigated the presence of vor-
tices with a long range behavior in Maxwell-Higgs and
Chern-Simons-Higgs models. We have used the formal-
ism developed in Ref. [18] to find a manner to calculate
the energy without knowing the explicit solutions and
first order equations that are compatible with the equa-
tions of motion that dictate the form of the field.
Considering a pair of solutions a(r) and g(r), associ-
ated to a vortex with magnetic field B(r) that obey a
specific class of first order differential equations, we have
developed a method to find Maxwell and Chern-Simons
models that support them. This allows us to make a con-
nection between the two aforementioned scenarios. One
must be careful, though, since the Chern-Simons model
brings an extra degree of freedom, the electric field, when
compared to the Maxwell case.
By using the above procedure, we have found novel vor-
tex configurations that support polynomial tails. As one
knows, the standard vortex considered in each scenario in
Refs. [3, 5, 6] engenders a tail that dies out exponentially.
Since our vortices go slower to their boundary conditions,
we called them long range vortices. The presence of long
range vortices has specific interest: they describe local-
ized excitations that attain distinct collective behavior,
when compared to standard vortices. In this sense, they
lead to scenarios that are different from the standard sit-
uation, and may foster the study of long range vortices in
the case of nonrelativistic systems like the Bose-Einstein
condensates, which are known to support vortex exci-
tations. Another issue of interest concerns the problem
examined in Ref. [38], connecting conformal quantum
mechanics models and equations of the KdV hierarchy.
It suggests to inquire about the possibility to relate vor-
tices with long range tails to models that admit analytic
solutions in the form of vortices with exponentially dying
tails. Moreover, the above results motivate us to inves-
tigate other systems, with relativistic or nonrelativistic
matter, to find new systems and solutions that engen-
der the novel long range behavior that we have found
9in the present work. In the nonrelativistic case, in the
case of Bose-Einstein condensates with Rydberg atoms,
for instance, one knows that atoms with very large prin-
cipal quantum number engender long range interactions
and relatively long lifetimes, and this can be used to pro-
cess quantum information and may induce the presence
of vortices with long range tails. Since the experimental
and theoretical studies are now bringing these possibil-
ities into play, the search for models that support long
range excitations is a topic of current interest [32–34, 39–
44].
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