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Approximations in Hidden Markov Models Satisfying a
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Abstract
A hidden Markov model (HMM) is said to have path-mergeable states if for any two states i, j
there exists a word w and state k such that it is possible to transition from both i and j to k while
emitting w. We show that for a finite HMM with path-mergeable states the block estimates of
the entropy rate converge exponentially fast. We also show that the path-mergeability property
is asymptotically typical in the space of HMM topologies and easily testable.
1 Introduction
Hidden Markov models (HMMs) are generalizations of Markov chains in which the underlying
Markov state sequence (St) is observed through a noisy or lossy channel, leading to a (typically)
non-Markovian output process (Xt). They were first introduced in the 50s as abstract mathematical
models [1–3], but have since proved useful in a number of concrete applications, such as speech
recognition [4–7] and bioinformatics [8–12].
One of the earliest major questions in the study of HMMs [3] was to determine the entropy rate
of the output process
h = lim
t→∞H(Xt|X1, ..., Xt−1).
Unlike for Markov chains, this actually turns out to be quite difficult for HMMs. Even in the finite
case no general closed form expression is known, and it is widely believed that no such formula
exists. A nice integral expression was provided in [3], but it is with respect to an invariant density
that is not directly computable.
In practice, the entropy rate h is instead often estimated directly by the finite length block
estimates
h(t) = H(Xt|X1, ..., Xt−1).
Thus, it is important to know about the rate of convergence of these estimates to ensure the quality
of the approximation.
Moreover, even in cases where the entropy rate can be calculated exactly, such as for unifilar
HMMs, the rate of convergence of the block estimates is still of independent interest. It is important
for numerical estimation of various complexity measures, such as the excess entropy and transient
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information [13], and is critical for an observer wishing to make predictions of future output from
a finite observation sequence X1, ..., Xt. It is also closely related to the rate of memory loss in the
initial condition for HMMs, a problem that has been studied extensively in the field of filtering
theory [14–20]. Though, primarily in the case of continuous real-valued outputs with gaussian noise
or similar, rather than the discrete case we study here.
No general bounds are known for the rate of convergence of the estimates h(t), but exponential
bounds have been established for finite HMMs (with both a finite internal state set S and finite out-
put alphabet X ) under various positivity assumptions. The earliest known, and mostly commonly
cited, bound is given in [21], for finite functional HMMs with strictly positive transition probabil-
ities in the underlying Markov chain. A somewhat improved bound under the same hypothesis is
also given in [22]. Similarly, exponential convergence for finite HMMs with strictly positive symbol
emission probabilities and an aperiodic underlying Markov chain is established in [23] (both for
state-emitting and edge-emitting HMMs) using results from [17].
Without any positivity assumptions, though, things become substantially more difficult. In
the particular case of unifilar HMMs, we have demonstrated exponential convergence in our recent
work on synchronization with Crutchfield [24, 25]. Also, in reference [26] exponential convergence
is established under some fairly technical hypotheses in studying entropy rate analyticity. But, no
general bounds on the convergence rate of the block estimates h(t) have been demonstrated for all
finite HMMs.
Here we prove exponential convergence for finite HMMs (both state-emitting and edge-emitting)
satisfying the following simple path-mergeability condition: For each pair of distinct states i, j there
exists a word w and state k such that it is possible to transition from both i and j to k while emitting
w. We also show that this condition is easily testable (in computational time polynomial in the
number of states and symbols) and asymptotically typical in the space of HMM topologies, in
that a randomly selected topology will satisfy this condition with probability approaching 1, as
the number of states goes to infinity. By contrast, the positivity conditions assumed in [21–23], as
well as the unifilarity hypothesis we assume in [24, 25], are satisfied only for a vanishingly small
fraction of HMM topologies in the limit that the number of states becomes large, and the conditions
assumed in [26] are, to our knowledge, not easily testable in an automated fashion like the path-
mergeability condition. The conditions assumed in [26] are also intuitively somewhat stronger than
path-mergeability in that they require the output process (Xt) to have full support and require
uniform exponential convergence of conditional probabilities1, neither of which are required for
path-mergeable HMMs.
The structure of the remainder of the paper is as follows. In Section 2 we introduce the formal
framework for our results, including more complete definitions for hidden Markov models and
their various properties, as well as the entropy rate and its finite-block estimates. In Section 3
we provide proofs of our exponential convergence results for edge-emitting HMMs satisfying the
path-mergeability property. In Section 4 we use the edge-emitting results to establish analogous
results for state-emitting HMMs. Finally, in Section 5 we provide the algorithmic test for path-
mergeability and demonstrate that this property is asymptotically typical. The proof methods used
in Section 3 are based on the original coupling argument used in [21], but are substantially more
involved because of our weaker assumption.
1E.g., there exist constants K > 0 and 0 < α < 1 such that for any symbol x and symbol sequence x−t−n, ..., x−1,
t, n ∈ N, |P(X0 = x|X−1 = x−1, ..., X−t = x−t)− P(X0 = x|X−1 = x−1, ..., X−t−n = x−t−n)| ≤ Kαt.
2
2 Definitions and Notation
By an alphabet X we mean simply a set of symbols, and by a word w over the alphabet X we mean
a finite string w = x1, ..., xn consisting of symbols xi ∈ X . The length of a word w is the number of
symbols it contains and is denoted by |w|. X ∗ denotes the set of all (finite) words over an alphabet
X , including the empty word λ.
For a sequence (an) (of symbols, random variables, real numbers, ... etc.) and integers n ≤ m,
amn denotes the finite subsequence an, an+1, ..., am. This notation is also extended in the natural
way to the case m =∞ or n = −∞. In the case n > m, amn is interpreted as the null sequence or
empty word.
2.1 The Entropy Rate and Finite-Block Estimates
Throughout this section, and the remainder of the paper, we adopt the following standard infor-
mation theoretic conventions for logarithms (of any base):
0 · log(0) ≡ lim
ξ→0+
ξ · log(ξ) = 0.
0 · log(1/0) ≡ lim
ξ→0+
ξ · log(1/ξ) = 0.
Note that with these conventions the functions ξ log(ξ) and ξ log(1/ξ) are both continuous on [0, 1].
Definition 1. The entropy H(X) of a discrete random variable X is
H(X) ≡ −
∑
x∈X
P(x) log2 P(x)
where X is the alphabet (i.e. set of possible values) of the random variable X and P(x) = P(X = x).
Definition 2. For discrete random variables X and Y the conditional entropy H(X|Y ) is
H(X|Y ) ≡
∑
y∈Y
P(y) ·H(X|Y = y)
= −
∑
y∈Y
P(y)
∑
x∈X
P(x|y) log2 P(x|y)
where X and Y are, respectively, the alphabets of X and Y , P(y) = P(Y = y), and P(x|y) = P(X =
x|Y = y).
Intuitively, the entropy H(X) is the amount of uncertainty in predicting X, or equivalently, the
amount of information obtained by observing X. The conditional entropy H(X|Y ) is the average
uncertainty in predicting X given the observation of Y . These quantities satisfy the relations
0 ≤ H(X|Y ) ≤ H(X) ≤ log2 |X |.
Definition 3. Let (Xt) be a discrete time stationary process over a finite alphabet X . The entropy
rate h of the process (Xt) is the asymptotic per symbol entropy:
h ≡ lim
t→∞H(X
t
1)/t (1)
where Xt1 = X1, ..., Xt is interpreted as a single discrete random variable taking values in the cross
product alphabet X t.
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Using stationarity it may be shown that this limit h always exists and is approached monoton-
ically from above. Further, it may be shown that the entropy rate may also be expressed as the
monotonic limit of the conditional next symbol entropies h(t). That is, h(t)↘ h, where
h(t) ≡ H(Xt|Xt−11 ). (2)
The non-conditioned estimates H(Xt1)/t can approach no faster than a rate of 1/t. However,
the conditional estimates h(t) = H(Xt|Xt−11 ) can approach much more quickly, and are therefore
generally more useful. Our primary goal is to establish an exponential bound on the rate of conver-
gence of these conditional finite-block estimates h(t) for the output process of a HMM satisfying
the path-mergeability property defined in Section 2.2.3.
2.2 Hidden Markov Models
We will consider here only finite HMMs, meaning that both the internal state set S and output
alphabet X are finite. There are two primary types: state-emitting and edge-emitting. The state-
emitting variety is the simpler of the two, and also the more commonly studied, so we introduce them
first. However, our primary focus will be on edge-emitting HMMs because the path-mergeability
condition we study, as well as the block model presentation of Section 3.2.1 used in the proofs, are
both more natural in this context.
Definition 4. A state-emitting hidden Markov model is a 4-tuple (S,X , T ,O) where:
• S is a finite set of states.
• X is a finite alphabet of output symbols.
• T is an |S| × |S| stochastic state transition matrix: Tij = P(St+1 = j|St = i).
• O is an |S| × |X | stochastic observation matrix: Oix = P(Xt = x|St = i).
The state sequence (St) for a state-emitting HMM is generated according to the Markov tran-
sition matrix T , and the observed sequence (Xt) has conditional distribution defined by the obser-
vation matrix O:
P(Xmn = xmn |S∞0 = s∞0 ) = P(Xmn = xmn |Smn = smn ) =
m∏
t=n
Ostxt .
An important special case is when the observation matrix is deterministic, and the symbol Xt
is simply a function of the state St. This type of HMMs, known as functional HMMs or functions
of Markov chains, are perhaps the most simple variety conceptually, and also were the first type
to be heavily studied. The integral expression for the entropy rate provided in [3] and exponential
bound on convergence of the block estimates h(t) established in [21] both dealt with HMMs of this
type.
Edge-emitting HMMs are an alternative representation in which the symbol Xt depends not
simply on the current state St but also the next state St+1, or rather the transition between them.
Definition 5. An edge-emitting hidden Markov model is a 3-tuple (S,X , {T (x)}) where:
• S is a finite set of states.
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• X is a finite alphabet of output symbols.
• T (x), x ∈ X , are |S| × |S| sub-stochastic symbol-labeled transition matrices whose sum T is
stochastic. T (x)ij is the probability of transitioning from i to j on symbol x.
Visually, one can depict an edge-emitting HMM as a directed graph with labeled edges. The
vertices are the states, and for each i, j, x with T (x)ij > 0 there is a directed edge from i to j labeled
with the transition probability p = T (x)ij and symbol x. The sum of the probabilities on all outgoing
edges from each state is 1.
The operation of the HMM is as follows: From the current state St the HMM picks an outgoing
edge Et according to their probabilities, generates the symbol Xt labeling this edge, and then
follows the edge to the next state St+1. Thus, we have the conditional measure
P(St+1 = j,Xt = x|St = i, St−10 = st−10 , Xt−10 = xt−10 ) = P(St+1 = j,Xt = x|St = i) = T (x)ij
for any i ∈ S, t ≥ 0, and possible length-t joint past (st−10 , xt−10 ) which may precede state i.
From this it follows, of course, that the state sequence (St) is a Markov chain with transition
matrix T = ∑x T (x). As for state-emitting HMMs, however, we will be interested primarily in the
observable output sequence (Xt) rather than the internal state sequence (St), which is assumed to
be hidden form the observer.
Remark. It is assumed that, for a HMM of any type, each symbol x ∈ X may be actually be
generated with positive probability. That is, for each x ∈ X , there exists i ∈ S such that P(X0 =
x|S0 = i) > 0. Otherwise, the symbol x is useless and the alphabet can be restricted to X/{x}.
2.2.1 Irreducibility and Stationary Measures
A HMM, either state-emitting or edge-emitting, is said to be irreducible if the underlying Markov
chain over states with transition matrix T is irreducible. In this case, there exists a unique stationary
distribution pi over the states satisfying pi = piT , and the joint state-symbol sequence (St, Xt)t≥0
with initial state S0 drawn according to pi is itself a stationary process. We will henceforth assume
all HMMs are irreducible and denote by P the (unique) stationary measure on joint state-symbol
sequences satisfying S0 ∼ pi.
In the following, this measure P will be our primary focus. Unless otherwise specified, all random
variables are assumed to be generated according to the stationary measure P. In particular, the
entropy rate h and block estimate h(t) for a HMM M are defined by (1) and (2) where (Xt) is the
stationary output process of M with law P.
At times, however, it will be necessary to consider alternative measures in the proofs given by
choosing the initial state S0 according to a nonstationary distribution. We will denote by Pi the
measure on joint sequences (St, Xt)t≥0 given by fixing S0 = i and by Pµ the measure given by
choosing S0 according to the distribution µ:
Pi(·) = P(·|S0 = i) and Pµ(·) =
∑
i
µiPi(·).
These measures P, Pi, and Pµ are, of course, also extendable in a natural way to biinfinite sequences
(St, Xt)t∈Z as oppose to one-sided sequences (St, Xt)t≥0, and we will do so as necessary.
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2.2.2 Equivalence of Model Types
Though they are indeed different objects state-emitting and edge-emitting HMMs are equivalent in
the following sense: Given an irreducible HMM M of either type there exists an irreducible HMM
M ′ of the other type such that the stationary output processes (Xt) for the two HMMs M and M ′
are equal in distribution. We recall below the standard conversions.
1. State-Emitting to Edge-Emitting - If M = (S,X , T ,O) then M ′ = (S,X , {T ′(x)}), where
T ′(x)ij = TijOjx.
2. Edge-Emitting to State-Emitting - If M = (S,X , {T (x)}) then M ′ = (S ′,X , T ′,O′), where
S ′ = {(i, x) : ∑j T (x)ij > 0}, T ′(i,x)(j,y) = (T (x)ij /∑k T (x)ik )·(∑k T (y)jk ), and O′(i,x)y = 1{x = y}.
Note that the output M ′ of the edge-emitting to state-emitting conversion is not just an arbi-
trary state-emitting HMM, but rather is always a functional HMM. Thus, composition of the two
conversion algorithms shows that functional HMMs are also equivalent to either state-emitting or
edge-emitting HMMs.
2.2.3 Path-Mergeability
For a HMM M , let δi(w) be the set of states j that state i can transition to upon emitting the
word w:
δi(w) ≡ {j ∈ S : Pi(X |w|−10 = w, S|w| = j) > 0} , for an edge-emitting HMM.
δi(w) ≡ {j ∈ S : Pi(X |w|1 = w, S|w| = j) > 0} , for a state-emitting HMM.
In either case, if w is the null word λ then δi(w) ≡ {i}, for each i. The following properties will be
of central interest.
Definition 6. A pair of states i, j of a HMM M is said to be path-mergeable if there exists some
word w and state k such that it is possible to transition from both i and j to k on w. That is,
k ∈ δi(w) ∩ δj(w). (3)
A HMM M is said to have path-mergeable states, or be path-mergeable, if each pair of distinct
states i, j is path-mergeable.
Definition 7. A symbol x is said to be a flag or flag symbol for a state k if it is possible to transition
to state k upon observing the symbol x, from any state i for which it is possible to generate symbol
x as the next output. That is,
k ∈ δi(x), for all i with δi(x) 6= ∅. 2 (4)
A HMM M is said to be flag-state if each state k has some flag symbol x.
2Note that if x is a flag symbol for k, then after observing the symbol x it is always possible for the HMM to be
in state k at the current time, regardless of its initial state or previous outputs. Thus, we call the symbol x a flag for
the state k as it signals or ‘flags’ to the observer that k is now possible as the current state of the HMM.
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Our end goal in Section 3, below, is to prove exponential bounds on convergence of the entropy
rate estimates h(t) for edge-emitting HMMs with path-mergeable states. To do so, however, we
will first prove similar bounds for edge-emitting HMMs under the flag-state hypothesis and then
bootstrap. As we will show in Section 3.2.1, if an edge-emitting HMM has path-mergeable states
then the block model Mn, obtained by considering length-n blocks of outputs as single output sym-
bols, is flag-state, for some n. Thus, exponential convergence bounds for flag-state, edge-emitting
HMMs pass to exponential bounds for path-mergeable, edge-emitting HMMs by considering block
presentations. In Section 4 we will also consider similar questions for state-emitting HMMs. In
this case, analogous convergence results follow easily from the results for edge-emitting HMMs by
applying the standard state-emitting to edge-emitting conversion.
Remark. Note that if a state-emitting HMM has strictly positive transition probabilities in the
underylying Markov chain, as considered in [21, 22], it is always path-mergeable. Similarly, if
an edge-emitting or state-emitting HMM has strictly positive symbol emission probabilities and an
aperiodic underlying Markov chain, as consider in [23], then it is always path-mergeable. The
converse of these statements, of course, do not hold. A concrete example will be given in the next
subsection.
2.2.4 An Illustrative Example
1
23
1
3 |b
1
3 |a13 |a
1
3 |b , 16 |c
1
3 |b , 16 |c
1
6 |b , 13 |c
1
6 |b , 13 |c
1
Figure 1: Graphical depiction of the HMM M described in Example 1. Edges are labeled p|x for
the transition probability p = T (x)ij and symbol x. For visual clarity, parallel edges are omitted and
each directed edge between states is labeled with all possible symbols upon which the transition
between these two states may occur.
To demonstrate the path-mergeability property and motivate its utility, we provide here a simple
example of a 3-state, 3-symbol, edge-emitting HMM M , which is path-mergeable, but such that
neither M or the equivalent functional HMM M ′ given by the conversion algorithm of Section
2.2.2 satisfy any of the previously used conditions for establishing exponential convergence of the
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entropy rate estimates h(t). Thus, although the entropy rate estimates for the output process of
either model converge exponentially, this fact could not be deduced from previous results.
Example 1. Let M be the edge-emitting HMM (S,X , {T (x)}) with S = {1, 2, 3}, X = {a, b, c},
and transition matrices
T (a) =
 0 1/3 1/30 0 0
0 0 0
 , T (b) =
 1/3 0 01/3 0 1/3
1/6 1/6 0
 , T (c) =
 0 0 01/6 0 1/6
1/3 1/3 0
 .
Also, let M ′ be the equivalent (functional) state-emitting HMM constructed from M by the conver-
sion algorithm of Section 2.2.2. For the readers convenience, a graphical depiction of the HMM M
is given in Figure 1.
M is, indeed, path-mergeable since each state i can transition to state 1 upon emitting the 1-
symbol word b. However, M clearly does not satisfy the unifilarity condition assumed in [24, 25]
(or exactness condition used in [24]), and neither M or M ′ satisfy any of the positivity conditions
assumed in [21–23]. Moreover, M ′ does not satisfy the conditions assumed in [26] since its output
process does not have full support (the 2-symbol word aa is forbidden).
2.2.5 Additional Notation
The following additional notation and terminology for an edge emitting HMM M = (S,X , {T (x)})
will be used below for our proofs in Section 3.
• P(w) and Pi(w) denote, respectively, the probability of generating w according to the measures
P and Pi :
P(w) ≡ P(X |w|−10 = w) and Pi(w) ≡ Pi(X |w|−10 = w)
with the conventions P(λ) ≡ 1 and Pi(λ) ≡ 1, i ∈ S, for the null word λ.
• The process language L(M) for the HMM M is the set of words w of positive probability in
its stationary output process (Xt), and Ln(M) is the set of length-n words in the process
language.
L(M) ≡ {w ∈ X ∗ : P(w) > 0}.
Ln(M) ≡ {w ∈ L(M) : |w| = n}.
• For w ∈ L(M), S(w) is the set of states that can generate w.
S(w) ≡ {i ∈ S : Pi(w) > 0}.
• Finally, φi(w) is the distribution over the current state induced by the observing the output
w from initial state i, and φ(w) is the distribution over the current state induced by observing
w with the initial state chosen according to pi.
φi(w) ≡ Pi(S|w||X |w|−10 = w).
φ(w) ≡ P(S|w||X |w|−10 = w).
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That is, φi(w) is the probability vector whose kth component is φi(w)k = Pi(S|w| = k|X |w|−10 =
w), and φ(w) is the probability vector whose kth component is φ(w)k = P(S|w| = k|X |w|−10 =
w). In the case Pi(w) = 0 (respectively P(w) = 0), φi(w) (respectively φ(w)) is, by convention,
defined to be the null distribution consisting of all zeros.
All above notation may also be used with time indexed symbol sequences xmn in place of the word
w as well. In this case, the lower time index n is always ignored, and xmn is treated simply as a
length-(m−n+1) word. So, for example, P(xmn ) = P(Xm−n0 = xmn ) and Pi(xmn ) = Pi(Xm−n0 = xmn ).
3 Results for Edge-Emitting HMMs
In this section we establish exponential convergence of the entropy rate block estimates h(t) for
edge-emitting HMMs with path-mergeable states. The basic structure of the arguments is as follows:
1. We establish exponential bounds for flag-state (edge-emitting) HMMs.
2. We extend to path-mergeable (edge-emitting) HMMs by passing to a block model represen-
tation (see Section 3.2.1).
Exponential convergence in the flag-state case is established by the following steps:
(i) Using large deviation estimates on the reverse time generation space defined below in Sec-
tion 3.1.1, we show that the set of “good” length-t symbol sequences Gt defined by (6) has
combined probability 1−O(exponentially small).
(ii) Using a coupling argument similar to that given in [21] we show that ‖φk(xt−10 )−φk̂(xt−10 )‖TV
is exponentially small, for any symbol sequence xt−10 ∈ Gt and states k, k̂ ∈ S(xt−10 ).
(iii) Using (ii) we show that the difference H(Xt|Xt−10 = xt−10 )−H(Xt|Xt−10 = xt−10 , S0) is expo-
nentially small for any xt−10 ∈ Gt. Combining this with the fact that P(Gct) is exponentially
small shows that the difference H(Xt|Xt−10 ) − H(Xt|Xt−10 , S0) is exponentially small, from
which exponential convergence of the estimates h(t) follows easily by a sandwiching argument.
3.1 Under Flag-State Assumption
Throughout Section 3.1 we assume M = (S,X , {T (x)}) is a flag-state, edge-emitting HMM, and
denote the flag symbol for state j by yj : j ∈ δi(yj), for all i with δi(yj) 6= ∅. Also, for notational
convenience, we assume the state set is S = {1, ..., |S|} and the output alphabet is X = {1, ..., |X |}.
The constants p∗, q∗, r∗, η, α1, α2 for the HMM M are defined as follows:
pj ≡ P(X0 = yj |S1 = j) and p∗ ≡ min
j
pj .
qj ≡ min
i∈S(yj)
Pi(S1 = j|X0 = yj) and q∗ ≡ min
j
qj .
r∗ ≡ min
i,j
pii/pij .
η ≡ p∗r∗
2|S| , α1 ≡ exp
(
− p
2∗r2∗
2|S|2
)
, α2 ≡ (1− q2∗)η. (5)
Note that, under the flag-state assumption, we always have p∗, q∗, r∗ ∈ (0, 1], η, α1 ∈ (0, 1), and
α2 ∈ [0, 1). Our primary objective is to prove the following theorem:
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Theorem 1. The entropy rate block estimates h(t) for the HMM M converge exponentially with
lim sup
t→∞
{h(t)− h}1/t ≤ α
where α ≡ max{α1, α2}.
The proof is, however, fairly lengthy. So, we have divided it into subsections following the steps
(i)-(iii) outlined above. The motivation for the definitions of the various constants should become
clear in the proof.
3.1.1 Upper Bound for P(Gct)
For xt−10 ∈ Lt(M), define
N(xt−10 ) ≡ |{0 ≤ τ ≤ t− 1 : xτ = yk, for some k ∈ S, and Pk(xt−1τ+1) ≥ Pj(xt−1τ+1),∀j ∈ S}| ,
and, for t ∈ N, let
Gt ≡ {xt−10 ∈ Lt(M) : N(xt−10 ) ≥ ηt} and Gct ≡ Lt(M)/Gt. (6)
Recall that, according to our conventions, if τ = t− 1 then xt−1τ+1 = xt−1t is the empty word λ, and
Pj(λ) = 1, for each state j ∈ S. So, N(xt−10 ) is indeed well defined.
The purpose of this subsection is to prove the following lemma.
Lemma 1. P(Gct) ≤ αt1, for all t ∈ N.
The proof of the lemma is based on large deviation estimates for an auxiliary sequence of
random variables (X˜t)t∈−N, which is equal in law to the standard output sequence of the HMM M
on negative integer times, (Xt)t∈−N, but is defined on a separate explicit probability space (Ω˜, F˜ , P˜)
(as opposed to the standard implicit probability space for our HMM M , (Ω,F ,P)).
For each w ∈ L(M), fix a partition Pw of the unit interval [0,1] into subintervals Iw,x, x ∈ X ,
such that:
1. The length of each Iw,x is P(X−|w|−1 = x|X−1−|w| = w).
2. All length 0 intervals Iw,x are taken to be the empty set, rather than points.
3. The leftmost interval Iw,x is the closed interval Iw,yk(w) = [0,P(X−|w|−1 = yk(w)|X−1−|w| = w)]
where k(w) = min{k : Pk(w) ≥ Pj(w), ∀j ∈ S}.
The reverse time generation space (Ω˜, F˜ , P˜) and random variables (X˜t)t∈−N on this space are defined
as follows.
• (U˜t)t∈−N is an i.i.d. sequence of uniform([0,1]) random variables.
• (Ω˜, F˜ , P˜) is the canonical probability space (path space) on which the sequence (U˜t) is defined
(i.e. each point ω ∈ Ω˜ is a sequence of real numbers ω = (ut)t∈−N with ut ∈ [0, 1], for all t).
• On this space (Ω˜, F˜ , P˜), the random variables X˜t, t ∈ −N, are defined inductively by:
1. X˜−1 = x if and only if U˜−1 ∈ Iλ,x, (where λ is the empty word).
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2. Conditioned on X˜−1t = w (t ≤ −1), X˜t−1 = x if and only if U˜t−1 ∈ Iw,x.
By induction on the length of w, it is easily seen that P(X−1−|w| = w) = P˜(X˜
−1
−|w| = w) for any
word w ∈ X ∗. So,
(X˜t)t∈−N
d.
= (Xt)t∈−N. (7)
Of course, this is a somewhat unnecessarily complicated way of constructing the output process of
the HMM M in reverse time. However, the explicit nature of the underlying space (Ω˜, F˜ , P˜) will
be useful in allowing us to translate large deviation estimates for the i.i.d. sequence (U˜t) to large
deviation estimates for the sequence (X˜t).
Proof of Lemma 1. If w ∈ L(M) is any word with Pk(w) ≥ Pj(w), for all j, then by Bayes Theorem
P(S−|w| = k|X−1−|w| = w) ≥ r∗ · P(S−|w| = j|X−1−|w| = w) , for all j.
Thus, for any such w, we have
P(X−|w|−1 = yk|X−1−|w| = w)
≥ P(S−|w| = k|X−1−|w| = w) · P(X−|w|−1 = yk|S−|w| = k)
≥
(
1
|S| ·minj∈S
{
P(S−|w| = k|X−1−|w| = w)
P(S−|w| = j|X−1−|w| = w)
})
· P(X−|w|−1 = yk|S−|w| = k)
≥ r∗|S| · p∗. (8)
The first inequality, of course, uses the fact that the HMM output sequence X∞t from time t on is
independent of the previous output X−t−1−∞ conditioned on the state St.
Now, let K˜0 ≡ 1 and, for t ∈ N, define the random variables K˜t, N˜t, N˜ ′t on the reverse time
generation space (Ω˜, F˜ , P˜) by
K˜t ≡ k(X˜−1−t ) = min{k ∈ S : Pk(X˜−1−t ) ≥ Pj(X˜−1−t ), ∀j ∈ S} ,
N˜t ≡ |{0 ≤ τ ≤ t− 1 : X˜−τ−1 = yK˜τ }| ,
N˜ ′t ≡ |{0 ≤ τ ≤ t− 1 : U˜−τ−1 ≤ p∗r∗/|S|}|.
By the estimate (8) and the order of interval placement in Pw, we know that the random interval
I
X˜−1−τ ,yK˜τ
always contains [0, p∗r∗/|S|]. So,
U˜−τ−1 ≤ p∗r∗/|S| =⇒ U˜−τ−1 ∈ IX˜−1−τ ,yK˜τ =⇒ X˜−τ−1 = yK˜τ
and, therefore, N˜t is always lower bounded by N˜
′
t :
N˜t ≥ N˜ ′t , for each t ∈ N.
But, N˜ ′t is simply
∑t−1
τ=0 Z˜τ , where Z˜τ ≡ 1{U˜−τ−1≤p∗r∗/|S|}. Since the Z˜τ s are i.i.d. with P˜(Z˜τ =
1) = p∗r∗/|S|, P˜(Z˜τ = 0) = 1−p∗r∗/|S| we may, therefore, apply Hoeffding’s inequality to conclude
that
P˜(N˜t < ηt) ≤ P˜(N˜ ′t < ηt) ≤ αt1.
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The lemma follows since X˜−1−t
d.
= X−1−t
d.
= Xt−10 , for each t ∈ N, which implies
P(Gct) ≡ P
({xt−10 ∈ Lt(M) : N(xt−10 ) < ηt}) ≤ P˜(N˜t < ηt).
3.1.2 Pair Chain Coupling Bound
In this subsection we prove the following lemma.
Lemma 2. For any t ∈ N, xt−10 ∈ Gt, and states k, k̂ ∈ S(xt−10 )
‖φk(xt−10 )− φk̂(xt−10 )‖TV ≤ αt2
where ‖µ − ν‖TV ≡ 12‖µ − ν‖1 is the total variational norm between two probability distributions
(probability vectors) µ and ν.
The proof is based on a coupling argument for an auxiliary time-inhomogeneous Markov chain
(Rτ , R̂τ )
t
τ=0 on state space |S| × |S|, which we call the pair chain. This chain (defined for given
xt−10 ∈ Gt and states k, k̂ ∈ S(xt−10 )) is assumed to live on a separate probability space with measure
P̂, and is defined by the following relations:
P̂(R0 = k, R̂0 = k̂) = 1
and
P̂(Rτ+1 = j, R̂τ+1 = ĵ|Rτ = i, R̂τ = î)
=

P(Sτ+1 = j|Sτ = i,Xt−1τ = xt−1τ ) · P(Sτ+1 = ĵ|Sτ = î, Xt−1τ = xt−1τ ), if i 6= î
P(Sτ+1 = j|Sτ = i,Xt−1τ = xt−1τ ), if i = î and j = ĵ
0, if i = î and j 6= ĵ
for 0 ≤ τ ≤ t− 1.
By marginalizing it follows that the state sequences (Rτ ) and (R̂τ ) are each individually (time-
inhomogeneuos) Markov chains with transition probabilities
P̂(Rτ+1 = j|Rτ = i) = P(Sτ+1 = j|Sτ = i,Xt−1τ = xt−1τ ), and
P̂(R̂τ+1 = ĵ|R̂τ = î) = P(Sτ+1 = ĵ|Sτ = î, Xt−1τ = xt−1τ ).
Thus, for any rt0, r̂
t
0 ∈ St+1,
P̂(Rt0 = rt0) = P(St0 = rt0|S0 = k,Xt−10 = xt−10 ), and
P̂(R̂t0 = r̂t0) = P(St0 = r̂t0|S0 = k̂, Xt−10 = xt−10 ).
So, we have the following coupling bound:
‖φk(xt−10 )− φk̂(xt−10 )‖TV ≡ ‖Pk(St|Xt−10 = xt−10 )− Pk̂(St|Xt−10 = xt−10 )‖TV
≤ P̂(Rt 6= R̂t) (9)
This bound will be used below to prove the lemma.
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Proof of Lemma 2. Fix xt−10 ∈ Gt and states k, k̂ ∈ S(xt−10 ), and define the time set Γ by
Γ ≡ {0 ≤ τ ≤ t− 1 : xτ = y`, for some ` ∈ S, and P`(xt−1τ+1) ≥ Pj(xt−1τ+1), ∀j ∈ S}.
Also, for τ ∈ Γ, let `τ be the state ` such that xτ = y`.
Then, by Bayes Theorem, for any τ ∈ Γ and i ∈ S(xt−1τ ) we have
P(Sτ+1 = `τ |Sτ = i,Xt−1τ = xt−1τ ) ≥ P(Sτ+1 = `τ |Sτ = i,Xτ = y`τ ) ≥ q∗.
Combining this relation with the pair chain coupling bound (9) gives
‖φk(xt−10 )− φk̂(xt−10 )‖TV ≤ P̂(Rt 6= R̂t)
=
t−1∏
τ=0
P̂
(
Rτ+1 6= R̂τ+1|Rτ 6= R̂τ
)
≤
∏
τ∈Γ
P̂
(
Rτ+1 6= R̂τ+1|Rτ 6= R̂τ
)
≤
∏
τ∈Γ
max
i,̂i∈S(xt−1τ ),i 6=î
P̂
(
Rτ+1 6= R̂τ+1|Rτ = i, R̂τ = î
)
≤
∏
τ∈Γ
max
i,̂i∈S(xt−1τ ),i 6=î
(
1− P̂
(
Rτ+1 = R̂τ+1 = `τ |Rτ = i, R̂τ = î
))
≤
∏
τ∈Γ
(1− q2∗)
≤ (1− q2∗)ηt
= αt2.
The inequality in the second to last line follows from the fact that xt−10 ∈ Gt, which implies |Γ| ≥ ηt.
(Note: We have assumed in the proof that P̂(Rτ 6= R̂τ ) > 0, for all 0 ≤ τ ≤ t− 1. If this is not the
case then P̂(Rt 6= R̂t) = 0, so the conclusion follows trivially from (9).)
3.1.3 Convergence of Entropy Rate Approximations
In this subsection we will use the bounds given in the previous two subsections for P(Gct) and
the difference in induced distributions ‖φk(xt−10 ) − φk̂(xt−10 )‖TV , xt−10 ∈ Gt and k, k̂ ∈ S(xt−10 ), to
establish Theorem 1. First, however, we will need two more simple lemmas.
Lemma 3. Let µ and ν be two probability distributions on S, and let Pµ(X0) and Pν(X0) denote,
respectively, the probability distribution of the random variable X0 with S0 ∼ µ and S0 ∼ ν. Then
‖Pµ(X0)− Pν(X0)‖TV ≤ ‖µ− ν‖TV .
Proof. It is equivalent to prove the statement for 1-norms. In this case, we have
‖Pµ(X0)− Pν(X0)‖1 =
∥∥∥∥∥∑
k
µk · Pk(X0)−
∑
k
νk · Pk(X0)
∥∥∥∥∥
1
≤
∑
k
|µk − νk| · ‖Pk(X0)‖1
= ‖µ− ν‖1
(where Pk(X0) is the distribution of the random variable X0 when S0 = k).
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Lemma 4. Let µ = (µ1, ..., µN ) and ν = (ν1, ..., νN ) be two probability measures on the finite set
{1, ..., N}. If ‖µ− ν‖TV ≤ , with  ∈ [0, 1/e], then
|H(µ)−H(ν)| ≤ N log2(1/).
Proof. If ‖µ− ν‖TV ≤  then |µk − νk| ≤ , for all k. Thus,
|H(µ)−H(ν)| =
∣∣∣∣∣∑
k
νk log2(νk)− µk log2(µk)
∣∣∣∣∣
≤
∑
k
|νk log2(νk)− µk log2(µk)|
≤ N · max
′∈[0,]
max
ξ∈[0,1−′]
|(ξ + ′) log2(ξ + ′)− ξ log2(ξ)|
= N · max
′∈[0,]
′ log2(1/
′)
= N ·  log2(1/).
The last two equalities, for 0 ≤ ′ ≤  ≤ 1/e, may be verified using single variable calculus
techniques for maximization (recalling our conventions for continuous extensions of the functions
ξ log(ξ) and ξ log(1/ξ) given in Section 2.1).
Proof of Theorem 1. If α2 = 0, let t0 = 1. Otherwise, let t0 = dlogα2(1/e)e. We claim, first, that
for each t ≥ t0 and xt−10 ∈ Gt,
H(Xt|Xt−10 = xt−10 )−H(Xt|Xt−10 = xt−10 , S0) ≤ |X | · αt2 · log2(1/αt2). (10)
To see this, note that for any k ∈ S(xt−10 ) Lemmas 2 and 3 imply
‖Pk(Xt|Xt−10 = xt−10 )− P(Xt|Xt−10 = xt−10 )‖TV
≤ ‖Pk(St|Xt−10 = xt−10 )− P(St|Xt−10 = xt−10 )‖TV
≤ max
k̂∈S(xt−10 )
‖Pk(St|Xt−10 = xt−10 )− Pk̂(St|Xt−10 = xt−10 )‖TV
= max
k̂∈S(xt−10 )
‖φk(xt−10 )− φk̂(xt−10 )‖TV
≤ αt2.
So, by Lemma 4,
H(Xt|Xt−10 = xt−10 )−H(Xt|Xt−10 = xt−10 , S0 = k) ≤ |X | · αt2 · log2(1/αt2)
for each k ∈ S(xt−10 ), as t ≥ t0. The claim (10) follows since the entropy H(Xt|Xt−10 = xt−10 , S0) is,
by definition, a weighted average of the entropies H(Xt|Xt−10 = xt−10 , S0 = k), k ∈ S(xt−10 ):
H(Xt|Xt−10 = xt−10 , S0) ≡
∑
k∈S(xt−10 )
P(S0 = k|Xt−10 = xt−10 ) ·H(Xt|Xt−10 = xt−10 , S0 = k).
Now, for any t ∈ N,
h = lim
τ→∞H(X0|X
−1
−τ ) ≥ limτ→∞H(X0|X
−1
−τ , S−t) = H(X0|X−1−t , S−t) = H(Xt|Xt−10 , S0).
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Thus, using Lemma 1 and the estimate (10) the difference h(t+ 1)− h may be bounded as follows
for all t ≥ t0:
h(t+ 1)− h = H(Xt|Xt−10 )− h
≤ H(Xt|Xt−10 )−H(Xt|Xt−10 , S0)
=
∑
xt−10 ∈Lt(M)
P(xt−10 ) ·
[
H(Xt|Xt−10 = xt−10 )−H(Xt|Xt−10 = xt−10 , S0)
]
≤ P(Gt) ·
(|X | · αt2 · log2(1/αt2)) + P(Gct) · log2 |X |
≤ 1 · (|X | · αt2 · log2(1/αt2)) + αt1 · log2 |X |.
The theorem follows directly from this inequality.
3.2 Under Path-Mergeable Assumption
Building on the results of the previous section for flag-state HMMs, we now proceed to the proofs
of exponential convergence of the entropy rate block estimates for path-mergeable HMMs. The
general approach is as follows:
1. We show that for any path-mergeable HMM M there is some n ∈ N such that the block
model Mn (defined below) is flag-state.
2. We combine Point 1 with the exponential convergence bound for flag-state HMMs given by
Theorem 1 to obtain the desired bound for path-mergeable HMMs.
The main theorem, Theorem 2, will be given in Section 3.2.2 after introducing the block models in
Section 3.2.1.
3.2.1 Block Models
Definition 8. Let M = (S,X , {T (x)}) be an edge-emitting hidden Markov model. For n ∈ N, the
block model Mn is the triple (S,W, {Q(w)}) where:
• W = Ln(M) is the set of length-n words of positive probability.
• Q(w)ij = Pi(Xn−10 = w, Sn = j) is the n-step transition probability from i to j on w.
One can show that if M is irreducible and n is relatively prime to the period of M ′s graph,
per(M), then Mn is also irreducible. Further, in this case M and Mn have the same stationary
distribution pi and the stationary output process of Mn is the same (i.e. equal in distribution) to
the stationary output process for M , when the latter is considered over length-n blocks rather than
individual symbols. That is, for any wt−10 ∈ Wt,
P(Xtn−10 = w
t−1
0 ) = P
n(W t−10 = w
t−1
0 )
where Wt denotes the tth output of the block model M
n, and Pn is the probability distribution
over the output sequence (Wt) when the initial state of the block model is chosen according to the
stationary distribution pi.
The following important lemma allows us to reduce questions for path-mergeable HMMs to
analogous questions for flag-state HMMs by considering such block presentations.
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Lemma 5. If M = (S,X , {T (x)}) is an edge-emitting HMM with path-mergeable states, then there
exists some n ∈ N, relatively prime to per(M), such that the block model Mn = (S,W, {Q(w)}) is
flag-state.
Proof. Extending the flag symbol definition (4) to multi-symbol words, we will say a word w ∈ L(M)
is a flag word for state k if all states that can generate w can transition to k on w:
k ∈ δi(w) , for all i with Pi(w) > 0.
The following two facts are immediate from this definition:
1. If w is a flag word for state i and v is any word with j ∈ δi(v), then wv ∈ L(M) is a flag word
for state j.
2. If w is a flag word for state j and v is any word with vw ∈ L(M), then vw is also a flag word
for j.
Irreducibility of the HMM M along with Fact 1 ensure that if some state i ∈ S has a flag word
then each state j ∈ S has a flag word. Moreover, by Fact 2, we know that in this case the flag
words may all be chosen of some fixed length n, relatively prime to per(M), which implies the block
model Mn is flag-state. Thus, it suffices to show that there is a single state i with a flag word.
Below we will explicitly construct a word v∗, which is a flag word for some state i∗. For
notational convenience, we will assume throughout that the state set is S = {1, 2, ..., |S|} and the
alphabet is X = {1, 2, ..., |X |}. Also, for i, j ∈ S we will denote by wij and kij the special word w
and state k satisfying the path-mergeability condition (3), so that kij ∈ δi(wij) ∩ δj(wij).
v∗ is then constructed by the following algorithm:
• t := 0, v0 := λ (the empty word), i0 := 1, R := S/{1}
• While R 6= ∅ do:
kt := min{k : k ∈ R}
jt := min{j : j ∈ δkt(vt)}
wt := witjt
vt+1 := vtwt
it+1 := kitjt
R := R/ ({k : it+1 ∈ δk(vt+1)} ∪ {k : Pk(vt+1) = 0})
t := t+ 1
• v∗ := vt, i∗ := it
By construction we always have it+1 ∈ δkt(vt+1) = δkt(vtwt). Thus, the state kt is removed from
the set R in each iteration of the loop, so the algorithm must terminate after a finite number of
steps. Now, let us assume that the loop terminates at time t with word v∗ = vt = w0w1...wt−1 and
state i∗ = it. Then, since i0 = 1 and iτ+1 ∈ δiτ (wτ ) for each τ = 0, 1, ..., t− 1, we know i∗ ∈ δ1(v∗),
and, hence, that v∗ ∈ L(M). Further, since each state k 6= 1 must be removed from the list R
before the algorithm terminates, we know that for each k 6= 1 one of the following must hold:
1. iτ+1 ∈ δk(vτ+1), for some 0 ≤ τ ≤ t− 1, which implies i∗ ∈ δk(v∗).
2. Pk(vτ+1) = 0, for some 0 ≤ τ ≤ t− 1, which implies Pk(v∗) = 0.
It follows that v∗ is a flag word for state i∗.
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3.2.2 Convergence of Entropy Rate Approximations
Theorem 2. Let M be an edge-emitting HMM, and let h and h(t) denote the entropy rate and
length-t entropy rate estimate for its output process. If the block model Mn is flag-state, for some
n relatively prime to per(M), then the estimates h(t) converge exponentially with
lim sup
t→∞
{h(t)− h}1/t ≤ α1/n (11)
where 0 < α < 1 is the convergence rate, given by Theorem 1, for the entropy estimates of the block
model. In particular, by Lemma 5, the entropy estimates always convergence exponentially if M is
path-mergeable.
Remarks.
1. If M is path-megreable then Lemma 5 ensures that there will always be some n, relatively
prime to per(M), such that the block model Mn is flag-state. However, to obtain an ideal
bound on the speed of convergence of the entropy rate estimates for M , one should generally
choose n as small as possible, and the construction given in the lemma is not always ideal for
this.
2. The theorem does not explicitly require the HMM M to be path-mergeable for exponential
convergence to hold, only that the block model Mn is flag-state, for some n. However, while
it is easy to check if a HMM M is path-mergeable or flag-state (see Section 5.1 for the
path-mergeability test), it is generally much more difficult to determine if the block model
Mn is flag-state for some unknown n. Indeed, the computational time to do so may be
super-exponential in the number of states. And, while asymptotically “almost all” HMMs are
path-mergeable in the sense of Propostion 2 below, “almost none” are themselves flag-state.
Thus, the flag-state condition in practice is not as directly applicable as the path-mergeability
condition.
3. Another somewhat more useful condition is incompatibility. We say states i and j are incom-
patible if there exists some length m such that the sets of allowed words of length m3 that can
be generated from states i and j have no overlap (i.e., for each w ∈ Lm(M), either Pi(w) = 0,
or Pj(w) = 0, or both).
By a small modification of the construction used in Lemma 5, it is easily seen that if each
pair of distinct states i, j of a HMM M is either path-mergeable or incompatible then the block
model Mn will be flag-state, for some n. This weaker sufficient condition may sometimes be
useful in practice since incompatibility of state pairs, like path-mergeability, may be checked
in reasonable computational time (using a similar algorithm).
Proof. The claim (11) is an immediate consequence of Theorem 1 and the following simple lemma.
Lemma 6. Let M be an edge-emitting HMM with block model Mn, for some n relatively prime to
per(M). Let h and h(t) be the entropy rate and length-t block estimate for the output process of
M , and let g and g(t) be the entropy rate and length-t block estimate for the output process of Mn.
Then:
3Hence, also, the sets of allowed words of all lengths m′ > m.
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(i) g = nh.
(ii) lim supt→∞{h(t)− h}1/t =
[
lim supt→∞{g(t)− g}1/t
]1/n
.
Proof. (i) is a direct computation:
g = lim
t→∞
H(W t−10 )
t
= lim
t→∞
H(Xnt−10 )
t
= lim
t→∞n ·
H(Xnt−10 )
nt
= nh
where Xt and Wt denote, respectively, the tth output symbol of M and M
n. To show (ii), note
that by the entropy chain rule (see, e.g., [27])
g(t+ 1)− g = H(Wt|W t−10 )− nh = H(Xn(t+1)−1nt |Xnt−10 )− nh
=

n(t+1)−1∑
τ=nt
H(Xτ |Xτ−10 )
− nh =
n(t+1)−1∑
τ=nt
{h(τ + 1)− h}.
The claim follows from this relation and the fact that the block estimates h(t) are weakly decreasing
(i.e. nonincreasing).
4 Relation to State-Emitting HMMs
In Section 3 we established exponential convergence of the entropy rate estimates h(t) for path-
mergeable, edge-emitting HMMs. The following simple proposition shows that path-mergeability, as
well as the flag-state property, both translate directly from state-emitting to edge-emitting HMMs.
Thus, exponential convergence of the entropy rate estimates h(t) also holds for path-mergeable,
state-emitting HMMs.
Proposition 1. Let M = (S,X , T ,O) be a state-emitting HMM, and let M ′ = (S,X , {T ′(x)})
be the corresponding edge-emitting HMM defined by the conversion algorithm of Section 2.2.2 with
T ′(x)ij = TijOjx. Then:
(i) M is path-mergeable if and only if M ′ is path-mergeable.
(ii) M is a flag-state HMM if and only if M ′ is a flag-state HMM.
Proof. By induction on t, it is easily seen that for each t ∈ N, xt1 ∈ X t, and st0 ∈ St+1
Pi(St0 = st0, Xt1 = xt1) = P′i(St0 = st0, Xt−10 = x
t
1)
where Pi and P′i are, respectively, the measures on state-symbol sequences (St, Xt)t≥0 for M and
M ′ from initial state S0 = i. This implies that the transition function δi(w) for M is the same as
the transition function δ′i(w) for M
′, i.e. δi(w) = δ′i(w) for each i ∈ S, w ∈ X ∗. Both claims follow
immediately from the equivalence of transition functions.
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5 Typicality and Testability of the Path-Meregeability Property
5.1 Testability
The following algorithm to test for path-mergeability of state pairs in an edge-emitting HMM is a
small modification of the standard table filling algorithm for deterministic finite automata (DFAs)
given in [28]. To test for path-mergeability in a state-emitting HMM one may first convert it to
an edge-emitting HMM and then test the edge-emitting HMM for path-mergeability, as the result
will be equivalent by Proposition 1.
Algorithm 1. Test for path-mergeable state pairs in an edge-emitting HMM.
1. Initialization Step
• Create a table with boxes for each pair of distinct states (i, j). Initially all boxes are
unmarked.
• Then, for each state pair (i, j), mark the box for pair (i, j) if there is some symbol x with
δi(x) ∩ δj(x) 6= ∅.
2. Inductive Step
• If the box for pair (i′, j′) is already marked and i′ ∈ δi(x), j′ ∈ δj(x), for some symbol x,
then mark the box for pair (i, j).
• Repeat until no more new boxes can be marked this way.
By induction on the length of the minimum path-merging word w for a given state pair (i, j) it
is easily seen that a state pair (i, j) ends up with a marked box under Algorithm 1 if and only if it
is path-mergeable. Thus, the HMM is itself path-mergeable if and only if all state pairs (i, j) end
up with marked boxes. This algorithm is also reasonably fast (polynomial time) if the inductions
in the second step are carried out in an efficient manner. In particular, a decent encoding of the
inductive step gives a maximum run time O(m · n4) 4.
5.2 Typicality
By an edge-emitting HMM topology we mean simply the directed, symbol-labeled graph, without
assigned probabilities for the allowed transitions. Similarly, by a state-emitting HMM topology we
mean the directed graph of allowed state transitions along with the sets of allowed output symbols
for each state, without the probabilities of allowed transitions or emission probabilities of allowed
symbols from each state. By a labeled, n-state, m-symbol topology (either edge-emtting or state-
emitting) we mean a topology with n states {1, ..., n} and m symbols {1, ...,m}, or some subset
thereof. That is, we allow that not all the symbols are actually used.
Clearly, the path-mergeability property depends only on the topology of a HMM. The following
proposition shows that this property is asymptotically typical in the space of HMM topologies.
4For the standard DFA table filling algorithm an efficient encoding of the inductive step, as described in [28],
gives a maximal run time O(m · n2). However, DFAs, by definition, have deterministic transitions; for each state i
and symbol x there is only 1 outgoing edge from state i labeled with symbol x. The increased run time for checking
path-mergeability is due to the fact that each state i may have up to n outgoing transitions on any symbol x in a
general HMM topology.
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Proposition 2. If a HMM topology is selected uniformly at random from all irreducible, labeled,
n-state, m-symbol topologies then it will be path-mergeable with probability 1−O(αn), uniformly in
m, for some fixed constant 0 < α < 1.
Remarks.
1. The claim holds for either a randomly selected edge-emitting topology or a randomly selected
state-emitting topology, though we will present the proof only in the edge-emitting case as the
other case is quite similar.
2. A similar statement also holds if one does not require the topology to be irreducible, and, in
fact, the proof is somewhat simpler in this case. However, because we are interested only in
irreducible HMMs where there is a unique stationary state distribution pi and well defined
entropy rate, we feel it is more appropriate to consider a randomly selected irreducible HMM
topology.
3. For fixed m ∈ N, there are exponentially more n-state, (m+1)-symbol topologies than n-state,
m-symbol topologies, as n → ∞. Thus, it follows from the proposition that a similar claim
holds if one considers topologies with n-states and exactly m symbols used, rather than the
n-state, m-symbol topologies we consider in which some of the symbols may not be used.
4. We are considering labeled topologies, so that the state labels 1, ..., n and symbol labels 1, ...,m
are not interchangeable. That is, two topologies that would be the same under a permutation
of the symbol and/or state labels are considered distinct, not equivalent. We believe a similar
statement should also hold if one considers a topology-permutation-equivalence class chosen
uniformly at random from all such equivalence classes with n states and m symbols. However,
the proof in this case seems more difficult.
Proof (edge-emitting). Assume, at first, that a topology T is selected uniformly at random from all
labeled, n-state, m-symbol topologies without requiring irreducibility, or even that each state has
any outgoing edges. That is, for each pair of states i, j and symbol x we have, independently, a
directed edge from state i to state j labeled with symbol x present with probability 1/2 and absent
with probability 1/2.
Let Ai,x ≡ {j : ∃ an edge from i to j labeled with x} be the set of states that state i can
transition to on symbol x, and let Ni,x ≡ |Ai,x| be the number of states that state i can transition
to on symbol x. Also, define the following events:
E1,x ≡ {Ni,x > n/4, for all i} , x ∈ X
E2,x ≡ {Ai,x ∩Aj,x 6= ∅, for all i 6= j} , x ∈ X
E3 ≡ {i→ j, for all i, j} = {T is irreducible}
where i→ j means there is a path from i to j in the topology (directed graph) T . We note that:
1. By Hoeffding’s inequality,
P(Ni,x ≤ n/4) = P(Ni,x − E(Ni,x) ≤ −n/4) ≤ e−2n(1/4)2 = e−n/8.
So, for each x, P(Ec1,x) ≤ ne−n/8.
20
2. Since the sets Ai,x, Aj,x are independent for all i 6= j, P(Ai,x ∩ Aj,x = ∅|E1,x) ≤ (3/4)n/4, for
all i 6= j. Hence, P(Ec2,x|E1,x) ≤
(
n
2
)
(3/4)n/4, for each x.
3. Since there are at least dn/4e − 1 states in the set Ai,x/{i} on the event E1,x, we have
P(i 6→ j|E1,x) ≤ P(j 6∈ Ak,x, for all k ∈ Ai,x/{i}|E1,x) ≤ (3/4)n/4−1.
Hence, P(Ec3|E1,x) ≤ n2(3/4)n/4−1, for each x.
Now, the probability that an irreducible, labeled, n-state, m-symbol HMM topology selected uni-
formly at random is path-mergeable is P(T is path-mergeable|E3), where P is, as above, the prob-
ability measure on the random topologies T given by selecting each directed symbol-labeled edge
to be, independently, present or absent with probability 1/2. Using points 1,2, and 3, and fixing
any symbol x ∈ X , we may bound this probabilities follows:
P(T is path-mergeable|E3)
≥ P(T is path-mergeable, E3)
≥ P(T is path-mergeable, E3, E1,x)
= P(E1,x) · P(T is path-mergeable, E3|E1,x)
= P(E1,x) · (1− P(T is not path-mergeable, E3|E1,x)− P(Ec3|E1,x))
≥ P(E1,x) ·
(
1− P(Ec2,x|E1,x)− P(Ec3|E1,x)
)
≥ (1− ne−n/8) ·
(
1−
(
n
2
)
(3/4)n/4 − n2(3/4)n/4−1
)
= 1−O(αn) ,
for any α > (3/4)1/4. (Note that (3/4)1/4 ≈ 0.931 > e−1/8 ≈ 0.882.)
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