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We study a parabolic equation with logarithmic nonlinearity and
homogeneous Dirichlet condition in a smooth bounded domain.
We ﬁrstly prove a result about existence of positive solutions
with initial data in Lp-spaces, 1 < p < ∞; in order to overcome
the singular logarithmic nonlinearity, among other arguments, we
employ Hardy’s inequality. After, the life span of the obtained
solutions is studied. In particular we show a connection between
global existence and solutions of the associated elliptic problem.
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1. Introduction
We study the following parabolic equation with singular nonlinearity:
⎧⎨
⎩
ut − u = λuρ − χ{u>0} logu, x ∈ Ω, t > 0,
u(0, x) = u0(x), x ∈ Ω,
u = 0, x ∈ ∂Ω, t > 0,
(1)
where Ω ⊂Rn is a bounded smooth domain, λ 0 is a parameter and ρ > 0 is ﬁxed. We denote by
χ{u>0} the characteristic function of the set {x ∈ Ω | u(x) > 0}.
Problems with logarithmic nonlinearity are studied in a few papers. In [6] the authors show exis-
tence and uniqueness of solutions to the nonlinear Schrödinger equation and Klein–Gordon equation.
A parabolic problem in dimension one with logarithmic nonlinearity was studied in [14] with posi-
tive boundary condition. An elliptic problem with logarithmic nonlinearity was studied in the recent
work [12], by Montenegro and the second author. There, it was obtained existence and regularity of
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with opposite sign in the logarithmic nonlinearity, there are some features in common with Eq. (6)
below (compare Proposition 1.7 below with Theorem 1.3 in [12]).
The logarithmic nonlinearity also arises when we consider steady states of equations modeling the
dynamic of thin ﬁlms of viscous ﬂuids, that is, equations of the type
ht = −
(
f (h)hxxx
)
x −
(
g(h)hx
)
x, (2)
where f reﬂects a tension effect and g is another force. Suppose f (h) = hμ and g(h) = −hν , with
μ,ν ∈R. Then the steady states should satisfy
−hμhxxx + hνhx = C0.
Assuming that C0 = 0 and ν − μ + 1 = 0, we obtain
hxx = logh + C1.
Eq. (1) is the parabolic perturbed version of the last one. For more facts about Eq. (2) see [1] and
references therein. For equations with different logarithmic nonlinearities see [8].
Beside the singular nonlinearity, we are interested in the case u0 ∈ Lp(Ω), 1 < p < ∞. Problems
with singular initial data and locally-Lipschitz polynomial nonlinearities were considered by several
authors since the work of Weissler [15,16]. Further results were obtained, for example, in the works
[2,9,13]. For bounded initial condition we would like to cite [3] and [4]. The ﬁrst one considered
the case of a C1 nondecreasing convex nonlinearity, while the second one works with a nonlocally-
Lipschitz polynomial perturbation of the case in [3].
The main novelty in the present manuscript is the interplay between the logarithmic nonlinearity
and the zero Dirichlet boundary conditions which implies a discontinuity on the right-hand side of (1)
introducing new diﬃculties.
According to Duhamel’s principle, we formally convert the Cauchy problem (1) in the following
integral equation:
u(t) ≡ G(t)u0 +
t∫
0
G(t − s)[λuρ(s) − χ{u(s)>0} logu(s)]ds
≡ G(t)u0 + Bρ(u)(t) + B log(u)(t)
≡ G(t)u0 + B(u), (3)
where {G(t)}t0 denotes the well-known heat semigroup.
We now pass to describe our results on the existence and life span for the initial value prob-
lem (1) in Lp-space. Recall that W 1,q0 (Ω) denotes the closure of C
1
0(Ω) with respect to norm ‖∇ · ‖q .
In the deﬁnition below we denote by BC the class of bounded and continuous functions from the
corresponding interval onto a Banach space.
Deﬁnition 1.1. Let T > 0, 1 < p,q, r < ∞, αq = n2 ( 1p − 1q ) + 12 and βr = n2 ( 1p − 1r ). We deﬁne the
following spaces
ET ≡ BC((0, T ), Lp(Ω))∩ C((0, T ),W 1,q0 (Ω)),
ETq,r ≡
{
u ∈ ET ∣∣ tαq∇u ∈ BC((0, T ), Lq(Ω)) and tβr u ∈ BC((0, T ), Lr)},
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‖u‖ET = sup
0<t<T
∥∥u(t)∥∥p,
‖u‖ETq,r = ‖u‖ET + sup0<t<T t
αq
∥∥∇u(t)∥∥q + sup
0<t<T
tβr
∥∥u(t)∥∥r .
Notice that the pair (ETq,r,‖ · ‖ETq,r ) is a Banach space. Let us now make precise the notion of mild
solution for the problem (1).
Deﬁnition 1.2. A mild solution of the initial value problem (1) is a function u ∈ ETq,r that satisﬁes (3)
and u(t, ·) → u0 as t → 0+, where the limit is taken in Lp-norm.
Our ﬁrst result is the following.
Theorem 1.3. Assume that ρ > 0 and λ > 0 are ﬁxed. If 0 < ρ  1 we assume 1 < p < ∞, and choose
constants q, r such that 1 < p  r  q < ∞ and 1p − 1q < 1n ; if ρ > 1 we assume that max{ρ,n(ρ − 1)/2} <
p < ∞, and choose constants q, r such that p  r  q < ∞, 0 < ρr − 1q < 1n , 1p − 1r < 2nρ and 1p − 1q < 1n . Let
u0 ∈ Lp(Ω) with u0  c0dΩ a.e. in Ω , where c0 > 0 is a ﬁxed constant and dΩ := dist(x, ∂Ω). Then we have:
(i) (Existence) There exists T := T (u0) > 0 such that the initial value problem (1) has a unique mild solution
u ∈ ETq,r in the sense of Deﬁnition 1.2 such that u(t) c0dΩ , t ∈ [0, T ).
(ii) (Smoothing effect) u ∈ C1((0, T ), Lp(Ω)) and so u(t) ∈ W 2,p ∩ W 1,p0 (Ω) for t ∈ (0, T ).
Furthermore, for any bounded set K ⊂ Lp(Ω), there is a uniform time T = T (K) such that, for any u0 ∈ K
with u0  c0dΩ a.e. in Ω , the solution of (1) exists on [0, T ].
Our approach in the proof of Theorem 1.3 relies on an application of Hardy’s inequality which
is twofold: it allows us to treat the problem with initial data in Lp(Ω) and to apply ﬁxed point
argument with the logarithmic nonlinearity. It follows from the last assertion in Theorem 1.3 a blow-
up alternative involving the Lp-norm.
Corollary 1.4. Under the hypothesis of Theorem 1.3, if u is the solution corresponding to u0 ∈ Lp(Ω) and
T < ∞ is the maximal time of existence, then
lim
t→T−
∥∥u(t)∥∥p = ∞.
Before we describe our results about life span of the solution, let us introduce some notation. De-
note by λ1 = λ1(Ω) the ﬁrst eigenvalue of − in H10(Ω) and by ϕ1 the corresponding eigenfunction,
which we will assume satisﬁes ∫
Ω
ϕ1 dx = 1. (4)
We ﬁx a constant κ such that
ϕ1  κdΩ. (5)
Theorem 1.5. Assume ρ > 0, λ > 0 and c0 > 0 are ﬁxed. Let u0 ∈ Lp(Ω) with u0  c0dΩ and p as in hy-
potheses of Theorem 1.3. If u(t) is the solution of (1) given by Theorem 1.3, then the following holds:
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(ii) If ρ > 1 and
c0κ‖dΩ‖22 
(
λ1 + 1
λ
)1/ρ
,
then the solution blows up in ﬁnite time.
The core idea in proving the global existence result in Theorem 1.5 is to perform a pointwise esti-
mate from above for the singular nonlinearity of (1) using a suitable negative power of the distance
function dΩ .
From item (ii) in Theorem 1.5 we have that the set of initial data for which the solution blows
up in ﬁnite time increases with λ. This fact will be reﬁned in Theorem 1.8 where we show that,
when the domain is suﬃciently large (that is, λ1 is small), there exists a λ∗ such that, for λ > λ∗ the
solution blows up in ﬁnite time for any initial data. This will be done exploring the relation between
the stationary and the evolution problem.
The elliptic problem associated with (1) is the following:
{−u = λuρ − χ{u>0} logu, in Ω,
u = 0, on ∂Ω. (6)
Deﬁnition 1.6. A weak solution of (6) is a function u ∈ L1(Ω), u  0, such that
(
λuρ − χ{u>0} logu
)
dΩ ∈ L1(Ω),
and, for all ϕ ∈ C2(Ω) with ϕ = 0 on ∂Ω , we have
−
∫
Ω
uϕ dx =
∫
Ω
(
λuρ − χ{u>0} logu
)
ϕ dx.
We have the following nonexistence result:
Proposition 1.7. Suppose that Ω is such that λ1 = λ1(Ω) e−1 and let ρ  1. Then there exists a value λ∗
such that, for λ > λ∗ , problem (6) has no weak solution satisfying u  c0dΩ .
The dependence on the size of the domain in the nonexistence result comes from the fact that the
logarithmic nonlinearity changes sign (cf. inequality (36)).
In the spirit of [3], we have the following relation between existence of global solutions for (1)
and weak solutions for (6).
Theorem 1.8. Let ρ > 1, c0 > 0 and Ω be such that λ1 = λ1(Ω) e−1 . Suppose that the solution u(t) of (1)
is global for u0  c0dΩ . Then u(t) converges, as t → ∞, in the sense of L1(Ω), to a solution ω of (6), with
ω  c0dΩ . In particular, if Ω is such that λ1(Ω)  e−1 , there exists a value λ∗ such that, for λ > λ∗ the
solution of (1) blows up in ﬁnite time for any initial data u0  c0dΩ .
The paper is organized as follows. In Section 2 we prove the existence part of Theorem 1.3, while
the smoothing effect is proved in Section 3. Finally we show the results concerning the life span in
Section 4.
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In the sequel we remind the reader of the well-known Lp1–Lp2 estimates of the heat semigroup.
Lemma 2.1. Let Ω ⊂ Rn be a smooth bounded domain, j = 0,1 and 1  p1  p2  ∞. Then G(t)ϕ ∈
W 1,p20 (Ω) and there exists a constant C > 0 such that
∥∥∇ jx G(t)ϕ∥∥p2  Ct− n2 ( 1p1 − 1p2 )− j2 ‖ϕ‖p1 , (7)
for all ϕ ∈ Lp1 (Ω) and t > 0.
In order to show our results we need to prove estimates for the nonlinear terms Bρ(u) and B log(u).
To this end, we will use the following version of the Hardy’s inequality: there exists C > 0 such that
∫
Ω
|u|p dist (x, ∂Ω)−p dx C
∫
Ω
|∇u|p dx, (8)
for all u ∈ W 1,p0 (Ω), 1 < p < ∞ (cf. [7]). Recall the notation
dΩ := dist(x, ∂Ω).
From now on, let c0 > 0 be a ﬁxed constant. In the next lemma we perform the estimates for
B log(u).
Lemma 2.2. Let T > 0, 1 < p  r  q < ∞ such that 1p − 1q < 1n , and αq, βr as in Deﬁnition 1.1. There exist
positive constants K1 log, K2 log such that the bounds
sup
0<t<T
tβr
∥∥B log(u) − B log(v)∥∥r  K1 logT 1−(αq−βr) sup
0<t<T
tαq
∥∥∇(u − v)∥∥q, (9)
sup
0<t<T
tαq
∥∥∇(B log(u) − B log(v))∥∥q  K2 logT 12 sup
0<t<T
tαq
∥∥∇(u − v)∥∥q (10)
hold for all u, v  c0 dΩ satisfying u(t), v(t) ∈ W 1,q0 (Ω) a.e. t ∈ (0, T ).
Proof. We start by performing a pointwise estimate. An application of the mean value theorem yields
the following inequality
|χ{a>0} loga − χ{b>0} logb|
(
sup
z∈(a,b)
1
z
)
|a − b|
and thereby one has
|χ{u>0} logu − χ{v>0} log v| c−10
|u − v|
dΩ
, provided u, v  c0dΩ. (11)
Now, after recalling Lq ⊂ Lr for r  q, Lemma 2.1 (with j = 0, p1 = q, p2 = q), inequality (11) and
Hardy’s inequality (8) give us
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t∫
0
∥∥G(t − s)(χ{u>0} logu − χ{v>0} log v)(s)∥∥r ds
 C
t∫
0
∥∥G(t − s)(χ{u>0} logu − χ{v>0} log v)(s)∥∥q ds
 C
t∫
0
∥∥∥∥ |u − v|dΩ
∥∥∥∥
q
ds C
t∫
0
∥∥∇(u − v)(s)∥∥q ds by Hardy’s inequality

t∫
0
s−αq ds sup
0<t<T
tαq
∥∥∇(u − v)∥∥q
 t−βr K1 logT 1−(αq−βr) sup
0<t<T
tαq
∥∥∇(u − v)∥∥q, (12)
which is equivalent to (9). Notice that in deriving (12) we have used 0 < αq < 1 and βr  0 that hold
by lemma’s hypotheses. In order to prove (10) we apply Lemma 2.1 with j = 1, p1 = p2 = q, and so
∥∥∇(B log(u) − B log(v))∥∥q  C
t∫
0
∥∥∇G(t − s)(χ{u>0} logu − χ{v>0} log v)(s)∥∥q ds
 C
t∫
0
(t − s)− 12
∥∥∥∥ |u − v|dΩ
∥∥∥∥
q
ds
 C
t∫
0
(t − s)− 12 ∥∥∇(u − v)(s)∥∥q ds by Hardy’s inequality

t∫
0
(t − s)− 12 s−αq ds sup
0<t<T
tαq
∥∥∇(u − v)∥∥q
 t−αq K2 logT
1
2 sup
0<t<T
tαq
∥∥∇(u − v)∥∥q. 
Since the logarithmic nonlinearity has a singularity at zero, observe that we cannot take v = 0
within previous lemma. So, in order to perform a ﬁxed point argument we will also need the follow-
ing:
Lemma 2.3. Let λ  0, 0 < ρ  1, T > 0, 1 < p  q, r < ∞ and αq, βr as in Deﬁnition 1.1. There exists a
constant KB such that
∥∥B(u)∥∥ETq,r  KB max{T , T 1/2, T αq+1/2, T βr+1}(1+ ‖u‖ETq,r ), (13)
for all measurable function u  c0dΩ .
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∣∣λuρ − χ{u>0} logu∣∣ λuρ + | logu|χ{0<u1} + | logu|χ{u>1}
 λ(1+ u) + Cu−θ + u  λ + (λ + 1)u + c−θ0 d−θΩ , (14)
for 0< θ < 1 which will be chosen accordingly. Recall that we are denoting
B(u) :=
t∫
0
G(t − s)(λuρ(s) − χ{u>0} logu(s))ds.
Then we get for j = 0,1:
∇ j B(u) :=
t∫
0
∇ jG(t − s)(λuρ(s) − χ{u>0} logu(s))ds.
We set σ := 1p − 1l + j2 with p  l. Using (7) and (14) we estimate:
∥∥∇ j B(u)∥∥l 
t∫
0
(t − s)− j2 (∥∥λ + (λ + 1)u∥∥l + ∥∥d−θΩ ∥∥l)ds

t∫
0
(t − s)− j2 (λ|Ω|1/l + ∥∥d−θΩ ∥∥l)ds + (λ + 1)
t∫
0
(t − s)− j2 ∥∥u(s)∥∥l ds
 2
2− j
(
λ|Ω|1/l + ∥∥d−θΩ ∥∥l)T 1− j2 + (λ + 1)
t∫
0
(t − s)− j2 s−σ ds sup
0<t<T
tσ
∥∥u(t)∥∥l
 2
2− j
(
λ|Ω|1/l + ∥∥d−θΩ ∥∥l)T 1− j2 + (λ + 1)t1− j2−σ sup
0<t<T
tσ
∥∥u(t)∥∥l. (15)
So, taking θ > 0 small enough we obtain
sup
0<t<T
tσ
∥∥∇ j B(u)∥∥l  C 22− j
(
λ|Ω|1/l + ∥∥d−θΩ ∥∥l)T 1− j2+σ + (λ + 1)T 1− j2 sup
0<t<T
tσ
∥∥u(t)∥∥l
 C
(
T 1−
j
2+σ + T 1− j2 sup
0<t<T
tσ
∥∥u(t)∥∥l). (16)
We ﬁnally obtain (13) by taking each ( j, σ , l) = (0,0, p), ( j, σ , l) = (1,αq,q) and ( j, σ , l) =
(0, βr, r) in (16), and adding the resulting inequalities. 
In the following we deal with the estimates for Bρ(u), 0 < ρ  1.
Lemma 2.4. Suppose 0 < ρ  1 and let T > 0, 1 < p  r  q < ∞, 1p − 1q < min{ 1+ρn(1−ρ) , 1nρ } and αq, βr as
in Deﬁnition 1.1. There exists a constant Kρ > 0 such that the bounds
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0<t<T
tβr
∥∥Bρ(u) − Bρ(v)∥∥r
 Kρ T 1−(1−ρ)(αq−βr)
(
sup
0<t<T
tαq
∥∥∇(u − v)∥∥q)1−ρ( sup
0<t<T
tβr‖u − v‖r
)ρ
, (17)
sup
0<t<T
tαq
∥∥∇(Bρ(u) − Bρ(v))∥∥q
 Kρ T
1+ρ
2
(
sup
0<t<T
tαq
∥∥∇(u − v)∥∥q)1−ρ( sup
0<t<T
tβr‖u − v‖r
)ρ
(18)
hold for all u, v  c0 dΩ satisfying u(t), v(t) ∈ W 1,q0 (Ω) a.e. t ∈ (0, T ).
Proof. Firstly
∣∣xρ − yρ ∣∣ ρ( sup
t∈(x,y)
t−(1−ρ)
)
|x− y|,
and so
∣∣uρ − vρ ∣∣ ρcρ−10 |u − v|
d1−ρΩ
, provided u, v  c0dΩ. (19)
From assumption 1 < r  q, one can take l > 1 such that 1l = ρr + 1−ρq < 1. We also have the
continuous inclusion Ll(Ω) ⊂ Lr(Ω) because r  l. Employing Lemma 2.1 with j = 0, p1 = l, p2 = l,
using the bound (19) and then Hölder’s inequality we ﬁnd
∥∥Bρ(u) − Bρ(v)∥∥r  C∥∥Bρ(u) − Bρ(v)∥∥l
 C
t∫
0
∥∥G(t − s)(uρ − vρ)(s)∥∥l ds
 C
t∫
0
∥∥(uρ − vρ)∥∥l ds
 C
t∫
0
∥∥∥∥ρcρ−10 |u − v|
d1−ρΩ
∥∥∥∥
l
ds
= C
t∫
0
∥∥∥∥|u − v|ρ
( |u − v|
dΩ
)1−ρ∥∥∥∥
l
ds
 C
t∫
0
∥∥|u − v|ρ∥∥ r
ρ
∥∥∥∥
( |u − v|
dΩ
)1−ρ∥∥∥∥ q
1−ρ
ds. (20)
Now Hardy’s inequality (8) allows us to bound the right-hand side of (20) by
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t∫
0
‖u − v‖ρr
∥∥∇(u − v)∥∥1−ρq ds
 C
t∫
0
s−(1−ρ)αq−ρβr ds
(
sup
0<t<T
tαq
∥∥∇(u − v)∥∥q)1−ρ( sup
0<t<T
tβr‖u − v‖r
)ρ
 Kρt−βr t1−(1−ρ)(αq−βr)
(
sup
0<t<T
tαq
∥∥∇(u − v)∥∥q)1−ρ( sup
0<t<T
tβr‖u − v‖r
)ρ
,
which clearly implies the estimate (17).
Next we will prove (18). First observe that l  q. Again, afterwards applying Lemma 2.1, but this
time with j = 1, p1 = l and p2 = q, we use (19), Hölder’s inequality and (8) to obtain
∥∥∇(Bρ(u) − Bρ(v))∥∥q  C
t∫
0
∥∥∇G(t − s)(uρ − vρ)(s)∥∥q ds
 C
t∫
0
(t − s)− n2 ( 1l − 1q )− 12 ∥∥(uρ − vρ)∥∥
(l,∞) ds
 C
t∫
0
(t − s)− n2 ( 1−ρq + ρr − 1q )− 12 ∥∥(uρ − vρ)∥∥
(l,∞) ds
 C
t∫
0
(t − s)− n2ρ( 1r − 1q )− 12
∥∥∥∥|u − v|ρ
( |u − v|
dΩ
)1−ρ∥∥∥∥
r
ds
 C
t∫
0
(t − s)−ρ(αq−βr−1/2)− 12 s−(1−ρ)αq−ρβr ds
×
(
sup
0<t<T
tαq
∥∥∇(u − v)∥∥q)1−ρ( sup
0<t<T
tβr‖u − v‖r
)ρ
 Kρ t−αq t
1+ρ
2
(
sup
0<t<T
tαq
∥∥∇(u − v)∥∥q)1−ρ( sup
0<t<T
tβr‖u − v‖r
)ρ
,
which ﬁnishes the proof. 
Next we deal with Bρ(u), ρ > 1, in which case Bρ is locally Lipschitz continuous. In fact, the
estimates in lemma bellow (especially (21)) are essentially contained in [2,9], but we decide to include
it for the sake of completeness.
Lemma 2.5. Assume ρ > 1. Let p, q, r satisfy max{ρ,n(ρ − 1)/2} < p  r,q∞ such that 0 < ρr − 1q < 1n
and 1p − 1r < 2nρ . Then there exists a constant Kρ > 0 such that the bounds
sup
0<t<T
tβr
∥∥Bρ(u) − Bρ(v)∥∥r
 Kρ T 1−
n
2 (
ρ−1
p )
(
sup tβr(ρ−1)
(‖u‖ρ−1r + ‖v‖ρ−1r )) sup tβr‖u − v‖r, (21)
0<t<T 0<t<T
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0<t<T
tαq
∥∥∇(Bρ(u) − Bρ(v))∥∥q
 Kρ T 1−
n
2 (
ρ−1
p )
(
sup
0<t<T
tβr(ρ−1)
(‖u‖ρ−1r + ‖v‖ρ−1r )) sup
0<t<T
tβr‖u − v‖r (22)
hold for all measurable functions u, v.
Proof. First of all, from our assumptions observe that 0 ρβr < 1 and 0< n(ρ−1)/2r < 1. Unlike the
proof of the earlier lemma, here we will not need Hardy’s inequality. In fact, taking j = 0, p1 = rρ > 1
and p2 = r in Lemma 2.1 we have
∥∥Bρ(u) − Bρ(v)∥∥r
 C
t∫
0
∥∥G(t − s)(uρ − vρ)(s)∥∥r ds C
t∫
0
(t − s)− n2 ( ρr − 1r )∥∥(uρ−1 + vρ−1)|u − v|∥∥p1 ds
 C
t∫
0
(t − s)− n2 ( ρ−1r )(‖u‖ρ−1r + ‖v‖ρ−1r )∥∥u(s) − v(s)∥∥r ds by Hölder’s inequality

t∫
0
(t − s)− n2 ( ρ−1r )s−βrρ ds
(
sup
0<t<T
tβr(ρ−1)
(‖u‖ρ−1r + ‖v‖ρ−1r )) sup
0<t<T
tβr‖u − v‖r
 t−βr Kρ T 1−
n
2 (
ρ−1
r )−(ρ−1)βr
(
sup
0<t<T
tβr(ρ−1)
(‖u‖ρ−1r + ‖v‖ρ−1r )) sup
0<t<T
tβr‖u − v‖r, (23)
and so bound (21) is proved. In order to show (22) we proceed similarly to the previous proof. Indeed,
Lemma 2.1 (with j = 1, p1 = rρ and p2 = q) and Hölder’s inequality yield
∥∥∇(Bρ(u) − Bρ(v))∥∥q
 C
t∫
0
∥∥∇G(t − s)(uρ − vρ)(s)∥∥q ds C
t∫
0
(t − s)− n2 ( ρr − 1q )− 12 ∥∥(uρ−1 + vρ−1)|u − v|∥∥p1 ds
 C
t∫
0
(t − s)− n2 ( ρr − 1q )− 12 (‖u‖ρ−1r + ‖v‖ρ−1r )∥∥u(s) − v(s)∥∥r ds

t∫
0
(t − s)− n2 ( ρr − 1q )− 12 s−βrρ ds
(
sup
0<t<T
tβr(ρ−1)
(‖u‖ρ−1r + ‖v‖ρ−1r )) sup
0<t<T
tβr‖u − v‖r
 t−αq Kρ T αq+
1
2− n2 ( ρr − 1q )−βrρ
(
sup
0<t<T
tβr(ρ−1)
(‖u‖ρ−1r + ‖v‖ρ−1r )) sup
0<t<T
tβr‖u − v‖r,
which is equivalent to (10). Observe that the latest integral is ﬁnite because ρr − 1q < 1n and
βrρ < 1. 
Now we can prove the part concerning the existence of a solution.
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u0  c0dΩ a.e. x ∈ Ω. We wish to prove that φ is a contraction in a closed ball of ETq,r ∩ {u  c0dΩ }.
First of all, let us show that φ : {u  c0dΩ } → {u  c0dΩ }. Indeed, as λ > 0 we see that B(u) =
Bρ(u) + B log(u) 0 for u  0 a.e. x ∈ Ω. So, it follows from this and maximum principle that φ(u)
G(t)u0  c0dΩ a.e. x ∈ Ω and t > 0, as required.
Lemma 2.1 ensures that the norm ‖G(t)u0‖ETq,r is bounded by
sup
0<t<T
∥∥G(t)u0∥∥p + sup
0<t<T
t
n
2 (
1
r − 1p )∥∥G(t)u0∥∥r + sup
0<t<T
t
n
2 (
1
q − 1p )+ 12 ∥∥∇G(t)u0∥∥q  CL‖u0‖p . (24)
At this point we divide the proof in two cases:
Case 0 < ρ  1. Lemmas 2.4 and 2.2 with r = p and r > p yield
∥∥B log(u) − B log(v)∥∥ETq,r  K log max{T 1−αq , T 1−(αq−βr), T 1/2}‖u − v‖ETq,r , (25)∥∥Bρ(u) − Bρ(v)∥∥ETq,r  Kρ max{T 1−(1−ρ)αq , T 1−(1−ρ)(αq−βr), T 1+ρ2 }‖u − v‖ETq,r , (26)
provided u, v  c0dΩ. Therefore, writing B(u) = B log(u) + Bρ(u) we have
∥∥φ(u) − φ(v)∥∥ETq,r = ∥∥B(u) − B(v)∥∥ETq,r  C(T )‖u − v‖ETq,r , (27)
where C(·) is continuous and limT→0+ C(T ) = 0 (by hypotheses on p,q, r).
Let us denote ε = CL‖u0‖p and
D(T ) = max{T , T 1/2, T αq+1/2, T βr+1}. (28)
Clearly limT→0+ D(T ) = 0. Take T > 0 so small that C(T ) < 1/2, 2KB D(T ) < 1 and KB D(T )1−2KB D(T ) < ε,
where KB is as in (13). Now (24) and (13) imply that
∥∥φ(u)∥∥ETq,r  ∥∥G(t)u0∥∥ETq,r + ∥∥B(u)∥∥ETq,r
 ε + KB D(T ) + 2KB D(T )ε < 2ε, provided ‖u‖ETq,r  2ε.
Thus the map φ is a contraction in the closed ball B(0,2ε) of ETq,r ∩{u  c0dΩ }. Now, Banach ﬁxed
point theorem assures the existence of a mild solution u ∈ ETq,r, satisfying u  c0dΩ, which is unique
in B(0,2ε). It remains to check that ‖u(t, ·) − u0‖Lp → 0 as t → 0+. Since this follows from standard
arguments, we skip it and refer the reader to [10]. Notice that T only depends on a bounded set
K⊂ Lp(Ω) and this implies the last assertion of Theorem 1.3 in the case 0 < ρ  1.
Case ρ > 1. Lemma 2.5 with r = p and r > p yields
∥∥Bρ(u) − Bρ(v)∥∥ETq,r  Kρ T 1− n2 ( ρ−1p )‖u − v‖ETq,r (‖u‖ρ−1ETq,r + ‖v‖ρ−1ETq,r ). (29)
Therefore, by (25) and (29) we have
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 C(T )‖u − v‖ETq,r + Kρ T
1− n2 ( ρ−1p )‖u − v‖ETq,r
(‖u‖ρ−1
ETq,r
+ ‖v‖ρ−1
ETq,r
)
= (C(T ) + Kρ T 1− n2 ( ρ−1p )(‖u‖ρ−1ETq,r + ‖v‖ρ−1ETq,r ))‖u − v‖ETq,r , (30)
provided u, v  c0dΩ. Observe that C(T ) comes from (25) and vanishes as T → 0+.
Now let ε = KB D(T ) + CL‖u0‖p , D(T ) deﬁned by (28), and take T > 0 (small enough) such that
KB D(T ) < 1 and
max
{
KB D(T ),C(T )
}+ 2ρερ−1
(1− KB D(T ))ρ−1 Kρ T
1− n2 ( ρ−1p ) < 1. (31)
In this last inequality we have used the condition p > n(ρ − 1)/2. Next, taking λ = 0 in Lemma 2.3
we obtain (13) with B(·) replaced by B log(·). Unlike of bounds (25)–(26), note that we can take v = 0
in (29). So, for u ∈ B(0, 2ε1−KB D(T ) ), (13) with B log in place of B , (29) with v = 0, and (31) yield∥∥φ(u)∥∥ETq,r  ∥∥G(t)u0∥∥ETq,r + ∥∥B log(u)∥∥ETq,r + ∥∥Bρ(u)∥∥ETq,r
 CL‖u0‖p + KB D(T ) + 2εKB D(T )
1− KB D(T ) +
2ρερ
(1− KB D(T ))ρ Kρ T
1− n2 ( ρ−1p )
= ε + 2εKB D(T )
1− KB D(T ) +
2ρερ
(1− KB D(T ))ρ Kρ T
1− n2 ( ρ−1p )
=
(
1− KB D(T ) + 2KB D(T ) + 2
ρερ−1
(1− KB D(T ))ρ−1 Kρ T
1− n2 ( ρ−1p )
)
ε
1− KB D(T )
=
(
1+ KB D(T ) + 2
ρερ−1
(1− KB D(T ))ρ−1 Kρ T
1− n2 ( ρ−1p )
)
ε
1− KB D(T )
<
2ε
1− KB D(T ) . (32)
Therefore, by (30), (31) and (32), the map φ is a contraction in the closed ball B(0, 2ε1−KB D(T ) ) of
ETq,r ∩{u  c0dΩ } and then φ has a ﬁxed point which is the desired solution. From (31) we have again
that the choice of T depends only on a bounded set K ⊂ Lp(Ω), which proves the last assertion of
Theorem 1.3. 
3. Regularity and blow-up alternative
In this section we ﬁnish the proof of Theorem 1.3 and then prove Corollary 1.4.
Proof of item (ii) in Theorem1.3. The general theory for the regularity in Lp setting from [15] and [16]
needs to be adapted to our situation. We ﬁx T0 < T (the maximal time of existence) and ε > 0 small
such that 0< ε < T0 + ε < T . Now we deﬁne
v(t) := u(t + ε), t ∈ [0, T0],
in a way that v ∈ BC([0, T0], Lp(Ω)). We will show that actually v is Hölder continuous from [0, T0]
in Lp(Ω) which from the general theory in [11] implies that v is continuously differentiable, and so
is u.
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f (t) =
t∫
0
G(t − s)[λuρ(s) − χ{u(s)>0} logu(s)]ds.
To this end, we ﬁx θ ∈ ]0,1[ and λ > 0 such that (λ − )−θ is a bounded operator on Lp(Ω). From
the proof of Proposition 1.2 in [16] we have
∥∥(λ − )θG(t)∥∥p  Ct−θ , t ∈ (0, T0],∥∥(G(t) − I)(λ − )−θ∥∥p  Ctθ , t ∈ [0, T0].
Let 0 t < t + τ  T0. To simplify the notation we call
K
(
u(t)
) := λuρ(t) − χ{u(t)>0} logu(t).
So we have
f (t + τ ) − f (t) = (G(τ ) − I)
t∫
0
G(t − s)K (u(s))ds +
t+τ∫
t
G(t + τ − s)K (u(s))ds
= (G(τ ) − I)
t∫
0
G(t − s)K (u(s))ds +
τ∫
0
G(s)K
(
u(t + τ − s))ds
= (G(τ ) − I)(λ − )−θ
t∫
0
(λ − )θG(s)K (u(t − s))ds +
τ∫
0
G(s)K
(
u(t + τ − s))ds.
Using the identity G(t) = G(t/2)G(t/2) and Lemma 2.1 we obtain
∥∥ f (t + τ ) − f (t)∥∥p  Cτ θ
t∫
0
C(s/2)−θ
∥∥G(s/2)K (u(t − s))∥∥p ds +
τ∫
0
∥∥G(s)K (u(t + τ − s))∥∥p ds
 Cτ θ
T0∫
0
C(s/2)−θ
∥∥K (u(t − s))∥∥p ds +
τ∫
0
∥∥K (u(t + τ − s))∥∥p ds.
Since u(t) γ dΩ , t ∈ [0, T0], and ‖u(t)‖p  M , we use standard theory for the Nemitsky operator to
ensure that ‖K (u(·))‖p stays bounded. Hence,
∥∥ f (t + τ ) − f (t)∥∥p  Cτ θ ,
for some constant C > 0 depending only on supt∈[0,T0] ‖u(t)‖p . Thus f , as a consequence u, is Hölder
continuous. It follows from [11] that u ∈ C1((0, T ); Lp(Ω)). 
Proof of Corollary 1.4. Using the last assertion in Theorem 1.3 we use an argument by contradiction
which is exactly the same of Corollary 13 in [2]. 
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In this section we prove the results concerning blow-up in ﬁnite time and global existence for the
solution of (1).
Proof of item (i) in Theorem1.5. Let 0< ρ  1 and u0  c0dΩ , u0 ∈ Lp(Ω). We know that u(t) c0dΩ
for t > 0. We recall the estimate (14):
∣∣λuρ − χ{u>0} logu∣∣ λ + (λ + 1)u + c−θ0 d−θΩ , (33)
for 0< θ < 1 such that d−θΩ ∈ Lp(Ω). Using (33) in the integral equation (3) and Lemma 2.1 we obtain
∥∥u(t)∥∥p  C + (λ + 1)
t∫
0
∥∥u(s)∥∥p ds.
The constant C being dependent on u0, T , p, θ and Ω . Then Corollary 1.4 and Gronwall’s Lemma
imply the result. 
Proof of item (ii) in Theorem 1.5. Let ρ > 1, u0  c0dΩ , u0 ∈ Lp(Ω) and then set
h(t) :=
∫
Ω
u(t)ϕ1 dx.
By item (ii) in Theorem 1.3 we can multiply Eq. (1) by ϕ1 and integrate on Ω by parts to obtain:
h′(t) =
∫
Ω
utϕ1 dx = λ1h(t) +
∫
Ω
(
λu(t)ρ − logu(t))ϕ1 dx
−(λ1 + 1)h(t) + λ
∫
Ω
u(t)ρϕ1 dx, (34)
since − logu(t)−u(t). Now, from (34), (4) and from Proposition 5.4.1 in [5] we have that, if
∫
Ω
ϕ1u0 dx
(
λ1 + 1
λ
)1/p
, (35)
then T = T (u0) < ∞. Using (5) and (35) we obtain the result. 
Now we consider the elliptic problem (6) associated with (1).
Proof of Proposition 1.7. Suppose that u  c0dΩ and then multiply Eq. (6) by ϕ1, the ﬁrst eigenfunc-
tion of − in H10(Ω), to obtain:
∫
(λ1u + logu)ϕ1 dx = λ
∫
uρϕ1 dx.Ω Ω
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have
2λ1
∫
Ω
uϕ1 dx
∫
Ω
(λ1u + logu)ϕ1 dx = λ
∫
Ω
uρϕ1 dx λ
( ∫
Ω
uϕ1 dx
)ρ
, (36)
that is,
2λ1
λ
( ∫
Ω
uϕ1 dx
)1−ρ
 1,
and this is impossible if we send λ → +∞, since u  c0dΩ . 
Proof of Theorem 1.8.
Step 1. Let 0 < t < s < t + s < T and deﬁne v(t) := u(t + s). Then we multiply by (u − v)+ the
difference of the equations satisﬁed by u and v and integrate by parts. Using (19), (11) and Hardy’s
inequality we can proceed as in Lemma 6.9 in [4] to obtain that v(t) u(t) and ut  0.
Step 2. From now on, we adapt the proof of Theorem 1 from [3] (see also [4]) to the case of a singular
nonlinearity as in our case. As in (36), multiplying the equation by ϕ1 and integrating we obtain
d
dt
∫
Ω
u(t)ϕ1 dx+ 2λ1
∫
Ω
uϕ1 dx λ
∫
Ω
uρϕ1 dx λ
( ∫
Ω
uϕ1 dx
)ρ
, (37)
or
d
dt
∫
Ω
u(t)ϕ1 dx
(( ∫
Ω
u(t)ϕ1 dx
)ρ−1
− 2λ1
)∫
Ω
u(t)ϕ1 dx. (38)
Now, suppose by contradiction that for some t0 > 0,∫
Ω
u(t0)ϕ1 dx λ1/(ρ−1)1 .
Then the function
h(t) =
∫
Ω
u(t)ϕ1 dx
should blow up in ﬁnite time. In fact, we consider the two initial value problems:
{
w ′ = wρ − λ1w, t > t0,
w(t0) = λ1/(ρ−1)1 + ε,
(39)
and
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v ′ = cvρ, t > t0,
v(t0) =
(
λ1
1− c
)(1/ρ−1)
.
(40)
We choose c > 0 and ε > 0 such that
λ
(1/ρ−1)
1 <
(
λ1
1− c
)(1/ρ−1)
< λ
(1/ρ−1)
1 + ε.
Then, by (38) and Comparison Principle h(t) v(t), where v is the solution of (40) given explicitly by
v(t) = 1
(a−(ρ−1) + t0 − t)1/(ρ−1) , a :=
(
λ1
1− c
)(1/ρ−1)
.
Thus h should blow up in ﬁnite time. But this is a contradiction since we are supposing u is a global
solution. We then have ∫
Ω
u(t)ϕ1 dx λ1/(ρ−1)1 , t  0. (41)
Integrating (37) on (t, t + 1) and using (41) we have
t+1∫
t
∫
Ω
u(s)ρϕ1 dxds
∫
Ω
u(t + 1)ϕ1 dx+ λ1
t+1∫
t
∫
Ω
u(s)ϕ1 dxds (1+ λ1)λ1/(ρ−1)1 .
Since ut  0,
∫
Ω
u(t)ρϕ1 dx
t+1∫
t
∫
Ω
u(s)ρϕ1 dxds (1+ λ1)λ1/(ρ−1)1 . (42)
Step 3. Let φ be the solution of {−φ = 1, in Ω,
φ = 0, on ∂Ω.
Using φ as a test function in (1) and integrating on (t, t + 1) we get
∫
Ω
u(t)dx
t+1∫
t
∫
Ω
u(s)dxds =
∫
Ω
u(t)φ dx−
∫
Ω
u(t + 1)φ dx+
t+1∫
t
∫
Ω
(
λu(s)ρ − logu(s))φ dxds,
(43)
where in the ﬁrst inequality we use the following:
∫
u(t)dx−
t+1∫ ∫
u(s)dxds =
t+1∫ ( ∫
u(t)dx−
∫
u(s)dx
)
ds 0.Ω t Ω t Ω Ω
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∫
Ω
u(t)dx
∫
Ω
u(t)φ dx+ λ
t+1∫
t
∫
Ω
u(s)ρφ dxds + M,
the constant M > 0 depending on c0 and Ω . Then, the fact that φ  Cϕ1 and inequalities (41)–(42)
imply
∫
Ω
u(t)dx K , t  0, (44)
where K depends on Ω,ρ,λ and c0.
Step 4. From (44) we can use the same argument as in the end of the proof of Theorem 1 in [3] to
show that u(t) → ω as t → ∞ and that ω is a weak solution of (6). 
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