Introduction
Multivariate statistical theory is by no means new. However, applications of many apsects of the theory in edl!cational research have only become fairly commonplace in the past decade or so. Interest in the : complicated (in the sense of calculations-, at least) multivariate procedures has certainly been enhanced by the adaptation of high speed computers to problems of data analysis.
Except f zr very "small sets of data, there has been almost a total reliance on computers by educational researchers to carry out the necess2ry calculations.
In some cases of multivariate data analysis, problems have arisen out of the widespread use of computer programs. It must be noted that the,problems are usually not inherent in the programs themselves, but rather,in.how they are used; albeit insufficient program documentation sometimes causes difficulty in use.
Often times, lack of statistical training and/or experience in data analysis contribute to the misuse of computer programs, including misinterpretation of computer output. Problems with, and misuse of, computer programs have often appeared in two classes of multivariate methods: factor analysis and discriminant analysis. The concern in this paper is with the latter of these two general and often confusing domains of study.
Discriminant Analysis
The term '' discriminant analysis" has come to mean different things to different people. The original proposed use of the "linear discriminant function" was to classify an object into one of two groups to which it must belong (Fisher, 1936) . This classification is made using measures on a number of (intercorreleted) variables for each object involved.
:yen. 7.7ith-more than .t176 criterion groups, discriminant analysis" in educational applications has, in the past, most generally implied some type of classification or assignment of individuals. However, recently the term has taken on extended meaning; that is, the term may imply data analysis techniques other than mere classification. Suppose we are given the existence of g well-defined populations and a sample (or group) of individuals from each population with p measures for each
individual. Methods used to analyze such data may be dictated by two purposes of the analysis:
(1) to study group separation in terms of variable contribution and in terms of dimensions of separation (discrimination), and (2) to set up a rule, based on the p-variate data, which will enible us to assign some new individual to the correct population when it is not known from which of the g populations he emanates (classification).
It may be added that two other purposes might be considered: Studies designed with either of the first two purposes in view are scattered throughout the educational research literature. Discrimination analyses have recently been employed by Goldman and Warren (1973), Nicholson (1973) , Whellams (1973) , Bausell and Magoon (1972) , and Rock, Baird, and Linn (1972) . Classification was the primary analysis used by Keenen and Holmes (1970 ), Stahmann,(1969 ), and Chastian (1969 . It must be recognized that not all studieu which might be included in the latter category employ a classification analysis for the purpose mentioned in the previous paragraph. Rather, the individuals being classified are those whose measures were used in determining the classification rule applied. More will be aaid on this later.
Requisite Conditions for Discriminant Analysis
A wealth of research has been reported where the effects of failing to meet requisite conditions for univariate parametric statistical methods have been studied. The conditions usually considered in these studies are those of population normality and homogeneity of variance. In the univariate case very substantial departures from normality and/or homogeneity do not seem to affect many tests; at least in some senses.
It is not at all clear that this holds in multivariate tests; relatively little empirical research has been done in this area.
A "discriminant analysis" in the sense of discrimination and classification problems may be carried out without directly incorporating significance tests.
[However, some methodologists might contend that either of these two problems ought only be considered after a simple MANOVA yields
significance.] The conditions of p-variate normality and equality of the g pcpulation (pxp) covariance matrices are often assumed to be met and between-groups deviation score cross-products matrices, respectively.
It might be argued that such pooling only makes sense when the population covariance Matrices are identical'; it is noted that Porebski (1966, p. 228) debates the need for carrying out a preliminary test fo-.. identical population covariance matrices. In discrimination, the p-,,ariate normality condition is only needed if one desires, or feels compelled to, test the discriminant functions for significance.
In classification applications p-variate normality is not a requirement; it is only necessary that the population density functions be known (Melton, 1963) . However, most of the distribution-based formulations developed by mathematical statisticians for classification purposes are built on multivariate normal densities.
[Limited developments have been made which are distribution-free in nature (see Kendall, 1966) .] The inequality of the covariance matrices presents no problem in multivariate.
classification. In fact, differences in variances and covariances can be very useful in improving classification accuracy. This is particularly true when there is considerable overlap among the groups. An added assumption that is often made in a classification analysis in educational research is that costs of misclassifying individuals associated with each of the g groups are identical. The situation of unequal costs -can be easily handled in the computations. The discriminant analysis programs emphasized in this paper are those found in the widely used BMD package (Dixon, 1973) ; these are the 4M, 5M, and 7M programs. The titles given to these programs are:
Discriminant Analysis for Two Groups; 5M, Discriminant Analysis for Several Groups; And 7M, Stepwise Discriminant Analysis. Because of the relationship between discriminant analysis in the two-group case and multiple regression analysis, the BMD 2R program, Stepwise Regression, will be included in the discussion. The three discriminant analysis programs will be reviewed individually, as well as relationships among these three and the regression program. [A value of an F--statistic, which is a transformation of the D 2 value, is also given which may be used to satisfy the third purpose of an analysis, separation, mentioned in an earlier section of this paper. In using this test one must assume p-variate normality.]
A word about the discriminant function determined: .corputationally the coefficients are not found via the eigenanalysis so often associated with discriminant functions (Cooley and Lohnes, 1971, p. 246) . However, the results are equivalent in the sense that the sets of coefficients obtained from the two analyses would be proportional.
If a purpose of the analysis is discrimination, as described earlier, little information is provided. If the D2 value yields significance, then one may conclude there is one significant dimension of separation; this being represented by the determined discriminant function, No direct information is provided to 1) assess the contribution of each variable to the overall separation (which might be done by examining standardized coefficients), nor 2) aid in interpreting the discriminant function (where the variable versus discriminant function correlations might be used). With some arithmetic manipulation, however, this information may be obtained. To get the ith standardized coefficient 7 one can multiply the reported coefficient, ai, by the (positive) square root of the ith diagonal element of the printed "SUM OF PRODUCTS OF DEV.
FROM MEANS" (pxp) matrix; this matrix was denuted by W in the last section.
The variable versuu discriminant function correlations could be calculated from the information reported, but the computations would be fairly extensive --they involve matrix products. If one is merely interested in the ordering of the variables that would be determined by these correlations, a simple set of calculations need only be performed. It has been shown that this ordering is identical to that yielded by the ordering of the p univariate ANOVA F-values (Huberty, 1972) . To determine the F-value for the ith variable the following expression is used: Based on the output, the primary purpose behind the use of the 4M
program is necessarily that of classification. Even then, the only classification that can be performed is that of the cases or individuals on whom the classification statistics were based. That is, there are no means of directly classifying "new" cases. Furthermore, the two sample covariance matrices are pooled in arrivine at the classification statistic, which in this situation is merely the discriminant function. This implies that the population covariance matrices are assumed identical, which would make the use of the linear discriminant function quite appropriate. Additional information may also be ,btained from the 2R program where R is the multiple correlation coefficient based on all of the predictors (see Cooley and Lohnes, 1971, p. 55 or Mulaik, 1972, p. 404) .
A measure of the digtance between the two centroids may also be obtained from the 2R output. The value of D2 is given by the relationship (see Porebski, 1966) ,
When the number of cases in each of the two groups is the same, output from tae 2R program may also be useful for the purpose of classifi- It is appropriate at this point to discuss the resultant classification "functions." These are not the same as the ust.q1 discriminant functions (Cooley and Lohnes, 1971, p. 246) . Rather, they are a modification if the "linear discriminant scores" discussed in Rao (1965, p. 488) . The derivation of these functions is based on assumptions of multivariate normality and common covariance matrices.
These function-do not take into account possible unequal prior probabilities of group membership, whereas Rao's do. In the two-group situation the differences of the corresponding coefficients obtained from the 5M
program are proportional to the coefficients yielded by the 4M program (Rao, 1965, p. 489) .
No information is printed which might aid the user in studying group separation. In the general g-group situation it is not possible to determine relative variable contribution nor dimensions of separation.
It is not appropriate to rank-order the variables by examining the printed coefficients.
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The 5M program is used basically for the purpose of classification.
This classification analysis actually amounts to a "reclassification,'
in that each case is assigned to a population depending upon its function value which is based on the conglomerate of cases being assigned. this might be simpler than using transgeneration cards. These correlations may be used for interpretation as "structure coefficients' (Cooley and Lohnes, 1971, p. 248.) In addition to the .sca.1c: coefficients and the correlations, a third means of interpretation may be used. This is an assessment of variable contribution to group separation provided by the 14 ordering of variables entered into the analysis in a stepwise manner.
[As might be expected, in the two-group situation the 2R and 7M programs yield identical orderings.] Further, the univariate F-statistics may be determined from the reported means and standard deviations (Gordon, 1973) , or by using the means and the diagonal elements of the withingroups covariance matrix.
At each step statistics are reported which determine whether or not the variables entered significantly separate the criterion populations (in a mean vector, sense). In addition, a matrix of F-values is given, each F-value being a transformation,of a distance measure (Mahalanobis' D2) between pairs of groups (Dixon, 1973 :p. 241 ). The inverse of this transformation would yield distance measures:whiCh may be helpful in characterizing group differences. If, for e=mple, distances between all pairs of g-1 of the groups are small, yet at the same time, the jth group is distinctly separated from the other g -i groups, it is clear that the only differentiation taking place occurs between the jth group and its complement, i.e., the other g-1 groups.
As with many other discriminant analysis programs, including to be used may be specified on the Problem Card; the g priors most often used are given by the ratios of the group sizes to the total number of cases. Results of the classifications are given. at eaeo step in the analysis as well as after the finai step.
Summary and Recommendations
Two purposes of a "discriminant analysis" are reviewed; those of discrimination and classification.
The former pertains to a study of criterion group separation with respect to predictor variable contribution and dimensions of separation, while the latter involves the assignment of cases (individuals or objects) to criterion populations.
The usual requisite conditions of normality, .domogeneity of dispersion, and equal costs of misclassification axe discussed. The primary purpose of this paper was that of reviewing a set of computer programs designed to carry out a "discriminant analysis" in light of purposes and requisite conditions. Interpretation of the outputs from these programs is covered, along with similarities and differences across program outputs. A third recommendation is to examine multi-univariate analyses to screen data prior to using, say, the 7M program (see Huberty, 1974) .
The BMD programs yield information which may be used in subseqUent calculations to determine statistics for more complete interpretation.
For example., diScriminant coefficients applicable to standardized scores may be determined from output of both the 4M and 7M programs, as well as from the 2R output in the two-group situation. Univariate F-values are also obtainable from the 4M and 71 output, as are correlations between predictors and discriminant functions. These three statistics, plus the ordering of variables entered as determined by the 2R and 7M
programs, can be examined in assessing variable contribution to 17 to separation and in interpreting the discriminant fu,--:tions (see Huberty, 1971; Tatsuoka, 1973, p. 280) .
Depending upon the purpose of a study and resources available the researcher might do well to use other computer programs in lieu of, or in addition to, the BMD program(s) selected. In this way other statistics may be examined, e.g., test statistics and classification statistics.
In particular, it is advised that programs using quadratic classification functions which do not require equal covariance matrices be selected when the data are such that linear functions are inappropriate.
It is of interest to note that a new BMD program is now available; this program requires some special hardware, and may be obtained for a small cost.
This new program, which is discussed by Dixon and Jenrich (1973) , has three very promising added features: provision for (1) more meaningful graphic interpretation of results, (2) the handling of the unequal covariance structure problem, and (3) specifying relative costs of misclassification as well as prior probabilities for each group. 
