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Abstract 
Borodin et al. (1992) introduce a general model for online systems in [3] called task systems 
and show a deterministic algorithm which achieves a competitive ratio of 2n - 1 for any metrical 
task system with n states. We present a randomized algorithm which achieves a competitive ratio 
ofe/(e-l)n-l/(e-l)= 1.5820n - 0.5820 for this same problem. For the uniform metric space, 
Borodin et al. present an algorithm which achieves a competitive ratio of 2H,,, and they show a 
lower bound of H, for any randomized algorithm. We improve their upper bound for the uniform 
metric space by showing a randomized algorithm which is (H, + 0( &))-competitive. 
1. Introduction 
In computer systems, it is often necessary to solve problems with incomplete in- 
formation. The input evolves with time, and incremental computational decisions must 
be made based on only a part of the input. A typical situation is where a sequence 
of tasks must be performed. How tasks are performed affects the cost of future tasks. 
Examples include managing a two-level store of memory, performing a sequence of 
operations on a dynamic data structure, and maintaining data in a multiprocessing en- 
vironment [9, 10, 12, 131. An algorithm that decides how to perform a task based only 
on past requests with no knowledge of the future is said to be an online algorithm. 
In contrast, we refer to an algorithm which has complete information about the tasks 
to be performed before it makes any decisions as an ofline algorithm. 
Borodin et al. introduced task systems in [3] as a way to model many particular 
online problems. In the model, states are used to represent the set of possible algorithm 
configurations. The cost of moving from one particular configuration to another is 
specified by a state transition cost matrix. The results for general metrical task systems 
often yield very weak results for particular problems because any special regularity a 
problem may have is lost in the generality of the definition. Nonetheless, metrical task 
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systems are an important part of the existing general theory of online algorithms. In 
addition, work on metrical task systems have yielded some very important techniques 
and ideas. 
A task system is defined as a pair (S, d) where S = {si,. . ,s,} is a set of n states 
and d = (d,,), the distance matrix, is an n x n non-negative matrix. The distance from 
s to t is d,,. We assume that d,, = 0 for all s and d obeys the triangle inequality. We 
say that a task system is metrical if the distance matrix is also symmetric. An input to 
the system consists of a sequence of tasks, (T = T’, T2,. . . , T’. A task is a vector with 
n non-negative entries, where T’(s) is the cost of processing task i in state s. We say 
that task T charges state s if and only if T(s) # 0. The algorithm begins in state si. 
The objective is to determine a state in which to process each task, balancing the cost 
of moving with the cost of processing tasks. An algorithm produces a schedule 71, a 
function from (0, I,. . . , C} to S. We define ~(0) =s i. For i > 0, x(i) is the state in 
which task i is processed. If the algorithm is online, then x(i) is a function only of 
T’ , . . . , T’. The cost of a schedule n on rs is the sum of the cost of moving from state 
to state (the moving cost) and the cost of processing tasks (the stationary cost): 
COSt(X,g)= e&ci-~j,,(i~ + f: T’(x(i)>. 
i=l 1=l 
We denote by A(o) the schedule produced by algorithm A on input G. The cost of 
algorithm A on 0 denoted costA is cost(A(a), a). The cost of the optimal offline 
algorithm for the sequence n is 
cost( 0) = min cost( 7r, a). 
n 
A simple dynamic programming approach suffices to determine the optimal offline 
schedule for a sequence. 
We evaluate an online algorithm by comparing its performance to that of the optimal 
offline algorithm. An online algorithm A is said to be c-competitive if there is a constant 
d such that for all 0, 
costA(o)<c . cost(o) + d. 
If the algorithm A is randomized, then its cost on a given sequence CA(O) is a random 
variable. We compare the expectation of this cost to the cost of the optimal algorithm 
on 0: A is said to be c-competitive if there is a constant d such that for all 0, 
E[costA(a)] <c . cost(o) + d. 
The competitive ratio of A is the infimum over all c such that A is c-competitive. This 
approach to analyzing online problems, called competitive analysis, was initiated by 
Sleator and Tarjan, who used it to analyze the List Update problem [ 111. The term 
competitive anaiysis originated in [9]. The goal for a given task system (S,d) is to 
determine the best competitive ratio achievable on that task system and the algorithm 
that achieves it. Since the competitive ratio is a worst-case measure, for the purposes 
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of analysis we assume that the task sequence is generated by a malicious adversary, 
who forces the algorithm to perform as badly as possible. Thus, we use the terms up- 
timal offline cost and adversary’s cost interchangeably. For the purposes of analyzing 
randomized algorithms, there are several types of adversaries [l]. We utilize an obliv- 
ious adversary; an adversary that does not know the random choices of the algorithm 
before determining the input sequence. 
In the case of deterministic algorithms, Borodin et al. show in [3] that for every 
metrical task system (S, d) the competitive ratio is exactly 2n - 1. In contrast to the 
deterministic case where tight bounds have been attained, developing tight bounds 
for randomized algorithms has proven to be much less tractable. Before this paper, 
there was no known randomized algorithm which was provably better than the optimal 
deterministic algorithm for general metric spaces. We show the first such algorithm, 
the THRESHOLD WORK FUNCTION algorithm, and show that this algorithm is 
e 
(-1 
1 
e-l 
n-- 
e-l 
competitive against an oblivious adversary. In contrast, the best lower bound for arbi- 
trary metric spaces is 
R 
log n (J) log’ 
which is due to Blum et al. [2]. Although they prove the lower bound for the k-server 
problem, their result applies to metrical task systems as well. 
Since the problem of designing randomized algorithms for general metric spaces 
seems to be very difficult, researchers have turned to the more approachable problem 
of addressing specific metric spaces. Borodin et al. show a lower bound of H,, and an 
upper bound of 2H, for the uniform distance matrix on n states (d,, = 1 for all s # t). 
We call such tasks systems uniform task systems, In an earlier version of this paper, 
we present an upper bound of 
on the competitive ratio for uniform task systems [8]. In this work, we present a ran- 
domized algorithm for uniform task systems, which we call EXPONENTIAL, that achieves 
a competitive ratio of 
against an oblivious adversary. Disregarding lower-order terms, this bound is optimal. 
The only other metic space for which a randomized algorithm is known that out- 
performs the optimal deterministic one is a result due to Chrobak and Noga [7] who 
show that the randomized competitive ratio for two states is exactly 2. 
In Section 2 we describe EXPONENTIAL. In Section 3 we show an upper bound for 
the algorithm. In Section 4 we describe the THRESHOLD WORK FUNCTION algorithm. 
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In Section 5 we present an upper bound on the competitiveness of this algorithm. In 
Section 6 we present open problems. Finally, in the appendix, we show a lower bound 
for the THRESHOLD WORK FUNCTION algorithm. 
2. The EXPONENTIAL algorithm 
For convenience, we adopt a continuous time model also used in [3] where state 
transitions can be made in the middle of the discrete time intervals. A continuous time 
schedule for 8 tasks is a function from the continuous interval [O,/) to S such that for 
each state s, n-‘(s) is a finite disjoint union of half open intervals [t, t’). In addition, we 
require that $0) = si . There are a finite number of transition times tl < t2 < . . . < tk. 
Denote the state to which the algorithm moves at time ti by xi = n(ti). We define to = 0. 
The cost for the schedule is then 
cost(~, 0) = 5 dx,_,,., + i: s i 7+(x(t)) dt. i=l i=l 1-l 
Allowing an algorithm the freedom to move at any time in a continuous time interval 
supplies no additional power. Borodin et al. prove the following lemma. 
Lemma 2.1. For any online continuous time algorithm A, there is an online discrete 
time algorithm A’ that performs at least as well on any sequence of tasks. 
In order to describe EXPONENTIAL, we need one more definition: the work function for 
a sequence of tasks. The work function wi maps states to non-negative real numbers. 
Intuitively, wi(s) is the minimum cost required to process the first i tasks and end up 
in state s. The idea of work functions was introduced in [3]. The actual term work 
function was coined in [6]. For all s, we have we(s) =d,,, . The work function for 
i > 0 is calculated inductively as follows: 
w;+l(u)= mjn{w,(c) + T’+‘(c) + d,,}. 
When we omit the subscript i we are referring to the work function at the current point 
in the task sequence. Note that min, w(s) is the optimal offline cost. Also note that 
W(U) < w(v) + d,, for any two states u and D. Since in this case the distance matrix 
is uniform, no work function value is more than one plus the minimum work function 
value. 
We extend the definition of the work function to the continuous time interval. Let 
i be an integer in (0,. . . , 5 } and 2 be a real number such that 0 < 2 < 1. The work 
function at time i + ;1 is 
wi+j,(u)= m;ln{wi(v> + AT’+‘(u) + d,,“}. 
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Note that for any positive integer i, w;(s) is the same under the extended definition. 
Also note that Wi+i(S) is continuous with 2 for ,l E [i, i + 1) for all states S. 
We are now ready to describe the algorithm, which has a positive integer para- 
meter m. The algorithm breaks time into non-overlapping periods called phases. Phase 0 
begins at the start of the request sequence, Phase i ends, and phase i + 1 begins, when 
the minimum work function value over all states reaches i + 1. During phase i we 
define the normalized work function ii, by 
C+;.(s) = WI&) - i. 
Note that at the beginning of each phase the minimum value is zero (and all other 
values are < 1). We define the rank of a state s to be 
0 
rank(s) = 
if G(s)3 1, 
Lm (1 - W(s))] otherwise. 
The weight of a state s is defined to be 
0 
4(s) = 
if W(S) > 1, 
yank(s)- 1 otherwise. 
Because the algorithm uses this exponential weight function, we call it EXPONENTIAL. 
Define 
We define the algorithm using a distributional approach. During any phase the proba- 
bility that EXPONENTIAL is in a state s is 
p(s)= y 
Note that the distribution changes only when the rank of some state changes. Further- 
more, in order to maintain the distribution, the algorithm need only move when the 
distribution changes. If several states change rank simultaneously, we define the be- 
havior of EXPONENTIAL as follows: the algorithm picks some arbitrary ordering of these 
states, and then changes its distribution as if the rank changes occurred in that order. 
In order to describe precisely how the algorithm maintains the distribution, consider a 
single step in which only the rank of a single state u changes. Let p and p’ denote the 
probability distribution before u changes rank and after u changes rank, respectively. 
Let Ap(u) = p’(o) - p(u) for all u E S. Note that Ap(u) < 0, and that Ap(v) 2 0 for 
u # U. The probability that the algorithm moves to state u given that it is in u before 
the step is Ap(u)/p(u). The probability that the algorithm stays in u given that it is in 
u is (p(u) + Ap(u))/p(u). Thus, the distribution can be maintained by following the 
rule: If the algorithm is in a state u which changes rank, pick a random state u ES 
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with the distribution 
AP(v) if L’ # U, 
Pr[v] = P(U) 
P(U) + AP(u) 
P(U) 
otherwise, 
and move to v. 
3. Analysis 
For the analysis, we make the following restrictions on the adversary: 
1. The adversary charges one state at a time. 
2. The adversary charges states in units of I/m. 
Assumption 2 is justified as follows: Note first that this assumption has no effect on 
the moving cost, since the algorithm’s distribution changes only when a state’s work 
function reaches a multiple of l/m. Secondly, note that during any phase, the probability 
that the algorithm is in a particular state decreases only when that state is charged. 
Suppose that the adversary makes a charge less than l/m to a state s, charges some 
other states, and then completes the l/m charge to s. The probability that the algorithm 
is in s at any time before the charge is completed is upper bounded by the probability 
the algorithm is in state s at the time of the charge’s completion. This means that the 
stationary cost to the algorithm is at least as large if the l/m charge was made all 
at once after the other states have been charged. Thus, for every sequence for which 
Assumption 2 does not hold, there is a sequence for which Assumption 2 does hold 
such the optimal offline algorithm incurs the same cost and the cost of the algorithm 
is at least as large. 
Assumption 1 is justified as follows: The algorithm changes distribution only if some 
state changes rank. Suppose that two or more states change rank simultaneously. The 
algorithm changes distribution as if they change rank in some arbitrary order. So the 
cost is the same as if the states are charged in that order. 
We analyze the cost of a single phase. First we compute the algorithm’s moving cost. 
Consider a charge to some state s which the algorithm is in with positive probability. 
Before the charge 
W(s)=1 - ;, 
for some i E (0,. . . , m - l}, and after the charge W(s) increases by l/m. Let q’(s) and 
Q’ denote the values of q(s) and Q after the charge. Since s is the only state whose 
rank changes, we know that q(s) - q’(s) = Q - Q’. Furthermore, since for any state 
t, G(t) only changes by increments of l/m, q(t) (and hence Q) is always an integer. 
The probability that the algorithm moves from s is simply the change in probability 
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that the algorithm is in state s: 
Q-Q’-1 1 Ql Q’l 
d ,g e_i=,gi-,s;. 
In addition, the algorithm incurs a cost of at most 1 at the beginning of each phase, 
when it changes from the distribution of the previous phase to the distribution of the 
current phase. 
Notice that when a state is charged l/m, the change in the weight of the state is at 
least half of the initial weight of the state. Thus, the stationary cost that the algorithm 
incurs is 
1 4(s) -- 
mQ 
d 2(&) - q’(s)) = 2(Q - Q’> 
mQ mQ 
Since Q is initially at most n2”-l, when we sum the moving and stationary costs over 
all charges, we find the total cost for the phase is at most 
n2”’ - I 
(1 + +J ,y : + 1 = (1 + ~)Hn2”‘-I + 1 
izl 1 
d (1 + f) (Hn + $) + 1 
=Hn+?+&+;+l. 
Since the adversarial cost for the phase is 1, the above bound is also the competitive 
ratio. To find the best choice of m, we consider 
H,+s+&+$+l 
m > 
=-?+A, 
which is zero at 
170 S. Irani. S. Seiden I Theoretical Computer Science 194 (1998) 163-182 
Note that the second derivative is positive at this value of m, and so this is the value 
of m we chose. So the competitive ratio of EXPONENTIAL is 
= Hn + 0( &). 
However, note that this is not better than the previous bound of Irani and Seiden [8] 
until n Z 1030. 
4. The THRESHOLD WORK FUNCTION algorithm 
To design a randomized algorithm which is competitive for any metric space, we 
begin with a deterministic algorithm which is known to be competitive, and ‘add in’ 
randomization. The algorithm which we randomize is a variant of the WORK FUNCTION 
algorithm, introduced by Borodin et al. [3]. The basic idea of the (continuous time) 
WORK FUNCTION algorithm is as follows: When the work function of the current state s 
reaches a value where 
4s) = w(t) + 4, 
for some other state t, the algorithm moves to t. A simple variant of this is as follows: 
For some real number CI E (0, 11, when the work function of the current state s reaches 
a value where 
w(s)=w(t) + a.d,,, 
for some other state t, the algorithm moves to the state t. We call this generalized 
version the ALPHA WORK FUNCTION algorithm, after an algorithm of the same name for 
the k-server and layered graph traversal problems [6,4]. Borodin et al. show that the 
WORK FUNCTION algorithm is (2n- 1)-competitive [3]. Further, they show that the WORK 
FUNCTION algorithm is optimal; any deterministic algorithm for metrical task systems 
has a competitive ratio of at least 2n - 1. In the appendix, we show that the ALPHA 
WORK FUNCTION algorithm is (((a + l)/a)n - l/cc)-competitive. 
By using randomization, we achieve a lower competitive ratio. We investigate the 
algorithm which chooses M randomly. The algorithm has a parameter m which is a 
positive integer. The algorithm chooses a from (0, l] as follows: The probability that 
LX E ((i - 1)/m, i/m] is pi. If c( E ((i - 1)/m, i/m] then it is uniformly chosen from this 
interval. We derive p1 , . . . , pm in Section 5. We refer to the randomly chosen c( as the 
threshold. We call this randomized algorithm the THRESHOLD WORK FUNCTION algorithm. 
We again adopt a continuous time model. A formal description of the THRESHOLD 
WORK FUNCTION algorithm appears in Fig. 1. 
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Algorithm THRESHOLD WORK FUNCTION 
1. a + 1,. . . , m randomly with distribution Pr[a = i] = pi. 
2. b + (0, t] randomly and uniformly 
3. a + e + b. 
4. U + S,. 
5. Loop until end of task sequence: 
(a) While W(U) < ~(3) + (Y. d,,, for all s 
i. Stay in U. 
(b) When there is a state s such that W(U) = w(s) t (I. d,,,, 
i. u + S. If several states s exist such that W(U) = w(s)+~~d,,,, 
pick the least indexed state si such that w(si) < w(a’)+wd,,,.r 
for all s’. 
ii. Move to s. 
Fig. 1. A description of the THRESHOLD WORK FUNCTION algorithm. 
5. Analysis 
We require a few definitions. Let 
f?.j= & Pk. 
k=i 
We define 
w(s) - w(t) 
4s(t)= d lf t # s, 
S.f 
4s@) = 0. 
We define cD~ = maxr 4s(t). Let C = {t ES 1 &(t) = a}. c describes the states to which 
the algorithm might move to if @$ = cx and the algorithm is in state s. If 1 T,( = 1 the 
algorithm only has one choice of states to move to, and we let n(s) be the single 
member of T’. Otherwise, we break ties as the algorithm does, t= v](s) is the least 
indexed state with c@~ < M. That this is always possible is shown in the following 
lemma. 
Lemma 5.1. There exists a t E C such that @I < CC 
Proof. Let tl be some member of T,. By definition &(tl ) = u. If Q1, < c( we are done. 
We show that Qt, > o! is not possible. Suppose this were true. This would imply the 
existence of a state t2 such that 
w(t1) =w(t2) + P.4,,,,, 
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with ,l3>a. We have 
and so &(tz) > a, a contradiction. If Qt, = CY then there exists a t2 # tl with 
We show that cjs(t2) = CI and therefore t2 E 7;. Consider 
w(s) - w(t2) = w(s) - w(t1) + M’(t1) - w(t2) 
= cc.d,,,, + cY.d,,$ 
2 a.4.t2, 
and so cjs(t2)2c(. But 4.y(t2) > 2 is a contradiction. and so t2 E T,. 
This gives rise to a sequence of states tl, tz,. . . For each state ti which is not the 
last state in the sequence, we know that Qt, = x. t; implies the existence of a ti+l such 
that either Qt,+, < c( and the sequence ends, or Qt,+, = CI and the sequence continues. 
Furthermore, we know that there are no repetitions in the sequence since 
w(ti)=w(ti+l) + x.dt,,t,+l > w(t;+l). 
Since there are only a finite number of states, we cannot have a infinite chain tl, t2, 4, . . . 
Eventually, we reach a tk with di, < E. 0 
Corollary 5.1. The algorithm is never in a state s with Qs > CL 
Note that for every state s, 0 < Qs < 1. The lower bound 0 < Gs is due to the fact 
that 4,(s) =O, and so maxtEs +,c(t) is at least 0. The upper bound is due to the fact 
that the work function of a state s is no more that d,,, greater than the work function 
of any other state t. Also note that since all work functions change continuously with 
time, Qs also changes continuously, since when q(s) changes from t to t’ we have that 
4%(l) = Mt’). 
We define the useful work of a task T’ to be the amount by which T’ increases 
work functions. Formally, the useful work U, of T’ is 
Uj = C Wi(S) - Wj- I (S). 
SES 
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Lemma 5.2. For a sequence of tasks 0, let ui be the useful work of task T’ and let 
U, = C;=, ui. Then the optimal ofline cost to serve T’,. . . , T’ is at least 
ur 
--d max 1
n 
where d,,,,, = max,,es d,,,. 
Proof. The total increase of all work functions is the total useful work. There is at 
least one state s whose work function value is at least C ui/n. For all t we have 
w/(t)>w/(s) - &. And so, for all t we have w~(t)~w~(s) - d,,. Note that the 
optimal offline cost is minsEs w/(s). 0 
A period with respect to a state s is a continuous time interval during which 
1. @ < 1. 
2. q(s) remains fixed. 
3. 4js is either strictly increasing (in which case the period is an increasing period), 
or monotonically non-increasing (in which case the period is an non-increasing period), 
but not both. 
A subperiod with respect to s is a continuous subinterval of a period with respect 
to s. 
A maximal period with respect to s is a period which is not a subperiod of any 
other period with respect to s. 
We analyze the competitiveness of the algorithm against an oblivious adversary. 
We bound the expected cost by summing over all states s, the expected stationary cost 
incurred while in state s and the expected moving cost incurred in leaving state s. Since 
x < 1, by Corollary 5.1 the algorithm cannot remain in s when $ = 1, and therefore 
we need only consider possible costs incurred by the algorithm during each period. In 
our analysis we think of the algorithm moving just before @$ reaches a, so we include 
the cost of moving in the cost of the period. Thus, we divide the time line of each 
state s into maximal periods. This is possible since Qs is piecewise linear. 
We prove the competitiveness of the algorithm by establishing an upper bound on 
the cost incurred by the algorithm during each of these periods and then summing over 
all periods. The upper bound for non-increasing periods is established in Lemma 5.3, 
and the bound for increasing periods is established in Lemma 5.4. Each lemma bounds 
the expected cost of the algorithm in terms of the increase in the useful work: if the 
useful work in a period increases by x, then the expected cost to the algorithm is at 
most x if it is a non-increasing period and c .x if it is an increasing period. (c is a 
constant in the range 1 < c < 2). Lemma 5.2 states that if the useful work increases 
by X, we can attribute a cost of at least x/n to the adversary. These three bounds are 
put together in the proof of Theorem 5.1 to establish an upper bound of roughly c. n 
on the competitiveness of the algorithm. 
Consider a single period of state s. We show that: 
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Lemma 5.3. For any non-increasing period +cith respect to a state s, the ratio of the 
expected cost incurred bJ* the THRESHOLD WORK FUNCTION algorithm while in state s 
or leaving state s to the increase in use&l work is at most 1. 
Lemma 5.4. There exists u distribution P such that, for any increasing period with 
respect to a state s, the ratio of the expected cost incurred by the THRESHOLD WORK 
FUNCTION algorithm while in state s or leaving state s to the increase in useful work 
is at most c, for some constant c. 
Proof of Lemma 5.3. Let w be the work function at the beginning of the period, and 
w’ be the work function at the end. Suppose that the work function of s increases from 
x = w(s) to x’ = w’(s) during the period. If the given period is a non-increasing period 
with respect to s and the algorithm is in s, it incurs a cost of at most x’ - x, since 
there is no possibility it moves from s. The useful work increases by x’ - x, and the 
ratio of expected cost to increase in useful work is 1. 0 
Proof of Lemma 5.4. We begin by noting that during any increasing period with 
respect to a state s, the algorithm leaves s at most once during the period. To see this, 
note that the algorithm never visits any state s with cP~ > GI. If the algorithm is in s 
and C& reaches c( the algorithm leaves and does not return. The value of c?$ achieves 
a value of CI at most once during the period. 
By definition, the value of v](s) does not change during the period. Let t be the 
value of q(s) during this period. Let w be the work function at the beginning of the 
period, and w’ be the work function at the end. Let j be the least integer for which 
(j/m)d,,, 3 w(s) - w(t), and k be the greatest integer such that (k/m)d,,, <w’(s) - w’(t). 
Define 
Yo = w(s) - w(t), 
YI = $&,t, 
~2 = ‘Gd,,t, 
. . . . . . . . . 
yk-j+l = ids,,, 
Yk-j+2 = W’(S) - W’(t). 
Let ti be the point in time, after the beginning of the period, at which w(s) - w(t) = yi. 
Since the period is increasing, these times are well defined. The given period is broken 
into subperiods, each of which is itself a period. The first subperiod starts at to and 
ends at tl, the second subperiod starts at tl and ends at t2, etc. If the hypothesis is 
true for each of these subperiods, then it is true for the period. 
We analyze a single subperiod. Redefine w to be the work function at the beginning 
of the subperiod, and w’ to be the work function at the end. Let x = w(s) and x’ = w’(s). 
We define y= w(s) - w(t) and y’= w’(s) - w’(t). Note that y’ - y < x’ - x since 
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w(t) < w’(t). The useful work increases by at least x’ -x. Since we consider a single 
subperiod, 
1. at the start of the subperiod, we have that Y > (i/m)&, 
2. at the end of the subperiod, we have Y’ d ((i + 1 )/m)& for some i. First consider 
the stationary cost incurred due to this subperiod. Since Pr[cc <i/m] = Pl,i_l, the prob- 
ability that the algorithm is in s is at most 1 - Pl,i_1 =f&. Given that the algorithm 
is in s, it incurs a stationary cost of at most x’ - x. The stationary cost incurred is 
therefore at most 
(x’ -X)&. 
Now consider the moving cost. If the algorithm moves from s to t it incurs a cost d,,,. 
By definition Pr[a E (i/m, (i + 1)/m]] = pi. The distribution of tl within (i/m, (i + 1 )/ml 
is uniform, and so the probability that the algorithm moves to t is proportional to 
y’ - y. When y’ = y + (l/m)& the probability that the algorithm moves is exactly pi. 
Combining these facts, we find that the expected moving cost is 
4Y’ - Y)Pi. 
Combining the moving and stationary costs we get 
(x’ -x)&l + 4Y - Y)Pl 
d (X’ - X)fi,m + WZ(X’ - X)pi 
Let 
We choose the distribution ~1,. . , pm so that zi = z2 = . . . = z,. Consider zi and Zi+i : 
9, 
Zi = A + pi, 
m 
9+1 m 
zi+1 = 7 + Pi+l. 
Assuming that Zi =zi+i, the difference of these two equations is 
Pi+Pii-Pi+l=O, 
and so 
Pi+1 =(I + t>Pi. 
This recurrence has solution 
pi+1 =(I + ‘Y 
m PI. 
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To find ~1, we note that 
l=it: pi=p*&l+~)” 
i=l i=l 
m-1 
=p1 c (l+;)’ 
i=O 
= Pl 
(1 + gy - 1 
1+;-1 
= Pl(rn(l + ;)” -m>, 
and so 
1 
Pl = 
m(1 + $)” -m’ 
Since z, is independent of i, we abbreviate zi by z. We have 
1 1 
z=zr=-+ 
m m(1 + l/m)” - m’ 
The increase in useful work is X’ -x and so, the ratio of expected cost to increase in 
useful work is at most 
mz(x’ - x) 
=1+ 
1 
x’ -x (Ifi)“-1’ 
q 
Theorem 5.1. Let 
1 
Then algorithm THRESHOLD WORK FUNCTION is (c.n - c + I)-competitive. 
Proof. The total useful work during the entire sequence is Ut. Let A/ be the increase 
in useful work that occurs during non-increasing periods. The useful work incurred in 
increasing periods is U, - At. By Lemmas 5.3 and 5.4, the total expected cost to the 
algorithm is at most 
c(Ur -A/) + A/. 
By Lemma 5.2, the cost to the optimal algorithm at least 
u, 
--d ITIZC. 
n 
Before bounding the competitiveness of the algorithm, we establish one more bound 
on At. Observe that if s is a state with minimum work function value, then @ = 0. 
Thus, a period in which the state with the minimum work function value is charged 
is a non-increasing period. Since A / is the increase in the total useful work during 
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non-increasing periods, A/ is at least as large as the final minimum value of the work 
function. Using Lemma 5.2, we know that 
We are now ready to put these bounds together to bound the competitiveness of the 
THRESHOLD WORK FUNCTION. Denote the cost incurred by the THRESHOLD WORK FUNCTION 
algorithm on input r~ by costrwF(0). For the algorithm to be (c. n - c + 1)-competitive 
we must have for some constant k 
costrwr(g)<(C . n - C + l)COSt(o) + k, 
for all task sequences cr. Let k = c . n . d,,, - 2c . d,,,. Then we have 
COStTWF(c) d C(& - A() + AP 
< c 
Uf 
Up - - - d,,,ax 
n > 
Q‘ 
+ - - d,, 
n 
Uf u/ =c.Q-cc--c~d,,,,,+--d,,,,x 
n n 
= (c - ; + ; )L$ - c . d,,, - d,,,, 
<(c.n-c+l)cost(a)+k. 0 
Is this ratio of c. n - c + 1 lower than the known ratio of 2n - 1 [3]? The competitive 
ratio of the algorithm is 
( 1 l+(l+;)m-l ) 1 “-(l+;)m-l. 
Note that lim m+m( 1 + k)” = e. In fact, we have 
(l+p=e-&+$- &+o --$. ( > 
The competitive ratio can therefore be made arbitrarily close to 
(1) 
by choosing sufficiently large m. For large m the competitive ratio is approximately 
1.581977n - 0.581977. 
It is interesting to note that, with m = 1, the distribution is uniform and the algorithm 
achieves a competitive ratio of 2n - 1. 
6. Conclusions 
There are several open questions that remain pertaining to the specific problems 
we address in this paper. With respect to THRESHOLD WORK FUNCTION algorithm, we 
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were unable to obtain a closed-form expression for the continuous distribution over the 
algorithm’s state which results from letting m go to infinity. The lower bound shown in 
the appendix only demonstrates that our analysis is tight as m goes to infinity. Another 
possibility is to consider the algorithm which moves from state s to state t when 
for randomly chosen a and p. Analysis of this algorithm might prove fruitful. More 
generally, although the THRESHOLD WORK FUNCTION algorithm is the first algorithm to 
improve upon the optimal deterministic algorithm for all metric spaces, there are spe- 
cific metric spaces on which it performs very poorly with respect to the best known 
randomized algorithm. For example, as shown in this and previous papers, the uniform 
metric space has an O(logn)-competitive algorithm. An outstanding open problem in 
this area is whether there is an algorithm with logarithmic (or at least sublinear) com- 
petitive ratio for all metric spaces. The linear upper bound shown here (although the 
best that is known for general metric spaces) is very far from the current best lower 
bound of R(Jlogn/ loglogn) in [2]. 
Metrical task systems have prompted the development of a variety of principles 
which have been of use in approaching other online problems. Certainly, it is our 
hope that the techniques developed here will be useful elsewhere. However, metrical 
task systems have more significance than simply as a source of difficult problems to 
inspire the development of technical tools. The model was originally developed in 
order to give insight to and provide a systematic approach for online applications. In 
all of this work, we have been assuming that the sequence consists of tasks which 
are arbitrary non-negative vectors. The generality of the input sequence severely limits 
how well an online algorithm performs in the worst case. To accurately model many 
online problems, the input sequence must be limited so that the tasks are drawn from 
a limited set of allowable tasks. Thus, in the more general definition, a task system 
is described by the underlying metric space and the set of allowable tasks. Borodin 
et al. [3] recognized the need to investigate how different restrictions on the set of 
allowable tasks affect the competitive ratio. This direction is investigated further in [5]. 
Since this generalized definition is able to model a large class of online problems much 
more accurately, some of the most important open questions relating to metrical task 
systems lie in the area of designing algorithms for metrical tasks systems under this 
more general definition. 
Appendix 
A.l. Lower bound for the THRESHOLD WORK FUNCTION algorithm 
Consider the following adversarial strategy for the uniform distance metric: The 
adversary breaks the task sequence into phases. At the beginning of phase i, the work 
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function of every state reaches i. At the end of the phase i, the work function of 
every state reaches i + 1 (and the phase i + 1 begins). We further break the phase 
into sub-phases. A sub-phase ends whenever some state reaches i + 1. There is one 
subphase during phase 0, since we(s) = 1 for all s # si . There are n subphases in each 
subsequent phase; the adversary charges each state from i to i + 1, one by one. Let 
Ui,j be the set of states u such that w(u) < i + 1 at the beginning of subphase j of the 
phase i. We consider the cost to the algorithm of phase i, where i > 0. 
Consider subphase j where j #n (i.e. it is not the last subphase). Suppose that at the 
beginning of this subphase, the adversary knows (with absolute certainty) which state s 
the algorithm is in. We have that s E Ui,j. The adversary charges s from i to i + 1. Note 
that during the subphase for all U, u E Ui,j with u # s and u #s we have 4,(u) = &(u). 
The algorithm moves to some other state s’ # s in Ui,j. The adversary knows to which 
state the algorithm moves, since the algorithm breaks ties deterministically. (If the 
algorithm breaks ties randomly, the adversary forces the algorithm to move to a cho- 
sen state by charging all other states infinitesimally.) The algorithm incurs a moving 
cost of 1 for the sub-phase. The stationary cost is E[a]. By the choice of CI we 
have 
'1 
E[a]= 2 pi? 
i=l 
=1$p,2=&1 + ;,i-i 
= g $(2i - l)( 1 + A)i-’ 
r-1 
=&y$i(2i+l)(l+i)i 
=g 2m$j1i(l+J-)i+m$jt(l+i)i 
( i=O i=o > 
= &(2m2((m - l)(l + ;>m+’ - m(1 + i)” + l+$)+m(( 1+ ;)” - 1)) 
= 9(2m(m - l)(l + ;,,+l -2m*(1+J-)~+2m+2+(1+-9m-l) 
= 32 m*-2~)(l+J-)(1+JJ~-(2m*-1)(1+~)m+2~+l) 
= 32 ~*-2)(1+J-)m-(2m*-1)(1+J-)m+2m+l) 
= 32, - (1 + i)” + 1) 
2m-(l+;)“+l 
= 2m(l+ ;)m-Rt 
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1 
=(l++-l+ 
1 -(l$_ i)” 
2m((l + +J” - 1) 
1 1 _- 
=(1+;)m-l 2m’ 
Hence, counting also the moving cost, the total cost to the algorithm for the subphase 
is 1 +E[a]. 
During the last subphase, the algorithm incurs a stationary cost of 1 and incurs no 
moving cost. 
For the phase, the algorithm incurs a total cost of (n- l)( 1 +E[tx])+ 1 = (1 +E[cr])n - 
_!?[a]. The adversary incurs a cost of 1. So the competitive ratio of the algorithm is 
at least (1 + E[cr])n - E[a]. For large m, this lower bound on the competitive ratio 
approaches (e/(e - 1))n - l/(e - 1). 
A.2. Analysis of the ALPHA WORR FUNCTION ulyorithm 
The proof is very similar in structure to the proof in [3]. Let cost;,, be the cost 
incurred by the ALPHA WORK FUNCTION algorithm in processing the first k tasks. Let 
costk be the optimal offline cost of processing the first k tasks. To begin, we need 
three lemmata. The first two are shown by Borodin et al. 
Lemma 6.1. costk 2 minsES n+(s), for all s E S. 
Lemma 6.2. wk(s) - wk(t)<&, Ji)r all s, t E S. 
Let /I = 1 + l/cl and 
We use the following abbreviations: 
,‘” = w&t, w’ = Wk, w = wk_-], w’ = w,, x=n(k-1), x’=n(k). 
Lemma 6.3. For all k, 
wk > COSt;,,. 
Proof. Note that if the algorithm services the task k in state x’ then w/(x’) = w(x’) + 
Tk(x’). Consider the cost to the algorithm for task k. There are two possibilities: 
1. Suppose that the algorithm does not move to service task k. Then x’ =x. The cost 
to the algorithm for this task is just rk(x’), since there is no moving cost. We have 
that 
w’(x’) - w(x’) = Tk(X’). 
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We calculate the change in the value of W 
awl= WI-W 
= w/(x’) + B ,yg w’(s) - 
( 
w(x) + B c w(s) 
I s#x ) 
= B 
( 
$5, w’(s) - p9 
) 
+ w’(x’) - w(x) 
= B p’(~) - w(s)) + w’(x’) - 4x’) 
3 w’(2) - w(x’) 
= 9(X’), 
which is just the cost to the algorithm for task k. 
2. On the other hand, if the algorithm moves then x’ # x and its cost is 
T”(x’) + d,.,~. 
Once again, we calculate the change in the value of W 
AW’ = W’ - W 
3 Pw’(x) + w’(x’) - (Pw(x’) + w(x)). 
Since each work function increases with time, and we are merely lower bounding A W’ 
by the increase of two of these work functions. We have 
AW’ b pv’(x> +w/(x’> - (Pw(x’) + w(x)) 
= iw’(x) + w/(x’) - Pw(x’) + w’(x) - w(x) 
b ;w’(x) + w’(x’) - /3w(x’) 
E i(w’(x) - w(x’)) + (w’(x’) - w(x’)) 
> A(w’(x) - w/(x’)) + (w’(x’) - w(x’)) 
3 d , + Tk(x’), I ,x 
which, again, is just the cost to the atgorithm for task k. 0 
We prove the main result. 
Theorem A.l. The Alpha Work Function Algorithm is (( 1 + l/a)n - l/a)-competitive 
for z<l, i.e. 
costk < (( 1 + $ )n - ; )cost& + b 
for all request sequences of length k, for some constant b independent of k. 
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Proof. By Lemma A.1 we have that costk 3 minsES w’(s). Let s* be the state which 
minimizes w’(s), i.e. w’(,s*) = minsES w’(s). Let d,,, be the maximum distance between 
two states. We prove the theorem by bounding W’. By Lemma 6.2 we get 
W’ d j3 C (w’(s*) + ds.,. > + w’(s*) + d,f.,* 
SfX’ 
= (( 1 + +I - ;) y,‘s” w’(s) + fi C d,,.v + d,,,,. 
SfX’ 
<((l+;)n-;)~~~vv’(s)+((~+$)~- ;)d,,, 
G ((1 + $)n - ;)costk + ((1 + t)n - ;)d,,,. 
By Lemma 6.3 we have that cost:,, d W’ and so 
cost;wF <(( 1 + ;)u - ;)costk + b 
for some constant b. q 
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