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RÉSUMÉ 
Dans ce mémoire nous présentons un nouveau test d'association génétique qui per-
met d'analyser simultanément un ensemble de SNPs d'une région chromosomique, 
tout en tenant compte d'une éventuelle présence de structure de population dans 
l 'échantillon d'étude. Ce test est basé sur un modèle linéaire mixte qui capture 
l 'effet de la structure de population grâce à une nouvelle matrice de similarité, 
construite en utilisant le processus de coalescence avec recombinaison. Des simu-
lations sont effectuées pour tester et comparer les performances de notre nouvelle 
approche avec quelques tests proposés dans la littérature. Notre test montre un 
bon contrôle de l'erreur de type 1 en présence de structure de population contrai-
rement aux autres tests, et semble avoir une puissance comparable à celle des 
autres méthodes dans le cas des variants génétiques rares. 
MOTS-CLÉS : processus de coalescence, cartographie génétique, modèles li-
néaires mixtes, GWAS , déséquilibre de liaison, variants rares. 

INTRODUCTION 
L'analyse de la diversité génétique au sein des espèces et en particulier chez 
l'homme est essentielle à la compréhension des processus d'évolution au niveau de 
la population et au niveau génomique. Au cours des dernières années, le dévelop-
pement de nouvelles technologies de séquençage et de génotypage a mis à la dis-
position des chercheurs une quantité astronomique de données génétiques qui leur 
permettent d'explorer de nouvelles hypothèses scientifiques. Les analyses d'asso-
ciations génétiques sont devenues une tâche commune entre la génétique humaine 
et les études des maladies humaines (Hirschhorn et al., 2002; Hindorff et al., 2009). 
Ces analyses étudient la dépendance entre le génotype d'un marqueur génétique et 
le phénotype. Ce dernier peut par exemple représenter le statut d'une maladie dans 
une population donnée. Plusieurs tests d'association statistique ont été développés 
afin d'identifier les gènes responsables de maladies génétiques humaines. Un test 
d'association peut généralement être effectué à l'aide d'un modèle de régression 
linéaire simple (Balding, 2006) pour chaque marqueur génotypé. Cette approche 
simple soulève toutefois quelques problèmes. En effet, ces tests d'association de-
mandent habituellement une procédure d'ajustement des tests multiples telle que 
la correction Bonferroni afin de garantir un taux global approprié de l'erreur de 
type 1. Cet ajustement entraîne malheureusement un manque de puissance en 
raison du seuil de significativé extrêmement bas et difficile à atteindre (de l'ordre 
de 10- 7 ), typique dans les études d'association sur tout le génome (Wu et al., 
2010). De plus, l'analyse d'un seul marqueur à la fois peut être mal adaptée à un 
contexte de maladies complexes, où de multiples marqueurs interagissent les uns 
avec les autres pour causer la maladie (Schork, 1997). Toutes ces considérations 
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ont entraînées l'apparition de nouvelles approches qui permettent d'analyser si-
multanément un ensemble de marqueurs d'une région chromosomique (Wu et al., 
2010; Zhang et al., 2011). Ces analyses "multiples marqueurs" ont montré une 
meilleure puissance que les analyses "simple marqueur", mais souffrent au même 
titre que ces derniers d'un taux élevé de l'erreur de type 1, lorsqu'une structure de 
population est présente dans l 'échantillon d'étude. En fait , la structure de popu-
lation reflète la dépendance ancestrale entre les individus de l'échantillon d'étude 
et conduit en général à de fausses associations si aucune mesure n'est prise pour 
tenir compte de cette dépendance ancestrale (Astle et Balding, 2009). 
Ce mémoire a pour objectif de développer un nouveau test d'association géné-
tique, que nous avons nommé GoLiATe, permettant de tester l'association entre 
une région chromosomique et un phénotype d'intérêt. Ce test combine dans un 
modèle linéaire mixte 1 'information génétique et l 'information généalogique (ou 
ancestrale) additionnelle obtenue à l'aide du processus de coalescence avec recom-
binaison, dans le but d'essayer de répondre aux problématiques décrites précé-
demment , notamment le contrôle de l'effet de la structure de population ainsi que 
le problème des comparaisons multiples. 
Le premier chapitre de ce mémoire est consacré à la présentation des concepts 
génétiques de base permettant au lecteur non init~é de se familiariser avec la 
terminologie génétique que nous allons manipuler tout au long de cet ouvrage. Par 
la suite, une introduction à la théorie de la coalescence sera décrite au chapitre II. 
Le chapitre III sera consacré à la présentation de quelques modèles utilisés en 
cartographie génétique, dont nous nous sommes inspirés pour développer notre 
test d'association. Le modèle mathématique ayant servi à la construction du test 
GoLiATe sera par la suite présenté en détails au chapitre IV. Enfin, le cinquième 
et dernier chapitre de ce mémoire sera consacré à l'évaluation des performances 
de notre nouvelle approche à l'aide de données simulées. 
CHAPITRE I 
CO CEPTS DE BASE EN GÉ ÉTIQUE 
La génétique est la science qui étudie la transmission de caractères morphologiques 
et biologiques qui passent de génération en génération. Dans le années 1860 , un 
moine aut richien du nom de Gregor Mendel a présenté une nouvelle t héorie de 
l'hérédité sur la base de son travail expérimental avec des plantes de pois. À cet te 
époque on ignorait tout de la méiose et des chromosomes, mai Mendel croyait en 
l'existence d'unités héritables qui seront appelées gènes en 1906, par le biologiste 
danois Wilhem Johannsen. Ainsi, les t ravaux de Mendel forment le point de départ 
de la génétique moderne. 
Ce chapit re est consacré à l'int roduction de différentes notions de génétique néces-
saires à la compréhension de ce mémoire. C'est pourquoi, nous invitons le lecteur 
déjà familier avec ces concepts à passer directement au chapit r suivant. Il est 
à noter que les informations contenues dans ce chapit re, proviennent de diverses 
sources , notamment le livre L 'essentiel de la génétique (Benj amin A. Pierce, 2012) 
ainsi que divers mémoires (Descary, 2012 ; Dupont , 2013 ; Forest , 2010) . 
1.1 AD : centre de l'information génétique 
C'est à J . Watson et F . Crick (1953) que l'on doit la découverte de la t ructure de 
l'acide désoxyribonucléique (AD ). Ce dernier renferme toutes les informations 
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nécessaires au fonctionnement de l'organisme. Il est composé de deux brins en 
forme d'hélice. Chaque brin est constitué de l'enchaînement de petites molécules, 
appelées nucléotides (A : Adénine, T : Thymine, C : Cythosine et G : Guanine) 
qui codent l'information (Voir figure 1.1 1). Les deux brins sont reliés selon la 
règle suivante : A est toujours relié à T et C à G. Ainsi , si un fragment de brin 
contient la séquence ACGTTCAGGT, la séquence complémentaire sur l'aut re brin 
est TGCAAGTCCA. 
~~nine(A) 
~Guanine(G) 
Phospha1e 
liail.onhyd.ne 
Figure 1.1 Structure en double hélice de l'ADN. 
Chaque organisme vivant contient de l'AD . Chez les eucaryotes 2 et en particu-
lier chez l'homme, l'ADI se trouve dans le noyau de la cellule. En fait , l'ADI 
est la t ructure qui compose chaque chromosome présent à l'intérieur du noyau. 
Chaque cellule humaine contient 46 chromosomes, 23 sont hérités du père et 23 
de la mère. Nous avons ainsi 23 paires de chromosomes homologues pour une 
1. Source : http: 1 /www . sequencage- genome. corn/ bases- sequencage- adn 
2. Regroupent tous les organi mes, unicellulaires ou pluricellulaires, qui se caractérisent par 
la présence d 'un noyau et de mitochondries dans leurs cellules. 
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cellule dite diploïde. Si tous les chromosomes étaient déroulés, l'ADN dans une 
seule cellule formerait un mince fil de près de 2 mètres de long. L'ensemble de ces 
chromosomes constituent ce que l 'on appelle le génome. 
Un gène est formé par la succession de bases nucléotidique de l 'ADN. Le génome 
humain contient environ 20, 000 gènes répartis sur les différents chromosomes et 
qui codent pour différentes protéines. 
Chaque gène possède des versions différentes qu'on nomme allèles. L'allèle peut 
être récessif, dominant ou codominant. Le gène qui contrôle le groupe sanguin 
(sans tenir compte du rhésus), a par exemple trois allèles différents (système 
"ABO"). L'allèle "0" est récessif et les allèles "A'' et "B" sont dominant. Ainsi, 
pour un individu qui possède les allèles "0" et "A" sur ses chromosomes ho-
mologues, c'est l'allèle dominant qui s'exprimera et l 'individu aura pour groupe 
sanguin "A". Lorsqu'un individu possède le même allèle sur ces deux chromo-
somes homologues, on dit qu'il est homozygote dans le cas contraire on dira qu'il 
est hétérozygote. 
1.2 Sources de la diversité génétique 
On peut se demander pourquoi à l 'exception des jumeaux, deux personnes ne sont 
pas exactement semblables . En fait, la plupart de nos caractéristiques physiques, 
aussi appelées phénotypes, sont le résultat soit d'une mutation qu'a subi notre 
génome ou d'un processus que nos chromosomes subissent connu sous le nom de 
recombinaison génétique. 
1.2.1 Les mutations génétiques 
Une mutation génétique est une modification permanente de la séquence d'ADN, 
de telle sorte que cette séquence diffère de ce qu'on trouve chez la plupart des gens. 
Comme une cellule copie son ADN avant de se diviser, il se produit comme une 
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11 faute de frappe'' tous les 100, 000 nucléotides en moyenne. À chaque fois qu'une 
de nos cellules se divise, il se produit environ 120, 000 fautes 3 . Le plus souvent, 
une seule base est remplacée par une autre. Parfois, une base est supprimée ou une 
base supplémentaire est ajoutée. Heureusement, la cellule est capable de réparer 
la plupart de ces changements. 
Souvent, le locus 4 où la mutation se produit, se situe dans des zones intergéniques 
et à ce moment là, la mutation ne produira aucun effet chez l'individu. Cepen-
dant, lorsque celle-ci se produit au niveau des gènes, cela crée dans la plupart des 
cas des différences normales chez les individus porteurs de cette mutation telles 
qu'une couleur de cheveux ou une couleur des yeux différente. On dit alors que 
la mutation a créé un nouvel allèle (une version légèrement différente du gène 
initial). Cependant, il peut arriver que la mutation engendre un nouvel allèle qui 
compromet la fonction de la protéine qui est codée par ce gène et qui se manifeste 
par l'apparition de ce que l 'on appelle maladies génétiques. 
Une fois que les nouveaux allèles apparaissent, les recombinaisons génétiques in-
terviennent pour créer davantage de variation génétique. 
1.2.2 La recombinaison génétique 
Le phénomène de recombinaison est très important pour le maintien de la diversité 
génétique. Il se produit au cours de la méiose un mécanisme de division cellulaire 
spécifique aux cellules germinales. Ces cellules donneront naissance à de nouvelles 
cellules appelées gamètes (ce sont les cellules sexuelles : ovules et spermatozoïdes). 
Les gamètes ont la particularité d'être des cellules haploïdes ou autrement dit elles 
contiennent seulement la moitié des chromosomes d'une cellule diploïde soit 23 
chromosomes. Les différentes étapes de la méiose sont illustrées dans la figure 1.2. 
3. Source : http: 1 /learn. genetics. utah. edu/ content/variation/mutation/ 
4. Un locus désigne une position ou un emplacement physique sur un chromosome. 
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(a) Avant la méiose (b) Réplication (c) Appariement (d) 1 • division ( e) 2° division 
Figure 1.2 Étapes de la méiose : seulement deux paires de chromosomes homo-
logues sont représentés (Tirée de Forest (2010)). 
Dans la figure 1.2.a, nous avons représenté deux paires de chromosomes homo-
logue , en bleu ceux hérités du père et en rouge ceux hérités de la mère. Cette 
figure illustre l'état de la cellule au repos (avant méiose). Les chromosomes sont 
alors formés d 'une seule chromatide 5 . Une fois le processus de division enclenché, 
chaque chromosome se réplique et devient un chromosome en forme de X consti-
tué de deux chromatides comme l'illustre la figure 1.2.b. Dès que la réplication 
se termine , il se produit un appariement des chromosomes homologues (figure 
1.2.c), et c'est durant cette phase que les deux homologues s'échangent du maté-
riel génétique. C'est ce que l'on appelle la recombinaison intrachromosomique ou 
cross-over (qui est illustrée sur la figure 1.3). L'endroit où se produit le cross-over 
(ou enj ambement) est aléatoire. 
Suite aux enj ambements, il se produit une première division de méiose appelée 
mitose réductionnelle. Grâce à cette première division, nous obtenons dewe cellules 
filles haploïde qui contiennent chacune 23 chromosomes à deux chromatides, et 
5. Une chromatide e t une molécule d 'AD associée à des protéines qui a la forme d 'un 
bâtonnet. Les chromatides n 'apparaissent sous forme de chromosomes (en forme de X) que 
durant le processus de division cellulaire. Ainsi, un chromosome en forme de X est composé de 
deux chromatides. 
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Chromosome Chromo!'omc 
maternel paternel 
"'- Pai re de chromoso me s / 
'\. ho mologues / 
Loc us A 
Loc us B-
Point d'e nj a mbement 
Figure 1.3 Phénomène d'enj ambement (cross-over). 
c'est également durant c tt premièr division que e fait le bras age entr chro-
mosomes paternels et matern ls (recombinaison interchromosomiqu s), aut r rn nt 
dit la répart ition des chromosomes homologues dans chacune des cellules se fait 
de façon complètement aléatoire. Par con équent sans tenir compte des cross-
over, il y a 223 (soit 8, 388, 608) gamètes possibles . 
Par la suite, une deuxième division de méiose (mitose équationnelle) se produit 
pour donner naissance à quatre cellules filles contenant chacune 23 chromosome 
à une seule chromatide. Tout au long de ce mémoire, lorsque nous parleron d s 
recombinai on , en fait, nous faisons référence à la recombinaison intrachromoso-
mique (qui correspond à un nombre pair de cross-over). 
1.3 Marqueurs génétiques , haplotype et génotype 
n marqueur génétiqu t une équ ne d 'AD av c un emplacement phy iqu 
connu sur un chromosom . Plusi urs types de marqueurs exi tent t l poly-
morphismes nucl ' otidiques simples appelés S rp (pour ingle nucleotide polymor-
phism) sont le type le plu commun d la variation génétique. 
Chaque SNP repré ente un différenc d 'un seul nucléotide sur la séquence d 'ADN. 
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Par exemple, un SNP peut remplacer le nucléotide cytosine ( C) par le nucléotide 
thymine (T) dans un certain segment d 'ADN. En général , les SNPs possèdent 
juste deux allèles. Alors , une façon de les représenter et que nous allons considérer 
dans ce mémoire est la notation binaire {0,1}. Ainsi leS P n 'ayant subi aucune 
mutation au cours du temps aura l'allèle 11 0 11 , ce dernier est dit allèle primitif ou 
encore allèle majeur. Quant au S P dit mutant ou aut rement dit , celui qui a subi 
une mutation aura pour allèle 11 111 (aussi appelé l 'allèle mineur) . 
Individ u 1 
Squence 1 
Squence 2 
Squence 3 
Individu 2 Squence 4 
Individu 3 
Squence 5 
Squence 6 
SNP-Squence 1 
Individu 1 SNP-Squence 2 
S P-Squence 3 
Individu 2 S P-Squence 4 
SNP-Squence 5 
Inclividu 3 SNP-Squence 6 
{b) 
Œl ·A ... 
Transformation 
binaire 
(a) 
haplotype 1 
haplotype 2 
haplotyp 5 
haplotype 6 
(c) 
Figure 1.4 Extraction de marqueurs génétiques de type S P à part ir de sé-
quences génétiques et t ransformation sous forme binaire. Les S P s mutants sont 
représentés en orange et les SNPs primit ifs en vert. 
La figure 1.4.a illustre une partie de six séquences génétiques provenant de trois 
individus différents. Chaque individu est représenté par deux séquences pour tenir 
compte de la réalité diploïde. Les SNPs représentés en vert sont regroupés sous 
forme d'haplotypes (figure 1.4.b) puis t ransformés sous forme binaire (figure 1.4.c). 
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De manière générale, on peut définir un haplotype par une suit de loci sur un 
même chromosome. Ces loci peuvent être des gènes ou des marqueur génétiques 
comme ceux illustrés dans la figure 1.4.b. 
Le génotype quant à lui, correspond à la composit ion allélique de chaque locus 
pour un même individu. Le tableau 1.1 regroupe les génotypes des trois individus 
aux t rois marqueurs de l'exemple de la figure 1.4 
Tableau 1.1 Génotype des individus de la figure 1.4. 
Individu Génotype au SNP 1 Génotype au SNP 2 Génotype au SNP 3 
1 AIT qc AIT 
2 Al A CIT Al A 
3 T l A CIT TIT 
1.4 Distance génétique 
On peut définir une distance entre deux loci de deux façons. La première est de 
considérer une distance physique basée sur le nombre de paire de base pb ( nucléo-
tides) qui les séparent. Cependant c tte mesure peut devenir très contraignante 
en raison du nombre important de nucl 'otide qui compo ent l'AD ; c'est pour-
quoi, lor qu l'on considère une région sur un chromosome, on utilise souvent la 
mégabase (Mb) à la place des paires de base pour décrire la longueur de cette 
région tel que 1 Mb = 1, 000, 000 pb. 
L'aut re mesure de distance est une mesure génétiqu basé sur la fraction de r -
ombinaison g' néralement notée e (B ~ 1/2) ent re d ux loci. Autrement dit, elle 
représente la probabilité que deux loci ur un même chromo orne soient éparé 
durant la méiose. L'idée est qu plu les lo i sont pro he moins il y aura de chance 
pour qu'un événement de recombinaison se produise entre eux. 
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Comme les probabilités sont toujours comprises entre 0 et 1, cela ne permet pas 
de définir toutes les distances. La solution est alors de définir une distance qui 
est fonction de la fraction de recombinaison e. La fonction la plus couramment 
utilisée est celle définie par Haldane (1919) : 
1 d = - 2ln(1- 28). 
L'unité de mesure est le centimorgan (cM) équivalent à une probabilité d'enjam-
bement de 1% entre deux loci, soit une recombinaison par 100 méioses. 
Il est possible de définir une relation entre la distance physique et génétique 
entre deux loci et qui varie selon l'espèce. Chez l'homme, on admet la relation : 
1 cM~ 1Mb. 
1.5 Équilibre de Hardy-Weinberg et déséquilibre de liaison 
1.5 .1 Équilibre de Hardy-Weinberg 
La notion d'équilibre de Hardy-Weinberg est importante en génétique. Elle permet 
de montrer sous certaines hypothèses (fortes) que la variabilité génétique sera 
maintenue au fil des générations. En effet, on pourrait se poser la question si 
un allèle dominant ne va pas finir par dominer dans toute la population. Pour 
répondre à cette question, le modèle de Hardy-Weinberg adopte les hypothèses 
suivantes : 
- population panmictique (accouplements aléatoires) de taille infini ; 
- générations discrètes ; 
- absence de sélection, de migration et de mutation ; 
- fréquences génotypiques identiques pour les deux sexes. 
Prenons l'exemple d'un marqueur biallélique dont les allèles sont A et a et prove-
nant d'individus d 'une population vérifiant les hypothèses ci-haut. Les fréquences 
correspondant aux trois génotypes possibles AA, Aa et aa dans la population 
sont respectivement PAA, PAa et Paa avec PAA + PAa + Paa = 1. Ainsi, les fréquences 
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correspondants aux deux allèles pour la génération actuelle sont alors : 
PA P(AJAA)P(AA) + P(AJAa)P(Aa) + P(AJaa)P(aa) 
1 
PAA + 2PAa· 
Par le même raisonnement, on peut montrer que : 
1 
Pa= Paa + 2PAa· 
Sous l'hypothèse de panmixie, les fréquences génotypiques de la génération sui-
vante sont respectivement : 
P~A (PAA + tPAa) 2 
P~a 2 (PAA + tPAa) (Paa + tPAa) ' 
P~a = (Paa + tPAa) 2 
Ainsi, en reprenant le même raisonnement pour trouver les fréquences alléliques, 
on peut montrer aisément que les fréquences à la génération suivante corres-
pondent exactement aux fréquences initiales. 
1.5.2 Déséquilibre de liaison 
La notion de déséquilibre de liaison (LD pour linkage disequilibrium) est impor-
tante en cartographie génétique notamment dans les études d'association qu'on 
discutera un peu plus loin. Notez que la majorité des informations contenues dans 
cette section proviennent .de l'article de Nordborg et Tavaré (2002). 
Le LD désigne l'association non-aléatoire entre les allèles à des loci différents. Sup-
posons par exemple, que dans une population, nous avons l 'allèle a à un certain 
locus et l'allèle b à un autre locus avec les fréquences Pa et Pb respectivement. Si ces 
deux loci sont indépendants, alors nous nous attendons à ce que la fréquence de 
l'haplotype (ab) qu'on note Pab soit égale au produit des deux fréquences Pa et Pb· 
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Par contre si la fréquence de cet haplotype (ab) dans la population est différente 
de (Pa x Pb), alors les deux loci sont dit en LD. 
Il existe une variété de mesures statistiques qui permettent d'évaluer le degré 
d 'association entre les paires de marqueurs. Prenons le cas de deux marqueurs 
bialléliques dont les allèles sont (a, A) et (b, B) situés sur deux loci différents. 
Une des mesures les plus simples du degré d'association non aléatoire consiste à 
calculer la différence entre les fréquences observées et espérées d'un haplotype et 
est défini comme suit : 
DAB = PAB- (PA x PB)· 
Ainsi, si l'hypothèse que les deux allèles sont indépendants aux deux loci, alors , 
D AB devrait être significativement différent de zéro. 
Une autre mesure très utilisée aussi, est la valeur absolue de D AB normalisée. Elle 
est donnée par : 
ID~BI = 1 DAB 1 
Dmax 
OÙ 
Une valeur de ID~B I proche de 1 indique un déséquilibre de liaison tandis qu'une 
valeur de 0 témoigne d'un équilibre de liaison. 

CHAPITRE II 
THÉORIE DE LA COALESCENCE 
Le processus de coalescence est un processus stochastique qui a été introduit 
la première fois par Kingman (1982). Ce processus est utilisé en génétique des 
populations dans le but de retracer la généalogie de manière rétrospective (en 
arrière dans le temps) ; autrement dit, à partir d'un échantillon de séquences, 
le processus de coalescence nous permet de remonter à travers les générations 
jusqu'à trouver l'ancêtre commun le plus récent, communément appelé MRCA 
(Most Recent Commun Ancestor) pour ces séquences. 
Ce chapitre a pour but de présenter les notions de base du processus de coalescence 
qu 'on utilisera un peu plus loin (voir chapitre IV) dans la construction de notre 
modèle. Nous allons donc commencer par décrire le modèle de base de Wright-
Fisher qui est basé sur des hypothèses plus ou moins réalistes. Par la suite nous 
verrons comment affaiblir certaines hypothèses en considérant dans le modèle, des 
événements tels que les mutations et les recombinaisons génétiques. 
2.1 Le modèle de Wright-Fisher 
Le modèle introduit par Fisher (1930) et Wright (1931) est un modèle très simple 
de génétique des populations. Il permet de décrire la relation généalogique entre 
un ensemble de gènes (ou de séquences). Ce modèle repose sur un certain nombre 
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d'hypothèses simplificatrices : 
1. Générations discrètes qui ne se chevauchent pas : ceci équivaut à supposer 
que tous les individus de la population ont la même espérance de vie et 
que la reproduction et la mort se produisent de façon simultanée pour les 
individus. 
2. Pas de sélection naturelle : cela veut dire que tous les individus de la po-
pulation ont les mêmes chances de se reproduire. 
3. Taille de population constante composée d'individus haploïdes. 
4. La population n'a pas de structure géographique ou sociale : cela veut 
dire que les parents associés aux individus d 'une génération sont choisis 
complètement au hasard. 
5. Pas de mutation ou de recombinaison génétique. 
Pour tenir compte de la réalité diploïde chez l'homme, on considère une population 
de taille 2N séquences haploïdes (2N haplotypes), que l'on pourra voir comme 
une population de taille N séquences diploïdes (N individus). 
Chaque génération issue du modèle de Wright-Fisher est le résultat d 'un échan-
tillonnage aléatoire avec remise de la génération précédente. Ainsi, le nombre de 
descendants pour une séquence i de la génération k est un exemple de loi bino-
miale de paramètres n = 2N et p = 1/(2N). De ce fait, le nombre moyen de 
descendants est de 1 descendant par séquence et par génération. 
Un exemple de réalisation du processus de Wright-Fisher est illustré à la figure 2.1. 
Dans cet exemple, nous avons généré une population de taille 2N = 10 séquences, 
que nous avons suivi sur 15 générations dans le passé. Chaque ligne horizontale 
représente une génération constituée de séquences d'ADN, représentées par des 
petits cercles qui sont liés à leurs ancêtres de la génération précédente. Quatre 
séquences (représentées en vert (séquences 4, 6, 7 et 10)) ont été échantillonnées à 
partir de la population des 10 séquences. Il faut remonter de 11 générations pour 
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Figure 2.1 Illustration du modèle de Wright-Fisher avec 10 séquences suivies sur 
15 générations. Quatre séquences (en vert) ont été échantillonnées. La séquence 
encadrée en rouge représente le MRCA de séquences échantillonées. 
que celles ci trouvent leur ancêtre commun le plus récent. 
Il est possible d 'isoler la généalogie des quatre séquences échantillonnées et de la 
représenter sous forme d'arbre tel qu'illustré sur la figure 2.2. 
La section suivante traitera notamment de la loi des temps de coalescences qui 
nous permettra plus tard (voir chapitre IV) de définir une nouvelle mesure de 
similarité entre individus, nécessaire à la construction de not re modèle. 
2.2 Le processus de coalescence 
On dit qu 'il y a coalescence ent re deux séquences de la même génération lorsque 
celles ci trouvent un ancêtre commun en remontant en arrière dans le temps. 
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Figure 2.2 Repré entation d 'un arbre de coalescence obtenu à partir des quatre 
séquences génétiques échantillonnées de la figure 2.1. 
Soit T2 le temps en nombre de générations avant que deux séquence ne coalescent . 
La probabilité pour que deux séquences trouvent un ancêtre commun une géné-
ration en arri ' re dans le temps e t de 1/(2N). En eff t, une séquence choisie au 
hasard un parent de la génération précédente et l 'autre séquence aura une chance 
sur 2N de choisir le même parent. De manière générale, le temps avant que deux 
séquences trouvent un ancêtre commun k générations en arrière est distribué selon 
une loi géométrique de paramètre p = 1/(2N). Ain i, nous avon 
( 
1 ) k-l 1 
P(T2 = k) = 1-- - . 2N 2N 
Cela veut dire que nos deux séquences trouvent des ancêtres distincts pendant 
(k - 1) générations t coalescent à la kèmc génération. Il faut donc en moyenne 
remonter 2N générations dans le pa é pour que deux séquences trouvent un 
ancêtre commun. 
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On peut aussi trouver la loi du temps à l'ancêtre commun pour un échantillon 
composé den séquences. Pour cela, nous allons tout d'abord calculer la probabilité 
que n séquences trouvent des ancêtres différents à la génération précédente. Soit 
P(n) cette probabilité. De ce fait, la première séquence choisie un parent au hasard 
parmi les 2N séquences, par la suite, la seconde séquence choisie un autre parent 
au hasard parmi les 2N- 1 séquences restantes et ainsi de suite. On aura alors : 
P( n) = ( 2~; 1) ( 2~; 2) ... ( 2N ;; + 1) 
. ( 1 - 2~) ( 1 - 2~) ... ( 1 - n2~ 1) 
TI (l- 2~) 
n-
1 
k ( 1 ) 1
- L2N+O N 2 
k=1 
1 _ _ 1 n(n - 1) 0 (-1 ) 2N 2 + N 2 
1- (~) + o(J_) 
2N N 2 
~ 1 - (~) 
""' 2N' 
où 0(1/N2 ) représente tous les termes qui sont divisés par Ni avec i E {2, 3, . .. , n-
1}. Ainsi, la probabilité d'avoir un événement de coalescence à la génération pré-
cédente lorsque l 'on a un échantillon composé den séquences est approximative-
ment égale à (;) /2N. Puisque nous avons supposé que les générations se forment 
de manière indépendante l 'une de l'autre, la probabilité qu'aucune coalescence ne 
surviennent en (k- 1) générations, puis qu'une se produise à la kême génération 
est : 
P(T: = k) ~ (1- G)) k-1 (~) . 
n 2N 2N 
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Ainsi, le temps à l 'ancêtre commun (Tn) pour un échantillon constitué de n sé-
quences est approximativement distribué selon une loi géométrique de paramètre 
p = (~) /2N. 
Il est plus réaliste de considérer le temps de coalescence comme un temps continu, 
plutôt qu'un temps discret en nombre de générations. Dans le cas où la taille de 
population est très grande nous pouvons approximer la loi géométrique par une 
loi exponentielle, où une unité de temps correspondrait au temps moyen pour 
que deux séquences trouvent un ancêtre commun. Autrement dit, en unité de 2N 
générations. 
Proposition Pour une taille de population assez grande N, le temps à l'ancêtre 
commun pour un échantillon de n séquences génétiques noté T~ est approximati-
vement distribué selon une loi exponentielle de paramètre G). Ainsi, nous avons : 
P(T~ > t) ~ e-(;)t. 
Preuve Pour montrer que T~ est approximativement distribué selon une loi ex-
ponentielle, il suffit de montrer que : 
lim P(T~ > t) = e-(;)t. 
N-++oo 
Nous savons que le temps à l'ancêtre commun exprimé en nombre de générations 
est approximativement distribué selon une loi géométrique de paramètre p = 1 /2N. 
Nous pouvons donc écrire : 
lim P (r~ > kN) = lim P(T~ > t) = lim (1- (nN2)) 2Nt, 
N-++oo 2 N-++oo N-++oo 2 
où t = k/2N. Nous savons aussi que : 
lim (1 - (;) ) 2Nt 
N-++oo 2N 
. 2Ntln(l-W-) 
hm e . 
N-++oo 
(2.1) 
2 1  
O r ,  n o u s  a v o n s  
(  
(~)) 
2 N t l n  
1
- 2 N  
l n  ( 1 - W)  
1  °  t  
2 N  
l n  ( 1 - (~)x) 
- · t  
x  
l n  ( 1 - ( ; ) x )  - l n  ( 1 - ( ; )  ( 0 ) )  
0  
0  t ,  
x -
o ù  x =  1 / 2 N .  A i n s i ,  n o u s  p o u v o n s  é c r i r e  :  
l i m  l n  ( 1  - (~) )  
2
N t  _  
N - t + o o  2 N  
.  l n  ( 1 - ( ; ) x )  - l n  ( 1 - (~)(0)) 
h m  · t  
x - t O  X - 0  
-(~) t. 
( 2 . 2 )  
E n  r e m p l a ç a n t  l e  r é s u l t a t  d e  l ' é q u a t i o n  ( 2 . 2 )  d a n s  l ' é q u a t i o n  ( 2 . 1 ) ,  n o u s  o b t e n o n s  
f i n a l e m e n t  :  
l i m  P(T~ >  t )  =  e - ( ; ) t .  
N - t + o o  
N o u s  p o u v o n s  d o n c  d i r e  q u e  l e  t e m p s  a v a n t  l e  p r o c h a i n  é v é n e m e n t  d e  c o a l e s c e n c e  
s u i t  u n e  l o i  e x p o n e n t i e l l e  d e  t a u x  ( ; ) .  A u t r e m e n t  d i t ,  T ; ,  " "  e x p  (  ( ; ) ) .  
I l  e s t  i n t é r e s s a n t  d e  t r o u v e r  l e  t e m p s  a v a n t  q u e  t o u t e s  n o s  s é q u e n c e s  t r o u v e n t  u n  
a n c ê t r e  c o m m u n .  S o i t  T i c  l e  t e m p s  d ' a t t e n t e  p o u r  q u e  l ' o n  a i t  u n e  c o a l e s c e n c e  
a l o r s  q u e  l ' o n  a i  s é q u e n c e s  d a n s  l a  g é n é a l o g i e .  L e  t e m p s  t o t a l  j u s q u ' à  c e  q u e  l ' o n  
t r o u v e  l ' a n c ê t r e  c o m m u n  l e  p l u s  r é c e n t  ( M R C A )  e s t  d o n n é  p a r  :  
n  
T M R C A  =  L Ti c ·  
i = 2  
L a  l o i  d e  T M R C A  p e u t  ê t r e  o b t e n u e  p a r  u n e  c o n v o l u t i o n  d e  v a r i a b l e s  e x p o n e n t i e l l e s  
( H e i n  e t  a l . ,  2 0 0 4 ) .  C e p e n d a n t ,  l ' e s p é r a n c e  d e  T M R C A  p e u t  ê t r e  f a c i l e m e n t  o b t e n u e  
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comme suit: 
n 
i=2 
n 1 L-i 
i=2 C) 
n 2 L i(i -1) 
t=2 
On constate que le temps total moyen pour remonter à l 'ancêtre commun le plus 
récent de toutes les séquences est inférieur à 2 en unité de 2N générations, et 
que la coalescence de la dernière paire de séquences prend en moyenne la moitié 
du temps total. Ce résultat ne semble pas très intuitif lorsqu'on le voit pour la 
première fois. En effet, lorsqu'on augmente la taille de l'échantillon cela n 'apporte 
guère plus d'information et ne fait que rajouter des petites branches en bas de 
l'arbre, parce-qu'en réalité il y a une seule histoire qui s'est produit au cours du 
temps. 
À présent nous sommes en mesure de décrire un premier algorithme qui permet 
de simuler un processus de coalescence pour un échantillon de n séquences. 
Algorithme 1 : 
1. Poser i = n séquences. 
2. Simuler le temps ~c avant le prochain événement , ~c "' exp ( G)). 
3. Choisir une paire de séquence de façon uniforme parmi les G) paires pos-
sibles. 
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4. Fusionner les deux séquences choisies en une seule séquence et diminuer la 
taille de l'échantillon de un. Autrement dit , i ~ i- 1. 
5. Si i > 1, aller en 2. 
2.3 Le processus de coalescence avec mutation 
1 ous avons vu dans la section 1.2.1 du chapitre I que les mutations étaient en 
partie responsables de diversité génétique. Ainsi , pour avoir un modèle plus proche 
de la réalité, nous devons prendre en considération la possibilité qu 'il puisse y avoir 
des mutations qui se produisent dans la généalogie des séquences. C'est cela que 
cette section traitera essentiellement de l'ajout des événements de mutation dans 
le processus de coalescence. 
Il existe plusieurs modèles avec lesquels les événements de mutations peuvent être 
considérés, notamment le modèle de "sites infinis" et le modèle "d 'allèles infinis". 
Le modèle d 'allèles infinis suppose que l 'information disponible sur les allèles per-
met seulement de dire si ils sont identiques ou pas. Une mutation va donc créer 
un nouvel allèle non observé auparavant. 
Quant au modèle de sites infinis (que nous allons considérer tout au long de ce 
mémoire) , il suppose qu 'une mutation ne se produit qu'une seule fois au même 
endroit sur la séquence d 'ADN au cours de l'histoire. Aut rement dit , la probabilité 
qu'une mutation apparaisse plusieurs fois sur le même locus (site) est négligeable. 
Il est à noter que lorsqu 'un événement de mutation se produit sur une séquence, 
tous les descendants du porteur de cette mutation la posséderont aussi. 
En considérant un modèle neutre où la mutation qui se produit le long d 'une 
séquence n 'a aucun effet sur les probabilités de décès ou de reproduction , alors le 
processus de mutation est indépendant du processus de coalescence. De ce fait , 
les mutations peuvent être superposées directement sur l'arbre de coalescence. La 
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figure 2.3 illustre un arbre issu de la réalisation d 'un processus de coalescence avec 
mutation. 
l\I!RCA 
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Figure 2.3 R présentation d 'un arbr d coal scence avec mutation obtenu à 
part ir de quatre séqu nees génétiques composées de quatre marqueur . Un carré 
vert représent un allèle primitif tandis qu 'un carré orange représente un allèle 
mutant (ou dérivé) . 
À présent , intér s on nous au modèle mathématiqu . Soit 1-L la probabilité d 'avoir 
une mutation à un locus d 'une séquence pour un génération donnée. Le temp T M 
en nombre de gén 'rations avant qu 'un 'v' n rn nt de mutation ne se produis e t 
distribué selon une loi géométrique d par am ' tr JL. Ainsi, nous pouvons écrire : 
25 
De façon analogue que dans le processu de coalescence sans mutation, on peut 
approximer la distribution du temps T M par la loi exponent ielle lorsque N est 
assez grand. Ainsi, nous avons : 
P (T M > t) = (1 - f..L )2Nt = ( 1 - ~~) 2Nt ~ e-%t, 
où le paramètre e = 4N f..L représente le taux de mutation de la populat ion. 
On considérant n lignées indépendantes, le temps avant d 'observer une mutation 
sur une lignée est de loi exponentiel! d paramètre ne /2. Ainsi, le temps d 'attente 
avant le prochain événement (coal scence ou mutation) T = min{T~, r : } est 
distribué elon une loi exponent ielle de paramètre (;) +ne /2. En effet, 
P (T ~ t) = P{min(T~, r :) ~ t} 1- P{min (T~, r:) > t} 
1 - P (T c > t T M > t) n > n 
1 - [P(T~ > t) · P (T: 1 > t) ] 
La pro babil té que le prochain événement soit une coalescence correspond à P(T~ ~ 
r :). Cette probabilité peut être obtenu comme suit : 
P(T~ ~ T:) = r )() t 2 fr~,T~ (t1 , t2) dt1dt2 Jo Jo 
11t2 Jr~(tl)Jr~(t2)dt1dt2 (T~ JL r:) 
l oo 1t2 (~) e-tl(~) n: e_ ~ot2 dtldt2 
(~) 
(~) + ~f) 
n- 1 
n+ e - 1· 
De façon analogue, la probabili té que le prochain évènement soit une mutation 
est donc égale à e /(n + e- 1). 
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2.4 Le processus de coalescence avec recombinaison 
Dans cette section , nous allons nous concentrer sur l'ajout d 'un événement de 
recombinai on dans le processus de coalescence. 
C'est à Hudson (1983) qu'on doit l'introduction de la recombinaison dans le pro-
cessus de coalescence. Hudson a présenté un modèle très simple de processus de 
coalescence avec recombinaison. Le principe est illustré sur la figure 2.4 . 
• • • • ~ 
point de recombinaison 
Figure 2.4 La r combinaison selon le modèle d 'Hudson. À part ir d 'une séquence 
composée de quatre marqueurs ancestraux représentés par les carrés verts et 
oranges, nou obtenons deux séquences parentales composées de marqueurs an-
cestraux ainsi que de marqueurs non-ancestraux repré entés par des carrés gris. 
Lorsque l'on décrit les événements de recombinaison du passé vers le présent, c'est 
à partir de deux séquences parentales que nous obtenons une nouvelle séquence 
constituée d 'un mélange des deux premières (s'quences parentales) à gauche et à 
droite du point de recombinaison. Cependant , puisque le processus de coalescence 
construit la généalogi du présent vers le passé, il nous est impossible de connaître 
exactement la composit ion de toute la séquence parentale mais uniquement d 'une 
partie. Toutefois, cela ne cause aucun problème : en effet , les séquences parentales 
vont être complété s par de la matière "non-ancestrale" situé à gauche ou à droite 
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du point de recombinaison. La présence de matière non ancestrale ne cause aucun 
problème vu que cette partie n se trouve pas dans les équences de notre échan-
tillon, ce qui la rend non informative pour not re généalogie. 
Il est à noter que la réalisation du proce sus avec recombinaison ne donne plus un 
arbre mais un graphique complexe appelé "graphe de recombinaison ancestral" 
ou ARG pour "Ancestral Recombination Graph" , tel qu 'illustré sur la figure 2.5. 
Même si ce modèle ne rend pas tout à fait compte de toute la complexité bio-
logique de la recombinaison présenté à la section 1.2.2, il forme toujours la base 
pour la plupart des applications en t héorie de la coalescence. 
A présent , nous allons présenter le modèle mathématique qui permet de modéliser 
la recombinaison. Soit r la probabilité d 'avoir une recombinaison le long d 'une sé-
quence à une génération donnée. Si l'on considère un modèle discret alors le temps 
en nombre de générations jusqu 'à ce qu'un événement de recombinaison se pro-
duise est distribué selon une loi géométriqu de paramètre r. Ainsi , la probabilit ' 
d'avoir une recombinaison k générations en arrière dans le temps est : 
De façon similaire au cas du processus de coalescen ·e avec mutation, on définit 
p = 4Nr, le taux de recombinaison de la population. On aura alors r = (p/ 2)/2N 
et l'on peut alors faire une approximation en temps cont inu de la même façon 
décrite à la section précédente et montrer que : TR"' exp (p/2). 
En considérant un échantillon de n séqu nees t des lignées indépendantes les unes 
des autres , le prochain événement de recombinaison est alors distribué selon une 
loi exponentielle de paramètre (np/2). Autrement dit : T/!"' exp (np/2). 
Lorsque l'on introduit les événements de re ombinaison, on pourrait se demander 
si l'on parvient toujours à trouver un ancêtre commun pour l'ensemble de notre 
échant illon vu qu'à chaque événement de recombinaison le nombre de séquence 
augmente de 1. La réponse est oui : n ffet , le taux "de coalescence" est un 
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1RCA 
•••• 
coalescence 
coalescence 
•••• mutation 
•• •• mutation 
•• 
•• 
Figure 2.5 Graphe de recombinaison ancestral obtenu à partir de quatre sé-
quences génétiques composées de quatre marqueurs. Un carré vert repr 'sente un 
allèle normal tandis qu 'un allèle mutant est représenté par un carré orange. Les 
carrés gris représentent des marqueurs non-ancestraux dus aux événements de 
recombinaisons. 
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taux quadratique en n (le nombre de séquences), et est donc supérieur au taux de 
recombinaison qui est "linéaire 11 en n. 
Puisque que nous avons une indépendance entre les événements de coalescence, de 
mutation et de recombinaison, on peut montrer que la distribution du temps avant 
le prochain événement suit une loi exponentielle de paramètre n(n + e + p -1)/2. 
Les probabilités associées aux trois événements sont (n - 1)/(n + e + p - 1), 
8/(n + e + p -1) et pj(n + e + p- 1) pour une coalescence, une mutation et une 
recombinaison respectivement . 
L'algorithme suivant résume de façon générale comment simuler un ARG. 
Algorithme 2 : 
1. Poser i = n séquences. 
2. Simuler le temps 1i avant le prochain événement, 1i rv exp ( i(i+B~p-l) ). 
3. Le prochain événement sera respectivement un événement de coalescence, 
de mutation ou de recombinaison avec les probabilités : ( i- 1)/(i+B+p- 1) , 
e /(i + e + p- 1) et pj(i + e + p - 1) . 
4. Si c'est un événement de coalescence, choisir deux séquences au hasard 
de façon uniforme parmis les séquences qui peuvent coalescer et les 
fusionner en une seule puis diminuer la taille de l'échantillon de un. 
Autrement dit : i f-i- 1. 
Si c'est un événement de mutation, choisir aléatoirement une lignée et 
un locus pour apposer une mutation. 
Si c'est un événement de recombinaison, choisir a léatoirement une sé-
quence et un point de recombinaison de manière uniforme le long de 
la séquence puis créer deux nouvelles séquences telles qu'illustré à la 
figure 2.4 et augmenter le nombre de séquence de un. Autrement dit : 
i+-i+l. 
5. Si i > 1, aller en 2. 

CHAPITRE III 
CARTOGRAPHIE GÉNÉTIQUE 
Le chapitre II nous a permis d'introduire les bases théoriques du processus de 
coalescence qui sert à la construction de notre nouvelle mesure de similarité entre 
les individus de notre échantillon, et dont nous présenterons tous les détails dans 
le chapitre IV. Dans ce troisième chapitre, nous allons plutôt nous intéresser à 
quelques modèles utilisés en cartographie génétique, et dont nous nous sommes 
inspirés pour créer notre modèle. 
On peut dire que la cartographie des gènes étudie la relation entre les génotypes 
et les phénotypes. Son objectif est d'identifier le plus précisément possible quelles 
régions génomiques peuvent affecter un phénotype d'intérêt, mais aussi d'estimer 
l'importance de ces régions dans la variabilité phénotypique du trait. 
Les phénotypes peuvent correspondre au statut de la maladie pour des plans 
d'études en cas-témoins (généralement codés 0 ou 1), ou à des mesures quantita-
tives associées à un individu, telles que la pression artérielle ou le taux de glycémie 
à jeun par exemple. 
On peut distinguer deux types d'analyses qui permettent d'estimer la position 
d 'un gène responsable de l 'apparition d'un phénotype d 'intérêt chez un individu. 
Ces analyses diffèrent l 'une de l'autre, notamment par le type d'échantillon consi-
déré dans l 'étude. 
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Les analyses de liaison (ou linkage analysis en anglais) sont en général effectuées 
sur des échantillons de familles dont l 'un ou plusieurs membres sont atteints d'une 
certaine maladie. L'idée est alors de tester la co-ségrégation entre la maladie et 
les allèles de marqueurs à proximité, qui ont tendance à être hérités ensemble lors 
de la méiose entre les membres affectés et non affectés d'une même famille. Cette 
méthode va en général conduire à la localisation d'une région chromosomique ou, 
plus rarement, d'un seul gène. L'avantage principal de travailler sur des échan-
tillons de familles est qu'en général les membres d'une même famille partagent des 
environnements et des gènes similaires. Cependant, le nombre de familles recrutées 
pour ce genre d'étude est généralement trop faible pour conclure efficacement. 
Les analyses d'association de leur coté sont généralement réalisées sur la base 
d'échantillons provenant d'une certaine population dont les individus sont suppo-
sés n'avoir aucun lien de parenté entre eux. Cette fois, l 'idée est de tester l'associa-
tion (ou la corrélation) entre un phénotype d'intérêt avec le génotype au marqueur 
de l'individu. On peut distinguer entre deux types d'approches pour réaliser de 
telles analyses. L'approche gène-candidat teste la présence d'une association entre 
un phénotype d'intérêt et un certain gène dont on soupçonne l'implication dans 
l'expression du phénotype. Ainsi, cette approche repose sur une bonne connais-
sance de la fonction du gène mis en examen. La seconde approche consiste quant à 
elle à la recherche d'association sur l'ensemble du génome. Ces études sont connues 
sous le nom de Genome Wide Association Studies {GWAS) qui sont rendues pos-
sible, notamment grâce au développement de nouvelles technologies de séquençage 
et de génotypage. 
Les sections qui suivent vont développer plus en détails les méthodes statistiques 
qui permettent de réaliser de telles études. Nous allons donc faire un très bref 
survol sur les études de liaison et nous nous concentrerons particulièrement sur 
les tests utilisés dans les études d'association. Mais avant, nous donnerons un 
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bref aperçu sur les maladies complexes ainsi que l'hypothèse sous-j acente à la 
réalisation de GWAS. 
3. 1 Maladies complexes 
À la différence des maladies Mendéliennes classiques qui résultent d 'une mutation 
dans un seul gène, les maladies dites complexes ou multifactorielles (comme la 
maladie de l'asthme, de Parkinson et du diabète) sont, quant à elles, causées par 
l'interaction de mult iples facteurs. Ces derniers peuvent être génétiques, environ-
nementaux ou même correspondre à l'hygiène de vie de la personne. 
La difficulté avec ce genre de maladie est que même si une personne est prédis-
posée génétiquement à avoir de telles maladies, cela ne veut pas forcément dire 
que cette personne développera effectivement la maladie au cours de sa vie. Ainsi, 
plutôt que d'étudier les facteurs génétiques et environnementaux séparément, les 
chercheurs étudient maintenant comment ces derniers interagissent les uns avec 
les aut res dans le but d 'améliorer la compréhension des évent uelles causes de ces 
maladies. En ce qui concerne le facteur de risque génétique lié à ces maladies, 
deux grandes hypothèses ont été proposées par les chercheurs. L'hypothèse de 
maladie commune-variants communs ( common disease-common variant, CDCV) 
stipule que la maladie est , ent re autres, causée par l'accumulation des effets de 
plusieurs variants génétiques communs et dont la fréquence allélique dans la po-
pulation est supérieure ou égale à 5%, et qui ont chacun une petite cont ribut ion 
dans l'apparit ion de la maladie (Schork et al. , 2009). À l'opposé, l 'hypothèse de 
maladie commune-variants rares ( common disease-rare variant, CDRV) suppose 
que les variants génétiques rares dont la fréquence allélique est inférieure à 5% 
dans la population ont une grande influence sur la maladie (Schork et al., 2009). 
Plusieurs tests d'association considérant l'une ou l'aut re de ces hypothèses ont 
été développés dans la littérature, et nous en présenterons quelques uns dans les 
sections 3.3 et 3.5 . 
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3. 2 Analyse de liaison 
Tel qu 'il a été ment ionné précédemment , l 'analyse de liaison est une étude statis-
t ique basée sur des données d 'individus apparentés (une famille). Chaque famille 
peut être représentée sous la forme d 'un pedigree. Ce dernier représente un di-
gramme décrivant les liens de parenté ent re les individus d 'une même famille un 
peu comme un arbre généalogique tel qu 'illustré ur la figure 3.1. 
On se souvient que le paramètre qui mesur la liaison entre deux loci est la frac-
G é né ration I : 
G énération II : 
G é nérat ion III : r--------.J 
' 
MIM 
4 2 
Mm 
1 2 
miM 
2 4 
MIM 
3 4 
ml!vl 
1 3 
~--------------, 
MIM 
1 3 
!vllm 
4 1 
' 
' 
Figure 3.1 Représentation d 'un pedigree constitué de trois générations. Les in-
dividus de sexe féminin sont représentés par des cercles tandis que ceux de sexe 
masculin par de carrés . n cercle ou un carré vide indique que l'individu n 'est 
pas atteint par la maladie, tandis qu 'un symbole remplis indique que l'individu 
est atteint par la maladie. 
t ion de recombinaison e décrite au chapit re I. On se rappelle aussi que si deux 
loci sont liés (ou proche l'un de l'aut re) , alors la probabilité qu 'il y ait une recom-
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binaison entre eux est plus petite que 0.5. Ainsi, dans une analyse de liaison on 
cherche à tester l'hypothèse d'absence de liaison contre l'hypothèse de présence 
de liaison qui se traduit formellement par : 
H0 : e = 0.5 contre Ha : e < 0.5. 
En général, le véritable mode de transmission de la maladie est inconnu. C'est 
pourquoi, avant d'effectuer une analyse de liaison, il est nécessaire de spécifier au 
préalable un modèle génétique de la maladie. Pour donner une idée sur les diffé-
rents modèles génétiques qui existent, considérons une maladie monogénique (où 
un seul gène est impliqué) avec deux allèle possibles M (allèle mutant ou causal) 
et m (allèle normal). 
On définit le vecteur de pénétrances par F = (!0 , ft, h), où fi correspond à la pro-
babilité d'être malade conditionnellement au génotype de l 'individu. Autrement 
dit, 
Jo= ?(Malade 1 mm), ft= ?(Malade 1 Mm), h =?(Malade 1 MM). 
Un modèle où la maladie n'apparaît que si l'individu possède deux allèles mutants 
M est dit récessif. Ce dernier conduit aux pénétrances Jo = ft = O. À l'opposé, 
un modèle dominant nécessite la présence d'un seul allèle mutant et conduit aux 
pénétrances ft = h = 1. Lorsque Jo > 0, il y a phénocopie, ce qui veut dire 
que les facteurs qui expliquent cette maladie ne sont pas seulement génétiques, 
mais qu'il pourrait y avoir un facteur de risque, environnemental par exemple, 
qui entraîne l'apparition de la maladie; c'est, entre autres, ce qui arrive avec les 
maladies complexes (ou multifactorielles) décrites précédemment. 
Afin de tester l'hypothèse de liaison citée plus haut, nous allons introduire quelques 
notations. Dans un cas simple où l'on pourrait compter le nombrer de recombi-
nants et le nombre n-r de non recombinants lorsque l'onan méioses informatives 
(c'est à dire, une méiose où l'on pourrait savoir s'il y eu recombinaison ou non), 
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la fonction de vraisemblance correspond simplement à la fonction de masse de la 
loi binomiale de paramètres n et e et est donnée par : 
La valeur de e qui maximise la vraisemblance est e = r jn. Cependant, puisque 
8 E [0, 1/2), l 'estimateur du maximum de vraisemblance de 8 est donné par : 
ê = { ; si r ::;; n /2, 
~ si r > n/2. 
Une fois e estimé, il possible de tester l'hypothèse liaison en utilisant le LOD score. 
Ce dernier a été introduit par Haldane et Smith (1947) et se définit par : 
( L(B; R) ) LOD(B) = Z(B) = log10 L(B = 0. 5; R) , 
où L(B; R) désigne la fonction de vraisemblance calculée à partir du pedigree. 
Ainsi, le maximum du LOD score sera Z(ê). Lorsque Z(ê) > 3, cela indique une 
présence de liaison, si par contre, Z(ê) < -2, cela voudrait dire que les deux loci 
ne sont pas liés. Enfin, si -2 < Z(ê) < 3, alors on ne peut pas conclure sur la 
présence ou non de liaison et des analyses supplémentaires doivent être réalisées 
(Teare et Barrett, 2005). 
Pour illustrer le calcul du LOD score, prenons l 'exemple simple d'une partie du 
pedigree (encadré en rouge) de la figure 3.1. On suppose que la maladie est ré-
cessive avec F = (0, 0, 1) et l 'allèle causal noté par M. Le père est homozygote 
au locus de la maladie, il n'est donc pas informatif pour la méiose. La mère est 
hétérozygote au deux loci, nous avons donc 5 méioses informatives. Cependant, 
les phases du génotype ne sont pas connues (on ne sait pas quel allèle se trouve 
sur quel haplotype). Nous allons alors considérer les deux phases possibles pour 
la mère : Ph1 = (Ml 1 m2) et Ph2 = (M2 1 ml) avec P(Phi) = 1/2 pour tout 
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i E {1, 2}. La vraisemblance s'écrit alors comme suit : 
2 
L(e) = 2:: P(Phi). L(e 1 Phi)· 
i=l 
Si Ph1 est valide, on compte 3 recombinants et 2 non recombinants. Si Ph2 est 
valide, on compte 2 recombinants et 3 non recombinants. On aura alors : 
2 
L(e) = 2:: P(Phi). L(e 1 Phi) 
i= l 
Sur l'intervalle [0, 1/2], la vraisemblance atteint son maximum pour ê = 1/2. De 
ce fait : 
A L(1/2) 
Z(e) = log10 L(e = 112) = log10 (1) =o. 
Ainsi, dans ce cas, on ne peut conclure une liaison, et des études supplémentaires 
avec d'autres familles doivent être faites. 
L'analyse que nous venons de décrire est une analyse deux points ou, autrement 
dit, elle utilise seulement un marqueur de position connu pour tester la liaison. 
Il est aussi possible de considérer plusieurs marqueurs au lieu d'un seul. Cette 
analyse est appelée analyse multipoints, qui repose également sur le même principe 
que nous venons de décrire pour une analyse deux points. 
D'autres approches non-paramétriques que nous ne discuterons pas ici peuvent 
être employées pour une analyse de liaison; le lecteur intéressé pourra se référer 
à Holmans (2001) pour plus de détails. 
3.3 Études d'association 
De façon générale, les études d'association cherchent à détecter une association 
entre un variant génétique et la maladie au niveau populationnel. Ainsi, pour les 
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études en cas-témoins par exemple, elles permettent de nous informer qu'un al-
lèle spécifique d'un gène se retrouve plus fréquemment qu'attendu chez un groupe 
d 'individus affectés (cas), en comparaison à un groupe d'individus non-affectés (té-
moins ou contrôles). Deux types d'association peuvent avoir lieu comme l'illustre 
la figure 3.2. On dit qu'il y a une association directe si le marqueur observé est 
Phénotype 
~Association causale ~D'''l 'b 
·l eseqm 1 re ~ Paire de 7 d 1. . \chromosomes ~~ 
SNP génotypé SNP causal 
non génotypé 
Figure 3.2 Type d'association entre le marqueur et le phénotype (Adaptée de 
(Astle et Balding, 2009)). 
un locus responsable de l'apparition du phénotype (la maladie), ou indirecte si ce 
marqueur se trouve physiquement proche du locus responsable de la maladie et 
que leurs allèles sont statistiquement associés en raison du déséquilibre de liaison 
(LD). On se souvient que le LD reflète l'association non aléatoire, entre les allèles 
de deux ou plusieurs loci génétiques. 
Nous allons à présent décrire les principaux tests statistiques cités dans la litté-
rature, à savoir les tests basés sur les tableaux de contingence ainsi que les tests 
basés sur les modèles linéaires. 
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3.3.1 Tests basés sur les tableaux de contingence 
Les tests d'association génétique basés sur les tableaux de contingence sont ha-
bituellement effectués pour chaque SNP. Ainsi, pour chaque marqueur biallélique 
avec l 'allèle mineur M (ou mutant) et l 'allèle majeur m (ou normal), un tableau de 
contingence peut être construit (voir tableau 3. 1). Ce tableau contient le nombre 
de cas et de contrôles observés pour chaque génotype (mm, Mm et MM). 
Sous l'hypothèse nulle de non association avec la maladie, on s'attend à ce que les 
Tableau 3.1 Tableau de contingence génotypique. 
Génotype mm Génotype Mm Génotype MM 2:: 
Cas nu n12 n13 ncas 
Contrôles n21 n22 n2a ncontrôle 
2:: nmm nMm n MM n 
fréquences génotypiques soient identiques chez les malades et les non-malades. De 
ce fait, un test d'association peut être réalisé par un simple test d'indépendance 
du khi-deux (x2 ) afin de tester l 'indépendance entre les lignes et les colonnes du 
tableau. La statistique de test utilisée est 
2 I:6 (Oi - Ei) 2 x = g 
i=l t 
qui, sous H0 , suit une loi de khi-deux (x2 ) à deux degrés de liberté 1 (ddl) . Les 
Oi représente les valeurs observées nu, n 12 , .. . , n 23 et les Ei les valeurs attendues 
sous l'hypothèse nulle (par exemple E1 = naa · ncas/n) . 
Le test classique du x2 est avantageux computationnellement mais n'est qu 'asymp-
totique. C'est pourquoi, lorsque les effectifs sont faib les (nij < 5), on utilise plutôt 
1. Le degré de liberté (ddl) correspond à (n- 1) x (d- 1) où n est le nombre de lignes du 
tableau et d le nombre de colonnes. 
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le test exact de Fisher. Ce dernier permet de calculer la probabilité exacte d'obser-
ver le tableau 3.1 sous l'hypothèse nulle d'indépendance à l'aide de la distribution 
hypergéométrique au lieu d'utiliser une approximation comme le test du khi-deux. 
Ces tests peuvent aisément être réalisés avec le logiciel R par exemple. 
Il est à noter que le tableau 3.1 n 'est qu'un exemple de la façon dont on pourrait 
construire un tableau de contingence pour une analyse d'association. En effet, on 
peut construire un tableau de différentes façons en fonction du modèle génétique 
(multiplicatif 2 , additif, récessif ou dominant) que l 'on veut tester. 
Lorsque l 'on considère un modèle multiplicatif, par exemple, il est nécessaire de 
construire des tableaux alléliques (2 x 2) où l'on dénombre les cas et les contrôles 
pour chaque allèle plutôt qu'une table génotypique (Clarke et al., 2011). 
Ainsi, un test d'association allélique peut être réalisé avec un test de x2 à 1 ddl 
ou un test exact de Fisher. Pour tester l 'association en supposant un modèle do-
minant (ou récessif respectivement), il suffit de regrouper les génotypes Mm et 
MM (respectivement mm et Mm) dans une même cellule du tableau 3.1. 
3.3.2 Modèles linéaires 
À la différence des tests basés sur les tableaux de contingence décrits à la section 
précédente, les modèles linéaires permettent non seulement de tester l'effet du gé-
notype sur un phénotype binaire ou continu mais aussi de fournir une estimation 
de la force d'association entre le trait et le génotype en plus de la possibilité d'in-
clure des covariabes tel que l 'âge ou le sexe de l'individu . Pour l'instant, supposons 
un modèle simple sans covariables où l'on considère uniquement l 'influence d'un 
seul marqueur génétique situé au locus l sur le phénotype Y . Si ce dernier est 
2. Un modèle multiplicatif indique que le risque de développer la maladie est multiplié par 
'Y pour chaque allèle M additionnel (où 'Y est un paramètre de pénétrance, 'Y > 1), voir Clarke 
et al. (2011) pour plus de détails. 
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continu, le modèle s'écrit sous la forme suivante : 
(3.1) 
où J-Lo est une constante et Git E {0, 1, 2} est le génotype de l'individu i au mar-
queur situé au locus l. Le génotype est codé de façon à compter le nombre d'allèles 
mineurs que l 'individu possède au locus l. Ainsi, le coefficient (31 représente l'effet 
du génotype (G1) sur le phénotype Y . Enfin, Ei est un terme d'erreur de moyenne 
nulle et de variance CT;. Lorsque le phénotype est binaire comme dans les études 
cas-témoins, on considère plutôt un modèle de régression logistique : 
logit{ P(Yi = 1 1 Gil)} = J-Lo + f3zGit· (3.2) 
Une fois le modèle de l'équation (3.1) ou (3.2) ajusté, on peut tester l 'hypothèse 
nulle de non-association contre l'hypothèse d'association qui se traduit formelle-
ment par: 
Ho : f3z = 0 contre Ha : f3z =/= O. 
Le test peut être effectué en utilisant la statistique de Wald donnée par 
~ 2 
W = f3z ~ 
Var(f3z) 
Ho 2 
,....., XI> 
où~~ est l 'estimateur du maximum de vraisemblance de (31• Sous l'hypothèse nulle, 
W suit approximativement une loi de khi-deux à un degré de liberté. 
Le modèle linéaire simple utilisant un seul SNP à la fois a permis l'identification 
de loci impliqués dans des maladies mono géniques (où un seul gène est impliqué), 
mais s'est révélé inefficace pour les maladies éomplexes où l 'on soupçonne l'impli-
cation de multiples loci. Une autre approche consiste à analyser simultanément un 
ensemble de marqueurs génétiques de façon à évaluer l 'influence de chaque SNP 
sur le phénotype en présence de tous les autres marqueurs. Ainsi, pour tester l 'as-
sociation entre le phénotype Y et une région G 1 = (G11 , ... , Gpt) constituée de p 
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de marqueurs génétiques située au locus l, on commence par ajuster le modèle 
(3.3) 
si le phénotype continu ou bien le modèle 
logit{P(Yi =li Gitt, ... , Gipt)} = 1-to + {JllGill + · · · + fJptGipt, (3.4) 
si le phénotype est binaire. Par la suite, on procède à un test d'hypothèse global 
de la région l qui se traduit formellement par : 
Ho : f3t =Op contre Ha : ::3 jE {1, ... ,p} : f31t i= 0, 
en utilisant un test de rapport de vraisemblance ou un test de Wald. 
Dans les études d'association sur tout le génome (GWAS), on considère souvent un 
très grand nombre q de régions chromosomiques. Ainsi, lorsqu 'on effectue un test 
pour chaque {31 où l E {1 , ... , q}, le seuil global, à savoir la probabilité de rejeter 
H0 pour au moins une région alors que celle ci est vraie (H0 ), sera beaucoup plus 
grand que a. Afin de contrôler le seuil global, on utilise en général la correction 
de Bonferroni qui suggère de réduire le seuil de chaque test à (a/q) où q est le 
nombre total de régions que l'on veut tester. 
3.4 Contrôle de la structure de population 
Les approches décrites jusqu'ici reposent sur deux hypothèses fondamentales. Tout 
d'abord, les individus qui rentrent dans l'étude sont supposés provenir d'une seule 
population génétiquement homogène. Autrement dit, il ne devrait y avoir aucune 
structure dans la population (on parle aussi de stratification de la population dans 
la littérature). La stratification apparaît lorsque les individus de l 'échantillon ont 
des ancêtres distincts en remontant plus loin dans la généalogie. 
Deuxièmement, tous les individus de l'échantillon doivent représenter des unités 
statistiquement indépendantes tirées de cette même population homogène, et cela 
43 
n'est pas toujours vrai. En effet, en réalité , même si les individus génotypés ne 
proviennent pas en général de la même famille (ce qui n'est toutefois pas impos-
sible), ils partagent néanmoins des ancêtres communs mais de façon plus lointaine 
dans le temps, c'est ce que l'on appelle 11 la parenté cachée 11 ou cryptic relatedness 
en anglais. 
Ainsi, si l 'une des deux suppositions précédentes n'est pas respectée, les tests d'as-
sociation standard ont tendance à avoir une inflation de l'erreur de type 1. 
L'erreur de type 1 se traduit par le fait de rejeter à tort l'hypothèse d'absence 
d 'association, autrement dit, conclure à une association avec le phénotype alors 
que celle ci n'est pas vraie (un faux positif). Cela se produit en général lorsque les 
fréquences d'allèles des individus échantillonnés varient entre les sous-populations. 
Un ou plusieurs de ces allèles peuvent en effet être impliqués dans la détermina-
tion du phénotype, mais les statistiques standard peuvent ne pas les distinguer 
des nombreux allèles à l'échelle du génome et dont les fréquences varient selon 
les sous-populations à cause de la dérive génétique ou de la sélection naturelle 
(voir Astle et Balding, 2009) . Pour donner un exemple: prenons le cas d 'un grand 
échantillon composé de Chinois et de Canadiens. De nombreux variants génétiques 
sont susceptibles de présenter une association avec le phénotype 11 savoir manger 
avec des baguettes 11 • Ceux ci seront les allèles qui sont relativement communs au 
Chinois qui ont une histoire différente des Canadiens mais qui ne causent pas le 
fait de savoir manger avec des baguettes (gène de la baguette!). 
Pour remédier à ce problème, diverses approches ont été développées dans la 
littérature et nous allons décrire les plus utilisées. 
3.4.1 Le contrôle génomique 
Le contrôle génomique est une technique simple pour réduire l'inflation de l'erreur 
de type 1 causée par la structure de la population ou la cryptic relatedness. Elle 
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consiste à corriger la statistique du test par un facteur d 'inflation constant noté 
À. Ce facteur est calculé sur la base des SNPs nuls (qui montrent une absence 
d 'association avec le phénotype) de la façon suivante : 
À = Médiane (T1 , ... , Tk) 
M ' 
où T1 , ... , Tk sont les valeurs de la statistique du test des k marqueurs non associés 
et M la médiane théorique de la statistique du test. En fait , l 'idée est que si la 
valeur médiane des SNPs nuls s'éloigne de la valeur théorique (À > 1), alors 
cela est certainement dü à la présence d'une structure dans la population. Tandis 
qu'une valeur de À ~ 1 indique une absence de structure. En cas de présence de 
structure, il suffit alors de diviser les statistiques du test par À pour contrôler 
l'effet de la structure. 
Toutefois , selon Priee et al. (2010), il faut distinguer entre les différences des sous-
populations qui sont dues à une récente dérive génétique de celles qui proviennent 
d 'une ancienne division de la population. Dans le premier cas, une correction 
en divisant la statistique du test par À peut suffire tandis que dans le second 
cas, cela peut s'avérer insuffisant en raison de la présence de marqueurs avec des 
différences inhabituelles dans la fréquence d'allèles probablement causées par la 
sélection naturelle. 
D'autres approches de correction de la stratification, y compris des approches qui 
tiennent compte également de la parenté cachée ( cryptic relat edness), sont décrits 
ci-dessous. 
3.4.2 L'analyse en composantes principales (ACP) 
Afin de contrôler l'effet de la structure de population, Zhang et al. (2003) pro-
posent d'inclure les composantes principales de la matrice de génotype G comme 
covariables dans le modèle de régression (3.3) décrit précédemment. Priee et al. 
(2006) présentent la même méthode mais appliquée à des études cas-témoins. 
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L'idée est d'utiliser les marqueurs nuls (non-associés avec le phénotype) pour 
construire les composantes principales qui décrivent de la meilleure façon la va-
riabilité entre individus. Soit G la matrice de génotype constituée de n lignes 
correspondant aux individus et de p colonnes correspondant aux marqueurs géné-
tiques. Les génotypes sont codés de façon à compter le nombre d'allèles mineurs 
pour chaque individu, autrement dit, Gij E {0, 1, 2}, mais sont standardisés par 
rapport aux colonnes de façon à avoir une moyenne nulle et une variance égale à 
1. Étant donné que se sont les individus qui nous intéressent, l'ACP est réalisée 
sur la matrice cp = (1/p)GGT plutôt que sur la matrice des corrélations de G. 
La matrice cp aussi appelée matrice kinship empirique permet de tenir compte de 
la similarité génotypique entre les individus. En effet, l'élément cpij de cp est une 
mesure empirique de la proportion du génome au complet que les individus ( i, j) 
partagent par descendance. Les composantes principales sont obtenues à partir de 
la décomposition spectrale de la matrice cp donnée par : 
où A = di ag (>, 1 , ... , Àn) est une matrice diagonale contenant les valeurs propres 
de cp et U = [u 1 ; ... ; un] est la matrice des vecteurs propres associés . Ainsi, les 
composantes principales auront une forte corrélation avec les SNPs dont les fré-
quences d'allèles varient entre les sous populations. De façon générale, pour un 
modèle en k sous-populations, il suffit d'inclure les (k -1) premières composantes 
principales pour corriger l 'effet la structure (Priee et al., 2006). 
3.4.3 Modèle linéaire mixte 
Une autre façon de traiter le problème de la confusion lié à la structure de popu-
lation et à la cryptic relatedness est de considérer un modèle linéaire mixte. Ce 
modèle intègre à la fois des effets fixes (les SNPs candidats et autres covariables 
telles que le sexe, l'âge, ... etc), comme dans le modèle linéaire standard, mais aussi 
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un effet aléatoire qui permet de capturer une partie de la variation phénotypique 
due à la structure de population. Autrement dit, la partie résiduelle du modèle de 
régression (3.3) en présence de structure dans la population peut se décomposer 
en deux parties comme suit : 
€ = fJ + u , 
où fJ est un effet aléatoire qui modélise la variation résiduelle génétique sur le 
phénotype (effets héri tables non-observables) et dont la structure de variance-
covariance dépend de la matrice if! décrite précédemment, tandis que u repré-
sente l'effet non-héritable et non-observable ou autrement dit , la nouvelle partie 
résiduelle. On peut finalement écrire ce modèle sous la forme matricielle suivante : 
Y=Xa+G,L3+ 
"-,.--' 
effet fixe effet aléatoire 
+ ~ 
partie résiduelle 
où Y(n x l) représente le vecteur du phénotype supposé normalement distribué, 
X (n x m) est la matrice de covariables (âge, sexe, ... ) et G (mxl) le vecteur d'effets 
associés aux covariables. La matrice G cn x p) contient les génotype des individus et 
,B(pxl) l'effet correspondant sur le phénotype. Enfin, fl (nxl) est un vecteur d'effets 
aléatoires supposé normal de moyenne nulle et de variance CJ~P(nxn). Ainsi, 
Var(Y) = Var(fJ) + Var(u) = CJ~P + CJ~ln. 
Les méthodes d'association que nous avons décrites jusqu'ici ont permis l 'identi-
fication de nombreux loci associés à des maladies complexes humaines (Hindorff 
et al., 2009). Cependant, les variants génétiques communs identifiés n'expliquent 
qu'une faible proportion du trait (ou du caractère) héritable. Pour pallier à ce 
problème de manque d'héritabilité, les chercheurs postulent une autre hypothèse 
selon laquelle les variants génétiques rares dont la fréquence allélique est inférieure 
à 5% dans la population ont une grande influence sur les maladies (Schork et al., 
2009). Toutefois, la puissance des tests sur les variants rares avec les méthodes 
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standard s'est révélée inférieure à la puissance pour les variants communs sauf 
dans le cas où l'on dispose d'une taille d'échantillon très grande (Li et Leal, 2008). 
C'est pourquoi, le développement de nouveaux tests pour variants rares a suscité 
un grand intérêt ces dernières années . Nous allons donc présenter quelques uns de 
ces tests à la section suivante. 
3.5 Tests d'association sur les variants rares 
Après l'échec des méthodes standard face aux variants rares, de nombreux tests 
ont été proposés dans la littérature. Cette section sera consacrée à la présentation 
de quelques uns de ces tests de façon plus ou moins détaillée. 
3.5.1 Les tests d'association 11 burden 11 
Les tests d'association "burden" (BT par la suite) sont apparus comme première 
alternative aux méthodes standards. Ils permettent de résumer l'information des 
variants rares d'une région en une seule variable qui permettra par la suite de 
tester les effets cumulés de ces variants sur le phénotype. Le modèle de régression 
généralisé pour les burden tests s'écrit comme suit : 
p 
g{[(}i)} = x[ Q + f3c L WjGij, 
j=l 
où g( ·) est la fonction lien et a et f3c sont les coefficients de régression de X i et 
'2.:::~= 1 wjGij respectivement. Le coefficient Wj correspond au poids du lme variant 
génétique et peut être fixé en fonction de la fréquence de l'allèle mineur du variant 
par exemple. L'association entre le phénotype et la région est testée par H0 : f3c = 0 
en utilisant un test de score. La statistique du test est donnée par : 
qui suit approximativement une loi de khi-deux à un degré de liberté sous l'hypo-
thèse nulle. Ces tests supposent implicitement que tous les variants sont causaux 
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et ont le même effet sur le phénotype. Ainsi , si ces hypothèses sont vérifiées, les 
BT auront une bonne puissance. En revanche, la violation de ces hypothèses peut 
conduire à une perte de puissance. 
3.5.2 Le test d'association SKAT 
Après les burden tests, une autre catégorie de tests connue sous le nom des tests 
sur la composante de variance (variance component tests) est apparue. 
SKAT pour Sequence kemel association test (Wu et al., 2011) est un modèle 
linéaire mixte qui permet de tester l'effet combiné de plusieurs variants génétiques 
(rares ou communs) sur un phénotype. Ce dernier peut être continu ou binaire 
comme dans les études cas-témoins. Le fait de travailler avec des variants rares 
peut rendre impossible l'estimation de tous les effets (3j. Pour pallier à ce problème, 
SKAT suppose que les effets liés à la composante génétique sont complètement 
aléatoires de moyenne nulle et de variance T · Wj où Wj désigne le poids spécifique 
à chaque variant génétique et r la composante de variance. La forme matricielle 
du modèle pour un trait quantitatif Y s'écrit alors comme suit : 
Y = X a + Gf3 + E, (3.5) 
où X désigne la matrice de covariables et a le vecteur des effets associés. La 
matrice G contient les génotypes des individus d 'une région constituée de p mar-
queurs et {3 le vecteur des effets de la composante génétique avec {3 rv N(Op , r W ) 
et E r-v N(On, Œ: I n). Ainsi, 
[(Y) 
Var(Y) 
X a , 
rGWGT + Œ; I n· 
Pour tester l 'hypothèse d'association, les auteurs de SKAT proposent le test 
Ho : T = 0 contre Ha: T > 0, 
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au lieu du test 
Ho : {3 =Op contre Ha : {3 #-Op. 
En effet, puisque l'on suppose que les effets s'annulent en moyenne, et si leur 
variance est nulle alors cela veut dire que j3i = j3i = 0 pour tout i,j E {1, ... ,p}. 
Pour réaliser ce test , SKAT utilise un test de score au lieu d'un test de rapport 
de vraisemblance ou un test de Wald comme auparavant. Ainsi, SKAT nécessite 
l 'estimation des paramètres du modèle sous l'hypothèse nulle seulement, ce qui 
le rend très avantageux computationnellement. La statistique du test est donnée 
par: 
Q = (Y- fl )T K (Y- fl ), 
où fl = X â représente la moyenne prédite de Y sous H0 . La loi de Q sous l'hypo-
thèse nulle est un mélange de loi de khi-deux. La façon d'obtenir la statistique du 
test n'est pas présenté dans cette section mais est très similaire à celle que nous 
présenterons en détail au chapitre IV pour notre modèle. 
La matrice K = GW GT aussi appelée noyau linéaire pondéré (ou linear weighted 
kemel), permet de tenir compte de la similarité génotypique entre individus (deux 
à deux) dans une région chromosomique. La matrice diagonale W de dimension 
(p x p) contient les poids associés aux variants génétiques. Il est important de no-
ter qu'un bon choix des poids Wj permet d'améliorer la puissance. Une valeur de 
wi proche de zéro, donnera au lme marqueur une petite contribution à Q. Ainsi, 
donner plus de poids aux variants causaux et diminuer celui des non-causaux peut 
améliorer significativement la puissance. Cependant, puisque l'on ignore quels sont 
les variants causaux, les auteurs de SKAT proposent de fixer les poids à l'aide de 
la loi béta de sorte que VWj = Beta( M AFi; a1 = 1, a2 = 25) où MA Fi représente 
la fréquence de l 'allèle mineur du lme variant génétique, afin d'accroître le poids 
des variants rares dont la fréquence d'allèles varient entre 1% et 5%. Lorsqu'on 
fixe a1 = a 2 = 1, cela correspond à wi = 1. Autrement dit, donner à tous les 
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variants le même poids. 
SKAT montre une bonne puissance quand une grande partie des variants de la 
région sont non causaux ou que les effets des variants causaux ont des directions 
différentes. Par contre, lorsque la majorité des variants sont causaux et ont tous 
des effets dans la même direction les BT sont plus avantageux que SKAT. 
SKAT-0 pour optimal SKAT (Lee et al., 2012) est un test d'association combi-
nant à la fois SKAT et les burden test de façon à maximiser la puissance du test. 
Ce test utilise la statistique : 
Qopt(P) = pQBT + (1- p)QsKAT, 
où Q BT et Q sx AT sont les statistiques des BT et de SKAT décrites précédemment. 
La valeur de p E [0, 1], peut être interprétée comme la corrélation des coefficients 
de régression /3j où j E { 1, . . . , p}. Lorsque ces coefficients sont parfaitement 
corrélés (p = 1) , la statistique Qopt(1) = Q8r. Cependant, puisque l'on ignore la 
véritable valeur de p, les auteurs de SKAT-0 proposent de calculer Qopt (p) pour 
différentes valeurs de p tel que 0 = p1 < p2 < · · · < Pb = 1, et de retenir celle qui 
maximise la puissance. Nous invitons le lecteur désirant plus de détails à consulter 
l'article de Lee et al. (2012). 
3.5.3 Le test de score ''MiST 11 
Mixed effect score test ou MiST (Sun et al., 2013) est aussi un test d'associa-
tion basé sur un modèle linéaire mixte comme SKAT sauf qu'il permet d'inclure 
de l'information addit ionnelle concernant les variants génétiques en décomposant 
l'effet de la composante génétique en deux parties. La première partie permet 
de tenir compte de l'effet individuel de chaque variant sur le phénotype comme 
SKAT tandis que la deuxième partie permet de supposer que les variants ayant 
les mêmes caractéristiques ont le même effet sur le phénotype. Le test est réalisé 
en combinant deux tests de scores. 
CHAPITRE IV 
INFORMATION GÉNÉTIQUE ET GÉNÉALOGIQUE AU SERVICE DES 
TESTS D'ASSOCIATION 
Nous avons présenté au chapitre précédent différentes méthodes de cartographie 
génétique qui permettent de localiser la position d 'un variant génétique associé à 
un phénotype d 'intérêt . Pour ce qui est des méthodes d 'association , nous avons 
vu que celles-ci pouvaient conduire à de fausses associations dans le cas où une 
structure de population est présente dans notre éç:hant illon. 
Dans ce chapit re, nous proposons un nouveau modèle pour test er s 'il y a ou non 
une association du trait avec la région chromosomique considérée. Il s'agit d 'un 
modèle linéaire mixt e tel que décrit dans l'équation (3.5) mais dans lequel nous 
avons ajouté un effet aléatoire qui permet de t enir compte de la corrélation ent re 
individus afin de contrôler la structure de population. Cette idée rejoint celle de 
Oualkacha et al. (2013) qui a été appliquée à des données familiales . La structure 
de variance de ce nouveau terme aléatoire dépend d 'une nouvelle matrice de si-
milarité notée STMRCA construite en utilisant le processus de coalescence avec 
recombinaison . L'idée est en fait simple : la similarité entre individus est mesurée 
par le temps de coalescence entre chaque paire d 'individus de notre échantillon. 
Ainsi, lorsque le temps de coalescence est court, cela indique une similarité (ou une 
ressemblance) au niveau de leur caractéristiques génétiques. À l 'opposé, lorsque 
le temps de coalescence est grand, cela reflète plutôt une dissimilarité. 
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Nous allons à présent nous pencher sur la façon d'obtenir STMRCA· Par la suite, 
nous développerons en détailla façon de réaliser le test d'association. 
4.1 Construction de la matrice SrMRCA 
Comme nous l'avons déjà mentionné, la matrice STMRCA est une mesure de 
similarité génotypique basée sur le temps à l'ancêtre commun. En fait, STMRCA 
est le résultat d'une transformation (voir section 4.1.4) sur une matrice symétrique 
de dimension (2n x 2n) notée Thap dont les éléments représentent le temps de 
coalescence entre chaque paire d 'haplotypes des individus de notre échantillon. La 
forme de Thap est donnée comme suit : 
0 T1 ,2 
T1 ,2 0 
Thap = T1,3 Tz ,3 
T1 ,2n Tz ,zn 
T1,3 
Tz,3 
0 
T3 ,2n 
T1 ,2n 
Tz,zn 
T3,2n ' 
0 
( 4.1 ) 
où Ti ,j représente le temps de coalescence entre les haplotypes i et j de notre 
échantillon avec i,j E {1 ,2, ... ,2n}. Il est à noter que le temps de coalescence 
d'un haplotype avec lui même Ti,i = 0 par définition. 
Nous allons dans un premier temps décrire la façon d'obtenir Thap , puis exposer 
les détails de la transformation pour obtenir SrMRCA · 
4.1. 1 Retour sur le processus de coalescence 
Pour obtenir la matrice Thap , nous devons reconstruire la généalogie (ou l ' ARG) 
qui relie les individus de notre échantillon à leur plus récent ancêtre commun. 
Cependant, il est impossible de connaître avec exactitude la véritable généalogie ou 
le déroulement exact de l'histoire qui a permis d'obtenir cet échantillon. Toutefois , 
nous pouvons construire diverses généalogies (probables) afin d'estimer un temps 
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de coalescence moyen. Ce temps est donné par : 
[(TMRCA ) = J tmrca (G) · P(Ho 1 G) · P(G) dG, (4.2) 
où H 0 désigne l 'ensemble des haplotypes de notre échantillon (où chaque individu 
est représenté par deux haplotypes pour tenir compte de la réalité diploïde), G 
est un ARG, tmrca ( G) est le temps à l 'ancêtre commun pour la généalogie G et 
P(H0 1 G) est une fonction indicatrice qui représente la probabilité qu'une certaine 
généalogie G donne l'ensemble des haplotypes observés de l'échantillon H0 . Ainsi, 
si P(H0 1 G) = 1, on dira que la généalogie G est cohérente avec les données de 
l'échantillon. Une façon d'avoir des généalogies cohérentes est de les construire à 
l'aide d'une chaîne de Markov dont l'état initial est H 0 . En utilisant uniquement 
les généalogies cohérentes (autrement dit P(H0 IG) = 1) , l'équation (4.2) devient: 
[(TMRCA) = J tmrca(G) · P(G) dG. ( 4.3) 
Cependant, à cause des événements de recombinaison, l'espace des ARG est in-
fini , ce qui rend l 'équation ( 4.3) impossible à évaluer. La solution consiste alors 
à générer un ensemble fini de graphe en utilisant l 'échantillonnage préférentiel 
(Importance sampling) en accordant plus de poids à certaines généalogies qu'à 
d'autres. On obtient alors : 
J P(G) tmrca (G) · Q(G) · Q(G) dG. ( 4.4) 
Afin d 'évaluer l'équation (4.4), on peut utiliser une approximation Monte Carlo, 
donnée par l'équation (4.5) ci dessous: 
- - - - 1 M P(G(i)) (i) 
TMRCA- [(TMRCA )- M ~ Q(Q(i)) · tmrca (G ), ( 4.5) 
où QCl) , G(2), .. . , Q(M) sont générés à partir de la distribution Q. 
Les sections 4.1.1 et 4.1.2 traiteront de la façon de calculer la probabilité d'un 
graphe de recombinaison ancestral P( G) ainsi que la distribution proposée Q de 
Fearnhead et Donnelly (2001) pour générer des généalogies. 
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4.1.2 Probabilité d'un graphe de recombinaison ancestral 
Avant d'entrer dans les détails , nous allons tout d 'abord introduire quelques no-
tations. Soit H 7 la configuration de l'échantillon à l'étape T de la construction 
du graphe. En effet, la construction d'un graphe nécessite le passage de l'état Ho 
composé de 2n haplotypes à l'ét at H 7 • composé d 'un seul haplotype (haplotype 
ancestral) en passant par les ét ats successifs H1 , H2 , .. . , H 7 ._1 , où chaque ét at est 
le résultat d 'un événement de coalescence, de mutation ou de recombinaison sur 
l'état précédent . Ainsi , il s'agit d 'un processus markovien dont la probabilité d 'un 
état ne dépend du passé que par l'état précèdent . On obtient alors : 
P(G) 
P(Ho 1 H1 , · · · , HT. ) · P(H1 , H2, · · · , HT.) 
P(Ho 1 H1) · P(H1 , H 2, .. · , HT. ) 
P(Ho 1 H1) · P(H1 1 H2) · P(H2, H 3, · · · , HT. ) 
T*-1 
T=Ü 
T*-1 
II P(HT 1 HT+1) · 
T=Ü 
(4.6) 
(4.7) 
Le passage de l 'équation ( 4.6) à l'équation ( 4. 7) se fait sous l 'hypothèse que l 'ha-
plotype ancestral est connu (allèle 0 à tous les marqueurs) , ainsi, P(HT. ) = 1. 
À présent , intéressons nous à la façon de calculer la probabilité conditionnelle 
P(H7 1 H7 +1). On se souvient que dans la construction d 'un ARG, chaque étape 
est soit le résultat d 'une coalescence, d 'une mutation ou d 'une recombinaison. 
Soit n = (n 1 , n 2 , . .. , nk) la configuration de l'échant illon à une étape T du graphe. 
Nous observons ainsi, k types de séquences où la séquence de type i est de mul-
tiplicité ni . Une coalescence peut se produire soit ent re deux séquences du même 
type i, on notera cet événement par Ci, soit entre deux séquences de type i et 
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(a) k (b) 
j 
•• •• 
M/(2) ~ 
(c) (d) 
Figure 4 .1 Exemple des différents types d 'événements possibles, où les carrés gris 
représentent des marqueurs non-ancestraux. La figure (a) représente une coales-
cence entre deux séquences identiques, la figure (b) illustre une coalescence ent re 
deux séquences différentes , un événement de mutation au marqueur 2 est illustré 
à la figure ( c) et enfin la figure ( d) représente une recombinaison ayant lieu ent re 
le marqueur 2 et 3 d 'une séquence de type i. 
j qui différent uniquement par le matériel non-ancestral (dû aux événements de 
recombinaison) et résultant en une séquence de type k. Cet événement sera noté 
Ci~j · Les figures 4. l. a et 4.l.b respectivement , illustrent ces deux événements de 
coalescence. 
Une mutation peut avoir lieu lorsqu 'il reste dans l'échantillon une seule séquence 
de type i portant l 'allèle mutant (1) au marqueur m (sous l'hypothèse du rnodèle 
de sites infinis) et résultant en une séquence de type j. On note cet événement 
par Ml(m ) tel qu 'illustré sur la figure 4.l.c. 
Un événement de recombinaison peut se produire uniquement si il existe au moins 
un marqueur ancestral (mutant ou non) de chaque coté du point de recombinaison 
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s car les séquences constituées uniquement de matière non ancestrale sont non in-
formatives pour notr graphe. Ainsi, on notera par Rt(s) la recombinaison d 'une 
séquence de type i en deux séquences de type j et k comme l'illustre la figure 
4.1.d. Aprè chaque étape, lors de la construction d 'un graphe, la probabili té des 
trois événem nt décrits précédemment doit être mis à jour à cause de la présence 
de matière non-ance trale due aux événements de recombinaison. 
Soit a la proportion d marqueurs ancestraux parmi l'ensemble de marqueurs pré-
sents à un certain état H 7 et f3 la proportion de fragments de séquences où une 
recombinaison peut avoir lieu. Ainsi : 
où: 
ai est le nombr de marqueurs ancestraux contenus dans une séquence de 
type i; 
- pest le nombre total de marqueurs d 'une séquence; 
- r i est la distance entre les marqueurs ancestraux situés aux extrémités 
d 'une séquence de type i ; 
- r est la longueur totale d'une séquence. 
Les trois probabilit- associées aux trois événements précédents deviennent : 
n-1 
n - 1 + ae + f3 p ) 
ae 
n - 1 + ae + f3 p) 
f3 p 
n - 1 + ae + f3 p. 
Maintenant , nou ommes en mesure d 'obtenir la distribution de P (H7 1 Hr+d· 
Premièrement, i un oalescence entre deux séqu nees non-identiques a lieu entre 
les états HT et Hr+l> alors on peut écrire Hr+l = HT + ci~j· Un tel événement 
impliqu une diminution du nombre total de séquences de un à l'état Hr+l · Au-
trement dit si card (H7 ) = n alors card(Hr+l) = n- 1. Ainsi, la probabilité 
5 7  
c o n d i t i o n n e l l e  d ' i n t é r ê t  e s t  o b t e n u e  e n  m u l t i p l i a n t  l a  p r o b a b i l i t é  d ' u n e  c o a l e s -
c e n c e  e n t r e  l e s  é t a t s  H T  e t  H T + l  p a r  l a  p r o b a b i l i t é  q u ' u n e  s é q u e n c e  d e  t y p e  k  
c h o i s i e  a u  h a s a r d  p a r m i  l e s  ( n k  +  1  - 6 i k  - 6 J k )  s é q u e n c e s  à  l ' é t a t  H T + l  s o i t  l e  
r é s u l t a t  d e  c e t t e  c o a l e s c e n c e .  N o t o n s  q u e  b r s  =  1  s i  r  =  s  e t  0  s i n o n .  C e  q u i  n o u s  
p e r m e t  d ' é c r i r e  :  
P ( H T  1  H T + l  =  H T  +  C k  . )  =  p  ( C )  .  n k  +  1 - 6 i k - 6 J k  
~,] T  ,  
n - 1  
L o r s q u e  n o u s  a v o n s  u n e  c o a l e s c e n c e  e n t r e  d e u x  s é q u e n c e s  i d e n t i q u e s  ( d i s o n s  d e  
t y p e  i ) ,  a u t r e m e n t  d i t  H T + l  =  H T  +  C f , i  =  H T  +  c i ,  l a  p r o b a b i l i t é  c o n d i t i o n n e l l e  
d e v i e n t  :  
P ( H T  1  H T + l  =  H T  + C i )  
P T  (  C )  .  n i  +  1  - 6 i i  - 6 .  
n  
n - 1  
P T  (  C )  .  n i  +  1  - 1  - 1  
n - 1  
~ P T  (  C )  .  n i  - 1  
n  - 1 ·  
D e u x i è m e m e n t ,  s i  u n e  m u t a t i o n  a  l i e u  a u  m a r q u e u r  m  ( m a r q u e u r  a n c e s t r a l )  d ' u n e  
s é q u e n c e  d e  t y p e  i ,  o n  a u r a  d o n c  u n e  s é q u e n c e  d e  t y p e  j  e n  p l u s  à  l ' é t a t  H T + l  p o u r  
r e m p l a c e r  l a  s é q u e n c e  d e  t y p e  i .  A i n s i ,  l a  p r o b a b i l i t é  q u ' u n e  s é q u e n c e  d e  t y p e  j  
c h o i s i e  a u  h a s a r d  p a r m i  l e s  n  s é q u e n c e s  ( u n  é v é n e m e n t  d e  m u t a t i o n  n e  m o d i f i e  
p a s  l e  n o m b r e  d e  s é q u e n c e s )  p r é s e n t e s  à  l ' é t a t  H T + l  m u t e  a u  m a r q u e u r  m  e s t  d e  
(  n j  +  1/  n )  ·  (  1 /  a . p )  o ù  p  e s t  l e  n o m b r e  t o t a l  d e  m a r q u e u r s  e t  (  1 /  a . p )  r e p r é s e n t e  l a  
p r o b a b i l i t é  d ' a v o i r  u n e  m u t a t i o n  a u  m a r q u e u r  m .  N o u s  o b t e n o n s  d o n c  :  
J  n J  +  1  1  
P ( H T  1  H T + l  =  H T  + M i  ( m ) )  =  P T ( M )  ·  ·  - .  
n  a . p  
E n f i n ,  s i  u n e  s é q u e n c e  d e  t y p e  i  r e c o m b i n e  e n  s é q u e n c e s  d e  t y p e  j  e t  k .  A l o r s ,  l e s  
n o m b r e s  r e s p e c t i f s  d e s  c e s  s é q u e n c e s  p a s s e n t  d e  n J  à  (  n J  +  1 )  e t  d e  n k  à  (  n k  +  1 )  
à  l ' é t a p e  H T + l ·  D ' o ù  :  
P ( H  1  H  =  H  +  R J , k (  ) )  =  p  ( R ) .  ( n J  +  l ) ( n k  +  1 )  .  l i _  
T  T + l  T  ~ S  T  n ( n + 1 )  f 3 r '  
o ù  ( r s / f 3 r )  e s t  l a  p r o b a b i l i t é  q u ' u n e  r e c o m b i n a i s o n  a i t  l i e u  d a n s  l ' i n t e r v a l l e  s .  
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4.1.3 Distribution de Fearnhead et Donnelly 
Nous avons mentionné précédemment que les ARGs sont générés à l'aide d'une 
distribution proposée Q. Plusieurs distributions ont été proposée dans la littéra-
ture notamment celle de Griffiths et Marjoram (1996) et de Fearnhead et Donnelly 
(2001). Cette dernière a été implémenté par Descary (2012) dans le programme 
TMRCA que nous avons utilisé dans nos simulations pour obtenir la matrice Thap . 
Nous allons donc nous intéresser uniquement à cette distribution. Q( G) peut être 
calculée de façon similaire que P ( G). Ainsi, nous avons : 
Q(G) Q(Ho,Hl, . .. ,HT.) 
Q(HT· IHo , H1 , · · · , HT.-1) · Q(Ho , H1, · · · , HT. - 1) 
Q(HT. 1 HT. - 1) · Q(HT*-1 1 Ho, H1, · · · , HT· - 2) · Q(Ho , H1, · · · , HT· - 2) 
Q(HT. 1 HT.-1) · Q(HT*-1 1 HT· - 2) · Q(Ho, H1, · · · , HT· - 3) 
T*-1 
(4.8) 
T=O 
T* - 1 
II Q(HT+l 1 HT ). (4.9) 
T=O 
Le passage de l 'équation (4.8) à l 'équation (4.9) se base sur le fait que l 'état initial 
de la chaîne de Markov que l'on utilise pour construire les graphe est Ho (ce qui 
nous permet, entre autres, d'avoir des généalogies cohérentes). Ainsi , Q(H0) = 1. 
Fearnhead et Donnelly ont démontré que la distribution optimale a pour proba-
bilité de transition : 
( 1 ) ( 1 ) 
</Y(HT+l) Q HT+l HT = p HT HT+l . <P(HT) ) (4.10) 
où qy (HT) désigne la probabilité qu'un échantillon de séquences tiré au hasard d 'une 
population soit identique à celui de H 7 en considérant uniquement le matériel 
ancestral. 
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En remplaçant les équations (4.7) et (4.10) dans l'équation (4.5) , nous obtenons: 
La distribution cjy(H7 ) demeure toutefois inconnue et il faut donc l 'estimer. Pour 
cela , on défini t c/Y(I I H 7 - 1), la probabilité conditionnelle de tirer aléatoirement 
d 'une population, une séquence de type 1 pour complét er l'échantillon H 7 alors 
que l'on a déjà (card(H7 ) -1) séquences. Ainsi, 1 représente le type de la dernière 
séquence tirée pour compléter l'échantillon H 7 . Nous pouvons donc écrire : 
(4.11) 
En se servant de l 'équation (4.11) , nous pouvons écrire le rapport cjy(H7 )/ c/Y(H7 +I) 
en fonction du type de la dernière séquence tirée pour les trois événements pos-
sibles (coalescence, mutation et recombinaison) . 
Premièrement , si H 7 +1 = H 7 + Ci~j = H7 - i - j + k , alors nous avons : 
cjy(j 1 HT- i - j) cjy(HT - i- j) cjy (i 1 HT - i ) 
cjy (H7 - i- j + k) 
cjy(j 1 HT - i - j) cjy (HT- i - j) cjy(i 1 HT- i ) 
cjy (k 1 HT- i - j) cjy(HT - i - j) 
cjy(j 1 HT- i - j) cjy(i 1 HT- i ) 
cjy (k 1 HT- i - j) 
Dans le cas où nous avons une coalescence entre deux séquences identiques, nous 
obtenons : 
cjy (HT) = c/Y(i iHT - i - i )cjy (i iHT- i) = cjy (i iH _ i ). 
cjy (HT+l) cjy (i iHT- i - i ) T 
Deuxièmement , si nous avons un événement de mutation, alors une séquence de 
type i est remplacée par une séquence de type j . Autrement dit , HT+ l = HT+ Mf = 
H 7 - i + j . Nous aurons alors : 
cjy (i 1 HT - i )cjy(HT - i) 
cjy (H7 - i + j) 
cjy(i 1 HT- i )cjy(HT - i) cjy (i 1 HT - i) 
-
cjy (j 1 HT - i) cjy(HT - i ) cjy (j 1 HT - i) . 
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Enfin, si nous avons un événement de recombinaison, alors une séquence de type 
i sera remplacée par deux séquences de type j et k. Autrement dit, Hr+l = 
H7 + R{k- H7 - i + j +k. Nous aurons alors : 
-
En résumé, nous avons : 
c/J(i 1 Hr- i)c/J(Hr- i) 
c/J(H7 - i + j + k) 
c/J(i 1 Hr - i)c/J(Hr- i) 
c/J(k 1 Hr- i + j)c/J(jiHr- i)c/J(Hr- i) 
c/J(i 1 Hr- i) 
<fJ(ji Hr -i-j)<fJ(iiH r-i) 
<fJ(k iHr-i-j) 
<fJ(iiHr-i) 
<fJ(jiHr-i) 
,p(iiHr-i) · H H Rjk 
,P(kiHr -i+j)<fJ(jiHr-i) Sl r+l = T + i · 
Il reste néanmoins à estimer la distribution c/J( riHr -1). La façon d'approximer ef-
ficacement cette distribution ne sera pas développée ici; le lecteur intéressé pourra 
se référer à Descary (2012) pour plus de détails. 
4.1.4 La matrice de similarité SrMRCA 
Notre modèle ne permet pas d'exploiter directement la matrice Thap décrite par 
l'équation (4.1), étant donnée que cette dernière est de taille (2n x 2n). Il est alors 
nécessaire de transformer cette matrice (Thap) en une matrice T de taille ( n x n) 
qui donne le temps de coalescence entre individus. À notre connaissance, aucun 
article dans la littérature ne traite de la façon de transformer cette matrice. Alors , 
la façon qui nous a paru la plus simple et la plus intuitive pour le faire et que 
nous proposons dans ce mémoire est la suivante : le temps de coalescence entre 
deux individus r et s de notre échantillon est donné par le maximum des temps 
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de coalescence des quatre haplotypes correspondant aux individus r et s mais en 
excluant les temps entre les deux haplotypes du même individu. Autrement dit , 
pour tout r , s E { 1, 2, ... , n}, on définit T par ses éléments de la façon suivante : 
s1 r = s, ( 4.12) 
r =!= s, 
où i = 2r - 1 et j = 2s - 1. 
Une fois la matrice T obtenue, il est possible de construire la matrice de similarité 
SrMRCA comme suit : 
S = max(T) - Tr,s 
r,s max(T) . ( 4.13) 
Avant de décrire l,algorithme permettant d,obtenir la matrice SrMRCA , il est im-
portant de préciser que la taille d,échantillon ainsi que la longueur des séquences 
génétiques peuvent affecter de façon non négligeable le temps de calcul. En effet, 
plus les séquences sont longues, plus cela aura pour effet d,augmenter la fréquence 
des événements de recombinaison et qui se traduira au final par une augmenta-
tion du temps de calcul avant l,atteinte du MRCA. Pour résoudre ce problème 
computationnel, la solution consiste à diviser la séquence génétique en un en-
semble de fenêtres composée chacune d,un nombre d de marqueurs (avec d < p), 
et de construire ensuite un ensemble d,ARG pour chacune de ces fenêtres. Ainsi, 
la matrice Thap résultante sera donc une moyenne des moyennes des temps de 
coalescence. Nous pouvons à présent décrire l'algorithme qui permet d,obtenir la 
matrice SrMRCA à partir d,un ensemble de séquences. 
Algorithme TMRCA : 
1. Poser H 0 l,ensemble contenant les n haplotypes de notre échantillon. 
2. Pour w allant de 1 à F (le nombre de fenêtres) faire : 
(a) Pour i allant de 1 à M (le nombre de graphes que l,on veut simuler) 
faire : 
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1. Construire un ARG Q(i) en utilisant la distribution Q de Fearnhead 
et Donnelly de la façon suivante : 
A. Poser T = O. 
B. Tant que card(H~i)) =!= 1 faire : 
Simuler le temps t~i) avant le prochain événement, avec t~i) "' 
exp{n(n +a()+ {3p- 1)/2}, où n = card(H~i)). 
Calculer Q(H~~1 1 H~i)) à l'aide de l'équation (4.10) et choisir 
le prochain état H~~ 1 proportionnellement à sa pondération. 
Poser T = T + 1. 
C. Récupérer les temps de coalescence entre chaque paire d'haplo-
types et les stocker dans une matrice T (i,w). 
3. Poser Thap = (1/ F · M) 2:~=1 2:~1 T (i,w). 
4. Créer la matrice T des temps de coalescence entre individus, tel que décrit 
dans l'équation (4.12). 
5. Composer les éléments de la matrice SrMRCA à partir des éléments de T 
en utilisant la relation décrite dans l'équation ( 4.13). 
4.2 Description du modèle et test d'association 
Dans cette section, nous allons développer un nouveau test que nous avons nommé 
GoLiATe (pour Genealogical and geneticaL information for Association Test) 
pour tester l 'association entre une région chromosomique et un phénotype. Go-
LiATe permet de tester l'effet combiné de plusieurs variants génétiques sur un trait 
quantitatif d'intérêt en utilisant à la fois l'information génétique et généalogique. 
L'information généalogique permet notamment de contrôler l 'inflation de l 'erreur 
de type 1 due à la structure de population et à la parenté cachée (population 
structure and cryptic relatedness). 
Avant de présenter la statistique qui permet de réaliser ce test, nous allons tout 
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d'abord introduire quelques notations. Soit un échantillon de n séquences géné-
tiques provenant de n individus. Notre modèle s'écrit sous la forme suivante : 
Y = X a+ G,B + ~ + E , (4.14) 
où Y est un vecteur nx 1 correspondant au trait quantitatif d'intérêt mesuré sur les 
n individus, X = [n.; X 1 ; · · · ; Xq] est la matrice de covariables de taille n x (q+ 1) 
et a le vecteur des effets fixes correspondants. La matrice G = (G1 , ... , Gp) est 
la matrice des génotypes constituée de n lignes correspondant aux individus et 
p colonnes correspondant aux marqueurs génétiques de la région d'intérêt. Les 
génotypes sont codés de façon à compter le nombre d'allèles mineurs pour chaque 
individu. Le vecteur ,B est un vecteur p x 1 d'effet aléatoire qui contient les gran-
deurs associées à chaque variant génétique (les SNPs) et ~ un vecteur aléatoire 
n x 1 qui permet de tenir compte de la corrélation entre les individus. On suppose 
que le vecteur des erreurs E et les effets aléatoires ,B et ~ sont non dépendants et 
distribués selon une loi normale multivariée. Autrement dit, 
,B t'V N(Op ,TW), 
~ t'V N(On , TsSTMRCA) , 
€ 
t'V N(On, Œ; I n), 
cov(~ , E) - Ün xn, 
cov(~ , ,B) Ünxp, 
cov(,B, E) Üp xn, 
où W est une matrice p x p diagonale contenant le poids de chaque variant géné-
tique et STMRCA la matrice de similarité décrite précédemment. La matrice I n 
correspond à la matrice identité de dimension n et Œ~, T 5 et T sont les paramètres 
de la composante de variance. 
Sous ces hypothèses, la variabilité phénotypique est donnée par : 
Var(Y) = n = TK + TsSTMRCA + O";In, 
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où K = GWGT . La matrice W = diag(w1 , ... , wp ) permet de t enir compte de 
la contribution de chaque variant génétique de la région sous étude. Pour les 
variants rares, on détermine les poids en utilisant la densité de la loi bêta de 
paramètres a1 = 1 et a 2 = 25 évaluée à la fréquence d 'allèle mineur (MAF) de 
chaque variant (Wu et al., 2011). Autrement dit , VïiJj = Bet a (M AFj; 1, 25) . 
Pour des analyses avec des variants communs (M AF 2:: 5%), on peut utiliser un 
poids unitaire pour tous les variants (W = I p) et qui correspond finalement à 
VïiJj = Beta (MAFj; 1, 1). 
Pour tester l'effet de la région (G1 , .. . , Gp) sur le phénotype Y , nous suggérons 
le test d 'hypothèse 
H0 : T = 0 contre Ha : T > O. 
Pour ce faire, nous utilisons la statistique de score. L'avantage d 'utiliser un test 
de score, comme nous l 'avons souligné auparavant , est qu 'il nécessite seulement 
d 'ajuster le modèle sous l'hypothèse nulle. 
Soit () = (a.T , T 8 , o-;f, la fonction log-vraisemblance du modèle de l'équation 
(4 .14) s'écrit comme suit : 
( ) n ( ) 1 1 T - 1 l8 ,T; Y = - 2 log 27r - 2log i!?I- 2(Y-Xa) n (Y-Xa) . 
Pour avoir la st atistique score du t est H 0 : T = 0, on commence tout d 'abord par 
trouver la dérivée de l(8 , T ; Y) par rapport à T. Celle ci est donnée par : 
Puisque le premier t erme de 1' équation ( 4.15) ne dépend pas des données (le 
phénotype d 'intérêt Y) et que la matrice n est estimée de façon robuste alors, 
ce terme ne sera pas considéré dans la st atistique du t est. Ainsi, comme dans le 
modèle SKAT (Wu et al.; 2011) , la st atistique que nous utilisons correspond à 
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deux fois le second terme de l 'équation (4.15) et est donnée par : 
où Ô est l'estimateur du maximum de vraisemblance de (} du modèle ( 4.14) sous 
l'hypothèse nulle, autrement dit, le modèle : 
Y=Xa+8+E. ( 4.17) 
Afin d 'estimer B, nous devons écrire la fonction log-vraisemblance sous H0 , soit 
sous le modèle ( 4.17). Celle-ci est donnée par : 
( n ( ) 1 1 T _ 1 la B;Y) = - 2 log 21rT5 - 2logl !t77 1- 27s (Y- Xa) !!17 (Y- Xa) , (4.18) 
où 
En annulant la première dérivée de l0 (B ; Y) par rapport à a , nous obtenons : 
(4.19) 
Pour touver la valeur du maximum de vraisemblance de T 5 comme fonction de TJ, 
la valeur du maximum de vraisemblance des effets fixes o:(TJ) qui ne dépend pas 
de T 5 est remplacée dans (4.18), puis en annulant la première dérivée par rapport 
à T 5 , nous obtenons : 
1 T 1 
-{Y- X a(TJ)} n;; {Y- X a(TJ)} 
n 
~{Y- X(XT n - 1 x) - 1 xT n - 1Y}T n - 1 
n 77 77 77 
x {Y -X(XTn;1x)- 1 XTn; 1Y} 
~[{In- X(XT!t; 1x)- 1 XT!t; 1 } Y]T n ;;1 
x [ {ln- X(XT n; 1x)-1 XT n; 1 } Y] 
~YTHT!t- 1H Y 
n 77 77 77 ' 
( 4.20) 
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où HTJ =In- X(XT .fl~ 1 x) - 1 XT .fl~ 1 . Encore une fois, en substituant (4 .20) et 
(4 .19) dans (4.18), nous obtenons la fonction log-vraisemblance profilée : 
n ( 27T') 1 n T T _ 1 lo(rJ; Y)=-- 1 +log- --log lfl"~ l- -log Y HTJ .fl"~ H TJY , 2 n 2 2 (4.21) 
qui ne dépend plus que d 'un seul paramètre fJ · Il ne reste plus qu 'à optimiser 
( 4.21) par rapport à rJ en utilisant un algorithme numérique. Il suffit ensuite de 
remplacer la valeur de rJ dans (4.19) et (4.20) pour obtenir Ô = (âT , i 5 , Œ;f. 
Ainsi , nous estimons .fl et a par : 
,..., 
flo fs STMTCA +Ô'; I n, 
À présent , pour trouver la distribution de Q7 sous l'hypothèse nulle, nous allons 
réécrire Q 7 comme suit : 
QT (Y- x &)T fi-; 1 K fi-; 1 (Y - x éi) 
{Y- x(xT fi-; 1 x) - 1 xT fi-;1 Y} T fi-; 1 Kfi-; 1 
x {Y- X(XT fi-; 1 x) - 1 xT fi-; 1 Y} 
[ {In- X(XT fi-; 1 X)-1 XT fi-; 1 }.Y] T fi-; 1 K fi-; 1 
x [ {In- X(XT fi-; 1 X) - 1 XT fi-; 1 } y] 
YTPKPY 
yT fj -1/2 fj1 / 2 pK p fi 1/ 2 fj - 1/ 2y 
0 0 0 0 
( 4.22) 
où P = fi-; 1 - fi;;1 X (XT fi;; 1 X)- 1 XT fi;; 1 est une matrice symétrique idem-
potente et Y = fi-; 112Y ,..._, N(On, I n)· 
Soit A = diag (), 1 , ... , Àp) tel que >.1 ~ >.2 ~ · · · ~ Àp > 0, la matrice diagonale 
des valeurs propres associées à la matrice fi~/'~ PK P fi~ / 2 et U la matrice des 
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vecteurs propres associés. Ainsi, nous avons : 
( 4.23) 
En insérant le résultat de l 'équation ( 4.23) dans l'équation ( 4.22), nous obtenons : 
p 
yTfl 1 12 PKPfl1 12 y = YTUAUTY = ""À ·Z 2 
0 0 ~ t t> ( 4.24) 
i = l 
où Z = UTY = (Z1 , · · · , Zpf ""N(Op, I p) et Zl ""XÎ · Ainsi, la loi de Q7 est un 
mélange de lois de khi-deux à 1 degré de liberté. 
Pour obtenir la valeur-p associée à Q7 , on utilise l'approximation de Davies 
(Davies, 1980). Cette méthode approxime le quantile d'une forme quadratique 
Q = zT AZ (où Z est un vecteur normal) par une intégrale calculée numéri-
quement. Cette approximation de Davies est basée sur l 'inversion de la fonction 
caractéristique de l'équation ( 4. 24). 

CHAPITRE V 
SIMULATIONS ET RÉSULTATS 
Afin d 'étudier la performance de notre modèle GoLiATe, nous avons procédé à une 
analyse par simulation. Cela nous a permis de tester plusieurs scénarios mais aussi 
de nous assurer que nos données respectent bien certaines hypothèses notamment 
la présence d 'une structure de population de notre échantillon. Ainsi, nous avons 
pu comparer les performances de GoLiATe en t ermes de puissance et de protection 
contre l'erreur de type 1 à celles de SKAT (Wu et al., 2011) , de SKAT-0 (Lee 
et al., 2012) et de MiST (Sun et al., 2013) , que nous avons introduit à la section 
3.5 du chapitre III. 
Avant de présenter les résultats , nous allons tout d 'abord commencer par décrire 
la façon dont nous avons simulé nos données. 
5.1 Simulat ion et préparation des données 
Pour simuler un échant illon de séquences génétiques, nous avons eu recours à l'uti-
lisation d 'un programme nommé HAPSIMU (Zhang et al. , 2008). Ce programme 
utilise une partie de la base de données réelles ENCODE du projet HapMap pour 
simuler des séquences génétiques (les génotypes des individus). Cette base de 
données est constit uée d 'un ensemble de SNPs tirés de dix régions autosomales 
différentes de 500 Kb chacune et provenant de quatre populations différentes. 
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Le programme HAPSIMU utilise des haplotypes réels de la base de données EN-
CODE pour simuler des populations hétérogènes avec diverses structures connues 
et contrôlables. Cette base de données est contituée d'individus Africains YRI, 
(de l 'anglais Yoruba from Ibadan of Africa), et d'individus de type caucasien avec 
des ancêtres nord Européens et de l'Europe de l'ouest CEPH, (de l'anglais Cau-
casian with northern and western European ancestry). Au total, 12867 SNPs ont 
été sélectionnés sur les dix régions. Pour simuler un échantillon de séquences gé-
nétiques, le programme HAPSIMU simule dans un premier temps, 1000 individus 
CEPH et 1000 individus YRI à partir des haplotypes ENCODE pour être utilisés 
comme populations fondatrices. Par la suite, la population hétérogène composée 
de CEPH et de YRI est simulée selon un modèle de migration discret pour le 
mélange des populations. Autrement dit , les 1000 individus fondateurs de cha-
cune des sous-populations (CEPH et YRI) sont accouplés de façon aléatoire à 
l'intérieur de leurs populations respectives jusqu'à ce que le nombre de généra-
tions de descendants voulu soit atteint . Le fait de simuler plusieurs générations 
contribue à créer davantage de diversité génétique chez les individus. La valeur 
par défaut du nombre de générations est de 5 (valeur que nous avons utilisé pour 
notre simulation). Au cours de ce processus, la taille de la population est mainte-
nue constante à 1000 pour chaque génération et tous les marqueurs sont supposés 
être en équilibre de Hardy-Weinberg et sont recombinés de façon aléatoire selon 
les fractions de recombinaison estimées à l'aide de la fonction de Kosambi (1944) 
à partir des données réelles. Une fois les deux sous-populations de CEPH et de 
YRI obtenues, il est alors possible de former un échantillon de séquences composé 
d'une proportion Py1·i de YRI et 1 - Pyri de CEPH spécifiée à l'avance. 
Pour tester notre modèle, nous avons choisi de simuler un échantillon de 200 indi-
vidus (100 YRI et 100 CEPH) correspondant à 200 séquences génétiques compo-
sées de 12867 marqueurs représentant 10 régions autosomales de 500 Kb chacune. 
Puisque ces séquences contiennent un très grand nombre de marqueurs et qu'il 
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n 'est pas possibl de construire des ARGs av c tous ces marqueurs en un temps 
raisonnable, nous avons sélectionné seulement p = 100 marqueur correspondant 
à une région de 41 Kb provenant de la région 7q21.13 1 du chromo om 7. Le choix 
de cette région n 'a pas été fait de façon aléatoire mais en nous assurons qu 'elle 
cont ienne bien des marqueurs informat ifs pour la structure de population . Ces 
marqueurs (informatifs) sont ceux dont la fréquence de l'allèle mineur est signi-
ficativement différente entre les deux sou -populations de CEPH et de YRI dans 
l'échantillon . Comme le programme HAPSIMU permet d 'identifier l'appartenance 
de chaque individu de l'échantillon à une sous-population (CEPH ou YRI) , nous 
avons donc pu identifier les marqueurs informatifs à l'aide d 'un test d'égalité des 
proportions. La figure 5.1 présente les r'sultats du test d'égalité des proportion , 
ainsi que la distribution des marqueurs informatifs identifiés pour chacune des 
sous-populations à l 'aide d 'une boîte à moustaches (box plot). Le graphique de 
gauche montre la valeur du - log10 (valeur-p) du test pour chaque marqueur de la 
région 7q21.13, ainsi que le seuil (représenté par une ligne horizontale de couleur 
rouge), au delà duqu !l'hypothèse d égalité st rejetée. Il est à noter que ce seuil 
a été calculé à l'aide de la correction de Bonferroni pour les tests multiples . Le 
graphique de droite illustre la distribution des fréquences d'allèles mineurs des 
marqueurs significativement différents identifié sur le graphique de gauche. 
En analysant ces box plot, nous constatons que ces marqueurs distinguent bien les 
deux sous-populations de CEPH et de YRI présentes dans not re échantillon. De 
plus, nous remarquons que certains variants génétiques ont une fréquence d'al-
lèle mineur supérieure à 0.5. Cela est principalement dû au fait qu 'en stratifiant 
l'échantillon, certains marqueurs apparaissent seulement chez les individus d 'un 
sous-population et pas dans l'aut re. 
1. Le 7 indique la 7ème paire de chromosomes; le q indique qu'il se situe sur le bras long du 
chromosome et le 21.13 désigne la position exacte de la région par rapport au centromère. 
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Figure 5.1 Représentation des résultat du test d 'égalité des proportions t de 
la distribut ion des fréquences d 'allèle mineurs des marqueurs informatifs pour la 
structure de population pour la région 7q21.13 du chromosome 7. 
Les données imulées de HAPSIMU sont contenues dans deux fichiers dist incts 
avec des extensions 11• ped 11 et 11 .map 11 lisible par le programm PLI TK 2 . Le fichier 
map ( map fil e) cont ient le nom de la région, les nom des marqueur ainsi que 
les distance génétiques ent re chaque marqueur. Quant au fichier ped (ped fil e), 
il cont ient la matrice de génotype correspondant aux 200 individus de not re 
échantillon. Comme le programme HAPSIM ne permet pas d obtenir les ha-
plotype d s individus de not re échantillon nécessaire à l'obtention de la matrice 
2. PLINK esl un programme disponible gratuitement conçu pour efl:"eciuer de nombreuses 
analyses statistiques sur le génome en ent ier de façon très efficace. P lus d ' informations sont 
disponibles ur 1 site http: 1 / pngu . mgh . har vard . edu;-purcell / plink/ 
73 
STMRCA , il nous a donc fallu utiliser un autre programme qui permet de recons-
truire les haplotypes à partir des génotypes observés des individus de l'échantillon. 
Cette étape a été effectuée grâce au programme IMPUTE2 qui utilise des algo-
rithmes MCMC (Markov Chain Monte Carlo) pour obtenir les haplotypes les plus 
probables pour chaque individu. Cette étape nécessite l'utilisation de cartes chro-
mosomiques provenant de la phase 3 du projet 11 1000 génomes 11 , et servant de 
référence dans la reconstitution des haplotypes. Les développements théoriques 
relatifs au programme IMPUTE2 sont complexes et ne seront donc pas exposés 
dans ce mémoire. Le lecteur intéressé peut se référer à l'article de Howie et al. 
(2009) pour plus de détails. Une fois les haplotypes obtenus, nous avons utilisé le 
programme TMRCA dont l 'algorithme a été décrit à la section 4.1.4 du chapitre 
précédent pour obtenir la matrice de similarité STMRCA · Nous disposions donc 
d'une région de 41 Kb constituée de 100 marqueurs que nous avons divisé en 18 
fenêtres de 10 marqueurs chacune. Le nombre de graphes simulés pour chaque 
fenêtre est de M = 1000 graphes. Ainsi, 18000 graphes ont été simulés au total 
pour obtenir la matrice STMRCA· 
Pour simuler le phénotype Yi de l 'individu i, nous avons utilisé le modèle additif 
suivant : 
k 
Yi= 1-L + L /3jG~j +ti, 
j=l 
(5.1) 
où 1-L est une constante, ti rv N(O, 1) et (Gr1 , ... , Grk) sont les génotypes des k 
variants de la région associés au phénotype et f3i les coefficients correspondants 
tels que : 
où Vj représente la variabilité phénotypique expliquée par le lme variant génétique 
associé et M AFj sa fréquence d'allèle mineur. 
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5.2 Évaluation du modèle 
5.2.1 Évaluation de l'erreur de type 1 
Pour tester si notre modèle est valide en terme d 'erreur de type 1, nous avons 
simulé des données sous l'hypothèse nulle de non association entre la région d 'in-
térêt 7q21.13 et le phénotype. Un ensemble de marqueurs provenant de la région 
12q12 du chromosome 12 informative pour la structure de population a d 'abord 
servi à simuler le phénotype Y selon le modèle additif décrit par l 'équation (5 .1) 
sous l 'hypothèse H0 : 11 Y n 'est pas associé à la région 7q21.13 11 • Au total, trois 
marqueurs de la région 12q12 informatifs pour la structure de population ont été 
associés au phénotype en fixant J1 = 3, /31 = 0.0812, /32 = 0.1429 et /33 = 0.0858. 
Par la suite, le phénotype obtenu est t est é avec les marqueurs sélectionnés pro-
venant de la région 7q21.13 citée précédemment . L'avantage de procéder ainsi 
est que d 'une part nous nous assurons qu 'il n 'y a aucune association ent re notre 
région d 'intérêt (région 7q21.13) et le phénotype simulé et, d 'autre part, cela per-
met de conserver l'information de la structure présente dans les données. Cette 
méthodologie est inspirée de celle utilisée par Liu et al. (2013) appliquée pour des 
plans d 'études cas-témoins. 
Dix mille simulations ont ét é réalisées pour évaluer l'erreur de type 1. Cet te der-
nière est calculée de façon empirique par la proport ion de valeurs-p ayant une 
valeur inférieure au seuil a considéré. Ainsi, nous avons pu comparer notre modèle 
GoLiATe avec MiST, SKAT-0 et SKAT en ut ilisant différents noyaux pour SKAT, 
notamment notre matrice de similarité STMRCA , ainsi que le noyau IBS (identity 
by state). Ces derniers sont notés par SKAT_ STMRCA et SKAT_ IBS respecti-
vement. Le noyau lBS permet de t enir compte de la similarité ent re individus en 
utilisant l'information du nombre d 'allèles identiques par états qu'ils partagent 
entre eux. Le noyau linéaire pondéré a été ut ilisé pour MiST et SKAT-0 en fixant 
les poids des variants à l'aide de la distribution béta (y!W; = Beta(M AFj, 1, 25)). 
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Pour GoLiATe, nou avons fixé les poid d la façon suivante 
_ { Beta(MAFJ ; 1, 25) si MAFJ ~ 0.08, 
ylwj -
)13 - (24 x M AFJ) si M AFJ > 0.08. 
Cette façon de faire nous permet d 'accorder plus de poids aux variants rares mais 
sans négliger la présence des variants communs. En effet , comme la loi bêta accorde 
un poids pratiquement nul aux variants dont la fréquence d 'allèles est supérieur 
à 0.2, nous avons plutôt choisi une fonction qui décroît graduellement vers 1, afin 
que ces variants puissent contribuer à la statistique du test. 
Les résultats des simulations pour l'évaluation de l'erreur de type 1 sont présen-
tés dans le tableau 5.1. Les "quantile-quant ile plots '' des valeurs-p observées en 
Tableau 5.1 Résultats d 'estimation de l'erreur de type 1 sur la région 7q21.13. 
Le tableau montre la proport ion de valeurs-p inférieure au seuil a en utilisant 
10, 000 simulations. Notre modèle GoLiATe a été comparé avec SKAT _ STMRCA , 
SKAT _ IBS, SKAT-0 et MiST. 
seuil a GoLiATe SKAT 
_ STMRCA SKAT 
-
IBS SKAT-0 MiST 
0.01 0.0087 0.0117 0.0196 0.0169 0.0193 
0.025 0.0232 0.0262 0.0459 0.0353 0.0416 
0.05 0.0475 0.0517 0.0850 0.0658 0.0820 
0.1 0.1004 0.1046 0.1600 0.1250 0.1479 
fonction des valeurs-p espérées (uniformément distribuées sous l'hypothèse nulle) 
pour les différentes méthodes , sont illustrés à la figure 5. 1. Ces résultats mont rent 
que les valeurs-p de GoLiATe et SKAT _ STMRCA suivent bien la distribut ion 
uniforme (bon alignement sur l 'axe X = Y ) sous l'hypothèse nulle à l'opposé de 
SKAT-0 , SKAT _ IBS et MiST. ous pouvons donc dire que GoLiATe est un test 
valide en terme d 'erreur de type 1 et peut donc être ut ilisé sans avoir besoin de 
recourir aux méthodes de correction de l'effet de structure de population . 
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Figure 5.2 Quant ile-Quantile plot de la distribution des p-values sous l'hypo-
thè e nulle de la région 7q21.13 du chromosome 7 pour les modèles GoLiATe, 
SKAT _ IBS, SKAT _ STM R CA , SKAT-0 et MiST obtenues à part ir de 10, 000 si-
mulat ions. - log10 des valeurs-p observées sont représentées en fonction de leurs 
valeurs espérées. 
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5.2.2 Évaluation de la puissance 
Avant de présenter les différents scénarios pour évaluer et comparer la puissance 
de GoLiATe avec la puissance des tests SKAT, SKAT-0 et MiST il e t impor-
tant de souligner que ces derniers ont mont ré une inflation de l'erreur de type 1 à 
cause de la présence d 'une structure de population dans notre échantillon. Ainsi, 
pour rendre les résultats de · GoLiATe comparables avec ceux des aut res tests, 
nous avons dû ajuster ces derniers en incluant comme covariables les composantes 
principales de la matrice kinship empirique if? , décrite à la section 3.4.2 du cha-
pitre III, afin de contrôler l'effet de la t ructure de population. On se souvient 
que lorsque l'on avait simulé nos séquences génétiques, nous disposion de dix ré-
gions autosomales de 500Kb chacune avec un nombre total de 12867 marqueurs. 
À part ir de ces marqueurs, nous avons sélectionné 3748 S P s informatifs pour 
la structure de population identifiés à l'aide d 'un test d'égalité des proportions 
tel qu 'il a été décrit dans la section 5.1 du présent chapitre, afin de construire 
la matrice if? . Comme not re échant illon est formé d 'individus provenant de d ux 
sous-population eulement , alors, seule la première composante principale corres-
pondant au vecteur propre associé à la plus grande valeur propre de la matrice if? 
suffit pour contrôler l'effet de la stratification . 
Pour vérifier que l 'on parvient effectivement à contrôler l'effet de la stratification 
avec les compo antes principales, nous avons de nouveau simulé des données sous 
l'hypothèse nulle de non association de la région 7q21.13 avec le phénotype pour 
les modèles SKAT-0 , SKAT _ IBS et tiiST. Les résultats sont présentés à la figure 
5. 3. En analysant les 11 quant ile-quantile plots 11 , nous const atons que les valeurs-p 
observées des tests SKAT-0 , SKAT _ IBS et MiST suivent bien la distribution uni-
forme (bon alignement sur l 'axe X = Y) sous l'hypothèse nulle après la correction 
par les compo antes principales. 
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Figure 5.3 Quantile-Quantile plots de la distribution des p-values sous l'hypo-
thèse de non as ociation avec la région 7q21.13 du chromo orne 7 après l'ajus-
tement par les composantes principales, pour les modèles SKAT _ IBS, SKAT-0 
et MiST obtenues à partir de 10, 000 simulation . - log10 des valeur -p observées 
sont représentées en fonction de leurs valeur p r s. 
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À présent, nous sommes en mesure de procéder à l'évaluation de la puissance 
des tests . À cette fin , nous avons simulé des données sous l'hypothèse alternative 
d 'association entre la région d 'intérêt 7q21.13 et le phénotype. Ce dernier a été 
simulé selon le modèle additif décrit par l'équation (5.1) en associant un ensemble 
de marqueurs provenant de la région 7q21.13 . Ainsi , nous avons pu tester plusieurs 
scénarios . Ces derniers sont résumés dans le tableau 5.2. 
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Tableau 5.2 Tableau résumant les caractéristiques de chaque scénario de simula-
tion pour l'évaluation de la puissance. Le nombre d 'individus de l'échantillon est 
représenté par n, le nombre de variants dans la région par p et la proportion de 
variants causaux par Pcausai· Enfin, h2 représente la variabilité phénotypique totale 
expliquée par la région. 
Région 7q21.13 : 41Kb 
Scénario (n;p) Peau sa! type de variants associés h2 
1 (200 ;lOO) 3% lOO% variants communs (VC) 1% 
2 (200 ;lOO) 3% 100% variants rares (VR) 1% 
3 (200 ;lOO) 3% 65% VC- 35% VR 1% 
4 (200 ;lOO) 5% 100% variants communs (VC) 1% 
5 (200 ;lOO) 5% 100% variants rares (VR) 1% 
6 (200 ;lOO) 5% 60% VC- 40% VR 1% 
7 (200 ;lOO) 10% 100% variants communs (VC) 1% 
8 (200 ;lOO) 10% 100% variants rares (VR) 1% 
9 (200 ;lOO) 10% 60% VC- 40% VR 1% 
10 (200 ;lOO) 3% 100% variants communs (VC) 1.5% 
11 (200 ;lOO) 3% 100% variants rares (VR) 1.5% 
12 (200 ;lOO) 3% 65% VC- 35% VR 1.5% 
13 (200 ;lOO) 5% 100% variants communs (VC) 1.5% 
14 (200 ;lOO) 5% 100% variants rares (VR) 1.5% 
15 (200 ;lOO) 5% 60% VC- 40% VR 1.5% 
16 (200 ;lOO) 10% 100% variants communs (VC) 1.5% 
17 (200 ;lOO) 10% lOO% variants rares (VR) 1.5% 
18 (200 ;lOO) 10% 60% VC- 40% VR 1.5% 
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Rappelon que nous avons sélectionné seulement une centaine de marqueurs cor-
respondant à une taille de région de 41 Kb , constit uée à 44% de variants rares , 
dont la fréquence d'allèles est inférieure à 5%. Comme pour l'évaluation de l'erreur 
de type 1, nous avons utilisé le noyau lBS et notre matrice de similarité STMRCA 
pour SKAT et le noyau linéaire pondéré pour GoLiATe, SKAT-0 et MiST. Le 
poids de chaque variant a été déterminé de la même façon présentée à la section 
précédente pour l'évaluation de l'erreur de type 1. 
Ainsi, en effectuant 10, 000 simulations, nous avons évalué la puissance de chaque 
test par la proportion de valeur-p dont la valeur est inférieure au seuil a = 0.05. 
Les résultats pour les différents scénarios décrits dans le tableau 5.2 sont présentés 
dans la figure 5.4. Cette figure e t con titué de six graphiques. Chacun de ces 
graphiques présente simultanément les résultats sur la puissance pour trois scéna-
rios différents en variant la proportion de marqueurs causaux. Les trois graphique 
de gauche montrent les résultats pour les scénarios 1 à 9 et ceux d droite pour 
les scénarios 10 à 18. Ces résultats montrent clairement un manqu de puissance 
pour l'ensemble des méthodes considérées n raison de taille d 'échantillon limitée 
à 200 individus. Toutefois, en observant les résultats des scénarios 2, 5, 8, 11 , 14 
et 17 présentés dans le tableau 5.2, c'est à dire les scénarios où nous avons asso-
cié uniquement des variants rares (voir les deux graphiques en haut de la figure 
5.4) , nous constatons que GoLiATe semble avoir une puissance comparable à celle 
des autr s tests. La matrice STMRCA utilisé seule comme noyau dans SKAT ne 
donne pas de bons résultats. En effet, clans la majorité des cas, SKAT _ STMRCA 
montre une pui sance inférieure à celle des autres test sauf pour les cénarios 3, 
12 et 18 où la proportion de variants associé e t faible (3%). 
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Figure 5.4 Figure illustrant les résultats de la pui ance des tests GoLiATe, 
SKAT _ S TMRCA , SKAT _ IBS, SKAT-0 et MiST, obtenus à partir de 10, 000 
simulations pour le scénarios 1 à 18, sur la région 7q21.13 du chromosome 7. Pour 
chaqu méthode la puis ance est évaluée par la proportion d val ur-p inférieure 
au seuil a = 0.05. 
CONCLUSION 
Ce mémoire avait pour objectif de développer un nouveau test d'association en 
combinant les modèles linéaires mixtes et le processus de coalescence. Ce dernier 
nous a permis de développer une nouvelle matrice de similarité basée sur le temps 
à l 'ancêtre commun, que nous avons nommée STMRCA , et qui permet de tenir 
compte de la dépendance ancestrale entre les individus de l'échantillon. Cette 
matrice a été par la suite introduite dans la structure de variance d'un modèle 
linéaire mixte afin d'essayer de contrôler l'inflation de l 'erreur de type 1 due à la 
structure de population, mais aussi pour éventuellement contribuer à la puissance 
du test en apportant de l'information généalogique additionnelle. 
Nous avons donc développé la vraisemblance de notre modèle et présenté un test de 
score. Ce dernier nécessitait l'estimation de paramètres sous l'hypothèse nulle de 
non association qui ont été évalués de façon robuste en utilisant une vraisemblance 
profilée. Enfin, nous avons simulé des données sous l 'hypothèse nulle et alternative, 
afin d'évaluer et de comparer l 'erreur de type 1 et la puissance de notre test avec 
celles des tests présentés à la section 3.5 du chapitre III. 
Les résultats présentés à la section 5.2.1 suggèrent que notre test GoLiATe a un 
bon contrôle de l'erreur de type 1 en présence d'une structure de population (due à 
la stratification) dans l'échantillon, à l'opposé des tests SKAT, SKAT-0 et MiST. 
Ainsi, nous pouvons dire que notre matrice de similarité STMRCA est informative 
pour la structure de population. De plus, les résultats présentés à la section 5.2.2 
montrent que GoLiATe semble être plus adapté à un contexte de variants rares 
qu'à un contexte de variants communs. En effet, dans la majorité des cas où nous 
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avons associé des variants rares, GoLiATe montre une puissance comparable avec 
celle de SKAT et de MiST. 
Si nous avions eu plus de temps, il aurait été par exemple intéressant de comparer 
les performances de GoLiATe dans un scénario où la structure de population est 
due à la cryptic relatedness (CR) et non à la stratification . En effet, dans ce cas, la 
correction de l 'effet de la structure avec les composantes principales pour les tests 
SKAT, SKAT-0 et MiST ne fonctionne pas comme dans le cas de la stratification 
(Astle et Balding, 2009). Nous pensons donc que le gain de GoLiATe par rapport 
aux autres méthodes serait plus important dans un contexte de CR que dans un 
contexte de stratification. De plus, il serait intéressant de construire un test qui 
permet de tester simultanément si les composantes de variance du modèle ( 4.13) 
sont significativement différentes de zéro. Autrement dit, effectuer le test Ho : T = 
0, T 8 = 0 au lieu de H0 : T = 0 à l'aide d'un test de score bivarié par exemple; 
le défi étant de t rouver la distribution du vecteur-score bivarié sous l 'hypothèse 
nulle. En effet, en utilisant notre matrice de similarité SrMRCA comme noyau 
dans SKAT, nous avons tout de même pu détecter un signal sous l 'hypothèse 
d'association. En d'autres termes, en plus de la capacité dont dispose notre matrice 
SrMRCA à capter l'information de la structure de population, elle peut aussi 
servir à la détection de la véritable association entre le caractère étudié et la 
région chromosomique d'intérêt; en gardant à l 'esprit que l'information du temps 
à l'ancêtre commun qu'utilise la matrice SrMRCA est complètement différente de 
celle contenue dans les génotypes. 
Il reste cependant beaucoup à faire afin d'améliorer les performances de Go-
LiATe, et de combiner de la meilleure façon l'information ancestrale contenue 
dans SrMRCA avec celle des génotypes. 
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