Abstract. The modular curve X 1 (N ) parametrizes elliptic curves with a point of order N . For N ≤ 50 we obtain plane models of X 1 (N ) that have been optimized for fast computation, and provide explicit birational maps to transform a point on our model of X 1 (N ) to an elliptic curve. Over a finite field, these allow us to quickly construct elliptic curves containing a point of order N , and can accelerate the search for an elliptic curve whose order is divisible by N .
Introduction
By Mazur's theorem [12] , the order of a nontrivial torsion point on an elliptic curve over the rational numbers must belong to the set T = {2, 3, 4, 5, 6, 7, 8, 9, 10, 12}.
Conversely, for each N ∈ T , an infinite family of elliptic curves over Q containing a point of order N is exhibited by the parametrizations of Kubert [11] .
1 Over a finite field F q , these parametrizations provide an easy way to generate universal families of curves whose order is divisible by N . This can accelerate applications that search for an elliptic curve with a particular property, such as a curves with smooth order (as in the elliptic curve factorization method [1] ), or curves with a particular endomorphism ring (as when computing Hilbert class polynomials with the Chinese Remainder Theorem [2] ).
To generate an elliptic curve E/F q with non-trivial 7-torsion, for example, one applies [11] . Pick r ∈ F q , then use b = r 3 − r 2 and c = r 2 − r to define Provided E(b, c) is nonsingular, we obtain an elliptic curve on which the point P = (0, 0) has order 7. By contrast, obtaining such a curve by trial and error is far more time consuming: testing for 7-torsion typically involves finding the roots of a degree 24 polynomial (the 7-division polynomial), and several curves may need to be tested (approximately six on average) . Mazur's theorem limits us to N ∈ T , but we can proceed further if we do not restrict ourselves to curves defined over Q. Reichert treats N ∈ {11, 13, 14, 15, 16, 18} over quadratic extensions of Q using X 1 (N ), the modular curve that parametrizes elliptic curves with a point of order N [15] . We may be able to realize a curve defined over K = Q[ √ d] in F q , but only if d is a quadratic residue in F q .
2000 Mathematics Subject Classification. Primary 14H52; Secondary 11G20. 1 Kubert also addresses the torsion subgroups Z/2Z × Z/2N Z for N = 1, 2, 3, 4. We consider only the subgroups Z/N Z here. Alternatively, we can use a point on X 1 (N )/F q to directly construct E(b, c)/F q containing a point of order N . This applies in any sufficiently large finite field, for all N > 3 (see [11] for N ≤ 3). For N ∈ T the curve X 1 (N ) has genus 0 and we simply obtain the Kubert parametrizations, but in general we construct E(b, c) from a point (x, y) on X 1 (N ) via a birational map that depends on the defining equation we choose for X 1 (N ).
For example, to obtain a curve with non-trivial 13-torsion, we use a point on
which may be obtained by choosing x ∈ F q at random and attempting to solve the resulting quadratic equation for y in F q . 2 We then apply the transformation r = 1 − xy,
set c = s(r − 1) and b = cr, and construct E(b, c). If we obtain a singular curve (or if y = −1) we try again with a different point on X 1 (13) (this rarely happens).
To apply this method we require a defining equation for X 1 (N )/F q along with a suitable birational map. For fast computation we seek a plane model f (x, y) = 0 that minimizes the degree d of one of its variables. For N ≤ 18 one can derive these from the results of Reichert (and Kubert). Reichert's method can be applied to N > 18, but the "raw" form of X 1 (N ) initially obtained is quite large and of higher degree than necessary. More compact defining equations for X 1 (N ) are given by Yang [21] for N ≤ 22, but these do not minimize d. The minimal value d = d(N ) is a topic of some interest [6, 7, 9, 13, 14] , since we can construct (infinitely many) elliptic curves containing a point of order N over number fields of degree d. For N > 18, few values of d(N ) are known (see sequence A146879 in the OEIS [17] ). Given a plane model for X 1 (N ), we may attempt to reduce its complexity (degree, number of terms, and coefficient size) through a judiciously chosen sequence of rational transformations. This procedure is somewhat ad hoc, however, and finding an optimal (or even good) sequence becomes difficult for larger N . We treat this as a combinatorial optimization problem, applying standard search techniques to obtain a solution that is locally optimal under a relation we define. We cannot claim that the results are globally optimal, but they do yield an upper bound on d(n). For N ≤ 22 we are able to match known lower bounds for d(N ) [6, 7, 9] , including d(19) = 5, which we believe to be new.
3 Results for N ≤ 30 are listed in the appendix, and are available in electronic form for N ≤ 50.
For odd N we also show how to efficiently generate E/F q with a point of order 4N , or satisfying #E ≡ 2N mod 4N , using our results for X 1 (2N ).
2.
Computing the raw form of X 1 (N ) Following Reichert [15] , we summarize the method to obtain a plane model for X 1 (N ) in the form F (r, s) = 0. 4 The equation E(b, c) in (1) is the Tate normal form of an elliptic curve (called a Kubert curve in [1] ). Any elliptic curve containing 2 When X 1 (N ) has genus 1 (N = 11, 14, 15) we may obtain additional points more efficiently using the group operation on X 1 (N ) (see Section 4).
3 But we do not achieve d(24) = 4 implied by [6] . 4 Reichert uses auxiliary variables m = s(1 − r)/(1 − s) and t = (r − s)/(1 − s). We find it preferable to work directly with r and s.
a point of order greater than 3 can be put in this form (see V.5 of [10] ). The discriminant of E(b, c) is
To ensure E(b, c) is nonsingular we require ∆(b, c) = 0, so assume b = 0. Applying the group law for elliptic curves [16, III.2.3], we double the point P = (0, 0) to obtain 2P = (b, bc), and for n > 1 compute the point (n + 1)P = (x n+1 , y n+1 ) in terms of nP = (x n , y n ) using
n . We find that the inverse of nP = (x n , y n ) is
If P is an N -torsion point and m + n = N , then we must have mP = −nP . If m = n this implies x m = x n , and if m = n we have 2y n = b + (c − 1)x n . For b = 0 this requires N > 3. When x m = x n either mP = nP or mP = −nP , and in the latter case P is an N -torsion point. If we choose m = N +1 2
and n = N −1 2 we ensure that mP = nP , obtaining a necessary and sufficient condition for N -torsion:
The first three multiples of P are:
We see immediately that P is a point of order 4 exactly when c = 0, and P is a point of order 5 exactly when b = c. For N > 5 define:
and note that r / ∈ {0, 1}, and s = 0. We now apply (3) to compute x n in terms of r and s. Values for n ≤ 10 are listed in Table 1 . To obtain the raw form of X 1 (N ), we start with the equation x m = x n from (5), then clear denominators and subtract to obtain an equation of the form F * (r, s) = 0, where the polynomial F * (r, s) has integer coefficients. We then remove from F * any factors prohibited by our assumptions (namely r, r − 1, and s), and also factors corresponding to M -torsion for any M > 5 dividing N (such as s − 1 for M = 6 and r − s for M = 7).
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Let F (r, s) denote the polynomial that remains. We claim that F (r, s) = 0 is a defining equation for X 1 (N ). By construction, any solution to F (r, s) = 0 will produce a curve E(b, c), with c = s(r − 1) and b = rc, on which P is a point of order N , provided that ∆(b, c) = 0. Conversely, any curve E(b, c) on which P has order N > 5 yields a solution r = b/c, s = c 2 /(b − c) to F (r, s) = 0. These statements hold for any field K, provided that we verify ∆(b, c) = 0 in K. 5 More generally, these can be recognized by computing the raw form of each X 1 (M ). In practice F (r, s) is simply the largest irreducible factor of F * (r, s). Table 1 . x-coordinates of nP for n ≤ 10.
When N = 16, for example, putting x 9 = x 7 in the form F * (r, s) = 0 yields
The nonzero factors s and r − 1 may be removed, and also the factor rs − 2r + 1, which can be zero only when P has order 8. Thus we obtain
When expanded, this yields the entry for N = 16 in Table 4 . The polynomials F (r, s) for N up to 50 are available in electronic form from the author. The largest of these has 1,791 terms and maximum coefficient on the order of 10 19 .
3. Reducing the complexity of F (r, s) = 0
To facilitate fast computation we wish to simplify the raw from of X 1 (N ). We seek a birationally equivalent curve f (x, y) = 0 that minimizes the degree of one of its variables (say y). Subject to this constraint, we would like to make f monic in y and also to minimize the degree in x, the number of terms, and the size of the coefficients (roughly in that order of priority). One typically approaches this problem by attempting to remove singularities from F (r, s) through a combination of translations and inversions (see [15] for examples). We take a more naïve approach that allows us to easily automate the process.
There are three basic types of transformations we will use: (1) Translate:
x 1/x, y y/x or x x/y, y 1/y. These are clearly all invertible operations. The third type combines an inversion and a division, but we find it works well as an atomic unit. In order to bound the number of atomic operations, we let a ∈ {±1}, giving a total of eight.
Consider the directed graph G on the set C of plane curves that can be obtained from F (r, s) = 0 by applying a finite sequence of the transformations above, with edges labeled by the corresponding operation. A path in G defines a birational map (the composition of the operations labeling its edges), and any path can be reversed to yield the inverse map. Starting from the curve C 0 defined by F (r, s) = 0, we want to find a path to a "better" curve C. To make this precise, we associate to each integer polynomial f (x, y) a vector of nonnegative integers
whose components are defined by:
• d y is the degree of f in y;
• m y is 0 if no term of f is a multiple of xy dy and 1 otherwise; • d tot is the total degree of f ; • t is the number of terms in f ;
• S is the sum of the absolute values of the coefficients of f .
The component m y will be zero exactly when f can be made monic as a polynomial in y. We order the vectors v(f ) lexicographically, and to each C ∈ C assign the vector v(C) = min{v(f (x, y)), v(f (y, x))}, where f (x, y) = 0 defines C. We compare curves by comparing their vectors, obtaining a prewellordering of C. In particular, any subset of C contains a (not necessarily unique) minimal element.
We now give a simple algorithm to search the graph G for a curve that is locally optimal within a radius R. We use N (C, k) to denote the set of curves connected to C by a path of length at most k in G. For C ′ ∈ N (C, k) we let φ(C ′ , C) denote the birational map defined by the path from C ′ back to C.
1. Set C ← C 0 , k = 1, and let ϕ be the identity map.
The curve C 1 output by the algorithm is our optimized plane model for X 1 (N ). It is birationally equivalent to the curve C 0 defined by F (r, s) = 0, and the map ϕ carries points on C 1 to points on C 0 .
To enumerate the neighbors of the curve C defined by f (x, y) = 0, the algorithm applies each of the eight atomic operations. The result of applying the birational map φ with inverseφ is computed by expanding f (φ x (x, y),φ y (x, y)) as a formal substitution of variables and clearing any denominators that result. Thus the translation x x − 1 is obtained by expanding f (x + 1, y), and the inversion x 1/x effectively replaces x i in f (x, y) with x dx−i . To enumerate N (C, k) involves applying up to 8 k possible sequences of operations (this number can be reduced by eliminating obviously redundant sequences), so the bound R cannot be very large. We have tested up to R = 10, but find that R = 8 suffices to obtain the results given here. When R = 8 the algorithm takes less than an hour (on a 2.8 GHz AMD Athlon processor) for N ≤ 50. Table 2 illustrates the algorithm's execution for N = 16. We begin with the curve C 0 defined by F (r, s) = 0, as listed in Table 4 , and set C = C 0 with f (x, y) = F (x, y). The algorithm finds v(C) = v(f (y, x)) = (3, 1, 5, 6, 13, 40), indicating that the f (x, y) has degree 3 in x (in this case v(f (y, x)) is less than v(f (x, y)) so the roles of x and y are reversed). Additionally, f (x, y) is not monic in x, has degree 5 in y, total degree 6, 13 terms, and the absolute values of its coefficients sum to 40.
No curves within a distance k = 1 are found that improve v(C), but for k = 2 a curve C ′ is found that is monic in x (and also degree 3), which implies v(C ′ ) < v(C). This reverses the sequence of steps 5,8 (as identified in the key to Table 2 ) used to reach C ′ from C 0 (so ϕ maps points on C ′ back to points on C 0 ). The next improvement occurs when k = 4. In this case reversing the path 1,3,8,6 from C to C ′ yields the sequence 6,8,4,2, and ϕ becomes x (y + 1)/(xy + 1), y 1/(y + 1).
The algorithm continues in this fashion, finding the sequence of curves listed in Table 2 , until it is unable to find a better curve within the maximum search radius R. The resulting curve has minimal degree in x rather than y, so we swap variables (and adjust signs) to obtain the optimized curve
which appears in Table 6 . Corresponding changes to ϕ yield the birational map (7) r = 1 + (y + 1)/(xy + y 2 ), s = 1 + (y + 1)/(xy − y 2 ), listed in Table 7 , which carries points on the curve in (6) to points on C 0 . Table 5 shows the improvement in the minimal degree d(C i ) and the number of terms t(C i ) obtained when the initial curve C 0 is transformed to the locally optimal curve C 1 output by the algorithm. For comparison, we also list the genus of X 1 (N ), obtained from sequence A029937 in the OEIS [17] (see Theorem 1.1 of [8] for a general formula).
The search procedure described above can be applied to any plane curve defined over Q, but its effectiveness depends largely on finding singularities with small integer coordinates. Empirically, this works well with X 1 (N ), but other applications may wish to modify the list of atomic operations to incorporate more general translations. Alternative search strategies, such as simulated annealing, may also be worth investigating.
Application to finite fields
We can use the optimized form of X 1 (N ) to efficiently generate elliptic curves containing a point of order N over the finite field F q , as described in the introduction. Here we briefly address a few topics relevant to practical implementation. We assume that C 1 is defined by f (x, y) = 0, with d y ≤ d x , and consider how we may use f (x, y) to efficiently generate a set of m elliptic curves over F q , each containing a point of order N .
Except for a small set of points (those leading to singular curves and those for which ϕ is undefined), there is a one-to-one correspondence between points on C 1 and nonsingular curves in Tate normal form on which the point P = (0, 0) has order N (see Section 2). For large q, each possible j-invariant in F q (and each twist) is represented by an approximately equal number of curves in Tate normal form. It follows that we can obtain a (nearly) uniform distribution over isomorphism classes of elliptic curves defined over F q containing a point of order N , provided that we have a uniformly distributed sample of points on f (x, y) = 0.
When d > 2 it is not a trivial task to efficiently generate a sample with uniform distribution. It is impractical to test random solutions to f (x, y) = 0, so instead we pick x i ∈ F q at random and compute the roots y ij (if any) of the degree d polynomial h i (y) = f (x i , y) over F q . For each root y ij of h i we include the point (x i , y ij ) in our set of m points. Assuming m ≫ d this gives us an approximately uniform distribution (if we used only one root of h i this would not be true), but the points obtained are not all independent. In practice this does not pose a problem. At most d points share a common x value, and after mapping the points back to F (r, s) = 0 and constructing E(b, c) it is very difficult to discern any relationship among the curves. 6 With this approach we expect to compute the roots of m polynomials h i (y), on average, in order to obtain m points on f (x, y) = 0.
When X 1 (N ) has genus 1, the curve f (x, y) = 0 is an elliptic curve, and we may use a more efficient approach: select one point at random, then compute multiples of it via the group operation. We can generate m random multiples using O(log q + m log q/ log log q) group operations via standard multi-exponentiation techniques [22] , or we can compute multiples in an arithmetic sequence using just m + O(log q) group operations. The latter approach does not generate independent points, but it is highly efficient: only O(1) operations in F p are required per point (assuming m ≫ log q). During this computation it is convenient to work with a model for X 1 (N ) in short Weierstrass form. These are provided in Table 3 , along with the corresponding maps back to F (r, s) = 0.
Having generated a set of m points on f (x, y) = 0, we apply the appropriate birational map to obtain points on F (r, s) = 0. When doing so, we invert the 6 Alternatively, we could obtain a uniform independent distribution using as most one root of each h i , provided we discard it with a certain probability depending on the number of roots h i has. We do not regard this as a practical solution. Table 3 . Short Weierstrass form of X 1 (N ) with genus 1.
denominators in parallel, via the usual Montgomery trick [3, Alg. 11.15]. We then compute (b, c) pairs (using c = s(r − 1) and b = rc). In a field of characteristic not 2 or 3, we may convert the curve E(b, c) to the short Weierstrass form:
Let d = c − 1 and e = d 2 − 4b. Through the admissible change of variables
we find that A = 27(24bd − e 2 ), B = 54(e 3 − 36bde + 216b 2 ), and (3d, −108b) is a point of order N on y 2 = x 3 + Ax + B.
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At some point during the process described above, we need to check that the discriminant ∆ of each curve obtained is nonzero. This is most efficiently done at the end using ∆ = −4A 3 − 27B 2 . This may result in fewer than m curves being generated, but we can always obtain more points on X 1 (N ) if necessary.
Prescribing 4-torsion
For odd N , we can use X 1 (2N ) to generate elliptic curves which contain a point of order 4N over F q in a manner that may be more efficient than using X 1 (4N ). Alternatively, we can generate curves which contain a point of order 2N but do not contain a point of order 4N . These results rely on efficiently computing the 4-torsion of an elliptic curve using a known a point of order 2, which we obtain from the point P = (0, 0) of order 2N . For odd N , a curve with a point of order N has a point of order 4N if and only if it has a point of order 4.
In fact, we only need the x-coordinate of N P , which can be computed as described in Section 2 (see Table 1 for N ≤ 10). It will be convenient to work with the short Weierstrass form (8), so we assume that the point N P has been translated via (9) to the 2-torsion point β = (x 0 , 0) on the curve E defined by
Our strategy is to use the value x 0 to determine whether E contains a point of order 4 or not. In the best case this requires only a single test for quadratic residuacity in F q , and even in the worst case, a square root and two tests for quadratic residuacity suffice. If the result is not as desired, we discard E and test another curve with a point of order 2N . On average we expect to test two curves. This is typically faster than either finding a point on X 1 (4N ), or using X 1 (N ) and computing 4-torsion without a known point of order 2. 
Proof. If 2α = β then the duplication formula for elliptic curves [16, p. 59 ] implies
Therefore u must satisfy
Since β = (x 0 , 0) ∈ E, we have x We now set u = z + x 0 and rewrite this as
as desired. Reversing the argument yields the converse, provided f (u) = 0. But if u is a root of f , then one can show that (u − x 0 ) 2 = f ′ (x 0 ) implies D(f ) = 0, contradicting the fact that E is nonsingular.
There may be 1 or 3 points of order 2 on E. The x-coordinates of the other two (if they exist) are the roots x 1 and x 2 of f (x)/(x − x 0 ), which we can determine with the quadratic formula. We now give our main result for treating 4-torsion. Proof. Note that f (x i ) = 0 implies f ′ (x i ) = 0, since E is nonsingular, hence χ(f ′ (x i )) = ±1. LetẼ denote the quadratic twist of E over F q . By Lemma 1, each root x i of f (x) for which χ(f ′ (x i )) = 1 yields 4 points of order 4 (two pairs of inverses), either all on E, all onẼ, or split 2-2 between them. Recall that #E = q + 1 − t and #Ẽ = q + 1 + t, where t is the trace of Frobenius, so 4|#E if and only if 4|#Ẽ, and for q ≡ 3 mod 4, 8|#E if and only if 8|#Ẽ.
We first consider q ≡ 3 mod 4. Suppose χ(f ′ (x 0 )) = 1. If n = 1 then E andẼ each have 2 points of order 4. If n = 3 then at least one of E andẼ has order 8, but if one does, then so must the other, and again E has a point of order 4.
Suppose χ(f ′ (x 0 )) = −1. If n = 1 then E cannot have a point of order 4, so assume n = 3. By Lemma 2, for q ≡ 3 mod 4 we have χ(f ′ (x 1 )) = χ(f ′ (x 2 )), and if their common value is -1 then E cannot have a point of order 4. If it is 1 then at least one of #E or #Ẽ is divisible by 8, but then they both are and both contain a point of order 4.
We now consider q ≡ 1 mod 4. If n = 1 then E can have a point of order 4 if and only if χ(f ′ (x 0 )) = 1, as above. Now assume n = 3. It follows from Theorem 4.2 of [10] that E has a point of order 4 if and only if at least two of x 0 − x 1 , x 1 − x 2 , and x 2 − x 0 are squares in
Lemma 2. Let f (x) be a monic cubic polynomial with distinct roots x 0 ,x 1 ,x 2 in F q , with q odd. We have
In particular, the number of squares in the set {f
} is even when q ≡ 1 mod 4 and odd when q ≡ 3 mod 4.
Proof. Recall that for a monic f of degree n = 3, the discriminant of f is given by
The roots of f are distinct, so D(f ) = 0. By the Stickelberger-Swan Theorem (Corollary 1 in [19] ), D(f ) must be a square in F q , since f is degree 3 and has 3 irreducible factors. The lemma then follows, since χ(D(f )) = 1.
As a final remark, we note that when (1) fails to hold in Proposition 1, it is quite likely that E has trivial 4-torsion. On average, this probability is about 90% (this can be computed precisely, see [4, 5] ). As a practical optimization, when seeking a point of order 4N , if condition (1) fails we may simply discard the curve and test another. When q ≡ 3 mod 4 this reduces to a test for quadratic residuacity in F q , and we expect two tests of curves generated with X 1 (2N ) will suffice to produce a curve with a point of order 4N .
Appendix
For reasons of space, most of the tables that follow give data only for N ≤ 30 (in one case we also omit the full entry for N = 29). Full results are available in electronic form for N ≤ 50 from http://math.mit.edu/ ∼ drew. Table 7 . Birational maps for X 1 (N ) from f (x, y) = 0 to F (r, s) = 0.
