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C'R = , where This ARE has maximum value 3/1T = .955 at P p = P s = 0 and decreases to /:3/2 = .866 as P p and P s approach 1 or -1.
In general, of course, the vector E is unknown; it would a~pear that the most reasonable thing to do then would be to estimate it. The ob- 
down the formulas for rank analysis of covariance in that special case.
only two populations to be compared and the concomitant variable is univariate:
analysis of covariance seems to be limited to the situation where there are i.e., m=2, p=l. For purposes of comparison it will be convenient to set
Corresponding to the bivariate observation (Y i ,X. ) we then assign the score a 1a is distributed approximately as X 2 with Z degrees of freedom, at least for n l and n Z both at least equal to 10. The statistic R has been proposed again, apparently independently, by Chatterjee and Sen [4] for the general b<ivari-ate two-sample location problem. However, the very generality of the alternatives contemplated by this procedure suggests that it will have relatively low power under our ass~ption of identical marginals for Xl and X Z '
and we do not discuss it further.
The third proposal of David and Fix, made "on conunon-sense grounds", is to use a test criterion (their~or 8) equivalent to
under H oZ T 3 may be treated as approximately normally distributed with mean o and variance nlnz(N+l) (1-r S )/6. Note that the test based on T 3 is the same as the test which would be called T(l) in the notation of Section Z.
It turns out, as will be seen, that this last test is also closely related to a procedure which was proposed by Bross [3] for the restricted situation where the response is a simple dichotomy, (although its extension to more general responses is inunediate). Bross' test, which he calls caVAST ("Covariable Adjusted Sign Test"), has an interesting intuitive justification.
Assume that the response and the concomitant variable are positively associated within anyone population. Now let (YI,X I ) and «YZ'X Z ) be random observa- and P 2 are the number of "partial inversions" indicating greater responses in populations 1 and 2 respectively. Since the test T(l) can also be expressed in terms of ranks it is generally simpler to use than that of Bross (although not in the case of a dichotomous response); but it is not easy to say which may be preferable if grounds other than simplicity of computation are considered. The difference in interpretation is that T(l)
gives half-weight to the partial -inversions which Bross discards entirely.
Of course, for efficiency against alternatives of the type considered in Section 2 the best choice is the rank analysis of covariance test, i.e., T(r s ) if there are no ties.
In Table 2 all three tests are illustrated using the data which The results of a rank analysis of covariance may be interpreted in terms of the probability that a response chosen at random from one population will exceed a response chosen at random from another. Such a concept seems at least as simple and useful as the usual formulation in terms of means. (The two interpretations are entirely equivalent when the assumptions of the parametric method are satisfied.) It is a commmon approach to problems of this sort, when it seems that a parametric analysis cannot be justified with the data as they stand, to search for a suitable transformation. Guidelines for such a search have been almost entirely heuristic, however; and if a successful transformation is found, its use with the parametric analysis may involve considerable additional complication not only in computation but also in interpretation. Of course, the method proposed here might be considered as an example of this approach in which the transformation is that of ranking. It is interesting to note that exactly the same interpretation may be given to a regression of the ranked responses on the concomitant variates after applying any transformation whatever, including ranking, or none, and not necessarily the same to each.
I.
The general principle described in Section 1 is very widely applicable indeed. The tests of form T(~), including rank analysis of covariance in particular, and the closely related test of Bross, are all examples of it;
and further examples will be considered below.
The following "quick and dirty" method for the case of one concomi- I I
where VR is the variance ratio statistic of the analysis of variance and X2
is the statistic of the x2-test.) The preceding method could of course be "slowed down" and "cleaned up" by carefully specifying how to fit the curve. -21-advantage of allowing the covariates to be completely arbitrary in form, even purely nominal, and also of allowing any arbitrary relationships among covariates and response. On the other hand, it appears to lack power re1a-tive to the preceding methods if some structure can be imposed on the data.
For further discussion of these points see the recent paper by Bi11ewicz [2J.
I am now in the process of developing a broad class of methods which'app1y the general principle described above in conjunction with the idea of matching.
Finally, E1ashoff and Govindaraju1u [6J have recently developed another method in which I understand that they assume linear regression and obtain a nonparametric estimate of the slope; but I have not yet seen any of their results.
