ABSTRACT Electric loads are essential for power system dynamic simulation. However, load modeling is one of the most challenging topics due to the diversity and time-varying behavior of the load. When considering the intervention of rapidly developing distributed generation (DG), load modeling becomes more difficult. In this paper, a new solution for determining the unknown generalized load model is proposed. The radial basis function (RBF) neural network-based sub-models of generalized load are stored in the form of a sub-model bank. A recursive Bayesian approach is used to identify the sub-models and then merge them into one generalized load model according to their probabilities. The proposed method can be implemented online and adapt to describing the diversity and time-varying behavior of the generalized load. Numerical studies are carried out using both simulation data and actual measurements. The comparisons with other load modeling methods verify the advantages of the proposed method.
I. INTRODUCTION
Electric load modeling is essential for power system stability analysis and control [1] . However, it is difficult and complex to set up an accurate load model due to its diversity and timevarying behavior. Nowadays, as more and more distributed generation (DG) is connected to the power system, the number of load buses with power supply attributes increases continuously [2] . This situation makes load modeling more difficult than before. Load modeling methods with excellent general performance are imperative [3] .
To date, much literature has been dedicated to load modeling. In [4] , two categories of load models named induction motor (IM) models and exponential recovery load (ERL) models are compared with the measurement data gathered in Taiwan power system. For the ERL models, they can be further subdivided into three kinds of models: exponential recovery (ER) model, adaptive (AD) model, and linearized generic nonlinear dynamic (GNLD) model. Among them,
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the ER model and AD model are non-linear dynamic load models, while GNLD is the linearized form of ER and AD models. In order to reduce modeling difficulty, the parameter sensitivity is analyzed in [5] , and then the identification of insensitive parameters is neglected. In order to describe the load behavior under unbalanced disturbances, an improved ZIP model with three-phase dq0 voltage components is formed in [6] . For considering the impact of high-voltage network, an extended composite load model is proposed in [7] . In terms of the parameter identification techniques in a given load model structure, reference [8] adopts the crossover operation of genetic algorithm and particle swarm optimization algorithm. And reference [9] improves the nonlinear least squares method for estimating a large number of parameters. The above studies have developed load modeling methods from different perspectives. However, these methods are actually the single-model-based methods, which are difficult to describe the diversity of the load since a single load model built under one condition will not be applicable under other conditions. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
The research on generalized electric load modeling considering the role of DG is much less. In [10] , the characteristics of induction motors and wind turbines are described using an asynchronous machine model. However, reference [11] pointed out that an asynchronous machine model is difficult to make an accurate description of the characteristics of both load and DG, especially when the capacity of DG is large enough. To solve this problem, a generalized load model consisting of a composite load and an asynchronous generator is proposed in [12] . But the parameters of this model are much more than the ones of traditional load models. Therefore, the identification of those parameters becomes quite a challenging work, and it is difficult to find a perfect parameter set among a number of local solutions.
In recent years, the neural network-based load modeling methods have received extensive research attention. In [13] , a feed-forward neural network-based load model is proposed, and the results indicate this model can accurately describe the dynamic characteristics of substation bus load. In [14] , an adaptive back propagation neural network-based load model is further proposed. It can be trained faster than other neural networks. In [15] , a functional polynomial network-based load model is proposed. The advantage of the model is that no learning parameters need to be set and the convergence speed is fast. Moreover, references [16] and [17] build the load models based on recurrent neural network (RNN) and radial basis function (RBF) neural network, respectively. And reference [18] combines RBF with RNN to describe the load characteristics with high accuracy. Neural networks have excellent performance in adaptive nonlinear mapping, which is conducive to avoiding the limitation of detailed components of composite load. Thus, neural networks provide potentially good solutions to generalized load modeling with DG. However, the existing neural network-based load models are also designed in a single-model structure. Due to the over-fitting of neural network, a single neural network-based load model always has poor generalization ability to describe the diversity of load in various conditions [19] , [20] .
In order to deal with the time-varying behaviors of the load, the statistical analysis (SA) methods have also been applied to load modeling. In [21] , a dynamic load model is built by statistically analyzing the means and variances of the parameters of the model. In [22] , the measurements are statistically analyzed and the parameters of load model are classified into several groups for describing the time-varying behaviors of the load. In [23] and [24] , the Gibbs sampling method combined with Bayesian estimation is proposed for estimating the distribution of the parameters of load model. However, all those SA-based load modeling methods are only implemented offline in a single model framework.
The aim of this paper is to introduce a new recursive Bayesian-based approach for online automatic identification of generalized electric load models in a multi-model framework. Compared to the aforementioned works, the main contributions of this paper are as follows:
1) The generalized load characteristics are described in a multi-model framework and identified using a recursive Bayesian approach. To the best of our knowledge, this is the first application of Bayesian estimation for electric load modeling from the perspective of pattern identification of sub-models. 2) The proposed method can adapt to describing the diversity of load. It is a fully automated process without human intervention.
3) The proposed method allows online tracking of time-varying behavior of the composite load with DG. The comparisons with other load modeling methods demonstrate the accuracy of the proposed method. The remainder of the paper is organized as follows. Section II presents the framework of the proposed method. In Section III, the online automatic identification of generalized load models is introduced. The case studies are shown in Section IV. Finally, the conclusion is given in Section V.
II. FRAMEWORK OF THE PROPOSED METHOD
The framework of the proposed method is demonstrated in Figure 1 . Several RBF neural network-based sub-models are stored in the form of the sub-model bank. All sub-models use the same measurements as input. The output of each sub-model is compared with the real measurements, and the error associated with each sub-model is used to calculate the conditional probability of this sub-model. The closer the sub-model approaches the real load model, the higher its conditional probability will be. In addition to this, all sub-models are combined into a composite model according to their conditional probabilities. This way, not only the same load characteristics as the sub-models can be described, but also the load characteristics different from the sub-models can be approached in a combined manner. Note that, the training of each RBF neural network-based sub-model is implemented offline. The measurements collected in various disturbances are used for the training of sub-models. If those disturbances occur at different times, the sub-models actually reflect the time-varying behaviors of the generalized load. Then the recursive Bayesian estimation is carried out online, automatically combining the sub-models into a composite model for adaptive tracking of the time-varying behavior of the generalized load. More details are discussed next.
III. ONLINE AUTOMATIC IDENTIFICATION OF GENERALIZED LOAD MODELS A. RBF NEURAL NETWORK-BASED SUB-MODEL
RBF neural network is a type of feed-forward neural network with outstanding performance in nonlinear regression analysis [25] . The structure of the RBF neural network is shown in Figure 2 . It can be formulated as
where f nn (Z) is the neural network function; Z ⊂ R q is the input vector; W = [w 1 , · · · , w m ] is the weight vector of the neural network;
is the radial basis function, which can be expressed as
; ξ i is the center point; and η i is the center width. When an RBF neural network has a sufficient number of neurons, it can infinitely approximate any complicated and continuous function by adjusting its internal parameters, which consist of the number of neurons in the hidden layers, the center points, the center widths, and the weights of the neurons [26] . Because generalized electric load including DG is a complex and continuous function, it can be exactly described by RBF neural network in theory. Similar to [13] , the RBF neural network-based sub-model of the generalized electric load can be written as
where In order to train the RBF neural network-based sub-model, various methods can be used, including gradient descent algorithm, intelligent optimization algorithms, extended Kalman filter (EKF) algorithm, etc. However, among these algorithms, the EKF algorithm has often been favored in terms of its training efficiency and accuracy. Therefore, the EKF algorithm is applied in this paper, and the estimate of weight vector can be described as
where W [27] .
Note that, the training of RBF neural network-based submodel using EKF algorithm may result in divergence problem. In order to avoid this problem, the R adaption law proposed in [27] is adopted as follows:
If e t i > 192T t r,i , r t i should be set as
where T t r,i is the trace of
; l is the number of output neurons; and e t i is the estimation error of the output, which can be calculated as
where W t e,i is the estimation error of weight vector; and γ t i is the first-order approximation residue.
It has been proved in [27] that the R adaption law can effectively ensure the training convergence based on EKF algorithm.
B. RECURSIVE BAYESIAN-BASED COMPOSITE MODEL
In this paper, the recursive Bayesian approach is utilized to calculate the probability of each sub-model in the model bank. The recursive Bayesian approach is regarded as an excellent pattern identification tool with inexpensive computation and high accuracy, and has been successfully applied in the identification of parameters and state in power systems [28] - [30] .
According to the Bayes theorem, the posteriori probability of sub-model i at time t can be calculated as
where N represents the number of sub-models;
is the error vector of sub-models;
i |η i represent the prior probability and the condition probability of sub-model i at time t, respectively. VOLUME 7, 2019 According to [28] , the power system disturbance behavior can be modeled via Gaussian approach. Thus p η i ε t can be assumed to be normally distributed, then (10) can be rewritten as
where C i represents the covariance diagonal matrix of sub-model i; e t i is the error between the real measurement and the output of sub-model i.
The algorithm assigns an equal initial probability to each sub-model and proceeds recursively according to (11) . The new probabilities are the improvements of the probabilities in the previous moments. If the probability of one sub-model converges to 1, the probabilities of other sub-models will be 0, and no change can be made in the subsequent moments. This is not conducive to describing the changing load. In order to solve this problem, we set a threshold δ for the probability of each sub-model according to [30] . When p t i ≤ δ, let p t i = δ to ensure that all models are active in the subsequent moments. In this paper, δ is set to 0.01.
In order to describe the generalized load characteristics, we can select the sub-model with the highest probability, or make a probabilistic weighted summation of these submodels. In this paper, we choose the weighted summation method due to its advantages in dealing with sub-model switching and less requirement in the sub-models (Even if all the sub-models are different from the actual model, it is still possible to approximate it by the combination of these sub-models). Then the output of generalized load model can be written as
where P t and Q t are the active and reactive power outputs of generalized load model, respectively; p t P,i and p t Q,i are the probabilities of sub-model i related to the active and reactive power, respectively.
C. CALCULATION PROCESS
The main steps of the proposed method are shown in Figure 3 . They can be divided into two parts. In the first part, the submodels are built offline, and then are stored in a sub-model bank. In the second part, all sub-models in the sub-model bank are driven by the online measurements to form a composite generalized load model.
IV. CASE STUDIES A. TEST WITH SIMULATION DATA
The New England 39-bus test system shown in Figure 4 is used to test the effectiveness of the proposed method. Bus 18 is randomly selected and then modified as a generalized load bus, including ZIP load, third order induction motor, and direct-driven wind turbine generator (DWTG). Various faults are set in this test system, and the measurements in bus 18 with different wind power ratios are obtained for generalized load modeling. For example, when a wind power ratio is given, the three-phase short-circuit faults are set up in different lines, so that bus 18 can be disturbed to different degrees, and diversified measurements can be obtained accordingly. The sampling interval and the measurement period are set to 20 ms and 12 s, respectively.
In order to facilitate the analysis of simulation results, some indicators are defined as follows: (17) where | P| and | Q| are the average errors of the active and reactive power, respectively; | P| max and | Q| max are the maximum errors of the active and reactive power, respectively; P t z and Q t z are the measurements of the active and reactive power, respectively; P t m and Q t m are the model outputs of the active and reactive power, respectively; and T total is the number of moments.
1) TEST OF SUB-MODEL a: TEST IN THE PERFORMANCE OF RBF NEURAL NETWORK
In this paper, the sub-models are built based on the RBF neural network. In order to verify the advantage of RBF neural network in modeling generalized electric load, it is compared with four traditional load models, i.e., ER [4] , AD [4] , implicit definited (ID) model [31] , and composite load model (CLM) consisting of ZIP and a third order induction motor [32] . For the RBF neural network-based model, the number of neurons in the hidden layer is set to 80, and the maximum training number is set to 1200. For the traditional load models, the artificial bee colony algorithm in [33] is used to estimate the parameters. The number of bee colonies is set to 200, and the maximum number of iterations is set to 500.
The measurements obtained in five cases are adopted. The voltage drops in cases 1-5 by 0.53, 0.49, 0.34, 0.14, and 0.44, respectively; and the ratios of wind power in cases 1-5 are 0%, 2.5%, 7.5%, 10%, and 12.5%, respectively. The parameter estimation results of different load models are presented in Tables A1-A5 , and the output errors of those models are shown in Table 1 . It can be seen that the average errors of the RBF neural network are much smaller than those of the other four models in all cases. Because of the excellent approximation capability, RBF neural network can be free from the components of load bus and has high modeling accuracy even when DG is considered. However, in this case, we apply the same data when building and testing the model, so the test results only reflect the fitting accuracy of various models. Due to the over-fitting of RBF neural network, a model built in one condition is usually not suitable for other conditions. Thus, the multi-model framework is needed. This will be tested in the following.
b: TEST IN THE IMPACT OF THE NUMBER OF SUB-MODELS
Build different numbers of sub-models in the model bank, and then run the proposed method in various cases to test the impact of the number of sub-models on the modeling accuracy. In order to make the sub-models more uniform, we match them to the ratios of wind power in the generalized load bus according to (18) . (18) where ρ i is the ratio of wind power corresponding to submodel i;ρ is the ratio coefficient of wind power, it is set to 40% in this test; and N is the number of sub-models.
The tests are carried out in in six cases, where the voltage drops by 0.24, 0.50, 0.29, 0.33, 0.28, and 0.27, respectively; and the ratios of wind power are 10%, 15%, 20%, 25%, 30%, and 35%, respectively. The simulation results are provided in Table 2 and Figure 5 , and the parameters of sub-models are shown in Table A6 (In order to save space, only the parameters of the six sub-model parameters are shown as an example). It can be found that when there is one submodel, the generalized load characteristics in case 3 can be described accurately. But the errors in other cases are much larger. As the number of sub-models increases, they can better describe the generalized load characteristics in more cases, so the errors in these cases are generally smaller. However, when the number of sub-models reaches six, increasing the number of sub-models can no longer reduce the error significantly. On one hand, the six sub-models can approximate most of cases with acceptable precision. On the other hand, the recursive Bayesian approach can further facilitate the approximation by the weighted summation of sub-models. Therefore, even if the number of sub-models continues to increase, the accuracy of load model no longer changes significantly.
When building the sub-model bank, the number of sub-models can also be prevented from being excessive by utilizing operators' experience. However, the proposed method is computationally inexpensive and hence allows the application of a sub-model bank with a large number of sub-models. VOLUME 7, 2019 TABLE 2. Impact of the number of sub-models on the modeling accuracy.
FIGURE 5.
Impact of the number of sub-models on the average error of active power.
2) TEST OF COMPOSITE MODEL a: TEST IN IDENTIFICATION ACCURACY
In the proposed method, a recursive Bayesian approach is used to identify the sub-models in a bank. This is an online pattern identification method different from the existing online parameter identification methods of load modeling. In order to verify the advantages of the proposed method in identification accuracy, it is compared with two online parameter identification methods, i.e., unscented Kalman particle filter algorithm [34] and Kalman filter algorithm [35] . For convenience, they are referred to as online method 1 and online method 2 in the following.
The CLM structure is used for online method 1 and online method 2. In order to focus on the identification effectiveness of the algorithms, the ratio of wind power is set to 0. Such that the model structure of the two methods used in parameter identification is identical to that of the test system. Furthermore, considering that online method 1 and online method 2 are difficult to estimate too many parameters, the two algorithms only estimate the stator reactance Xs and K pm , which defines the ratio of initial active power of the equivalent motor. Other parameters are fixed to their true values. As for the proposed method, a sub-model bank containing six sub-models is adopted, where sub-model 2 can be regarded as the actual load model since it is trained using the actual measurements in this test condition. And other sub-models are the same as the previous test. The task of the proposed method is to identify sub-model 2 from the sub-model bank. The results are shown in Figures 6-8 . Note that, for the three online modeling methods, the latest measurements are used to identify the parameters or probabilities of the model at each moment, hence the parameters or probabilities are varying with time. In Figure 6 , the probabilities of sub-models are presented. It is evident from Figure 6 that the probability of sub-model 2 is much higher than those of other sub-models, indicating the algorithm correctly identifies sub-model 2 as the most probable sub-model. Referring to Figure 7 and Figure 8 , one can see that the estimated parameters deviate significantly from the real values in the online identification process (The real values of Xs and K pm are set to 0.295 and 0.800 in this test). As known, the parameter identification of load modeling may provide multiple different solutions even if the situation is the same. This makes it difficult to identify parameters accurately. In this paper, the parameter identification problem is transformed into a pattern identification problem, and hence the difficulty in parameter identification of load modeling can be effectively avoided.
b: TEST IN MODELING ACCURACY
The modeling accuracy of the proposed method is tested in eight cases, where the voltage drops by 0.31, 0.44, 0.57, 0.34, 0.25, 0.19, 0.42, 0.33, respectively; and the ratios of wind power are 0%, 0%, 0%, 10%, 15%, 20%, 22.5%, and 22.5%, respectively. The comparisons with online method 1 and online method 2 in all cases are presented in Figures 9-11 . Figure 9 and Figure 10 show the average errors of active and reactive power of the three methods in all eight cases. It is clear from the results that the error of the proposed method is the smallest among the errors of all the methods. This indicates that the proposed method has higher modeling accuracy than the other two methods. Figure 11 presents the probabilities of sub-models of the proposed method in case 4 as an example. In the iterative process, there is no sub-model whose probability has an absolute advantage over other sub-models, i.e., no sub-model matches the generalized load model perfectly in this case. However, after the fusion of sub-models, the generalized load model still has acceptable accuracy.
c: COMPARISON OF COMPUTATION TIME
The computational time of the proposed method is compared with that of the other two online modeling methods in the eight cases of the previous test. The simulations are carried out on a machine with an Intel Core i5 processor running at 3.3 GHz with 8 GB of memory, and the computation time of the three methods is shown in Table 3 . It can be seen that the average calculation time of the proposed method is less than 1 ms, which is slightly longer than that of online method 2, but much less than that of online method 1. It can be claimed that the proposed method can meet the requirements of online load modeling.
B. TEST WITH ACTUAL MEASUREMENTS
In this test, the actual measurements are used to derive the load model. The measurements are taken from an industrial substation in Guangdong province, China. The network relevant to the present case study is depicted in Figure 12 , where bus 7 is connected to a wind farm, and the voltage is transferred from 220kV to 110kV by substation 1. In this paper, one outgoing line on the low-voltage side of substation 1 is regarded as a generalized electric load (other outgoing lines are not drawn). The measurements in the data-recording system installed at substation 1 are extracted. Seven sets of measurements in the relatively large voltage swings are selected and then converted into fundamental positive-sequence voltage, active power, and reactive power for load modeling. The variations of voltage magnitude and active power are in the ranges of 3.6%-8.5% and 8.2%-28.3%, respectively, while the variation of reactive power is much larger (more than 65%). Similar to the test with simulation data, we use six sub-models in this test. We first train the sub-models using six sets of measurements, and then test the performance of the composite model using the seventh set of measurements. In order to verify the superiority of the proposed method in handling actual measurements, it is also compared with online method 1 and online method 2 mentioned above. Figure 13 shows the per-unit value of the fundamental positive-sequence voltage in the seventh set of measurements. Figures 14 and 15 give the outputs of the models established by different methods during the disturbance. It can be seen that the proposed method can approximate the measured power curve more accurately than online method 1 and online method 2. Table 4 further summarizes the average and maximum errors of the three methods. Observe that the average error of the active power of the proposed method is 0.72%, while those of the other two methods are 1.36% and 1.64%, respectively. As for the maximum errors of the active power, they also indicate that the proposed method performs better than the other two methods. Similar conclusions can be drawn when comparing the average errors and maximum errors of the reactive power of the three methods. Hence, it can be claimed that the proposed method is more accurate than the other two methods. As known, a generalized load model with lower error can improve the economics of practical planning and operation of power systems under the premise of meeting safety requirements, because it does not need to have too much safety margin to withstand the model's error. Therefore, it is worthwhile to replace online method 1 and online method 2 with the proposed method. Figure 16 shows the probabilities of sub-models of the proposed method. In order to approximate the actual load characteristics, the probability of each sub-model changes greatly during the disturbance. This is in fact an online adaptive combination of sub-models according to the online measurements. In the past load modeling practice, it is easy to derive load models from the measurements of various disturbances. But when applying these models, we don't know which model matches the actual condition due to the diversity of the load. Now, based on the proposed method, all the sub-models corresponding to various disturbance measurements can be automatically identified without human intervention. Furthermore, even if no sub-model matches VOLUME 7, 2019 the actual load model, it can still be approached by the combination of these sub-models. This property reduces the requirement of sub-model and facilitates the application of the proposed method.
V. CONCLUSION
A recursive Bayesian-based approach for the online automatic identification of generalized load models has been presented in this paper. From the theoretical properties of the proposed method and from extensive numerical simulations, main conclusions are as follows:
1) The RBF neural network gives better results than four traditional load models in modeling load behaviors when wind power is involved.
2) The multi-model framework with a certain number of sub-models is suitable for describing the diversity of load in various conditions. 3) The Bayesian estimation can efficiently identify the sub-models from a model bank, and then merges them into one composite load model without any human intervention. Regardless of whether the sub-model exactly matches the actual load model, this approach can provide a composite model with acceptable accuracy. 4) The proposed estimator can be implemented online, flexibly tracing the time-varying behavior of the load. Compared with traditional online load modeling methods, the proposed method provides better performance. 5) This paper focuses on the online automatic identification of generalized load models in a multi-model framework. Future research directions include further investigation of the offline training of the sub-models with appropriate measurements.
APPENDIX
See Table A1-A6. 
