In this paper, we discuss a general approach to find periodic solutions bifurcating from equilibrium points of classical Vlasov systems. The main access to the problem is chosen through the Hamiltonian representation of any Vlasov system, firstly put forward in [4] and generalized in [8, 7] . The method transforms the problem into a setup of complex valued L 2 functions with phase equivariant Hamiltonian. Through Marsden-Weinstein symmetry reduction [5] , the problem is mapped on a Hamiltonian system on the quotient manifold S L 2 /S 1 which actually proves to be necessary to close many trajectories of the dynamics. As a toy model to apply the method we use the Harmonic Vlasov system, a non-relativistic Vlasov equation with attractive harmonic two-body interaction potential. The simple structure of this model allows to compute all of its solutions directly and therefore test the benefits of the Hamiltonian formalism and symmetry reduction in Vlasov systems.
Introduction
The problem of finding periodic solutions to Vlasov type equations has been around for a couple of decades. While there exist some results for solutions on periodic domains [2] , or periodic solutions under boundary conditions [3] , the existence of periodic solutions on the full domain R The construction of periodic solutions can usually be achieved by two major methods, both of which require a Hamiltonian formulation of the dynamical system. One option is to find extremal points of some action functional evaluated on a Banach space of closed curves. This is particularly useful, if one has a semi-bounded Hamiltonian, giving a chance to apply some mountain pass techniques.
Alternatively, one can first try to identify stationary points of the dynamics and find non-resonant eigenvalues of the second derivative of the Hamiltonian. This allows to construct families of closed curves oscillating around the stationary point. This bifurcation method is well developed for many finite and infinite dimensional systems [1] . Finding and classifying equilibrium states is also an active topic of research, considering for example stability questions [6, 9] . This paper intends to study the Hamiltonian formulation of Vlasov systems given by the Hamiltonian Vlasov equation [4, 8, 7] with respect to the search of periodic solutions thereof. In the Hamiltonian Vlasov picture, the phase space variable is a complex valued
1 is a classical Vlasov density again. The Hamiltonian functional can be directly constructed from the energy functional of the classical Vlasov system.
In this formulation a couple of remarkable features are revealed that underline its potential relevance for further studies. For example, it is possible for the first time to identify conserved quantities of the Vlasov system such as mass, and linear and angular momentum as Noether conjugates of continuous symmetries. Encouraged by geometric ideas usually applied to finite-dimensional problems, we study the ideas of symplectic symmetry reduction usually attributed to Marsden-Weinstein [5] in this new PDE setup.
The main motivation to remove continuous symmetries is their violation of bifurcation conditions. Symmetries always contribute to the kernel of the second derivative of the Hamiltonian, because they generate continuous families of stationary points and periodic families, degenerating the bifuraction equation. In this paper we discuss different approaches to remove these degeneracies, partly succeeding.
It turns out, that there are two types of symmetries. The first type (phase invariance) acts smoothly on the model Banach space (⊆ L 2 ) and can be treated by symplectic symmetry reduction following Marsden and Weinstein [5] . The second type (translation/ rotation invariance) is much more difficult to overcome. The key issue is that the group action is not smooth anymore, only continuous. That defies any chance to apply global symmetry reduction and projection onto a symplectic quotient manifold based on existing results, as a key condition is violated. Nevertheless there is hope to remove them with some local reduction principle around equilibria points if one is able to choose an appropriate topological setup. Still, this remains open as technical difficulties with regularities arise.
Treating the reduction of the phase symmetry, we find that it is not only convenient but even necessary for the search of periodic solutions.
The phase invariance of the Hamiltonian yields mass conservation and motivates restriction to the sphere S L 2 . Projection onto the quotient space S L 2 /S 1 not only increases the number of stationary points, but also predicts the correct periodic families bifurcating around them in the studied example of Harmonic Vlasov. Indeed, these bifurcating families are invisible for other methods, as in the unreduced system they are also governed by global phase oscillation usually in irrational relation to the profile oscillation, hence only relatively periodic in the notion of [5] . For our simplified example of Harmonic Vlasov (Thm. 3.4), we find a one-to-one correspondence of the Hamiltonian's spectrum and fam-ilies of bifuracting periodic solutions in the direction of eigenvectors. This indicates the method's possible impact on more complicated problems.
The paper is structured as follows. Section 2 gives a short introduction to the principle of symplectic symmetry reduction alongside its application to Hamiltonian PDEs in general. It also discusses the setup of the Hamiltonian Vlasov formulation. In Section 3 the method is applied to the Harmonic Vlasov system. The paper closes with some final comments on further applications.
Symplectic symmetry reduction
The idea of symplectic symmetry reduction in the sense of Marsden and Weinstein [5] is the reduction of the phase space of a Hamiltonian system according to its continuous symmetries and the associated conserved quantities. This procedure is particularly useful as it removes degeneracies around bifurcation points. For completeness, we give a short overview of the method, before introducing the specific setup of Hamiltonian Vlasov. We remark that the method applies to all Hamiltonian PDEs if they fit into an appropriate topological framework, especially smooth group action is required. Among others, this is the case for phase multiplication in NLS, Hartree, and the Massive Thirring Model.
On Hamiltonian PDEs
Consider a symplectic phase space (M, ω), for the sake of simplicity assumed to be a linear space M with constant symplectic form ω, with a smooth Hamiltonian H : M → R and the associated Hamiltonian vector field X H : M → TM implicitly given by
TM denoting the tangent bundle. The Hamiltonian equation of motion is now given by
Our main interest is to compute equilibria and families of periodic solutions around them.
Let us assume that there is a Lie group G, for simplicity assumed to be Abelian and finite-dimensional, acting smoothly on the phase space (M, ω),
leaving the symplectic form invariant, i.e.,
This is sometimes denoted G ⊆ Symp(M). Also assume that G is a continuous symmetry of the Hamiltonian, i.e., 
The Hamiltonian formalism yields the well-known NLS equation
The symplectic form and the Hamiltonian are also invariant under translation in x, but this group action is not smooth, only continuous.
The existence of such a symmetry group G raises two major concerns for our analysis. Firstly, it embeds any equilibrium into a continuous family, as shifting by group elements yields more equilibria of the same type. This causes technical problems especially for bifurcation theory, as these families contribute to the kernel of D 2 H, disallowing to solve
locally and thereby prove existence of periodic families for certain frequencies λ.
On the other hand, the symmetry operations often are of no physical interest, but can easily destroy periodicity. For example, global S 1 phase oscillation often is not relevant as it does not change the profile of the wave package. The same holds for profiles travelling at constant speed, such as solitons in NLS.
The symplectic symmetry reduction solves both these problems, removing the degeracies of equilibria arising from the action of G and dividing out the non-relevant motion along trajectories of the group action. The newly generated equilibria in the quotient system are then referred to as relative equilibria. They still carry all qualitatively interesting information.
The process of symmetry reduction in practice boils down to the following steps.
(i) From equations (1), (2) , and (3) one computes the full set of conserved quantities implied by this group (Noether's Theorem). The number is equal to the (real) dimension q of the group G. The resulting map
is usually referred to as moment map.
(ii) From the conservation laws, we know that trajectories of (2) remain in level sets of C. Therefore it suffices to restrict ourselves to the level set C −1 (c) of a regular value c ∈ R q , enforcing it to carry the structure of a manifold.
(iii) The Marsden-Weinstein reduction now states that there is a smooth quotient map
contracting orbits of the group action, such that C −1 (c)/G has a symplectic form Ω, that satisfies for the embedding ι :
and XH is its Hamiltonian vector field w.r.t. Ω, then
This key relation indicates how to compute the new Hamiltonian vector field locally in charts of the quotient manifold which is otherwise quite challenging in applications. It also shows that motion purely governed by symmetry transformations of G is canceled, yielding new relative equilibria, not even detectable in the unreduced system. In charts around these points it is now possible to use bifurcation theory in search of relatively periodic families.
Vlasov as a Hamiltonian PDE
While the structural approach of the previous section is very general, we want to study the special case of the Vlasov system in its Hamiltonian form. While the Hamiltonian formalism is widely used to understand equations such as NLS or Hartree, this seems not yet the case for Vlasov. However, the concepts of this section are just as applicable to those other equations.
Let us consider a classical Vlasov system with an energy functional
In the special case of a kinetic energy ǫ : R 
As derived in [8, 7] , one can find a corresponding Hamiltonian equation on complexvalued functions α ∈ L 2 z , where the inner product is
ℜ denoting the real part, and with symplectic structure i ∈ C, the symplectic form is
The dynamics on L 2 z as a symplectic vector space can now be constructed with the new Vlasov Hamiltonian
The corresponding equation of motion then is
and in the special case of (4), we find
It is a general fact, that solutions t → α(t) then yield
If the system energy is structured as in (4), then there is a number of general continuous symmetries. These symmetries naturally imply conserved quantities as an example of Noether's Theorem.
Proposition 2.2 (Continuous symmetries and Noether's Theorem). Any Vlasov Hamiltonian H Vl. structured like (4) is invariant under the continuous action of the
. This implies that any solution t → α(t) of (HVl) conserves the 2d + 1 quantities
Proof. (i) Constant phase invariance and mass conservation. The phase invariance of H Vl. is immediate from (5). Let t → α(t) solve (HVl), then
(ii) Translation invariance and pseudo momentum conservation. The translation invariance in x is also immediate from (4). For any 1 ≤ i ≤ d one computes
(iii) Linear phase invariance and linear momentum conservation. This symmetry is not directly obvious, though its implication, conservation of linear momentum, is well known. One computes for
which can be seen to not contribute, neither to the kinetic nor the potential energy term of H Vl. . The associated conserved quantity is derived as in (i) and (ii).
Remark 2.3. (i).
For an SO(d) invariant kinetic energy ǫ and interaction potential Γ, also
are Noether conjugate conserved quantities.
(ii). Opposed to classical mechanics, momentum conservation here is not a consequence of translation invariance, but rather implied by linear phase invariance. This linear phase invariance is actually turns into translation invariance in the Fourier conjugate of the velocity coordinates. Remark 2.4 (Moment map). In the geometric literature, the key quantity for the symmetry reduction principle is the moment map. It is usually defined as a map M → g * with values in the dual space of the Lie algebra g = T 1 G G.
We want to show that in our application the moment map is equivalent to the conserved quantities from the previous Proposition.
given through the derivative of the exponential map exp : g → G. In this setup, each of these vector fields is Hamiltonian in the sense, that it is generated by a real valued function on (a dense subspace of) L 2 z , explicitly given by
which for every α is linear in (s, y, η) and naturally defines an elements in g * . Hence, under a linear isomorphism g * ≃ R 2d+1 , a vector of the conserved quantities from Proposition 2.2 equals the moment map, justifying our choice of notation.
At first sight, the phase invariance is an unwanted degeneracy, because it does not seem to reflect physical properties of the classical Vlasov system. All phase information will be lost upon the mapping α → |α| 2 anyway. Nevertheless, it is not artificial at all since, in this Hamiltonian formulation, it provides two continuous symmetries that are the Noether conjugates of mass and momentum conservation.
Following the guidelines of Marsden-Weinstein reduction, it is desirable to cancel out the group action, which in the dynamics corresponds just to phase oscillation (d + 1) and translation (d). The huge technical problem here is that the group action is not smooth. Smoothness is required to secure the quotient space to be a smooth manifold and to define its differentiable structure. It seems that this obstruction is not easily removed. From the structure of the derivative it is also obvious that this is not possible for a space of nonsmooth functions.
Here, we restrict ourselves to applying the reduction only with respect to global phase multiplication which is smooth. Clearly, the global phase multiplication is invisible in the classical Vlasov picture after mapping solutions under α → |α| 2 .
Proposition 2.5 (Phase equivariant symplectic reduction). Consider the symplectic vector space L 2 z , ω with the group action 
the respective Hamiltonian vector fields satisfy
Proof. The group action is smooth, free, and proper (since S 1 is compact). It is also symplectic as it leaves the symplectic form ω invariant. The moment map is constructed as in Remark 2.4. The rest is straightforward application of the reduction theorem [5, Thm.1]. The claim on the Hamiltonian vector fields is just an application of [5, Cor.3] .
With explicit computations in mind, it is useful to give coordinate representations for the manifolds and important maps in between.
Lemma 2.6 (Coordinate representations). We have the following explicit coordinate representations:
(iv) Finally, the symplectic formω on S
Proof. All claims are self-evident.
Remarks on bifurcation
The main motivation behind the non-trivial transformations made in the previous section is to simplify the search for stationary points and bifurcating periodic solutions around them, as they are known to yield periodic solutions for the underlying classical Vlasov system.
The method explored has two notable advantages. Firstly, switching from the classical L 1 formulation to a Hamiltonian L 2 language largely enhances access to methods relying on spectral theory. This links the Vlasov systems to a rich field of periodic bifurcations previously applied to many Hamiltonian PDEs [1] .
Secondly, cancelling the artificial symmetry of phase equivariance by projection onto the quotient manifold S L 2 /S 1 actually increases the potential number of stationary points and periodic solutions of Hamiltonian Vlasov, because pure uniform phase oscillation is now invisible to the dynamics. This has the great advantage that for any relative equilibrium on the quotient manifold, one can now try to solve the bifurcation equation
in a small neighborhood on the tangent bundle T S L 2 /S 1 , locally linearized to a Ccodimension 1 subspace of L 2 . Taking care of the phase oscillation degeneracy on the full L 2 space is topologically complicated.
Example: Harmonic Vlasov system
As a toy model, where the developed toolbox works almost to perfection, we want to classify the periodic solutions of the Harmonic Vlasov system. This is the system of nonrelativistic motion with attractive harmonic two-body interaction potential
The system's energy functional then is
yielding the Vlasov equation
While the condition of a fixed center of mass at x = 0 automatically yields (∇Γ * f (t)) (x) = x, the existence of a large variety of periodic solutions is not at all surprising for this model.
Proposition 3.1 (Solutions of Harmonic Vlasov
Then up to translationf gives rise to a solution with period 2π. This period is not necessarily minimal.
Proof. W.l.o.g. assume (by appropriate translation) that
One easily verifies that
is the corresponding solution of (Vl). Adding the center of mass motion for general initial data completes the proof.
The improvement achieved by the symmetry reduction method in this paper is to algebraically characterize the minimal period and stationary solutions, respectively. Nevertheless, the focus really lies on the method itself and the helpful insights it gives in order to solve more complicated systems.
Phase equivariant reduction and transformations
The associated Vlasov Hamiltonian of the energy functional (6) constructed from (5) is
In this particular case proves reasonable to apply a partial Fourier transform in the velocity coordinates v, i.e.,
This transformation, already fruitfully used in [7] , is of course an isometry of L 2 and thereby also a symplectic diffeomorphism. The Hamiltonian formalism therefore is protected under this transformation. It yields the Pseudo Hartree Hamiltonian
In this particular case, a second transformation simplifies the structure significantly. In fact, the self-inverse (hence volume-preserving) phase space transformation
and the notation β = τ * α ≡α • τ
, result in the new Hamiltonian
Also τ * is a symplectic diffeomorphism, because τ preserves volume. Ultimately, this yields the Hamiltonian equation of motion for β with X H Ht. denoting the Hamiltonian vector field
From this representation one sees that the restriction to S L 2 w and projection Π from Proposition 2.5 greatly simplify the Hamiltonian vector field, since the restriction cancels the last summand and all terms in iRβ lie in the kernel of the projection. The Harmonic Hartree equation is
It turns out extremely useful to exploit the structural equivalence to the quantum mechanical harmonic oscillator and rewrite the equation with the algebraic ladder operators, a well-known formalism from textbook quantum mechanics [10, Ch.3.1], i.e., 
and for b likewise. Due to its multiple occurence, it is also useful to define the linear excitation operator
For further convenience we define the simultaneous eigenspaces of i a * i a i and i b * i b i :
Especially, N is diagonalizable with ∀N ∈ Z : ker (N − N) = F N and σ (N) = Z.
In this algebraic notation, the Hamiltonian vector field can be represented upon replacing
This is a well-defined L 2 w valued vector-field on the dense domain
With these bosonic creation and annihilation operators on L 
The phase equivariant Hamiltonian Hartree equation is denoted by
Stationary points and spectral classification
The easiest way to find periodic solutions is by bifurcation around stationary points of the Hamiltonian dynamics. Many classical results exist using this principle. We want to compute relative equilibria Πβ ∈ S L 2 w /S 1 and identify possible periods of bifurcating families from the spectrum of
Indeed, in this highly symmetric model, every eigenvector of the differential at a stationary point can be linked to a bifurcating periodic family or to a continuous symmetry, as will be outlined at the end of this subsection.
Lemma 3.2 (Relative equilibria). The phase equivariant projection Πβ of any unit eigenvector β ∈ V from (10) of N is a stationary point of (HHt red ).
Proof. This is immediate from the representation (12), because ℜ β, a i β = ℜ β, b i β = 0, as the operators a i (b i ) will map β to the eigenspace of the next higher (lower) eigenvalue of N, as seen in the stated properties of the previous section, i.e.,
and those eigenspaces are orthogonal to one another.
Proposition 3.3 (Spectral properties). For N ∈ Z at any unit eigenvectorβ
w of N, on the subspace
Proof. Carrying out a spectral analysis on the quotient manifold S L 2 w /S 1 is possible in the chart of Lemma 2.6-(ii). In this chart XH Ht. is represented by the vector field on β ∈ V∩S
s.t. β, X(β) = 0. It now suffices to compute the spectrum of DX(β) : {β} ⊥ → {β} ⊥ , because its spectrum equals the one of DXH Ht. and their eigenspaces map to one another.
For the linearization of X at its zeroβ with Nβ = Nβ, β , δβ = 0, one computes
The two sums combined are a nuclear perturbation of the operator
lies in the kernel of the perturbation, proving DX(β) Wβ = 1 i (N − N) . Hence, every imaginary integer is an infinitely degenerate eigenvalue of DX(β). As this is a computation in a chart, this result transfers to DXH Ht. (Πβ) W Πβ , given W Πβ = Π(β, Wβ) respectively.
The spectral decomposition hints at candidates for periodic solutions around the stationary point Πβ. Nevertheless, in this highly degenerate problem, periodic families also bifurcate in directions outside eigenspaces 1 , as can be seen in Theorem 3.10. However, one derives a satisfying spectral characterization of periodic families as the 4d-dimensional complement of W Πβ in Theorem 3.4 reflects the kernel generated by the unreduced symmetry group
showing orthogonality to the local generator of translation in q.
The following result proves that all spectrally admitted bifurcating periodic solutions around the identified relative equilibria actually exist. Although this problem's highly degenerated spectrum inhibits to obtain these solutions implicitly from bifurcation theory, we at least obtain a full spectral mapping, justified from explicit computations in the next section. 
Continuous families of periodic solutions and their periods bifurcating from Πβ
Proof. This is a consequence of the explicit computations of the next section. It is immediately implied by Corollary 3.11 and illustrated in Figure 1 .
Algebraic computation of periodic solutions
The highly resonant spectrum iZ ⊆ σ DXH Ht. (Πβ) at the listed relative equilibria of Section 3.2 is a strong obstacle to apply classical bifurcation theory to prove the existence of periodic families around them. However, the system fortunately admits explicit computation of periodic solutions, because it possesses a lot of finite-dimensional subspheres in S 
The number of non-zero subspaces W N in the decomposition will be called decomposition index of W, i.e., 
N∈Z
Cβ N is the minimal centered subspace containing β.
Although it seems a little technical at first, condition 3.5-(ii) is actually very natural. In fact,
therefore this condition simply allows to cancel the translation invariance in both (q, p) and centering them at (0, 0). One quickly checks that the family of centered subspaces is ∩-stable. This admits the following definition.
The following Lemma shows that the centered subspaces actually encode some hidden conservation laws, because their unit spheres are stable under the dynamics.
w be the vector field defined by
Then the following claims hold
w is well-defined, and
(ii) for all centered subspaces W ⊂ L (ii). Let W ⊂ L 2 w be a finite-dimensional centered subspace. Pick any β = N β N ∈ W by the decomposition of W, in particular just finitely many β N 0. We then compute by the condition (ii) of Definition 3.5
As the vector field is in fact only a polynomial in the (finitely many) coefficients β N , its smoothness restricted on W is immediate.
In order to learn more about the value of the symmetry reduction, we compute solutions not only in the quotient manifold S L 2 /S 1 but also in the sphere S L 2 . The given example of Harmonic Vlasov already proves that many trajectories are only closed by passing on to the quotient, highlighting the value of the symmetry reduction. An inspection of the next proof even shows that the global phase oscillation is not generally separable by an e iλt ansatz, emphasizing the necessity of the reduction method over this ansatz.
We remind the reader that relatively periodic means periodic in the quotient manifold. 
.
In particular, the solution is classically periodic if and only if
The classical period is a multiple of the relative period.
Proof. Letβ = NβN be a decomposition according to the minimal centered space W containingβ. Let N ≡ {N ∈ Z : dim C W N > 0} denote the finite set of indices with nontrivial W N . By Lemma 3.8, the initial value problem
is well-posed on the finite-dimensional compact manifold S W ≃ S 2J−1 ⊂ C J and possesses by the smoothness and boundedness of Z on S W a global smooth solution. By Lemma 3.8-(i), this is actually a solution to (HHt).
As seen in Example 3.6-(ii), minimality of W already implies the strict form W N = Cβ N . Hence, one rewrites the equations of motion in the orthogonal decomposition
Now by (13) we haveβ N ∈ iRβ N , thus the L 2 norms of all β N must be conserved and they are β N L 2 w for t = 0. In particular, there is only phase oscillation inside W N . Consequently, t → β(t), Nβ(t) ≡ N is constant. We therefore choose the ansatz
that reduces the full system of ODEs to the single ODĖ
which possesses a unique global solution which is given by a linear combination of sin(2t) and cos(2t). We remark that the common phase 1 2 N t+ϕ(t) is canceled by the S 1 modulo operation. The minimal common relative period of the t → β N (t) is now found by the formula given in the theorem. In the special case of J = 1, the dynamics is only phase oscillation and therefore relatively constant.
Given that ϕ has period π, N ∈ Q is equivalent to the solution being classically periodic. 
The projection of each trajectory of (HHt) through β ∈ S W onto S W /S 1 is closed and has constant velocity
The projections of two trajectories either coincide or are disjoint.
Proof. Let W ⊂ L 2 w be a centered subspace. The S 1 equivariancy of Z follows from
Let Π * Z denote the push-forward. In particular, for solutions of (HHt)
We conclude that trajectories in S W /S 1 cannot intersect because they solve a first order autonomous ODE with smooth vector field. Their closedness was shown in Theorem 3.9.
It remains to compute the velocity in the metric of the surrounding space. Let β ∈ S W be given. We can model the differential of Π at β by the charts of Lemma 2.6-(i) as
This yields for the velocity of a trajectory t → β(t) ∈ S W in S W /S 1 the following expression:
Using the representation of solutions β = N β N from Theorem 3.9 and the representation of Z from the proof of Lemma 3.8, one computes Figure 1 : The phase portrait of interpolating families given in Corollary 3.11. For representation issues a diffeomorphic map between S W /S 1 ≃ CP 1 ≃ S 2 ⊂ R 3 was chosen. The north and south pole are relatively constant solutions, along the latitudes flow the relatively periodic solutions with Π * Z, whose trajectories can be parameterized by the angle γ ∈ (0, π). Proof. The space W ≡ Cβ N ⊕ Cβ M has complex dimension and decomposition index 2. Therefore, all elements of W which are not a multiple of the eigenvectors lead to relatively periodic solutions with period 2π |M−N| by Theorem 3.9. The continuous interpolation parameter can be an angle γ, as illustrated in Figure 1 .
By the hierarchy of equations, we can transform any solution back to the L 1 picture of the classical Vlasov system. This leads to a rich variety of periodic solutions, previously difficult to classify. Proof. Reverse transformation of the periodic curves obtained from Theorem 3.9 yields the result immediately. In particular the relative periodicity turns into classic periodicity under the last transformation.
Secondly, the method of symplectic symmetry reduction for phase equivariant Hamiltonian PDEs seems irreplaceable in the search for periodic solutions. The explicit solutions of Harmonic Vlasov prove that without this symmetry reduction, the trajectories are rarely closed and cannot be found by simply trying to solve the unreduced equation λ ∂ t β(t) − X H Ht. (β) = 0, β : R/Z → L 2 , λ > 0, around some equilibrium. Nevertheless, this seems to be a different story on the quotient manifold, where all periods predicted by the spectrum of the reduced vector field at the relative equilibrium could be naturally identified in periodic families bifurcating at that equilibrium. Thirdly, the method is not able to deal with the translation invariance of the Hamiltonian Vlasov system in x and ξ. They contribute to the kernel of the spectrum at critical points, a tricky point in applying general bifurcation theorems. While the systematic approach of Marsden-Weinstein seems to be valid also in this case, as indicated by the 4d dimensional complement in Theorem 3.4, the heavily used technical assumption of a smooth group action is not easily removed.
At last, the method encourages the discussion of other systems around known equilibria as many Hamiltonian PDEs show the structure of global S 1 phase invariance. Probably the largest obstacle is to find a representation of the equilibrium explicit enough to compute the spectrum of the first derivative of the reduced Hamiltonian vector field.
