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In an effort to standardize and evaluate the performance
of electrocardiographic computer measurement pro-
grams, a IS lead reference library has been developed
based on simultaneously recorded standard 12 lead and
orthogonal XYZ lead data. A set of 250 electrocardio-
grams (ECGs) with selected abnormalities was analyzed
by a group of five-referee cardiologists and 11 different
12 lead and 6 XYZ computer programs. Attention was
focused on the exact determination of the onsets and
offsets of P, QRS and T waves. The referees performed
their task on highly amplified, selected complexes from
the library in a two round process. Median results of
the referees coincided best with the median derived from
all programs. An analysis of stability proved that the
combined program median was a robust reference. How-
ever, some individual program results were widely di-
vergent. Paired t tests demonstrated earlier onset for P
In the past three decades, numerous computer programs
have been developed for the automatic interpretation of elec-
trocardiograms (ECG) (1-4). However, methods and in-
dependent data bases (5,6) to test the reliability of such
programs are still scarce. All ECG computer analysis pro-
grams are basically composed of two parts, which respec-
tively deal with measurement and diagnostic interpretation.
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and QRS (p < 0.001), as well as later offset for P and
T waves in the median 12 lead than in the XYZ results.
Significant differences also existed among results ob-
tained by programs analyzing all standard ECG leads
at one time, the so-called multilead programs, and those
obtained by the conventional standard three lead anal-
ysis programs. As a consequence, the derived P, PR,
QRS and QT interval measurements varied quite widely
among the various programs. Significantdifferenceswere
also observed among measurements of Q, Rand S du-
ration. Some programs showed Q waves that were on
the average 6 ms (p < 0.001) longer than those of others.
This may significantly influence diagnostic performance.
By developing the present 15 lead ECG data base, an
instrument has been established by which ECG com-
puter programs can be tested and improved.
(J Am Coli CardioI1987;lO:1313-21)
The main task of the measurement part is to find the location
of the major reference points (that is, the onsets and offsets
of P, QRS and T waves). In a large cooperative project
(Common Standards for Quantitative Electrocardiography
[CSE)), test procedures and reference libraries have been
developed to assess the precision and accuracy of such mea-
surements (7-1 I). A reference library was first developed
for the evaluation and improvement of programs analyzing
three ECG leads at a time (9,10). A new study was sub-
sequently done for the so-called multilead ECG in which
all leads are recorded simultaneously. Advanced microcom-
puter-based ECG systems increasingly operate only on such
signals (12-17).
The purpose of the present report is to describe the de-
velopment and validation of a 15 lead reference data base,
which can serve as a standard for multilead measurement
programs. Wave recognition results of various programs,
analyzing all versus three ECG leads at a time, are pre-
sented. In addition, a comparison is made of the wave rec-
0735-1097/87/$3.50
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ognition results obtained with standard 12 lead as opposed
to orthogonal XYZ lead programs.
Methods
Study protocol and description of the data base. The
protocol of the present study has been described in detail
elsewhere (17). From a total sample of more than 2,000
digitized ECGs submitted to the coordinating center by three
participating institutes, a sample of 250 was chosen on the
basis of criteria previously established. These recordings
represent a wide variety of ECG configurations; 26% were
normal, the remainder were abnormal (17). All ECGs were
recorded at 500 Hz, with a resolution of at least 10 bits and
a maximal quantization of 5 mV. Eleven leads were digitized
simultaneously (that is, the eight independent standard leads
(I, II, VI to V6] and the orthogonal leads X, Y and Z). The
standard leads III, aVR, aVL and aVF were derived from
leads I and II using well known formulas. Filtering or any
other signal conditioning was not performed during data
acquisition.
Because different ECG measurement programs have var-
ious principles with respect to analysis (for example, some
measure single beats, whereas others analyze average beats),
so-called artificial ECGs were created on the basis of a
selected beat, as was done for the three lead study (9,10).
The 250 original and corresponding 250 artificial ECGs were
randomly divided into two sets containing nearly equal sam-
ples of each pathologic entity.
Processing by the computer programs. Both the orig-
inal and artificial recordings were processed by a total of 5
XYZ and II standard 12 lead programs (Table I). The XYZ
leads have also been analyzed by program 7, which is ba-
sically a standard 12 lead program. Descriptions of these
programs have been given by the program developers in
various publications (1-4). With respect to the standard
ECG programs, three (that is, those listed under numbers
2, II and 13) base their wave recognition on all leads si-
multaneously; program 4 analyzes 6 leads at a time (namely
I-aVF and VI to V6) and, after alignment, measures all 12
leads as if they were recorded simultaneously. Program 15
performs global wave recognition on three semiorthogonal
standard leads (II, V2 and V6) (16), whereas program 12
uses all 15 leads simultaneously. These six programs have
been grouped under the label multilead or 12 standard lead
(l2SL) in the present study. In programs 5, 7, 8, 14 and
16, wave boundary detection is performed on the conven-
tional standard lead group combinations (I to III, aVR to
aVF, VI to V3 and V4 to V6) of three leads at a time, hence
the label three standard lead (3SL).
The onsets and offsets of P, QRS and T waves were
evaluated with respect to the beginning of the record or of
the reference beat, as was a copy of the raw data for the
modal or averaged beat when applicable (that is, for pro-
grams 2,3,4,8, 11,12 and 15). Alignment of this averaged
beat with the beat selected for the artificial library was made
in the coordinating center by means of a cross-correlation
method, as reported previously (9, 10). Other variables mea-
sured were those of basic intervals and amplitudes (that is,
P and QRS duration, PR and QT interval, duration and
amplitude of Q, R, S, R/, S/ and R" and amplitude of the
J point and of the positive and negative components of the
P and T waves).
Analysis by the referees. On the basis of the results
from the three lead study (9,10), the CSE Working Party
had agreed that a visual analysis would be made by car-
Table 1. Sixteen Programs Examined in the Present Study
Program Program 12
No. Name Lead SL
2 Marquette Yes 12
3 Louvain
4 Hannover Yes 6
5 HP Yes 3
7 IBM Yes 3
8 Nagoya Yes 3
9 Lyon
10 AVA
II Glasgow Yes 12
12 Halifax Yes 15*
13 Padova Yes 12
14 Telemed Yes 3
15 Modular Yes 3t
16 Sicard-Riedl Yes 3
XYZ
Leads
Yes
Yes
Yes
Yes
Yes
Yes
Version
1985
1979
3
3.4
2-5890
81
5.6
4.0
1985
1986
1981
6H
8501
1980
*The Halifax program analyzes all 15 leads simultaneously. Its results have been grouped in the standard
electrocardiographicand not in the XYZ program data. tThree semiorthogonal leads (II.V2 and V6) are used
to determine global wave onsets and offsets.
SL = simultaneously analyzed electrocardiographic leads.
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dialogists for cases in which individual program results showed
too large a scatter around the median, The protocol was
later modified so that visual analysis was also undertaken
on a random sample of the multilead library. To this end,
every fifth case of the selected beats from the artificial library
was analyzed by a board of referee cardiologists from five
different countries. In a first round, the referees were asked
to mark, individually at home, the overall onset and offset
of the P wave and QRS complex, as well as the end of the
T wave. This was done on highly amplified tracings, printed
on a Versatec plotter at 500 mm/s and 100 rnrn/mv gain,
with all leads time aligned, The referees also received an
enlarged copy of all leads of the selected cycle recorded at
250 mm/s, as well as a copy of the complete ECG recorded
at normal gain and speed (25 and 50 mm/s).
Individual lead onsets and offsets were not requested
from the referees for the present study. Instead, overall
onsets and offsets were determined, For the visual analysis
by the referees, 50 or 60 Hz interference was filtered out
of the recordings using a filter designed by Mortara (18).
The earliest onset and latest offset of the various waves were
determined manually with the help of a translucent ruler.
Similarly as in the three lead study (9), the median was first
calculated for each measurement. If at least four of the five
referees agreed within a delta (or tolerance) value for the
respective point estimate, the median of the five measure-
ments was accepted into the data base, In view of the work
load involved in the visual analysis, delta values were em-
pirically derived in such a way that approximately 10% of
the measurements would have to be reviewed in a second
common reading session, These delta limits were, respec-
tively, 4 ms for QRS onset, 8 ms for P onset and QRS
offset, 10 ms for P offset and 22 ms for T end, The second
round review was made jointly by all referees in the co-
ordinating center on the enlarged recordings, As in the three
lead Delphi review process (9), the individual. but anony-
mous, first round results were available to the group of
referees, A consensus was reached for all cases in the second
round,
In addition to the random sample from the total of ap-
proximately 1,250 measurements, the referees also individ-
ually analyzed 40 measurements for which the program
results showed too large a scatter around the median, For
lOaf these cases, a second common round was needed, For
these 10 cases, the referees were asked to assess the cor-
rectness of the location of the program median, which was
plotted on the enlarged recordings,
Global wave reference standards by various pro-
grams. Each 12 standard lead (l2SL) and XYZ program
returned only one set of global wave reference standards,
With respect to the determination of the overall onset and
offset of the various waves by a program analyzing three
leads at a time, the following procedure was followed. The
earliest onset and latest offset were first determined in each
of the four lead groups, In a second step, an attempt was
made to eliminate measurement errors by using an outlier
checking procedure, If the earliest onset in any of the four
lead groups occurred more than delta milliseconds earlier
than the next one, it was assumed that a measurement error
had occurred in that particular lead group, The delta limits
were 8 ms for QRS onset, 12 ms for P onset and offset and
QRS offset and 30 ms for T end. These limits were derived
from frequency distribution tables listing these differences
for each of the programs. By means of visual checking, this
limit check proved to reject obvious measurement errors,
Outliers were substituted by the second earliest group onset
or latest offset for the analysis of individual program results,
However, these substitutions were discarded for the cal-
culation of the program median, The global onsets and off-
sets so obtained for the three lead programs are probably
biased to some extent because remaining measurement er-
rors will shift the wave reference points systematically out-
ward for these programs. This bias was assessed by a com-
parison with the second earliest leadgroup onset and second
latest offset for the respective measurements,
Statistical analysis. Median values were calculated for
the standard 12 lead (n = II programs) and XYZ (n = 6
programs) data separateIy, as well as for all programs com-
bined (n = 14), Median values were also computed for the
so-called multilead (n = 6) and the conventional three lead
(n = 5) ECG programs separately, The four cases with an
electronic pacemaker were excluded for the present study,
Because of the exclusion of ECG recordings showing atrial
fibrillation, atrial flutter, atrioventricular junctional rhythm
as well as total atrioventricular block, P wave measurements
were available in a total of 112 cases in each of the two
data sets.
With respect to wave onsets and offsets, various listings
and tables containing comparisons of individual results with
median program and referee results were produced. Differ-
ences (algebraic and absolute) were calculated for both data
sets separately and in combination, Parametric statistics were
used to evaluate mean differences and variances between
individual and median program or referee results, Also, 99%
confidence intervals were calculated, Because one or two
large program outliers might significantly distort variance
figures, as in the first study (9,10), 2% of the cases with
the highest differences for QRS onset and offset and 3%
for P and T wave results were deleted for each program for
this calculation. With respect to interval and amplitude mea-
surements of various components of the QRS complex (Q,
R, S, R', S' waves) as well as of the P wave and ST-T
complex, program medians were used as references with
which to compare individual program results, Average mea-
surements of P, PR, QT and QRS duration obtained by the
12 lead and XYZ programs were also compared,
To test the sensitivity of individual programs on the sta-
bility of the combined program median (n = 14), results
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from one to seven programs (randomly chosen) were deleted
successively. The median values obtained from the remain-
ing programs were compared with the median value from
all programs combined.
Results
Comparison of standard 12 lead and XYZ program
results (Table 2). Paired t tests demonstrated significantly
(p < 0.001) earlier onsets for P and QRS, as well as later
offsets for P and T waves in the 12 lead than in the XYZ
results. The time location of QRS offset, in contrast, co-
incided for both lead systems. Significant (p < 0.00 I) dif-
ferences between the results of the multilead and the con-
ventional three lead programs are also depicted in Table 2.
The wave onsets occurred on the average significantly earlier
and the offsets later in standard three lead (3SL) programs
than in the other programs. Except for P offset and Tend,
the correspondence between the 12 standard lead and XYZ
fiducials was better than between the 3SL and XYZ results.
The average results obtained from the so-called artificial and
the original ECG recordings were almost identical.
Individual program results varied widely, however (Fig.
I). The average difference between the programs most widely
apart was 15 ms for P onset, 19 ms for P offset, 8 ms for
QRS onset, 12 ms for QRS end and 15 ms for T end when
data from the artificial and original ECG recordings were
combined.
Comparison of median referee and program results
(Table 3). The median results derived from all programs
combined proved to correlate in the best way with the results
of the visual analysis. Mean differences and corresponding
variance figures were, in general, the smallest for the com-
bined program median as compared with the other medians
calculated on conventional three lead versus multilead ver-
sus XYZ data separately. The average difference between
the median wave reference standards derived from all pro-
grams combined (n = 14) and the referee data was very
small (that is, <2 ms for the onset and offset of the P wave
and QRS complex). However, the referees determined the
end of T significantly (p < 0.05) later (mean 5 ± 13 ms)
than the programs.
The referee and combined program median, all cases
included, differed by no more than 4 ms in 88% of the cases
for QRS onset, by :::;8 ms in 89% for QRS offset and by
91% for P onset and offset in the artificial recordings. The
differences were more extreme for T end, but still <20 ms
in 82% of the cases. The final referee and combined program
median differed by only :::;2 ms (that is, one sample point
at 500 Hz sampling rate) for QRS onset in 77% of the 60
cases submitted to visual analysis.
The standard deviation of the differences was slightly
smaller for QRS onset in the multilead than in the overall
combined program median, but this difference was not sig-
nificant. The median values obtained from the conventional
ECG and the XYZ program were, except for the end of T
end, on opposite sides. The 12SL results were usually in
the middle and, therefore, coincided best with the overall
program median.
Stability of individual and median program results.
The program medians obtained after deleting at random one
to seven programs were not significantly different from each
other (Fig. 2). The standard deviation of the mean differ-
ences with the final reference increased significantly (p <
0.05) only when more than four programs were deleted.
Mean differences between individual program results and
the combined overall program median are depicted in Fig-
ure 1. The standard deviations of these differences provide
Table 2. Mean Differences and Corresponding Standard Deviations (in ms) Among the XYZ
and Standard 12 Lead Results All Combined and Among the Multilead (l2SL) and Conventional
Three Lead (3SL) Electrocardiographic Results*
XYZ vs. ECG XYZ vs. 12SL 12SL vs. 3SL
Measurement Type of ECG No. Mean SO Mean SO Mean SO
P onset Orig. 218 3.2 4.4 0.8 4.4 6.0 4.8
Art. 218 3.6 4.6 0.6 4.6 6.0 4.6
P offset Orig. 218 -6.0 4.0 -5.0 4.4 -2.6 5.4
Art. 218 -5.6 3.8 -4.2 4.4 -3.2 5.0
QRS onset Orig. 240 2.0 2.6 0.2 2.4 5.6 3.8
Art. 240 2.8 3.0 1.2 2.6 4.2 3.2
QRS offset Orig. 240 1.0 3.6 -0.2 3.4 -2.4 4.4
Art. 240 0.4 3.4 1.4 3.2 -3.8 4.4
Tend Orig. 238 ~3.2 7.4 -3.6 8.0 -0.8 10.2
Art. 238 -3.2 8.0 -3.4 7.6 0.1 9.4
*Oifferences (between XYZ vs ECG, XYZ vs 12SL and 12SL vs. 3SLj have been computed using the
median results for each case after eliminating the four pacemaker cases as well as three outliers for P and QRS
and four outliers for T in each data set.
Art = artificial; ECG = electrocardiogram; Orig. = original.
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anestimate of measurement instability. For each of the wave
onsets and offsets, the two most unstable individualprogram
results were, except for P offset, obtained by conventional
three lead programs. In contrast, the three most stable results
for the QRS reference standards, and with two exceptions
for P and T results, were provided by XYZ or multilead
measurement programs.
Comparison of basic interval measurements. Duration
of the P wave andQTinterval reported by theXYZprograms
were on ave rage 6 to 8 ms shorte r than the median valu es
Figure 1. Comparison of referee and individual onsets and offsets
with the median of all programs. Mean differences are depicted
by small vertical lines , and 99% confidence intervals. after omit-
ting outliers, are shown by horizontal bars. The long vertical
lines denote zero difference. Note that the referee median (RF.
MED) results were obtained from about only 20% of the cases.
of all programs combined (p < 0.001) (Table 4). The av-
erage P duration, QRS duration and PR interval derived
from the fiducials of the overall program median differed
Table 3. Mean Differences and Corresponding Standard Deviations (in ms) Between Various Program Medians (PROG) and the
Median Referee (REF) Results
3SL ECG 12SL ECG All ECG XYZ XYZ + I2SL All CombinedType
Measurement ECG No. Mean SO Mean SO Mean SO Mean SO Mean SO Mean SO
P onset Orig. 56 - 2.0 6.2 3.4 6.6 1.2 5.6 3.6 5.8 2.2 4.6 2.0 4.8
Art. 56 - 1.8 6.4 36 4.8 1.0 5.4 3.0 7.6 1.8 4.2 1.4 5.0
P offset Orig. 52 3.2 6.4 1.2 5.2 1.6 4.6 - 4.4 6.8 - 0.8 4.8 0.0 4.8
Art. 52 3.2 5.6 0.4 7.4 1.2 5.2 -5 .2 7.2 - 1.6 5.8 -0.2 4.6
QRS onset Orig. 58 - 3.6 5.6 2.2 2.8 0.'1 3.6 2.6 3.8 1.8 3.0 1.2 3.4
Art. 58 - 3.2 5.2 1.0 2.8 -0.8 3.4 2.8 4.0 1.2 2.8 0.4 3.0
QRS offset Orig. 51 3.0 4.6 - 0.6 5.6 0.6 4.8 -0.8 5.6 - 0.2 5.8 0.2 5.4
Art. 51 2.4 5.8 - 2.6 5.6 - 0.4 5.2 - 0.6 5.8 -0.8 5.8 - 0.6 6.0
T end Orig. 55 - 6.2 13.8 -9.0 15.2 - 6.2 13.6 -1 0.8 17.6 -7.0 13.6 - 6.4 13.2
Art. 55 -4.8 12.0 -5 .4 17.2 - 4.4 15.0 -1 0.8 18.8 - 6.2 16.6 - 5.6 12.8
' The numbers of the reviewed measurements are not all the same as a result of some specifics of thereviewing process (see Methods). Thetwo most
extreme differences have been deleted for all measurements.
Abbreviationsas in Table 2.
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There was a bimodal distribution in the Q duration re-
sults. The Q waves reported by programs 2, 8, 12, 14 and
16 were on average 5 to 6 ms longer than those recorded
by the other programs (Table 5). Program 7 measured R
and S waves 5 to 10 ms longer (p < 0.00 I), and programs
2, 8, 12, 14 and 16 demonstrated small (2.5 to 3 ms) but
significantly longer R waves.
by less than 1 ms from the referee results in both the original
and artificialECG recordings. The computer-determinedQT
interval, however, was 5 ms (SD ± 8.3) shorter than the
visual measurement.
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Discussion
We have described the development of a data base that
can be used as common reference for ECG computer pro-
grams analyzing 12 or 15 simultaneously recorded leads.
This data base is an extension of the three lead CSE reference
library, which has been described previously (9,10). At the
start of the CSE project, equipment that could be used to
acquire 12 or 15 leads simultaneously (namely, the con-
ventional standard 12 leads plus the XYZ leads) was not
yet on the market. Technology has progressed in the interim,
Microprocessor-based electrocardiographs, in which all leads
are recorded simultaneously, are now used increasingly. It
has been claimed that measurements obtained from such
recordings may be more accurate than those derived from
conventionally recorded electrocardiograms. The develop-
ment of a standard reference with which this claim could
be assessed was one of the objectives of the present study.
Comparison ofvisual with program wave recognition.
In the three lead CSE study (9, 10), it was demonstrated that
the median wave recognition results of 9 vectorcardio-
graphic and 10 standard 12 lead electrocardiographic anal-
ysis programs were almost identical to visual estimates de-
termined by a boardof referees on highlyamplified recordings
in an iterative, four round, Delphi review process. The
program medians presented a significantly lower variance
65
'"..
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J
4
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100
200
Figure 2. Stability of median QRS onset results (n = 246), Dif-
ferences are depicted in sample points between the median of all
computer programs (n = 14) and the median obtained after de-
leting successively the results from one to six programs, denoted
by I to 6, respectively, Note that outlying measurements were not
rejected in this process.
Table 4. Mean Differences and Corresponding Standard Deviations (in ms) of Basic Intervals
Derived From the Global References Standards by the Respective Programs and the Combined
Program Median in the Original Recordings
PDuration PR Interval QRS Duration QT Interval
CSE (n = 218) (n = 218) (n = 240) (n = 238)
Program Mean SD Mean SD Mean SD Mean SD
2 -0.4 9.0 -0.6 5.8 -0.6 5.4 0.9 12.2
3 -9.3 8.8 3.3 6.9 0.6 4.2 -7.0 11.6
4 2.4 7.7 2.6 7.3 -1.2 6.0 1.8 9.5
5 9.3 16.2 2.7 11.5 1.6 7.2 6.0 14.7
7 7.8 7.5 1.2 5.8 8.2 7.7 0.2 10.7
8 8.9 14.1 3.3 13.1 1.8 15.2 5.8 15.8
9 -11.4 8.5 -5.6 6.0 -0.1 6.1 0.3 10.4
10 -9.6 7.4 -3.8 4.8 -5.1 4.8 -7.3 8.9
11 0.5 9.3 -1.9 7.0 0.1 4.9 4.5 12.2
12 -12.9 12.4 -3.9 6.3 -2.2 7.0 -3.2 9.2
13 -2.8 8.7 -2.4 5.4 -3.4 5.8 -4.1 6.4
14 10.4 12.8 -0.2 10.3 86 8.1 4.6 12,3
15 6.9 7.9 4.3 4.2 0.3 7.8 3.9 9.8
16 1.7 8.1 -3.3 6.5 2.2 5.9 -0.9 7.9
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Table 5. Mean Differences and Corresponding Standard Deviations (in ms) Between Individual
Program and Median Q. Rand S Wave Duration Results*
Q Duration R Duration S Duration
CSE (n = 2,420)t (n = 5.619)t (n = 4.176)t
Program
No. Mean SD Mean SD Mean SD
2 5.7 11.2 2.4 10.1 1.9 9.6
4 -0. 1 6.7 - 1.3 7.0 1.7 7.1
5 0.5 11.2 1.4 12.4 -2. 1 8.7
7 -1.1 12.1 3.9 12.5 9.5 13.4
8 6.8 16.6 2.5 15.2 - 3.5 13.3
11 - 1.2 7.4 - 2.6 7.9 0.3 7.2
12 4.5 13.4 2.3 15.2 6.3 14.0
13 0.8 8.5 - 1.7 7.7 0.4 6.9
14 5.8 11.8 2.6 10.4 2.0 8.1
15 -0.1 9.3 0.7 10.4 1.4 10.0
16 5.7 14.9 2.7 12.3 0.4 12.7
*The differences (Prog-Median) were obtained only from cases in which a result was present for both the
respective program and the median. The results are cumulated overall for all standard leads and all recordings
(that is. the original and artificial electrocardiograms) (n = 492 ECGs times 12 leads). t n = Number of Q.
R or S waves in the median of all 12 lead programs.
than did individual program estimates. The visual analy sis
strategy of the first study cou ld not . in view of the work
load involved, be repeated in the present study. Instead , it
was decided to use the program median as reference . The
referees were asked to rev iew a random set of recordings
and analyze those cases in which the individual program
results were too scattered. The problem then arose of how
to calculate the program median . especially since conven-
tional three lead programs routinely do not provide global
P-QRS-T wave onsets and offsets . The question was also
raised as to whether XYZ result s cou ld be included to derive
the reference .
It has been previously demon strated (9,10, 19 .20) that
some programs are more prec ise and show less variability
than others. In general, the measurement performance of
XYZ programs was better than that of conventional three
lead programs. The wave recognition results of the different
programs were . therefore , studied in detail. The XYZ pro-
gram s determined the offset of P wave and the end of the
T wave significantly earlier than did the [2 lead programs
and the referees in the 15 lead recordings of the present
study . Significant differences also proved to exist between
multilead and conventional three lead program results. These
results can partially be exp lained by the method applied for
computing global onsets and offsets for the conventional
three lead programs . Indeed, the earliest onset and latest
offset of any of the four standard lead groups were taken
as final result for these prog rams unless an outlier had been
detected. In doing so, a bias was created in the errors whereby
the global wave reference point s were shifted outward in
the conventional three lead (3SL) program results. How-
ever, this bias in the medians proved to be at the most 3
ms for QRS onset and P offset, 4 ms for P onse t and QRS
offset and 6 ms for the end of T when a comparison was
made with the second earliest lead group onset or latest
offset as global estimate . In reality, it probably was only
half as much, since one can hardly accept the second lead
group onset or offset as being the correct one . From a
practical standpoint. the average bias in the median 3SL
results was. therefore, negligible .
Wave recogni tion algorithms and effect ofleads. Most
currently used electrocardiographic wave recognition al-
gorithms rely on the QRS first derivative or other semi-
spatial. vector velocity parameters derived from three leads
(1-4,21 -23). Similar functions are calculated using all eigh t
independent leads by the so-called 12 standard lead (l2SL)
multilead programs. These global functions tend to accen-
tuate the salient features of the electrocardiogram. However,
they may also smooth out small distinct slopes in individual
leads. Practice in pattern recognition has demonstrated that
local leads may sometimes show certain features in a more
distinct way than can a global function derived from all
leads. Previous studies (II ), for example . have shown that
P wave measurements are easier to record in the frontal
leads. Furthermore , the onset of the QRS complex may
occur slightly but significantly earlier in lead group V I to
V, (14,15). In contrast. QRS offset may be more difficult
to find in that particular lead group becau se of elevation of
the J point and a slowl y upsloping ST segme nt.
In addition to the number of leads. spatial orthogonality
is an important feature for ECG wave boundary detection
(24). Indeed . electrical activity may appear to end in a single
lead. but can be seen to continue in another lead perpen-
dicular to it. This explains the presence of significant initial
and terminal isoelectric QRS segments in some recordings
(10) . Several investigators (20 ,24) have claimed that re-
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cording and analysis of orthogonal or semiorthogonal leads
may enhance the accuracy of wave recognition. The present
investigation has demonstrated that the earliest onset or lat-
est offset of QRS, as derived from the classic lead groups
by conventional three lead programs, may in some cases be
prone to significant measurement errors. Although, even
after rejection of these outliers, the determination of the
global QRS onsets and offsets by the three lead programs
was probably biased, it is conceivable that earlier activity
of QRS may be seen in some selected leads rather than in
the global multilead function.
Standard for multilead wave recognition. The median
based on all program results proved to coincide in the best
way with the referee results. It showed the least systematic
differences from the referee data and, more importantly, its
variance for most measurements was smaller than the var-
iance of the medians derived from the XYZ or 12 lead
program results separately. This median is based on the
results of 14 independent computer programs, each with its
built-in cardiologic expertise. No program was excluded for
the calculation of the median, even if it showed systematic
deviations from the others. An analysis of the stability of
the combined program median demonstrated that the ref-
erence so obtained was robust. It is conceivable that in some
cases the median onsets and offsets derived in this manner
may not have yielded the most accurate reference points.
However, it was remarkable how well the average referee
results obtained in the present study agreed with the principal
findings of the former three lead study (9,10). This strength-
ens our belief in the validity of the current multilead and
the former three lead CSE reference (9,10). Indeed, the
XYZ programs also determined the onset of the P wave and
QRS complex to be slightly later than did the referees, and
the opposite was true for the offset of P and T waves (10).
The observed mean differences were almost identical to
those found in the present study. In contrast, the QRS offset
derived by the XYZ programs and the referees almost co-
incided just as occurred in the present investigation. Similar
findings were apparent for the 12 lead electrocardiograms,
especially for the end of T, which the referees also deter-
mined on the enlarged recordings on the average 5 ms later
in the three lead study.
Derived interval measurements. As could be expected
from the present findings on basic wave onsets and offsets
using 15 simultaneous lead recordings, some programs dem-
onstrated significantly different P, PR, QRS and QT results
compared with each other. The duration of the P wave and
QT interval derived by the XYZ programs was significantly
shorter than that computed by the standard 12 lead programs.
In contrast, the QRS duration derived from both lead sys-
tems was on the average nearly identical, although some
individual results were widely divergent. Among the dif-
ferent standard 12 lead programs, the results were also di-
vergent. Some multilead programs showed statistically shorter
and others longer interval measurements. This may be ex-
plained by the use of different thresholds or template-match-
ing algorithms, the application of correction procedures or
even definition problems. Indeed programs 2,8, 12, 14 and
16reported Q wave duration results that were on the average
6 ms longer in all leads than the median because these
programs incorporated initial isoelectric segments in the Q
or QS wave, when present, whereas the others did not. This
corroborates previous findings of the three lead CSE study
(10). As reported elsewhere (10,25), such differerices may
lead to significantly different diagnostic results when the
same criteria are used in different ptograms (for example,
for myocardial infarction). The inclusion of terminal iso-
electric segments in the R wave also at least partially ex-
plains the difference in R wave duration between various
programs.
With regard to the derived intervals, such as P wave and
QRS complex durations, as well as PR and QT intervals,
computer measurements should not be adjusted to match
the visual measurements, as obtained with some of the pres-
ent ECG recorders and the clinically accepted procedure of
recording at 25 mmls and 1 crn/mY gain. As stated by
Rautaharju et al. (25), to do so would automatically mean
that a potentially powerful technologic tool in ECG mea-
surement would be annihilated and brought down to the
level of a lower standard of measurement quality.
Conclusions. The simultaneous recording and analysis
of all 12 standard ECG leads or of a semiorthogonal lead
set is certainly an improvement over the conventional re-
cording of three leads at a time. Similarly as for the or-
thogonal XYZ programs, wave onsets and offsets of the so-
called multilead programs proved to be more stable than
those obtained by conventional programs analyzing three
leads at a time, certainly for the QRS complex. For the P
and T wave reference standards, however, the results were
not so convincing. Some improvements in the multilead
wave boundary detection algorithms are certainly warranted.
By constructing the present 15 lead ECG data base, an
instrument has been established with which such improve-
ments can be evaluated and possibly standardized.
Recordings from the U.S. Air Force multilead ECG data base were obtained
through the courtesy of C.D. Tolan. We also acknowledge the secretarial
assistance of D. Wolput, V. Dillemans and I. Tassens, as well as the
technical assistance ofL. Ackermans, D. De Schreye and I. Schoolmeesters
in the coordinating center and many others in the participating institutes.
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