Abstract. Coordination and cooperation are crucial notions in multi-agent systems. We provide a constraint programming language called GrAPL, with facilities for group communication, group formation and group collaboration. GrAPL includes three novel statements. Two of these enable groups of agents to communicate about possible constraints on a specific action they might do together. If the demands of the agents are compatible, the group reaches an agreement regarding future executions of the action discussed. The third statement is synchronised action execution. Groups of agents can perform an action together, as long as their constraints on the action are satisfied.
Introduction
In this article, we introduce a constraint programming language for multi-agent systems with facilities for group communication, group formation and group collaboration. The language is called GrAPL, which abbreviates Group Agent Programming Language. In GrAPL coordination and cooperation, which are crucial notions in multi-agent systems, are modelled by means of formally defined primitives for dynamic group communication and synchronisation. Existing agent theories logically describe mental attitudes held by groups of agents, like joint beliefs and intentions [8] . Also, theories about commitments are proposed to formalise group agreements on future actions of the agents [4, 10] . But in agent-oriented programming languages, formally defined statements for group communication and synchronisation are novel.
The language GrAPL fits in the tradition of the programming languages ACPL [1] and 3APL [6] . Each of these languages focuses on a different aspect of agency: ACPL contains statements for agent communication, 3APL focuses on the internal practical B. Dunin-Kęplicz and E. Nawarecki (Eds. reasoning of agents trying to reach their goals, and GrAPL offers primitives for group formation and group action. Though the design of GrAPL is similar to that of the other two languages, GrAPL offers functionality not present in 3APL (which is mainly singleagent oriented) and ACPL (which isn't focused at coordinating actions). GrAPL is not meant to be yet another agent programming language; ultimately, we aim at a language incorporating all aspects of agency. Therefore, we don't devote attention to action effects on the environment and agent beliefs, as this is already covered in 3APL.
GrAPL is based on the paradigm of constraint-based reasoning which enjoys much interest in artificial intelligence because it has proven to be a powerful method for solving complex problems like planning, resource allocation and scheduling. Our language can be implemented on top of a constraint solver [13] , which finds a consistent assignment of the action parameters satisfying the constraints of the group of agents. GrAPL incorporates ideas from constraint programming [12] to enable agents to produce and query constraints on group actions. While in constraint programming there usually is one global store, in GrAPL each agent has a local constraint store for each action.
Another inspiration for GrAPL comes from synchronisation mechanisms in concurrent programming, more specifically from synchronous communication in CSP [7] . In this language, synchronous communication is used to communicate values. The principles of communication in GrAPL are similar, although communication is not bilateral but multilateral, and formulas are communicated instead of values. By using established ideas from concurrent programming and constraint solving, we hope to prevent reinventing the wheel. Although multi-agent systems have their unique features, many aspects of agents have been studied in other fields of computer science, and results can be adapted to fit multi-agent systems.
In GrAPL, agents synchronously communicate in order to dynamically form groups which synchronise on certain actions. The agents negotiate about constraints on these group actions. The constraints are logical formulas, prescribing properties of the action parameters, e.g., the time and place of a meeting. Subsequently, several agents can synchronously execute the action, obeying the constraints. In this short paper, we present the syntax of GrAPL and demonstrate the usefulness of the new programming constructs. Full formal details, including the operational semantics, can be found in [14] .
In Section 2 we introduce the syntax of GrAPL. In Section 3, we illustrate the new features of GrAPL in an extensive example. Section 4 concludes this paper.
Syntax
The sets underlying GrAPL are:
-A = the set of atomic actions. Typical elements are a and b. Each action has an arity, which is the number of parameters it takes. -I = the set of agent identities. Typical elements are i and j.
-V = the set of variables. There are two kinds of variables; V = LV ∪ GV. Here, LV are local variables. Each agent has its own local variables. GV are the global variables, defined as GV = {v k |k ∈ N} ∪ {g}.
Global variables are used in communication and group action, which naturally involve a number of agents, while local variables are used for processing information only relevant to one agent. Above, we attributed disjoint sets of local variables to all agents. This prevents name clashes, which could occur during synchronised action.
GV is the set of all variables v i and g. This choice of global variables suffices for GrAPL, because the only global activities, group communication and group action, involve constraints on action parameters. We refer to these parameters in a uniform manner. We call the formal parameters of an action a v 1 , v 2 , . . . , v k if the arity of a is k. The implicit formal parameter for the group performing the action is g. To avoid confusion, global variables are only allowed in constraints, and in no other place in the program. All agents use the same set of global variables to refer to formal parameters of a range of actions. Constraints are always specified relative to an action, so the global variables have an unambiguous meaning. Also, global variables are never bound to values, so there can be no value clashes between agents. Thus, GV exactly contains the variables needed to work with constraints. We chose to introduce special global constraint variables because it simplifies communicating about action parameters, as all agents always use a fixed variable name to refer to a parameter of an action.
GrAPL makes use of a multi-sorted predicate logical language L. Each agent possesses a belief base; this contains closed formulas (no free variables) from L. The constraints on actions are also formulas from L, prescribing properties of action parameters. Each agent locally stores the present constraint for each action. We use ϕ and ψ to denote arbitrary formulas from L and and ⊥ to denote the formulas that are always true and false, respectively. We denote the set of variables in an expression w by var(w).
To exemplify the use of L, we give a constraint on the action MoveObject(v 1 , v 2 , v 3 ). Here, the first formal parameter is the object to be moved, the second parameter is the original location of the object and the third parameter is its destination location. The
states that when the distance an object has to moved over is 20 or more, the agent having this constraint only agrees to help if there are at least five agents cooperating or if the moving starts in Utrecht and the agent doesn't have to cooperate with Max.
We denote the set of agent programs by P. In order to define this set, we first define the set of basic statements S.
Definition 1 (Basic statements)
The set S of basic statements is the smallest set containing:
, where ϕ ∈ L and a ∈ A.
, where a ∈ A and ϕ ∈ L.
-CommGroupReset(ϕ, a), where a ∈ A and ϕ ∈ L.
-a(t 1 , . . . , t k ), where a ∈ A, the arity of a is k and all t i are terms of L, such that for
The language includes a statement for doing nothing, skip. There are two kinds of tests, namely tests of the belief base (simply denoted ?ϕ) and tests of the constraint on an action (denoted by ?(ϕ, a)). These tests check whether the formula ϕ is logically entailed by the belief base or the current constraint on a, respectively. Both tests can yield values for variables. The statement ins(ϕ) adds the information ϕ to the belief base, if ϕ is consistent with the belief base. As global variables are only used in constraint handling, they are forbidden in formulas tested on and inserted into the belief base, and also in actual action parameters. This way, we maintain a clear separation between global and local processing, which adds clarity and elegance. In tests of actions, we do allow global variables, as the constraint on the action can contain global variables. For example, the test ?(v 1 = 10, a) tests whether the constraint on a implies that the first parameter of a is 10. The semantics of GrAPL is such that this test doesn't result in a binding to v 1 . In case we would perform ? (v 1 = x, a) , where x is a local variable, and the constraint on a implies v 1 = 10, then only the local variable x is bound to 10.
The most innovative statements of the programming language are CommGroupAdd(ϕ, a) and CommGroupReset(ϕ, a). Here, a is the action the agent communicates about and ϕ is a constraint stating demands of the agent on future executions of the action a. Using these statements, agents synchronously communicate about the details of the action and about the group which is going to perform the action. Each agent in a group of communicators executes either a CommGroupAdd-statements or a CommGroupReset-statement. Arbitrary combinations of these two statements are allowed. If an agent executes CommGroupAdd(ϕ, a), then it proposes its previously accumulated constraint on action a strengthened with ϕ. If an agent executes CommGroupReset(ϕ, a), then it erases its present constraint on a and offers ϕ as a fresh proposal. In both cases, the resulting constraint on a will be the conjunction of the proposals of all communicators. The local bindings of a are updated accordingly. Subsequently, this resulting formula constrains each execution of a for each agent that has participated in the group communication, until the constraint on the action a is changed again. As the constraints are local, it is impossible for one agent to alter the constraints of another agent, without communication with the other agent.
The last basic statement is action execution, denoted by a(t 1 , . . . , t k ). We use this statement both for individual action and group action. If a group of agents (possibly consisting of only one member) tries to synchronously execute an action, the constraints of the agents on this action have to be consistent with each other and the actual parameters (the terms t 1 , . . . , t k ) and group composition have to satisfy all constraints. In implementations of GrAPL, a constraint solver has to be plugged in to check this. Another aspect of action execution is execution time communication. If one or more agents use a free variable in an actual parameter, and at least one agent specifies a definite value for this parameter, then the last agent communicates the value to the other agent(s). Example 1 below illustrates this. This form of communication generates bindings to the free variables used by the listening agents. In case all agents employ free variables in an actual parameter, a value is randomly picked from the set allowed by the constraints.
The syntax allows free local variables in CommGroupAdd-, CommGroupReset-and ins-statements. These variables act as place-holders, as we assume that these variables are guarded. A variable is guarded if there is a statement generating a binding for the variable earlier in the program, such that the free variable lies in the scope of the binding statement. Binding statements are tests and action execution (containing free variables). This implies that at runtime, the local variables are instantiated with ground terms.
The following example illustrates the novel statements.
Example 1 (Jogging agents) Two agents, James and Clare, arrange to go jogging. They discuss and subsequently execute jog (v 1 , v 2 ) , where v 1 and v 2 are the formal parameters of the action. The first one is the time at which the agents start jogging, and the second parameter is the distance to be jogged.
Each agent has a constraint it wants to impose on the parameters of jog:
So, James wants to start jogging after 19.00 o'clock, he wants to run 7 or 8 km., and he wants Clare to join him. Clare on the other hand only wants James to jog with her when she leaves after 19.00 o'clock, she wants to start before 20.00 o'clock, and she wants to run 8 or 9 km. They synchronously communicate:
The result of this synchronous communication is a new constraint, which holds for future executions of jog of both agents: Having defined the set S of basic statements, we now define the programs of GrAPL.
Definition 2 (Agent programs)
The set P of valid single-agent programs is the smallest set containing: -α, where α ∈ S.
-if ϕ then π 1 else π 2 , where ϕ ∈ L and var(ϕ) ∩ GV = ∅. -if ϕ for a then π 1 else π 2 , where ϕ ∈ L, a ∈ A and π 1 , π 2 ∈ P. -π 1 ; π 2 , where π 1 , π 2 ∈ P.
More complex programs are formed using the if-then-else constructs, sequential composition and non-deterministic choice. The composed statement if ϕ then π 1 else π 2 first checks whether ϕ can be inferred from the belief base of the agent. If this is the case, π 1 is executed, and if not, π 2 . The statement if ϕ for a then π 1 else π 2 is similar, except that this statement tests the constraint bound to the action a. Inclusion of these statements is useful, because it enables testing whether something can't be inferred, which is not possible with the test statements ?ϕ and ?(ϕ, a). Later on, in Example 2, we will encounter if ⊥ for a then π 1 else π 2 ; this checks whether the constraint on a has become inconsistent, and chooses an appropriate course of action. Statements like these allows the programmer to explicitly encode backtracking mechanisms in negotiation.
Repetitive behaviour is not essential for our approach. So, for technical convenience we omitted recursion. GrAPL has a formal operational semantics, which we left out because of space considerations. Details can be found in [14] .
Illustration
To show the usefulness of our language, we give an example of a multi-agent program.
Example 2 (Arranging a dinner date)
Two agents, Martha and Matthew, negotiate the time they will have dinner together. They definitely want to dine with each other, so each of these agents has the constraint that the other agent has to be part of the group performing the dine action. They don't agree yet on the precise time of their dinner. During the negotiation process, the demands of the agents can turn out to be inconsistent. To solve this, at least one of the agents has to weaken its demands. It can also happen that the aggregate constraints are still rather weak and don't fix one specific time for the dinner. Then, the agents can strengthen their demands.
The dine action is unary; its sole explicit argument is the time. We number program lines for ease of reference. After the first CommGroupstatement, the program tests whether the resulting constraint set is inconsistent. Inconsistency results if the demand Matthew communicated is irreconcilable with Martha's demand. If so, then Martha weakens her constraints in a new communication attempt (line 03). As the inconsistent constraint has to be overwritten, a CommGroupReset is needed here; a CommGroupAdd would just add constraints to the already inconsistent store. The subprogram of lines 04-06 tests whether v 1 = t can be derived from the result of this communication. If this is the case, the agents agree on one precise time, which is bound to the variable t. Then, Martha goes to dinner at time t. If not, she leaves the choice up to Matthew (through the free variable u) . If the outcome of the first communication action is not inconsistent, the else-branch of line 07 is taken. The constraint resulting from the first CommGroupReset is tested. If this constraint is not strong enough to fix one definite time for the dinner, Martha communicates again. Now, a CommGroupAdd is appropriate, because the earlier constraint on dine has to be kept and strengthened. Now, this is the program of Matthew:
Program of
01. CommGroupReset(v 1 ≥ 18.00 ∧ Martha ∈ g, dine); 02. if ⊥ for dine 03. then (CommGroupReset(v 1 ≥ 18.00 ∧ Martha ∈ g, dine); 04. ?(v 1 ≤ x ∧ ∃y < x : v 1 ≤ y, dine); dine(x)) 05. else if v 1 = y for dine 06. then dine(y)
07.
else (CommGroupAdd(v 1 ≥ 19.00, dine); 08.
dine(z))
Matthew wants to dine after 18.00. If this proposal is not accepted, he tries to persuade Martha to give in by repeating his proposal of dinner after 18.00. In line 04, Matthew's constraint on dine is tested in a quite subtle way. We will come to this later. If the first proposal is accepted, Matthew tests whether one definite time is agreed upon. If not, he strengthens his constraints.
When these programs are executed, the first CommGroup of the agents yields the consistent constraint 18.00 ≤ v 1 ≤ 19.00∧Matthew ∈ g ∧Martha ∈ g. Martha proceeds with line 07, and Matthew with line 05, in which they both test their resulting constraints (stored locally now) for definiteness. Because the constraint still allows a range of times, the agents communicate again. The constraint resulting from this communication is If the agent programs are executed now, then the first lines of the three programs can synchronise. This results in an inconsistent constraint (v 1 ≤ 19.00 ∧ v 1 ≥ 21.00 ⊥). So, all programs continue at line 03. Communication of the three agents results in the constraint g = {Matthew, Martha, Lucy} ∧ 20.00 ≤ v 1 ≤ 20.30. Lucy then tries to execute dine(s), but she has to wait for the other two agents to arrive at the dinestatement. Martha first finds out that the constraint is not yet definite (line 04), and then proceeds to dine(u). Note that Martha and Lucy both use free variables; this means they want Matthew to pick the definite time, as long as it is within the constraints they agreed upon. Matthew picks this time by testing the constraint in line 04. The formula tested states that x is the smallest upper bound on the time of dinner. The outcome of this test is that x is bound to 20.30. Matthew then executes dine(20.30) and the dinner party for three takes place.
Discussion
We proposed a constraint programming language for agents with novel primitives for group communication and group cooperation. The statements for group communication are very expressive and allow groups of agents to negotiate over the conditions of execution of future group actions. These conditions are constraints on the composition of the group of participants and the parameters of the action. Many coordination problems in agent systems are about finding a solution on which all agents agree in some solution space; constraint solving is especially apt for this. Successful application of constraintbased approaches in artificial intelligence depends on suitably encoding the problems into constraints. But proving that this is possible for all coordination issues agents could encounter doesn't yield a practical coordination language. As we want to focus at applicability, and constraint programming and -solving have proven their practical worth, we believe GrAPL is a significant contribution.
Communication is synchronous, allowing the dynamic formation of groups. In a language with only bilateral communication, programming a negotiation phase would be much more involved than in the language introduced here. If agreement is reached in the negotiation phase, the constraints agreed upon monitor the execution of the action discussed. The agents have to stick to their word; only then, group action can be successful. This way, social cohesion is enforced. Action execution is also synchronous, which is an intuitive manner to implement group actions.
The underlying constraint solver accumulates the constraints of the communicating agents, computes the resulting constraint and delivers this to the communicating agents. The constraint solver makes communication of constraints possible, even if the number of communicating agents is large (imagine going to lunch with eighty agents), as in the implementation of GrAPL the agents send the constraints to the constraint solver, instead of to all other agents involved. One of the benefits of our approach is that we use results from another research area (constraint solving) to construct an agent programming language. In order to implement GrAPL, a suitable constraint solver can be selected and customised to the domain of group action parameters.
Our programming language only provides primitive means for negotiation. More sophisticated negotiation protocols or mechanisms can be programmed in GrAPL.
The gap between theory and practice in agent research is a matter of concern for several authors who contributed to CEEMAS [2, 3, 5] , including ourselves. By providing GrAPL with a formal semantics [14] , we have created an agent programming language which is theoretically sound, and which can be implemented to build practical agent applications. GrAPL doesn't feature joint mental attitudes frequently used in logical theories on coordination [4, 8] , as we didn't focus on the mental aspects of group collaboration. We do think these aspects important, and integration of joint mental attitudes with the programming construct of GrAPL a promising direction for further work.
Coordination and coalition formation are also the subject of [9, 11] . In the article of Romero Cortés and Sheremetov [11] , a fuzzy game theoretic approach is taken, where vague information on individual agent gains is used for coalition games. A genetic algorithm is used to solve these games. A similarity with our work is that this genetic algorithm is central, like our constraint solver. But the approach we take is more classical in nature and provides a very flexible negotiation space. In GrAPL, an agent could for example negotiate in such a way that its own interest is not served, but that of another agent is, while in [11] the agents seek to maximise their own gains. Pechoucek, Marik and Barta [9] propose CPlanT, which is a "framework for agents to form coalitions autonomously, collaboratively and without any central facilitating component", to quote the authors. In their framework, agents don't have to disclose all their information about their intentions and resources to their potential coalition partners. This is also true of GrAPL; here, agents only communicate their demands on some action parameters, without disclosing their reasons for this or the goals they have. On the other hand, GrAPL is a programming language, while [9] focuses on an architecture with coalition formation algorithms.
