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RICCI FLOWS ON SURFACES RELATED TO THE EINSTEIN WEYL AND
ABELIAN VORTEX EQUATIONS
DANIEL J. F. FOX
Abstract. There are described equations for a pair comprising a Riemannian metric and a
Killing field on a surface that contain as special cases the Einstein Weyl equations (in the sense
of D. Calderbank) and a real version of a special case of the Abelian vortex equations, and it
is shown that the property that a metric solve these equations is preserved by the Ricci flow.
The equations are solved explicitly, and among the metrics obtained are all steady gradient Ricci
solitons (e.g. the the cigar soliton) and the sausage metric; there are found other examples of
eternal, ancient, and immortal Ricci flows, as well as some Ricci flows with conical singularities.
1. Introduction
Given a surface M , consider, for a pair (h, Y ) comprising a Riemannian metric h with scalar
curvature Rh and a vector field Y on M , and a fixed parameter ε = ±1, the real vortex equations:
0 = d(Rh + 4ε|Y |2h), LY h = 0.(1.1)
The second condition of (1.1) says simply that Y is a Killing field, while the first equation says
that there is a constant τ such that
τ = Rh + 4ε|Y |2h.(1.2)
This parameter τ will be called the vortex parameter of the solution (h, Y ). (The factor 4 in (1.1)
has no intrinsic significance, as it could be absorbed into Y , and has been chosen for consistency
with the conventions of [12]). A solution (h, Y ) of (1.1) will be said to be trivial if Y is identically
zero. In this case (1.1) forces h to have constant curvature. (The example of a parallel vector field
on a flat torus shows that the constancy of the curvature of a solution to (1.1) need not imply the
triviality of the solution).
In section 2.1, it is explained how to construct from a solution of (1.1) with ε = −1 a solution
of the Einstein Weyl equations as formulated for surfaces by D. Calderbank in [4, 5]. In section
2.2, it is explained that a solution of (1.1) with ε = 1 gives rise to a solution of the usual Abelian
vortex equations on the bundle of holomorphic one forms, and can be seen as the real part of such a
vortex solution. Because of these observations, a solution (h, Y ) to the equations (1.1) will be called
Einstein Weyl or vortex-like as ε = −1 or ε = 1. As is also explained in section 2.2 the Einstein Weyl
case admits a complex reformulation in which it resembles the Abelian vortex equations but with a
sign change on one term (see (2.3)). Such signed vortex equations and their relation with Einstein
Weyl structures were discussed in section 8 of [12]. Independently A. D. Popov proposed such
equations in [23] and they have been called the Popov equations by N. Manton in [21]; see section
2.2 for related remarks. They make sense for sections of line bundles other than the tangent bundle;
the corresponding real equations are like (1.1), though with a completely symmetric tensor in place
of Y and an appropriate generalization of the Killing condition. While in both the Einstein Weyl
and the vortex-like case these equations are most interesting when posed for sections of line bundles
other than the tangent bundle, the particular case (1.1) considered here is interesting because it
can be solved explicitly in quite elementary terms, and the solutions come in one parameter families
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solving the Ricci flow. A special case of this last statement, explained in section 2.4 is that any
steady gradient Ricci soliton determines a solution to the ε = 1 case of (1.1). Lemma 2.3, shows
conversely that solutions of (1.1) for which there vanishes the invariant defined in (2.16) are steady
gradient Ricci solitons. This suggests a relation between the real vortex equations and the Ricci
flow. In particular, it suggests the real vortex equations can be viewed as the fixed points of some
natural flow on the moduli space of pairs (h, Y ). It would be interesting to give substance to such
a speculation.
When the Ricci flow h(t) beginning at the metric h of a solution (h, Y ) to the real vortex
equations is unique, then the Killing property of Y is preserved along the flow. While it is not
obvious that the condition (1.2) is also preserved by the Ricci flow, Theorem 3.1 shows that locally
there is a unique Ricci flow such that this is true for some τ depending on the flow parameter t, and
Corollary 3.1 shows that it is true globally on a compact surface. Thus the Ricci flow can somehow
be regarded as a flow obtained by varying the vortex parameter, although a precise formulation of
this statement and a conceptual explanation for it are not given here. The results lend credence
to the idea that the Ricci flow is related to some natural flow obtained from the moduli space of
solutions to some vortex-like equations by varying the vortex parameter. In [20], N. Manton has
given indications of a possible relation obtained by considering the metric on the moduli space of
one vortices on a compact Riemann surface as a function of the vortex parameter and the Ricci
flow on that surface. Although no direct connection between Manton’s ideas and those explained
here is yet apparent, they have a similar spirit.
That a pair (h(t), Y ) comprising a Ricci flow h(t) and an h(t)-Killing field Y solves (1.1) can be
reduced to the pair of equations (3.17) and (3.19), and these can be integrated explicitly. Section 3
is devoted to describing in detail the Ricci flows that result. They include a number of well known
examples. In particular they include steady gradient Ricci solitons, such as the cigar soliton; the
Fateev-Onofri-Zamolodchikov-King-Rosenau sausage metrics on the sphere; and a pair of solutions
to the Ricci flow, one on the sphere and one on the torus, that were found in [12] in connection
with Einstein-Weyl structures. Several of the metrics in section 3 have been considered previously
by I. Bakas in [1] and can be found by using the ansatz used in [11] to find the sausage metric.
Among the metrics constructed there are immortal, ancient, and eternal Ricci flows, and there are
also constructed several examples having conical singularities at the zeros of Y . While the examples
that were not already well known mostly have some undesirable properties, e.g. curvature blowup,
it is interesting that among the fairly limited class of metrics solving the real vortex equations
appear many of the most interesting Ricci flows on surfaces.
2. Real vortex equations
2.1. A pair (∇, [h]) comprising a torsion-free affine connection ∇ and a conformal structure [h] is
a Weyl structure if for each h ∈ [h] there is a one-form γi such that ∇ihjk = 2γihjk. Here, and
where convenient in all that follows, the abstract index conventions are used; in particular grouping
of indices between parentheses (resp. square brackets) indicates complete symmetrization (resp.
anti-symmetrization) over the enclosed indices. The one-form γ is the Faraday primitive associated
to h ∈ [h], and F = −dγ is the Faraday curvature. Since when h is rescaled conformally γ changes
by addition of an exact one-form, F depends only on the pair (∇, [h]) and not on the choice of
h ∈ [h]. Note that γ depends only on the homothety class of h and not on h itself. An h ∈ [h]
for which the associated Faraday primitive γ is coclosed is called a distinguished representative of
[h]. From the Hodge decomposition it follows that if the underlying manifold is compact there is a
distinguished representative determined uniquely up to homothety.
In dimensions greater than two a Weyl structure is said to be Einstein if the trace-free symmetric
part of the Ricci tensor of∇ vanishes. However, since on a surface such a condition is automatic, the
situation for surfaces is similar to that for ordinary metrics on surfaces, where the correct analogue
RICCI FLOWS AND VORTEX-LIKE EQUATIONS 3
of the Einstein condition is constant scalar curvature. In [4] and [5], D. Calderbank defined a Weyl
structure (∇, [h]) on a surface to be Einstein if it satisfies the equation
0 = ∇i(| det h|1/2(Rh − 2d∗hγ)) + 2| deth|1/2hpq∇pFiq
= | det h|1/2 (di(Rh − 2d∗hγ) + 2γi(Rh − 2d∗hγ) + 2hpq∇pFiq )
(2.1)
where h is any representative of h, hij is the symmetric bivector inverse to hij , and d
∗
h is the adjoint
of the exterior differential corresponding to h. The equation (2.1) is conformally invariant, for if
h˜ = fh then f(Rh − 2d∗h˜γ˜) = Rh − 2d∗hγ, where γ˜ is the Faraday primitive associated to h˜. The
quantity Rh−2d∗h˜γ˜ arises as the h-trace of the Ricci curvature of ∇. By the following theorem, on a
compact surface, Calderbank’s Einstein Weyl condition is equivalent to the ε = −1 case of the real
vortex equations (1.1). Calderbank’s original definition is Definition 3.2 of [4]; see also Corollary
3.4 of that same paper, the conclusion of which was taken as the definition in Definition 6.2 of [12].
For the proof of Theorem 2.1 see Theorem 3.7 of [4] or Theorem 7.1 of [12].
Theorem 2.1 ( [4]). A Weyl structure (∇, [h]) on a compact surface is Einstein if and only if for
any distinguished metric h ∈ [h] with associated Faraday primitive γ, the vector field Y i = hipγp
metrically dual to γ is h-Killing and with h constitutes a solution to the real vortex equations (1.1)
in the case ε = −1, that is d(Rh − 4|Y |2h) = 0.
Here it is convenient to take the ε = −1 case of (1.1) as the definition of an Einstein Weyl structure.
Given a solution (h, Y ) of (1.1) with ε = −1, the Weyl connection of the associated Einstein Weyl
structure is ∇ = D− 2γ(iδj) k + hijY k, where γi = Y phip and D is the Levi-Civita connection of h.
2.2. A Riemann surface means a one-dimensional complex manifold. It is equivalent to specify
a conformal structure [h] and an orientation, in which case the complex structure J is the unique
one compatible with [h] and the given orientation. On a Riemann surface a real vector field Y is
conformal Killing if and only if its (1, 0) part Y (1,0) is a holomorphic vector field. In particular, the
only orientable compact surfaces possibly supporting nontrivial solutions to (1.1) are the sphere
and torus. In the Einstein Weyl case, all such structures have been described in various forms
in [4], [5], and section 10 of [12].
On a Riemann surface with complex structure J let h be a Riemannian metric representing the
conformal structure and having Ka¨hler form ω, and let E be a smooth complex line bundle over
M with a fixed Hermitian metric m. The Abelian vortex or Abelian Higgs equations on a compact
Riemann surface are a modification of the Ginzburg-Landau model for superconductors first studied
by M. Noguchi, [22], and S. Bradlow, [3], (see [17] for background and context). The Abelian vortex
equations with parameter τ are the following equations for a pair (∇, s) comprising a Hermitian
connection ∇ on E and a smooth section s of E .
∂¯∇s = 0, 2iΛ(Ω) + |s|2m = τ.(2.2)
Here Ω is the curvature of ∇, viewed as a real-valued two-form onM ; ∂¯∇ is the (0, 1) part of ∇; and
Λ is the dual Lefschetz operator on (1, 1) forms, normalized so that Λ(ω) = 1. The first equation
says that ∂¯∇ is a holomorphic structure on E with respect to which s is a holomorphic section,
while the second equation is something like an Einstein equation. (Note that there is no need to
include the condition Ω(0,2) = 0, as it is automatic on a Riemann surface). A solution of (2.2) is
nontrivial if s is not identically zero. The trivial solutions correspond to holomorphic structures
on E ; a precise statement is Theorem 4.7 of [3].
The modification of (2.2) to be considered here consists in the equations
∂¯∇s = 0, 2iΛ(Ω) + ε|s|2m = τ,(2.3)
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in which all the data is as in (2.2), and ε is one of ±1. The ε = +1 case simply yields (2.2). The
ε = −1 case will be called here the signed Abelian vortex equations.
In [13], O. Garcia-Prada generalized arguments of C. Taubes, [27], and E. Witten, [29], to show
that the Abelian vortex equations for a line bundle on a surfaceM are obtained from the Hermitian
Yang-Mills equations on a rank two holomorphic vector bundle over the product of M with P1(C)
via dimensional reduction utilizing the SU(2) invariance of the Ka¨hler metric onM×P1(C). In [23],
A. D. Popov obtains the signed vortex equations on S2 by an analogous dimensional reduction of the
Yang-Mills equations on the product of S2 with hyperbolic space exploiting the SU(1, 1) invariance
of the metric on the product. These results suggest that the equations (2.3) are equally natural
with either sign.
Solutions to the Abelian vortex equations are considered equivalent if they are related by the
action of the unitary gauge group (S1-valued smooth functions) on the space of pairs (∇, s) com-
prising a Hermitian connection and a smooth section of E , and the moduli space of solutions means
the quotient of the space of pairs solving (2.2) by the action of the unitary gauge group.
The basic theorem about the Abelian vortex equations on a surface is the following.
Theorem 2.2 ( [22], [3], [14]). Let M be a compact surface equipped with a Ka¨hler metric (h, J).
Let E be a smooth complex line bundle with a fixed Hermitian metric m. Let D be an effective
divisor of degree equal to deg(E). There exists a nontrivial solution (s,∇) of the vortex equations
(2.2), unique up to unitary gauge equivalence, if and only if 4π deg(E) < τvolh(M). Moreover the
holomorphic line bundle and section canonically associated to D are (E , ∂¯∇) and s.
The number deg E is called the vortex number because the section s has deg E zeros (counted with
multiplicity), which are regarded as vortices. For the same reason, if deg E = N , a solution (h, s)
is referred to as an N -vortex solution, with or without multiplicity as the zeros of s are not or are
distinct. The space of effective divisors on M of a given degree r is the symmetric product Sr(M)
ofM and Theorem 2.2 shows that Sdeg(E)(M) is in bijection with the moduli space of unitary gauge
equivalence classes of vortex solutions on E . It is shown in [14] by symplectic reduction, that this
moduli space carries a Ka¨hler structure.
As is explained in [3], a problem equivalent to solving (2.2) consists in finding the Hermitian
metric m for which (2.2) hold, given a holomorphic line bundle E on a Ka¨hler surface and a
prescribed section s of E . From this point of view the complex gauge group of E (comprising
smooth functions g : M → C∗) acts by pushforward on holomorphic structures and holomorphic
sections, and on Hermitian metrics by multiplication by a factor |g|2. Proposition 3.7 of [3] shows
that given a complex line bundle E → M over a Ka¨hler manifold M , the moduli space of unitary
gauge equivalence classes of pairs (∇, s) solving (2.2) with respect to a fixed Hermitian metric m on
E is in bijection with the quotient modulo the action of the group of complex gauge transformations
of the space of triples (∂¯E , s, k) comprising a holomorphic structure ∂¯E on E , a holomorphic section
s of E , and a Hermitian metric k on E solving (2.2). The image of the action of g : M → C∗
on (∂¯E , s, k) is (g−1 ◦ ∂¯E ◦ g, g−1s, |g|2k). The bijection assigns to the equivalence class [∇, s] the
equivalence class [∇, s,m]. As will be explained in section 2.3, this way of viewing (2.2) is the most
relevant for the relation with the real equations (1.1).
On a Riemann surface, a q-differential is a smooth section of the qth power Kq of the complex
cotangent bundle. The real part of a q-differential s is a trace-free symmetric q-tensor X , covariant
or contravariant according to whether q is positive or negative, and so s can be written as the (|q|, 0)
part of the real tensor X , s = X(|q|,0). That s be holomorphic is equivalent to X being a Codazzi
tensor, for q > 1; to X being harmonic, for q = 1; and to X being a conformal Killing tensor, for q
negative (see Lemma 3.5 of [12]).
Let E = Kq for some q ∈ Z. In the equations (2.3) there is no a priori relation between the Ka¨hler
structure (h, J) onM and the Hermitian metric m and holomorphic structure on E . However, since
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E is a power of the complex tangent bundle, it makes sense to speak of the Hermitian metric induced
on E by h, and so it makes sense to consider solutions in which m is this induced Hermitian metric
and the holomorphic structure on E = Kq is the standard one. In what follows this will be case
of primary interest. In this case a solution s of (2.3) is a holomorphic q-differential and ∇ is
the connection induced on E by the Levi-Civita connection D of h; the corresponding divisor is
canonical, so the solution of (2.3) will be said to be canonical as well. Precisely, a canonical solution
of the (signed) vortex equations comprises a Riemann surface (M,J), a holomorphic q-differential
s, and a metric h representing the given conformal structure such that
2iΛ(Ω) + ε|s|2h = τ,(2.4)
for some constant τ . Here Ω = (iqRh/2)ωh is the curvature of the Hermitian connection induced
on Kq by the Levi-Civita connection D of h and Λ is defined in terms of the Ka¨hler structure (h, J)
so that Λ(Ω) = (iq/2)Rh. Write s = 2
1−q/2|q|1/2X(|q|,0). Then, since 2|X(|q|,0)|2h = |X |2h,
2iΛ(Ω) + ε|s|2h = −q
(
Rh − ε sgn(q)21−q|X |2h
)
,(2.5)
so that s solves (2.4) if and only if Rh − ε sgn(q)21−q|X |2h is constant. Thus a canonical solution
of the (signed) vortex equations is equivalent to a pair comprising a Riemannian metric h and a
trace-free Codazzi or conformal Killing tensor X satisfying
d(Rh − ε sgn(q)21−q|X |2h) = 0.(2.6)
If the Gauss-Bonnet theorem is valid, e.g. if M has finite topological type, finite volume, and
integrable curvature, and there is a solution to (2.6), there must hold
4πχ(M) = ε sgn(q)21−q||X ||2h + τvolh(M),(2.7)
where τ is the constant value of Rh − ε sgn(q)21−q|X |2h. This shows that the condition
ε sgn(q)
(
τ − 4πχ(M)
volh(M)
)
≤ 0,(2.8)
on τ is necessary for the existence of solutions.
Note that by themselves the equations (2.6) for (q, ǫ) and (−q,−ǫ) are the same up to a power
of 2 that can be absorbed into the section X ; what changes with the change in parameters is the
condition (Codazzi or conformal Killing) imposed on the section X . For example, in the q = ±1
cases, it is different to demand that a vector field be the real part of a holomorphic vector field and
that its dual one-form be the real part of a holomorphic differential; the former imposes that the
vector field be conformal Killing while the latter imposes that the dual one-form be harmonic.
The case most important here is q = −1, in which case s is a holomorphic vector field and so
X is a conformal Killing field. In this case solutions of the real vortex equations (1.2) give rise to
solutions of the signed Abelian vortex equations. However, not even all canonical solutions of the
signed Abelian vortex equations arise in this way because it is not the case that every holomorphic
vector field is the (1, 0) part of a real Killing field. The real version (2.6) of (2.3) is then (1.2), but
with Y only required to be conformal Killing.
In general, if a symmetric trace-free |q|-tensor X is given such that X(|q|,0) is holomorphic, then
the equation (2.6) can be solved as follows. Let h˜ be the unique metric conformal to h with scalar
curvature contained in {0, 2,−2} and write h = euh˜. The equation (2.6) becomes
∆h˜u− Rh˜ + τeu + ε sgn(q)21−qe(1−q)u|X |2h˜ = 0.(2.9)
The solvability or no of (2.9) on a compact surface of genus at least two is usually ascertainable on
general grounds, while on spheres, tori, and some noncompact surfaces it is less straightforward.
Particularly for the sphere and torus it can be more convenient to use as the background metric the
singular flat metric ∗h = |X |2/qh instead of h˜. For example, on a surface of genus at least two, the
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case ε = −1, q ≥ 1 of (2.9) can always be solved (see Corollary 9.1 of [12]) provided τ is negative.
For another example, in the ε = −1 and q = −1 case X is a Killing field, and using this fact the
analogue of (2.9) with ∗h in place of h˜ reduces to an ordinary differential equation which can be
solved straightforwardly. Although cast in different terms, this is essentially the approach taken in
section 3.
The equation (2.9) is slightly more complicated than the similar equation arising for the vortex
equations, e.g. equation 4.1 of [3]. The difference is the requirement that the metric on E be that
induced by the metric on the underlying surface. This condition introduces an extra term in (2.9),
with the consequence that solvability of (2.9) does not reduce directly to the well known results
of Kazdan-Warner, [18]. Other cases of (2.9) have been studied previously. For example, the case
with ε = 1, q = 2, and τ < 0 arises as the Gauss equation for a minimal surface in a hyperbolic
three manifold; see Theorem 4.2 of [28], in which this equation plays an important role.
2.3. The standard notions of isomorphism of Einstein Weyl structures and gauge equivalence of
solutions of the abelian vortex equations do not lead to the same notions of equivalence of solu-
tions to the real vortex equations (1.1), so some discussion of such notions is necessary. Clearly
two solutions (h, Y ) and (h¯, Y¯ ) of (1.1) related by a diffeomorphim should be considered isomor-
phic. In general the canonical triples (∂¯∇, s, h) representing the canonical solutions of the signed
Abelian vortex equations corresponding to a pair (h, Y ) and its image under a biholomorphism of
the complex structure determined by h and the orientation of the underlying surface need not be
equivalent modulo a complex gauge transformation; that is, they might determine different points
in the vortex moduli space. Usually solutions of the Abelian vortex equations related by a biholo-
morphisms are not identified, because the zeros of s are regarded as vortices, and their absolute
positions are considered meaningful. On the other hand, the notion of equivalence relevant for the
Abelian vortex equations is complex gauge equivalence. How this translates for pairs (h, Y ) solving
(1.1) is described now. The solution (∂¯, s, h) of (2.3) corresponding to (h, Y ) is canonical. That
a solution of (2.3) be canonical is not preserved by the action of the complex gauge group. The
statement that the image g · (∂¯, s, h) = (g−1 ◦ ∂¯ ◦ g, g−1s, |g|2h) of (∂¯, s, h) under the action of a
complex gauge transformation g :M → C∗ be again canonical admits two possible interpretations.
The more restricted interpretation stems from considering that a gauge transformation disassoci-
ates the base and fiber metrics, acting only on the latter, which entails considering that g · (∂¯, s, h)
is canonical with respect to the fixed Ka¨hler structure (h, J) on M . With this interpretation, ∂¯ is
fixed, meaning g−1 ◦ ∂¯ ◦ g = ∂¯, which is equivalent to g being holomorphic, and |g|2h = h, so that
|g|2 = 1. A holomorphic function of constant norm is constant, so g is constant, taking values in
S
1. The more liberal interpretation stems from regarding the base metric as induced by the fiber
metric. This entails that g · (∂¯, s, h) be canonical with respect to the Ka¨hler structure (|g|2h, J)
(which determines the same Riemann surface structure). In this case it still must be that ∂¯ is
fixed, so that g is holomorphic. If M is compact, this already forces g to be constant. However, if
M is noncompact, then it admits nonconstant holomorphic functions. Nonetheless, if (∂¯, s, h) and
g · (∂¯, s, h) both solve (2.4), the corresponding real pairs (h, Y ) and (h˜, Y˜ ) are related by h˜ = e2ch
and Y˜ = e−2c(aY + bJY ) where g = ec(a + ib) and a2 + b2 = 1. Since g is holomorphic ∆hc = 0,
so, since Rh˜ + 4ε|Y˜ |2h˜ = e−2c(Rh − 2∆hc+ 4ε|aY + bJY |2h) = e−2c(Rh + 4ε|Y |2h) = e−2cτ must be
constant, c must be constant as well. Again, that |g|2 be constant and g be holomorphic means
g is constant. With either interpretation the only elements of the complex gauge group acting on
canonical solutions of the signed Abelian vortex equations are constants z = eceiθ ∈ C∗. The cor-
responding action of C∗ on pairs (h, Y ) is z · (h, Y ) = (|z|2h, |z|−2Re (e−iθY (1,0))) = (e2ch, e−2cY θ),
where Y θ = cos θY +sin θJY is the real part of e−iθY (1,0). In general this action does not preserve
the property that Y be Killing. A precise statement is the following.
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Lemma 2.1. Let M be a surface with a Ka¨hler structure (h, J) and let Y ∈ Γ(TM) be a Killing
field for h. If for some θ ∈ (0, 2π) the vector field Y θ = cos θY +sin θJY is Killing for h then either
Y is parallel or θ = π and Y θ = −Y .
Proof. Suppose Y and Y θ are Killing for some θ ∈ (0, 2π). Let γ be the one-form dual to Y ; then
⋆γ is the one-form dual to JY . Since Y is Killing, γ is coclosed. Since Y and Y θ are Killing, so is
sin θJY = Y θ − cos θY . If sin θ 6= 0 this means JY is Killing, and so 2D ⋆ γ = d ⋆ γ = 0, the last
equality becaue γ is coclosed. In this case, JY is parallel, and so Y is parallel. Hence if both Y
and Y θ are Killing for some θ ∈ (0, 2π) then either Y is parallel, or θ = π and Y θ = −Y . 
It follows that if (h, Y ) solves (1.1) then so does ±ec ·(h, Y ) = (e2ch,±e−2cY ) for all c ∈ R. Since
in general homothetic metrics need not be diffeomorphic, it is at first not clear in what sense the
solutions ec · (h, Y ) and (h, Y ) are equivalent. However, since neither the Levi-Civita connection
of e2ch nor the one-form γ dual to e−2cY via e2ch depends on c, the resulting Weyl connection is
independent of c. Hence, in the case ε = −1 corresponding to the Einstein Weyl equations, the
solutions ec · (h, Y ) and (h, Y ) are equivalent in the sense that they determine the same Einstein
Weyl structure. This justifies regarding (h, Y ) and ec · (h, Y ) as equivalent even though they are
not related by a diffeomorphism, and it is natural to extend this notion of equivalence to the ε = 1
case as well. Solutions of (1.1) equivalent in this sense will be said to be scaling equivalent. As
was explained above, scaling equivalence is a vestigial manifestation of the gauge equivalence (in
the broader sense) of the associated canonical solutions of the signed Abelian vortex equations. It
is also the case that if (h, Y ) solves (1.1) then so too does (h,−Y ), and by the preceeding these
solutions could also be considered equivalent. On the other hand, while it can happen that (h, Y )
and (h,−Y ) be diffeomorphism equivalent if there is an isometry of h sending Y to −Y , in the
ε = −1 case, (h, Y ) and (h,−Y ) generally induce nonisomorphic Weyl structures.
2.4. A Ricci soliton on a surface is a Riemannian metric h for which there are a vector field
X and a constant c ∈ R such that 12Rhhij + 12 (LXh)ij = chij . It is a gradient Ricci soliton if
X is the h-gradient of a smooth function f . In this case Rh + ∆hf = 2c. Differentiating this
and using the Ricci identity shows that dRh = Rhdf , from which it follows that Rh + |df |2h − 2cf
is constant. The gradient X i = hipdfp of the potential of a gradient Ricci soliton is conformal
Killing, for by definition LXh = (2c − Rh)h. In particular, in the case the gradient Ricci soliton
h is steady, meaning c = 0, the pair (h, 12X) solves the variant of (1.1) in which the vector field
may be conformal Killing. However, since Ddf is symmetric, X itself is Killing if and only if it
is parallel, in which case h has constant curvature Rh = 2c. On the other hand, JX is always
Killing, where J is the complex structure determined by h and a given orientation on the surface,
for 2Jj
pDidfp = (Rh − 2c)ωij , where ωij = Ji phpj is the Ka¨hler form of (h, J), so that LJXh = 0.
By Lemma 2.1 either Xθ = cos θX + sin θJX is parallel for all θ ∈ [0, 2π) and h has constant
curvature or among the conformal Killing fields Xθ exactly ±JX are Killing. In the latter case,
(h,± 12JX) are solutions of the vortex-like equations (1.1). By Theorem 10.1 of [15], any Ricci
soliton on a compact surface has constant curvature, so no interesting examples of solutions to
(1.1) arise in this way on compact surfaces. On the other hand, there are nontrivial steady Ricci
solitons on noncompact surfaces, and these yield solutions of (1.1), as is detailed in section 3.6.
2.5. This section records some general facts about solutions to (1.1) that will be used in section 3
to find explicit solutions. In the particular case of Einstein Weyl structures, part of the discussion
appears in some equivalent form in sections 5 and 6 of [12]; see in particular Lemma 6.4 of [12].
On an oriented surfaceM consider a pair (h, Y ). Let J be the complex structure determined by h
and the given orientation, let ωh be the Ka¨hler form of h, and let D be the Levi-Civita connection of
h. Define a one-form γ by γ = ι(Y )h. The Hodge star on one-forms is given by ⋆α = −α◦J . Write
F = −dγ and define a function Fh by 2F = Fhωh (equivalently, 2 ⋆ F = Fh). If Y is a Killing field,
8 DANIEL J. F. FOX
then γ is coclosed, so d ⋆ γ = 0. Let M˜ be the universal cover of M . The pullbacks to M˜ of objects
defined on M will be written with the same notation. The pullback of (h, Y ) to M˜ by definition
comprises the pullback of h and the unique vector field on M˜ projecting to Y . On M˜ there is a
globally defined function µ such that dµ = − ⋆ γ. By definition |γ|2hωh = γ ∧ ⋆γ = dµ ∧ γ. Interior
multiplying with Y shows that |γ|2h(ι(Y )ωh + dµ) = 0. Since Y is the real part of a holomorphic
vector field, its zeros are isolated points, and so the preceeding identity implies ι(Y )ωh + dµ = 0
on M˜ . When Y is complete this means that µ is a moment map for the action generated by Y on
M˜ , and in what follows µ will be called a moment map even if Y is not assumed complete.
Now suppose (h, Y ) solves the real vortex equations (1.1). Since Y is Killing, 4Dγ = 2dγ =
−Fhωh. Observe that Y pωip = γpJi p = −(⋆γ)i. This has the consequences,
Di|Y |2h = Di|γ|2h = 2Y pDiγp = 12Fh(⋆γ)i,(2.10)
−Ddµ = D ⋆ γ = 14Fhh,(2.11)
the first equality in (2.11) when µ is well defined. By (2.11) the function µ on M˜ is what is called a
concircular scalar field by Y. Tashiro in [26]. By Theorem 1 of [26] the number of critical points of
a concircular scalar field on a complete Riemannian manifold is at most two, and, applying this to
µ, it follows that if the metric h of a solution (h, Y ) of the real vortex equations is complete then Y
has at most two zeros. Lemma 2.5 below obtains a stronger conclusion with a weaker hypothesis.
Using (2.11) it is straightforward to show that D is given by
DY Y = − 14FhJY, DJY Y = DY JY = JDY Y = 14FhY, DJY JY = JDJY Y = 14FhJY.(2.12)
From (2.12) it follows that DJY JY ∧ JY = 0, so that the integral curves of JY are projective
geodesics, meaning their images coincide with the images of h-geodesics. The unit norm vector
field U = −|Y |−1h JY , defined on the open dense complement M∗ of the zero locus of Y , satisfies
DUU = 0, so that its nontrivial integral curves are h-geodesics.
Differentiating the first equation of (1.2) and using (2.10) yields
dRh = −4εd|γ|2h = −2εFh ⋆ γ.(2.13)
The full curvature of D is Rijkl = Rijk
phpl = Rhhl[ihj]k and so ω
ijRijkl = −Rhωkl. Applying this
and the Ricci identity yields
DiFh = Di(ω
pqFpq) = −ωpqDidγpq = −2ωpqDiDpγq = −2ωpqDpDiγq + 2ωpqRi[pq] aγq
= 2ωpqD[pDq]γi − ωpqRpqi a = −2ωpqRpqi a = 2RhJi pγp = −2Rh(⋆γ)i,
(2.14)
which proves
dFh = −2Rh ⋆ γ.(2.15)
An immediate consequence of (2.15) is that if (h, Y ) is a nontrivial solution of (1.1) and Y is
parallel, then h is flat, for that Y be parallel implies that Fh = 0, and in (2.15) this forces Rh = 0,
since γ never vanishes.
Lemma 2.2. Let (h, Y ) solve the real vortex equations (1.1) on the oriented surface M with pa-
rameters τ = Rh+4ε|Y |2h and ε = ±1. For γ = ι(Y )h let µ be a primitive of − ⋆ γ on the universal
cover M˜ of M . Let λ be 1 or i as ε is 1 or −1. Then
(1) The quantity
σ = R2h − εF2h(2.16)
is constant on M and the functions e∓2λµ(R± λF) are constant on M˜ .
(2) If ε = 1 and one of Rh ± Fh is not identically zero, then µ is well defined as a function on
M . Also, each of Rh + Fh and Rh − Fh has a definite sign if it is not identically zero.
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(3) If ε = 1, then Rh ≤ τ , with equality exactly where Y vanishes, and R2h ≥ σ, with equality
exactly where Fh vanishes. In particular,
(a) if σ > 0, then Rh has a definite sign and either
√
σ ≤ Rh ≤ τ or Rh ≤ min{τ,−
√
σ} <
0;
(b) if σ < 0, then Fh has a definite sign.
(4) If ε = −1 then −√σ ≤ Rh ≤
√
σ, with one of the inequalities an equality exactly where
Fh vanishes; −
√
σ ≤ Fh ≤
√
σ, with one of the inequalities an equality exactly where Rh
vanishes; and Rh ≥ τ , with equality exactly where Y vanishes.
(5) A critical point of Rh (resp. Fh) is either a zero of Fh (resp. Rh) or a zero of Y . In the
latter case it is also a critical point of Fh (resp. Rh).
(6) There hold ∆hRh + R
2
h + Rh = τ + σ and ∆hFh = τFh − 2RhFh.
(7) LetM∗ be the complement inM of the set of zeros of Y . If σ 6= 0 then {p ∈M∗ : Fh(p) = 0}
is a union of closed images of h-geodesic integral curves of Y .
Proof. Differentiating σ using (2.13) and (2.15) yields
d(R2h − εF2h) = 2RhdRh − 2εFhdFh = −4εRhFh ⋆ γ + 4εFhRh ⋆ γ = 0,(2.17)
so that σ is constant. By (2.13) and (2.15),
d
(
e−2λµ(Rh + λFh)
)
= e−2λµ (dRh + λdFh + 2λ(Rh + λFh) ⋆ γ)
= e−2λµ (dRh + 2εFh ⋆ γ + λ(dFh − 2Rh ⋆ γ)) = 0,
(2.18)
so e−2λµ(Rh + λFh) is constant on M˜ . Since (h,−Y ) also solves (1.1) with the parameters τ and
ε, and −µ is a moment map for (h,−Y ), e2λµ(Rh − λFh) is also constant on M˜ . The function µ is
determined only up to addition of a constant, and it is straightforward to check that if σ 6= 0 there is
always a choice of µ such that Rh+λFh = ce
2λµ and Rh−λFh = sgn(σ)ce−2λµ where c ∈ R satisfies
c2 = σ. When λ = 1 this implies µ is well defined onM . If both Rh±Fh vanish, then h is flat and Y
is parallel. Otherwise, there is a nonzero c ∈ R such that µ equals one of ±(1/2) log(c−1(Rh±Fh)),
and so descends to M . When ε = 1, the constancy of each of e∓2µ(Rh ± Fh) means that each of
Rh ± Fh has a definite sign if it is not identically zero. This shows (2).
If ε = 1, then Rh = τ−4|Y |2h ≤ τ , with equality exactly where Y vanishes, and R2h = σ+F2h ≥ σ,
with equality exactly where Fh vanishes. The remainder of (3) follows straightforwardly. If ε = −1
then R2h = σ − F2h ≤ σ, with equality exactly where Fh vanishes (and similarly with Rh and Fh
interchanged), and Rh = τ + 4|Y |2h ≥ τ , with equality exactly where Y vanishes; this shows (4).
Claim (5) follows from (2.13) and (2.15). Differentiating (2.13) and substituting (2.15) and (2.11)
in the result yields
DdRh = −2εdFh ⊗ ⋆γ − 2εFhD ⋆ γ = 4εRh ⋆ γ ⊗ ⋆γ − (ε/2)F2hh.(2.19)
Tracing (2.19) yields ∆hRh = 4εRh|Y |2h − εF2h which is equivalent to the first identity of (6).
Differentiating (2.15) and substituting (2.13) and (2.11) in the result yields
DdFh = −2dRh ⊗ ⋆γ − 2RhD ⋆ γ = 4εFh ⋆ γ ⊗ ⋆γ − (1/2)FhRhh.(2.20)
Tracing (2.20) yields ∆hFh = 4εFh|Y |2h − FhRh which is equivalent to the second identity of (6).
If σ 6= 0, then Fh(p) = 0 implies Rh(p) 6= 0 and by (2.15) this implies dFh(p) 6= 0 if p ∈ M∗.
Thus {p ∈ M∗ : Fh(p)} = 0 is a union of smooth closed one-dimensional submanifolds of M∗.
Suppose Fh(p) = 0 for some p ∈ M∗. Let ν : I → R be a maximal integral curve of Y such that
ν(0) = p. Then ddtFh(ν(t)) = dFh(Yν(t)) = 0. Since Fh(ν(0)) = Fh(p) = 0 this means Fh(ν(t)) = 0
for all t ∈ I. By (2.12), 4Dν˙ ν˙ = −Fh(ν(t))Yν(t) = 0, so ν(t) is an h-geodesic. This shows (7). 
Examples to be given later show that Rh can be unbounded from below.
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Rewriting (2.11) yields
±2Ddµ+ 12Rhh = 12 (Rh ± Fh)h,(2.21)
so that h is a gradient Ricci soliton with potential ±2µ if Rh ± Fh is constant. Lemma 2.3 shows
that (2.21) means that if σ = 0 then h is a steady gradient Ricci soliton with potential one of ±2µ.
Lemma 2.3. For a solution (h, Y ) of the real vortex equations (1.1), the following are equivalent:
(1) σ = 0.
(2) One of Rh ± Fh is constant.
(3) One of Rh ± Fh vanishes identically.
If there hold (1)-(3) then:
(4) Either ε = −1, h is flat, and Y is parallel or ε = 1 and h is a steady gradient Ricci soliton
with potential ±2µ, as Rh ± Fh is constant.
(5) If Y is not parallel, then Fh and Rh do not vanish on M .
(6) If Y has a zero, then there holds one of the following: h is flat and Y is identically zero;
maxM Rh = τ < 0; or 0 < Rh ≤ τ = maxM Rh.
Proof. Obviously (3) implies (2). Suppose there holds (2). Then, by (2.13) and (2.15),
0 = d(Rh ± Fh) = ∓2(Rh ± ǫFh) ⋆ γ.(2.22)
Pairing (2.22) with ⋆γ shows that (Rh ± ǫFh)|γ|2h = 0, and since γ has isolated zeros this forces
Rh± ǫFh = 0. If ǫ = 1 this gives Rh = ∓Fh, and so σ = R2h−F2h = 0. If ǫ = −1 it gives Rh = ±Fh,
which means that 2Rh = Rh ± Fh is a constant. As (h, Y ) solves (1.2), this means that |γ|2h is
constant. If γ has a zero, then it must be identically 0, in which case Fh = 0, and so also Rh = 0
and σ = 0. If γ has no zero, since Y is Killing, there holds Rh = −∆h log |Y |2h and this vanishes
since |Y |2h is constant, so h is flat and ±Fh = Rh = 0, and hence also σ = 0. This shows that (2)
implies (1). Suppose σ = 0. If ε = −1 then, by definition, 0 = σ = R2h + F2h, so Rh = 0 = Fh.
Hence h is flat and Y is parallel. If ε = 1, then R2h = F
2
h. In particular one of Rh ± Fh vanishes.
This shows that (1) implies (3).
Now suppose there hold (1)-(3). As Rh = ∓Fh, by (2.21), h is a steady gradient Ricci soliton
with potential one of ±2µ. If ε = −1 then 0 = σ = R2h + F2h implies h is flat and Y is parallel, and
the conclusion of (6) follows. This shows (4). If σ = 0 and Y is not parallel, then, by (4) it can
be supposed ε = 1, and so, by (1)-(3), one of Rh ± Fh is identically zero and the other equals 2Rh.
By (2) of Lemma 2.2, 2Rh is either identically zero or never zero. Since Y is not parallel, Fh is
not identically zero. Since R2h = F
2
h, Rh is not identically zero, and so, by the preceeding, neither
Fh nor Rh vanishes on M . This shows (5). If σ = 0, ε = 1, and Y vanishes at p ∈ M , then, since
τ = Rh+4|Y |2h is constant, τ = Rh(p) = maxM Rh. As before, at least one of Rh±Fh is identically
zero, and the other equals 2Rh, which must be either nowhere zero or identically zero. In the latter
case h is flat and Fh = 0, so Y is parallel, so either has no zero or is identically zero. If h is not
flat, then Rh has a definite sign. If the sign is negative, since maxM Rh = Rh(p) = τ , there holds
Rh ≤ τ < 0, while if the sign is positive there holds 0 < Rh ≤ τ . This shows (6). 
Since, by Theorem 10.1 of [15], a gradient Ricci soliton on a compact surface has constant
curvature, on a compact surface the metric h of a solution (h, Y ) of (1.1) with σ = 0 has constant
curvature. By (1.2) this implies that Y has constant norm, so either Y is identically zero, or Y has
no zeros. In the latter case the argument in the proof of Lemma 2.3 shows that h must be flat and
Y must be parallel. However, it will be seen that in the noncompact case gradient Ricci solitons
give rise to nontrivial solutions of the equations (1.1).
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Let (h, Y ) solve (1.1) with parameters τ and ε and let σ be the constant (2.16). Define a constant
ρ by 4ερ = τ2 − σ. Substracting the square of Rh = τ − 4ε|Y |2h from σ = R2h − εF2h yields
4ρ = F2h + 8τ |Y |2h − 16ε|Y |4h.(2.23)
Lemma 3.1 will show that, in a sense to be made precise, the sign of σ and the numerical value of
ρ are preserved by the Ricci flow. In the remainder of the present section the number of zeros of
Y will be related to the signs of σ and ρ, and there will be shown that in fact Y has at most two
zeros in M and the possible conformal types for the underlying Riemann surface are quite limited.
An immediate consequence of (2.23) is that if ρ < 0 then Y has no zeros. In particular, if
a compact orientable surface admits a nontrivial solution of (1.1) with ρ < 0 then it is a torus.
Similarly, for a nontrivial solution (h, Y ), if ρ 6= 0, then F does not vanish at the zeros of Y , for if
Y and Fh both vanish at some p ∈M , then by (2.23), ρ = 0. If ε = −1 and τ > 0 then by (2.23),
ρ > 0.
Lemma 2.4. Let (h, Y ) be a nontrivial solution of the real vortex equations on M . If σ < 0 then
ε = 1, ρ > 0, and |Y |2h has neither a maximum nor a positive minimum on M . In particular, M is
noncompact.
Proof. If R2h − εF2h = σ < 0 then ε = 1, and so ρ = (τ2 − σ)/4 > 0. Since τ = Rh + 4|Y |2h is
constant, a critical point of |Y |2h is a critical point of Rh, and by (2.13) such a point is either a zero
of Fh or a zero of Y . That |Y |2h have either a maximum or a positive minimum at p ∈ M yields
the contradiction 0 > σ = Rh(p)
2. 
Lemma 2.5. Let (h, Y ) be a nontrivial solution of the real vortex equations on a connected ori-
entable surface M and let J be the complex structure determined by h and the given orientation. If
Y is complete, then (M,J) is biholomorphic to one of the following Riemann surfaces: the sphere
P1(C), the plane C, the punctured plane C \ {0}, a torus, the disc D = {z ∈ C : |z| < 1}, the
punctured disc D \ {0}, or an annulus A(r) = {z ∈ C : r < |z| < 1}. In particular M has abelian
fundamental group, and Y has no more than two zeros. Moreover:
(1) If Y has a zero and M is compact, then Y has two zeros, M is a sphere, σ > 0, and ρ ≥ 0.
Moreover, if ρ = 0 then ε = −1.
(2) If Y has no zero and M is compact, then M is a torus. If ε = 1 then h is flat, Y is parallel,
and σ = 0, while if ε = −1 then ρ < 0.
(3) If Y has a zero and M is noncompact, then Y has one zero, M is biholomorphic to C or
D, and ρ ≥ 0.
(4) If Y has no zeros and is not parallel then M is noncompact.
Proof. Since Y is complete, the flow of Y (1,0) is a one-parameter group of biholomorphisms of
M , so the biholomorphism group of M is not discrete. The surfaces listed in the statement of
the lemma are exactly those Riemann surfaces with nondiscrete automorphism group; see, e.g.
Theorem V.4.1 of [10]. If compact, M is a sphere or torus, and if, moreover, Y has zeros, M
must be a sphere. In this case (2.23) implies ρ ≥ 0 and Lemmas 2.3 and 2.4 imply σ > 0.
Suppose |Y |2 assumes its maximum at p ∈ M . By (2.10), Fh(p) = 0, so if ρ = 0 there holds
(Rh(p) + 4ε|Y |2h(p))2 = τ2 = σ = R2h(p), which forces ε = −1. The zeros of Y are the critical
points of µ. Since Y is not trivial, µ is not constant, so must have at least two critical points. This
shows Y has two zeros. This shows (1). If M is a torus then |Y |2h assumes a minimum at some
p ∈ M . If ε = 1, then, because τ = Rh + 4|Y |2h, at such a point Rh assumes a maximum, and
so maxM Rh = Rh(p) = −∆h log |Y |2h(p) ≤ 0. By the Gauss-Bonnet theorem this forces h to be
flat, and so log |Y |2h is harmonic, and hence constant. Hence τ = 4|Y |2h and 0 = 2d|Y |2h = Fh ⋆ γ,
so Fh = 0 and Y is parallel. In (2.23) this implies 4ρ = τ
2, so σ = 0. On the other hand, if
ε = −1 then Rh has a minimum at p and so minM Rh = Rh(p) = −∆h log |Y |2h(p) ≤ 0, and by
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Gauss-Bonnet the inequality must be strict. Sinces Y does not vanish at p it follows from (2.15)
that Fh(p) = 0 and so σ = R
2
h(p). On the other hand, τ = Rh(p) − 4|Y |2h(p) < Rh(p) < 0, so
τ2 > R2h(p) = σ. Hence 4ρ = σ − τ2 < 0. This shows (2). If M is noncompact and Y has a zero,
then both M and the complement M∗ of the zeros of Y must be among the surfaces listed in the
statement of the lemma. The only possible pairs are M = C and M∗ = C \ {0} and M = D and
M∗ = D \ {0}. In this case ρ ≥ 0 by (2.23). Finally if Y has no zeros and is not parallel, then by
the preceeding, M cannot be compact. 
3. Ricci flows solving the real vortex equations
This section is dedicated to showing that there exist Ricci flows h(t) such that (h(t), Y ) solves
the real vortex equations, and to constructing them explicitly.
3.1. In any context in which its solutions are uniquene, e.g. on a complete manifold with bounded
curvature, the Ricci flow preserves isometries in the sense that any isometry of the initial metric is
an isometry of metrics later in the flow; see Corollary 1.2 of [6]. In particular, a Killing field for the
initial metric will be a Killing field all along the flow. What is not obvious is that the Ricci flow
also preserves the compatibility condition (1.2) between the metric and the Killing field. Theorem
3.1 shows that given a solution (h, Y ) of the real vortex solutions there is locally a unique Ricci flow
h(t) through h such that (h(t), Y ) solves the real vortex equations. First, there is proved Lemma
3.1 which shows that if h(t) is a Ricci flow such that (h(t), Y ) solves (1.1), then ρ is constant along
the flow, the sign of σ is preserved along the flow, and τ is monotonic along the flow. In addition to
helping organize the possible solutions, these observations provide a priori restrictions on the values
of the various parameters which are instrumental in the proof of Theorem 3.1. The conclusion of
Lemma 3.1 can be viewed as generalizing the conclusion of Lemma 2.3.
Lemma 3.1. Let (M,J) be a Riemann surface, let h(t) be a Ricci flow representing the given
conformal structure and depending smoothly on t in some open interval I ⊂ R, and let Y be a fixed
vector field on M . Suppose that for all t ∈ I the pair (h(t), Y ) solves the real vortex equations (1.1)
with constant τ(t) and parameter ε ∈ {±1}. Let τ(t) and σ(t) be the constants (1.2) and (2.16)
determined by (h(t), Y ). Then ρ = (τ(t)2 − σ(t))/4ε is constant in t and τ(t) and σ(t) solve
d
dtτ = τ
2 − 4ερ = σ, ddtσ = 2τσ.(3.1)
In particular, either σ(t) = 0 and τ(t) is constant for all t ∈ I, or σ(t) has a definite sign on I and
τ(t) is monotone on I.
Proof. Along h(t) there hold ddtRh(t) = ∆h(t)Rh(t) +R
2
h(t) (see [15]) and
d
dt |Y |2h(t) = −Rh|Y |2h(t), so
by (6) of Lemma 2.2,
d
dtτ(t) =
d
dt(Rh(t) + 4ε|Y |2h(t)) = ∆h(t)Rh(t) + R2h(t) − 4εRh(t)|Y |2h(t) = σ(t).(3.2)
Let γ(t) = ι(Y )h(t). Using (2.13) yields
d
dtdγ(t) = −d(Rh(t)γ(t)) = −dRh(t) ∧ γ(t)− Rh(t)dγ(t)
= 2εFh(t) ⋆ γ(t) ∧ γ(t) + (1/2)RhFhωh =
(
−2εFh(t)|Y |2h(t) + (1/2)RhFh
)
ωh.
(3.3)
Hence
( ddtFh(t))ωh(t) =
d
dt (Fhωh)− Fh ddtωh = −2 ddtdγ(t) + FhRhωh = 4εFh(t)|Y |2h(t)ωh(t),(3.4)
showing that ddtFh(t) = 4εFh(t)|Y |2h(t). Differentiating (2.23) along h(t) yields
d
dtρ(t) = 2|Y |2h(t)
(
εF2h(t) + σ(t)− τ(t)Rh(t) + 4εRh(t)|Y |2h(t)
)
= 0.(3.5)
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By (3.5), ddtσ =
d
dt(τ
2) = 2τσ. Hence, σ(t) = σ(t0) exp
{
2
∫ t
t0
τ(x) dx
}
for any t0 ∈ I, from which
the claim about the sign of σ(t) is apparent. The monotonicity of τ then follows from ddtτ = σ. 
By Lemma 3.1, if (h(t), Y ) solves (1.1) and σ(t) is nonzero for some t, then σ(t) is never zero.
In this case τ(t) and σ(t) solve the equations (3.1). Explicit expressions for τ(t) and σ(t) are
most easily found by observing that m(t) = |σ(t)|−1/2 solves m¨ = 4ερm with initial conditions
m(t0) = |σ(t0)|−1/2 and m˙(t0) = −τ(t0)|σ(t0)|−1/2. Letting λ = 1 or i as ε is 1 or −1, and letting
σ0 = σ(t0) 6= 0 and τ0 = τ(t0), there result:
σ(t) =
{
4σ0ερ
(
2λ
√
ρ cosh 2λ
√
ρ(t− t0)− τ0 sinh 2λ√ρ(t− t0)
)−2
if ρ 6= 0,
σ0(1− τ0(t− t0))−2 if ρ = 0.
τ(t) =
{
2λ
√
ρ
(
τ0 cosh 2λ
√
ρ(t−t0)−2λ√ρ sinh 2λ√ρ(t−t0)
2λ
√
ρ cosh 2λ
√
ρ(t−t0)−τ0 sinh 2λ√ρ(t−t0)
)
if ρ 6= 0,
τ0 (1− τ0(t− t0))−1 if ρ = 0.
(3.6)
The expressions in the ρ = 0 case are the ρ→ 0 limits of the ρ 6= 0 expressions. The choice of the
numerical value of t0 is arbitrary, and can be made so that the expressions assume more convenient
forms. For instance, when τ0 6= 0, taking t0 = −τ−10 , the expressions in the ρ = 0 case become
τ(t) = −t−1 and σ(t) = t−2. When ρ 6= 0 the expressions in (3.6) can be simplified considerably by
an appropriate choice of t0 depending on the values of ρ, ε, and σ0. Precisely, by an appropriate
choice of t0, τ(t) and σ(t) can be assumed to have the forms:
τ(t) = −2λ√ρ coth 2λ√ρt, σ(t) = 4ερ csch2(2λ√ρt), when ερ > 0, σ > 0(3.7)
τ(t) = −2
√
|ρ| cot 2
√
|ρ|t, σ(t) = 4|ρ| csc2(2
√
|ρ|t), when ερ < 0, σ > 0(3.8)
τ(t) = −2√ρ tanh 2√ρt, σ(t) = −4ρ sech2(2√ρt), when ρ > 0, σ < 0.(3.9)
In (3.9) the parameters ε and λ are omitted because when σ < 0 they must take the values
ε = 1 = λ. In the case ερ > 0 and σ0 > 0, (3.6) yields (3.7) upon letting q be the unique real
number such that cosh q = τ0σ
−1/2
0 and sinh q = 2λ
√
ρσ
−1/2
0 and taking t0 = −q/(2λ
√
ρ). In the
case ερ > 0 and σ0 < 0, (3.6) yields (3.9) upon letting q be the unique real number such that
cosh q = 2λ
√
ρ|σ0|−1/2 and sinh q = τ0|σ0|−1/2 and taking t0 = −q/(2λ√ρ). In the case ερ < 0 and
σ0 > 0, (3.6) yields (3.8) upon letting q be the unique real number such that cos q = τ0σ
−1/2
0 and
sin q = 2
√
|ρ|σ−1/20 and taking t0 = −q/(2
√
|ρ|).
Although it is convenient to record both, the expressions (3.7) and (3.8) are actually the same;
when ερ < 0, (3.8) results from (3.7) using the identity sinh(ix) = i sin(x).
3.2. Let z = x+ iy = eseir be the standard coordinate on the Riemann sphere, where the coordi-
nates s ∈ R and r ∈ [0, 2π) on the punctured plane R2 \{0} are called cylindrical because the metric
|z|−2|dz|2 = dr2+ds2 is the metric of a flat cylinder. For β > −1, a metric h on a surfaceM is said
to have a conical singularity of angle 2π(β + 1) at a point p ∈M if there is an open neighborhood
U ⊂ M of p and a diffeomorphism mapping U into C such that p is mapped to 0 and there is a
smooth function f such that the pullback to U of the metric ef |z|2β|dz|2 = efe2(β+1)s(dr2 + ds2)
is equal to h on U \ {p}. If the same condition is satisfied but with β = −1, then h is said to have
a logarithmic singularity or cusp at p. On S2 the metric
2ρ|z|√ρ−2|dz|2
(1 + |z|√ρ)2 =
ρ(dr2 + ds2)
cosh
√
ρs+ 1
=
ρ(dr2 + ds2)
2 cosh2(
√
ρs/2)
,(3.10)
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has scalar curvature 1 and volume 4π
√
ρ, with cone points of angle π
√
ρ at the poles. On the two
discs in S2 complementary to the circle s = 0 (|z| = 1) the metric
2ρ|z|√ρ−2|dz|2
(1 − |z|√ρ)2 =
ρ(dr2 + ds2)
cosh
√
ρs− 1 =
ρ(dr2 + ds2)
2 sinh2(
√
ρs/2)
,(3.11)
has constant scalar curvature −1, with cone points of angle π√ρ at the centers of the disks. The
metrics (3.10) and (3.11) have in the complementary chart with coordinates z˜ = −1/z = −e−seir
the same expressions, with z replaced by z˜.
SupposeM is an orientable surface equipped with a Riemannian metric h, a compatible complex
structure J , and Ka¨hler form ωh, and let Y be a nontrivial Killing field. Let M˜ be the universal cover
of M and denote the pullbacks to M˜ of objects on M in the same way as the objects themselves.
Let M∗ be the open dense subset of M on which Y is nonvanishing. Let M˜∗ be the universal cover
of M∗. Let µ be the moment map on M˜ defined by dµ = − ⋆ γ. Define u = |Y |2h and w = u−1.
Since d(wγ) = dw ∧ γ − wF = 0 on M˜∗, there is an r ∈ C∞(M˜∗) such that dr = wγ. Since
dw ∧ ⋆γ = 0 there holds d(w ⋆ γ) = 0 and so there is an s ∈ C∞(M˜∗) such that ds = −w ⋆ γ. Then
γ = udr and − ⋆γ = dµ = uds. Also, ∂¯(s+ ir) = 0, so s+ ir and z = x+ iy = eseir are holomorphic
functions on M˜∗. By construction h = udr2+wdµ2 = u(dr2+ds2), and the associated Ka¨hler form
is ωh = dµ ∧ dr = uds ∧ dr. Let φa and ψb be local flows of Y and −JY . Since LY J = 0, there
holds [Y, JY ] = 0, and so these flows commute. For any p ∈ M∗, dda (r ◦ φa(p)) = dr(Yφa(p)) = 1
and ddb (s ◦ ψb(p)) = −ds(JY ) = 1, so r ◦ φa(p) − r(p) = a and s ◦ ψb(p) − s(p) = b. Normalizing
r and s so that r(p) = 0 = s(p), this means that for every p there is an open neighborhood on
which r and s are local coordinates such that the origin corresponds to p, Y = ∂r, and ∂s = −JY .
Such coordinates will be called cylindrical coordinates centered at p. With respect to the coordinate
z = x+iy = eseir, J is the standard complex structure on C, and ∂r = x∂y−y∂x and ∂s = x∂x+y∂y.
From the fact that Y = ∂r is Killing it follows that the partial derivative ur is zero and u is locally
constant on the level sets of µ.
The metric h∗ = wh on M∗ is flat. The scalar curvature of a metric g = ah∗ is Rg =
−a−1∆h∗ log a, where ∆h∗ means the Laplacian of the flat metric h∗. Let ∂ be the Levi-Civita
connection of h∗, and observe that {Y,−JY } is a ∂-parallel frame. From −2d logw(JY ) = Fh
and (2.15) it follows that Rh = −u−1(∂d log u)(JY, JY ) = w(∂d logw)(JY, JY ) = Rh. Use sub-
scripts to indicate covariant derivatives with respect to ∂. In coordinates, Rh = −u−1(log u)ss, and
F = −d log u ∧ γ = −(log u)sωh, so Fh = −2(logu)s.
3.3. Suppose (h, Y ) solves the real vortex equations (1.1) with parameters τ and ε. Work on the
complement M∗. By (2.10), Fh = 2d logu(JY ) = −2d logw(JY ). In (2.23) this yields
−4ερ = σ − τ2 = −4ε(d log u)(JY )2 − 8ετu+ 16u2.(3.12)
In terms of w = u−1, (3.12) becomes
dw(JY )2 − 4ε+ 2τw − ρw2 = 0.(3.13)
Differentiating (3.16) along JY shows that
0 = 2dw(JY ) ((∂dw)(JY, JY )− ρw + τ) = −wFh ((∂dw)(JY, JY )− ρw + τ) .(3.14)
By (7) of Lemma 2.2, if Y is not parallel then the zero set of Fh in M
∗ is a union of smoothly
immersed curves, so by continuity (3.14) implies that
(∂dw)(JY, JY ) = ρw − τ,(3.15)
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on M∗. Let r and s be local cylindrical coordinates centered on p ∈ M∗. Equations (3.13) and
(3.15) become
0 = w2s − 4ε+ 2τw − ρw2,(3.16)
wss = ρw − τ.(3.17)
While the general solution of (3.17) has two free parameters, (3.16) imposes on them a further
relation, leaving a single degree of freedom. A consequence of (3.17) that will be needed in the
proof of Theorem 3.1 is that if (h, Y ) solves (1.1) then in a neighborhood of any point of M∗ the
metric h is real analytic. Consequently its curvature is also real analytic. In particular, if h has
constant curvature on an open subset of M∗ then it is flat on all of M∗.
Solutions (h, Y ) to (1.1) can be constructed by reversing the preceeding. Given σ and τ , one
solves (3.16) for w, defines u = w−1, and defines h = u(dr2 + ds2) and Y = ∂r. Whether the
resulting solution extends when s→ ±∞ has to be analyzed on a case by case basis.
3.4. Suppose h(t) is a one-parameter family of metrics and Y is a Killing field for each h(t). Write
h(t) = u(t, p)h∗ = w(t, p)−1h∗ where h∗ = |Y |−2h h and p ∈ M∗. That h(t) moreover evolve by the
Ricci flow ddth = −Rhh is equivalent to the equation
wt = w(∂dw)(JY, JY )− dw(JY )2.(3.18)
In local cylindrical coordinates r and s, (3.18) becomes
wt = wwss − w2s .(3.19)
Equation (3.19) is equivalent to u solving the logarithmic diffusion equation ut = (log u)ss.
Suppose that for each t in some interval I the metrics h(t) and the fixed vector field Y together
solve (1.1) with parameters ε and τ(t) on the oriented surfaceM . Note that the induced conformal
structure does not depend on t. Combining (3.16), (3.17), and (3.19) shows that for h(t) also to be
a solution to the Ricci flow necessitates
wt = w(ρw − τ)− 4ε+ 2τw − ρw2 = τw − 4ε,(3.20)
in which τ is a function of t.
3.5. Theorem 3.1 shows that when (h, Y ) solves the real vortex equations (1.1) on M then locally
on M∗ there is a unique Ricci flow h(t) through h such that (h(t), Y ) solves (1.1). The uniqueness
follows from the proof of Lemma 3.1. The assumption that (h(t), Y ) solves both the Ricci flow
and the real vortex equations yields the equations (3.17) and (3.20). Theorem 3.1 shows that
the solution of (3.20) obtained with the initial data determined by a solution of (1.1) necessarily
satisfies (3.17). This shows that given (h, Y ) solving (1.1) then locally there is a unique Ricci flow
h(t) such that (h(t), Y ) solves (1.1). A comparably general global statement is not feasible without
assuming more, e.g. that the surface be compact. On the other hand, more detailed information
about the solutions to the real vortex equations than that provided by Theorem 3.1 can be obtained
on a case by case basis by solving the equations (3.17) and (3.20) explicitly, and the latter part of
this section is devoted to describing the resulting metrics in detail.
Theorem 3.1. Let (M,J) be a Riemann surface and suppose that there are a metric h representing
the given conformal structure and a complete vector field Y that together solve the real vortex
equations (1.1) for a given constant τ0 ∈ R and given parameter ε ∈ {±1}. Define ρ ∈ R by
4ερ = τ20 −σ0, where σ0 is the constant (2.16) determined by (h, Y ). Let τ(t) be the unique solution
of τt = τ
2 − 4ερ satisfying τ(t0) = τ0. For each p ∈ M there are a relatively compact open
neighborhood Up ⊂M containing p, an interval I ⊂ R containing t0 and contained in the maximal
domain of definition of τ(t), and a unique smooth Ricci flow h(t) defined for (t, q) ∈ I × Up such
that h(t0) equals the restriction of h to Up and such that for all t ∈ I, (h(t), Y ) solves (1.1) on
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Up with constant τ(t) and parameter ε. For the spatial constant σ(t) associated to (h(t), Y ) as in
(2.16), the expression τ(t)2 − σ(t) is constant in t for t ∈ I, equal to 4ερ.
Proof. The completeness of Y is assumed so that none of what follows depends on the domain of
definition of the flow of Y , and will not be mentioned again in the proof. If Y is parallel then h
must be flat and there is nothing to show, so it can be assumed that Y is not parallel. Let M∗ be
the complement of the discrete set of zeros of Y . Define functions u ∈ C∞(M) and w ∈ C∞(M∗)
by u = |Y |2h = w−1. Let τ(t) be the unique solution of τt = τ2 − 4ερ satisfying τ(t0) = τ0. It is
defined on some maximal connected open subset Iˆ ⊂ R. Let σ(t) be the unique solution of σt = 2τσ
satisfying σ(t0) = σ0. Then τ(t) and σ(t) are as in (3.6) and σ(t) = σ0 exp
{
2
∫ t
t0
τ(x) dx
}
. For
p ∈M the unique solution L(t, p) of the initial value problem
Lt = τ(t)L − 4εu(p), L(t0, p) = 1,(3.21)
is given explicitly by
L(t, p) =


(
1− τ0ρ u(p)
)(
σ(t)
σ0
)1/2
+ τ(t)ρ u(p) if ρ 6= 0 and σ0 6= 0,
τ(t)
ρ u(p) if ρ 6= 0 and σ0 = 0,(
1− 4ετ0 u(p)
)(
σ(t)
σ0
)1/2
+ 4ετ0 u(p) if ρ = 0 and τ0 6= 0,
1 + 4ε(t0 − t)u(p) if ρ = 0 and τ0 = 0.
(3.22)
Define h(t)p = L(t, p)
−1hp. For each p ∈ M there is some maximal connected open subset Iˆp ⊂ R
containing t0 and such that L(t, p) is defined and positive for all t ∈ Iˆp. Because the solution of
(3.21) depends smoothly on the initial data, there is a relatively compact neighborhood Up ⊂ M
of p and a maximal connected open interval I containing t0 such that the metric h(t) is defined on
Up for all t ∈ I.
Differentiating dL(Y ) in t gives ddtdL(Y ) = τdL(Y ). Since dL(Y )t=t0 = 0, this implies dL(Y ) = 0
at p for all t for which L(t, p) is defined. Consequently, the vector field Y is Killing for h(t) where
h(t) is defined. The function W (t, p) = L(t, p)w(p) defined for p ∈ M∗ is smooth and solves the
initial value problem
Wt = τ(t)W − 4ε, W (t0, p) = w(p).(3.23)
The function V (t, p) = dW (JY )2 − ρW 2 + 2τW − 4ε solves
Vt = 2dW (JY )dWt(JY )− 2ρWWt + 2τWt + 2(τ2 − 4ερ)W,
= 2τdW (JY )2 + 2(τ − ρW )(τW − 4ε) + 2τ2W − 8ερW = 2τV,(3.24)
for t ∈ Ip. By (3.16), V (t0, p) = 0, and so (3.24) implies V (t, p) = 0 for all p ∈ M∗. Let ∂ be the
Levi-Civita connection of the flat metric h∗ onM∗. Differentiating 0 = dW (JY )2−ρW 2+2τW−4ε
along JY yields
0 = 2dW (JY ) ((∂dW )(JY, JY )− ρW + τ) .(3.25)
By (3.22), dW is a multiple of dw, and so, by (2.10), dW (JY ) is a nonzero multiple of wFh. Because
Y is not h-parallel, by (7) of Lemma 2.2, the zero set of Fh in the complement of its zero set is a
union of immersed curves, so dW (JY ) is nonzero off these curves, and (3.25) implies
(∂dW )(JY, JY ) = ρW − τ,(3.26)
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which holds on all of M∗. Then
Rh(t) + 4ε|Y |2h(t) = −W∆h∗ logW + 4εW−1 = W (∂d logW )(JY, JY ) + 4εW−1
= (∂dW )(JY, JY )− (d logW )(JY )2 + 4εW−1
= ρW − τ −W−1(ρW 2 − 2τW ) = τ(t),
(3.27)
so that (h(t), Y ) solves (1.1) on M∗ with parameters ε and τ(t). Hence τ(t) = Rh(t) + 4ε|Y |2h(t) on
M∗, and by continuity of Rh(t) and |Y |2h(t), the same identity holds at q ∈M , showing that, when
defined, (h(t), Y ) solves (1.1) with parameters τ(t) and ε.
From (3.26) there results
Wt −W (∂dW )(JY, JY ) + dW (JY )2 = τW − 4ε−W (ρW − τ) + dW (JY )2 = 0.(3.28)
By (3.19) this shows that the metric h(t) solves the Ricci flow onM∗. Now suppose q ∈M is a zero
of Y . Since v(t) = (σ(t)/σ0)
1/2 solves vt = τ(t)v, it solves (3.22) for p = q, and so by the uniqueness
of solutions to (3.22) there holds L(t, q) = (σ(t)/σ0)
1/2. Hence ddth(t)q =
d
dt ((σ(t)/σ0)
−1/2hq) =
−τ(t)h(t)q. Since Rh(t)(q) = τ(t), this shows that h(t) solves the Ricci flow at q. By Lemma 3.1,
the parameter ρ(t) defined by 4ερ(t) = τ(t)2 − σ(t) is constant, equal to ρ.
The preceeding proves that for every p ∈ M there is a relatively compact open neighborhood
U ⊂M of p and an open connected neighborhood I ⊂ R of t0 such that for all t ∈ I the metric h(t)
solves the Ricci flow and the pair (h(t), Y ) solves (1.1) with parameters τ(t) and ε. Suppose g(t) is
another Ricci flow such that (g(t), Y ) solves (1.1) on U . Since g(t) remains within the conformal
class of the initial metric h, as in the proof of Lemma 3.1, for each t the corresponding function
w(t, s) on U ∩M∗ solves (3.20), or, equivalently, (3.23). Since the solution of (3.23) is unique, this
shows that g(t) = h(t) on U ∩M∗, and so on U , by continuity. 
Although without imposing some conditions on the geometry of M it is complicated to say
anything more precise than Theorem 3.1, the Ricci flow constructed in Theorem 3.1 is in some
sense defined on all of M∗. The qualification is that the maximal domain of definition for t can in
principle depend on p ∈M∗.
Corollary 3.1. If (h, Y ) solves (1.1) on the compact orientable surface M , then there is a unique
Ricci flow h(t) defined for all t in some open interval I containing t0 such that h(t0) = h, and the
pair (h(t), Y ) solves (1.1) for all t ∈ I.
Proof. The short time existence and uniqueness of the Ricci flow under the stated conditions is
well known. By Theorem 3.1, M can be covered by relatively compact open neighborhoods on each
of which there is a unique Ricci flow through h forming with Y a solution to (1.1). Passing to a
finite subcover, the resulting solutions patch together to give a globally defined Ricci flow defined
on some interval and which must therefore be the unique Ricci flow through h. 
In the rest of the paper there are analyzed the possible solutions of (3.17) and the resulting Ricci
flows. Let λ be 1 or i as ε is 1 or −1, so that ε = λ2. The solutions are constructed on a case
by case basis, depending on the values of the parameters σ, ρ, and λ. The explicit solutions yield
somewhat more precise information than what is given by Theorem 3.1, in particular in relation to
what happens at the zeros of Y . Additionally, there will be constructed solutions (h(t), Y ) of (1.1)
in which the Ricci flow h(t) has conical singularities at the zeros of Y .
3.5.1. Let (M,J) be one of the surfaces in Lemma 2.5 with its standard conformal structure and
let Y be a fixed vector field generating an action on M by biholomorphisms. On the preimage of
M∗ in the universal cover of M , it is always possible to choose global coordinates z = es+ir as in
section 3.2 with respect to which Y = ∂r and the given conformal structure is represented by the
flat metric h∗ = dr2 + ds2. Note that s is determined up to translation, and that changing the
18 DANIEL J. F. FOX
sign of s corresponds to replacing Y by −Y (equivalently, replacing J by −J). Suppose that h(t)
is a Ricci flow, defined for each p ∈ M∗ on some definite interval Ip, such that (h(t), Y ) solves
(1.1) for some ε, ρ, and σ(t), where σ(t) (and τ(t)) are as in (3.6). Then h(t) = u(t, p)h∗ where
u(t, p) = |Y |2h(t), and w(t, p) = u(t, p)−1 solves (3.16), (3.17), (3.19), and (3.20).
Since w solves wss = ρw − τ(t), it can be written as the sum of a particular solution and a
solution of the homogeneous equation fss = ρf . The particular solution can be taken to be τ(t)/ρ
if ρ 6= 0, where τ is as in (3.7)-(3.9), and −2−1τ(t)s2 if ρ = 0. Since w(t, p) = f(t) + V (t, p) must
solve (3.20), there holds Vt = τV . Either σ(t) is identically zero or it is never zero. In the second
case, V (t, p) = |σ(t)|1/2v(p) for some smooth function v(p) such that dv(Y ) = 0. Then, since
w(t, p) = f(t)+ |σ(t)|1/2v(p) must solve w2s −4ε+2τ(t)w−ρw2 = 0, v solves v2s −ρv2 = − sgn(σ)/ρ
and so also vss = ρv. In the following sections the metrics resulting from the various possible choices
of f and v, their domains of definition, and their geometric properties are obtained by specializing
the formulas just obtained.
3.5.2. Since e−ch(ect) solves the Ricci flow if h(t) does, if h(t) is a Ricci flow such that (h(t), Y )
solves (1.1), then (e−ch(ect), ecY ) also solves (1.1) for any c ∈ R. Thus the one-parameter families
of solutions of (1.1) originating in scaling equivalent solutions of (1.1) are equivalent modulo scaling
and an internal scaling reparameterization of the Ricci flow. However, in constructing solutions to
(1.1), some care is necessary when considering rescalings. Replacing (h, Y ) by (h¯, Y¯ ) = ec/2·(h, Y ) =
(ech, e−cY ) replaces τ and σ by e−cτ and e−2cσ, so replaces ρ by e−2cρ. The coordinates r and s
are determined by the flows of JY and Y , and so upon rescaling are replaced by the parameters
r¯ = ecr and s¯ = ecs corresponding to e−cJY and e−cY . It is straightforward to check that if w¯(s¯) is
the function obtained from (h¯, Y¯ ) as w was obtained from (h, Y ), then w¯(s) = ecw(e−cs), so that w¯
solves (3.16) with τ¯ and σ¯ in place of τ and σ if and only if w solves (3.16). In this sense, by rescaling
(h, Y ) the parameter ρ can be normalized to take a given value, e.g. 0, 4, or −4. Precisely, if (h, Y )
is given, it determines a ρ, and there is a scaling equivalent pair (h¯, Y¯ ) = ec/2 · (h, Y ) determining
ecρ. However, such a rescaling presupposes that the scaling equivalence class of (h, Y ) is known a
priori. If, instead, (3.16) is to be solved in order to construct (h, Y ) by inverting the procedure used
to derive (3.16), then the particular value of ρ may matter because the parameter s has implicitly
been fixed up to translations. For instance, if the metric resulting from the solution of (3.16) is to be
extended to some larger manifold there has to be analyzed whether a rescaling of ρ can be achieved
via a geometric or scaling equivalence of the resulting structure on this larger manifold. This need
not be the case. There are scaling equivalent solutions to (1.1) on the punctured disk or punctured
sphere which extend to the disk or the sphere with conical singularities at the punctures, but for
which the extended solutions are no longer scaling equivalent; see the penultimate paragraph of
section 3.6.2 for an example.
3.6. The soliton case: σ = 0. The first case considered is σ = 0. By Lemma 2.3, the solutions
of (1.1) with ε = −1 have h flat and Y parallel. For this reason it will be assumed that ε = 1; by
Lemma 2.3, the solutions of (1.1) with ε = 1 are steady gradient Ricci solitons. In this case, since
τ2 = 4ερ = 4ρ, either τ = 0 = ρ, or ρ > 0 and τ = ±2√ρ.
3.6.1. Case σ = τ = ρ = 0. Consider the case τ = 0 = ρ. By (3.16), w2s = 4, and so there is a
function b(t) such that w = ±2s+ b. By (3.20) there holds −4 = wt = bt, so, after a translation in
s, w may be supposed to have the form w± = ±2s− 4t. The metrics
h±(t) = dr
2+ds2
±2s−4t = ± |dz|
2
2|z|2(log(e∓2t|z|))(3.29)
are Ricci solitons, defined respectively on the half cylinders ±s > 2t and related by −h+(−t) =
h−(t). Via time dependent translations in s they are diffeomorphic images of the fixed metrics
g± = h±(0). The metrics g+ = −g− and g− are defined, respectively, on the complement C \ D of
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the unit disk, and the punctured disk D \ {0}. The metric g− blows up as z → 0 or |z| → 1, so
extends smoothly to no larger domain, as asserted above. By Lemma 2.3, g− is a steady gradient
Ricci soliton with potential equal to twice the moment map µ = 12 log |s| = 12 log | log |z||. The
solution (g+, Y ) of (1.1) on C \ D corresponds under the map z → 1/z to the solution (g−,−Y ) of
(1.1) on D \ {0} obtained by replacing Y by −Y . The curvature Rg− = Fg− = 2s−1 is negative
on the entire domain of g−, but is not bounded from below; since Y has no zero, this conclusion
also follows from (3) of Lemma 2.2. Under the change of variables q = (−s)1/2, g− becomes
2(dq2 + 4−1q−2dr2). In this form (modulo notation) this metric appears on p.15 of section 1.3.3
of [7]. An integral curve (r(x), s(x)) of the geodesic vector field U = −|Y |2g−JY = (−2s)1/2∂s such
that s(0) = s0 is given by r(x) = r(0) and s(x) = −(
√−2s0 − x)2/2. Since this exists only for
x ∈ (−∞,√−2s0), g− is incomplete.
3.6.2. Case σ = 0 and ρ 6= 0. Suppose σ = 0 and ρ = τ2/4 > 0. Equation (3.16) reduces to
4w2s = τ
2(w− τ/4)2. The solution is w(t, s) = 4τ−1 + a(t)e±τs/2 for some function a(t). Replacing
s by −s corresponds to replacing Y by −Y ; since this can be done a posteriori, it suffices to consider
w(t, s) = 4τ−1 + a(t)e−τs/2. Since w solves (3.20), there must hold at = τt, so a = Aeτt for some
A ∈ R. The trivial solution w = 4/τ corresponds to rescaling a flat metric, so A can be supposed
to be nonzero. In this case, by replacing s by a translate, A can be rescaled as desired, so w can
be supposed to have the form W = τ−1(4 + ǫeτ(t−s/2)), where ǫ = ±1. There result the Ricci flows
hǫ(t) =
τ(dr2 + ds2)
4
(
1 + ǫeτ(t−s/2)
) = τ |z|τ/2−2|dz|2
4(|z|τ/2 + ǫeτt) =
τ |dz|2
4|z|2(1 + ǫeτt|z|−τ/2) .(3.30)
Via time dependent translations in s, the metrics h±(t) are diffeomorphic images of the steady
gradient Ricci solitons g± = h±(0).
It remains to analyze the dependence on ǫ and τ , and the largest domains of definition of the
resulting metrics. If ǫ = 1 then it must be that τ > 0, in which case h+ is defined at least in the
punctured plane. If ǫ = −1 then h− is defined at least on |z| > e2t. To analyze the behavior as
s→∞, take z˜ = −z−1; in this coordinate the metric hǫ(t) has the form
τ |dz˜|2
4|z˜|2(1 + ǫeτt|z˜|τ/2) .(3.31)
Hence, in the case ǫ = 1 and τ > 0 and the case ǫ = −1 and τ > 0 the metric h+(t) and the metric
h−(t), respectively, are defined on |z| > e2t and have cusps at infinity. On the other hand, in the
case ǫ = −1 and τ < 0, the metric h−(t) is defined on |z| > e2t and has at the point at infinity
a cone point of angle −πτ/2. In particular, when τ = −4, the metric h−(t) extends smoothly at
the point at infinity. In the coordinate z˜, the metric h−(0) has the form (1− |z˜|2)−1|dz˜|2. Writing
z˜ = sin(q)eiθ, gives h−(0) = dq2 + tan2(q)dθ2, from which it is apparent that the metric h−(0) is
the incomplete metric called the exploding soliton in section 1.3.3 of [7]. For τ 6= −4, the metrics
h−(t) are exploding solitons with conical singularities at the origin.
When ǫ = 1, it follows from the second expression of (3.30) that h+(t) has at z = 0 (when
s → −∞) a conical singularity with angle πτ/2. In particular, in the case τ = 4 the metric h+(t)
extends smoothly across z = 0; the resulting metric is the well known cigar soliton of [15]. For
other values of τ these metrics are cigars with conical singularities at the tips.
In all cases,
Rh(t) = −Fh(t) =
τǫeτt
eτs/2 + ǫeτt
=
τ
1 + ǫe−τ(t−s/2)
=
τǫeτt
|z|τ/2 + ǫeτt .(3.32)
If ǫ = 1 then τ ≥ Rh > 0 with the limiting values τ and 0 approached as s → −∞ and s → ∞,
respectively. In particular in this case Rh is positive and bounded. If ǫ = −1 then Rh is negative
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and unbounded from below, approaching 0 as s → ∞ and approaching −∞ as s → 2t. Note also
that Rh extends smoothly at the cone point in both the ǫ = 1 and the τ < 0 cases.
Consider the case ǫ = 1 and write h(t) = h+(t). Consider the metric h˜(t˜), defined as in (3.30),
but with respect to coordinates (r˜, s˜) in place of (r, s), with τ˜ in place of τ , and with time parameter
t˜. Let Y = ∂s and Y˜ = ∂s˜. Suppose τ˜ = 1 and define a diffeomorphism by (r˜, s˜) = φ(r, s) = (τr, τs).
Set t˜ = τt. It is easily checked that φ∗(h(t)) = τ−1h˜(t˜) and φ∗(Y ) = τY˜ . Hence the pulled back
pair φ∗(h(t), Y ) = (φ∗h(t), φ∗Y ) = (τ−1h˜(t˜), τ Y˜ ) is scaling equivalent to the pair (h˜(t˜), Y˜ ). This
shows that the solutions of (1.1) given by h+(t) for different values of τ are scaling equivalent when
viewed as solutions on the punctured disk. On the other hand, if these solutions are regarded as
metrics on the disk with conical singularities at the origin, then they are not equivalent, because
when viewed as a map on the punctured plane φ is not a diffeomorphism and does not in general
extend smoothly through the puncture.
By Theorem 26.3 of [16], a complete Ricci soliton on a surface having bounded curvature assuming
somewhere its maximum is diffeomorphic to the cigar soliton. Hamilton’s characterization of the
cigar solition has been improved by P. Daskalopoulos and N. Sesum who in [9] proved that a
complete ancient Ricci flow on a surface must be a cigar soliton if it has bounded positive curvature
and bounded width (in a sense defined in [9]). Hamilton’s way of constructing the cigar soliton
in [15] also yields examples on orbifolds, as was developed by L.-F. Wu in [30]. After the first
version of the present article was posted there appeared [2] and [24] addressing the classification of
gradient solitons on surfaces. Most of the metrics described above appear in some equivalent form
in at least one of [2] or [24]. The article [24] shows that the a complete steady gradient Ricci soliton
on a surface with curvature bounded from below is either a flat surface (possible with cone points)
or one of the (possibly conical) cigar solitons (3.31).
3.7. Cases with σ 6= 0 and ρ = 0. When σ 6= 0 it is convenient to separate the cases ρ = 0
and ρ 6= 0. Suppose σ 6= 0 and ρ = 0, so that τ2 = σ. Since σ 6= 0 this implies that σ > 0.
After an appropriate shift in t it can be supposed that σ(t) = t−2 and τ(t) = −t−1. By (3.17),
q = −2−1τs2+as+b for some real functions a(t) and b(t). From (3.16) it follows that 4ε = a2+2τb.
Hence w = −2−1τs2 + as+ (4ε− a2)/(2τ) = −2−1τ(s − a/τ)2 + 2ε/τ . That w solve (3.20) forces
at = τa, which has the solution ατ for some α ∈ R. Hence w = −2−1τ((s − α)2 − 4ετ−2).
Consequently, replacing s its (time independent) translate s + α, it may be supposed that a = 0,
so that b = 2ετ−1 and w = −2−1τ(s2 − 4ετ−2).
3.7.1. Case σ > 0, ρ = 0, λ = i. It follows from (2.23) that if ε = −1 and τ > 0 then Y is identically
0, so this case can be excluded. Hence if ε = −1 it can be supposed τ < 0 so that τ = −t−1 and
t > 0. In this case w = −2−1τ(s2 + 4τ−2) = 2−1t−1(s2 + 4t2) has no real roots, so is positive for
all s ∈ R. This yields the metrics
h(t) = 2t(dr
2+ds2)
s2+4t2 =
2t|dz|2
|z|2((log |z|)2+4t2) ,(3.33)
defined for t > 0 on the punctured plane. From (3.33) it is apparent that h(t) blows up as |z| → 0
or |z| → ∞, so that h(t) extends to no larger domain. Since h(t) is bounded from below by the
complete constant curvature metric ts−2(dr2+ds2) outside the compact annulus |s| ≤ 2t, the metric
h(t) is complete for each t > 0. The metrics (3.33) constitute a complete immortal Ricci flow on
the punctured plane. The curvature of (3.33) satisfies
−t−1 < Rh(t) = 1t 4t
2−s2
4t2+s2 ≤ t−1,(3.34)
with equality on the right-hand side along the unit circle s = 0. The curvature is positive when
|s| < 2t and negative when |s| > 2t. As t→∞ the metrics h(t) converge pointwise to a flat metric
on the cylinder, while as t→ 0, the homothetic metrics k(t) =
√
σ(t)h(t) converge pointwise to the
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complete scalar curvature −1 metric on the punctured plane. Each h(t) has finite total absolute
curvature,
∫
C\{0} |Rh|ωh = 4πt−1, while its total curvature
∫
C\{0} Rhωh is 0.
3.7.2. Case σ > 0, ρ = 0, λ = 1. In the ε = 1 case, τ = −t−1 and so w = 2−1t−1(s2 − 4t2). For
t < 0, τ(t) = −t−1 is positive, and w is positive on the annulus 2t = −2τ−1 < s < 2τ−1 = −2t.
The metrics
h(t) = −2t(dr
2+ds2)
4t2−s2 =
−2t|dz|2
|z|2(4t2−(log |z|)2) ,(3.35)
are an ancient Ricci flow defined for t < 0 on the annulus s < 2|t|. The curvature of (3.35) is
Rh(t) =
1
t
4t2+s2
4t2−s2 ≤ min{τ,−
√
σ} = −|t|−1 < 0(3.36)
with equality on the right-hand side when s = 0. When s → ±2t, Rh → −∞, so that Rh is
strictly negative and unbounded from below. In this case h(t) is not complete. An integral curve
of −|Y |−1h(t)JY = u−1/2∂s is a geodesic, and such a curve can be parameterized as (r(x), s(x)) =
(0, 2|t| sin(x/
√
2|t|)), which evidently exists only for x2 < −π2t/2.
Finally, suppose ε = 1 and τ < 0. The metrics (3.35) are defined for all t > 0 on |s| > 2t. From
(3.35) it is apparent that h(t) blows up when s→ ±∞, so that the maximal connected domains of
definition of h(t) are the half-infinite cylinders constituting |s| > 2t, each of which is biholomorphic
to the punctured disk. These components are interchanged by the map s → −s, which maps
the solution (h(t), Y ) on one component to the solution (h(t),−Y ) on the other component. Its
curvature is as in (3.36). An integral curve of |Y |−1h(t)JY = −u−1/2∂s is a geodesic. As such a
curve can be parameterized as r(x) = 0 and s(x) = −2t cosh((c − x)/√2t) for x ∈ (−∞, c), where
s(0) = s0 < −2t and cosh(c/
√
2t) = −s0/(2t), h(t) is not complete. Thus h(t) is an immortal
solution to the Ricci flow with negative curvature unbounded from below. As t → 0 the rescaled
metric k(t) =
√
σ(t)h(t) tends pointwise to the constant scalar curvature −1 metric 2s−2(dr2+ds2).
3.8. Generalities related to the cases where σ 6= 0 and ρ 6= 0. Suppose σ 6= 0 and ρ 6= 0.
Then τ and σ have one of the forms (3.7)-(3.9). Then w has the form
w = ρ−1τ +A cosh
√
ρs+B
√
sgn(ρ) sinh
√
ρs,(3.37)
where A(t) and B(t) are real functions of t,
√
sgn(ρ) means 1 or i as ρ is positive or negative,
and
√
ρ means
√
sgn(ρ)
√
|ρ|. Substituting (3.38) into (3.16) yields σ = ρ2(A2 − sgn(ρ)B2). In
particular, the assumption σ 6= 0 precludes the simultaneous vanishing of both A and B. That w
satisfy (3.20) forces At = τA and Bt = τB, from which it follows that there are constants a, b ∈ R
such that A = aρ−1|σ|1/2 and B = bρ−1|σ|1/2, so that
w = ρ−1
(
τ + |σ|1/2
(
a cosh
√
ρs+ b
√
sgn(ρ) sinh
√
ρs
))
,(3.38)
and a2−sgn(ρ)b2 = sgn(σ). If σ > 0 and ρ > 0 then a2−b2 = 1 so there are a unique real number q
and a sign ǫ = ±1 such that ǫ cosh q = a and ǫ sinh q = b. Hence w = ρ−1 (τ + ǫ|σ|1/2 cosh(√ρs+ q)).
If σ > 0 and ρ < 0 then a2 + b2 = 1 so there is a unique q ∈ [0, 2π) such that − cos q =
− cosh
√
sgn(ρ)q = a and − sin q = −
√
sgn(ρ) sinh
√
sgn(ρ)q = b (the choice of sign is arbitrary).
Hence w = ρ−1
(
τ − |σ|1/2 cosh(√ρs+
√
sgn(ρ)q)
)
. If σ < 0 then, by Lemma 2.4, ρ > 0, and so
b2 − a2 = 1 and there are a unique real number q and a sign ǫ = ±1 such that ǫ cosh q = b and
ǫ sinh q = a. Hence w = ρ−1
(
τ + ǫ|σ|1/2 sinh(√ρs+ q)). In all cases, after a translation in s it
can be supposed that q = 0. In the case σ < 0, the sign ǫ can be eliminated by replacing s by
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−s; although this corresponds to replacing Y by −Y , no generality is lost because the discarded
solution can be recovered a posteriori. There result for w the following forms.
w =


ρ−1
(
τ + ǫ
√
σ cosh
√
ρs
)
if σ > 0 and ρ > 0,
ρ−1
(
τ −√σ cos
√
|ρ|s
)
if σ > 0 and ρ < 0,
ρ−1
(
τ + |σ|1/2 sinh√ρs) if σ < 0.
(3.39)
The ǫ = −1 case of the first expression in (3.39) and the second expression in (3.39) are really the
same; if ρ is negative, then the first expression gives the second via the identity cosh ix = cosx.
The expressions for τ and σ can be taken as in (3.7)-(3.9), depending on the value of ε. The various
possibilities are analyzed in more detail in the sections to follow.
Note that the metrics (3.30) in the σ = 0 case arise from the A = ±B case of (3.37).
The ansatz u = 2λ2(a(t) + b(t) cosh 2λs)−1 for solutions of ut = (log u)ss, in which λ is either
1 or i and a(t) and b(t) are real functions defined on some connected open subset of R, was used
by Fateev-Onofri-Zamolodchikov in [11] to find solutions to the Ricci flow (regarded in [11] as the
one-loop approximation to the renormalization group flow). In [11] the extra generality of the
parameter λ was not needed because solutions with λ = i were excluded by physical considerations
(in this regard see [1]).
3.9. Cases with σ > 0. Combining (3.6) and (3.39) shows that when σ > 0 case the Ricci flow
h(t) such that (h(t), Y ) solves (1.1) is given by
h(t) =
−√ρ sinh(2λ√ρt)(dr2 + ds2)
2λ
(
cosh 2λ
√
ρt+ ǫ cosh
√
ρs
) = −ǫ√ρ sinh(2λ√ρt)|z|
√
ρ−2|dz|2
λ
(|z|2√ρ + 2ǫ cosh(2λ√ρt)|z|√ρ + 1) .(3.40)
The expression (3.40) encodes various qualitatively different metrics, depending on the values of
the various parameters. In particular it is convenient to separate the cases ρ > 0 and ρ < 0. These
cases are detailed separately in sections 3.10 and 3.11.
When the coordinate z is replaced by z˜ = −z−1 the form of the last expression in (3.40) is
unchanged. It follows that, in the cases where it makes sense, the metric h(t) has at the origin
z = 0 or at the point at infinity a conical singularity with angle π
√
ρ.
The scalar curvature of (3.40) is
Rh(t) =
σ + ǫτ
√
σ cosh
√
ρs
τ + ǫ
√
σ cosh
√
ρs
=
−2ǫλ√ρ
sinh 2λ
√
ρt
cosh(2λ
√
ρ)t cosh
√
ρs+ ǫ
cosh 2λ
√
ρt+ ǫ cosh
√
ρs
.(3.41)
Similarly,
Fh(t) =
2ǫ
√
σ
√
ρ sinh
√
ρs
τ + ǫ
√
σ cosh
√
ρs
=
2ǫ
√
ρ sinh
√
ρs
cosh 2λ
√
ρt+ ǫ cosh
√
ρs
.(3.42)
3.10. Cases with σ > 0 and ρ > 0.
3.10.1. Case σ > 0, ρ > 0, λ = 1, ǫ = 1. The metrics
h(t) =
−√ρ sinh(2√ρt)(dr2 + ds2)
2
(
cosh 2
√
ρt+ cosh
√
ρs
) = −√ρ sinh(2√ρt)|z|
√
ρ−2|dz|2
|z|2√ρ + 2 cosh(2√ρt)|z|√ρ + 1(3.43)
constitute an ancient Ricci flow, being defined for t ∈ (−∞, 0). They extend to all of S2 with
conical singularities of angle π
√
ρ at the origin and the point at infinity, which are the zeros of
Y . In the particular case ρ = 4, the metrics h(t) extend smoothly to all of S2. These metrics
are often called the King-Rosenau metrics because the corresponding solutions of the logarithmic
diffusion equation were found by P. Rosenau in [25] and J. R. King in [19]. These metrics were
found independently by V. Fateev, E. Onofri, and A. B. Zamolodchikov in [11], who used the more
descriptive appellation sausage metric used here. The main theorem of [8] shows that an ancient
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solution to the Ricci flow on a compact surface is diffeomorphsim equivalent to either a contracting
sphere or the sausage metrics.
By (3.40), the curvature Rh is
Rh(t) =
−2√ρ
sinh 2
√
ρt
cosh(2
√
ρt) cosh
√
ρs+ 1
cosh 2
√
ρt+ cosh
√
ρs
.(3.44)
It extends smoothly to all of S2 and, by (3) of Lemma 2.2, it is strictly positive, satisfying
0 < −2√ρ csch(2√ρt) =
√
σ(t) ≤ Rh(t) ≤ τ(t) = −2
√
ρ coth(2
√
ρt),(3.45)
with equality on the left-hand side exactly along the equatorial geodesic s = 0 where Fh vanishes,
and with equality on the right-hand side exactly where Y vanishes, at the cone points.
By (3.45) the homothetic metrics k(t) = τ(t)h(t) = −2√ρ coth(2√ρt)h(t) have curvature satis-
fying 0 < sech 2
√
ρt ≤ Rk(t) ≤ 2. As t → 0 the metrics k(t) converge pointwise to the constant
curvature 1 conical metric (3.10) on S2 having two cone points of angle π
√
ρ. As t → −∞, the
metrics k(t) converge pointwise to the flat metric ρ(dr2 + ds2) on the punctured plane.
3.10.2. Case σ > 0, ρ > 0, λ = i, ǫ = ±1. As will be explained next, if σ > 0, ρ > 0, and λ = i,
since cos(π− x) = − cosx and sin(π− x) = sinx, the two cases obtained by taking ǫ = 1 or ǫ = −1
are equivalent up to an orientation-reversing unimodular transformation of t, and so it suffices to
consider the case ǫ = 1. In the case ǫ = 1, the metrics
h(t) =
−√ρ sin(2√ρt)(dr2 + ds2)
2
(
cos 2
√
ρt+ cosh
√
ρs
) = −√ρ sin(2√ρt)|z|
√
ρ−2|dz|2
|z|2√ρ + 2 cos(2√ρt)|z|√ρ + 1(3.46)
are defined for
√
ρt ∈ (−π/2, 0). They extend to all of S2 with conical singularities of angle π√ρ
at the origin and the point at infinity, which are the zeros of Y . When ρ = 4 the metrics h(t)
extend smoothly to the entire two sphere. A straightforward calculation shows that the metric
h−(t) obtained from (3.40) with σ > 0, ρ > 0, λ = i, and ǫ = −1 is related to h(t) by h−(t) =
h(−t − 2−1ρ−1/2π). Notice that as a consequence there must hold Rh−(t) = −Rh(−t−2−1ρ−1/2π),
which can also be verified directly using (3.41). Although henceforth there is considered only the
metric h(t) of the case ǫ = 1, it is a special property of the Ricci flow h(t) that it remains a Ricci
flow under (shifted) time reversal.
By (3.41), and (4) of Lemma 2.2, the curvature of (3.46) satisfies
−2√ρ cot 2√ρt = τ(t) ≤ Rh(t) =
−2√ρ
sin 2
√
ρt
cos(2
√
ρt) cosh
√
ρs+ 1
cos 2
√
ρt+ cosh
√
ρs
≤
√
σ(t) =
−2√ρ
sin 2
√
ρt
.(3.47)
Although Rh(t) > 0 if
√
ρt ∈ (−π/4, 0), it is somewhere negative for √ρt ∈ (−π/2,−π/4). It attains
its maximum along the equatorial geodesic circle s = 0 where Fh(t) vanishes, and tends to its
minimum at the cone points, when s→ ±∞. From (3.47) it is apparent that Rh is positive exactly
where cosh
√
ρs < − sec 2√ρt. Solving this inequality for e√ρs yields the equivalent inequalities
− sec 2√ρt+ tan 2√ρt < e
√
ρs < − sec 2√ρt− tan 2√ρt.(3.48)
Simplifying (3.48) using the identity tan((a+ b)/2) = (sin a+sin b)/(cos a+cos b) with b = π/2 and
a = −2√ρt yields that, for √ρt ∈ (−π/2,−π/4) the curvature is positive on the equatorial band
|s| < ρ−1/2 log tan |√ρt+ π/4|.
The homothetic metrics k(t) =
√
σ(t)h(t) = −2√ρ csc(2√ρt)h(t) have curvature satisfying −2 ≤
cos 2
√
ρt ≤ Rk(t) ≤ 2. As t → 0 the metrics k(t) tend to the constant curvature 1 conical metric
(3.10) on S2, while when t → −2−1ρ−1/2π the metrics k(t) converge pointwise to the constant
curvature −1 metric (3.11) defined on the disks complementary to the equator s = 0 and having
cone points of angle π
√
ρ at the centers of these disks. When ρ = 4 the metrics k(t) interpolate
between the spherical metric and the hyperbolic metric.
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3.10.3. Case σ > 0, ρ > 0, λ = 1, ǫ = −1. For the metrics
h(t) =
√
ρ sinh(2
√
ρt)(dr2 + ds2)
2
(
cosh
√
ρs− cosh 2√ρt) =
√
ρ sinh(2
√
ρt)|z|√ρ−2|dz|2
|z|2√ρ − 2 cosh(2√ρt)|z|√ρ + 1(3.49)
there are two cases, distinguished by the sign of τ(t) = −2√ρ coth 2√ρt. When τ(t) is positive,
h(t) is defined on the annulus −2t > |s| for t < 0. When τ is negative, h(t) is defined on 2t < |s| for
t > 0, and has cone points with angle π
√
ρ when s → ±∞, so is the disjoint union of two infinite
components each with a form something like a capped funnel (they are smooth when ρ = 4). In the
τ < 0 case the map sending s to −s (equivalently z to −z−1) extends to an involution interchanging
the two connected components.
In both cases the curvature
Rh(t) =
2
√
ρ
sinh 2
√
ρt
cosh(2
√
ρt) cosh
√
ρs− 1
cosh 2
√
ρt− cosh√ρs ,(3.50)
is strictly negative on the domain of definition of h(t). It is not bounded from below for it tends
to −∞ as |s| → 2|t|. By (3) of Lemma 2.2, in the τ > 0 case, Rh ≤ −
√
σ = 2
√
ρ csch 2
√
ρt, with
equality along the equatorial geodesic s = 0, where Fh(t) = 0. Since σ = τ
2 + 4ρ ≥ τ2, when τ < 0
there holds τ < −√σ. Hence, by (3) of Lemma 2.2, in the τ < 0 case, Rh ≤ τ = −2√ρ coth 2√ρt,
with equality when s→ ±∞, that is, at the cone points.
When τ < 0 the homothetic metrics k(t) =
√
σ(t)h(t) = 2
√
ρ csch(2
√
ρt)h(t) converge pointwise,
as t tends to 0 from above, to the constant curvature −1 singular metric (3.11) on the disjoint union
of two disks. When τ > 0 the homothetic metrics k˜(t) = τ(t)h(t) = −2√ρ coth(2√ρt)h(t) converge
pointwise, as t tends to 0 from below, to the flat cylindrical metric ρ(dr2 + ds2).
3.11. Cases with σ > 0 and ρ < 0. As noted in the derivation of (3.39), in the case σ > 0, ρ < 0
there is no need for the sign parameter ǫ that appeared in the case σ > 0, ρ > 0.
3.11.1. Case σ > 0, ρ < 0, λ = 1. The metric
h(t) = 2−1
√
|ρ| sin(2
√
|ρ|t)
(
cos 2
√
|ρ|t− cos
√
|ρ|s
)−1
(dr2 + ds2)(3.51)
can be taken to be defined for t ∈ (0, 2−1|ρ|−1/2π) in the bounded open cylinder s ∈ (2t, 2|ρ|−1/2π−
2t), or for t ∈ (2−1|ρ|−1/2π, |ρ|−1/2π) in the bounded open cylinder s ∈ (2|ρ|−1/2π−2t, 2t). However,
a straightforward calculation shows h(|ρ|−1/2π− s,−t+2−1|ρ|−1/2π) = h(s, t), so that, modulo an
orientation-reversing unimodular transformation of the time parameter, these flows are equivalent
modulo a reflection in s. For this reason, h(t) will be considered for t ∈ (0, 2−1|ρ|−1/2π).
Since ερ < 0, −√σ ≤ τ , and so, by (3) of Lemma 2.2, the curvature is negative, satisfying
Rh(t) =
2
√
|ρ|
sin 2
√
|ρ|t
cos(2
√
|ρ|t) cos
√
|ρ|s− 1
cos 2
√
|ρ|t− cos
√
|ρ|s ≤ −
√
σ = −2
√
|ρ| csc 2
√
|ρ|t < 0.(3.52)
The curvature assumes its maximum value −√σ = −2
√
|ρ| csc 2
√
|ρ|t on the equatorial circle
s = |ρ|−1/2π, where Fh = 0. It is unbounded from below, blowing up as s→ 2t or s→ 2|ρ|−1/2π−2t.
As t → 0, the homothetic metrics k(t) = √σh(t) = 2
√
|ρ| csc(2
√
|ρ|t)h(t) tend pointwise to the
constant curvature −1 metric |ρ|(1 − cos
√
|ρ|s)−1(dr2 + ds2) on the infinite cylinder.
3.11.2. Case σ > 0, ρ < 0, λ = i. The metric
h(t) = 2−1
√
|ρ| sinh(2
√
|ρ|t)
(
cosh 2
√
|ρ|t− cos
√
|ρ|s
)−1
(dr2 + ds2).(3.53)
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is defined for all t > 0 and all s ∈ R, that is on the punctured plane. Because h(t) has period
2π|ρ|−1/2 in s, it descends to the torus {(r, s) ∈ [0, 2π) × [0, 2π|ρ|−1/2)}. The curvature assumes
both positive and negative values, and, by (4) of Lemma 2.2, it satisfies
−√σ ≤ Rh(t) =
2
√
|ρ|
sinh 2
√
|ρ|t
cosh(2
√
|ρ|t) cos
√
|ρ|s− 1
cosh 2
√
|ρ|t− cos
√
|ρ|s ≤
√
σ = 2
√
|ρ| csch 2
√
|ρ|t,(3.54)
The maximum and minimum are attained, respectively, along the geodesics s = 0 and s = π|ρ|−1/2,
where Fh vanishes. This Ricci flow is interesting because it is immortal, the manifold is com-
pact, and the h(t) have bounded curvature. As t → 0, the homothetic metrics k(t) = √σh(t) =
2
√
|ρ| csch(2
√
|ρ|t)h(t) on the infinite cylinder tend pointwise to the constant curvature −1 metric
|ρ|(1− cos
√
|ρ|s)−1(dr2 + ds2) on the infinite cylinder.
3.12. Case σ < 0. By Lemma 2.4, if σ < 0 then ρ > 0, and so w has the form as in the last
expression of (3.38), with σ and τ as in (3.9). Explicitly, for t ∈ R, the metric h(t) is defined on
the complement s > 2t of the disk of radius et by
h(t) =
√
ρ cosh(2
√
ρt)(dr2 + ds2)
2
(
sinh
√
ρs− sinh 2√ρt) =
√
ρ cosh(2
√
ρt)|z|√ρ−2|dz|2(|z|2√ρ − 2 sinh(2√ρt)|z|√ρ − 1)
=
√
ρ cosh(2
√
ρt)|z˜|√ρ−2|dz˜|2(
1− 2 sinh(2√ρt)|z˜|√ρ − |z˜|2√ρ) =
√
ρ cosh(2
√
ρt)|z˜|√ρ−2|dz˜|2(
e2
√
ρt + |z˜|√ρ) (e−2√ρt − |z˜|√ρ) ,
(3.55)
where z˜ = z−1. From the last expression in (3.55) it is apparent that the metric h(t) has a conical
singularity at the point at infinity with angle π
√
ρ. In particular, in the case ρ = 4, the metric h(t)
extends smoothly to the point at infinity. By (3) of Lemma 2.2, the scalar curvature of the metric
h(t) of (3.55) satisfies
Rh(t) =
−2√ρ
cosh 2
√
ρt
sinh 2
√
ρt sinh
√
ρs+ 1
sinh
√
ρs− sinh 2√ρt ≤ τ(t) = −2
√
ρ tanh 2
√
ρt,(3.56)
and as s→ 2t the curvature tends to −∞, while as s→∞, it tends to τ(t). There hold
Fh(t) =
2
√
ρ cosh
√
ρs
sinh
√
ρs− sinh 2√ρt , Rh ± Fh =
2
√
ρ
cosh 2
√
ρt
(± cosh(√ρ(s∓ 2t))− 1)
sinh
√
ρs− sinh 2√ρt .(3.57)
By Lemma 2.2, Rh + Fh and Rh − Fh must have definite (and opposite) signs. Here Rh + Fh is
positive and Rh−Fh is negative. That here Rh+Fh is positive results from the choice of sign in the
construction of h(t) described just before (3.39), which could be recast invariantly as demanding
that Y be such that the sign of Rh − Fh be positive.
The Ricci flow h(t) is remarkable because it is eternal (exists for all time). This does not
contradict the main theorem of [9], which classifies complete eternal Ricci flows on surfaces having
bounded curvature and bounded width, because the curvature is unbounded from below.
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