INTRODUCTION
Letfand F be analytic in the unit disc U. The functionfis subordinate to F, written f< F or f(z)< F(z), if F is univalent, f(O)= F(0) and f(u)=F(W In two previous papers [3, 4] the authors dealt with second order differential subordinations of the form $(P(Z), ZP'(Z)> Z2P"(4) -x h(z),
where $ is holomorphic on a domain in C3. They found dominants q of (1) for which p 4 q for all p satisfying (1) . One of the objects of this paper is to obtain dominants for a more general second order differential subordination of the form $(P(Z), ZP'(Z)T z2P"; z) < h(z), where $: C3 x U + C. In these differential subordinations we allow functions of z to be present in addition to the terms p(z), zp'(z) and z2p"(z). This is analogous to generalizing autonomous differential equations to nonautonomous differential equations.
For example, if we let B(z) be a function defined on U with Re B(z) 3 0, for z E U, then a recent paper [S, Lemma l] proves the following useful lemma: if p is analytic in U then ReCB(z) v'(z) + p(z)1 > 0, for 2 E U, S-Re p(z) > 0, for z E U.
If we let IC/(r, s; z) = B(z).s+ r, h(z) = (1 +z)/(l -z) and suppose B is analytic in U then (3) becomes
Il/(P(Z), d(z); z) =B(z)zp'(z)+p(z)<(l +z)/(l -2) = p(z)<(l +z)/(l--I).
Thus, the first part of (3) can be written as a differential subordination of the form (2) , and the second part of (3) provides a dominant of this differential subordination. In addition to finding dominants for (2) we can weaken the holomorphicity condition needed in (2) and prove a more general result: if Q is a set in C, q is univalent on U and q(U) has a "nice boundary," there exists a class of functions Y, dependent on 52 and q, for which {vwz), d(z), z'p"(z); z) I -'eU)cQ =s p(U)eq(U). (5) Result (3)with52={wlRew>O},q(z)=(l+z)/(l-;),andcl/(r,s,t;=)= B(z). s + t is a special case of (5) .
The definition of the class Y and the fundamental result (5) together with its variations are given in Section 2. In Section 3 we apply the basic result to bounded functions, while in Section 4 we apply the result to functions with a positive real part. Section 5 is concerned with some integral inequalities obtained from the previous sections.
All of the inequalities in this article involving functions of z, such as (3), hold uniformly in the unit disc U. The condition "for all z in U" will be omitted in the remainder of this paper, although it is understood to hold.
DIFFERENTIAL INEQUALITIES AND SUBORDINATIONS
We first need to specify the univalent functions q (with "nice boundary") and functions $ for which we intend to prove (5) . DEFINITION 1. Let !Z2 be set in C and let q be analytic and univalent on i? except for those < E dU for which lim,+, q(z) = 00. We define vl [Q, q] We are now prepared to state and prove our main theorem. 
then p < q.
Proof: Assume that p is not subordinate to q. By Lemma 1 there exist points Z~E U and [,,E dU that satisfy (a)-(d). Using these conditions with r = p(zO), s = z"p'(z,), t = zip"(z,) and z = zO in Definition 1 we obtain $(P(zcA z" P'(Zcl)? z:, P"bJ; 4 $ Q.
Since this contradicts (6) we must have p < q, then we obtain the same conclusion, p<q. In fact, the function qz in (6') can be replaced by any function w(z) mapping U onto U. However, there is no analytic function p that satisfies this inequality at z= 0.
Remark 3. Theorem 1 is an improvement of a previous result [3, Theorem l] of the authors. In that result Q was required to be a domain, the set of functions ul [Q, q] was restricted to those &r, s, t) that were independent of z, and 4 was required to be continuous in its domain and to satisfy d(q(O), 0,O) E Q. (Note that these conditions imply the existence of a function p satisfying (6)) Examples which could not be handled with the previous result, but which can now be handled, will be presented in Section 3 (Theorem 6) and in Section 4 (Theorem 7).
The definition of !P [Q, q] requires that the function q behave very nicely on au. If this is not the case, or if the behavior of q on aU is unknown, it may still be possible to prove p < q by the following limiting procedure. COROLLARY 1.1. Let 0 < p0 < 1, let q be univalent in U, let q/,(z) = q(pz) for p,, < p < 1, and suppose that $(r, s, t; z) E Y'CQ, qp13 (7) for all p0 < p < 1. Ifp is analytic in U, with p(0) = q(O), and ifp satisfies II/(p(z), zp'(z), z'p"(z); z) E D when z E U, then p < q.
Proof:
The function qp, is univalent on 0 and hence 'P[Q, qp] is well defined. From (7) and Theorem 1 we obtain p(z) < q(pz) for 0 <p < 1. Now letting p -+ 1 -we obtain p(z) 4 q(z).
We next consider the subclasses of 'Y[Q, q] for which R is a simply connected domain and $(p(z), zp'(z), z2p"(z); z) is an analytic function of z. In this case 1;2 = h( U), where h is a conformal mapping of U onto Q. The following result is an immediate consequence of Theorem 1. Since $ E Y[h,( U), q,,], by using Remark 1 with p = q, h,(U) = B and p,, = p we obtain p,(z) < h,(z). Hence p(pz) < h(pz) and by letting p + 1 we obtain p(z) <q(z).
We can apply this last corollary to obtain the following result concerning a linear second order differential subordination. THEOREM 2. Let h be convex in U with h(0) = 0, and let A 2 0. Suppose that B(z) and C(z) are analytic in U and satisfy
,for z E U. Jf p is analytic in U with p(0) = 0, and if p satisfies
then p < h.
Proof
If we let $(r, s, t; z) = At + B(z) s + C(z) r then Il/(p(z), zp'(z), z2p"(z); z) is analytic in U and (10) becomes Using (9) and this last inequality in (11) we obtain
Since m 3 1 we obtain Re A 3 0, or equivalently larg 11 6 n/2. Applying this in (12) together with the fact that h,(U) is a convex domain and i/z;([) is an outward normal to the boundary of h(U) we obtain $,,$h,,(U), which completes the proof of the theorem.
Note that for C(z) = 1 the conditions p(O) = h(O) = 0 are not necessary. In this case we have the following result which is a generalization of (4). As mentioned in the Introduction, the univalent function q is said to be a dominant of the differential subordination (8) if p < q for all p satisfying (8). If, furthermore, Lj is a dominant of (8) and q < q for all dominants q of (8), then 4 is said to be the best dominant of (8).
From Corollaries 1.2 and 1.3 we see that q will be a dominant of (8) 
. If q is a dominant of (8) and q also satisfies (8) then q will be the best dominant. This gives us the following theorem for obtaining the best dominant of (8). The proof follows immediately from Corollaries 1.2 and 1.3, and is omitted, 
then p(z) i z.
Proof: IfweletIl/(r,s,t;z)=At+B(z).s+[l-B(z)].r,then(15)can be rewritten as t,b(p(z), zp'(z), z2p"(z); z) E U, for z E U. We obtain our con- 
A special case of this result leads to the following corollary. 
INTEGRAL INEQUALITIES
In this ection we apply some of the differential inequalities of the previous two sections to obtain integral inequalities. Hence (16) of Theorem 5 is satisfied with p = F, and we obtain IF(z)1 < 1. The conclusion of the theorem can also be written as f(z) < z implies F(z)<z, or as If(z)1 < IzI implies IF(z)/ < IzI. 
