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Résumé
La propagation de contraintes booléennes (BCP)
est la technique la plus utile et la plus utilisée dans
les solveurs SAT. Dans cet article, nous proposons
une autre utilisation de cette technique dans le but
de réduire, en termes de nombre de clauses et de
longueur des clauses, la formule initiale. En considé-
rant le graphe d’implications généré par la procédure
BCP comme un arbre de résolution, nous pouvons
déduire des sous-clauses de la formule initiale. Nous
montrons ensuite, comment une telle extension peut
être implémentée dans les solveurs actuels où la pro-
cédure BCP est utilisée à chaque nœud de l’arbre de
recherche. Nous présentons une première implémen-
tation de cette approche dans le cadre d’un pré-traite-
ment pour le solveur Zchaff. Pour finir, des résultats
comparatifs préliminaires montrant les points forts et
les faiblesses de l’approche sont fournis sur certaines
classes d’instances de nature structurées.
Mots-clés : SAT, Propagation de contraintes booléen-
nes, raisonnement et recherche, subsomption.
1 Introduction
Les récents progrès sur la résolution pratique du pro-
blème SAT permettent aujourd’hui de résoudre de grandes
instances issues d’applications réelles qui sont codées sous
forme normale conjonctive (CNF) (e.g. [7, 8, 11, 2]). De
nombreux problèmes sont proposés et des compétitions (e.g.
Dimacs’93, Beijing’96, SAT’01-04) sont organisées sur ces
instances SAT exprimants les contraintes intrinsèques à ces
problèmes. La grande taille des instances SAT issues d’ap-
plications réelles est désormais à la portée des solveurs ac-
tuels tel que Zchaff [12], et nous permet d’envisager l’uti-
lisation de la logique propositionnelle pour exprimer et ré-
soudre pratiquement ces types d’instances. Ces progrès mon-
trent que le pire cas (en terme de complexité) se produit ra-
rement en pratique sur ce type de problème. Pour la plupart,
les instances SAT issues de problèmes réels contiennent
certaines formes de structures permettant aux solveurs spé-
cialisés de les résoudre efficacement. Lors du codage, ces
structures créent généralement des ensembles de clauses
partageant de nombreuses variables communes compara-
tivement aux instances aléatoires. Prenons par exemple la
formule booléenne x1 ∧ x2 → y1 ∧ y2 ∧ . . .∧ yn. Il résulte
de la mise sous forme clausale de cette formule n clauses
partageant les deux variables x1 et x2. Ainsi, on peux voir
qu’après avoir affecté la valeur faux à yi, les autres clauses
deviennent redondantes et peuvent être éliminées par sub-
somption en utilisant la clause ¬x1 ∨ ¬x2.
Notre intuition est que si l’on considère ces instances au
cours de la recherche, à chaque nœud de l’arbre de réso-
lution, de nombreuses clauses deviennent redondantes et
certaines sous-clauses peuvent être déduites, diminuant la
taille de la formule.
L’objectif principal de cet article est de montrer com-
ment il est possible d’utiliser cette structure au cours de la
recherche. Nous nous focalisons sur la déduction de sous-
clauses qui peut nous permettre de réduire la formule à sa
« véritable » taille et nous proposons une méthode de com-
plexité polynomiale en temps et en espace constant.
La propagation des contraintes (ou propagation unitaire)
est l’un de ces processus de déduction. Elle peut être consi-
dérée comme une forme restrictive de résolution et un cas
particulier de la règle de subsomption. Le BCP est un para-
digme important pour SAT. En effet, la plupart des solveurs
pour SAT se basent sur la procédure de Davis-Putnam-Lo-
gemann-Loveland (DPLL) [3] où le BCP est appliqué à
chaque nœud de l’arbre. Sur de nombreuses instances, 90%
de l’espace de recherche est exploré en utilisant le BCP. Ce
processus étant important, de nombreux travaux sont me-
nés dans le but d’améliorer cette procédure (e.g. Zchaff)
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et d’étendre son utilisation pratique. D’autres techniques
de simplifications (e.g. [5, 1]), d’heuristiques de branche-
ment (e.g. [9, 4]), d’analyse de conflits (e.g. [10, 12]) et
de déduction de dépendances fonctionnelles (e.g. [6]) sont
basées sur le BCP.
Dans cet article, nous proposons une nouvelle exploita-
tion de la propagation des contraintes dans le but de sim-
plifier les formules booléennes. Plus précisement, le graphe
généré par le proccessus de la propagation des contraintes
peut être vu comme un arbre de résolution encodant des
clauses de la formule initiale et de nouvelles résolvantes.
L’ensemble de toutes ces résolvantes peut être exponentiel
dans le pire cas par rapport à l’ensemble de clauses enco-
dées dans le graphe de contraintes. Afin d’éviter ce pro-
blème, nous considérons dans cet article une approche tra-
vaillant en espace constant et en temps polynomial permet-
tant d’obtenir un sous-ensemble de ces résolvantes. Nous
montrons ensuite comment cette approche peut être utili-
sée dans les dernières générations de solveurs pour SAT.
L’article est organisé de la façon suivante. Après quel-
ques définitions préliminaires, nous présentons et discu-
tons des relations entre la résolution et la propagation des
contraintes booléennes. Ensuite, nous présentons une ap-
proche permettant la production de sous-clauses travaillant
en espace constant et utilisant le graphe des contraintes.
Enfin, nous présentons quelques résultats expérimentaux
concernant l’intégration dynamique de notre approche dans
les solveurs SAT.
2 Définitions et notations
Une formule CNF Σ est un ensemble (interprété comme
une conjonction) de clauses, où chaque clause est un en-
semble (interpreté comme une disjonction) de littéraux. Un
littéral est une variable propositionnelle positive ou néga-
tive. On note var(Σ) (resp. lit(Σ)) l’ensemble des varia-
bles (resp. littéraux) apparaissant dans Σ. Une clause uni-
taire est une clause ne contenant qu’un seul littéral appelé
littéral unitaire. Une clause binaire contient deux littéraux
associés à deux variables différentes. Une clause contenant
des littéraux de variables différentes est appelée fondamen-
tale. Elle est appelée tautologique lorsqu’elle contient deux
littéraux opposés. La taille d’une formule Σ est donnée par
|Σ| =
∑
c∈Σ |c|, où |c| est le nombre de littéraux de c.
Pour la suite, nous utilisons formule (resp. variable) à
la place de formule CNF (resp. variable propositionnelle).
De plus, nous définissons la négation d’un ensemble A de
littéraux comme l’ensemble A¯ correspondant à l’ensemble
des littéraux opposés. On noteA∨ (resp.A∧) la disjonction
(resp. conjonction) de tous les littéraux de A.
Une interprétation d’une formule Σ est une affectation
des valeurs de vérité {vrai,faux} des variables. Cette in-
terprétation est dite partielle si et seulement si un sous-
ensemble des variables de var(Σ) est affecté. Un modèle
d’une formule est une interprétation qui satisfait la formule.
En conséquence, SAT revient à trouver un modèle d’une
formule s’il existe ou à prouver qu’il n’en existe aucun.
Une formule ψ est une conséquence logique de φ (noté
φ  ψ) si et seulement si tout modèle de φ est un modèle
de ψ.
Soient c1 et c2 deux clauses de Σ.
i) règle de résolution : s’il existe un littéral l (appelé
pivot de la résolvante) tel que l ∈ c1 et ¬l ∈ c2, alors
une résolvante sur l entre c1 et c2 peut être définie comme
res(l,c1,c2) = c1\{l} ∪ c2\{¬l}.
ii) règle de subsomption : lorsque c1 ⊆ c2 (c.à.d. c1 est
une sous-clauses de c2), alors c1 subsume c2.
La règle de résolution (resp. subsomption) conduit à une
nouvelle formule Σ∪res(l,c1,c2) (resp. Σ\c2) équivalente
à Σ pour SAT. Une résolvante r = res(l,c1,c2) est dite re-
solvante subsumante si et seulement si ∃c ∈ Σ tel que r
subsume c. En appliquant itérativement la règle de réso-
lution, nous obtenons une preuve par résolution permet-
tant de conclure à la non satisfaisabilité d’une formule.
pi = {c1,c2, . . . ,cn} est une résolution par dérivation de
cn d’une formule Σ si et seulement si ci est soit une clause
de Σ ou dérivée par application de la règle de résolution de
cj et ck avec j,k < i. pi est une résolution par réfutation,
lorsque cn est une clause. La taille de pi est donnée par le
nombre de ses clauses.
Pour une formule Σ et un littéral l ∈ lit(Σ), nous défi-
nissons Σ(l) = {c|c ∈ Σ,{l,¬l} ∩ c = ∅} ∪ {c\{¬l}|c ∈
Σ,¬l ∈ c} comme l’affectation à vrai de l. Pour simplifier,
Σ(l1)(l2) . . . (ln) sera noté Σ(l1,l2, . . . ,ln).
La propagation des contraintes booléennes consiste à af-
fecter de manière itérative tous les littéraux unitaires jus-
qu’à rencontrer une clause vide ou avoir affecté tous les
littéraux. Σbcp(l) est la formule obtenue par l’application
du BCP sur Σ(l). L’ensemble des littéraux unitaires pro-
duit par le BCP sur Σ(l) est défini par UPL(Σ,l). Le BCP
peut être vu comme une forme restreinte de résolution. À
chaque étape, une résolvante subsumante res(l,{l},c2) =
c2\{¬l} est produite. Enfin, le BCP est une étape de sim-
plification importante pour DPLL.
La procédure DPLL consiste à parcourir en profondeur
un arbre binaire de recherche sur l’ensemble des affecta-
tions possibles. Après avoir simplifié la formule par l’ap-
plication du BCP et avoir fixé les littéraux purs (ceux ap-
paraissant soit exclusivement positivement soit exclusive-
ment négativement), une variable de décision est choisie et
affectée successivement à faux et à vrai cette variable.
3 Exploitation du BCP pour la produc-
tion de sous-clauses
Dans ce paragraphe, nous montrons comment exploi-
ter le BCP dans le but de produire des sous-clauses. Tout
d’abord, nous présentons le graphe d’implications généré
par le BCP et ses deux possibles représentations en arbre
de résolution.
3.1 Propagation des contraintes booléennes et
graphe d’implications
Un graphe d’implication (GI) est un graphe orienté acy-
clique représentant l’ensemble des littéraux propagés. Un
graphe de contraintes (défini ci-dessous) est généré en fonc-
tion d’une formule et d’un ensemble de littéraux de déci-
sion donnés.
Définition 1 (Graphe d’implications) SoitΣ une formule
et I un ensemble de littéraux de décision. Un graphe d’im-
plications associé à Σ et I est un graphe orienté acyclique
étiqueté Ggi(Σ,I) = (V ,E) où :
1. V = {l|l ∈ I ∪UPL(Σ,I)} un ensemble de sommets.
2. E = {〈lj ,li〉|
∃c = {¬l1, . . . ,¬li−1,li,¬li+1, . . . ,¬ln} ∈ Σ,
c∩V = {li}, c∩V = {¬l1, . . . ,¬li−1,¬li+1, . . . ,¬ln}
et j ∈ {1, . . . ,i− 1,i+ 1, . . . ,n}. Chaque arc 〈vi,vj〉
est étiqueté par une clause c, i.e. label(〈vi,vj〉)= c.
Dans la définition du GI, chaque nœud correspond à une
affectation de variable. L’ensemble des littéraux associés
aux prédécesseurs d’un sommet l (pred(l)) correspond aux
affectations qui ont propagé l. Tous les arcs d’un l′ ∈ pred(l)
à l sont étiquetés par la même clause c (noté cl(l)). La
clause c et l’ensemble des littéraux pred(l), nous donne
la raison de son implication. Remarquons qu’en général,
un littéral l peut être impliqué par différentes clauses et
littéraux (c.à.d. raisons). Lorsque toutes les raisons appar-
tiennent au graphe, celui ci est dit complet; sinon il est dit
incomplet. Dans le cas de graphes implications complets,
pred(l) est un sur-ensemble où chaque élément correspond
à une raison particulière. Pour plus de clarté dans la présen-
tation, nous considérons dans cet article des graphes d’im-
plications incomplets.
Dans un graphe d’implications Ggi(Σ,I), les sommets
correspondant aux littéraux de décision I n’ont aucun arc
entrant et sont appelés sommets sources (sources(Ggi)).
Les sommets ne comportant aucun sommet sortant sont ap-
pelés sommets puits (puits(Ggi)). Lorsqu’un conflit appa-
rait, Ggi contient deux sommets puits étiquetés par deux
littéraux opposés.
Mentionnons que les graphes d’implications ont été lar-
gement utilisés par les solveurs SAT dans le but d’appren-
dre des clauses, appelées nogoods, à partir de conflits [12]
ou d’effectuer un retour non-chronologique. [10]. Dans ce
contexte, chaque littéral de décision l est étiqueté par un ni-
veau de décision α correspondant au niveau d’affectation
de ce dernier. À chaque étape, les littéraux propagés par
le BCP, à un niveau donné, reçoivent la même étiquette.
Pour un ensemble de littéraux de décision I = {l1,l2, . . .-
,li−1,li}, lorsqu’un conflit apparaît sur un littéral li, le lit-
téral ¬li est impliqué (c.à.d. Σbcp({l1,l2, . . . ,i−1})  ¬li).
algorithme 1 GI2AR(entrées : Ggi = (V ,A) : GI, l ∈ V ;
sortie Gar = (N ,E) : AR)
1: r = pred(l) ∪ {l}
2: N = {r}, E = ∅
3: transformation(r,pred(l),Gar ,Ggi)
Donc ¬li est étiqueté du même niveau que li−1 et ∀k,1 ≤
k < i des arcs 〈lk,¬li〉 sont ajoutés et étiquetés par une
nouvelle clause impliquée {¬l1 . . .¬li−1,¬li}. Un tel gra-
phe d’implications généré par rapport à un ensemble or-
donné de littéraux de décision est appelé graphe d’implica-
tions ordonné (GIO).
Nous donnons dans la suite une nouvelle transformation
d’un graphe d’implications vers une forme spéciale d’arbre
de résolution.
3.2 Graphe d’implication et arbre de résolution
Dans ce paragraphe, nous montrons une façon de trans-
former un graphe d’implications en un arbre de résolution
(AR).
Les définitions ci-dessous donnent une description géné-
rale d’un arbre de résolution.
Définition 2 (Arbre de résolution) Un arbre de résolution
associé à graphe d’implications Ggi(Σ,I) et à un littéral
d ∈ V est un graphe orienté acyclique Gar = (N ,E) tel
que :
– chaque nœud n ∈ N est étiqueté par une résolvante.
– chaque arc a = 〈ni,nj〉 ∈ E est étiqueté par une
clause c ∈ Σ. La résolvante associée au noeud nj est
obtenue à partir de c et la clause étiquetant ni.
– la racine est étiquetée par la clause cd = d∪pred(d).
– une clause étiquetant un nœud n (sauf la racine) est
obtenue par résolution entre la clause étiquetant le
père de n et la clause étiquetant l’arc reliant le nœud
n à son père.
Comme mentionné au paragraphe 2, le BCP peut être vu
comme une forme restrictive de résolution. À chaque étape
une résolvante subsumante est produite entre une clause
unitaire et d’autres clauses de la formule. Cette première
transformation (non décrite dans ce papier) nous donne l’ar-
bre de résolution décrivant précisement cette forme restric-
tive de résolution.
L’algorithme 1 décrit une autre transformation d’un gra-
phe d’implications vers un arbre de résolution à partir d’un
sommet v du graphe d’implications. Cette nouvelle trans-
formation nous donne une image originale du BCP dans le
sens où elle mène à des méthodes à base de résolution très
efficaces.
Exemple 1 Pour illustrer nos propos, considérons le Gra-











(a) GI de Σ1
¬x3 ∨ ¬x4 ∨ x5
¬x1 ∨ ¬x4 ∨ x5
c3
¬d ∨ ¬x4 ∨ x5
c1
¬d ∨ ¬x1 ∨ ¬x2 ∨ x5
c4
c1 c2
¬x1 ∨ ¬x2 ∨ x5
c4




¬d ∨ ¬x1 ∨ x5
c2
c1
¬x1 ∨ ¬x2 ∨ ¬x3 ∨ x5
c4
¬d ∨ ¬x2 ∨ ¬x3 ∨ x5
c1








(b) AR de Σ1
FIG. 1 – Du graphe d’implications à l’arbre de résolution
algorithme 2 transformation (entrées : r: nœud,
s: ensemble de littéraux, Ggi = (V ,A) :
GI ; entrée-sortie: Gar = (N ,E) :
AR)
1: if s 6= ∅ then
2: let s = {l1,l2, . . . ,lk}
3: for i = k downto 1 do
4: let p ∈ pred(li)
5: c = labelgi(〈p,li〉)
6: s′ = (s\{li}) ∪ pred(li)
7: r′ = res(li,r,c)
8: N = N ∪ {r′}








c1 : ¬d ∨ x1 c4 : ¬x1 ∨ ¬x2 ∨ x4
c2 : ¬d ∨ x2 c5 : ¬x3 ∨ ¬x4 ∨ x5
c3 : ¬x1 ∨ x3 c6 : ¬d ∨ ¬x3 ∨ x5 ∨ x6
c7 : ¬x1 ∨ x2 ∨ x5


Remarque 1 On remarque que dans l’arbre de résolution
de la figure 1(b), les nœuds (sauf la racine) sont étiquetés
par des nouvelles clauses. Afin de mettre en avant les sous-
arbres identiques, deux nœuds encadrés de manière simi-
laire représentent le même sous-arbre. Comme l’exploita-
tion du graphe d’implications commence par le sommet
étiqueté x5, on remarque que toutes les nouvelles clauses
contiennent ce littéral. En appliquant l’algorithme 1 sur
l’ensemble des littéraux du graphe d’implications, nous ob-
tenons un ensemble d’arbres de résolutions différents (c.à.d.
une forêt).
Dans l’algorithme 1, la transformation commence par le
sommet l du GI (ligne 2), un nouveau nœud n étiqueté par
la clause r construite à partir de l et pred(l) (la négation des
littéraux étiquetant ses prédécesseurs) est ajouté à l’arbre
de résolution. Ensuite, on effectue un appel à l’algorithme
2 avec le noeud courant r et l’ensemble s des littéraux pré-
décesseurs de l dans Ggi. À chaque étape, on considère le
noeud courant r et l’ensemble de littéraux s restant à traiter.
Pour chaque littéral li de s, un nœud étiqueté par la résol-
vante r′ obtenue à partir de r et c (ligne 5) et un arc 〈r,r′〉
étiqueté par c sont ajoutés à l’arbre de résolution (lignes 4-
10), le processus est répété récursivement avec la nouvelle
résolvante r′, et s′ obtenue à partir de s en remplaçant le
littéral courant par ses prédécesseurs.
Il est à noter que pour chaque littéral li (ligne 3), toutes
les combinaisons de ses ancêtres dans le graphe d’impli-
cation sont considérées, car pour un même appel r et s
restent inchangés. En conséquence, l’algorithme 1 a une
complexité exponentielle dans le pire cas et peut conduire
à un arbre de résolution de taille exponentiel. Afin de pal-
lier à ce problème, nous présentons, dans la suite, une ap-
proche ne considérant qu’un sous-ensemble de résolvantes
possibles (c-à-d une partie de l’arbre de résolution) qui uti-
lise un espace mémoire constant et qui est de complexité
polynomiale en temps.
3.3 Propagation de contraintes et production de
sous clauses
Dans ce paragraphe, nous présentons une approche en
espace constant et polynomiale en temps. En effet, nous ne
considérons qu’un sous-ensemble pertinent de résolvantes
de l’arbre de résolution proposée. Plus précisement, une
résolvante n’est prise en compte que si elle subsume (soit
directement, soit par résolution) des clauses de la formule
originale Σ. De plus, en pratique l’arbre de résolution n’est
pas explicitement construit.
En premier lieu, fixons quelques définitions et proprié-
tés.
Définition 3 Soit Σ une formule, l ∈ lit(Σ) et Gar =
(N ,E) un arbre de résolution obtenu à partir de Gig(Σ,l).
Une clause c est l-sous-inférée de Σ (noté Σl ∗ c) si
∃c′ ∈ Σ tel qu’une des conditions suivantes soit satisfaite,
1. c ∈ N et c ⊂ c′
2. ∃c′′ ∈ N tel que c = res(p,c′,c′′) ⊂ c′ où p ∈ c′ et
¬p ∈ c′′
Proposition 1 Soit Σ une formule et l ∈ lit(Σ). Si Σl ∗ c
alors Σ  c
Preuve 1 Par construction de Gar = (N ,E) de Gig(Σ,l)
tous les nœuds de N sont étiquetés par une résolvante ob-
tenue à partir des clauses de Σ. En conséquence, ∀d ∈ N ,
nous avons Σ  d. De plus, dans la définition de Σl ∗ c,
on distingue deux cas. Dans le premier, c ∈ N , alors Σ 
c. Dans le second, c = res(p,c′,c′′) où c′ ∈ Σ et c′′ ∈ N ,
alors Σ  c.
Proposition 2 Soient Σ une formule et l ∈ lit(Σ). Σl ∗ c
peut être établi en O(|Σ| × |var(Σ)|).
Preuve 2 Nous donnons ici une idée de la complexité (pour
plus de détails voir l’algorithme 3). Pour calculer Σl ∗ c,
on applique d’abord la propagation unitaire sur Σ∧ l, puis
on calcule Ggi = (V ,E). Ce calcul est effectué en temps
linéaire. Ensuite, on cherche à trouver une clause c′ ∈ Σ
telle que c ⊂ c′ ou res(c,c′) ⊂ c′. Pour cela, on ne consi-
dère que les clauses contenant des littéraux de UPL(Σ,l);
sinon une telle clause ne peut être l-sous-inférée. Mainte-
nant, considérons une clause c′ vérifiant la condition pré-
cédente. Pour déterminer la l-sous-inférence, pour chaque
littéral p ∈ c′ ∩ V , on effectue un parcours de Ggi en com-
mençant par le sommet v ∈ V étiqueté par p. Une pre-
mière clause r composée de p et pred(v) est calculée. À
cette étape nous avons r ∈ Σ. L’étape suivante consiste à
générer pour chaque sommet w ∈ pred(v) une nouvelle
résolvante r = res(w,r,cl(w)). D’après la définition 3, r
et c′ sont testés et on peut distinguer trois cas :
1. r ⊂ c′ (subsomption directe);
2. res(c,c′) ⊂ c′ (résolvante subsumante) ;
3. Les deux premiers cas ne s’appliquent pas.
Dans les deux premiers cas, c′ est réduite. La recherche
continue sur la sous-clause déduite afin de la réduire d’avan-
tage. Dans le dernier cas, la recherche s’effectue en pre-
nant un prédécesseur d’un littéral de r n’apparaissant pas
dans c′. En conséquence, un seul passage dans Ggi est né-
cessaire. Cette opération est réalisée en O(n+m) où n =
|V| et m = |A|. Comme on considère chaque clause de Σ,
et que pour chaque clause le nombre de passage dans Ggi
est borné par la longueur de la clause, la complexité glo-
bale dans le pire cas de ce traitement est de O(|Σ| × (n+
m)) = O(|Σ| × |var(Σ)|).
Nous proposons maintenant une approche polynomiale
afin de déduire des sous-clauses durant la recherche, basée
sur la proposition 2.
4 Déduction de sous-clauses au cours
de la recherche
Dans cette section, nous présentons une approche pra-
tique pour la déduction de sous-clauses à partir d’une for-
mule Σ et d’un graphe d’implication associé. La déduction
de sous-clauses, telle que peuvent le permettre des traite-
ments locaux classiques comme le look-ahead [5], peut
fournir une aide précieuse aux heuristiques de branchement
utilisées dans les algorithmes de type DPLL, permettant
une détection plus rapide d’inconsistances locales ayant
alors pour effet de réduire la taille de l’arbre de recherche.
Décrivons l’algorithmeGetSubclause (Algorithme 3), uti-
lisé pour simplifier une formule Σ grâce au graphe d’im-
plication associé Gig . On note Vα l’ensemble des littéraux
affectés au niveau de décision courant α. Soient y ∈ Vα et
A ⊂ V tels que A∧ → y.
Considérant une clause c deΣ, la fonctionGetSubclause
trouve s’il en existe, des sous-clauses subsumant c (voir
ligne 7 de l’algorithme 3) et de nouvelles clauses dont la
résolvante avec c subsume c (voir ligne 1 de l’algorithme
3). Lorsqu’une subsomption directe est trouvée, la clause c
est subsumée par l’implication A∧ → y, donc c contient
y et tous les littéraux de A¯. Dans ce cas, nous ne pou-
vons plus produire de résolvante subsumante de c. Nous
pouvons toutefois espérer trouver un sous-ensemble B =
{x1,...,xk} ⊂ A tel que x1 ∧ ...∧ xk → y. S’il existe x1 ∧
...∧xk → y, alors ∀z|(z ∈ A,z 6∈ {x1,...,xk}),∃xi1 ,...,xil ⊂
B|xi1 ∧ ... ∧ xil → z. C’est-à-dire, si l’on trouve une sub-
somption B∧ → y plus courte que A∧ → y, alors tous
les littéraux qui apparaissent dans A mais pas dans B sont
impliqués par un sous-ensemble des littéraux de B. Pour
trouver une telle subsomption, nous devons donc traiter
les prédécesseurs des littéraux de A\B. Puisque ces litté-
raux ont des prédecesseurs dans B, ils ont nécessairement
été affectés après une partie des littéraux de B. Pour ac-
croître la probabilité de trouver une telle implication à ce
stade de l’analyse, la fonction choice retourne la dernière
algorithme 3 GetSubclause ( entrée Ggi = (V ,A) : GI,
A : ensemble de littéraux, y : littéral, c : clause, α: niveau
de décision )
1: if ∃xr ∈ A¯ ∪ {y}|¬xr ∈ c and ∀x ∈ (A¯ ∪ {y}) − {xr},x ∈ c
then
2: Σ = Σ− {c} ∪ {c− {¬xr}}
3: if pred(xr) 6= ∅ then
4: GetSubclause(Ggi,A− {xr} ∪ pred(xr),y,c,α)
5: end if
6: else
7: if ∀x ∈ A¯ ∪ {y},x ∈ c then
8: Σ = Σ− {c} ∪ {A¯∨ ∨ y}
9: x = choice(A)
10: if pred(x) 6= ∅ then
11: GetSubclause(Ggi,A− {x} ∪ pred(x),y,c,α)
12: end if
13: else
14: Choisir x ∈ A|x 6∈ c and ¬x 6∈ c
15: if pred(x) 6= ∅ then
















FIG. 2 – IG de la formule Σ2 modifiée section 4.1. La
source est le littéral d
variable affectée parmi les variables de A. Dans tous les
cas, même si nous ne trouvons pas cette subsomption à ce
stade, nous la mettrons en évidence lorsque nous appelle-
rons GetSubclause à partir des variables de A\B. Soit z
une variable de ce sous-ensemble. Lorsque nous trouverons
Bz = {z1,...,zp} (Bz ⊂ B) tel que Bz∧ → z, nous aurons
donc déduit la clause cz : ¬z1 ∨ ... ∨ ¬zp ∨ z. Sachant que
z1,...,zp,z ∈ A, la clause déduite de A∧ → y contient les
littéraux ¬z1,...,¬zp,¬z. La résolvante entre la clause dé-
duite de A∧ → y et cz permet donc de supprimer le littéral
z. Il en est de même pour tous les littéraux de A\B.
Pour conclure, chercher toutes les subsomptions à par-
tir du graphe Gig consiste en : ∀y ∈ Vα, ∀c ∈ Σ|y ∈ c,
GetSubclause(Gig,pred(y),y,c,α).
Reprenons l’exemple 1 décrit précédemment. Pour essayer
de déduire une sous-clause de c6 en considérant les impli-
cations de x5 à travers le Graphe d’Implication de la Figure
1(a), nous allons tout d’abord considérer x3 ∧ x4 → x5,
qui est équivalent à la clause ¬x3 ∨¬x4 ∨x5. On peut voir
que la variable x3 appartient à l’implication actuelle et à la
clause c6. Puisque x4 n’appartient pas à c6, toute implica-
tion contenant ce littéral ne subsume pas c6. Nous allons
alors chercher des littéraux de c6 dans les prédécesseurs de
x4 : x1 et x2. Suivant notre principe, puisque x1 et x2 ne
sont pas des littéraux de c6, remontons vers leur antécédent
d. Nous en déduisons d∧ x3 → x5, et la clause correspon-
dante c′6 : ¬d ∨ ¬x3 ∨ x5 subsume c6.
En continuant la recherche sur c′6 avec l’ensemble cou-
rant A = {x3,d}, la fonction choice choisit la dernière
variable affectée de A : x3. Parcourant Ggi(Σ1,{d}), x1 et
d sont successivement visités et l’implication d → x5 est
déduite. La sous-clause correspondante : c′′6 : ¬d∨x5 sub-
sume directement c6.
Cette double subsomption de c6 en c′6 puis en c′′6 a été
rendue possible grâce au choix de x3 par la fonction choice.
En effet, si cette fonction avait choisi la variable d, le trai-
tement se serait arrêté immédiatement sans aucune déduc-
tion supplémentaire, d n’ayant aucun antécédent. La sub-
somption de c′6 en c′′6 aurait tout de même été décelée plus
tard dans l’analyse du Graphe d’Implication, lors de l’ap-
pel à GetSubclause(Gig,pred(x3),x3,c,α). Nous aurions
alors mis en évidence l’implication (triviale) x1 → x3 puis
d→ x3, équivalent à la clause ¬d∨x3 et dont la résolvante
avec c′6 est c
′′
6 : ¬d ∨ x5.
En appliquant cette technique sur la clause c7 à partir
du même Graphe d’Implication Gig(Σ1,{d}), nous pou-
vons déduire l’implication x1 ∧ x2 → x5. La résolvante
entre la clause correspondant à cette implication et c7 est
cr : ¬x1 ∨ x5, qui subsume c7.
En conclusion, ce Graphe d’Implication nous a permis
de réduire c6 de deux littéraux et c7 d’un littéral. De telles
réductions pourront déclencher plus rapidement des pro-
pagations unitaires, et ainsi accélérer la résolution. En ef-
fet, avec notre formule Σ1 d’origine, l’affectation de x5 à
Faux n’engendrait aucune propagation unitaire. Par contre,
avec les clauses c6 et c7 réduites respectivement à ¬d ∨ x5
et ¬x1 ∨ x5, l’affectation de x5 à Faux propage les affec-
tations de d à Faux et de x5 à V rai.
4.1 Subsomption locale
En considérant une utilisation dynamique de la recherche
de subsomptions pour des algorithmes de type DPLL, l’al-
gorithme 3 décrit précédemment ne trouve que des sub-
somptions valables dans tout l’arbre de résolution. Etant
donné que le nombre de subsomptions de ce type est res-
treint, l’algorithme 3 peut être amélioré de manière à trou-
ver des subsomptions valables uniquement pour une partie
de l’arbre de recherche, délimitée par un niveau de déci-
sion. Soit β ce niveau de décision pour une subsomption
donnée, celle-ci sera effacée (i.e. la clause d’origine sera
restaurée) lorsqu’un backtrack à un niveau de décision in-
férieur ou égal à β sera effectué.
Zchaff Zchaff Pré-traitement (180s) +Zchaff Pré-traitement (300s) +Zchaff
Instance S/I nœuds tps nœuds subs var. fixées tpsz nœuds subs var. fixées tpsz
SAT.dat.k90 S N/A N/A N/A 373 2 917 N/A 6 157 239 598 4 419 12 964
logistics.b S 3 810 0 760 458 315 0 464 545 388 0
logistics.c S 9 577 0 4 007 549 279 0 2 998 597 352 0
abp4-...-403 I 2 843 489 9 751 2 369 440 1 368 359 6 770 1 675 832 1 458 380 4 508
abp1-...-402 I 3 046 922 11 509 2 353 237 1 462 265 5 710 2 229 379 1 600 450 6 698
2bitadd_10 I 60 605 40 60 605 0 0 41 60 605 0 0 40
2bitadd_11 S 7 870 1 7 870 0 0 0 7 870 0 0 0
longmult10 I 711 397 1 385 605 584 46 117 1 427 558 171 48 147 1 047
longmult11 I 1 194 889 2 916 1 005 477 47 116 2 348 1 136 339 47 141 2 410
longmult12 I 1 164 158 2 926 1 020 640 48 124 2 556 1 108 196 48 137 2 818
longmult13 I 1 567 022 3 871 1 180 017 49 129 3 040 1 145 954 49 137 2 618
longmult15 I 625 534 675 498 430 37 19 626 384 451 51 170 489
bf0432-007 I 864 0 741 300 215 0 741 300 215 0
bf2670-001 I 64 0 99 190 184 0 99 190 184 0
flat200-10 S 14 202 2 14 202 0 0 2 14 202 0 0 3
flat200-100 S 1 157 0 1 157 0 0 0 1 157 0 0 0
difp_19_3_wal_rcr S 2 030 996 2342 1 257 747 330 431 1 819 1 914 713 349 433 5 834
difp_20_99_arr_rcr S 370 262 488 290 264 279 51 279 290 264 279 51 290
difp_20_3_wal_rcr S 64380 5 718 328 318 401 361 718 328 318 401 374
TAB. 1 – Résultats préliminaires
algorithme 4 GetSubClauseLevel(entrée Ggi = (V ,A) : GI, A :
ensemble de littéraux, y : littéral, c : clause, α: niveau de décision)
1: if ∃xr ∈ A¯∪{y}|¬xr ∈ c and ∀x ∈ ((A¯∪{y})−{xr})∩Vα,x ∈
c then
2: Σ = (Σ− {c} ∪ {c− {¬xr}})dl>maxx 6∈c,x∈A∩(V−Vα)(dlx)
3: if pred(xr) 6= ∅ then
4: GetSubClauseLevel(Gig,A− {xr} ∪ pred(xr),y,c,α)
5: end if
6: else
7: if ∀x ∈ (A¯ ∪ {y}) ∩ Vα,x ∈ c then
8: Σ = (Σ−{c}∪{(A¯∩c)∨∨y})dl>maxx 6∈c,x∈A∩V−Vα (dlx)
9: x = choice(A)
10: if pred(x) 6= ∅ then
11: GetSubClauseLevel(Gig,A− {x} ∪ pred(x),y,c,α)
12: end if
13: else
14: Choisir x ∈ A|x 6∈ c and ¬x 6∈ c
15: if pred(x) 6= ∅ then




Comme dans la version précédente, considérant une clau-
se c de Σ et l’ensemble des littéraux Vα affectés au niveau
de décision courant α, la fonction GetSubClauseLevel
recherche des subsomptions de c (voir lignes 1 et 7 de l’al-
gorithme 4) disponibles tant que tous les littéraux de A¯
n’appartenant pas à c et dont le niveau de décision est dif-
férent de α gardent leur valeur de vérité. Lorsqu’un littéral
l de A a été affecté à un niveau de décision inférieur à α,
et s’il n’appartient pas à c, il peut être considéré comme
ne faisant pas partie de A tant qu’il reste affecté à cette
valeur (i.e. aucun backtrack n’est déclenché sur l). A\{l}
peut donc être utilisé pour produire des sous-clauses de c.
Pour illustrer cette méthode, considérons le Graphe d’Im-
plication de la Figure 4, obtenu à partir de la formuleΣ2 en
affectant d à V rai au niveau de décision α, z ayant été af-
fecté à V rai au niveau de décision β < α. Σ2 est obtenue
à partir de Σ1 (formule de l’exemple 1), en substituant à la
clause c4 la clause c′4 : ¬x1 ∨ ¬x2 ∨ ¬z ∨ x4.
À partir de ce graphe, l’implication x1 ∧ x2 ∧ z → x5
peut être déduite. La clause correspondante est c′ : ¬x1 ∨
¬x2 ∨ ¬z ∨ x5. La résolvante entre c′ et c7 est cr : ¬x1 ∨
¬z ∨ x5 qui ne subsume pas c7 car z n’apparaît pas dans
cette clause. Cependant, puisque z a été affecté à un niveau
de décision inférieur, on peut considérer que c′4 est unique-
ment composée des littéraux ¬x1 ∨ ¬x2 ∨ x4 tant que z
garde sa valeur actuelle. Ainsi, la résolvante cr : ¬x1 ∨ x5
subsume c7 jusqu’au prochain backtrack à un niveau de dé-
cision inférieur ou égal à β. L’implication d∧ z → x5 peut
aussi être déduite, et correspond à la clause c′′ : ¬d∨¬z ∨
x5. De la même manière, c′′ subsume c6 si l’on considère
que z garde sa valeur actuelle, auquel cas c′′ est équivalent
à ¬d ∨ x5 (pour les niveaux de décision supérieur à β). c6
est donc directement subsumé.
Ce Graphe d’Implication permet de réduire c6 de deux
littéraux et la clause c7 d’un littéral, pour les niveaux de
décision supérieurs à β.
5 Résultats expérimentaux
L’approche que nous proposons pour la déduction de
sous-clauses dans cet article peut être utilisée à chaque nœud
de l’arbre de recherche DPLL. Rappelons que notre tech-
nique de simplification est envisageable dès lors qu’il existe
au moins une clause de longueur deux dans la formule, per-
mettant ainsi la construction du graphe d’implication né-
cessaire. Dans cette section, nous fournissons des résultats
comparatifs préliminaires montrant l’impact de cette mé-
thode sur un ensemble de benchmarks provenant de pro-
blèmes structurés et industriels. D’un point de vue pratique,
l’application exhaustive de la déduction de sous-clause à
chaque nœud de l’arbre n’est pas envisageable étant donné
son coût de calcul pénalisant. Il est alors nécessaire de li-
miter empiriquement voir heuristiquement cette simplifi-
cation de la formule afin d’obtenir un gain pratique. Notre
principal objectif dans cette section sera de montrer l’in-
fluence de notre approche sur le nombre de nœuds de l’arbre
de recherche. Bien que ces expérimentations soient préli-
minaires, nous discuterons également des aspects pratiques
de nos résultats en mentionant les améliorations éventuelles
constatées sur le temps de calcul. Les résultats compara-
tifs fournis dans le tableau 1 montrent l’impact d’une res-
triction de la technique de déduction de sous-clauses à un
simple pré-traitement sur l’ensemble de formules que nous
avons sélectionné. Pour la plupart, ces formules sont des
benchmarks provenant de problèmes industriels. Ainsi, les
familles de formules « longmult* », « difp* » et « abp* »
sont des instances de problèmes de « Bounded Model Che-
cking ». Pour les autres formules de notre ensemble, nous
avons privilégié, entre autres problèmes « dimacs », des
formules décrivant des problèmes de coloration de graphes
« flat* ». Ces résultats expérimentaux ont été réalisés sur
des AMD Athlon 2000+ disposant de 512Mo de RAM sous
un système Linux. Ainsi, le tableau 1 permet de comparer
les performances obtenues en terme de nombre de nœuds
et de temps de calcul, par l’un des meilleurs démonstra-
teurs SAT actuel : « zchaff » 1 lorsque notre pré-traitement
est appliqué. La colonne intitulée « S/I » précise la nature
logique de la formule où « S » et « I » signifient respecti-
vement « Satisfaisable » et « Insatisfaisable ». Pour la mise
en place des conditions expérimentales, la durée maximum
de résolution autorisée pour la résolution d’un problème a
été fixée arbitrairement à 4 heures. Au delà de cette limite,
la mention « N/A » figure dans le tableau. Les deux pre-
mières colonnes de notre tableau de résultats fournissent
pour chaque benchmark sélectionné le nombre de nœuds et
le temps de calcul obtenu par le solveur zchaff. Comme
nous l’avons mentionné plus haut, l’implémentation que
nous avons faite de la déduction de sous-clause ne concerne
ici que la tâche de pré-traitement de la formule. Etant donné
son caractère relativement coûteux, nous avons fixé arbi-
trairement une limite de temps d’application de ce pré-
traitement au delà de laquelle la production de clauses sub-
sumantes s’arrête et où le travail de résolution de zchaff
peut débuter. Nous avons fixé cette limitation dans le ta-
bleau de résultats 1 à 180 et 300 secondes. Cette limita-
tion arbitraire résulte d’une étude expérimentale ne figurant
1. zchaff version 2004.11.15
pas dans cet article. Les colonnes intitulées « subs » repré-
sentent le nombre de subsomptions trouvées dans le temps
alloué au pré-traitement. Les colonnes intitulées « var. fi-
xées » fournissent le nombre de variables affectées grâce
au pré-traitement ou plus précisément le nombre de sous-
clauses unaires déduites. Enfin, les colonnes « tpsz » re-
présentent le temps de calcul nécessaire à zchaff pour ré-
soudre l’instance. Le temps de pré-traitement dans ce cas
est à ajouter à celui de zchaff pour avoir une idée pré-
cise du gain ou de la perte obtenue par notre approche.
Pour ces colonnes le temps limite autorisé pour zchaff a été
fixé a 4 heures moins le temps de pré-traitement. Les co-
lonnes mises en gras dans le tableau représentent l’option
ayant le meilleur temps de calcul global. Pour les instances
de type « Bounded Model Checking », « longmult* » et
« abp* », les gains en terme de nombre de nœuds peuvent
atteindre près de 50% par rapport aux résultats de zchaff
seul. Notons, néanmoins, que la production de sous-clauses
est fortement soumise à la nature même de la formule. Pre-
nons par exemple les instances de coloration de graphes,
« flat* », qui sont très peu sensibles à la déduction de sub-
somptions. Rappelons toutefois que ces résultats prélimi-
naires sont obtenus à partir de la déduction de sous-clauses
appliquée à la racine de l’arbre de recherche. Cette tech-
nique peut être appliquée à tous les nœuds de l’arbre de
recherche et nécessite dans ce cas une gestion dynamique.
La déduction de sous-clauses peut alors être vue comme
une nouvelle forme d’apprentissage.
6 Conclusion et travaux futurs
Dans cet article, nous avons présenté une nouvelle ex-
tension de la portée de la propagation unitaire. Nous avons
décrit deux façons possibles de transformer le graphe d’im-
plication en arbre de résolution. La seconde transforma-
tion nous donne une autre vision du BCP, généralement
considéré comme une forme limitée de résolution. En effet,
de nombreuses résolvantes intéressantes peuvent être gé-
nérées grâce au graphe d’implication du BCP, analysé par
une technique basée sur la résolution. Pour qu’une telle ex-
tension soit envisageable de manière pratique, nous avons
montré que trouver un sous-ensemble de résolvantes qui
amène à une subsomption se fait en un temps polynômial,
et peut se greffer à d’autres techniques de résolution de type
DPLL.
Nos expérimentations préliminaires sont encourageantes.
Sur plusieurs familles d’instances, une réduction du nombre
de nœuds a été obtenue. Pour confirmer l’intérêt de l’ap-
proche proposée, des expérimentations plus poussées sont
nécessaires. Par ailleurs, il est également nécessaire de pour-
suivre nos travaux dans le sens d’une gestion dynamique de
la production de sous-clauses à tous les nœuds de l’arbre
DPLL. Cela induit qu’il sera nécessaire, compte tenu du
coût de traitement de notre approche, d’évaluer la perti-
nence des résolvantes déduites en fonction de leur potentiel
pratique.
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