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ABSTRACT
We demonstrate EyeDoc, a tool for navigating software documen-
tation with the use of the eyes. When programming, developers
often have many windows open such as an IDE, consoles and GUIs
for third-party utilities, the application under development, and a
web browser for navigating documentation. Several studies have
shown that the navigation among these different tasks imposes a
small mental load which, over time, adds to a significant decrease in
productivity. One solution to this problem is to increase “screen real
estate” with larger monitors and higher resolutions, so that more
information can be presented to the programmer at one time. But
this solution has limits: the complexity and size of software is also
increasing rapidly. In this paper, we use eye-tracking technology
to build a tool for navigating documentation. All a programmer
needs to do to use EyeDoc is look at the monitor containing the
documentation. The tool detects when the eyes glance at different
components of the documentation, and allows the programmer
to navigate to those components by gazes and blinking. The pro-
grammer does not need to move his or her hands, or risk losing
the context of other tasks on the desktop. We built EyeDoc as a
research prototype and proof-of-concept using low-cost consumer
eye-tracking hardware and our own software built as a JavaScript
addition to JavaDocs. This paper describes the tool’s design, use,
and strategy for evaluation and future development.
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1 INTRODUCTION
The term “context switch” refers to the cost imposed when switch-
ing from one task to another. Readers in Computer Science are
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likely familiar with the concept in operating systems process man-
agement, but the principle is also widely studied and documented
in Psychology: many studies show how a context switch during a
complex task reduces a human’s performance on that task [1, 6, 21],
even when the human is not aware of the effects of the switch [4].
In Program Comprehension, a context switch often occurs during
navigation of source code and documentation. While a programmer
has an IDE open and is reading code, he or she may have a question
about the code which can be answered by reading documentation. A
context switch occurs as the programmer moves his or her attention
away from the code, hands away from the keyboard and mouse, and
documentation replaces code and other utilities on the screen. The
more time the switch takes, the more information the programmer
loses, and the greater cognitive distance the programmer will have
to travel when returning to the code. As literature in both Soft-
ware Engineering and Psychology has pointed out [9, 16, 17], each
switch imposes a small cost which over time adds to a measurable
productivity penalty.
Different strategies to reduce the cost of the context switch
have been implemented. These strategies range from improved IDE
designs, popup information boxes such as tooltips, autocomple-
tion, and the use of larger and/or multiple monitors. These strate-
gies have been quite effective, but they still depend on the tra-
ditional keyboard-mouse interface. However, recent advances in
eye-tracking technology have reduced both the price and size of
eye-tracking hardware, and offer the possibility of augmenting
keyboard-mouse navigation with navigation based on the move-
ment of the eyes [5].
In this paper, we demonstrate EyeDoc, a tool that allows pro-
grammers to navigate documentation by moving only their eyes.
The intent of the tool is to reduce the cognitive cost of the context
switch from code to documentation, by reducing the time and num-
ber of steps required to complete the switch. Instead of moving a
hand to the mouse or completing one or more keyboard shortcuts,
the programmer only needs to glance at the documentation to nav-
igate it. Productivity savings are possible because the programmer
can return to the code context from the documentation context
without even losing his or her cursor position.
The idea of navigation based on eye movements is not new: it has
long been a component of assistive technologies for persons with
motor impairments [8], and is supported by several eye-tracking
hardware products as a feature called “active eye tracking” [15].
However, EyeDoc is a novel application of the technology in Pro-
gram Comprehension, and is part of a broader trend towards pro-
gramming interfaces that respond automatically to programmer
behavior [10, 18] and reduce interruptions [27]. We describe the de-
sign and implementation of the tool, how to use it, and our planned
evaluation and key research questions.
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2 EYEDOC IN A NUTSHELL
In a nutshell and from a user’s perspective, EyeDoc is a tool for nav-
igating API documentation. The prototype implementation we built
is an interface that allows programmers to navigate that documen-
tation by using eye movements and gazes, instead of the traditional
keyboard and mouse. We built EyeDoc as a proof-of-concept for
eye-driven navigation during software development. It has two com-
ponents. First is a monitor area dedicating to showing the EyeDoc
visual interface, and second is the eyetracking hardware. Figure 1
shows what we conceive of as a typical setup. On the left is a large
monitor with the programming IDE and code. That large monitor is
connected to a computer which is controlled by the keyboard and
mouse. On the right is a smaller monitor with the EyeDoc interface.
Below the smaller monitor is the eyetracking hardware. EyeDoc
operates independently from the IDE, and the user controls the
interface entirely with the use of the eyes. Therefore, EyeDoc may
run on a separate computer as the IDE, to avoid dependencies and
driver conflicts, should they arise. In the image, EyeDoc is running
on a dedicated Microsoft Surface 3 tablet computer, and the large
monitor with the IDE is connected to a dedicated development
laptop. When the user wants to navigate the documentation, he or
she only needs to move his or her eyes to EyeDoc. The programmer
can then read the documentation, and navigate by selecting links
and navigation buttons by either looking at them and blinking, or
gazing at them for a period of milliseconds (the navigation style
and millisecond gaze delay is configurable).
3 ENVISIONED USERS
We envision the users who would receive the most benefit from
EyeDoc are programmers who frequently move between source
code and documentation. The more often that programmers must
switch between code and documentation, the more opportunity
exists for EyeDoc to reduce the cost of the switch.While the relevant
literature has long described documentation as one of the most
common sources of knowledge for programmers [12], people who
must use large and complex APIs, or a large number of smaller
APIs, are more likely to need to make more context switches from
code to documentation. At the same time, EyeDoc has applications
as an accessibility technology for persons with motor impairments,
for whom the cost of moving the hands may add significant time to
the context switch. In that case, a benefit may be noticeable even
when only a relatively few context switches are necessary.
4 TOOL DESIGN AND IMPLEMENTATION
We designed EyeDoc using a typical web architecture, with a JavaSc-
ript addition to HTML documentation and a web service and hard-
ware interface backend. An alternative was to build EyeDoc as a
browser plugin or standalone program, given that our tool runs on
a local hardware host, but we decided in favor of a web architecture
in order to maximize compatibility with HTML documents and
browsers. Figure 3 shows the architecture. First, a third-party docu-
mentation generator parses the source code and creates documen-
tation formatted as HTML (area 1). Then, we inject our JavaScript
frontend component into the head section of the HTML documents
(area 2). We provide a small script for this purpose as noted in the
Figure 1: A deployment of EyeDoc. The monitor to the left
shows the programming environment. The smaller monitor
to the right shows EyeDoc. The two monitors are adjacent,
but to minimize setup costs and avoid conflicting with the
development environment, EyeDoc is installed on a separate
machine independent of the development machine.
Figure 2: The interface displayed by the research prototype
implementation of EyeDoc. The tool automatically detects
when the user looks at the interface, and navigates based on
eye movements that are configurable.
previous section. When the programmer opens the documenta-
tion, the EyeDoc JavaScript will activate, and communicate with a
web service backend for updates on eye movements (area 3). The
JavaScript continuously polls the web service even when the pro-
grammer looks away from the eye tracking screen area, so that it
will be ready for navigation as soon as the programmer looks back
at the screen area. The web service is built on top of a third-party
backend that communicates with and manages the eye tracking
hardware (area 4). The web service provides an abstraction layer
between the JavaScript and the hardware interface, so that the
frontend should not need to be altered for hardware upgrades.
Our implementation is based on the popular JavaDoc [11] docu-
mentation generator. In principle, EyeDoc could function on any
HTML documentation (e.g. from Doxygen or other tools) with mi-
nor changes to how it detects API components, descriptions, and
navigation areas (such as scroll buttons) in those files. We chose
JavaDoc due to its popularity and the uniformity of the files it gen-
erates. We use Firefox 56.0.2 on Windows 10 as a test environment.
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We built the web service using the CherryPy v3 Python framework.
The eye tracking hardware we used was the EyeTribe [15] with
Java API version 0.9.77. We hosted the software and hardware on a
Microsoft Surface 3 tablet computer. In theory, the web service and
frontend could run on separate machines, though we execute them
both on the tablet to avoid network latency.
5 EVALUATION PROCEDURES
We have planned an evaluation procedure to answer the following
Research Questions (RQs):
RQ1 Are programmers able to complete programming tasks more
quickly when using EyeDoc than without?
RQ2 Does EyeDoc reduce the time required for a context switch
between reading source code and reading documentation?
RQ3 Do programmers perceive a reduced workload or cognitive
cost to reading documentation with EyeDoc than without?
The rationale behind RQ1 is to test whether programmers receive
a benefit from using EyeDoc in terms of total time taken to complete
a programming task. This total time benefit is likely to be small,
however, so we ask RQ2 to measure the effect of EyeDoc on the
context switches that programmers make, which is where we expect
EyeDoc to provide the most value. Finally, even if there are time
benefits, it is possible that programmers will not perceive these
benefits in the form of reduced workload, so we ask RQ3 to test
these perceptions.
Our planned methodology to answer these RQs is to recruit pro-
fessional programmers to complete programming tasks with and
without EyeDoc. We aim to hire 30 professionals for two hour work
sessions, paying the market rate in our area of US$66/hr. We will
then use a cross-validation study design in which we rotate the
tasks that we ask participants to perform and the order of the tool
usage (i.e. some programmers will use EyeDoc first, while others
will use it second). We will set up the development environment
to record both IDE actions, screen video capture, and eye move-
ments. The programming tasks will be such that most programmers
should be able to complete 2-4 in a two hour period (ideally, at least
Figure 3: The architecture of EyeDoc at a high level. Essen-
tially, EyeDoc consists of a JavaScript front-end that is in-
serted into HTML documents. The front-end then commu-
nicates with a web service, which provides access to a lower-
level backend for the eye tracking hardware. Section 4 gives
more details and implementation specifics. Shaded areas in-
dicate components we built, while unshaded areas indicate
dependencies and third-party components.
one with EyeDoc and one without). We will answer RQ1 by mea-
suring the total time per task, RQ2 by measuring the time taken
when switching between code and documentation, and RQ3 with
questionnaires during the study asking about perceived workload.
We feel this scope of the study is achievable based on the second
author’s experience conducting similar studies [2, 14, 19, 20].
6 RELATEDWORK
EyeDoc’s related work can be broadly categorized as 1) active eye
tracking interfaces, or 2) passive eye tracking experiments in soft-
ware engineering.
Active eye tracking is the use of eye movements to facilitate
navigation of computer interfaces. The primary application area
has traditionally been in assistive technologies for persons with
motor impairments [8]. Examples have been well-documented by
Majaranta [13] and Tai et al. [25], and include efforts to help motor
impaired children to draw, control of a movement apparatus such as
a powered vehicle, control of speech synthesis systems, and control
of GUIs for general computer use. Active eye tracking for general
computer use for all persons, regardless of disability status, has
been proposed for many years [26], but has only recently gained
traction as improvements in technology have made reliable eye
tracking affordable. Examples include smartphone navigation [7],
entertainment games [3], and GUI context detection to distinguish
multiple simultaneous users of one computer [24].
Passive eye tracking experiments are experiments in which eye
movements are tracked and recorded, but the movements do not
affect the actions of the computer as perceived by the human user.
These experiments are effective at determining what information
humans need, the order in which people search for information, and
in detecting human factors that affect performance such as fatigue.
Due to space limitations, we direct readers to work by Sharif et
al. [23] and Rodeghero et al. [20] for work on passive experiments
in SE. Recently, hybrid passive and active eye tracking uses have
been proposed to assist programmers in software engineering tasks,
such as work by Shaffer et al. [22] and Kevic et al. [10].
7 LIMITATIONS AND FUTUREWORK
As an early prototype, we view EyeDoc as a proof-of-concept and
platform for future work. The current prototype has a few technical
limitations which we are addressing in ongoing work and deserve
mention here: First, the current approach is deployable only for
documents formatted as HTML. While this encompasses a large
number of popular API documentation generation systems (e.g.
JavaDocs, Doxygen), we aim to make the approach functional on
documentation embedded in an IDE or other locations. Another
limitation is that the JavaScript must be placed in every HTML
page to be navigated. In principle, a browser plugin would be more
general and allow navigation of web sources, so the documenta-
tion does not need to be downloaded and modified locally prior
to navigation. Finally, EyeDoc requires significant computational
resources to process the eye movements at high speed (a laptop is
sufficient, but low-power devices such as tablets are generally not
sufficient). Much of this effort is overhead between the JavaScript
and the web service, and is one target of our current technical work.
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A trend in software documentation is towards on-demand doc-
umentation [18], meaning documents that are responsive to pro-
grammers’ needs at any particular moment. At this time, EyeDoc
is a tool for navigating static documentation. However, our vision
to use the eye tracking information to learn more about what the
programmers’ needs are, to help automatically detect those needs
on the fly. As both Sharif et al. [23] and Rodeghero et al. [20] have
pointed out, there are patterns to how programmers read that are
likely to be different for different tasks. EyeDoc could hypothet-
ically detect these patterns and, in combination with other data
sources and techniques, find and present information relevant to a
programmers’ immediate needs. This research agenda connects to
our current direction on automatic documentation generation [14]
and automatic comprehension of programmer behavior [20].
8 CONCLUSION
We have demonstrated EyeDoc, a tool for navigating software docu-
mentation with the use of the eyes. EyeDoc is intended to reduce the
cost of a context switch between source code and documentation
during program comprehension and other software engineering
tasks. We have built a prototype of EyeDoc that allows navigation
of HTML-formatted API documentation such as JavaDocs. Our im-
plementation is built in a JavaScript frontend / web service backend
architecture for reliable operation and use across browser versions.
We have released our implementation with a guide for setup and
installation. Finally, we presented our plans for evaluation and how
EyeDoc will serve as a platform for future work. Our hope for this
demonstration is to disseminate knowledge we have gained, and to
receive feedback on our current work to improve our future work.
9 ACKNOWLEDGMENTS
This work is supported in part by the NSF CCF-1452959, CNS-
1510329, and CCF-1717607 grants. Any opinions, findings, and con-
clusions expressed herein are the authors’ and do not necessarily
reflect those of the sponsors.
REFERENCES
[1] María JF Abad, Manuel M Ramos-Álvarez, and Juan M Rosas. 2009. Partial
reinforcement and context switch effects in human predictive learning. The
Quarterly Journal of Experimental Psychology 62, 1 (2009), 174–188.
[2] Ameer Armaly, Paige Rodeghero, and Collin McMillan. 2017. A Comparison of
Program Comprehension Strategies by Blind and Sighted Programmers. IEEE
Transactions on Software Engineering (2017). To appear.
[3] Tobii Corporation. 2017. (2017). http://tobiigaming.com/
[4] Nathaniel T Diede and Julie M Bugg. 2017. Cognitive effort is modulated outside
of the explicit awareness of conflict frequency: Evidence from pupillometry.
Journal of Experimental Psychology: Learning, Memory, and Cognition 43, 5 (2017),
824.
[5] Andrew T Duchowski. 2007. Eye tracking methodology. Theory and practice 328
(2007).
[6] A Matías Gámez, Samuel P León, and Juan M Rosas. 2017. Roles of context in
acquisition of human instrumental learning: Implications for the understanding
of the mechanisms underlying context-switch effects. Learning & behavior 45, 3
(2017), 211–227.
[7] Yaya Heryadi and Michael James. 2017. Mata: An Android Eye-Tracking Based
User Interface Control Application. Journal of Game, Game Art, and Gamification
(JGGAG) 1, 1 (2017), 40.
[8] Howell Owen Istance, Christian Spinner, and Peter AlanHowarth. 1996. Providing
motor impaired users with access to standard Graphical User Interface (GUI)
software via eye-based interaction. In Proceedings of the 1st European Conference
on Disability, Virtual Reality and Associated Technologies (ECDVRAT?96).
[9] Jing Jin and Laura A Dabbish. 2009. Self-interruption on the computer: a typology
of discretionary task interleaving. In Proceedings of the SIGCHI conference on
human factors in computing systems. ACM, 1799–1808.
[10] Katja Kevic, BM Walters, TR Shaffer, Bonita Sharif, David C Shepherd, and
Thomas Fritz. 2017. Eye gaze and interaction contexts for change tasks–
Observations and potential. Journal of Systems and Software 128 (2017), 252–266.
[11] Douglas Kramer. 1999. API documentation from source code comments: a case
study of Javadoc. In Proceedings of the 17th annual international conference on
Computer documentation. ACM, 147–153.
[12] Stanley Letovsky. 1987. Cognitive processes in program comprehension. Journal
of Systems and software 7, 4 (1987), 325–339.
[13] Päivi Majaranta. 2011. Gaze Interaction and Applications of Eye Tracking: Advances
in Assistive Technologies: Advances in Assistive Technologies. IGI Global.
[14] Paul W McBurney and Collin McMillan. 2016. Automatic source code summa-
rization of context for java methods. IEEE Transactions on Software Engineering
42, 2 (2016), 103–119.
[15] Kristien Ooms, Lien Dupont, Lieselot Lapon, and Stanislav Popelka. 2015. Ac-
curacy and precision of fixation locations recorded with the low-cost Eye Tribe
tracker in different experimental setups. Journal of eye movement research 8, 1
(2015).
[16] Dewayne E Perry, Nancy A Staudenmayer, and Lawrence G Votta. 1995. Under-
standing and improving time usage in software development. Software Process 5
(1995), 111–135.
[17] Martin P Robillard, Wesley Coelho, and Gail C Murphy. 2004. How effective
developers investigate source code: An exploratory study. IEEE Transactions on
software engineering 30, 12 (2004), 889–903.
[18] Martin P Robillard, Andrian Marcus, Christoph Treude, Gabriele Bavota, Oscar
Chaparro, Neil Ernst, Marco Aurélio Gerosa, Michael Godfrey, Michele Lanza,
Mario Linares-Vásquez, et al. 2017. On-demand developer documentation. In
Proc. Int?l. Conf. on Software Maintenance and Evolution.
[19] Paige Rodeghero, Siyuan Jiang, Ameer Armaly, and Collin McMillan. 2017. De-
tecting user story information in developer-client conversations to generate
extractive summaries. In Proceedings of the 39th International Conference on Soft-
ware Engineering. IEEE Press, 49–59.
[20] Paige Rodeghero, Cheng Liu, Paul W McBurney, and Collin McMillan. 2015.
An eye-tracking study of java programmers and application to source code
summarization. IEEE Transactions on Software Engineering 41, 11 (2015), 1038–
1054.
[21] Juan M Rosas and José E Callejas-Aguilera. 2006. Context switch effects on
acquisition and extinction in human predictive learning. Journal of Experimental
Psychology: learning, Memory, and cognition 32, 3 (2006), 461.
[22] Timothy R Shaffer, Jenna L Wise, Braden MWalters, Sebastian C Müller, Michael
Falcone, and Bonita Sharif. 2015. itrace: Enabling eye tracking on software
artifacts within the ide to support software engineering tasks. In Proceedings
of the 2015 10th Joint Meeting on Foundations of Software Engineering. ACM,
954–957.
[23] Bonita Sharif and Huzefa Kagdi. 2011. On the use of eye tracking in software
traceability. In Proceedings of the 6th International Workshop on Traceability in
Emerging Forms of Software Engineering. ACM, 67–70.
[24] Ned M Smith, Vincent Weafer, Alan Krassowski, and Carl Woodward. 2017.
Multi-user eye tracking using multiple displays. (May 16 2017). US Patent
9,652,033.
[25] Kelly Tai, Stefanie Blain, and Tom Chau. 2008. A review of emerging access
technologies for individuals with severe motor impairments. Assistive Technology
20, 4 (2008), 204–221.
[26] Andries Van Dam. 1997. Post-WIMP user interfaces. Commun. ACM 40, 2 (1997),
63–67.
[27] Manuela Züger, Christopher Corley, André N Meyer, Boyang Li, Thomas Fritz,
David Shepherd, Vinay Augustine, Patrick Francis, Nicholas Kraft, and Will
Snipes. 2017. Reducing Interruptions at Work: A Large-Scale Field Study of Flow-
Light. In Proceedings of the 2017 CHI Conference on Human Factors in Computing
Systems. ACM, 61–72.
