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Resumen: La forma en que podemos expresar un mismo pensamiento puede variar
dependiendo de las circunstancias, del objetivo que pretendemos alcanzar, etc. Es-
ta variabilidad del lenguaje se convierte en un problema cuando una aplicacio´n de
procesamiento del lenguaje natural intenta extraer el mismo contenido sema´ntico a
partir de dos construcciones distintas. Para resolver este problema se ha creado una
tarea denominada ”Reconocimiento de Implicacio´n Textual” o ”Textual Entailment
Recognition”, cuyo objetivo es establecer si la sema´ntica de un texto se puede inferir
de la sema´ntica de otro texto. En este art´ıculo, presentamos una nueva aproximacio´n
que utiliza la sema´ntica latente y la medida de similitud del coseno para resolver
el problema de la Implicacio´n Textual. Para realizar la evaluacio´n se han utilizado
diferentes corpus y recursos, realizando posteriormente un estudio sobre el impac-
to de combinar la informacio´n sema´ntica obtenida con un sistema de aprendizaje
automa´tico.
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Abstract: The variability of semantic expression is a special characteristic of na-
tural language. This variability is challenging for many natural language processing
applications that try to infer the same meaning from diﬀerent text variants. In order
to treat this problem a generic task has been proposed: Textual Entailment Recogni-
tion. In this paper, we present a new Textual Entailment approach based on Latent
Semantic Indexing (LSI) and the cosine measure. This proposed approach extracts
semantic knowledge from diﬀerent corpora and resources. Our main purpose is to
study how the acquired information can be combined with an already developed
and tested Machine Learning system. The carried out experiments show that the
combination of MLEnt, LSI and cosine measure improves the results of the initial
approach.
Keywords: Textual Entailment, Latent Semantic Indexing, Machine Learning
1. Introduccio´n
La variabilidad sema´ntica es una carac-
ter´ıstica propia del lenguaje, es decir, pode-
mos expresar de diferentes formas un mismo
pensamiento. Por ello, es necesario identiﬁcar
correctamente aquellas frases o fragmentos
que aunque construidos con estructuras dife-
rentes, tienen el mismo contenido sema´ntico.
En Procesamiento del lenguaje natural
(PLN) existen diferentes tareas, tales como,
Extraccio´n de Informacio´n (EI), Bu´squeda
de Respuestas (BR), Resumen Automa´tico
(RA) o Traduccio´n Automa´tica (TA) entre
otras, que necesitan resolver correctamente
la variabilidad sema´ntica. Por lo tanto, co-
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y PROFIT nu´mero FIT-340100-2004-14 y por el Go-
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mo respuesta a este tipo de problema se ha
creado una tarea denominada Resolucio´n de
la Implicacio´n Textual”(RTE) (Dagan, Glick-
man, y Magnini, 2005) (Dagan y Glickman,
2004), la cual, se ocupa de detectar si dos
fragmentos de texto con diferente estructu-
ra tienen el mismo contenido sema´ntico. En
la Resolucio´n de la Implicacio´n Textual cada
par de fragmentos se compone de una parte
denominada Texto (T) y otra parte denomi-
nada Hipo´tesis (H), y el objetivo ﬁnal es de-
mostrar si el contenido del texto proporciona
la misma informacio´n que el contenido de la
hipo´tesis. Por ejemplo, T(”He died of blood
loss”) y H(”He died bleeding”) tienen el mis-
mo signiﬁcado pero diferente estructura. Por
lo tanto, podemos decir que la sema´ntica de
una sentencia se puede inferir de la sema´ntica
de la otra.
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Para resolver el problema de la varia-
bilidad sema´ntica se han desarrollado dife-
rentes aproximaciones basadas en: solapa-
miento le´xico, WordNet (Miller, 1995), me-
didas estad´ısticas, mapeo de n-gramas, ma-
peo sinta´ctico, etc (Bar-Haim et al., 2005).
Utilizando estas te´cnicas y aplica´ndolas so-
bre sistemas de PLN ya desarrollados, se pue-
den mejoran los resultados ﬁnales (Kozareva
y Montoyo, 2006b).
En este art´ıculo se presenta una nueva
aproximacio´n para resolver la Implicacio´n
Textual utilizando Sema´ntica Latente (”La-
tent Semantic Indexing”, LSI) (Deerwester et
al., 1990) y la medida de similitud del coseno.
Tradicionalmente, la te´cnica de la sema´nti-
ca latente ha utilizado una matriz conceptual
obtenida a partir de extensos corpus. Sin em-
bargo, en nuestra aproximacio´n utilizaremos
esta te´cnica con diferentes recursos, como por
ejemplo, a partir de los textos de la coleccio´n
de datos de RTE2 y con el recurso WordNet
Domains (Magnini y Cavaglia, 2000). La ob-
tencio´n de las matrices conceptuales a partir
de estos recursos se explica con ma´s deta-
lle en la seccio´n 2. Adema´s, adicionalmente
a la informacio´n aportada por la te´cnica de
la Sema´ntica Latente hemos an˜adido la in-
formacio´n obtenida a partir de la medida de
similitud del coseno, con dos variantes: a par-
tir de la frecuencia de aparicio´n de palabras
en un corpus y a partir de la informacio´n su-
ministrada por el recurso le´xico Dominios Re-
levantes (Montoyo, Va´zquez, y Rigau, 2003),
este recurso se explica con ma´s detalle en la
seccio´n 3.2.
La evaluacio´n del me´todo propuesto se
ha realizado sobre la coleccio´n de datos
de RTE2. Posteriormente, la informacio´n
sema´ntica obtenida se ha combinado con un
sistema de aprendizaje automa´tico. En los
distintos experimentos realizados se han com-
parado los resultados obtenidos por la nue-
va aproximacio´n, con los resultados obteni-
dos con el sistema inicial (Kozareva y Mon-
toyo, 2006a), realizando un estudio sobre los
efectos producidos tras la incorporacio´n de la
nueva informacio´n sema´ntica.
El objetivo de este trabajo es estudiar los
efectos de incorporar la informacio´n sema´nti-
ca sobre un sistema, ya evaluado, que resuel-
ve la Implicacio´n Textual, as´ı como establecer
un sistema sencillo e independiente del idio-
ma que pueda ser utilizado como fuente de
informacio´n para otros sistemas.
2. Representacio´n del
conocimiento mediante
sema´ntica latente
La Sema´ntica Latente o ”Latent Seman-
tic Indexing” (LSI) es un modelo computa-
cional que explota una propiedad del len-
guaje natural: las palabras del mismo campo
sema´ntico suelen aparecer en el mismo con-
texto. Este modelo establece relaciones entre
palabras a partir de un extenso corpus, uti-
lizando un espacio sema´ntico vectorial don-
de todos los te´rminos son representados con
una matriz [te´rminos-documentos]. Para ob-
tener informacio´n u´til, los te´rminos deben es-
tar distribuidos en documentos, pa´rrafos o
frases. Esta distribucio´n determinara´ cua´l es
la co-ocurrencia entre diferentes te´rminos y
la probabilidad de utilizar otros te´rminos en
el mismo contexto. Una vez obtenida la ma-
triz, LSI utiliza una variante del ana´lisis fac-
torial denominada: Singular Value Decompo-
sition (SVD). Esta te´cnica utiliza un algo-
ritmo recursivo para descomponer la matriz
inicial, en tres nuevas matrices que contie-
nen vectores y valores singulares. Estas ma-
trices disminuyen el nu´mero de datos origi-
nales creando factores linealmente indepen-
dientes. Una gran parte de estos factores son
muy pequen˜os y pueden ser ignorados de for-
ma que se obtiene un modelo aproximado re-
duciendo el nu´mero de factores. El resultado
ﬁnal es un modelo reducido de la matriz ini-
cial de [te´rminos-documentos] que puede ser
utilizado para establecer relaciones de simili-
tud entre palabras.
En esta seccio´n presentamos co´mo se ha
extra´ıdo informacio´n a partir de diferentes
recursos lingu¨´ısticos y co´mo se ha aplicado
el me´todo de LSI para establecer la similitud
entre palabras a partir de un espacio sema´nti-
co. Para evaluar el funcionamiento de esta
te´cnica se han desarrollado diferentes experi-
mentos utilizando tres tipos de corpus: el Bri-
tish National Corpus (BNC) (Aston, 1996),
un corpus obtenido a partir de las frases de
Text e Hipo´tesis de RTE2 y un corpus ob-
tenido a partir del recurso le´xico WordNet
Domains. La forma en que se ha utilizado la
informacio´n procedente de estos corpus para
construir la matriz conceptual se explica con
ma´s detalle en las siguientes secciones.
2.1. Espacio sema´ntico con BNC
En esta seccio´n se explica con detalle co´mo
se ha obtenido el espacio sema´ntico a partir
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de la informacio´n proporcionada por el Bri-
tish National Corpus. Este corpus contiene
una coleccio´n de alrededor de 4000 documen-
tos obtenidos a partir de perio´dicos naciona-
les, art´ıculos especializados de diferentes a´re-
as e intereses, etc. De esta forma, este corpus
proporciona informacio´n u´til para establecer
relaciones entre palabras a partir de su fre-
cuencia de aparicio´n en los distintos docu-
mentos.
Para el estudio que nos ocupa hemos cons-
truido una matriz [te´rminos-documentos],
donde las ﬁlas representan todos los te´rminos
posibles hallados en el corpus y las columnas
representan todos los documentos del corpus.
En nuestra primera aproximacio´n, hemos ex-
tra´ıdo todas las palabras previamente lemati-
zadas y hemos calculado la frecuencia de apa-
ricio´n en cada documento. Esta informacio´n
es la entrada del mo´dulo de LSI para obtener
el nuevo espacio conceptual.
Una vez se ha obtenido el nuevo espa-
cio conceptual, podemos establecer la simili-
tud entre cada par de frases de RTE2 (T-H)
(Texto-Hipo´tesis). Para este propo´sito y uti-
lizando el me´todo de LSI hemos realizado dos
experimentos diferentes:
Documentos Relevantes. Se extraen
los 20 primeros documentos ma´s relevan-
tes para cada frase y se determina el gra-
do de similitud a partir del nu´mero de
documentos compartidos.
Palabras relevantes. Se extraen las
800 primeras palabras ma´s relevantes pa-
ra cada frase y se determina el grado de
similitud a partir del nu´mero de palabras
compartidas.
El resultado ﬁnal para cada tipo de ex-
perimento es un valor normalizado entre 0-1
que muestra el grado de similitud entre cada
par de frases (cuanto ma´s cercano a 1 sea el
resultado, ma´s similares sera´n las frases).
2.2. Espacio sema´ntico con
Text-Hipo´tesis
En esta seccio´n presentamos otro tipo de
experimentos utilizando como fuente de in-
formacio´n las palabras obtenidas a partir de
las frases de Texto (T) e Hipo´tesis (H). En
este caso, estudiamos la similitud entre ca-
da par T-H utilizando como espacio concep-
tual las frases proporcionadas como Texto
o las frases proporcionadas como Hipo´tesis,
respectivamente. En otras palabras, vamos
a construir dos tipos diferentes de matrices:
una utilizando las frases de Texto como cor-
pus y otra utilizando las frases de Hipo´tesis
como corpus. Con este experimento tratamos
de comprobar, si la informacio´n contenida en
las frases de RTE2 es suﬁciente para estable-
cer la implicacio´n textual.
La matriz [Hipo´tesis-Texto] contiene una
columna para cada frase de las proporciona-
das como Texto y una ﬁla para cada frase
de las proporcionadas como Hipo´tesis. Por
tanto, para establecer la similitud entre H-
T calculamos para cada frase de Hipo´tesis
cua´les son las frases de Texto ma´s relevantes
de acuerdo a nuestro espacio conceptual. El
resultado es una lista de las 20 frases ma´s re-
levantes de Texto junto con su valor de simi-
litud asociado. Si el par Texto-Hipo´tesis que
estamos buscando se encuentra entre las 20
frases extra´ıdas, obtenemos el valor de simi-
litud obtenido por el me´todo LSI (entre 0-1),
en otro caso, H-T tienen un valor de similitud
de 0.
El mismo procedimiento se sigue para ob-
tener la matriz [Texto-Hipo´tesis] y calcular la
similitud entre los pares T-H.
2.3. Espacio sema´ntico con
WordNet Domains
En esta seccio´n vamos a detallar co´mo
crear una matriz [te´rminos-dominios], a par-
tir de la informacio´n proporcionada por
WordNet Domains (WND), una base de da-
tos le´xica. En WND cada palabra tiene aso-
ciada una glosa, equivalente a la deﬁnicio´n
de un diccionario. Debido a la polisemia, una
palabra podra´ tener diferentes glosas o de-
ﬁniciones, y asociadas a cada deﬁnicio´n en-
contraremos una o varias etiquetas de domi-
nio (la coleccio´n de dominios esta´ organizada
jera´rquicamente y agrupa los sentidos de las
palabras segu´n su contenido sema´ntico). Es
decir, para un sentido de una palabra tendre-
mos uno o varios dominios y una glosa asocia-
da. Por ejemplo, para los diferentes sentidos
de la palabra ”music” tendremos los siguien-
tes dominios asociados: music#1:Music,
music#2:Acoustics, music#3:Free time, etc.
(Para ”music#1:Music”: su glosa ser´ıa: ”An
artistic form of auditory communication in-
corporating instrumental or vocal...”).
El primer paso para obtener la matriz con-
ceptual es extraer el conjunto de etiquetas de
dominio, ya que, cada dominio va a represen-
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tar una columna de nuestra matriz. En es-
te caso, tenemos una jerarqu´ıa de dominios
con alrededor de 200 etiquetas. Una vez sa-
bemos cua´ntos dominios tenemos, necesita-
mos extraer que´ palabras esta´n relacionadas
con cada dominio. Para obtener esta infor-
macio´n extraemos las palabras de las glosas
de WordNet Domains y asignamos a cada
una de estas palabras el dominio asociado al
sentido que esta´n describiendo. Es decir, he-
mos asignado a todas las palabras de Word-
Net Domains su dominio o dominios corres-
pondientes, creando as´ı pares de palabras-
dominios. Una vez obtenidos todos los pares
de palabras-dominios, construimos una ma-
triz [palabras-dominios] para obtener el es-
pacio conceptual.
En este caso, el espacio conceptual se ha
obtenido a partir de una base de datos le´xica
y no de un corpus determinado. Por tanto,
podemos decir que las palabras se van a re-
lacionar de acuerdo a sus relaciones sema´nti-
cas, independientemente del contexto en el
que aparezcan.
3. Aplicacio´n de la medida del
coseno
Para poder determinar la relacio´n
sema´ntica entre palabras necesitamos es-
tablecer una forma de medir el grado de
similitud. En este trabajo, se ha utilizado
una aproximacio´n vectorial, la medida de
similitud del coseno. Esta aproximacio´n
mide la distancia entre dos palabras uti-
lizando vectores de co-ocurrencia. Cada
palabra se representa mediante un vector
y el grado de similitud entre dos palabras
se obtiene midiendo la distancia entre
sus vectores asociados. Para obtener los
vectores de co-ocurrencia hay diferentes
tipos de relaciones le´xicas que pueden ser
utilizadas. La aproximacio´n tradicional
basada en corpus, construye un tipo de
vectores llamados vectores de co-ocurrencia
de palabras. Este tipo de vectores repre-
sentan una palabra a partir de los patrones
formados con otras palabras del corpus. Es
decir, podemos medir la similitud entre dos
palabras utilizando relaciones gramaticales
(co-ocurrencia de palabras con una relacio´n
sinta´ctica espec´ıﬁca) o utilizando relaciones
no gramaticales (co-ocurrencia de palabras
en una ventana de n-palabras). Sin embargo,
podemos considerar otro tipo de vectores
de co-ocurrencia: vectores de co-ocurrencia
de documentos. En este caso, las relaciones
entre palabras se obtienen a partir de un
conjunto de documentos y la similitud entre
cada par de palabras se calcula midiendo su
solapamiento en el conjunto de documentos.
Las siguientes secciones presentan una
descripcio´n de co´mo se han obtenido los vec-
tores de co-ocurrencia para medir la similitud
entre cada par de frases de T-H. En nuestro
estudio, hemos utilizado dos tipos de vectores
de co-ocurrencia, uno basado en la informa-
cio´n proporcionada por un corpus, y el otro
basado en el recurso le´xico Dominios Rele-
vantes, obtenido a partir de la base de datos
le´xica WordNet Domains.
3.1. Frecuencia de aparicio´n en
documentos
En nuestra primera aproximacio´n hemos
estudiado el efecto de utilizar la medida del
coseno con la informacio´n proporcionada por
el British National Corpus (BNC). Este cor-
pus proporciona un conjunto de alrededor de
4000 documentos, a partir de los cuales, po-
demos establecer la similitud entre dos pala-
bras utilizando vectores de co-ocurrencia de
documentos. Nuestra intencio´n es establecer
la similitud entre las frases de Texto y las de
Hipo´tesis midiendo su distancia sema´ntica.
El primer paso es representar las frases de
T y H mediante vectores. Cada vector ten-
dra´ alrededor de 4000 atributos, uno por ca-
da documento del corpus BNC. En nuestro
caso, cada vector representara´ una frase (T
o H). Los valores asignados a cada atributo
de los vectores se han obtenido a partir de la
frecuencia de aparicio´n de todas las palabras
de la frase en cada documento del corpus. De-
bido a que el nu´mero de palabras en T y H
es diferente, debemos normalizar los resulta-
dos obtenidos de acuerdo al nu´mero de pala-
bras de cada frase. Adema´s, una vez obtenida
la informacio´n proporcionada por la frecuen-
cia de las palabras en los documentos hemos
calculado la ”Inverse Document Frequency”(
idfw = log
(
N
nw
))
. Donde N es el nu´mero
total de documentos y nw es el nu´mero de
documentos que contienen la palabra w. Con
esta medida evitamos que palabras muy co-
munes tengan demasiada importancia y da-
mos mayor peso a aquellas palabras menos
comunes y que por tanto, nos aportan mayor
informacio´n sema´ntica.
Una vez obtenidos los vectores de
co-ocurrencia de documentos, podemos
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medir la similitud entre dos sentencias
(T y H) utilizando el valor del coseno(
cos(T,H) = T ·H|T ||H| =
∑n
i=1
Ti·Hi√∑n
i=1
Ti 2·
√∑n
i=1
Hi 2
)
.
En nuestro estudio, hemos utilizado dife-
rentes umbrales para establecer a partir de
cua´l se obtienen los mejores resultados, es de-
cir, a partir de que´ valor del coseno detecta-
mos correctamente si T y H inﬁeren el mismo
signiﬁcado o no. La Tabla 2 muestra los re-
sultados obtenidos para el mejor umbral.
3.2. Dominios Relevantes
En esta seccio´n presentamos una segun-
da aproximacio´n para establecer si T y H
inﬁeren el mismo signiﬁcado. En esta apro-
ximacio´n, utilizamos el recurso le´xico Domi-
nios Relevantes (DR). En este caso, la infor-
macio´n vendra´ representada por vectores de
co-ocurrencia de dominios.
En primer lugar, vamos a explicar co´mo se
ha obtenido el recurso le´xico Dominios Rele-
vantes y co´mo se ha utilizado esa informacio´n
para obtener los vectores de co-ocurrencia de
dominios. El recurso le´xico DR se ha obteni-
do a partir de las palabras de las glosas de
WordNet Domains. Para cada palabra de la
glosa tenemos un dominio asignado, e´ste do-
minio es el asociado al sentido sema´ntico que
describe la glosa. Esta informacio´n sera´ utili-
zada para calcular la relevancia de una pala-
bra con respecto a un dominio. Es decir, una
vez sabemos la frecuencia de aparicio´n de una
palabra con un dominio, podemos establecer
con la fo´rmula del Ratio de Asociacio´n (RA)(
RA(w,D) = Pr(w|D) log2 Pr(w|D)Pr(w)
)
(Chur-
ch y Hanks, 1990), cua´les son los dominios
ma´s relevantes de esa palabra.
Por lo tanto, el recurso le´xico DR con-
tiene todas las palabras de WordNet Do-
mains con sus dominios asociados y or-
denados segu´n el RA. Por ejemplo, para
la palabra ”organ” tenemos un listado de
cua´les ser´ıan sus dominios relevantes orde-
nados por el RA: Organ{Surgery:0.189502,
Radiology:0.109413, Sexuality:0.048288, Op-
tics:0.048277, Anatomy:0.047832, Physio-
logy:0.029388, ...:...}.
Los vectores de dominio obtenidos tienen
tantos atributos como dominios existen en
WordNet Domains. Para establecer la dis-
tancia sema´ntica entre T-H extraemos todas
las palabras de cada sentencia (previamen-
te lematizadas), obtenemos cua´les son sus
DR asociados y construimos los vectores de
co-ocurrencia de dominios. Por tanto, una
vez hemos obtenido el par de vectores de
co-ocurrencia, podemos calcular su distancia
sema´ntica utilizando la medida del coseno.
La utilizacio´n de este tipo de recurso se
debe a que queremos determinar si la elec-
cio´n de un corpus u otro inﬂuye a la hora de
establecer la distancia sema´ntica. Es decir,
podemos extraer frecuencias de aparicio´n de
palabras a partir de diferentes corpus y obte-
ner diferentes resultados al realizar el ca´lculo
de la distancia sema´ntica entre el mismo par
de sentencias. Por tanto, con el recurso DR
tratamos de evitar la dependencia de un cor-
pus porque los pares palabra-dominio se han
extra´ıdo a partir de una base de datos le´xica
y las relaciones han sido obtenidas a partir
de los signiﬁcados de las palabras no a partir
de un campo espec´ıﬁco o de una clasiﬁcacio´n
de documentos.
4. Experimentacio´n
En esta seccio´n presentamos un conjunto
de experimentos realizados con las aproxima-
ciones presentadas en las secciones previas.
Por una parte, se han realizado experimentos
con LSI utilizando como corpus BNC, Word-
Net Domains, frases de Texto y frases de
Hipo´tesis, estudiando el efecto producido al
utilizar lematizacio´n o no. Y por otra parte,
se han realizado experimentos utilizando la
medida de similitud del coseno con frecuencia
de aparicio´n en documentos y con el recurso
Dominios Relevantes. Adema´s, se han com-
binado estas diferentes aproximaciones con
un sistema de aprendizaje automa´tico pre-
vio, desarrollado y evaluado para resolver la
Implicacio´n Textual, para estudiar los resul-
tados tras an˜adir esta nueva informacio´n.
4.1. RTE2
Para la realizacio´n de los diferentes expe-
rimentos se ha utilizado el conjunto de da-
tos del ”development” y el ”test” del Se-
cond Recognizing Textual Entailment Cha-
llenge (RTE2) 1. Los ejemplos de este con-
junto de datos han sido obtenidos a partir de
aplicaciones reales de Extraccio´n de Informa-
cio´n, Recuperacio´n de Informacio´n, Bu´sque-
da de Respuestas y Resumen automa´tico. El
corpus proporciona 1600 ejemplos de Texto-
Hipo´tesis, de los cuales, 800 han sido utiliza-
1http://www.pascal-network.org/Challenges/
RTE2/Evaluation/
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dos como datos para el ”development” y los
restantes como datos para el ”test”.
Los resultados de nuestros experimen-
tos han sido determinados de acuerdo al
script de evaluacio´n de RTE2. De acuer-
do con este script, los sistemas han sido
comparados por sus resultados de accuracy
((no ejemplos correctos)/(no total ejemplos)).
4.2. LSI
Los experimentos basados en la informa-
cio´n proporcionada por el me´todo de LSI
muestran que la eleccio´n de diferentes corpus
inﬂuye a la hora de establecer si dos senten-
cias inﬁeren el mismo signiﬁcado.
Tal y como se describio´ en la Seccio´n 2,
hemos construido diferentes matrices a par-
tir de diferentes tipos de corpus. Por lo tanto,
para cada tipo de corpus utilizado hemos ob-
tenido diferentes resultados. La informacio´n
utilizada en cada experimento se explica a
continuacio´n2:
BNC corpus (LSI BNC NT). Extrae-
mos las palabras lematizadas del cor-
pus BNC y construimos una matriz
[palabras-documentos].
H sentences (LSILemaH, LSINoLe-
maH). Utilizamos como corpus las fra-
ses de H y construimos dos tipos de
matrices: una con las palabras lematiza-
das y otra con las palabras no lematiza-
das. El resultado ﬁnal son dos matrices
[T frases-H frases].
T sentences (LSILemaT, LSINoLe-
maT). Utilizamos como corpus las fra-
ses de T y construimos dos tipos de ma-
trices: una con las palabras lematiza-
das y otra con las palabras no lematiza-
das. El resultado ﬁnal son dos matrices
[H frases-T frases].
Relevant Domains (LSI RD). Extrae-
mos los dominios relevantes de cada
T frase y H frase y construimos una ma-
triz [DR H frases-DR T frases].
La Tabla 1 muestra los resultados obteni-
dos en los diferentes experimentos con LSI.
Los mejores resultados se han obtenido
utilizando las frases del Texto como corpus
2Cada experimento viene precedido de dev (deve-
lopment data set) o de test (test data set)
Sets Acc. IE IR QA SUM
devLSI BNC NT 49.90 49.87 49.15. 50.15 50.43
devLSI LemaH 53.25 52.00 48.00 54.00 59.00
devLSI NoLemaH 50.17 50.15 50.03 50.22 50.28
devLSI LemaT 56.87 51.50 58.00 56.50 61.50
devLSI NoLemaT 52.88 50.50 53.00 48.00 60.00
devLSI RD 56.98 52.25 58.60 56.83 60.25
testLSI BNC NT 49.67 49.43 49.00 50.02 50.24
testLSI LemaH 49.38 52.50 48.50 49.00 47.50
testLSI NoLemaH 53.37 50.50 54.00 49.00 60.00
testLSI LemaT 54.25 50.50 48.00 57.00 61.50
testLSI NoLemaT 53.63 52.50 50.00 50.00 62.00
testLSI RD 54.51 50.55 48.53 56.73 62.25
Tabla 1: Resultados para LSI
y los Dominios Relevantes. Con LSI toman-
do como corpus las frases del Texto, los re-
sultados son 56.87% para el development y
54.25% para el test. Esta aproximacio´n ob-
tiene mejores resultados que la aproximacio´n
que utiliza las frases de la Hipo´tesis como cor-
pus porque el Texto proporciona ma´s infor-
macio´n. Es decir, para establecer si dos frases
inﬁeren el mismo signiﬁcado es necesario es-
tablecer un mapeo completo entre cada par
de frases. Esto se consigue utilizando como
corpus el Texto, ya que, contiene mayor in-
formacio´n que la Hipo´tesis, de otra forma, se
perder´ıa informacio´n.
La segunda aproximacio´n utiliza como
corpus el recurso DR. En este caso, la matriz
inicial de LSI se ha obtenido a partir de la
informacio´n de WordNet Domains. Una vez
obtenido el espacio conceptual se ha estable-
cido la similitud entre cada par de frases T-
H. Como resultado ﬁnal, hemos obtenido un
porcentaje de 56.98% para el development y
54.51% para el test. En este caso, los resul-
tados mejoran debido a que el corpus sobre
el que se ha construido la matriz viene de-
terminado por las relaciones sema´nticas de
las palabras en una base de datos le´xica, evi-
tando as´ı el problema de la dependencia del
contexto cuando se utilizan corpus.
Los resultados obtenidos con el corpus
BNC demuestran que la informacio´n propor-
cionada no es suﬁciente para una correcta de-
terminacio´n de la Implicacio´n Textual. En la
Tabla 1 se puede observar que los resultados
oscilan entorno al 50%.
4.3. Coseno
En la Tabla 2 se muestran los resultados
de la medida tradicional de similitud del co-
seno utilizando la frecuencia de aparicio´n en
documentos y los resultados obtenidos utili-
zando el recurso DR. Usando la frecuencia de
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aparicio´n en documentos obtenemos un 52%
de accuracy. Sin embargo, utilizando DR tan-
to el development como el test alcanzan un
54%. Los resultados obtenidos demuestran
que la informacio´n contextual proporcionada
por las frases de T-H no es muy representati-
va y no proporciona suﬁciente conocimiento.
Por tanto, el coseno por s´ı solo no puede esta-
blecer una correcta inferencia de signiﬁcado,
pero puede ser u´til combinado con otros re-
cursos.
Sets Acc. IE IR QA SUM
devCosine DF 52.60 48.63 47.32 55.13 59.32
devCosine RD 54.25 50.50 48.00 57.00 61.50
testCosine DF 52.18 46.13 49.43 55.34 57.83
testCosine RD 54.00 46.50 56.50 56.00 57.00
Tabla 2: Resultados del coseno
4.4. Combinacio´n de MLEnt con
LSI y el coseno
Los experimentos realizados revelan que el
me´todo de LSI y la medida del coseno no son
lo suﬁcientemente potentes para establecer
una correcta inferencia entre un par de frases.
Sin embargo, ambas medidas pueden propor-
cionar informacio´n u´til. Por ello, se han com-
binado los valores obtenidos por estas te´cni-
cas con un sistema existente de aprendizaje
automa´tico (MLEnt) basado en SVM y te´cni-
cas de stacking y voting. Las diferentes apro-
ximaciones se han modelado como atributos.
En la Tabla 3 se muestran varios experi-
mentos con los resultados de la combinacio´n
del sistema MLEnt con LSI y coseno. Se pue-
den distinguir dos tipos de experimentos: uno
con el sistema previo MLEnt y otro con la
combinacio´n de LSI y coseno. Cada experi-
mento realizado se detalla a continuacio´n:
MLEnt con las caracter´ısticas ini-
ciales (ML Lex, ML Sem). MLEnt con
caracter´ısticas Le´xicas o Sema´nticas.
MLEnt con LSI (ML LSI Lex,
ML LSI Sem). Combinacio´n de MLEnt
con el me´todo de LSI con las sentencias
de Texto como corpus.
MLEnt con coseno (MLcosLex, ML-
cosSem). Combinacio´n de MLEnt con la
medida del coseno a partir de los Domi-
nios Relevantes.
MLEnt con LSI y coseno
(ML LSI cosL, ML LSI cosS). Combi-
nacio´n de MLEnt con LSI y coseno.
Sets Acc. IE IR QA SUM
devML Lex 56.87 49.50 55.50 51.00 71.50
devML Sem 60.12 54.00 61.00 59.00 66.50
devML LSI Lex 62.03 56.13 62.53 60.32 69.15
devML cos Lex 56.91 49.45 55.62 52.13 70.43
devML LSI cosL 57.13 49.50 55.50 52.50 71.00
devML LSI Sem 62.56 57.13 62.83 60.54 69.75
devML cos Sem 60.21 54.13 61.06 59.14 66.54
devML LSI cosS 61.75 56.00 59.50 62.50 69.00
testML Lex 51.75 52.00 53.50 55.50 46.00
testML Sem 54.25 50.00 55.50 47.50 64.00
testML LSI Lex 55.01 51.23 55.83 47.96 65.03
testML cos Lex 52.57 49.50 44.95 53.73 62.13
testML LSI cosL 54.87 46.50 53.00 56.00 64.00
testML LSI Sem 56.18 52.03 56.53 50.14 66.03
testML cos Sem 54.42 50.22 55.62 47.61 64.25
testML LSI cosS 56.50 53.00 58.00 57.50 57.50
Tabla 3: Resultados obtenidos en la combina-
cio´n de MLEnt con LSI y coseno
Como muestra la Tabla 3, los experimen-
tos realizados combinando LSI y la informa-
cio´n del coseno mejoran los resultados pre-
vios del sistema MLEnt. La adicio´n de esta
informacio´n como una nueva caracter´ıstica a
nuestro sistema mejora los resultados. Por lo
tanto, la informacio´n sema´ntica es una buena
forma de mejorar los resultados en un sistema
de aprendizaje automa´tico. De hecho, el me-
jor resultado obtiene un porcentaje de 62%
para el development y un 57% para el test.
Estos resultados son los obtenidos en el expe-
rimento que combina el sistema MLEnt con
ambas medidas LSI y coseno.
En conclusio´n, podemos decir que LSI y
coseno proporcionan informacio´n u´til para un
sistema de aprendizaje automa´tico que tra-
ta de resolver el problema de la Implicacio´n
Textual.
5. Conclusiones y trabajo futuro
En este art´ıculo presentamos una nue-
va aproximacio´n para resolver la Implicacio´n
Textual basada en informacio´n de similitud
sema´ntica obtenida a partir de Sema´ntica La-
tente y la medida de similitud del coseno. Ini-
cialmente, se han comparado los resultados
obtenidos a partir de diferentes corpus, ta-
les como, BNC y el corpus obtenido a partir
de las frases de Texto-Hipo´tesis. La informa-
cio´n proporcionada por un corpus depende
del dominio o del tema que se este´ tratando
y puede inﬂuir en la relevancia de una pala-
bra o de toda una frase. Para evitar este tipo
de dependencia, hemos propuesto dos apro-
ximaciones: LSI y la medida del coseno, ba-
sados en el recurso WordNet Domains. En
estas aproximaciones, se considera la infor-
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macio´n proporcionada por un recurso esta´ti-
co, la base de datos le´xica WordNet Domains.
En este caso, la informacio´n contenida es ma´s
precisa que la proporcionada por un corpus
donde la frecuencia de aparicio´n de una pala-
bra var´ıa en funcio´n del tema que se este´ tra-
tando. Tras los experimentos realizados los
resultados obtenidos para el development y
el test, son bastante similares, alcanzando el
54% para la medida del coseno y el 54.4%
para el me´todo de LSI.
Una vez estudiada la contribucio´n de LSI
y de la medida del coseno, consideramos que
la informacio´n proporcionada por estas dos
te´cnicas no es suﬁciente para la correcta de-
teccio´n de la Implicacio´n Textual. Por este
motivo, hemos realizado una serie de expe-
rimentos, donde se han estudiado los resul-
tados de combinar LSI, el coseno y un siste-
ma existente de aprendizaje automa´tico. Los
experimentos realizados muestran co´mo es-
ta combinacio´n mejora los resultados obte-
niendo un 61.75% para el development y un
56.50% para el test.
En conclusio´n, en este trabajo hemos de-
mostrado que el me´todo de la Sema´ntica La-
tente es una herramienta muy potente pa-
ra extraer informacio´n sema´ntica y que pue-
de mejorar los resultados de un sistema de
aprendizaje automa´tico existente. Para la
realizacio´n de los diferentes experimentos he-
mos empleado diferentes funcionalidades del
me´todo LSI, sin embargo, en el futuro que-
remos utilizar sus propiedades para extraer
sino´nimos, anto´nimos y otro tipo de relacio-
nes. Adema´s, en este trabajo, la similitud
sema´ntica ha sido evaluada considerando la
sentencia completa, lo cual introduce bastan-
te ruido. Por tanto, nuestra intencio´n es estu-
diar la inﬂuencia de utilizar informacio´n sin-
tagma´tica en lugar de utilizar todas las pala-
bras de una frase sin tener en cuenta el tipo
de relacio´n en los diferentes sintagmas.
Bibliograf´ıa
Aston, G. 1996. The british national corpus
as a language learner resource. En TALC
96.
Bar-Haim, Roy, Ido Dagan, Bill Dolan, Li-
sa Ferro, Danilo Giampiccolo, Bernardo
Magnini, y Idan Szpektor. 2005. The se-
cond pascal recognising textual entailment
challenge. En Proceedings of the PASCAL
Challenges Workshop on Recognising Tex-
tual Entailment.
Church, K. y P. Hanks. 1990. Word as-
sociation norms, mutual information and
lexicograhy. Computational Lingu¨istics,
16(1):22–29.
Dagan, I. y O. Glickman. 2004. Probabilistic
textual entailment: Generic applied mode-
ling of language variability. En PASCAL
Workshop on Learning Methods for Text
Understanding and Mining.
Dagan, I., O. Glickman, y B. Magnini. 2005.
The pascal recognising textual entailment
challenge. En Proceedings of the PASCAL
Challenges Workshop on Recognising Tex-
tual Entailment.
Deerwester, Scott, Susan T. Dumais, Geor-
ge W. Furnas, Thomas K. Landauer, y
Richard Harshman. 1990. Indexing by la-
tent semantic indexing. En Journal of the
American Society for Information Scien-
ce., volumen 41, pa´ginas 321–407.
Kozareva, Z. y A. Montoyo. 2006a. Mlent:
The machine learning entailment system
of the university of alicante. En Procee-
dings of the PASCAL Challenges Works-
hop on Recognising Textual Entailment.
Kozareva, Z. y A. Montoyo. 2006b. The
role and the resolution of textual entail-
ment for natural language processing ap-
plications. En 11th International Confe-
rence on Applications of Natural Language
to Information Systems (NLDB).
Magnini, Bernardo y Gabriela Cavaglia.
2000. Integrating Subject Field Codes in-
to WordNet. En M. Gavrilidou G. Cra-
yannis S. Markantonatu S. Piperidis, y
G. Stainhaouer, editores, Proceedings of
LREC-2000, Second International Confe-
rence on Language Resources and Evalua-
tion, pa´ginas 1413–1418, Athens, Greece.
Miller, G. 1995. Wordnet: a lexical data-
base for english. Communications of the
ACM., 38(11).
Montoyo, Andre´s, Sonia Va´zquez, y German
Rigau. 2003. Me´todo de desambiguacio´n
le´xica basada en el recurso le´xico Domi-
nios Relevantes. Procesamiento del Len-
guaje Natural, 30, september.
196
Sonia Vázquez, Zornitsa Kozareva y Andrés Montoyo
