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Abstract—Graph signal processing analyzes signals supported
on the nodes of a graph by defining the shift operator in
terms of a matrix, such as the graph adjacency matrix or
Laplacian matrix, related to the structure of the graph. With
respect to the graph shift operator, polynomial functions of
the shift matrix perform filtering. An application considered
in this paper, convergence acceleration filters for distributed
average consensus may be viewed as lowpass graph filters
periodically applied to the states. Design of graph filters depends
on the shift matrix eigendecomposition. Consequently, random
graphs present a challenge as this information is often difficult
to obtain. Nevertheless, the asymptotic behavior of the shift
matrix empirical spectral distribution provides a substitute for
suitable random matrix models. This paper employs deterministic
approximations for empirical spectral statistics from other works
to propose optimization criteria for consensus acceleration filters,
evaluating the results through simulation.
Index Terms—graph signal processing, distributed average
consensus, filter design, Chebyshev approximation, random
graphs, random matrices, spectral statistics
I. INTRODUCTION
Signal processing applications increasingly benefit from
analysis methods that account for underlying structure in data,
often modeled by a graph [1, 2]. Graph signal processing ana-
lyzes data in terms of this structure by representing signals as
functions on the graph nodes and by defining the shift operator
as a matrix that respects the graph structure, such as the
adjacency matrix or the Laplacian matrix [1, 2]. Under these
definitions, left multiplication of polynomials in the graph
shift matrix with the graph signal vector performs filtering [1].
When the graph shift matrix is diagonalizable, decomposition
of the signal vector in the basis of shift matrix eigenvectors
provides an analogy to the Fourier transform, where the
eigenvectors serve as pure frequency signal components [3].
Because the shift matrix eigenvalues relate to the total variation
of the eigenvectors, they provide a notion of frequency that can
be used to order the eigenvectors [3]. For a shift matrix WG ,
the response of a graph filter p (WG) to an eigenvector v of WG
with corresponding eigenvalue λ is p (WG)v = p (λ)v [4].
Thus, the eigenvalues of the shift matrix play a critical role
in graph filter design. Random graphs and matrices result
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in random eigenvalues, which complicates the filter design
process.
This paper examines design of graph filters used to improve
the convergence rate of the distributed average consensus algo-
rithm for large scale random networks. In distributed average
consensus, the network nodes must reach agreement on the
mean of data distributed among the nodes through an iterative
algorithm only using local communications [5], a problem
relevant to applications such as sensor data fusion [6], flocking
of multiagent systems [7], and processor load balancing [8].
In each iteration of the algorithm, the network nodes update
a state variable, initially set to the node data, by computing a
linear combination of neighbor node states. Thus, distributed
average consensus on a graph G is described by the dynamic
system
xn+1 = WGxn (1)
where xn collects the node states at time n, x0 collects the
initial node data, and the weight matrix WG describes the state
update, which respects the graph structure G [9]. If the weight
matrix WG satisfies
WG1 = 1, `>WG = `>, ρ (WG − J`) < 1 (2)
where ρ is the spectral radius and J` = 1`>/`>1 is the
weighted average consensus matrix, then xn will asymptot-
ically approach a weighted average of the initial data J`x0 =
(`>x0/`>1)1 at rate closely related to ln ρ (WG − J`) [9].
Note that if WG is a doubly stochastic matrix, ` = 1 so the
unweighted average is produced.
Convergence rate acceleration for distributed average con-
sensus may be accomplished by periodically applying a filter
to previous node states. For a filter of degree d, the modified
algorithm performs the state update in (1) and additionally sets
xn :=
d∑
k=0
akxn−d+k, n ≡ 0 (mod d) (3)
on every dth iteration, where the filter coefficients form the
polynomial p (WG) =
∑d
k=0akW
k
G [10]. If the filter satisfies
p (WG)1 = 1, `>p (WG) = `>, ρ (p (WG)− J`) < 1 (4)
the state converges to the weighted average consensus at
rate closely related to 1/d ln ρ (p (WG)− J`) [10]. Thus,
consensus acceleration filters should be designed to reduce
ρ (p (WG)− J`). For known network topologies and weight
matrices with K distinct eigenvalues, finite time consensus
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filters use polynomials with zeros at the K − 1 distinct
eigenvalues λ 6= 1 to reach consensus in a finite number
of iterations, representing an extreme example potentially
requiring high filter degree [11]. For filters of lower fixed
degree 1 ≤ d ≤ K − 1 and known weight matrices, [10]
formulates a semidefinite program that yields the optimal
solution. For random switching network topologies, [10] also
attempts to design consensus acceleration filters by applying
the semidefinite program to the mean weight matrix. However,
this can lead to suboptimal results or even divergence when the
eigenvalues of the mean matrix do not sufficiently approximate
the random weight matrix eigenvalues. Therefore, consensus
acceleration filter design should employ, when possible, a
more complete understanding of the weight matrix spectral
statistics.
Because the consensus weight matrix respects the graph
structure and distributed average consensus asymptotically
produces a constant vector, consensus acceleration filters can
be viewed as lowpass graph filters. The methods presented
in this paper combine deterministic approximations of the
empirical eigenvalue distribution of large scale random ma-
trices with linear programming for Chebyshev approximation
to optimize the convergence rate for large scale constant (with
respect to time iterations) random networks. Related literature
features contrasting approaches including filters based on
Chebyshev polynomials of increasing degree [12], ARMA
filter response specifications selected independently from the
graph [13], spectral clustering based on the smallest and sec-
ond largest eigenvalue modulus [14], and different asymptotic
methods [15]. In this paper, section II describes background
information from random matrix theory used to describe the
weight matrix spectral statistics. Section III proposes the filter
optimization problem and discusses numerical practicalities.
Section IV supports the proposed design method with simula-
tion results and also discusses choice of weight matrix. Finally,
Section V provides concluding remarks. For an extended
version of this paper, refer to [16].
II. BACKGROUND: RANDOM MATRIX THEORY
Filter design for signal processing on graphs depends on
knowledge of the graph shift matrix eigenvalues. As previously
noted, the value of the filter polynomial at each eigenvalue
determines the response to the corresponding eigenvector.
Therefore, spectral information should inform design criteria
for the filter response. However, for contexts in which the
graph is subject to stochastic influences, the corresponding
shift matrix and associated eigenvalues also become random
variables. With few exceptions [17], the joint eigenvalue distri-
bution typically proves analytically elusive. Nevertheless, for
some matrices of large size [18]–[22], useful information can
be obtained through the asymptotic behavior of the empirical
eigenvalue distribution defined below.
For an N×N matrix WN with real eigenvalues λ1, . . . , λN ,
the empirical spectral distribution function, defined by
FWN (λ) =
1
N
N∑
i=1
χ (λi ≤ λ) (5)
Fig. 1: Example empirical spectral distribution (blue shaded)
and deterministic approximation (black curve) for row normal-
ized Laplacian of 2D lattice stochastic block model network
from Figure 5 described in Section IV
where χ is the indicator function, counts the number of eigen-
values on the interval (−∞, λ] [21]. Likewise, the empirical
spectral density function, defined by
fWN (λ) =
1
N
N∑
i=1
δ (λ− λi) (6)
where δ is the Dirac delta function, indicates eigenvalue
locations [21]. While these are function valued random vari-
ables due to the random eigenvalues, the empirical spectral
distribution and density may sometimes be approximated by
deterministic functions for random matrices of large size. For
a family WN of random matrices of dimensions N × N
parameterized by N , the sequence FWN of empirical spectral
distributions may approach a limiting spectral distribution
Flim. Well known examples include the Wigner semicircular
law [18], the Marchenko-Pastur Law [21], and the Girko circu-
lar law [19]. Similarly, a sequence of deterministic distribution
functions FN that asymptotically approximate the empirical
spectral distribution sequence is known as a deterministic
equivalent for the sequence [21].
The stochastic canonical equation methods of Girko provide
one approach to obtaining these deterministic equivalents [19].
For random matrix models that satisfy certain regularity con-
ditions, the Stieltjes transform of a deterministic equivalent
distribution can be computed by solving a system of equations
that depends on the random matrix model parameters [19].
These methods allow analysis of matrices with elements that
are independent but not necessarily identically distributed,
as would arise from many random graph models, such as
percolations of non-complete supergraphs [19]. Use of Girko’s
methods to approximate empirical spectral distributions of
graph adjacency matrices, normalized adjacency matrices, and
normalized Laplacian matrices has been examined in [23]–
[25]. This paper employs the deterministic equivalents com-
puted using these methods along with the filter design criteria
proposed in Section III to produce the simulation results
appearing in Section IV.
III. FILTER DESIGN METHOD
In order to design graph filters that accelerate the distributed
average consensus process, note that the worst case consensus
convergence error at time n = md is ‖p (W )m − J`‖2 where
d is the degree of filter polynomial p (W ) =
∑d
k=0 akW
k and
`>W = `>. When the weight matrix can be diagonalized by
matrix V , it follows that
ρ (p (W )− J`)m ≤ ‖p (W )m − J`‖2
≤ ‖V ‖2
∥∥V −1∥∥
2
ρ (p (W )− J`)m .
(7)
Thus, bounds for the worst case convergence rate can be
optimized by designing the filter to minimize ρ (p (W )− J`).
When comparing performance of different length filters, the
per iteration convergence rate 1/d ln ρ (p (W )− J`) should
be used. Given a random N × N weight matrix model with
deterministic approximation fN for the empirical spectral
density, the proposed optimization (8) solves this problem in
the space of polynomials with degree at most d. The condition
that p (W )1 = 1 and the condition that W1 = 1 impose the
equality constraint p(1) = 1.
min
p∈Pd
max
λ∈Λκ,τ
|p (λ)|
s.t. p (1) = 1
Λκ,τ = {λ < 1− κ|fN (λ) > τ}
(8)
The set Λκ,τ for small constants κ and τ defines the spectral
region of interest, where κ guarantees a transition region
around the equality constraint and τ specifies where the
density function fN has negligible value. Intuitively, (8)
minimizes the worst case graph filter frequency response at
eigenvalues of W captured as the support of the deterministic
approximation fN to the empirical eigenvalue distribution.
While a loss of robustness is possible if an eigenvalue falls
outside the approximate spectral distribution support, the true
support is well approximated asymptotically large networks
with spectral convergence behavior and reasonable filter de-
grees, and additional constraints could be added to explicitly
prevent this.
This minimax polynomial optimization can be understood in
the context of Chebyshev approximation and produces equirip-
ple behavior. While a Remez algorithm could be employed, it
can also be formulated as a linear program for simplicity. In
practice, the substitution in (9)-(10) may be utilized to improve
the conditioning of the resulting linear program by eliminating
the equality constraint, where the {φn} denote a basis of scaled
and shifted Chebyshev polynomials of the first kind chosen as
in (13).
p (λ) = 1 + (1− λ)q (λ) (9)
q (λ) =
d−1∑
n=0
anφn (λ) (10)
This results in the modified optimization problem in (11),
which can be used to obtain p (λ) by finding q (λ).
min
q∈Pd−1
max
λ∈Λκ,τ
|(1− λ) (q (λ) + 1/(1− λ))|
Λκ,τ = {λ < 1− κ|fN (λ) > τ}
(11)
The linear program in (12) solves the problem by minimizing
the bound on the objective function absolute value at rep-
resentative sample points ΛS ⊂ Λκ,τ (e.g., several hundred
uniformly spaced points).
min
{an},>0

s.t. (1−λi)
(
d−1∑
n=0
anφn(λi)− 1
1−λi
)
< 
−(1−λi)
(
d−1∑
n=0
anφn(λi)− 1
1−λi
)
< 
for all λi ∈ ΛS
(12)
For good numerical performance, the basis of Chebyshev
polynomials {φn} should be scaled to the spectral region of
interest Λκ,τ as follows, where Tn is the degree n standard
Chebyshev polynomial of the first kind [26].
φn (λ) = Tn
(
λ− β
α
)
α =
λmax − λmin
2
, β =
λmax + λmin
2
λmax = max (Λκ,τ ) , λmin = min (Λκ,τ )
(13)
IV. SIMULATIONS
In order to demonstrate the performance of the filters
designed using the proposed methods, this section provides
supporting simulation results for constant random networks.
The first pair of simulations compares the relative convergence
rates of filters for weight matrices based on the unnormalized
Laplacian matrix and weight matrices based on the row-
normalized Laplacian matrix. The second pair of simulations
compares the proposed method to other filter design methods
available in the literature.
The simulations presented in this section cover two random
network models. An Erdo˝s-Re´nyi network on N nodes de-
scribes a random graph model in which each pair of nodes
connects according to independent Bernoulli trials with link
probability θ [27]. A D-dimensional lattice stochastic block
model consists of N1 × · · · × ND populations, each with M
nodes. The populations correspond to D-tuples and collec-
tively form a lattice in the sense of [28]. Nodes connect to
other nodes according to independent Bernoulli trials if their
population tuples differ by at most one symbol, with link
probability θ0 within populations and θk between nodes in
populations along lattice dimension k. The adjacency matrix
empirical spectral distributions of both of these models are
amenable to analysis by the methods of Girko, as done in [23]–
[25]. The second simulation uses the spectral distribution
approximation results from [23]–[25] without repeating the
derivation.
The proposed optimization problem does not specify a
particular scheme for choosing the weight matrix WG for graph
G, requiring only that WG satisfy the weighted consensus
conditions (2). A common choice for the weight matrix,
WG = I − αL (G) depends on the unnormalized graph
Laplacian matrix L (G) = D (G) − A (G) where D (G) is
the diagonal degree matrix and A (G) is the graph adjacency
Fig. 2: Consensus convergence rates for an Erdo˝s-Re´nyi
network with 2000 nodes and connection probability θ = 0.03
using filters based on weights W=I− αL and W=I− αL̂R
Fig. 3: Consensus convergence rates for a 2D lattice stochastic
block model network with 3×7 populations of 100 nodes and
connection probabilities (θ0, θ1, θ2) = (0.15, 0.09, 0.06) using
filters based on weights W=I− αL and W=I− αL̂R
Fig. 4: Consensus convergence rates for an Erdo˝s-Re´nyi
network with 1000 nodes and connection probability θ = 0.05
using filters of degree d = 1, . . . , 10 based on L̂R for listed
methods
Fig. 5: Consensus convergence rates for a 2D lattice stochastic
block model network with 3×4 populations of 100 nodes and
connection probabilities (θ0, θ1, θ2) = (0.10, 0.10, 0.10) using
filters of degree d = 1, . . . , 10 based on L̂R for listed methods
matrix. The scale parameter α must be chosen to satisfy
the spectral radius constraint. Note that WG = I − αL (G)
is a doubly stochastic matrix, so the unweighted average is
produced. However, the spectral statistics of the Laplacian
are typically not approachable using Girko’s methods. In the
case of Erdo˝s-Re´nyi networks, the limit of the Laplacian
empirical spectral distribution has density given by the free
convolution [22] of a Gaussian distribution and a semicircular
distribution [29], but results for other models are typically
inaccessible.
Alternatively, the weight matrix scheme WG = I−αL̂R (G)
where L̂R (G) = I − D (G)−1A (G) is the row-normalized
Laplacian can be selected. This is a row-stochastic matrix with
left eigenvector ` = d, the vector of node degrees, correspond-
ing to λ = 1. Although this leads to a weighted average, the
unweighted average can be produced through premultiplication
by the corrective transform
(
d>1
)
/
(
1>1
)
D−1, which can be
applied at each node using the average node degree and the
local node degree. Because the row-normalized Laplacian is
more amenable to analysis using the methods of Girko [23]–
[25], WG = I − αL̂R (G) presents an appealing choice for
use with (8). Figures 2 and 3 show the relative convergence
rates for each of these weight matrices using the simulated
expected empirical densities for an Erdo˝s-Re´nyi network and
a 2D lattice stochastic block model with 1/α chosen as
the approximate center of the distribution support. Note that
WG = I − αL̂R (G) outperforms WG = I − αL (G) further
recommending use of the weight matrix based on the row-
normalized Laplacian. Intuitively, this observation is expected
due to the convolution-like composition of the Laplacian
empirical spectral density resulting in less compact support.
The second group of simulations compares the results
obtained from the proposed design method (8) to those
from the mean matrix semidefinite program method described
in [10] and from the Newton interpolating polynomial method
described in [10] for various filter degrees. A deterministic
approximation for the empirical spectral density was com-
puted using Girko’s stochastic canonical equation theorem
as in [23]–[25] to be used with the proposed optimization
method (8). The results for the proposed optimization method
compare favorably to these methods as seen in Figures 4 and 5,
which plot the per iteration convergence rates for filters of de-
gree d = 1, . . . , 10. Note that because the polynomial based on
the semidefinite program only has a unique solution for filter
degree less than the number of distinct mean weight matrix
eigenvalues, it only appears for d = 1 in Figure 4 and d ≤ 4 in
Figure 5. Furthermore, the results were compared with filters
designed using the proposed optimization method (8) with an
oracle for the true empirical spectral distribution. The proposed
method using the deterministic equivalent distribution achieves
nearly equal results, demonstrating good performance.
V. CONCLUSION
Filter design for signal processing on random graphs re-
quires the ability to obtain information about the random
shift matrix eigenvalues. Thus, methods from random matrix
theory that capture asymptotic deterministic structure in the
empirical spectral distributions of suitable matrices provide
useful tools for filter design in the context of large scale ran-
dom graphs. This paper proposed an optimization problem to
derive convergence acceleration filters for distributed average
consensus, which can be understood as lowpass graph filters.
In practical terms, these filters enable improved accuracy over
a fixed number of iterations or a given level of accuracy in
fewer iterations. The proposed method combines Chebyshev
approximation techniques with deterministic equivalents for
shift matrices derived in other papers using Girko’s stochastic
canonical equations. Simulation results demonstrate that the
filters derived perform well on constant random networks,
comparing favorably to other tested methods. Consideration
of weight matrices based on the unnormalized and row-
normalized Laplacians suggest faster convergence can be
achieved using random row-normalized Laplacians. Further
work will focus on analysis of time-varying random networks
and additional graph signal processing applications.
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