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CHAPTER 1 INTRODUCTION 
Queueing theory as a subject of research started at the beginning of this century, 
when A. K. Eriang [1909] conducted his pioneering studies on individual queues, in 
the context of telephone switching. Since the 19o0's, this area of study has experi­
enced a rapid development and ha^ found enormous amounts of application in industry 
and business. Today, more general queueing systems or queueing networks, rather than 
individual queues, have become a fashion as people have studied various types of interre­
lated service systems in real life. The rapid developing of computer and communication 
technology has been a major factor in solving and creating many new problems. 
This research addresses both of these types of problems. The first one. consisting of 
Chapter 2 only, is of classic queueing theory type, and investigates the moment conver­
gence of the M/G/\ model (terminology'explained below) and establishes its normalized 
moment convergence under heavy traffic. The second one. which consists of Chapters 
3 and 4, addresses lineal and confluent production systems. Steady state performance 
measures of such systems are discussed under various disciplines and service time dis­
tributions. Some design issues also are discussed, with emphasis on the comparison of 
two-level confluent systems with their lineal counterparts, a topic apparently not dis­
cussed heretofore in the literature. 
In this writing, we will follow Kendall's [Kendall, 1953] notation which is com­
monly applied in queueing theory literature. .A. queueing model is classified by a string 
A/B/X/Y!X/, where A represents the inter-axrival time distribution, B represents the 
service time distribution, X represents the number of parallel service channels (servers), 
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y represents the system capacity or number of buffers (default: Infinity), and Z repre­
sents the queue discipline (default: First Come First Serve discipline). 
For example. M / M / 1  denotes a queueing model with exponential inter-arrival times, 
expon e n tial service times, one server, infinite capacity, and FCFS discipline: and .V/jG/1 
denotes a model with exponential inter-arrival times, general service times, one server, 
infinite capacity and FCFS discipline. The entire set of inter-arrival times and service 
times are assumed to be mutually independent. 
1.1 Heavy Traffic Moment Convergence for Queueing Models 
In queueing theory, obtaining the limiting or steady state distribution of the system 
size, customer waiting time, customer system time, etc., is classic. Through these steady 
state distributions, long run system performance measures may easily be obtained. How­
ever the system state distribution's convergence to steady state distribution is usually in 
the sense of weak convergence. Our first concern in this chapter is, then, with the cor­
responding moment convergence. We verify moment convergence of system size for the 
M/M/l queue, by the usual sort of dominated convergence argument. Then based on 
Tweedie [Tweedie. 1983], we address system size moment convergence for the embedded 
Markov chain of an M/G/l queue, and find that, under certain conditions, for k > 0, 
CO OO 
H = a:) = ^ x'' lim Pr{Xt^ = x), 
r=l 1=1 
where in represents the nth departure time, and is the system size at time 
In view of the above-mentioned weak convergence, and the well-known fact that the 
limiting distribution of embedded Markov chain tt^. = lim„_^oo = x) is equal to 
the limiting distribution of general time system size probability Pi = limt_).cc 
where Xt is the system size at an arbitrary moment t, the above relation certainly can 
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be extended to 
lim x''Pr{Xt^ = x) = V lim Pr{Xt^ = x) = V lim P r { X t  =  x ) .  
n-t-oo 7i-foo t-^QC 
x=l x=l 1=1 
One would hope to add the fourth term 
OO 
lim x''Pr{Xt = x) 
t-^CO 
to this equality stream, a step apparently taken by many authors, possibly in view of 
considerations mentioned in Chapter 5. 
Finally, based on the above moment convergence arguments, we obtain an extension 
of the Pollaczek-Khintchine formula in iterative form. We then apply this extension to 
the M/G/l model under heavy traffic, for which the ratio of the arrival rate and the 
service rate tends to 1 from below. Extending a result of Tsuyama and David [Tsuyama 
and David. 1997]. necessary and sufficient conditions are given for heavy traffic system 
size moment convergence. Examples are given of queues satisfying, and not satisfying, 
those conditions. The results are seen to slightly enlarge the domain of applicability of 
exponential heavy traffic asjmptotics for M/G/l queues [Asmussen. 1987, pgl96]. 
1.2 Production Line System Analysis 
-A. production line with unlimited storage between stations can be modeled as a 
series queue with infinite buffers [Hunt, 1956]. Hunt also initiated investigation of series 
queues with finite buffer capacity, ajid was able to derive some ainalytical forms for 
small systems. Patterson [Patterson, 1964] further developed the analysis of sequences 
of service stations with finite buffers between stations, and his formulation became the 
standard for modeling production line systems [e.g., Hillier and Boling, 1977; Muth, 
1984]. 
Though it was recognized early in the development of queueing theory that a theory of 
single server queueing systems was not adequate, systematic exploring of interconnected 
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systems of service stations, or so-called networks of queues, began in the 1950's. The 
series queues with infinite capacity used to model a production line with unlimited 
storage between stations [Hunt, 1956] in fact, constitutes a simple example of a Jackson 
Network. Jackson networks [Jackson, 1957; 1963] are queueing networks more general 
than infinite-buffer series queues useful for production line analysis, that nonetheless 
serve to illuminate the latter. Jackson's breakthrough was to offer manageable steady 
state solutions in product form for these general networks. Since then. Jackson networks 
have found application in many fields. 
There are major limitations to Jackson networks, i.e.. exponential service times and 
infinite queue capacity. These were in paxt remedied by "Kelly-type" networks [Kelly. 
197o; 1976], the next major development in the field. Among other things, Kelly-type 
networks allow some flexibility in service time while maintaining the product form of 
steady state solutions. Kelly's approach underlies the discussion in Chapter 3. 
Based in part on Kelly's work, Chapter 3 discusses production line systems with var­
ious service time distributions. Emphasis will be on mixture service time distributions 
and their connection to Kelly's multi-class unit models. Section 3.2 reviews produc­
tion line systems and performance measure computations for such systems. Section 3.2 
also discusses the periodicity commonly encountered in modeling the production line 
systems, and provides a theoretical verification. Section 3.3 discusses production line 
systems with phase-type service time distributions. Section 3.4 discusses mixture ser­
vice time distributions (exponential and non-exponential for the infinite buffer cases; 
exponential or phase type for the finite buffer cases) in production lines and formulates 
the equivalence of mixture service time and multi-class unit models for production line 
system analysis. For infinite buffer series queues, as a limitation inherited from Kelly 
Networks, certain queue discipline restrictions need to be invoked in order to allow each 
individual cla^s of units its own service time (or equivalently, to allow mixture service 
time distributions in series queues), and therefore to maintain Kelley's product forms. 
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This may restrict application to the real world. Future work may. in one direction, in­
volve lifting part of these restrictions, or, in other directions. ma\' involve investigating 
under what conditions these special queue disciplines are optimal or not optimal for sys­
tem performance. For finite buffer series queues, the major problem is the large number 
of model states, coupled with a rapidly increasing computational load, inherent in the 
classical approach adopted here. Any non-standard approach, even perhaps involving 
approximation, would constitute a useful development. 
In Chapter 4, we investigate the non-lineal confluent production system for finite 
buffer situations, which, to the author's knowledge, has been treated only in Woo [Woo. 
1993]. We point to the instability of the confluent system with assembly discipline in the 
infinite buffer case. For the finite buffer assembly discipline case, we demonstrate the 
derivation of system performance measures as we did for lineal systems. We also address 
certain design issues, with emphasis on the design of a two-level confluent system. Some 
optimal design rules are suggested, by way of both theoretical and numerical analysis. 
The two-level confluent system is compared with its lineal counterpart in terms of transit 
rate, and some engineering thoughts are given based on these comparisons. Future work 
in this area might extend system performance analysis and design investigations to higher 
levels of confluent systems and combinations of lineal and confluent systems. 
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CHAPTER 2 HEAVY TRAFFIC MOMENT 
CONVERGENCE FOR M/M/l AND M/G/l MODELS 
2.1 Introduction 
In queueing theory literature, limiting distributions are commonly used in investi­
gating systems' long term performances. In this vein, we consider the convergence of 
the system size moments for the M/M/l and M/G/l queueing models. For the M/M/l 
model, we verify the moment convergence by examining the uniform boundedness of the 
s y s t e m  s i z e  m o m e n t s  f o r  t h e  t r a n s i e n t  c o n t i n u o u s - t i m e  d i s t r i b u t i o n s .  F o r  t h e  M / G / l  
model, we deal with the usual embedded Markov chain and establish moment conver­
gence mainly through analyzing its limiting distribution. Given embedded Markov chain 
moment convergence for the M/G/l model, we obtain an extension of the Pollaczek-
Khintchine formula on an iterative basis. We then apply this extension to the heavy 
traffic situation, for which the system utilization factor p tends to one from below for a 
sequence of M/G/l models, and give conditions under which embedded Markov chain 
moment convergence accompanies the well-known heavy traffic exponential limit. 
We first consider the M/M/l model by way of its transient behavior. 
2.2 Convergence of Transient System Size Moments for the M / M / 1  
Model 
By Kendairs [1953] notation, M f M / l ,  where M  means Markovian. indicates a single 
server queueing system with exponential interarrivai times, exponential service times, no 
restriction on system capacity, and first-come first-serve queue discipline. .Assume that 
1/A and l//x are mean interarrivai time and mean service time for the .V//.1//1 model 
respectively. Based on the Markovian property of the .V//M/1 model as a continuous 
time process, a system of differential-difference equations for the system size probabilities 
(Pj(^) the probability of system size j at time t) can be established [Bailey. 1954: 
Gross and Harris. 19S5. pgl29]. To solve for Pj[t). Gross and Harris convert these equa­
tions to a partial differential equation for the generating function of the Pj{t). .-Vssume 
w.l.o.g. system size j at time 0, they find, via a Laplace transformation technique. 
P j[ t )  =  Pr{the system size is j  at time 
here, l j { x )  = (i integer) is the modified Bessel Function. 
Gross and Harris [1985] go on to point out that. If 
X < fj., 
then 
lim p j ( t )  = (1 - -)(-)^ (2.2) £-+cc jj, ^ 
as expected. 
Since the density of the limiting distribution decreases at a geometric rate cls n 
increases, its moments of any order exist. 
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The limiting distribution of system size for the iV//M/l queue can be derived without 
resorting to the above analysis (in particular formula (2.1)). say as the stationary so­
lutions of the corresponding Chapman-Kolmogorov equations. However, relation ( 2.1) 
in fact allows establishing the convergence of the moments of the transient distribu­
tions to those of the limiting distribution ( 2.2). which justifies the common practice of 
concentrating moment analysis on the limiting distribution. 
Proposition 2.2.1 If A < then 
J=0 J=0 J=Q ^ ^ 
for r = 1,2, • - • I 
Before arguing Proposition 2.2.1. we first state a version of the Dominated Conver­
gence Theorem. 
Lemma 2.2.1 [Durrett. 1991. pg74] 
Suppose h { x )  is continuous, g { x )  >  0, and \ h { x ) \ / g { x )  0 as ia-| ^ 3c. If F  
and limsup„^<^/^(a:)i/F„(ar) < oc, then j  h { x )dFn[ x )  - r  f  h { x )dF{ x ) .  I 
-A.S indicated by Durrett. an important special Ccise for the lemma is that where 
g { x )  =  w i t h  k  a n  i n t e g e r  a n d  h { x )  =  l a r l ^  w i t h  p  <  k .  
Another preliminary result allows a simple upper bound for the modified Bessel 
Function Ij{x), which is independent of j. a non-negative integer. 
Definition 2.2.1 [Gray and Mathews. 1952. pgl4] 
For complex x  and integer j, the Bessel Function J j { x )  satisfies 
h ' o ^ K j  +  s y . ^ 2 >  •  
Definition 2.2.2 [Gray and Mathews, 1952, pg20] 
For real t, the modified Bessel Function I j ( t )  satisfies 
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Lemma 2.2.2 Let the Bessel Function J j [ t )  and the modified Bessel Function I j { t )  be 
defined as above, then 
I j { t )  =  J j { t )  +  t j j + i { t )  +  — J j + 2 { i )  +  +  •  •  -
Proof of Lemma 2.2.2: See Gray and Mathews. 1952. pg37. 
Lemma 2.2.3 I j { t )  <  e'. for ^ > 0 and j  >  0. 
Proof of Lemma 2.2.3: By Gray and Mathews. [1952. Pg32]. J j { t )  can be represented 
by 
J j { t )  =  — f cos{ jo — t sin o)do. 
< 1  J o  
So. 
\ cos{ jo — t sin o)\do <— f I d o  =  I .  
T T  J 0  i i  J o  
Now. using Lemma 2.2.2. |/j(OI <l + ^  + |T + ^  + -- - = e'. B 
Proof of Proposition 2.2.1: 
Let To be a positive integer. Then, in view of ( 2.1). 
j=o j=0 
cc 
= + S2.t + 5'3.f). say. 
j=Q 
Bv Lemma 2.2.3. 
5'i.i < j=0 
OC 
i=o 
= ^ 
Notice that e — ^ Q a s t — ^  oo, and P  <  
so that, for any sequence {in} tending to oo, 
lim Si,t„ = 0. 
n-foo 
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Similaxly, 
,lim S2.tn = 0. 
Finally, the term is treated as follows. Here all but the last line appear on pg 
137 of Gross and Harris [19S5]. except for the fact that the j''° term has been added for 
the moment computation: also, t is written for the in the first eight lines below, for 
notational economy. 
53,. = E 
J=0 t=]+i-r2 
J= Q  /=J + [-r2 
-ir y- ( 
' to 
j=0 
E (t)' 
J=0 k=0 
j=Q k=0 
E/'ii-PiP'E 
j=0 k=0 
Ej-MI-WP'E 
j=0 k=0 
k=0 l=j+i+2 ^ ( /  +  k ) [  
( X t r e  
k \  
\ X t f e - ^ '  
k \  '  
\xt)^e-^' 
k \  
\ X t f e - ^ '  
E 
{ f i t )  i+k 
i=j+i+2 i^ + ky. 
i ^ t y  
E m; m=j+t+2+fr 
{ f i t )  
m=0 m! 
k l  
771=0 m l  
j=0 
<  f ; , p { i - p ) p ' .  
j=0 
1 - E  
A:=0 
(V) e 
A:! 
k „—\t j+t+l+fc 
-(It E 
m.=0 
[p-ty 
m l  
So, limsup„_^ llT=of°Pj{U) < - p)p^ < oo for tq = L 2 • • • . 
Now, in Lemma 2.2.1, set h { j )  =  j ' '  and g { j )  =  j ' ' ° .  Then, Lemma 2.2.1 tells us that, 
for r < To, 
cc oo oo 
= £i^(i - p)p^-
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But the sequence {i„} was arbitrary, so that we may in fact write 
Um = £/(! -p)p^. 
j=0 j=0 
Also, since tq was chosen arbitrarily. Proposition 2.2.1 holds for any r = 0.1. • • • I 
2.3 Embedded Markov Chain System Size Moment Convergence 
for the iV//G/l Model 
We now investigate embedded Markov chain moment convergence for the :V//G/1 
model. The interarrival distribution still is exponential, but the service time distribution 
is arbitrary for MjGjl. .As in the previous section, we assume that the mean interarrival 
time and service time are finite and are denoted by 1/A and l//i respectively, with 
0 < A < ^ < oc. .A.gain. denote the system utilization factor p = A//.Z. 
It would be hard to manipulate the transient behavior for the .VZ/G/l model as 
was done for the M/M/l model, to produce an argument concerning moment limits 
analogous to that of the previous section. This is despite the fact that [Gross and 
H a r r i s .  1 9 8 5 ]  f o r  t h e  M / G / l  m o d e l ,  t h e  g e n e r a l - t i m e  l i m i t  p r o b a b i l i t y  p j  o f  P j { t )  (  P j { t )  
represents the probability of j in the system at time i), is equal to the limit system size 
(steady-state) probability for the Markov chain yW embedded at departure points. 
The problem is that, granted the equality of the two limiting distributions pj and 
this equality does not allow us to straightforwardly deal with continuous-time moment 
convergence by analyzing embedded Markov chain moment convergence. 
So, we shall deal only with the embedded Markov chain convergence. In particular, 
we shall first recall, in Propositions 2.3.1-2.3.3, conditions for the existence of tt . Then 
we go on to verify moment convergence for the embedded Maxkov chain of the M/G/l 
queue in Proposition 2.3.4, using a well known form of the pgf of TT , a theorem of Lemma 
2.3.1 [Tweedie, 1983] concerning Markov chains satisfying certain conditions, and our 
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Lemmas 2.3.2-2.3.3 which serve to verify that our embedded Markov chain satisfies these 
conditions. 
To repeat, while these arguments deal with the embedded Markov Chain, it is not 
clear if or under what conditions moment convergence holds in general for A//G/1 models 
in continuous time, as it does (cf. the previous section) for the M/M/l modeL 
This section concludes with Proposition 2.3.5 concerning an iterative relation among 
the factorial moments of tt . 
It turns out [Meyn and Tweedie. 1989] that Markov chain moment convergence is part 
of a broad and deep general picture involving such ideas as /-Ergodicity and Geometric 
Ergodicity, and though that general picture is not directly involved in our main line 
of argument below that begins with Proposition 2.3.1, some remarks concerning that 
general picture may be relevant. 
For example, here is a line of argument, due to K. .A.threya [Athreya. 1997], which 
shows the connection between geometric ergodicity and first moment convergence. Let 
Xn be the number of customers in the system just after the nth departure from the 
queue. Then the embedded Markov chain (Lemma 2.3.1 shows it is a Markov chain) 
M = {A'l, A'2, • • • } satisfies 
and An+i is the number of customers who arrived during the time of service of the 
(n + l)st customer. For M/G/l model, the A's axe iid; so we can drop their subscripts: 
A'n+l — A'n — i ' { X n )  "T 
where. 
AVl = -Vn - U { X r , )  +  A .  
Now take the expectation on both sides, 
= EX^ - Pr(A„ > 1) + EA 
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Since E A  =  p  =  A//^. then 
-  E X r .  = p -  P r { X n  >  1). 
So iteratively. 
n-r I 
E X n + l  =  E X o  - Y l l P -  ^  ^  
k=l 
Now p  =  P r i X  >  1) [For instance. Gross and Harris. 19S5]. where .V is a random 
variable having limiting distribution of .Y„. So the above relation implies. 
1+1 
E X n ^ ,  -  E X o  =  Y , [ P r { X  > 1) - P r i x , .  > 1)]. 
fc=i 
Thus, for a given initial A'o. the convergence of E X n  requires the convergence of 
limn_i.cc A' > 1) ~ PT~{Xf; > I)]. In other words, the time-dependent distribu­
tions should converge to their limiting distribution fast enough to allow the convergence 
of the limiting series of the right hand side. That will be the case, for example, if 
= j) ~ P''^{'^n = i)| = o(r"), where r < 1. i.e.. if j\4 is geometrically 
ergodic. We note that this topic of geometric ergod.icity is discussed in detail in Meyn 
and Tweedie [Meyn and Tweedie. 1993. Chap 15]. For a countable state space, say 
space 5 = {0.1. • - • }. if = J) ~ Pi-^n = j)\ = o{ 7-" ). where r can be chosen 
independent of the initial A'o, then we say the chain is geometrically ergodic [See Meyn 
and Tweedie, 1993 for more general and formal definitions]. 
Recall that, in our previous M / M / 1  model discussion, i.e. in the proof of Proposition 
2.2.1, we have seen that pj{t) approaches its limit pj at a rate 1/e'. amounting to a sort 
of geometric convergence in continuous time. 
Meyn and Tweedie [Meyn and Tweedie. 1993. Chap lo], while studying some very 
general classes of Markov chains, also pointed out that if the embedded Markov chain 
yVJ has a hmiting distribution, and the Laplace-Stieltjes transform of the service time 
distribution converges on a closed right neighborhood of zero, then j\4 is geometrically 
ergodic: in this case, of course, Athreya's argument applies. 
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We might go on to write some similar formula for the second or higher moment of 
A'n- But we would find the formula gets complicated rapidly, and any relation between 
moments convergence and distribution convergence turns out to be less ob\'ious. In 
fact, as indicated by Meyn and Tweedie [1993. page 355-356]. geometric ergodicity is a 
somewhat stronger property than other stability properties of a general Markov chain, 
such as the convergence of Eroifi^n)]- or /-ergodicity. Based on Meyn and Tweedie's 
discussion, when certain conditions apply, one can verify the convergence of X r . ) \  
by checking E f ( X )  <  c c .  This way of arguing integral convergence is somewhat different 
from the conventional way of checking the uniform boundedness of Ef(Xn ). Notice that 
relevant to moments, is just a special case of /(A"). 
We now return to the main line of argument, ending in Proposition 2.3.4. to establish 
moment convergence of j\4. 
Proposition 2.3.1 [for instance. Gelenbe and Pujolle. 19S7. pglS] 
yM is a Markov chain with a transition matrix P. where 
/ ko ki k-y \ 
0 Atq k 
p = 0 0 k o  
\ • ... y 
and 
k j  =  P r { j  a r r i v a l s  d u r i n g  a  s e r v i c e  t i m e  i }  
where B { t )  is the service time distribution. I 
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Some terminology for countable space Markov Chain is required for the next propo­
sitions. 
State j  is said to be accessible from state i  if for some n > > 0. where 
represents the probability of transition from state i  to j  in step n. Two mutually acces­
sible states i and j are said to communicate. If all states communicate with one another, 
the Markov chain is called irreducible. Communication is an ec[uivalence relation [for 
instance- Ross. 1996. pgl6S]. 
Definition 2.3.1 [Isaacson and Madsen. 1976. pg47] 
State j  has period d  if the following two conditions hold: 
(l)p'j' = 0 unless n = m d  for some positive integer m  and 
{'2)d is the largest integer with property(l). 
state j  is called aperiodic when d  =  \ .  I 
For any states i  and j  define //j"' to be the probability that, starting in i .  the first 
transition into j occurs at time n. That is. 
f\f = Pr{X„ = j. |.Vo = /}. 
and let 
n=l 
Then denotes the probability of ever making a transition into state j .  given that 
t h e  p r o c e s s  s t a r t s  i n  i .  
Definition 2.3.2 [Isaacson and Madsen. 1976, pg49] 
The state j  is said to be recurrent if /jj = 1. and transient otherwise. Further, if state 
j is recurrent, let 
T1=0 
Then we say that it is positive recurrent if fijj < co and null recurrent if fXjj = oo. I 
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It is cleax that the embedded Markov chain .W is irreducible and aperiodic, since all 
the element /c of P are non-zero. M is also positive recurrent if A < /l/ < oc [See Gross 
and Harris,1985, pg266]. 
Having verified that j\4 is irreducible, aperiodic and positive recurrent, we now ad­
dress the limiting probability distribution of M. Gelenbe and Pujolle [19S7. Sec l.oi 
choose to achieve the same objective through a slightly different but equivalent treat­
ment. 
Proposition 2.3.2 [Isaacson and Madsen. 1976. pg67] 
Consider an irreducible, recurrent, aperiodic Markov chain with discrete state space .S 
and n-step transition probabilities Then. 
lim ^^ = -J for all i G 5- Ci.:]) 
I 
Note that (2.3) insures the positivity of ~j under positive recurrence. It is further 
possible to argue the uniqueness of ~j, so that one has: 
Proposition 2.3.3 [Isaacson and Madsen. 1976. pg69] 
Let {A'n} be an irreducible, aperiodic, positive recurrent Markov chain with transition 
probability {pij). Define -j = lim„^.^ pIJThen the tt/s satisfy the following conditions: 
T T j  >  0 ,  ^  '  T T j  ^ l ,  a n d  T T j  —  ^  '  I V l P l j .  
j € S  i ^ S  
Conversely the Try's are uniquely determined by the restrictions, -j > 0 and ~j = 
J2ies~iPij equivalently tt P =7r . for all j E S and = I- ® 
Proposition 2.3.3 of course applies to M., in view of our remarks preceding Propo­
sition 2.3.2. So, in summary, for the Markov chain yW embedded in a M/G'/l queuing 
process at departure points, if 0 < A < /i < oo, then the limiting distribution of M 
exists and uniquely determined by tt P =7r , and ttI =1. Also, as pointed out at 
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the beginning of this section, this limiting distribution tt coincid.es u-ith the limiting 
distribution p = {pj) of the general time process. 
So far we have discussed the limiting distribution of A'n- We are now interested 
in knowing whether the moments of {X„} converge to the moments of that limiting 
distribution, and. if so. under what conditions. That is. we want to study conditions 
under which limn-vcc ~ ^ ) hmn_4.oc = EX', where 
r > 0 is any natural number. However, here it is not easy to explore this issue by the 
usual bounded convergence arguments (as is done for the M/M/1 model). Instead this 
is done with the following sequence of lemmas, leading to Proposition 2.3.4 below. 
Lemma 2.3.1 [See Tweedie. 19S3: Tweedie. 1976] Let {A'„} be a Markov chain on on a 
space (5. J-). where .F is a cr-algebra of subsets of 5. Assume that {A^ji} is aperiodic and 
Harris-recurrent with unique stationary measure ~{S) = 1. and that / is a non-negative 
m e a s u r a b l e  f u n c t i o n  o n  5 " .  t h e n  f o r  r r — a l m o s t  a l l  i n i t i a l  p o i n t s  x  
provided 
( 2 - 4 )  
S J: here denotes the point mass at x .  Further, if u  is an arbitrary initial measure satisfying 
f(5) < c~{B) for some constant c and all B ^ J-^ then also 
I 
Note that Meyn and Tweedie [1993] introduced the concept of a Harris-recurrent 
chain for a general Markov chain state space. For Markov chains with countable state 
space, a recurrent chain is a Harris-recurrent chain. 
If we let f [ x )  = x ^  in the above lemma, we get the moment form. We have already 
verified that the embedded Markov chain M. for M/G/l model is aperiodic and positive 
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recurrent and thus ha^ unique stationary measure -(5) = 1. where 5 = {0. 1. • - - In 
order to use Lemma 2.3.1. we still need to check the condition (2.4). namely. 
J  i ^ - { d x )  <  cc (2.5) 
for the M. chain. Tweedie [Tweedie. 1983. Theorem 1] also provided a theorem to check 
Ef\X) < DC through the transition probabilities of the Markov chain and a chosen test 
function. In the present discussion, however, we choose rather, to verify the finiteness 
of the integral in (2.5) by use of the probability generating function of the limiting 
distribution of system size. To this end we need a result of a familiar type relating 
moments to the probability generating function and its derivatives. 
For a M / G f l  model with 0 < A < ^ < cc. let k j  and P be as defined in Proposition 
2.3.1. Let TT = ("o. TTi.---) be its limiting distribution. Now. define the generating 
functions 
J = a  
and 
CO 
J=0 
Then by applying tt P =7r and ttq = 1 — /9, n(-) can be expressed in terms of A ' ( z )  
[Gross and Harris. 1985. pg259]: 
jj(_) ^ 
A ( - )  -  -
Note that Cox and Smith [1971, pg56] derive this formula in an alternative manner. 
Regarding functions of type ( 2.6) and their derivatives, we have 
Lemma 2.3.2 Let k(x) = x € [<^, 1] .here 0 < ^ < 1. Assume f{x) has (r + l)st 
(r > 1) order derivative in [(5', 1]. .Assume also /(I) = 0. and /'(I) ^ 0. Then h{x) ha^ 
up to rth order derivatives. Furthermore, define 
/'(I) 7^0, x = l 
g { x )  = ^ 
h { x )  
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then for k  <  r .  
X—1 
/(*+')(!) 
fc+1 
X < 1 
X = 1 
(2.7) 
Proof: By definition of ^^(x), h { x )  =  ^(1) 7= 0. So. in order to show h ( x ]  is 
differentiable of some order, it's enough to show that g { x )  is differentiable of that order. 
First we check when k = I and x € [^. 1). 
/'(x)(x-l)-/(x) 
and 
g'i^) = (x- l )2  
/^(x) (x  -  1)  -^ (x) (x  -  1)  
(X-1)2 
f i x )  -  g { x )  
X — 1 
^'(I) = lim 
= lim Ax-t~0 
= lim 
:.ix—4-—0 
= lim Ax—»•—0 
/"(I) 
/\ 7* 
/ ( l+Ax)- / ( l )Ax 
/\_7T^ 
f ( l  +  Ax)- / ( I )  
f " { l + A x )  
( by /"(x)"s continuity at 1) 
Also note 
lim ^'(x) = lim —^(£)_ _ /"(x) — ^'(x) = /"(I) — lim g ' { x )  
x-*l~ X—>-1" X — 1 r—)-l~ r—J-l~ 
So. 
lim g ' { x )  X—>1"" 
/"(I) 
So, ^'(x) both exists and is continuous at 1, which means the claim is true for k  =  I .  
Suppose k = n — 1 < r satisfies 
g ^ ^ - ' H x )  =  <  
/("-U(x)-(n-l)g(n-3)(r) ^ ^ ^ 
X = 1. 
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and ^^(1) is continuous. 
It is easy to check 
g^^[x) = . when x < 1. 
X — 1 
When X = 1. by induction cissumption and continuity. 
'{!) = hm 
Ax^-o Ax 
/'"-"(l+Aj)-(n-I)g"'-^>(l+Ai) _ /'"'(I) 
= lim 2— 
Ax-i~0 Ax 
/("-'^)(1 -f- Ax) — (n — + Ax) — '^^^A.r 
= Iim —; ^ 
Ax->—0 Ax 
/(n)(l + Ax) - (n - + Ax) -
= hm — — 
Ax-f—0 2Ax 
+ Ax) - /(")(!) - (n - 1)(^'"-^>(1 + Ax) - ^("-'>(1)) 
= hm — 
Ax-i~0 2Ax 
/(n+l)(l)_(„_l)^(-)(l) 
so. 
n +  1 
Now it is left to show that ^^"^(x) is continuous at 1. Consider 
— Ax) — — Ax) /^""'"^'(l) 
(1 — Ax) — 1 rz + 1 
y(n)(l _ Ax) — — Ax) /^"'•"'^^(l) 
—Ax n + 1 
/(")(! - Ax) - - Ax) 
—Ax n + 1 
- Ax)-/^"> - Ax)) /<"+^'(l) 
—Ax —Ax rz + 1 
-)• /("+^)(1) - nff'"'(l) - as Ax -> 0+. 
TZ + 1 
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So, 
- Ax)-n^("-^)(l - Ar) /("+^)(1) 
i : ^ +  ( l - A r ) - l  n  +  l  
n( / (n+ l ) ( l )  - ( „  +  l )^ (n ) ( i ) )  
n + 1 
= 0 
So ^'"'(1) exists and is continuous at 1 and the induction ZLSSumptions hold for 
k  =  n .  B  
To finalize the proof of Proposition 2.3.4. we require: 
Lemma 2.3.3 The fcth derivative of the generating function of a non-negative 
random number X is 
=  E  -1)  • •  •  ( i  -  +  i j s ' - 'P l - i :  =  j )  for ^ < 1. 
j>k 
and 
t E { X { X  - 1) • • • (X - fc + 1)) as 5 t 1-
Proof; see Durrett [Durrett, 1991, pgl9]. 
Proposition 2.3.4 Let M  = be the embedded Markov chain of a M / G / l  
model, with 0 < A < /lz < oo, and service time distribution B { t )  possess a moment of 
order of r + 1, then Xn a non-degenerate random variable X possessing moments of 
a l l  o r d e r s  u p  t o  o r d e r  r ,  a n d .  m o r e o v e r ,  l i m „ _ j . o o  E X ^  =  E X ^  f o r  k  <  r .  
Proof: With a view to utilizing Lemma 2.3.2. let 
1 - z h { z )  =  
k i z ) - z '  
so that 
U { z )  =  { l ~ p ) K { z ) h { z ) .  
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Now notice for any Ar < r + 1. by Lemma 2.3.3. 
r o c  X f  U  
lim A-W(r) = T j U - l ) - - - U - k + l )  I  h - ^ d B { t ]  
X'^ES' k ip  c f :  
< GO. by assumption. 
So. the limit of the (r +l)th order derivative lim,_n-(A'(z)exists. Since/i(r) = 
by Lemma 2.3 .2 ,  l im,^i -  h^' '^{z )  exis ts .  Fur ther  more ,  n( : : )  =  (1  — p)R' {~)h{z )  
has up to order rth derivatives and lim,_vi- n^''^(r) exists. Again by Lemma 2.3.3, this 
limit equals the rth factorial moment of the Umiting distribution tt . We then conclude 
that the limiting distribution of the embedded Markov chain has up to rth factorial 
moment, and thus rth ordinary moment. Finally based on Lemma 2.3.1. the moment 
convergence holds up till rth order. I 
Before finishing this section, as another application of Lemma 2.3.2 . we derive an 
iterative formula for the factorial moments of TT . We will use this formula to study 
heavy trafEc in next section (See Neuts [1989, pg303] for an alternative matrix formula, 
which, while more condensed, seems less well suited to our subsequent exploration of 
heavy traflac). 
Proposition 2.3.5 For a M / G / l  model, if p < 1 and the service time distribution has 
moments up to r + 1 order, then L^rn), the mth (m < r) factorial moment of tt exists 
and is given by 
xi+ies '+^ 
i + 1 + (1 (2-8) 
Proof: 
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The existence is given by Proposition 2.3.4. 
For the establishment of ( 2.8), since the service time distribution is assumed to have 
moments up to order r + 1, K(z) = HSo C'' + 1)®^ order of derix'atives and 
lim-_,.i- A'exists. Note by recognizing the continuity of the derivatives up till rth 
order for K{z), we can denote lim;_^.i- as A'^'^(l) for i < r. Similar notations can 
be used for n(r). Note also, A'''(l) ^ 1. Then By Lemma 2.3.2. has derivatives 
of order up to r. Now, let 
f { z )  =  z  -  K { z l  
and 
9{^)  = 
f { = )  
z - l  Z  <  1 
l-A''(l) = l-p 2 = 1, 
Bv Lemma 2.3.2. 
g^^\z)  = 
/C")(z)-ng('"-')(z) .  , 
z-l -  ^  X 
/''"+^'(1) 
m+1 
Z = l .  
Since by ( 2.6) 
n (z )^ ( r )  =  ( i -p )A» ,  
take the nth(n < r) derivative on both sides 
1=1 
If L^rn) is used to denote the mth factorial moment of the system size, then. 
+ (1 -p)A-£S"} 
i - P  j  1 + 1 
{- E + (1 - pjA-BS"} 
1 - p .=1 
P  S { \  
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Specially when m = 1, fonnula ( 2.8) becomes Pollaczek-Khintchine formula. I 
Remarks: From Gross and Harris [1985, pg273], as a generalization of Little's formula, 
we have 
where Wm is the regular mth moment of the system waiting time. So. combining this 
with formula ( 2.8), we can also compute IV^ iteratively. 
Under the equiUbrium assumption, these results in fact can justify the common 
practice of direct expected-value argument, i.e., taJiing expectation on both sides of the 
relation = (Xn — U{Xn) + A)^, and canceling and while taking their 
limits, which, for instance. Gross and Harris use to derive Pollaczek-Khintchine formula. 
2.4 Embedded System Size Moments under Heavy Traffic for 
the M/G/1/ Model 
As an application of formula ( 2.8), we study the M/G'/l model in the heavy traffic 
situation. Still we keep our assumptions that 0 < A < oo, 0 < fj. = l/E{S) < oo 
and p = X/fj. < 1, where 5" is a random variable having the service time distribution. 
Then we investigate first how L^n)-, the nth factorial moment of system size, behaves as 
p  =  A / y U  — 1  
By the Pollaczek-Khintchine formula, with cr^ = ES^ — (ES)^ assumed to exist, 
and thus, 
2 L ( i ) ( l  -  p )  ^  2 p { l  -  p )  ^  2 p { l  -  p )  ^  ^ E S  I -  p  
/92 + A20-2 •^p2^A2o-? X'ES-' E S'^ A • 
So, 
E S  1  —  p  ^  E S  1  —  p  I  —  p  n  
e^~-{esr A - — ^ oa3p-*l , 
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so that 
2 ( l -p )Ai )  
—y 1, as /9 —y 1 
x^es^ 
In particular, if ES and ES^ are fixed as p —>• 1~, then 
^( i ) ( l  — P) = 5^ — p)-' as A /i~-
In general, we conjecture that L(„) has similar cisymptotic properties. We now explore 
this under a fairly general setup. 
Formally let us consider a sequence of queues M / G t / 1  with interarrival rates 0 < 
Xi < oo and service rates 0 < ^,- = 1/ESi < oo and denote pi = Xi/fii < 1. Regular 
moments of the service time distribution Gi are denoted as ESf, ESf, • • • , if they exist. 
Let the random x'ariable Xi be distributed according to the steady state system-size 
distribution for the ith queue. Denote the A:th factorial moment of A',- as /-{.(<:), if it 
exists. We claim 
Proposition 2.4.1 Suppose that (a) pi —^ 1~. as i oc. and (b) the Gi's have up to 
t h e  ( r  +  l ) s t  ( r  >  2 )  m o m e n t .  T h e n ,  f o r  k  < r .  
— / u ! ,  a s  P i  — y  1  ,  ( 2 - 9 )  
if and only if, 
, .  [ l - p i V  ^  E S l ^ ^  n  f  ,  / o  lim = 0. for 2 < J < k .  (2.10) 
Proof: The proposition is obviously true without assuming conditions other than that 
ESf exists for A: = r = 1, according to our previous discussion. For k > 2, the condition 
in Proposition 3.1 is specified as sufficient and necessary. The following proof is to be 
read as an induction on k, assuming that r > 2 is fixed. 
We first consider sufficiency. So suppose 
(A) the conditions (2.10) for k  =  n ,  and 
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(B) the fact that the conditions ( 2.10) for A: = n —l.n—2, , 2 imply the corresponding 
results ( 2.9). 
We now need to show 
(C) the result (2.9) for k  =  n .  
Now write, 
2^^ ^ M , , 2"(1 - pir 
^ fn\ 2'(1 - Pi)'-' 2'^-'(l - /9.)"-'L.-,(„_/) ESl^' 2-(l - Pi)''ES^ 
{ E S f Y  A | - H / + l )  X ? { E S f ) -
+ A?£5r 
" 2' /r.yi-ft)'-' £5.'-"' 2-'(l-p.)-'L.-.(„-,| 2"(1-ftTg^r 
t,> + a') (es?y A:<"-'>(£S?)-' A?(£S?)» 
where the first equation is due to ( 2.8), and the second and the third equations involve 
rearrangement of terms. By (A), 
2 '  f n \ { l - p i y - '  e s l - ^ '  
and 
l  +  l \ l j  A|-^ {esfy  
{ l - p i ) - e s ^  
0, for n > / > 2, 
< 
A?(£;s?)" 
{ i - p i r - ^ e s r  1 j i - p i ] -
\r\esf)"-^ esf A| 
( 1 - p i r - ^ e s r  1  { i - p i f  
A?-2(£S?)"-I (£S,)2 A? 
( l -pO- '£Sf ( l - f t - )^  
xrhesf)"-^  p1 
0, as Pi —> 1~. 
Also, by (B), for n  >  I  >  2 ,  
2-'(i 
— /)! BS pi —¥ 1 
27 
So for k  —  n ,  
2*(1 -  Pif r  
xf ' ibsf) ' '  
- mS'-' 
=  n \  a s  P i  I  .  
Thus, starting with (A) and (B), we have indeed verified (C). 
Necessity relies on examining ( 2.11). First notice that all the terms in ( 2.11) are 
nonnegative. Then by ignoring all the terms in ( 2.11) except for the term of / = 1. we 
have 
Further more, on an iterative basis, we have 
xf^iesf )"  -
So, if —>• as Pi —>• 1~, then from ( 2.11), all the terms except for the term 
of / = 1 must go to zero shaxply. This means —(ES^y —^0. as —> 1", for I = 
2,3, • • • , n. And this completes the proof. I 
Let Li^n denote the regular nth moment of the zth system size. Ba^ed on the result 
of proposition 2.4.1, we immediately have 
Corollary 2.4.1 (Tsuyama-David Conjecture) Under the conditions (a) and (b) of 
Proposition 2.4.1, 
2^(1 —Pi)*" 
' l i i^k  —^ AT!, as pi  —>• 1 , 
if, and only if, 
Ap(£;5?)'^ 
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Proof: The proof is established by using proposition 2.4.1 and writing 
^ mes?)  ^  j^es^  ^  CO. as 1-. /or J = 2.... . A. 
lui - i )  2{1 -  pi)  -  2(1 -  pi)  2(1-pi)  
Now since 
^i ,u)  
it can be further verified iterativelv that 
r oc for j  =  2 .  -  •  •  . n .  
oo for J = 2, - - - , k .  
l i j - i  
So, —>• ^ = 1. and the corollary follows. I 
^x,k  ^ t ,k  
Remark 1: 
Based on a generalized Little's formula [Gross and Harris, 1985, pg273] 
k k )  = 
a similar asymptotic relation exists for the fcth moment Wk of waiting time. 
Remark 2: 
When the service time distributions Gi have bounded moments, say 0 < < ESI < 
bj, j = 1,2, ••• .k + l, for aj.1 i, then the conditions presented in proposition 2.4.1 are 
s a t i s f i e d  f o r  2  <  j  <  k .  
Remsirk 3: 
Suppose all Gi have the same service time distribution, or, equivalently, we have a unique 
system with service rate ^ and let X —y fj,~. For this situation, corollary 2.4.1 captures 
the rate of Lk to approach infinity as A fj.~. That is, Lfc(l — p)^ ^ 
X  f i ~ .  Similar arguments caji be made for A fixed zind ^ chajiging. 
Remark 4: 
The following example, for the case k  =  2 ,  exhibits a sequence of distributions G,-, 
possessing all moments up to the third (r +1), and a sequence of numbers A,-, such that 
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Xij(li —>• 1~. for which the conditioa ( 2.10) is act satisfied, and for which therefore, by 
Corollary 2.4.1, the normalized second moments do not converge to 2: 
Gi : have pdf > 0), where C.- is constant such that ~ 
—>• 0 as 2 —> oc. 
Aj- : is defined as 
A." = u," I 1 rr-j ) . where, 
'  r-z  \  fco c ,x^  / ' 
V Jo 
. . 1  1  
~  F 9 -  ~  r ° °  . dx ^ ' 
Note that the conditions (a) and (b) of Proposition 2.4.1 and Corollary 2.4.1 are satisfied, 
in that 
(a) 
_ A, , 1 
;/• f°° J Jo i+x-<+4. "X 
indeed tends to 1 from bellow, and 
(b) 
all G i  possess third moments: however, condition (2.10) is not satisfied in that, for j  =  2. 
(1 -Pi)'-' ESt' 
Ar' iESf)' • 
In fact, the left-hand side identically equals 1 for all i .  
Remark 5: 
If the service time distribution has suitably uniformly bounded moments (with respect 
to i) of any order, or, more specifically, 
LIMSUPES/ < GO, for all J, 
{—•OO 
liminf£^5i > 0 
t-+oo 
then the necessary and sufficient conditions of Corollary 2.4.1 are satisfied for all j, 
and thus all the heavy traffic moments exist. If this is the case, checking the extended 
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Carleman's condition [Dxirrett,1991], one can see that these moments uniquely determine 
a distribution, namely the standard exponential, yielding a version of the familiar result 
on convergence in distribution. 
Remark 6: 
The heavy traffic distribution and first moment for the G/G/1 model have been discussed 
b y  m a n y  r e s e a r c h e r s :  f o r  i n s t a n c e .  A s m u s s e n  [ A s m u s s e n .  1 9 S 7 ] .  L e t  A ' : . n  =  C  i . n  —  
where represents the service time of item n on the zth system, and T^.n represents 
the time between arrivals of the n and n + 1 items on the ith system. According to As­
mussen. suppose that lim,_^oo > 0~, lim inf,-_,.oo erf > 0 and the are uniformly 
integrable. Then, through a random waik approach, Asmussen showed as 
i goes to infinity is asymptotically exponentially distributed with intensity 2. with first 
moment converging to 1/2. It may be noted that the M/G/L approach to distributional 
convergence as outlined in remark 5 can, in certain CcLses, establish heavy traffic distri­
butional convergence where Asmussen's approach does not apply. For exajnple, consider 
the M/Mfl model, with \i = l/(z -1- 1) and //,• = l/i. Then, though Asmussen's con­
ditions are not satisfied, the approach of remark 5 does yield asymptotic exponentiality 
by checking the necessary and sufficient conditions of Corollary 2.4.1. 
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CHAPTER 3 MIXTURE/MULTI-CLASS MODELS FOR 
PRODUCTION SYSTEMS 
3.1 Introduction 
A production system can be described as a group of nodes where each node represents 
a service facility or "station" of some kind. Units receive service on the stations according 
to some specified discipline before leaving the system. Common examples are production 
lines (or series queues in queuing theory terminology) and assembly lines. 
A significant amount of work hcis been done by researchers in queuing networks in 
general, and series queues in particular. Much of the work is based on suitable Markovian 
assumptions [Disney, 1982]. 
For illustration, consider a sequence of queues with no restriction on the waiting 
room c a p a c i t i e s  b e t w e e n  s t a t i o n s ,  a n d  c j  s e r v e r s  a v a i l a b l e  a t  s t a t i o n  j  { j  =  1 . 2 ,  •  •  -  . J ) ;  
further cLssume that the units arrive according to a Poisson process with rate A, and that 
the service time of each server at station j { j  = 1,2, ,  J )  is exponential with the 
same mean l/fij: then in the steady state (cissuming it exists), the departure distribution 
for each queue in the sequence is identiccd. to the inter-arrival distribution, i.e. exponen­
tial with mean 1/A. And the steady state distribution for queue length can be easily 
expressed in product form. This means each queue in the sequence can be analyzed 
separately as an individual M/M/cfoo model [Gross and Harris, 1985, sec 4.1]. 
For the above sort of network, Reich [1957] showed that, if each station has a single 
server and FCFS discipline is assumed, then, in steady state, the successive unit sojourn 
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times axe iid, each exponentially distributed. However, the corresponding waiting times 
are not independent [Burke, 1964]. Also, the independence of sojourn times does not 
hold for multi-server systems. 
If we put limits on the waiting rooms between the queues in the series queue, the 
process is still Markovian, when the state of the process describes not only queue length, 
but also server status (i.e.. busy or blocked if the station is not empty). .A. system of 
differential equations then can be built up and the steady state distribution obtained 
by solving the usual corresponding system of hnear equations, though analytical forms 
(such as a product form for the infinite-waiting-room situation) of the solutions might 
be hard to obtain. 
If, on the other hand, the exponential service time distribution restriction is relaxed, 
so that more general phase-type distributions, e.g., general Erlang distributions, are used 
to model the service time of each individual server, then the process is still Markovian, if 
the virtual phase is incorporated into the state space. An aspect of considering general 
Erlang distribution is that finite mixtures of Gamma distributions are dense in the set 
of arbitrary non-negative distributions [Whitt, 1974]. We will illustrate later that the 
size vector of a series queue with exponential mixture service time, or more generally, 
Erlang mixture service time, can be modeled by a Markovian process. 
Usually, when a series queue in particular, and a queuing network in general, can 
be modeled by a Markovian process, and there are an infinite number of states (e.g. 
if there are infinite buffers in the queue, and, accordingly, infinite numbers of states 
are used to represent the queue's size), we usually hope to find some analytical form 
for the distribution of states. If a modeled process has only a finite number of states, 
an ajialytical form typically will be haxd to find. Here numerical solutions will suggest 
themselves. Finding bounds or approximations also is common. 
Some general results for queuing networks caxi be applied to production line analysis, 
where the latter can be viewed as a special case of the former. In the late 1950's 
33 
cind early 1963, Jackson [1957, 1963] networks were the major tool for modeling and 
evaluating queueing network systems. For Jackson-like networks, units or customers 
arrive according to Poisson processes. They then visit stations on the network randomly 
to receives service until they finally leave the system; units are assumed indistinguishable: 
that is. all units behave the same at each individual station. It turns out that [Jackson. 
1957. 1963] the queue length processes in Jackson networks are asymptotically mutually 
independent, so that the steady state system size distribution has product form. 
In the 1970's, Baskett, Chandy, Muntz and Palacios extended this kind of network 
to allow multi-class units or customers [Gelenbe and Pujolle, 1987]. Units of different 
classes may choose their next station to get further service, or leave the system, ran­
domly according to class type after finishing service on the current station. Kelly [1976] 
summarized these researchers' work and proposed models which essentially contain these 
previous models. Under some special restrictions. Kelly went ahead to allow units of 
different classes not only to choose different routes, but also to have different service 
time requirements on each individual station. .A.nd the product form of the limiting dis­
tribution of queue sizes still holds. Kelly's extension does require certain special queue 
disciplines. 
We will discuss the implication of some of Kelly and others' results applied to the 
production line with infinite buffers between stations. We will also discuss production 
lines with infinite arrivals and finite buffers between stations, a classic production line 
setup in the literature. We will focus on computing the equilibrium distribution for 
some non-exponential service times under finite buffers assumption. Furthermore we 
will concern ourselves with some non-standaxd production system structures, such as 
confluent systems. 
In section 3.2 we will discuss exponential service times for lineal production systems, 
both for infinite and finite buffer cases. In section 3.3, we will discuss Erlang service 
time models. In section 3.4, we will focus on mixture service time models. For infinite 
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buffer cases, we will use some of Kelly's results. We will further illustrate the equivalence 
of mixture service time modeling and multi-clziss modeling, leading to computing the 
steady state distribution for system size based on multi-class modeling. In the next 
chapter, we will discuss some non-lineal production systems. FCFS is taken as the 
default discipline in this discussion, while some other disciplines will be dealt wich when 
necessary. 
3.2 Markovian Lineal Production System/Series Queues 
We first review some results about series queues with infinite waiting room capacities 
between stations. As usual, assume indistinguishable units arrive at the first station 
according to a Poisson process with mean rate A; there are cy(j = 1. 2. • • • .J) servers at 
station j; the service times of each server at station j are independent exponential with 
the same mean l/fij', units obtain service sequentially on station 1 through J before 
leaving the system. Assume also that A < Then in the steady state, 
Result 1: the departure times at each station are independent and exponentially dis­
tributed with mean 1/A [Gross and Harris. 1985, sec 4.1]. 
Result 2: limj^oo = n j ]  =  ny=i(l - vvhere 
N j { t )  represents the number of units at station j  at time t .  
Result 3: if C j  = l { j  = I,-- - , J), then for fixed n, the J  sojourn times T n j i t h e  time 
spent by unit n in station j) are independent [Reich, 1963]. 
Based on the above results, the analysis of series queues with infinite buffers between 
stations are fairly easy to carry out. 
Now we go on to discuss the series queues with finite buffers between stations. 
For reasons to be given later, we consider the zero-buffer situation, so that no queue 
is allowed to form between stations. Specifically, we examine a simple three-station 
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lineal system with a single server at each station. There are an infinite number of units 
waiting in front of the first station. Note that another common assumption is Poison 
axrival, which however is not relevant for this analysis. The service times of each station 
are exponential with rate ^2, respectively. Notice that Station 1 will always 
be occupied, either for service or, in the blocked state when a service has been finished 
at station 1 but station 2 is occupied. Station 2 will be empty, in service or blocked. 
Station 3 will be empty or in service (since it's the end of the system). 
The above model has been discussed by many researchers, and the analytical form 
of the steady state solution is available [Buzacott and Shanthikumar. 1992], Research 
in this field focuses on Maxkovian properties; however, some work extends discussion to 
non-Markovian situations [Chen, 1989; Boxma, 1986]. 
Unlike series queues with Poisson arrival rates, exponential service times, and infinite 
buffers for each station, series queues with finite buffers cannot be factorized with the 
individual stations and analyzed separately. In other words, there is no simple product 
form for their steady state probabilities p(ni,n2, • • • ,nj). This holds, then, in particular 
for our three-station discussion. However, since under the exponential service time 
assumption, the vector of lengths of series queues is still Markovian, the differential-
difference equations for the system can still be established. 
We now introduce the following notation from [Gross and Harris, 1985]: 
6 : station blocked 
0 : station empty 
1 : station busy 
So the possible system states axe shown in Table 3.1. 
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Table 3.1 System states for a 3-statioa lineaJ system 
ni  122 nz  Description 
1 0 0 Station 1 busy; station 2,3 empty 
1 0 1 Station 1.3 busy; station 2 empty 
1 1 0 Station 1,2 busy; station 3 empty 
1 1 1 all stations busy 
1 b 1 Station 1,3 busy; station 2 blocked 
b 1 0 Station 1 blocked; station 2 busy; station 3 empty 
b 1 1 Station 1 blocked; station 2,3 busy 
b b 1 Station 1,2 blocked; station 3 busy 
Let Pni.n2,n3it) be the probability of system in state (ni,n2,n3) at time t .  Following 
standard ideas, we now write the following difference equations (omitting o{At) terms) 
as 
P i . o . o i t  +  A t )  =  p i _ Q ^ o ( t ) ( l  -  u i A t )  +  p i , o ^ i ( t ) ( l  -  u i A t ) u 3 A t  
P i . o , i i t  +  A t )  =  p i , o ^ i { t ) { l  -  u i A t ) { l  -  u s A t )  +  p i ^ i ^ o { t ) { l  -  u i A t ) u 2 A t  +  
Pi,6,i(0(l -
Pi,i,o(i + At) = pi,i,o(0(l - wiAf)(l - ti2Af)+pi,o,o(i)wiAi+ 
- u2at)u3at  
P u u i i i  +  A t )  = pi,i,i(i)(l - uiAf) ( l  - U 2 A t ) { l  - u s A t )  +P6.6,i(0^3Ai +pf,,i,o(i)ti2Af 
+Pi,o,i(0^iAi(l - u 3 A t )  
P i , b . i i t  +  A t )  —  pi,6,i(i)(l -  «iAi ) ( l  -  U 3 A t )  +pi.x,i(0(l -  uiAf)u2Ai(l -  u s A t )  
P6.1,o(i  +  A t )  =  P b , l , o [ t ) { l  -  U 2 A t )  +  P l , l , o { t ) U i A t { l  -  U 2 A t )  +P6,l , l (0(l  -  U 2 A t ) U 3 A t  
P6,i . i(^ + At) = p6,i , i( i)(l  -  U 2 A t ) [ l  -  u s A t )  +pi,i , i( t)uiAf(l  -  •U2At)(l  -  u ^ A t )  
P b . b . i i t  +  A t )  =  p6,6, i( t )( l  -  u s A t )  +  P i , b , i { t ) u i A t { l  -  u s A t )  +  P b . i , i ( . t ) u 2 A t { l  -  u ^ A t ) .  
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Dividing these equations by A t  and taking the limit ais ^ 0, we obtain correspond­
ing difFerential-difFerence equations, which in fact reduce to linear difFerentiai equations. 
These equations can be used to analyze transient properties oF the system. However, in 
order to study the system's long run performance, we only Focus on the steady state. 
Based on the difFerential-difFerence equations, the usual procedure oF setting = 0 
leads to the steady state equations: 
0 = —^ilPl,0,0 + "3Pl,0.1 
0 = —(Ui 4-U3)pi,o,i -f-tZ2Pl.l,0 + ^ 3Pl,6.1 
0  =  —(ui  +  U2)p i . l , 0  +  +  ^ i3Pl , l , l  
0 = —{ui u2 +  ^ ^3)pi.l,l + y^spb.b,!  + ^ ^2P6.1,0 + "iPl.O.l 
0 = —(til + U3)Pl.6.1 + ^ 2Pl.l.l 
0 = —U2P6,1.0 + ^ lPl,l,0 + W3P6,1,1 
0 = —{U2 + U3)P6,1,1 + t^lPl.l.l 
0 = —'U3P6,6,i -i-UiPi,6,i "h U2P6,1,1, (3.1) 
where = pi^j,k{oo). 
.A.lternatively, we can write (3.1) in matrix Form 
pQ = 0, 
where 
P = (Pl00iPlll,Pll0,Pl6l,P6ll,Pl01,P6l05P66l)7 
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and Q hats the form. 
100 111 110 161 611 101 610 661 
100 
-Ml 
111 
— m l  —  —  m 3  /^2 
110 - f l l  -  fj.2 Ml 
161 - fj's /^3 Ml 
611 
—^2 — /^3 M2 
101 M3 - f^ l  -  M3 
610 
-M2 
661 i"3 -M: 
The above Q is called the intensity matrix of the Markovian process [Gross and 
Harris, 1985, pg39]. 
Before solving these equations, we need to adjoin the boundary equation J2Pii,i2.'3 — 
1. Generally, obtaining a solution in rational form for these kinds of equations is hard, 
though, for the present case with J = 3, a rational form of the steady state distribution 
and trajisit rate are available [Buzacott and Shanthikuma, 1992]. Of course, numerical 
solutions will always be possible. 
Woo [1993] suggests a method of solution using embedded Markov cheiin analysis to 
simphfy the computations by way of periodicity. We will address this periodicity issue 
below. Hillier and Boling [1966] suggested a related numerical solution methodology. 
Even with such simplification, the computations still increase dramatically, due to the 
fact that the process state space increases exponentially as the number of stations and 
the number of buffers increase [Patterson, 1964]. 
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Example 1: Assume = ^2 = 1^3- then (3.1) reduces to 
2 
Pl.O.O = Pl,0,l = 
5 
Pi.i.o — gPi.1.1 
1 
Pl.6,1 — Pb.l.l — ^Pl.1,1 
4 
P6.1,0 — 
P5.6.1 = Pi.1.1 
and pi.i.i = Also, the stationary probability of station one being busy is (here as 
usual, dots mean sums in general) 
23 „ _ 
Pi" — Pl.O.O +Pi,o.i +Pi,i.o + Pi.1,1 +Pi,6,i ~ ^ ~ 0.5641. 
Similarly. 
P b .. = 0.4359. p-o- = 0.2051. p.i. = 0.5641. p.b. = 0.230S. p..o = 0.4359, p..i = 0.5641. 
Example 2: .A.ssume fii = |, fj.2 = 5, = k- Solving the equations, we get 
Pi,o,o — 0.3911, Pi,i.i — 0.0^4o, Pi.1,0 — 0.2048, pi,6,i — 0.03/2, 
P6.i,i — 0.0149, Pi,o,i — 0.1304, Pb.1.0 — 0.1248, Pb,b,i — 0.0223, 
and 
pi.. = 0.8380. Ph.. = 0.1621, p-o- = 0.5214, p.i. = 0.4190, 
p.6. = 0.0596, p..o = 0.7207, p..i = 0.2794. 
Now we show how to get a long-run transit rate tr, long-run average service time 
and long-run expected number of units L in the system. Denote [n indicates the nth 
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unit) 
= expected value of the limiting (in n)  blocking time distribution at station i  
= l imi t ing  ( in  n )  expec ted  b lock ing  t ime  of  un i t  n a t  s ta t ion  i .  
£"[5^'^] = expected value of the limiting (in n )  empty time (waiting for nth unit) 
d i s t r i b u t i o n  a t  s t a t i o n  i  
=  l i m i t i n g  ( i n  n )  e x p e c t e d  e m p t y  t i m e  ( w a i t i n g  f o r  n t h  u n i t )  a t  s t a t i o n  i  
= expected value of the service time distribution at station i (not dependent 
on n, and given by 1/^,- as part of the specification of the model). 
Assuming ergodicity, it is easy to arrive at the following relations, some of which are 
given in Hillier and Doling [1967]. 
t r  =  
E[,f(')] + + E[5(')] • 
E[5(2)] 
E[<f(2)] + E[5(2)] + E[S(2)] p.6.,for instance. 
E[B(2)] 
P-O- P i -  P i -  P b -  p . Q  P - l  t r  =  ^  ~  —  ^  
E[£(2)j E[cS(2)] E[«S(1)] E[5(1)] E[£(3)] E[5(3)]-
Since the p's  a r e  g i v en by (3.1), and the E[«S('^] are given as 1/fii as part of the model 
specification, all of the quantities appearing in these relations axe derivable. We can now 
compute Ws by 
w, = E[«S('^] + + E[B(2)] ^ 
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and Little's Theorem gives 
For example 1, we have 
t r  
ws 
L  
For example 2, we have 
An alternative and intuitive way to represent the system of linear equations (3.1) is 
via the rate transition diagram, which captures the transition between process states. 
The system of linear equations essentially requires that the total flows into each state 
be equal to the total flows out of the state in steady state. For the above three-station 
lineal system, the corresponding transition diagram is given in Figure 3.1. The balance 
of input and output flow for state (110), for instance, leads to 
f j ' ip ioo + / j ' spin = (i"i + f^2)pni ,  
which is equation 3 in (3.1). 
For series queues with finite, possibly non-zero, buffers between stations, the analysis 
is the same as those with zero buffers. This can be understood by viewing each buffer 
as a pseudo station with zero service time. To model non-zero buffer cases, we should 
expand the state space to record not only the state of each station in the system, but 
also the nnmber of vinits in each queue. 
tr cLS, 
L  t v  =  —  
= 0.5641u, 
4.1S1S 
u  
=  t r  *  W s  = 2.36 (independent of u ) .  
t r  = 0.1397, 
W, = 12.58. 
L = 1.76. 
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101 100 110 100 
Ibl  blO 
b l l  111 
Figure 3.1 Transition diagram for a 3-station lineal system 
To finish the lineal production system review, we now discuss the periodicity of this 
kind of system. As already noted above, some researchers [Woo, 1993] use the periodicity 
property of the embedded Markov chain to simplify computations. One may verify that 
the embedded Maxkov chain for the simple 3-station lineal system has period of 3. This 
suggests a relation between the number of stations and the periodicity, which we now 
explore. 
Consider a production line with K stations, each station having a single server. 
There are zero buffers between stations (just for simplifying the discussion). Assume 
there is an infinite number of units waiting to enter station one. While periodicity (in a 
general sense) of a given model may not be dependent on service time distribution form, 
non-exponential service time distributions typically are handled by expanding the model 
due to the simplicity brought in by Markoviaji properties. To avoid this complication, 
we temporally restrict to the assumption that all K stations have exponential service 
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time distributions with respective finite meajis I///1, • • • . Va^a'- We claim that the 
embedded Markov chain matrix of the system process has period K. 
Proof: We introduce a convenient notation to represent the process states: 
[L6]{[0,1.61}^'-^[0.1]. 
where 0.1,and 6 have been defined above. 
For instance. (1611) is a valid state for a 4-station system, indicating that stations 
1.3 and 4 are working and station 2 is blocked by station 3 after finished its processing. 
Returning to the proof, it is ecisy to check that the embedded Mcixkov chain corre­
sponding to a lineal production system is irreducible (for example using the above type 
of transition diagram). 
Since the chain is irreducible, we need only consider a special state, say, (100...00). 
The following transitions have a positive possibility (since all the /i,"s are non-zero) and 
form a simple loop. 
(1000...00) ->• (1100...00) (1010...00) -)• )• (I000...10) -)• (1000...01) (1000...00) 
In this loop the Markov chain process (viz. the transition diagram) takes K  transition 
steps to return to the starting state (1000...GO). This is expressed in Markov chain 
terminology as [Isaacson and Madsen, 1976], 
P(ioo...oo)-)-(ioo...oo) ^ 0- (3-2) 
We now need to show that any loop (viz., the transition diagram) starting from and 
ending with (1000...00) and having positive probability has length equal to a multiple 
of A'. 
Suppose there is such an arbitrary loop: 
(1000...00) ^ )• (1000..00). 
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Note that, during the process transitions from the initial state to the ending state, a 
well-determined number N of units will pass through the production line. For instance, 
if the transition loop is (100) (HO) -4- (101) (100), then there is precisely 1 unit 
passing through the system during this traxisition period: and it takes 3 physical steps 
(i.e., move from one station to the next) between stations for the unit to go through the 
lineal system. And the number of state transition steps (e.g., (100) (110)) is three 
as well. (100) —)• (110) -> (610) —)• (111) (161) -> (101) —v (100) is another possible 
loop for process state transitions. During this sequence of transitions, there are totally 
two units passing through the system. It takes totally 6 physical steps (considering both 
units) for the 2 units to pass through the system; and the number of state transition 
steps also is 6, as given by the loop. 
In general, each unit takes K physical steps to traverse stations 1, 2. .... A', and 
finally leave the system: totally it taJces KN steps for the iV units to traverse the 
sequence of stations. And, in general, A'iV also is the number of state transitions for the 
corresponding loop. In fact each such state transition is triggered by a completion of 
service at a station. Each individual service-completion triggered transition either leads 
to a physiccd moving step of a unit from one station to the next, or causes no concurrent 
physical step in the system, because of blocking. However, in the latter case, once the 
blocking is released by a later service completion event, a delayed physical step of the 
blocked unit will take place. .A.nd since we take the state (100..00) as the starting state 
and the ending state as well, at the completion of the loop, all blockings will have been 
released, so that the number of physical steps and the number of state transitions will 
indeed be equal, and the total number of state trajisitions for the loop will indeed be 
K N .  
So, for any M with P(^o...oo)->-(ioo. oo) ^ shall have M  =  K N \  furthermore, we 
have already seen that P(foo...oo)-+(ioo...oo) > 0 in (3.2). So, by definition [Isaacson and 
Madsen, 1976], state (100...00) has period K. So the chain has period K. I 
45 
Since, as we mentioned before, any buffer can be seen as a station with zero service 
time, if between-station buffers are allowed, the period of the corresponding Markov 
chain will be the sum of the number of stations and the total number of buffers. Also 
note that infinite arrivals are assumed in the above discussion. If on the other hand, 
arrival rate is finite, then the period for the corresponding model is increased by 1. 
Finally, note that the above argumentation is essentially "structural" and not "prob­
abilistic," with the "periodicity" reflecting the physical transition pattern of the system 
(though some Markov Chain terminology and concepts are appropriated). But, as in­
dicated above, exponential service time (and only exponential service time) erases this 
distinction, with the relevant probabilities now defined. To illustrate this, we can view 
a transition diagram with the transition rate part ("probabilistic" part) being ignored. 
Then the "structural" part is essentially a directed graph (in graph theory terminology) 
reflecting all possible state transitions of a physical production line system. This di­
rected graph can be proved to be periodic, if periodicity of a directed graph is defined as 
usual [Hemminger and Beineke, 1978]. This however, is beyond our topic and will not 
be detailed here. 
The distinction between "probabilistic" and "structural" periodicity will further be 
manifest in our discussion below of Erlang and mixed-exponential systems, in particular 
the three-station lineal ones of section 3 and 4. We shall find that these two situations, 
pertaining as they do to the same three-station physical system, share a structural 
periodicity of 3. On the other hand, while both models require certain model extensions 
to bring them into the Markovian realm, the Erlangian extended Markovian model will 
be seen to possess probabilistic periodicity greater than 3. where as the probabilistic 
periodicity of the mixed-exponential extended Markovian model will be seen to still be 
3. 
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3.3 Phase-type Models for Production Systems 
In the last section, we have discussed solving series queues with service times ex­
ponentially distributed. In many situations, if this service time distribution restriction 
is relaxed in suitable ways, certain Markovian properties may still be held by the pro­
cess and similar approaches may be applied to find the steady state probabilities of the 
systems. 
First we take a look at phase-type service times. Instead of assuming exponential ser­
vice time for each individual station, we now assume that for some stations, the service 
times contain several successive phases, each phase lasting an exponentially distributed 
time. The sum, as in Figure 3.2, of a finite number of independent (not necessarily 
identical) exponential random variables is called generalized Erlang. If all the exponen­
tial random variables are independent and identical, then the sum is called Erlang. In 
applications, these phases can model real physical phases of a real process, or, can just 
be treated as "virtual" phases, which help to capture Markovian properties for system 
modeling. 
It is well known that the limiting output of an M / G / l  is Poisson if, and only if. G  
is exponential. So we can not expect any simple analysis for series queues with Poisson 
arrivals under the FCFS discipline, even if we assume the phase-type service times. 
However, if the total number of buffers are finite, numerical solutions are possible for 
phase-type service time cases. 
In Figure 3.2, a generalized Erlang distribution consists of 4 phases, each phase being 
independent and exponential distributed with mean service time l//xi, 1/^2, and 
1/^4 respectively. If this distribution models service time of a station, units receiving 
service will go through each phase sequentially and each time there is only one unit 
being served by the server. 
Instead of assuming service contains several successive phases, we may also be able 
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phase 1 
(l//ii) 
phase 2 phase 3 
(1//Z3) 
phase 4 
(1/Ai4) 
Figure 3.2 Phase-type distribution 
to consider more general "disciplines" (Figure 3.3) (i.e., ways of combining a number of 
independent operations). For example, assimiing Xi, X2, and X3 are independently and 
exponentially distributed with, mean l/^i, 1/^2 l/fj,3 respectively, the service time 
may be min(Xi, ^ "2, X3), or max(Ari, X2, X3); or mix(Xi, X2, A'a), where the choice of 
A',- depends on another independent random variable with multi-nominal distribution, 
say Mult(3,pi,p2,P3)-
For generalized Erlang distributions, Neuts [Neuts, 1981] provides a general approach 
which gives the distributional form by solving sets of differential equations. The mean 
is. of course, the sum of the individual phase means. 
The case of min(Ari, X2, A'3) is of course trivial, since the distribution is exponential 
with mean ——-—. 
The max(Ai, Ar2, X3) can be described by the following Markovian transition diagram 
in Figure 3.4. Notice that for this case, obtaining the CDF of max() by solving the 
phase 1 
(l/^i) 
discipline phase 2 
phcise 3 
(I/MS) 
Figure 3.3 Service time with general phase structure 
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corresponding sets of differential equations may not be easy and not recommendable. 
but it is not hard to obtain the mean of the distribution by solving a system of lineal 
equations Uke (3.1) in the previous section. First let (111) = (000) in the diagram. Then 
there is a solvable system of linear equations corresponding to the transition diagram. 
By solving these equations, we get the "steady state" probabilities p's. The mean of 
max(). can be computed by, say, • 
\Ve will discuss the case of mix(Xi, Xo, X3) later. 
100 110 
101 010 000 
oi l  
Figure 3.4 Transition diagram corresponding to the distribution of max(Xi, X2, X3) 
We have discussed the phase-type service time distribution within a single station. 
As we mentioned before, even the output of M/Ekll [Ek represents the Erlang type k 
distribution) is no longer Poisson; this suggests the difficulty of attempting to isolate 
each individual station and do a simple series analysis of queues with phcise-type service 
times, 35 is possible in the case of exponential service time. However, if we assume the 
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system has finite buffers (or if, approximately, the system caji be seen as having finite 
buffers) between stations, nimierical approaches caji be applied to solving for steady 
state paxajneters in the maimer of the previous section. We now illustrate these ideas. 
We first consider a simple example. As in the previous section, we assume a three-
single-server-station lineal system with infinite units waiting in front of the first station. 
The first and the last station have exponential service times with respective rates ni and 
/i3. The second station has a service time equal to the sum of two phases, which are 
independently exponentially distributed with rate /X21 and /j.22 respectively. In order to 
fit the process to a Maxkovian model (i.e., maintain the memoryless property), we shall 
differentiate the two phases during each station 2 service. We will use the same notation 
as before, except that the middle 1 will be replaced by !'(/ = 1,2). where i indicates 
the current phase at which station 2 is working. The Maxkovian process modeling the 
system is expressed in the form of transition diagram in Figure 3.5. The corresponding 
system of linear equations can be solved to obtain the steady state probabilities of system 
states. It can be seen from the diagram that the corresponding embedded Markov Chain 
has period 4. This is because, in modeling the system, we essentially split the second 
station into two "virtual" states to represent the two "phases", making the "effective" 
number of stations equal to 4. 
In the second example, we still consider a 3-station lineal system as above. However, 
we assume that the service time distribution for station i is Erlang type 2 with mean 
If Hi (i = 1,2,3). In other word, service time for station i {i = 1,2,3) consists of two 
phases, with phase mean being l/2^i. The modeling process states are listed in Table 
3.2. 
We can write down a system of differential equations in these process states. As 
usual, a corresponding system of lineax equations like (3.1) caxi be solved to give steady 
state probabilities. As in the previous example, we can draw a transition diagrcim to 
illustrate all possible trajisitions and the corresponding transition rates between states. 
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100 100 
bin  101 
bbl 
1022 
Ibl 
Figure 3.5 Transition diagram for a lineal system with a phase type service time 
Notice that drawing this diagram will automatically partitioned the 30 process states into 
6 groups, corresponding to 6 virtual stations (3 real stations, each of them decomposed 
into 2 virtual stations to model the two phases of the service time). The 6 groups 
of states are sequentially connected to form a chain structure. We will not present the 
diagram or the Q matrix here, since it is large, illustrating the fact that the process space 
increases very fast as the number of station, or number of virtual phases, increases. 
Again, solving the linear system pQ = 0 with the normalization restriction pi = 1, 
we Ccin obtain the probabilities of steady state distribution. Thus if we assume fii = 
IJ.2 = |, jU3 = we find 
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Table 3.2 States of a 3-station system with Erlang 2 service times 
"1 "2 "3 DESCRIPTION 
0 0 Station in phase 1; station 2,3 empty 
1= 0 12 Station in phase 2; station 2 empty; station 3 in phase 2 
1^ 1^ Station ,2,3 in phase 1 
1= 0 0 Station in phase 2; station 2,3 empty 
ll 12 Station .2 in phase 1; station 3 in phase 2 
1^ 1^ Station in phase 2; station 2.3 in phase 1 
12 1^ Station 3 in phase 1; station 2 in phase 2 
1^ 0 Station ,2 in phase 1; station 3 empty 
12 i' 1= Station ,3 in phase 2; station 2 in phase 1 
12 12 Station in phase 1; station 2,3 in phase 2 
b 11 1^ Station blocked; 2,3 in phase 1 
12 1^ Station ,2 in phase 2; station 3 in phase 1 
b ll Station in phase 1; station 2 blocked; station 3 in phase 1 
12 ll 0 Station in phase 2; station 2 in phase 1; station 3 empty 
1^ 12 0 Station in phase 1; station 2 in phase 2; station 3 empty 
r- 12 12 Station ,2,3 in phase 2 
b 1^ 12 Station blocked; station 2 in phase 1; station 3 in phase 2 
1^ b 12 Station in phase 1; station 2 blocked; station 3 in phase 2 
b 12 1^ Station blocked; station 2 in phase 2; station 3 in phase 1 
12 b ll Station in phase 2; station 2 blocked; station 3 in phase 1 
b 1^ 0 Station blocked; station 2 in phase 1; station 3 empty 
12 12 0 Station ,2 in phase 2; station 3 empty 
1^ 0 11 Station in phase 1; station 2 empty; station 3 in phase 1 
b 12 12 Station blocked; station 2,3 in phase 2 
12 b 12 Station in phase 2; station 2 blocked; station 3 in phase 2 
b b 11 Station ,2 blocked; station 3 in phase 1 
b 12 0 Station blocked; station 2 in phase 2; station 3 empty 
12 0 11 Station in phase 2; station 2 empty; station 3 in phase 1 
ll 0 12 Station in phase 1; station 2 empty; station 3 in phase 2 
b b 12 Station ,2 blocked; station 3 in phase 2 
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p = ( 0.0002861725 ,0.0031628123,0.0734579571,0.0013404433,0.0138243990. 
0.0367289786 ,0.0244859857,0.0035691458,0.0130336959,0.0086891306. 
0.0367289786 ,0.0244859857,0.0122429929,0.0047482267.0.0031654844. 
0.0127701282 ,0.0252766888,0.0074053135,0.0489719714.0.0214252375. 
0.0197606844 .0.006.3526070.0.0034340706,0.0459452446.0.0172953586. 
0.1622196553 .0.0522622171,0.0100756961.0.0008585176.0.3059962203). 
and 
Pii.. = 0.1514192, pi2.. = 0.1514192, = 0.6971617, p.j. = 0.5265848. 
Now. as before, we use these quantities to compute the long-run transit rate t r .  
average service time and L, the average number of units in the system: 
Pi- = 
t r  
t r  
vn  =  +  E[«S(2) ]  ^  +  E[<S(^ ' ] ,  and  
L = t r*  Ws. 
Plugging numbers into the example, we get 
t r  = 0.1514192, 
W, = 19.0819, 
L = 2.889. 
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Notice that for the 3-station lineal system, if we assume exponential service time 
distributions with means of l/m =2,3,6 for i = 1,2,3 respectively, we have the results 
t r  = 0.1397, 
I'r, = 20. 
L = 2.794. 
Since the Erlang distributions have a smaller variajice than their exponential coun­
terparts with saxne means, as expected the average system time for a lineal system with 
Erlang service times turns out to be smaller ajid transit rate higher than its exponential 
service time counterpart. 
3.4 Mixture/Multi-class Models for Production Systems 
3.4.1 Review 
To begin with, in this section, we review some relevant results for queuing networks. 
These results will provide many insights when we study the production systems studied 
below. 
As we mentioned in the introductory section, in the late 1957's, and early 1960's, 
Jackson Networks [Jackson, 1957] were the major tool for modeling and evaluating 
queuing network systems. The description and major results for open Jackson Networks 
will now be given, while similar results hold for closed Jackson Networks [Gross and 
Harris, 1985]. 
There cire J  service stations (single or multiple servers) and infinite queue capacity 
a t  each s ta t ion;  a  uni t  complet ing service  a t  s ta t ion i  proceeds  to  next  s ta t ion,  say j ,  
with "switch probability" pij; for each station z, 1 — J2j=iPi,j is the probability that a 
unit exits the system at node (station) i; the service times at station i are iid exponential 
with rate /j.i; if there are axrivals at station i from outside of the system, then the arrival 
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process is Poisson with rate, say A,-; F C F S  is the discipline for all stations. Under this 
setup, let N{t) = , Nj{t))^ where Nj{t) is the queue length at the jth. station 
at time t .  Then N { t )  is a Markov process, and we have the multiplicative property 
lim P r [ N i { t )  =  ni, •  •  •  .  N ' j { t )  =  nj] 
t—KDO 
= lim P r [ N i { t )  = nJ • • • lim P r [ N j { t )  =  nj], with 
t—^oa t-t-oo 
lim P r [ N j { t )  = T i j ]  = (1 - pj)p]'-t—fOO 
assuming p j  =  ~j /p . j  <  1, and r =iTj )  satisfying 
r = A + PV , with P = { p i j )  being the switching matrix, and A = (A_,). 
If the arrival processes are general birth processes and service time processes are 
general death process, then similar results hold for the steady state probabilities of the 
queue length processes [Jackson, 1963], with the J steady state distributions of queue 
length again independent of each other. This dramatically simplifies the analysis of such 
networks. However, this does not say that all stations are independent in all respects. 
The total output of each individual station is not necessarily Poisson ( though the exiting 
output of each station is Poisson); however, if there is no loop in the network, Poisson 
total outputs are guaranteed. The series queues with infinite buffers and exponential 
service times, as we discussed in section 3.2, is a simple no-loop case. 
In the 1970's, Baskett, Chandy, Muntz and Palacios extended networks of Jackson 
kind to allow multi-cla^s units or customers [Baskett et al., 1975; Gelenbe and Pujolle, 
1987], while keeping the steady state solution in product form. Under their main ex­
tension, upon service completion at a station, units of different classes may choose their 
next station to get further service (or leave the system) randomly according to a class-
dependent law. Compared with Jackson networks, this is to say that each unit class 
caji have its own switching probabilities instead of assuming an uniform law. Except for 
this major generalization, BCMP (Baskett, Chandy, Muntz and Paiacios) models also 
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allow the following relaxations: Under the "Processor Sharing" discipline, the service 
time distributions can be distinct Cox distributions for each individual cleiss of units: if 
infinite numbers of servers are available at each station, then the service time can have 
distinct Cox distributions for each individual class of units: under the LCFS discipline, 
service time distributions can be distinct Cox distributions also. For all the above cases, 
under some fairly general equilibrium conditions, the state of an individual queue is 
independent of the states of the rest of the network. 
Kelly [1975. 1976] summarized these researchers' work and proposed further gener­
alizations. Kelly introduced the path concept. Each individual class of units can follow 
its own path through the system; this is very convenient for many applications in com­
puter and communication fields. At last, after extending some of his results to Gamma 
distributed service times, Kelly conjectured that Gamma restriction (or more generally. 
Cox distribution in BCMP's models) can be dropped from some of his related discussion. 
This conjecture was verified by Barbour [Barbour, 1976]. We will go back to this later. 
We now investigate the implication of some of Kelly and others' results applied to 
production lines with infinite buffers between stations. We will also discuss production 
lines with infinite arrivals and finite buffers between stations, which is a classic setup 
for production lines. We will focus on computing the equilibrium distribution for some 
non-exponential service times under finite buffers assumption. Furthermore we will look 
at some non-standard production line structures, such as confluent systems in the next 
chapter. To begin with, in the next sub-section, we consider some connections between 
the mixed exponential service time distribution and the multi-cla^s units concept intro­
duced by Collings [1974], in the context of a single queue example. 
56 
3.4.2 Single-server Queues with Poisson Arrivals Jind Hyper-exponential 
Service Times 
We are trying to extend product line analysis to some non-Markovian set-ups. i.e. 
hyper-exponential service time distributions. As a start, we discuss an iV//G/l model 
with G mixed exponential. 
First, we review some results for a single queue, i.e., an M/G/l model. .A.t this 
point, we focus on mixed exponential service time distributions. So let the service time 
be distributed as 
and arrivals be Poisson with parameter A. 
For the M/G/ l  model, it turns out that in the steady state the probability of n 
in the system at a departure point is the same as the probability of n in the system 
at an arbitrary moment [Gross and Harris, 1985, pg264]. So, to compute the Pn's we can 
work on the Markov chain embedded at departure points, with stationary probabilities 
following Gross and Harris [1985]. 
Let P = {pij) be the embedded transition probability matrix with 
Pi j  =  Pr { j  number  a t  the  nex t  depar ture  po in t \ i  number  a t  the  curren t  
depar ture  po in t }  
m  
B{t) = ^Q.(l -exp(-/x,f)), where = 1, 
1=1 t=i 
Denote 
kn  =  Pr{n  arr i va l s  dur ing  a  serv ice  t ime}  
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and 
P = 
k o  k i  ^2 
k o  k i  k 2  
0 Atq ki 
0 0 ko 
\ ' 
Then  the equilibrium equation is tt P =7r . which yields 
n+l 
~n — '^okn + "m^n-m+1 — 0, 1, ) •  
m=l 
Since in general ttq = 1  —  X / f x ,  TTn = P n  can be obtciined sequentially through this 
formulae. 
Now define the generating functions 
OO 
1=0 
and 
A-(-) = 
t=0 
It can be shown [Gross and Harris, 1985, pg259] that 
(l-p)(l-r)A'(r) n(_-) = 
K { z ) - z  
Since 
m  
if we let A = 1 for simplicity, then 
n(z) = m  a j f i ,  
l+ft.-2 EM i=l 
5S 
CoUings [Coilings, 1974] studied a single-sever queue with infinite capacity, there 
are M different groups of customers arriving: the arrival flow for each customer group 
is Poisson with rate, say a,-, normalized by = 1; the service time distribution 
for type i  is exponential with service rate /u,-. Under these eissumptions. recognizing the 
process' Markovian property, the author directly finds the flow balance equations and 
the probability generating function of the p„"s: 
1 _ r-M o, • Z^t=l 1+U.-Z 
I now observe that this is the saxne as II(z) above. So if we are concerned only with 
system size, then the M/G/1 model with G mixed exponential is equivalent to Coilings" 
multi-clcLSs model. We can expect that this equivalence also will hold for other mixture 
service time distributions. This observation allows us to treat a system with mixed 
service time distributions as a multi-class system, with each class's arrival following its 
own Poisson regime, and each class having its own service time distribution. 
The analysis proceeds in the same way where the number of buffers is finite. Gross 
and Harris [1985, pg279] discussed general M/G/1/A' from the embedded Markovian 
chain point of view. But. using the above equivalence, we can also treat the mixture 
exponential from a multiple class point of view, assuming customers in different clcisses 
have different service rates. Customers in different classes following exponential service 
time distributions with different rates can also be thought of as different types of cus­
tomer following different "routes." "Route" (in a sense somewhat different from that 
introduced in Kelly's model) caji be further unified into more general "phase" concepts 
in Neuts' treatment of a quite general mixed exponential family [Neuts, 1981]. 
As we have illustrated, for M/G/1 with G mixed exponential, except for analyti­
cal insight, its multiple customer class treatment does not provide much computational 
benefit. However, for the finite buffer case, a multiple-class treatment could provide an 
alternative way to compute the queue size distribution, though usually this approach 
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requires majiy more states to represents tlie process, because in order to obtain a contin­
uous time Markovian model, we need to record not only the queue size, but also the type 
of customer at each individual position. The gain is that we will get more information 
about the queue, e.g.. not only the size, but also the number of customers from each 
class. For series queues of more than one stations, M/G/l treatment does not work, 
since the axrivaJs axe not Poisson after the first queue in the line; however, multiple-class 
treatment always does work numerically for small-size systems. 
3.4.3 Series Queues with Poisson Arrivals and Hyper-exponential Service 
Time 
As indicated previously, it turns out to be hard to extend the M/G/l analysis to 
series queues with general non-exponential service time, even for the relative simple 
hyper-exponential case. To compute the steady state probabilities based on a Markov 
process, we might want to try the multiple-clciss treatment. But, as we already know from 
the previous section, there is no clean form for the equilibrium queue size distribution, 
even for a single station under FCFS discipline (the ordinary M/GfY case). So, we 
might try some special queue discipline for the infinite buffer case, as is explored in the 
following sub-section. An additional sub-section explores the finite buffer series queues, 
in numerical solution terms. 
3.4.3.1 Infinite buffers 
Kelly and other researchers [Kelly, 1975, 1976], in their attempts to extend Jackson's 
networks [Jackson, 1957], introduced a network which could treat customers or units of 
different classes. He proved, under some fairly general equilibrium conditions, that the 
steady state distribution exists and has product form. He further allowed the service 
time distributions to depend on not only the stations, but also the customer's type, at 
the price of having service at each station randomly assigned to each individual queue 
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position at the station by the same distribution as that by which a new arrival to this 
station would choose his/her position in the queue at this station. For example, if we 
assign all the service effort (with probability 1) to the unit in the queue adjacent to 
the server (single), then each arriving unit will take that position in the station and 
preempted service. However, under this somewhat unusual kind of discipline, for open 
Kelly networks, each station can be analyzed "independently," similaxly to the open 
Jackson network case. For lineal or confluent production systems, since there is no loop 
structure in the system, this form has more explicit representations. .Another important 
discipline for which the above Kelly's restriction is satisfied, is that where the service 
effort is shared equally among all units in the queue. We will give a brief discussion of 
a series queue (production line)under these special queue disciplines. First we give a 
summary of open Kelly Networks. 
.A.ssume there are J  queues and I  types of customers (or units in production system 
terms) in the system. If queue j{j = 1,2,..., J) contains rzj customers then we can 
describe the queue by cy = (Cj(l), Cj(2), • - • , Cj{nj)) where Cj{l) E {1,2, • • - , /} is the type 
of customer in position I in the queue. If queue j is empty then define Cj = e. The state 
of the system is C = (ci, C2, • • • .cj) and suppose that C = C\t) is a Markovian process 
in continuous time. The system operates similarly to an ordinary Jackson network, 
except that there axe multiple customer types here, and each type of customer will have 
his/her own switching probabilities and Poisson arrival rate into each individual station. 
Let z<,(i) be the (Poison) arrival rate of type i from outside of the system to station 
j; let cpjijij) be the total service effort applied to queue j while that queue j contains 
rij customers; let "jjiliTij) represent the proportion of the 0j{nj) effort directed to the 
customer in position /(/ = 1,2, - • • , ny), with 7i(^) S'lid cpj{nj) > 0 i/ ny > 0. 
When a customer of type i  in queue j  has his/her service completed he/she moves to 
queue k{k = 1,2, ••• , J) with probability and chooses to leave the system 
with probability /iy(z)/Aj, where Yl f .  X jk i i )  +  /^j(0 = for i  =  1 ,2 ,  -  •  •  , on arrival at 
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queue fc, the customer moves into position m(m = 1, 2, • • - .rifc 1) within that queue 
with probability + 1), and Skim, + 1) = 1-
With the above notations, define 
4 \ _ TT Q=j(^j(0) /o 
where aj(z)'s satisfy 
+ + '^o^kii)Xkj{i). j = .J (3.4) 
k  k  
Now let CLj = Hi Q:j(0- If 
oo 
^ n" \ (h ^ " U2,-- - .J, 
n=l ili=l 
then, as Kelly pointed out, the network of queues has a unique equilibrium distribution 
and this distribution is of form 
p{c)  =  bHAjic j )  (3.5) j=i 
where 6 is a positive constant. 
To allow the service time to depend on the customer types, let 
=  Aj(z), ( i  = 1,2, •• • , I ; j  = 1,2,--- ,/). 
k  
However, the extra restrictions on queue discipline 7j(/,nj) = Sjil.rij) = need be 
applied. In which case the product form results still hold. 
Apply the results from discipline-restricted Kelly Models to series queues with arrival 
rates Uj(i) for unit class z (i = 1,2, • • • , j = 1, 2, • • • , J) at station j; and service rates 
fj.j{i), for a unit of class i at station j, we have that, in the steady state, the populations 
of J stations are independent and that 
"j Q (c (n) 
P r [ n j  customers in queue j )  oc E n (3-6) 
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This means that, under the discipline restrictions suggested by KeUey, each station 
can be isolated for analysis. Three cases which satisfy the restrictions are important: the 
processor-sharing discipline, the LCFS{LIFO) discipline and the "discipline-irrelevant" 
case of infinite numbers of servers at each station. The processor sharing (P5')discipline 
has been discussed by many researchers [Ross. 1993. pg27S], and it is well known that, 
the outputs of an iV//G/l/oo/P5 system are indeed Poisson. 
We illustrate the above by considering the case of two customer types, each individual 
t y p e  h a v i n g  a r r i v a l  r a t e s  i / { l )  a n d  a n d  s e r v i c e  r a t e s  a n d  a t  s t a t i o n  j  
respectively, with, = 1 for all j .  Also, for series queues. (3.4) reduced to Qj(z) = 
So, from (3.6). we have 
Pr \ n j  units m queue j }  = b j  1 ' 
where 
Pr{0  in  queue = 6, = 1 - . 
Note that b j  (prob of 0 in queued) equals 1 — ^ for an M / G f l  model, with A = i/(l)+z/(2), 
and G a mixture of two e.xponential distributions with overall mean TTT + ^ Mj(l) 
u ( i ) + l { 2 )  1 1 ^ '  might expect, there is no such easy correspondence between Kelly's 
expression and the general M/G/l model for queue size other than zero, unless 0 is 
exponential. 
Another observation is based on the comparison of the mean queue length at station 
j under Kelly's disciplines and that of a single M/GIl queue with G being a mixture of 
two exponential service times but sharing the same utilization factor p = 
Gross and Harris [1985, pg201] point out that, under the FCFS discipline, the mean 
queue length for the above simple MIGfl model with G being a mixed exponential 
(or equivalently, as we have illustrated before, an extended M/M/1 model with two 
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customer cleisses) is given by 
I - I ,  M l ) / A  +  ( i / ( 2 ) / A ) ( ^ , ( l ) / , / , { 2 ) ) P '  
where A, again, equals f/(l) + 1^(2). But under Kelly's disciplines, the mean queue size 
for any station is given as usual by 
It ccLn be proved that L'^  < Lq, and thus < W^.  This is easy to understand, for 
instance, for the LCFS (Last Come First Serve) discipline: since the Hyper-exponential 
distribution is a DFR (Decreeising Failure Rate) distribution, if a customer being served 
ha^ not finished his service before a new customer comes, it would be better to let the 
newcomer preempt service, to reduce the mean waiting time. This might suggest a 
policy that allows the newcomer to preempt, or share the service between customers, as 
an improvement over the FCFS{FIFO) policy if there exist several classes (types) of 
customers (units). Recall for the M/Gjl model, by the K-P formula, 
'  2 ( 1 - p )  
So that 
T T '  -  ~  
'  '  2 ( 1 - p )  2 ( 1 - p )  '  
where cv  =  j f - .  So in the MfGf l  case, 
L ,  > { < ) L ;  if C V  >  (<)1. 
This shows that, for an isolated M f G / l  queue, if the service time distribution satisfies 
CV > 1 (e.g., the mixed exponential), then when the situation allows, instead of using 
FCFS we should try LCFS, or PS, or other Kelly-type disciplines to reduce a system's 
average waiting time. For series queues with mixture of arbitrary service times, the above 
suggestion also is in keeping with common sense, especially, under the light traffic. When 
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X fj.,  the departures for each individual queue in a series queues with Poisson arrival 
are approximately Poisson, which make series queues approximately separable. 
It is not obvious that, CLS Kelly conjectured, product form result also holds under the 
above restrictive disciplines with general service time distributions (i.e.. not exponential 
or Gamma). But Barbour [1976] did verify this conjecture. This is a very significant 
generalization, since, for general service time, we rarely have analytic form, and it seems 
important to use Barbour's generalization in general production line applications. 
3.4.3.2 Finite buffers 
We first consider a two-station sequential system with no storing room between the 
stations (i.e., zero buffers). There axe infinite number of units in front of the sys­
tem. A unit will first receive service at station 1 according to an exponential service 
time distribution with rate fii. After completion of service at station 1. if station 2 
is empty, the unit will get into station 2 and receive service according to a mixed 
exponential service time and exit the system. The pdf for the mixed exponential is 
f ( t )  = pf i2i  exp(-/ i2i t)  + (1 -  p)^22exp{- i j .22t )  
Equivalently we can assume that there are two types (or classes as in previous sub­
section) of units passing through the lineal system. The two types of units share the 
same exponential service time with rate fii at station 1; however, units from type one 
have exponential service time with rate ^21 at station 2, while units from type two 
have exponential service time with rate ^22 a-t station 2. .Arrivals are of type one with 
probabil i ty p,  and of type two with probabil i ty (1 — p) .  
We will follow notations similar to those used before. However, for the portion of a 
state pertaining to station 1, we will use bi,{i = 1,2) to identify the type of the unit 
blocked at station 1. Similarly, we will use 1,-, {i = 1,2) to identify the type of the unit 
being served at both stations. The possible system states and their description for this 
two-station lineal system axe listed in Table 3.3. 
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Table 3.3 System states for a two-station lineal system with two types of units 
Station 1 is working on a type 1 unit; station 2 is empty 
Station 1 is working on a type 2 unit; station 2 is empty 
Station 1 is working on type 1; station 2 is working on type 1 
Station 1 is working on type 2; station 2 is working on type 1 
Station 1 is working on type 1; station 2 is working on type 2 
Station 1 is working on type 2; station 2 is working on type 2 
Station 1 is blocked with a type 1 unit: station 2 is working on type 1 
Station 1 is blocked with a type 2 unit; station 2 is working on type 1 
Station 1 is blocked with a type 1 unit; station 2 is working on type 2 
Station 1 is blocked with a type 2 unit; station 2 is working on type 2 
The transition diagram is shown in Figure 3.6. 
Since the service time at station 1 is the same for both types of units, for our purpose 
of investigating only system size and transit rate, we do not need to differentiate state 
(li.O) from (l2,0), or state (li,l,) from (Iq,!,) {i = 1,2). So, we can combine these 
states pair into one. The new model will have only 7 states instead of 10, and the 
transition diagram is reduced to Figure .3.7. 
Again, for the 7 state Markovian process, the vector of stead}' state probabilities p 
can be obtained by solving 
pQ = 0 
pe = 1, 
where Q has the form: 
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l.O (l-p)jj. 
I2O 
c i -P;M^2 
Figure 3.6 Mixed-exponenticil service time for station 2 
(1-P)|U. 
10 
b. l  = 
Cl-P 
Figure 3.7 Reduced model for Figure 3.6 
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1 
II2 b l u  62I1 10 b i  l o  0
 
10 
1 
111 1 — f^21 pij-i (1 -p)Ail /^21 
112 1 —fj.1 — 1x22 f^22 pl^i (1 -P) 
6111 1 f^21 —fj-21 
62 ll 1 1^21 —A'21 
10 1 PA^i (1 -P)/^1 
6112 ! f^22 —^22 
6212 1 /^22 —fj.22 
The throughput (or transit rate) and average waiting time can then be computed 
Pi. t r  =  
P6. and 
t r  
Notice, for the above example, that if, instead, we assume that the second station 
has exponential service time with the same rate for the two types of units, but the 
first station serves type one unit with rate /zu, and type 2 unit with rate fj.12, then the 
corresponding Maxkoviaji process can be described by transition diagram in Figure 3.8. 
Finally, we consider a three-station lineal production system with mixed service 
times, ajialogue to what we did for the exponential and Erlang service time situations 
discussed previously. We assume that the first and the last stations will keep their 
exponential service time with the same rate for both units types. The second station, 
however, will serve type one units with rate /j.21 and type two units with rate /U22, while 
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1.0 1.0 
bl bl 
a - p  
I z l  
Figure 3.8 Mixed-exponential service time for station 1 
units are of type 1 at station 2 with probability p, and of type 2 with probability (1 — p). 
The corresponding trajisition diagram is given in Figure 3.9. Note that the period is 3. 
For a comparison with the previous example of a three-station lineal system with 
exponential or Erlang service times, let p = |, yui = i, ij.21 = and 1122 = I-
So. the mean service times for this example are still 2. 3, and 6 respectively, for station 
1. 2.and 3, as they were in the previous three-station examples. 
Solving a system of linear equations corresponding to the transition diagram in Figure 
3.9, we have 
P = (Pl005Pllil5Pll2l;Plli07Pll205P6ilil,P62lil,Pl61)P6il2l)P62l2liPl01iP6ili0-
P62 liOi p b i  l20i P62 I2O1 p b i b l  ^  p b ^ b l  ) 
= (0.012422360,0.061381074,0.046035806,0.019071977,0.007599562, 
0.036828645,0.055242967,0.084398977,0.007891852,0.011837779, 
0.037267081,0.059715016,0.089572525,0.002835221,0.004252832, 
0.185458531,0.278187797). 
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Figure 3.9 Three-station lineal system with 2 types of customers 
So, 
Pi.. = 0.2681768, Ph.. = 0.7318232, p.b. = 0.5480453 
tr = = 0.1340884, 
= ehi = 5.457766, 
£;[5(2)j = 4.087193, 
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+ e[b^''\ + E[5(2)] + e [ s ^ ^ ^ ]  
= 20.54496, and 
L  = t r  *  W s  =  2.754841. 
The following table (Table 3.4) summarizes the examples of different service time 
distributions for a 3 station lineal system, including the well-known results for the de­
terministic case. Though the distributional forms axe different, we have kept the same 
service rates (1/2. 1/3. 1/6) for all four examples. The results suggest that, under the 
same service rates, sj'^stem performance is improved as the \'ariance of service times 
become smaller: that is, the transit rate increases and the system time decreases. 
Table 3.4 Comparison of system performajice measures 
under various service Time distributions 
t r  W ,  L  
Mixed-exponential(part) 0.1341 20.55 2.755 
Exponential 0.1397 20.00 2.793 
Erlang 0.1514 19.08 2.889 
Deterministic 0.1667 18.00 3.000 
So far, for finite buffer lineai production systems, we have illustrated how to compute 
the steady state probabilities and performance characteristics under exponential service 
times, phase-type service times and mixed exponential service times. It will not be 
difficult to further treat systems incorporating these service time distribution types in 
various combination. A difficulty would of course be the rapidly increasing state space. 
We can also extend this computation to some non-lineal production systems, as we shall 
do in next chapter. 
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CHAPTER 4 CONFLUENT PRODUCTION SYSTEMS 
AND SYSTEM DESIGN 
4.1 Confluent Production Systems 
In production system studies, most research, has concentrated on lineal structural 
systems. These studies include analytical and numerical ones for system performance 
evaluation, optimization and design issues, estimation and simulation. However, non-
lineal structural systems do exist in practice. Confluent structures, for instance, are 
relevajit to the modeling of assembly lines. Figure 4.1 shows a two level, K station 
confluent structure system. 
station K 
station 2 station 1 station k  — 1  
Figure 4.1 Two level, K station confluent structure 
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Consider a 3-station confluent structure. Type 1 and type 2 units enter station 1 
and 2 respectively axid receive service. The service times are exponential for station 1 
and station 2 with rate ni and fio respectively. There are unlimited supply of both type 
1 and 2 units in front of the system. A type 1 or 2 unit enters station 3 after it finishes 
service at station 1 or 2 respectively: station 3 waits till units of both types have been 
deposited in its storage and works on the combined unit; the service time for station 3 
is also exponential, with rate ^3. After finishing service at station 3. a combined unit 
leaves the system. 
Unlike the case of lineal production systems, the infinite buffer case is meaningless for 
the confluent system. To see this, we continue the above 3-station example. For station 
1 or 2, we can see them as isolated single queues with infinite arrivals, and exponential 
service times. So, the outputs of station 1 and 2 are Poisson with rate ni and 1x2 
respectively. The two types of outputs then form the input of station 3. The discipline 
for station 3 is that it only works on a pair of units, one from type 1 and one from type 2: 
if there is no such pair in its queue, station 3 will wait. Once finishing service at station 
3, the combined unit leaves the system. Since station 1 and 2 can be seen as isolated 
mfmfl models, we need only consider the station 3. We consider the following possible 
cases. First, it is obvious that if fii > fj.^ or fi2 > then station 3 will be flooded and 
there will be no steady state probabilities for the queue length; if ^3 > > fi2, then, 
in the long run, there will be infinite numbers of type 1 units building up in station 3's 
queue, and type 2 units will queue up as in an m/mjl model. a similar situation occurs 
for fi3 > fi2 > fJ.1. So, if steady state is to exist for the total queue length of station 
3, then, except for the essentially standard ca^e fj,3 > max{/:ii,/Li2}i the only remaining 
case is that oi fi-i = /j,2 = /J. precisely. Unfortunately this also fails to work. In fact, if 
we use Pm,n to represent the probability of m type 1 units and n type 2 units in station 
3's queue in steady state, then Pm,n should satisfy the following balance equations in 
addition to probability normalization: 
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2/zpo,o = 
2/^Pm.O = A^3Pm+l.l + ^Pm-1,0 ('T^' > 0) 
'Ifipo^n = fiSPl.n+l + A^po.n-l > 0) 
i2 fJ .  + f l3 )Pm.n  = ^ 3Pm+l,n+l + f J 'Pm-Un + {m > O.U >  0) .  
But there is no easy way to solve the above equations or prove that they have no solution. 
Let N{t) be the queue size of station 3 at time t. Simulation suggests that as f —v oo, 
N{t) eventually reaches any number for sure. That is Pr[limsup£ N{t) > fc] = 1 for any 
k .  L e t  A , ( f ) ( i = l , 2 )  b e  t h e  t o t a l  n u m b e r  o f  a r r i v a l s  o f  t y p e  i  u n i t s  b y  t i m e  t .  S i n c e  N { t )  >  
|Ai(f) — A2{t)\, Pr[limsupt |Ai(f) — A2{t)\ >/:] = ! implies Pr[limsupf N{t) > ^:] = 1, 
and this last is readily verified as follows: Let A(f„) represent the embedded Markov 
chain of the process A\{t) — A2[t) at system state changes. Then A{tn) is a simple 
symmetric random walk. So, limsup^ -4(fn) = oo cm.d liminfn A(tTi) = follow from, 
say, Thm 3.1.2 of Durrett [Durrett, 1991]. 
The lack of steady state probabilities of the aforementioned confluent system can 
also be viewed essentially geometrically by means of the transition diagram in Figure 
4.2. According to this diagram, the system state of A{tn) can only increase vertically or 
horizontally, and only decrease diagonally. No matter how large the service rate ^3, the 
actual rate of processing of units will be diminished to no more than the rate of arrival 
of the system at the two axes acting as "reflecting barriers". 
Further insight into the fact that the system has no steady state is provided by 
relating the case ^3 = 00 to the critical case x = n for the queue m/m/1. Indeed, for 
/X3 = 00, the transition diagram in Figure 4.2 collapses to Figure 4.3(a). Then, if we look 
at the total system size only ajid do not distinguish the unit types, then the transition 
diagram in Figure 4.3(a) is reduced to Figure 4.3(b), essentially, except for the factor 2, 
the transition diagram for M/M/1 with x = fx. As in that case, the system of difference 
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(0,4) 
V 
(0.0) (4,0) 
Figure 4.2 Transition diagram for a 3 station confluent system with infinite 
buffers 
equations corresponding to Figure 4.3(b) hcis no solution. 
We now turn to the case of non-Markovian arrivals. We note first that, if interarrival 
times for station 3 are constant, then the system is of course stable when yUi = < A'a-
We next turn to non-Markovian, non-degenerate interarrivals. We find again, as in 
the Maxkovian case, that the above kind of confluent system has no steady state. As 
before, we only need to consider the two independent renewal process /V,(f) {t >0, z = 
1,2) which have a common meaji interaxrival time l/fi and individual interaxrival time 
vaxiajices ajid CTJ respectively. According to Ross [Ross, 1996, pglOS], 
Ni{ t )  - X as t -h- oo, or. 
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(0,4 )1: 
( j -
f j -
u  u  ij .  t j -
—M ^ U ^ U U 
(0.0) IS fi iJ (4,0) 
(a) vector (x^ y) counts units of type 1 and 2 
(b) total units counted only 
Figure 4.3 Transition diagram for a 3 station confluent system with infinite buffers 
and fj.3 = oo 
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N i { t )  d  / - ;  
-^ = )• 
so that. 
m)^m)  4, + ^ 2)^3), 
and. limsupt N i { t )  —  A2(f) = 00 as expected. I 
We now turn to the finite buffer case. Again consider the 3-station confluent structure 
with only space for two processing units at station 3. one for type 1 units and one for 
type 2 units. After finishing service at station 1 (station 2). a type 1(2) unit will enter 
station 3's storage room for type 1(2). Station 3 will start working once there are one 
type 1 unit and one type 2 unit in the storage. The states of a Markovian process 
corresponding to this simple confluent system are listed in Table 4.1. 
The corresponding transition diagram is shown in Figure 4.4. The period of the 
embedded Markov chain is again 3. the number of physical stations. 
Table 4.1 System states of a 2-level 3-station confluent 
production system 
(1,1, iM Station 1,2 working; 3 waiting for a part 2 
(1, 1 1') Station 1,2 working: 3 waiting for a part 1 
(b. b, 2 ) Station 1,2 blocked: 3 working 
(1, 1-2 ) All stations are working 
(1, b, 1^) Station 1 working; 2 blocked; 3 waiting for part 1 
(b, I, li) Station 1 blocked; 2 working; 3 waiting for part 2 
(1, 1, 0 ) Station 1 2 working; 3 idle 
(1, b,2 ) Station 1,3 working; 2 blocked 
(b, 1, 2 ) Station 2,3 working; 1 blocked 
b l 2  
1 lO 1 12 bb2 1 lO 
Mi l b 2  l b 2  1 1 12 
Figure 4.4 Transition diagram: 3-station Confluent System 
with Exponential Service Time 
The sort of analysis done for the lineal system also works here. Thus, for example, 
let = 1/2. fj.2 = 1/3, = 1/6. After solving the corresponding system of linear 
equations, we find 
Pi__ = 0.2774, p.i. = 0.4161, p..ii = 0.1095. p .12 = 0.0365. p.,2 = 0.S321. 
Pb.. = 0.7226, p,b. = 0.5S39. 
which leads to 
^[^(1)] = = 5.2105 
tr 
£:[5(2)j = ^ = 4.2105 
E[£P'] = ^ = 0.7895 
E[£:f'] = ^ = 0.2632 
pyj') = = 14 
+ E[S^^^] + E[S^^^] = 13.47 
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L = t r *  + t r *  =  3 _ s i .  
Note that, in the above computation, we record the system times for parts from 
branch 1 and parts from branch 2 separately, which presumably, can be different. So. 
the average system size L. accordingly, is counted in units of parts, rather than in units 
of assemblies. 
Note also that the above transit rate tr = 0.1387 is less than the corresponding 
transit rate 0.1397 of a 3-station lineal system with exponential service rates fii = 
1/2. fi2 — 1/3. ^3 = 1/6 for stations 1. 2, and 3 respectively. This suggests that, under 
certain circumstances and queue disciplines, a lineal structure design may have a larger 
throughput than a confluent design, even though the latter would seem to provide more 
parallel processing. We will discuss this more in the next section. 
Though here we only present a simple example of a two-level, two-branch confluent 
system with exponential service times, in practice we may see multiple-level confluent 
systems, or combinations of lineal and confluent structures with more comple.x service 
times as we discussed in the previous chapter. However, as long as the service times 
have exponential, phase type or mixture phase type distributions, then the steady state 
solution in numerical form is possible by resorting to Markovian system modeling. 
4.2 System Design 
In a broad sense, system design concerns building up a new system or modifying an 
existing system, under certain circumstances or restrictions, to improve system perfor­
mance. Common performance measures include system throughput (transit rate, prod­
uct rate, etc.), average unit (customer) system time, and average system size. Some­
times, if cost or profit elements are involved and identified, then performance can be 
average operation profit or operation cost. System design is a very broad topic and 
many researchers have addressed design issues of various kinds. A lajge amount of work 
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has focused on either single station systems or lineal (tajidem) production systems. For 
example, Hillier and So [Hillier and So, 1994] classified and formulated vaxious types of 
optimal design problems for tandem queueing systems with finite buffers, and provided 
some insights. Buzacott and Shajithikumax [Buzacott and Shanthikumax, 1992] dis­
cussed ajid summaxized thoroughly general majiufacturing system design issues. Hillier 
[Hillier, 1963] and Gross and Harris [Gross aind Harris, 1985, chap 6] covered economic 
(cost) issues concerning queueing and/or industrial waiting line systems. We here how­
ever axe mainly concerned with comparing the lineal axid two-level confluent production 
system, the latter not, so it seems, being covered in the literature. We focus on the usucd 
performance parameters of transit rate, average system time and average system size. 
First recall our three station lineal systems under different permutations of the service 
rates of 1/6, 1/3 and 1/2. We investigate the transit rate average system time IVs and 
average system size L of this lineal system, with pure deterministic, pure exponential, 
and pure Erlang service times. We also include the case where the station with service 
rate 1/3 has mixed exponential service time (as in the example in the previous chapter), 
and the other two stations have exponential service times. The results are listed in Table 
4.2. 
The listed results suggest that, except for the deterministic case (in which case transit 
rate is the same for any permutation), the transit rate improves when the fastest station 
is placed in the middle. Computations indicate that this phenomenon holds quite gen­
erally for service time distributions with CV = 1 (exponential), CV < 1 (Erlang), and 
for service time distributions that are combinations of mixed exponential (CV > 1) and 
exponential service times. On the other hand, average system time and average system 
size both improve when LPTF (Longest Processing Time First) is applied. It is easy to 
show that the LPTF allocation is best in the deterministic case for both, performance 
measures, and it seems, based on the computations, that LPFT is also suitable in the 
non-deterministic case. The above relation may be viewed in the light of Little's for-
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Table 4.2 PerformcLnce measures under different permutations of service rates 
Oeterministic Exponential Erlang Mi.Kcd Exponential 
Service Rates tr L tr w.  L tr w.  L tr L 
(1/2.1/3.1/6) 0.1667 18 3.000 0.1397 20 2.793 0.1514 19.08 2.889 0.1341 20.54 2.755 
(1/3.1/2.1/6) 0.1667 18 3.000 0.1439 19 2.734 0.1561 18.28 2.853 0.1380 19.27 2.660 
(1/2.1/6.1/3) 0.1667 15 2.5 0.1379 17.19 2.371 0.1502 16.19 2.432 0.1320 17.SO 2.350 
(1/6.1/2.1/3) 0.1667 11 1.833 0.1439 12.96 1.865 0.1561 12.05 1.8S1 0.1380 13.54 1.869 
(1/3.1/6.1/2) 0.1667 14 2.333 0.1379 15.67 2.161 0.1502 14.85 2.230 0.1320 16.00 2.112 
(1/6,1/3,1/2) 0.1667 11 1.833 0.1397 12.59 1.758 0.1514 11.82 1.789 0.1341 12.96 1.738 
mula L = tr * Ws- We find, given this relation, that L essentially follows since tr is 
relatively insensitive to station order (indeed, tr is entirely insensitive to station order 
in the deterministic case). 
Table 4.3 provides transit rate results for four-station lineal systems with permuta­
tions of the rates (1/6, 1/3. 1/2, 1), plus a four station confluent system with units from 
station 1, 2, and 3 joining at station 4 for assembly; only exponential service time results 
are listed in this table. Note that the ordinal notation is meant to help the reader com­
pare transit rates. We will temporally ignore the confluent part, which we will discuss 
later. 
For the lineal systems, the computations (Table 4.3) further verify that putting the 
slowest stations at the ends of production lines and faster stations in the middle can 
increase the trajisit rate of systems. On the other hand, putting the fastest stations at 
the ends of production lines and slower stations in the middle can decrease their transit 
rate. The computing results also suggest, beyond the above assignment principle, that, 
the more "symmetric'" (balanced) the order of stations, the higher the transit rate. 
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For example, (1/6,1,1/2,1/3) and (1/6, 1/2, 1, 1/3) both put the faster stations in the 
middle, but (1/6, 1, 1/2, 1/3) is more "symmetric" than is (1/6,1/2,1. 1/3), and has 
higher transit rate (in fact, highest among all orders). Note further that (1/2, 1/3. 1/6. 
1) and (1/2, 1/6. 1/3, 1) both put the fastest stations at the ends, but (1/2. 1/3. 1/6. 
1) is more "symmetric" than is (1/2. 1/6. 1/3. 1). and has higher transit rate. These 
observations agree with theoretical results of Huang and Weiss [Huang and Weiss. 1990]. 
Table 4.3 Transit rates under different permutations of 
the service rates of (1,1/2,1/3,1/6) 
Service Rates Lineal System Confluent System 
(1, 1/2, 1/3, 1/6) 0.1395( 9th) 0.1383 
(1/2. 1. 1/3, 1/6) 0.1414( 7th) 
(1. 1/3, 1/2, 1/6) 0.1437( 5th) 
(1/3, 1, 1/2. 1/6) 0.1485( 3rd) 
(1/2. 1/3, 1. 1/6) 0.1490( 2nd) 
(1/3, 1/2. 1, 1/6) 0.1515( 1st) 
(1, 1/2. 1/6, 1/3) 0.1378(llth) 0.1410 
(1/2, 1, 1/6, 1/3) 0.1406( 8th) 
(1, 1/6, 1/2, 1/3) 0.1432( 6th) 
fl/6, 1, 1/2. 1/3) 0.1515( 1st) 
(1/2. 1/6. 1, 1/3) 0.1453( 4th) 
(1/6. 1/2. 1. 1/3) 0.14S.5( 3rd) 
(1. 1/3. 1/6. 1/2) 0.1376( 12th) 0.1477 
(1/3, 1. 1/6, 1/2) 0.14o3( 4th) 
(1, 1/6, 1/3, 1/2) 0.1390(10th) 
(1/6, 1, 1/3, 1/2) G.1490( 2nd) 
(1/3, 1/6, 1, 1/2) 0.1406( 8th) 
(1/6, 1/3, 1, 1/2) 0.1414( 7th) 
(1/2, 1/3, 1/6, 1) 0.1390(10th) 0.1554 
(1/3, 1/2, 1/6, 1) 0.1432( 6th) 
(1/2, 1/6, 1/3, 1) 0.1376(12th) 
(1/6, 1/2, 1/3, 1) 0.1437( 5th) 
(1/3, 1/6, 1/2, 1) 0.1378(llth) 
(1/6, 1/3, 1/2, 1) 0.1395( 9th) 
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Huang and Weiss showed that if processing times on the machines are comparable in 
the sense of monotone likelihood ratio, then higher transit rate results when machines 
in the first and last positions are slower thcin machines in the second and penultimate 
positions. Note if X and Y denote continuous nonnegative random variables having 
respective densities / and g, then we say X is larger than K in the sense of likelihood 
ratio, if f{x)/g{x) < f{y)fg{y] for all x < j/ [Ross, 1993]. Likelihood ratio ordering is a 
stronger ordering than stochastic ordering, which we will see later. Given this definition, 
it is easy to verify that if all stations have the same service time distribution form of 
Erlang k type (exponential distribution can be viewed as type 1 Erlang). the processing 
time is of course comparable in likelihood ratio, and the comparison reduces to that 
of mean service time. So, In 2, 3 and 4 station systems with the same type of Erlang 
service times, Huang and Weiss' result implies a bowl shape order of the stations. But 
Huang and Weiss' work does not explain the role of "symmetry" (balance) we have 
observed in the computations, nor does it explain the similar phenomena which appears 
in non-homogeneous service time cases, like mixed exponential in our previous example. 
It seems that both the first and the second moments of the service times have the major 
effect on system performance and system scheduling. Empirically, higher transit rate 
can be expected when machines with longer service time and larger variance are put near 
the ends. But more attention must be paid if the first two moments are not agreed with 
each other. Further investigations into this are obviously necessary. Also, Hillier and 
other researchers [Hillier and So, 1995], staxting with the proauction line job assignment 
problems, discussed bowl shape phenomena in various kinds of production line design 
ajid optimization problems; Most of these discussions are based on computation and 
simulation results, though proofs are given under certain limited conditions. 
For the confluent structure system, our computations suggest that putting the 
"fastest" station at the assembly point will maximize the transit rate. We will provide 
a theoretical proof for this conclusion later. 
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Comparing lineaJ systems with their confluent counterpaxts, we find that the con­
fluent systems with the fastest station as assembly station have transit rates uniformly 
higher than those of their Uneal counterparts; confluent systems with the slowest station 
as assembly station have transit rate imiformly lower than those of their lineal counter­
parts; for other cases, the results depend on the order of stations other than the last 
one. The above observations seem also to hold for service time distributions other than 
exponential; for instance. Erlang distributions-in particular. Erlang(2) distributions as 
in Table 4.4. In this regard. Table 4.4 lists all six permutations of the service rates 1/2. 
1/3 and 1/6 and the corresponding transit rates, for both lineal systems and confluent 
systems. Comparisons of lineal vs confluent transit rates for the six service rate patterns 
under the E-i distribution are the same as the analogous comparisons under the expo­
nential distribution. For example, under both situations (Exponential and Erlang(2)), 
the confluent system has higher transit rate than the lineai system if the service rate 
assignment is (1/3, 1/6, 1/2) or (1/6, 1/3, 1/2), and has lower transit rate than the 
lineal system if the service rate assignment is (1/2, 1/3, 1/6). 
Table 4.4 Comparison of transit rates between lineal systems and the corresponding 
2-level confluent systems 
Service Rates Lineal, E.xp; Confluent, Exp; Lineal,Erlang; Confluent, Erlang; 
(1/2, 1/3, 1/6) 0.1397 0.1387 0.1514 0.1505 
(1/3, 1/2, 1/6) 0.1439 0.1387 0.1561 0.1505 
(1/2, 1/6, 1/3) 0.1379 0.1411 0.1502 0.1521 
(1/6, 1/2, 1/3) 0.1439 0.1411 0.1561 0.1521 
(1/3, 1/6, 1/2) 0.1379 0.1478 0.1502 0.1587 
(1/6, 1/3, 1/2) 0.1397 0.1478 0.1514 0.1587 
The reason why lineai systems, which seem to have less parallel processing, can have 
faster transit rate is that, even though there axe no obvious buffers between stations, 
from the assembly system point of view there are hidden buffers for the lineai system 
to help to improve the system performance. For instance, when a processed part moves 
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to the next station in a lineal system, it essentially evacuates the current station. On 
the other hajid, however, each station in the lineal system has to have a space which 
can hold all the finished parts up to that stage, which is not the case for a confluent 
structure with the assembly discipline. 
These observations lead to the following illustrative considerations. Suppose we con­
sider designing a production system which will produce an electronic product consisting 
of two distinct parts which can be processed simultaneously. .A.fter both parts have 
been completed, the whole product moves to a test station for integrated testing. It is 
assumed that the raw materials used for producing both parts are unlimited. Based on 
our previous computation, the confluent design may not always be the best choice (e.g., 
if the average service time for part 1 and part 2 are 6 and 2 minutes respectively and 
testing takes 3 minutes on average); some other factors (like system discipline and buffer 
number) also need to be considered before making a final decision. 
When a production system design is changed from a hneal system to a confluent 
one subject to certain synchronizing constrains, performance can be deteriorated. So, 
in practice, we should be careful when we attempt to switch from a lineal system to a 
confluent one without altering the storage size. On the other hand, as we have seen, 
under certain circumstances (e.g., the last example), a confluent system can be replaced 
by lineal one to increase the production rate, if the details of the underlying system 
disciplines are well understood and considered . In real production, a lineal design 
alternative to a confluent design will require station 2, for example, to have enough 
space to hold all up till then finished parts (part 1 and part 2 in the last example) of a 
product, which, for many production processes, may not be natural or not economic. 
If the assembly station takes a relatively small amount of time compared with the 
peurallel stations, then a confluent structure may be preferred. As the 3-station example 
shows, if the three stations have service rates 1/6, 1/3 and 1/2 (or have average service 
times 6, 3, 2) respectively, and if we further a.ssimie that service at stations 1 and 2 can 
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proceed in paxailel fashion, and the service at station 3 can only start after service at 
station 1 and 2 has been completed, then a confluent system might be preferable to a 
lineal one. 
Though we conjecture that putting the fastest server at the assembly station is 
optimal under very general conditions, we are able only to give a formal proof for a 
special situation. To simplify our discussion, we again consider the simple three station 
confluent system, though the conclusion does hold for any number of parallel stations. 
Note that, for the deterministic service time case, the transit rate is invariant under all 
station assignments. Thus we focus on the cases where service times are non-degenerate 
random. 
First we present some definitions. 
Definition [Ross. 1993] 
The random variable X is stochastically larger than the random variable Y, written 
X >,£ y, if 
P T { X  > a} > Pr{V' > a}, for all a. 
I 
Definition [Wang and Righter, 1995] 
Let X  and Y  be random variables with distribution function F { t )  and G { t ) ,  probability 
m a s s  f u n c t i o n  f { t )  a n d  g { t ) .  a n d  r e v e r s e d  h a ^ a x d  r a t e  r [ t )  =  f { t ) / F { t )  a n d  q { t )  =  
g[t)IG{t), respectively. We say that X is larger than Y in the reversed hazard rate 
order, X >rh Y, if 7-(f) > q{t). I 
It can be proved that larger in the reversed hazard rate order implies stochastically 
larger. 
Then we cite some lemmas which axe relevant. 
Lemma 4,1 [Ross, 1993] 
Let F  and G  be distributions such that F { a )  >  G { a )  for all a; then there exist random 
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variables X and Y having distribution F and G respectively such that P{A' > V'} = 1. 
I 
Lemma 4.2 [Wang and Righter, 1995]] 
Assume X and Y are independent. Then X >rh Y if and only if (X|max(A'. V) = 
M) >st (rimax(A:, Y) = M) for aU M. I 
Finally we come back to our discussion of the confluent system. We assume that 
the 3 station confluent system starts with a finished part waiting at each of its branch 
stations and that the assembly station has just finished a previous service. We will label 
the parts so that the fth assembled part to depart the system is part f — 1 (; = 1.2 ). 
Thus the initial to-be-assembled parts at the two branch stations are denoted by 0. Let 
X, Y and Z arbitrarily denote the three servers of our confluent system. Let {A', } denote 
the iid sequence of random service times for X, and similar for {K} and {Z,}, with the 
three sequences mutually independent. Suppose Zi >rh. Xi for all i. Let 5 be a system 
in which server X and Y are at the branch stations and Z is at the assembly station. Let 
S be the same as S except that server X and Z exchange their positions. Let 
be the departure time of the nth paxt from a particular one of the two branch stations 
in system 5(5). Let D2,n{D2.n) be the departure time of the nth part from, the other 
branch station in system 5(5). Let D-3,n{Dz,n) be the departure time of the nth part 
from the assembly station in system 5(5). So, Di^q = Di<o = ^2,0 = -^2,0 = 0-
Result 
If Xi <rh Zi for all i, then the three departure processes are stochastically larger when 
the (slower) server Z is at the assembly station than when the (faster) server X is at the 
assembly station. That is, 
{d3,n;n  = 1, 2 , . . . }  >st  {£>3,711" = 1, 2 , . . . } ,  
{£>2,71; n = 1,2,...} >,t {D2,n; n = 1,2,...}, 
{Di,n; n = 1,2,...} >,t {Di,n; n = 1,2,...}. 
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Proof: 
Using induction, we sequentially construct coupled realizations of the random variables 
s o  t h a t  a l l  d e p a r t u r e s  a x e  l a t e r  i n  s y s t e m  S  t h a n  i n  5  w i t h  p r o b a b i l i t y  1 .  L e t  ( X n ,  Y n ,  Z ^ )  
and {Xn, Vn,Zn) denote the versions of the service times used in system 5 and 5 respec­
tively. We will \&tYn = Yn for any n > 1. 
We first consider n = 0 and 1. We have 
Dx,q = D^.a = Q, d3 .0 — Zi- = max{,Yi, Zi), ZJo,! = max(yi, 2^i), ZJa.i = max{jDi,i. Do.i) + ^ 2-
•Oi.Q = Z?2,o — 0- ^3,0 — — niax{Zi, Xi), ^2.1 — ^3.1 — roax(^i_i. L^o.i) +-^'2-
We now couple (Xi, Zi) with (-Yi, Zi) as follows. First generate and couple max(.Vi, Zi) 
= max(Xi, Zi) = Ml- Then, from lemma 4.1, 4.2. we can generate and couple A'l with 
Zi so that Xi < Zi with probability 1. We do the same thing for X2,A^2-,Z2 and Z2. 
Then we can easily check that < ^k,n (n = 0.1: /c = 1.2,3) with probability 1. 
jointly. 
Now suppose, by induction, that we have a coupling so that with 
probability 1 for k = 1.2,3. and n = 1.2, ••• . jointly. For 77 = z' + 1 we have the 
following relations: 
= max(Di.j + 
D2..+1 = max(Z)2..-+ K+i, 
dz , i+i  — n:i3'X(Z)i,i+i, Z)2,i+i) + Z,-^.2. 
And 
^1,1+1 = niax(Di,,-+ 
^2,1+1 = ™.ax(D2,i-l-V{+i, .Da.t), 
ds^ i+i  — max(i9i,,+i, ^2,1+1) + 
Again, for any j  = 2-f 1, z + 2, we generate and couple max(Ay, Z j )  = max(Aj, Z j )  =  M j .  
We then generate and couple Xj with Zj so that Xj < Zj with probability 1. Now 
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compaxe 
= max(Z)i,:• +Xi+i, Z?3,t) 
= max(Z)i,.- + xi+i , max(Di,,-, £>2,.) + Zi+i) 
= inax(Di,,- + Xi+i, Di,i + Zi+i, D2,i + Zi^i) 
= inax(mcix(Xi+i, Zf+i) + £*1.,, D2.i + Zi + \ ]. 
and 
Di.i+i = max(max(Z.+i,X.+i) + £>1,,-, D-z,i + -^£+1), 
since max(Z,+i, X,+i) = max(X,+i, Zi+i), and < Z,+i by coupling, and < Di,,, 
D2.:" < by induction, we have with probability 1. Under this 
coupling, D2,i+i < D2.i+i and Dz,i+i < Dz.i+\ with probability 1 can be sequentially 
derived directly through their relations listed above. So our result follows by induction. 
I 
Remark 1: The above result implies that system S has larger transit rate than system 
5, and the optimal solution is to assign the "fastest" server to the assembly station if 
all stations are comparable in the reversed hazard rate sense. 
Remark 2: Within the exponential service time distribution family, the comparisons 
in reversed hazard rate order, in mean service time order, and in stochastic order are 
the same. So, the above proof verifies part of our observational findings about confluent 
systems via computations, e.g., the results listed in Table 4.3. 
Remark 3: A simple fact related to comparison in reversed hazaxd rate order is that, 
given random variables Xi,X2,--- and Ki,V2,--- ,Vm- with .Y, <rh for i = 
1,2, • • • ,n and j = 1,2, • • • , m, where <rh represents less than or equal to in reversed 
hazard  ra te ,  then ,  for  any  mixture  x  of  the  X,- ' s ,  and  any mixture  y  of  the  V} 's ,  x  <rh y -
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Remark 4: We suggest in practice, as in the lineal case, that the above design con­
clusions might serve cis a useful guide if comparison in reverse hazard ordering (or in 
usual stochastic ordering-which is a close but little weaker ordering) is not easy, but the 
stations at hand axe simultaneously ordered in the same way by their first and second 
moments. See chapter one of Shaked and Shanthikumar [Shaked and Shanthikumar. 
1994]. 
Remark 5: Muth [Muth, 1973] studied the lineal production system and its transit rate 
under deterministic, exponential, and general service times as well. For general service 
time. Muth was able to provide limited analytical expressions of transit rate for 2 and 
3 station systems and solve these expressions by numerical integrations. Similar work 
could be done for 3 station confluent system without difficulties. 
Remark 6: In view of the difficulty of solving large systems, Muth [1973] also proposed 
an upper bound and a lower bound for generad service time lineal production systems and 
showed graphically that his lower bound on transit rate is close to the real value if the 
service times have small variances. The two bounds are equal in the case of deterministic 
service times. The bounds are defined as follows. If 5i, ^2, • • • , 5^- represent the service 
times for station 1, station 2, ..., and station K respectively, then a lower bound and an 
upper bound for transit rate of the lineal system are 
£;[max(5i,S'2,---,5"^-)]' 
1 
^  mdo<i{es i ,  e s2 , - •  •  •,  e sk )  
Notice that in remark 6, when unlimited queue capacities are allowed in a series 
queues, ru then becomes the transit rate of the system. 
The above upper and lower boimds are also the upper and lower bounds of the transit 
rate of the two level confluent system we introduced. The fact that ru is an upper bound 
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of the transit rate of the confluent systera is trivial. In order to argue that is a lower 
bound of transit rate of the confluent system, we consider a little different discipline 
than we have discussed. When Woo [Woo, 1993] discussed his Markovian confluent 
production system, he only allowed the finished parts from the parallel feeding stations 
to join in the assembly station simultaneously. This means if ajiy parallel feeding station 
can not provide a finished part, other parallel feeding stations will hold their finished 
parts (be blocked) and wait, even though the assembly station is free. Under Woo's 
discipline, the inter-departure times of units cire maximum of service times of servers 
at all stations. For instance, for a 3 station confluent system with exponential service 
times, the corresponding Markov model has the following transition diagram (Fig 4.5). 
b l 2  b l O  
110 112 bb2 112 
lb2 IbO 
Figure 4.5 Three station confluent system under Wbo's discipline 
We may immediately recognize that this diagram (Figure 4.5) matches the transition 
diagram of the max(Xi,X2, ^ "3) model in figure 3.4. So, essentially the 2 level 3 station 
confluent system under Woo's discipline can be modeled by a single server station with 
service time ma^(Xi, X2, ^ 3), where the Xi's are independent exponential. 
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The system imder Woo's discipline has smaller transit rate than the confluent system 
we introduced before. This is independent of service time distribution forms and is 
simply due to the extra physical delay of the delivery of finished parts from feeding 
stations to the assembly station. Now notice that under Woo's discipline, the two level 
confluent systems have exactly a trajisit rate of g[max(5i^S2 5a-)]' ^ lower 
bound of transit rate of our original confluent system. 
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CHAPTER 5 CONCLUSION 
The first paxt of this dissertation, which consists of Chapter 2 only, provides a formal 
proof of the general time system size moment convergence for the mfm/1 model by 
the usual sort of dominated convergence argument; it aJso investigates the system size 
moment convergence for the embedded Maxkov chain of the m/gfl model by using the 
related Markov chain theory results [Meyn and Tweedie, 1993]. Based on the moment 
convergence arguments, we obtain an extension of the Pollaczek-Khintchine formula in 
iterative form. We then apply this extension to the m/g[l model under heavy traffic, for 
which the ratio of the arrival rate and the service rate tends to 1 from below. Necessary 
and sufficient conditions are given for the normalized heavy traffic system size moment 
convergence. The moment-based heavy-traffic analysis allows a small e.xtension of the 
classical exponential heavy-traffic asymptotics. 
It would be nice to further verify general-time system size moment convergence for 
the m/gjl model. We expect this can be done, using the moment convergence of the 
corresponding embedded Markov chain, by way of dominated convergence arguments. 
The general time system size moment convergence can then further justify our normal­
ized heavy traffic system size moment convergence argument on the general time basis. 
Further work on this part may also include investigating moment convergence and heavy 
traffic moment convergence for more general models. 
The second part of the dissertation consists of Chapter 3 and 4. In Chapter 3, 
production line systems with various service time distributions are discussed extensively. 
A possibly promising idea here is to emphasize mixture type service time distributions 
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ajid their connection with Kelly's multi-class imit queuing network model [Kelly, 1975: 
1976]. Examples axe provided for various cispects of the development. Periodicity arising 
in production system modeling also is addressed formedly. Finite and infinite buffer 
ca^es both are discussed in this part and certain limitation for the current approaches 
are pointed out for possible future efforts in Chapters 1 and 3. 
In Chapter 4. we investigate the non-lineai confluent production system, which ap­
pears not to be treated in the published literature. We discuss the instability of the 
confluent system with assembly discipline in the infinite case. For the finite buffer case, 
we address certain design issues, with emphasis on the design of a two-level confluent 
system. Some optimal design rules are suggested for both lineal and confluent systems, 
by way of both theoretical and numericai analysis. The two-level confluent system is 
compared with its lineai counterpart in terms of transit rate. Future work may extend 
the system performance analysis and design investigations we have done for the two-
level confluent assembly system to higher levels of confluece. combinations of lineal and 
confluent systems, and other disciplines. 
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