Abstract. We show that the simplicial chains, C•X, on a compact, triangulated, and oriented Poincaré duality space, X, of dimension d, can be endowed with an A∞ Poincaré duality structure. Using this, we show that the shifted Hochschild cohomology,
Introduction
In 1999 M. Chas and D. Sullivan [CS] defined a BV structure on the homology, H • (LM ) of the free loops space, LM of an orientable manifold M . More precisely, they defined a multiplication of degree −d (LX) . That is to say that (H • (LX) [d] , •) is a graded associative and commutative algebra along with a differential, ∆, of square zero whose deviation form being a derivation of the multiplication, •, defines a graded Lie algebra structure on H • (LX)[d+ 1]. To define the multiplication, •, the fact is used that loops can be composed, and that, in a manifold, cycles can be made transverse and intersected. The term String Topology was introduced to describe the algebraic structure of the free loop space of a space. Since then, there have been several generalizations and applications of their machinery, in different directions. For instance see: D. Sullivan [Su2] M.Chas and D. Sullivan [CS2] , R. Cohen and J. D. S. Jones [CJ] , J. Klein [K] , Felix, Thomas, and Vigue-Poirrier [FTV] , H. Abbasspour [A] .
Let the coefficient ring be Q, unless otherwise specified. In this paper we show that the shifted homology of the free loop space of a compact, triangulated, simply connected and oriented Poincaré duality space is endowed with a BV structure. By definition, an oriented Poincaré duality space, X, of dimension n, is a topological space whose n th homology group, H n (X), is generated by a single element, µ, called the fundamental class, and that the H
• (X)-bimodule map µ ∩ • : H k (X) → H n−k (X) is an isomorphism. It is natural to ask, whether for a manifold X, our definition coincides with the Chas-Sullivan BV structure. This question has not been addressed in this paper. Let us highlight the salient points and statements of this paper.
Theorem 3.5. Chains, C • X, on a compact, triangulated and oriented Poincaré duality space X, is naturally endowed with an A ∞ Poincaré duality structure.
Using the above theorem we show that Theorem 3.7. The shifted Hochschild cohomology, HH
• (C • X, C • X) [d] , of the cochain algebra, C
• X, with values in the chains, C • X, has a BV structure.
As a corollary of the above theorem one gets:
Theorem 3.8. Let X be a triangulated, simply connected, and oriented Poincaré duality space. The shifted homology H • (LX) [d] of the free loop space of X is naturally endowed with a nontrivial BV structure.
Furthermore, we make an explicit calculation of the A ∞ Poincaré duality structure on a circle. This example exhibits the necessity of having higher homotopies even when the A ∞ algebra structure has been chosen to be a strictly associative one. An explicit description of this structure in higher dimensions, even for the case of a two dimensional compact surface would be interesting.
An interesting related matter is the following. Although the construction of the A ∞ inner product gave rise to a locally defined structure. The exhibited quasiinverse, which was shown to exist by using minimal models, is not necessarily local. In fact it follows from a result of Mc Crory [McC] that the existence of a local inverse would imply that the Poincaré duality space X is in fact a homology manifold. Dennis Sullivan suggested to us that an A ∞ Poincaré duality structure with a local quasi-inverse should give rise to an X-controlled [R] Poincaré complex a la Ranicki, and would have characteristic class information. This was one of the original motivation for the present paper. Such structure is expected only on the chains of a homology manifold. Another pertinent issue is whether the A ∞ Poincaré duality structure of Theorem 3.5 is, up to quasi-isomorphism, invariant under a simplicial orientation preserving homotopy equivalence of the space.
Here is a more detailed description of the individual chapters.
In Chapter 2 we give all the algebraic definitions necessary for the future chapters. An A ∞ coalgebra structure [S] over a graded module C is a differential on the free associative algebra (tensor algebra) over C . An A ∞ co-bimodule [M] over an A ∞ coalgebra is defined in a similar fashion by having a differential satisfying certain properties in terms of its interaction with the differential of the A ∞ coalgebra, over which it is defined. An A ∞ co-inner product [T] is defined as a A ∞ co-bimodule map, F , between an A ∞ co-bimodule and its dual. A Poincaré duality structure is an A ∞ co-inner product structure, with an additional property that the map F induces isomorphism at the level of homology. Then we recall [T2] that a Poincaré duality structure with a certain symmetry induces a BV structure on the Hochschild cohomology of the dual A ∞ algebra C * . In Chapter 3, we show that the chains, C • X, on a compact, oriented, n dimensional polyhedron, X, with a fundamental cycle µ ∈ C n X is naturally furnished with a locally constructed A ∞ co-inner product structure. In case of a Poincaré duality space X the above structure proves to be an A ∞ Poincaré duality structure. That is to say that the A ∞ co-inner product structure induces an isomorphism at the level of homology. The proof of this statement uses the following two steps: We show, firstly, that an A ∞ co-modules over an A ∞ coalgebra has a minimal model, and secondly that an A ∞ co-module map between two minimal modules inducing isomorphism at the level of homology is in fact an isomorphism. It is important to mention that even when the Poincaré duality map is local there is no guarantee for the locality of the algebraically constructed inverse map. Then, we use the fact that such a structure induces a quasi-isomorphism between the Hochschild complex of the cochain algebra with values in the cochains and that of the cochain algebra with values in the chains. We make use of the fact [T2] that the transport of structure from one Hochschild cohomology onto the other yields a BV structure. A result of Jones [J] states that the Hochschild cohomology HH
• (C • X, C • X), for a simply connected space X, calculates the homology, H • (LX), of the free loop space. Thus it follows that when X is a simply connected Poincaré duality space the homology, H • (LX), of the free loop space of X, LX is naturally a BV algebra. It is an open question, whether in the case of a manifold this definition coincides with the ChasSullivan BV structure on the homology of the free loops space, see [CS] . In Chapter 4, we study the Poincaré duality structure on C • S 1 , the chains on the one dimensional manifold S 1 . This is done over Z. The Poincaré duality structure in terms of its component maps is explicitly calculated.
Algebraic Definitions
2.1. A ∞ Coalgebras , A ∞ Co-Modules, and A ∞ Co-Inner Products, A ∞ Poincaré duality strcuture. Fix a ground ring R.
Definition 2.1. Let V = j∈Z V j and W = j∈Z W j be graded modules over R.
(1) The (completed) tensor algebra of V is defined to be T V := i≥0 V ⊗i with the tensor-multiplication ⊗ :
The set of all derivations will be denoted by Der(T V ). The commutator of derivations [D,
(1) The (completed) tensor bimodule of X over T V is defined to be
The component V ⊗k ⊗ X ⊗ V ⊗l will also be denoted by T X V k,l , and then write
Thus, F is determined by its restriction to F | X : X → T Y V , and we denote
Definition 2.3. Let V = j∈Z V j be a graded module over a given ground ring R. Define its suspension sV to be the graded module sV = j∈Z (sV ) j with (sV ) j := V j+1 . The suspension map s : V −→ sV , v → sv := v is an isomorphism of degree −1.
(1) Let C be a graded module. Then the bar space of C is given by BC := T (sC). An infinitely coassociative or A ∞ coalgebra structure on C is defined to be a derivation D ∈ Der(BC) of degree +1 with D 2 = 0. The space Der(BC) has the differential δ :
Definition 2.4. Let (BC, D) be an A ∞ coalgebra.
(1) There is an induced A ∞ co-bimodule structure on (
Here, (D C ) 2 = 0 follows from D 2 = 0. Furthermore, let C * = Hom(C, R) be the dual of C with grading |f | = r, if f : C r → R. We assume the finiteness condition that the inclusion C ֒→ (C * ) * is an isomorphism. Then, there is an induced A ∞ co-bimodule structure (B
Recall that F is given by its restriction
is called an A ∞ Poincaré duality structure, if F induces an isomorphism on homology:
Remark 2.5. The concepts of A ∞ coalgebras, A ∞ co-bimodules, A ∞ co-bimodule maps and A ∞ co-inner products are generalizations of the dual concepts of associative algebras, bimodules, bimodule maps and invariant inner products; compare Examples 2.5., 3.8., 4.5. of [T] .
2.2.
Complex of A ∞ Co-Inner Products. We will now introduce a complex which is convenient for dealing with A ∞ co-inner products. By construction, A ∞ co-inner products will be the closed elements of this complex.
Definition 2.6. Given graded modules V , W , X and Y over a ring R. Denote by
Recall from Definition 2.4, that A ∞ co-inner products are given by maps C * → B C C. Clearly, every element F ∈ T C C C gives such a map by dualizing the last tensor factor. We put a grading and a differential D on T
is a chain map of degree zero. To be consistent with the previous notation, we will denote by B 
C * ,C ) being a chain map of degree 0 in fact determines the grading and also the differential D, because δ
Also, notice that A ∞ co-inner products are exactly the closed elements of (Hom(C * , B C C), δ of degree zero. Thus every closed element of (B C C C, D) of degree zero determines an A ∞ co-inner product. We want to state the above more explicitly. First, given an element
given by a sum of applying D at all possible places in B C C C in the cyclic way (; compare Proposition 5.4. of [T] ):
where σ :
is a cyclic rotation of elements. The diagrammatic picture for D was described in Definition 5.5. of [T] . If we draw the two special C components of B C C C on the horizontal axis, then the differential can be pictured in the following way:
The only difference to [T] Proposition 5.4. is that we have to apply all of
, and not just the higher terms.) Let us recall, why D 2 = 0: The diagrams for D 2 are given by applying D in two places. There are two cases (compare Theorem 5.6. of [T] ). Either one of the two multiplications was stuck on the other one, in which case D 2 = 0 shows, that the sum of those diagrams vanish. Or the multiplications occur at different places, which cancels out with the same expression but where the order of multiplication was reversed.
Definition 2.8. Now given two A ∞ coalgebras (BC, D) and (BC ′ , D ′ ), and an A ∞ coalgebra map f : BC → BC ′ . Then, we can define a mapf :
by taking the sum of applying f at all possible places simultaneously:
where i r,s :
⊗s is the canonical isomorphism and σ is the cyclic rotation as in Definition 2.7. In other words, we have to take the same cyclic rules for the positions of the elements c i , that were taken in the definition of D. Namely, after applying f in all spots simultaneously, we need to determine the two special C components. This is done by taking a sum of all possibilities of special components, which come from the original two special components:
In order to be an element of B C ′ C ′ C ′ , the last factor in the tensor product has to be one of the special C components. We are thus possibly required to apply a cyclic rotation σ. Diagrammatically, we have
Proof. We want to recall the concept of symmetry from [T2] and [LT] , and its application to the Hochschild complex as stated in [T2] .
Definition 2.9. Denote by σ : B C C C → B C C C the map which, informally speaking, rotates the tensor factors cyclically by 180
• :
, and |c| denotes the degree of c ∈ C. Now, given an A ∞ coalgebra (BC, D) and an A ∞ co-inner product 
can be decomposed into a linear contractible and a minimal one. This will allow us to show that an A ∞ co-bimodule map F :
There are analogous results in the literature for A ∞ co-algebras and their quasi-isomorphisms.
Definition 2.11. Let (BC, D) be an A ∞ co-algebra and ( We want to show that there exists a sequence of A ∞ co-bimodules structures {(B P ⊕N C, D P ⊕N (n))} n∈N0 on the space B P ⊕N C, whose components will be written as
for x ∈ X, y ∈ Y , p ∈ P , together with the compatibility condition
.. which maps to B (P ⊕N ) C k . After constructing these maps and structures, we obtain an A ∞ co-bimodule structure on B (P ⊕N ) C by taking components (D P ⊕N ) k := d n k for any n ≥ k. Using equation (2.2) and (2.3), it is clear that this splits into a minimal A ∞ co-bimodule (B P C, D P ) and a linear contractible one (
Let's start with the case n = 0. We identify B P ⊕N C = B M C, and take
2) is satisfied, because we have d 0 0 = d, and with the definitions of X, Y and
Now, let's assume the we have constructed D P ⊕N (k) and ϕ(k) for k = 1, ..., n satisfying (2.2) and (2.3). Then define a tensor-bimodule isomorphism F :
where
. By the inductive hypothesis (2.2) and (
(p). Thus, F defines a vector space isomorphism with inverse given by F −1 | P ⊕N = id − f +higher terms. With this, we define D P ⊕N (n + 1) to be the induced A ∞ cobimodule structure of
. This defines an A ∞ co-bimodule structure and we get an A ∞ co-bimodule isomorphism by taking ϕ(n + 1) :
Since the differential D P ⊕N (n) and the isomorphism ϕ(n) are not altered up to the n th level, only equation (2.3) with k = n + 1 requires a check. Recall that
In the third step we used the fact that for y ∈ Y , 0 by condition (2.3) . Next, for any y ∈ Y , we have
Definition 2.14. Let (BC, D) be an A ∞ co-algebra and let
) inducing the inverse of F on homology.
Proof. For i = 1, 2, we use Theorem 2.13 to decompose B Mi C = B Pi C ⊕ B Ni C into the sum of a minimal and a linear contractible A ∞ co-bimodule. Denote by
Mi the inclusion. Note, that pr i and incl i are quasi-isomorphisms and furthermore induce isomorphisms on homology of (
Thus Φ is a quasi-isomorphism, which means that the lowest component Φ 0,0 : (P 1 , 0) → (P 2 , 0) induces an isomorphism on homology. But as the complexes (P 1 , 0) and (P 2 , 0) have zero differentials, Φ 0,0 is in fact an isomorphism. We claim that Φ has a right inverse ρ, which can be constructed inductively by the condition Φ • ρ = id. First, take ρ 0,0 := (Φ 0,0 ) −1 , and by induction it follows that the (k, l)-th level equation Φ 0,0 • ρ k,l + (lower terms in ρ r,s )= id implies that ρ k,l = (Φ 0,0 ) −1 • (id − ...) can uniquely be given. Thus, we constructed the right inverse ρ. Similarly, one can construct the left inverse λ, and by the uniqueness of left and right inverses, it follows that ρ = λ is the inverse of Φ. Now, define G := incl 1 • ρ • pr 2 . Then, we get on homology
Topological Constructions
3.1. A ∞ Co-Inner Product for Spaces with Fundamental Class. We now want to show, that the above algebraic concepts have natural realizations for topological spaces. In particular, we show that a space X with fundamental class possesses an A ∞ co-inner product F , and if X is a Poincaré duality space, then F is in fact an A ∞ Poincaré duality structure. This can be used to show that the Hochschild complex of the cochains C • (X) of X becomes a BV-algebra. The first step is to construct the A ∞ co-inner product F . The method of its construction is very similar to the method employed by D. Sullivan [Su] to construct C ∞ structures on simplicial chains with rational coefficients of a triangulated space in which the closure of every simplex is contractible.
Definition 3.1. Let C be a simplicial complex, and let α : C → C ⊗i be a chain map. Then α is called local, if it maps a simplex σ ∈ C into C(σ) ⊗i ⊂ C ⊗i , where C(σ) ⊂ C is the subcomplex of C generated by the closure of σ.
which are local maps. Assume furthermore that (C, D 1 ) is a simplicial complex such that the closure of every simplex is contractible. Then there exists a chain map
Proof. Inductively, we want to define local maps χ j : C −→ B C C C j , j = 0, 1, 2, ..., of degree 0, such that
where ǫ n+1 : C −→ B C C C n+1 and the higher terms map 
since D 2 is a chain map (compare the conditions for D 2 = 0). n > 0 : Assume, that we have constructed local maps χ j , j = 0, ..., n satisfying (3.1). Now notice that the map (
. Now, the goal is to show that ǫ n+1 can be written as
is a local map, because with this, equation (3.1) will be satisfied:
where the higher order terms now have components C −→ i>n+1 B C C C i . In order to construct χ n+1 , first notice, that ǫ n+1 is a local map, because (ǫ n+1 + higher order terms) = ( (
0≤i≤n χ i is local by induction and the locality assumptions about the D i 's (compare Lemma 3.3(1) below). Thus for every simplex σ, the map ǫ n+1 restricts to a map ǫ σ n+1 : C(σ) −→ B C(σ) C(σ) C(σ). By assumption (C(σ), D 1 ) is acyclic, and therefore, by Lemma 3.3(2) and Definition 2.7, the same is true for the complex (B
is a closed element, and therefore also exact. By Lemma 3.3(3), we can find a canonical element f
and χ n+1 is local by construction.
Lemma 3.3. Proof. The proof of (1) and (2) follows by standard arguments. For (3), since K is finite dimensional in each degree, Hodge-theory gives
(1) Given two local derivations that can be composed. Then its composition is also local. Therefore the commutator of two local derivations is a local derivation. (2) Given two contractible complexes (X, D X ) and (Y, D Y ). Extend the differentials to
. As x is exact, we have x = D(y), where y decomposes uniquely as 
Proof. By Proposition 3.2, we obtain a chain map χ : (C, D 1 ) → (B C C C, D). Then define the A ∞ co-inner product to be F := χ(µ) ∈ B C C C. By Definition 2.7, F is an A ∞ co-inner product, because F is closed:
3.2. Invertibility, Symmetry of A ∞ Poincaré Duality and the BV algebra on the Hochschild Complex. We would like to show that the A ∞ co-innerproduct from Theorem 3.4 can be used to obtain a BV algebra on the Hochschild complex of the cochains of a suitable space. For this, we use a result from [T2] by the first author, namely, that the Hochschild complex of an algebra A with symmetric Poincaré duality structure is a BV algebra. We will define and show the symmetry and invertibility of the A ∞ co-inner product in the next two propositions. 
Proof. First note from Theorem 3.4 that the lowest component F 0,0 : C * → C of the A ∞ co-inner product is given by capping a cochain with the fundamental cycle µ, because for a, b ∈ C * , it is (a ⊗ b)(D 2 (µ)) = (a ∩ µ)(b). As X satisfies Poincaré duality, it follows that F 0,0 : C * → C induces an isomorphism on homology. Thus, Theorem 2.15 implies the claim. 
We will show σ(F k,l ) = F l,k by induction on n = k + l, with σ is from Definition 2.9. For this, we will use Sweedler's notation for a coproduct by writing D 2 (c) = c ′ ⊗ c ′′ , where an implicit sum is assumed. Notice, that cocommutativity implies that c ′ ⊗ c ′′ = (−1)
where ||c|| = |c| + 1. Therefore, after applying D 2 at the first or second factor, (c ′ )
, because by assumption D 2 is graded cocommutative. This is exactly the claim. n = 1 : The condition for finding F 0,1 and F 1,0 comes from the closedness of F , i.e. D(F ) = 0. Explicitly, applying
On the other hand
. Applying σ to this expression gives
Thus, both F 0,1 and σ(F 1,0 ) give boundaries for the same expression. (This expression in fact records the failure of D 2 being associative.) As the terms F 0,1 and F 1,0 are chosen canonically, they have to coincide after cyclic rotation. n > 1 : We use the same argument as in the n = 1 case. Namely, for k + l = n, F k,l is chosen so that D 1 (F k,l ) equals the sum of all combinations of D i (F r,s ), with i > 1 and r + s < n, which end up in B C C C k,l . A similar statement is true for F l,k . Comparing the lower terms D i (F r,s ) for F k,l and F l,k , we see that the cyclic rotation σ gives a one-to-one correspondence between the lower terms, because the application of D i is cyclically invariant. By induction the lower terms are equal, and thus the canonical definitions of F k,l and F l,k have to coincide.
Theorem 3.7. Given a closed, triangulated, oriented Poincaré duality space X. Assume that R is a ring with 1/2 ∈ R. Then the Hochschild cohomology of the cochains A = C * (X) with coefficient ring R is a BV-algebra.
Proof. Choose a strictly cocommutative simplicial chain model C = C * (X) for X, which can always be obtained by symmetrization of a given product. Complete this model to an A ∞ coalgebra structure on C. (A much stronger version of this is obtained e.g. by D. Sullivan in [Su] .) Using the fact that D * 2 (a, 1) = D * 2 (1, a) = a, it is not hard to see that all D i 's can be chosen so that D * i (..., 1, ...) = 0 for i > 2, so that one obtains a strict counit. Then, Proposition 3.6 shows that F is symmetric, and Proposition 3.5 shows that F is an A ∞ Poincaré duality structure. Thus, the claim follows from Theorem 2.10. This Theorem has interesting implications for the homology of the loop space LX of the Poincaré duality space X. Namely, it is well known that if X is simply connected, then the homology of the free loop space H • (LX) can be identified with Hochschild cohomology of the cochains HH
But by the work of M. Chas and D. Sullivan [CS] , there exists a natural BV-structure on H • (LX) for a manifold X. Thus one can ask, whether for simply connected manifolds this BVstructures coincide with the algebraic one from Theorem 3.7. In fact, developing an algebraic model for the Chas-Sullivan string topology [CS] was the starting point for this work. In order to describe this, we need to be explicit on the identification H • (LX)
Jones gave an isomorphism of the spaces in question, and also identified the ∆-operator of string topology with the ∆-operator on HH
• (C • (X), C • (X)), which was used in Theorem 3.7. Now, one can ask, whether the product presented here also coincides with the Chas-Sullivan product. It seems very likely, that this is indeed the case, even though this remains an open question at the moment. Note that even though there are identification of the products in the literature, see R. Cohen and J. Jones [CJ] , it is not a priori clear that those are the same as the ones coming from the A ∞ -Poincaré duality structure. Remark 3.9. The String Topology of more general spaces has been considered before. For example, J. Klein [K] defined a product on the loop space homology H • (LX) for an orientable Poincaré duality space X.
Explicit Formulae
4.1. The n-Simplex for n=0,1. Let X be a closed, triangulated topological space. Then by Proposition 3.2, one can construct a map χ :
where C = C • (X) is a simplicial model of X in which the closure of simplicies are contractible. We will write A for the cochain model A := C
• (X). The goal is to build an explicit map χ inductively over the n-skeletons of C. (For better readability, we will sometimes ignore the grading and simply write A instead of the shifted sA, keeping in mind that the correct grading is always given after shifting.)
In detail, χ : C → B C C C being a chain map means that for all σ ∈ C, one has
denotes a sequence of inner products, we will use the following short form
Below, we will use the Alexander-Whitney comultiplication ∆ :
.., v n ), which makes C into a strictly coassociative differential graded coalgebra. In the strictly coassociative case, the differential D only has two components, namely the differential D 1 and the comultiplication D 2 , because with this D := D 1 + D 2 satisfies D 2 = 0. Thus the chain map condition for χ becomes
Below, we will use the notation δ ( [T] . (For example, if we underline the two special elements, then we have the maps
where ǫ = ||b|| + ||c|| + ||a|| · (||b|| + ||c|| + ||d||), and ||x|| denotes the degree in sA.) Equation (4.1) shows that it is possible to define < ... > σ inductively on the skeleton, because one only needs to know the lower components < ... > D1(σ) . In fact, one can try to take the standard n-simplex ∆ n and define its maps n χ :
inductively when knowing n−1 χ of the standard (n-1)-simplex ∆ n−1 : If one identifies ∆ n−1 with a face of ∆ n , then n χ is defined on this face of ∆ n by requiring the commutativity of the following diagram:
It follows, that for a given triangulated topological space X with simplicial chain model C = C * (X), one can use the n χ to define χ : C → B C C C. Namely, for an n-simplex σ of X, which is identified with the standard n-simplex ∆ n , one requires the following diagram to commute:
In this section we calculate the map χ for the trivial case ∆ 0 and the more interesting case ∆
1 . This will be put together in the next section for an explicit model of the circle.
Proposition 4.1. Let a be a vertex. Thus, let sA := sC
• ({a}) be the space with only one generator, also denoted by a, which is in degree 1. The differential graded algebra structure is given by δ(a) = 0 and a · a = a. Then χ(a) can be defined by χ(a) = a ⊗ a ∈ C ⊗ C. In other words, χ(a) is given by the following inner products:
Proof. We want to show that the inner-product satisfies equation (4.1). The first two terms < ... > D1(a) and < D * 1 (...) > a always vanish, because D 1 (a) = 0 ∈ C and δ(a) = 0 ∈ A. We need to show that < D * 2 (...) > a = 0. In order to check this, we want to calculate < D * 2 (...) > a by inserting elements from T 
and all other multiplications vanish. Notice that sA is non-commutative, because e.g. Remark: Using Definition 5.5. of [T] , the inner products of χ(σ) can be written in the following diagrammatic way (e.g. for k = 5):
Proof. We need to show that equation (4.1) is satisfied for the above map χ. In Proposition 4.1, the check was done for χ(a) and χ(b), so that we only need to check (4.1) for χ(σ) =< ... > σ . We will show this by plugging elements of T A A A into (4.1). In order to simplify notation, we will underline the two special factors of an element in T A A A, e.g. (a, b, c, d, e, f, g 
Thus the non-zero inner products are < a, a > a = 1, < b, b > b = 1, < σ, ..., σ, σ, a > σ = 1 and < σ, ..., σ, b, σ > σ = −1. We show that equation (4.1) is satisfied by looking at 15 cases.
In either of the above cases, the D 2 -term of equation (4.1) vanishes, because it is not allowed to multiply the two special elements. And thus we have
Before we go on, we want to show that a many different inputs of T . Those elements will be considered in the cases 5-15. Finally, we want to know when D * 2 (x) can have an component in S, for some given monomial generator x ∈ T A A A. Now, as D * 2 = · multiplies exactly two elements, we see that x has to be in the component A ⊗k ⊗A⊗A ⊗0 ⊗A or A ⊗k ⊗A⊗A ⊗1 ⊗A. In any other case it would never be possible for
Then, a look at the given explicit multiplication shows that D * 2 (x) has a component in S only if x is of the form (σ, ..., a, ..., σ, σ, a) or (σ, ..., σ, a, a) or (σ, ..., b, ..., σ, σ, a) or (σ, ..., a, ..., σ, b, σ) or (σ, ..., b, ..., σ, b, σ) or (σ, ..., σ, b, b), because two elements of A multiplied give ±σ only for σ · a and b · σ, they give b only for b · b and they give a only for a · a. Thus the possibilities for x were already considered when we were looking for non-trivial terms from D * 1 (x). Those generators will be studied in the cases 5-15 below. Let's now assume that
⊗ A have to come from applying the multiplication to the A ⊗1 -factor, because otherwise this A ⊗1 -factor would remain between the two special elements. But if the multiplication is applied to the A ⊗1 -factor, then it cannot be applied to any of the first A ⊗k -factors. Thus, in order for D * 2 (x) to have a component in S, x has to be of the form x = (σ, ..., σ, u, v, w), where u, v and w can be any of the generators a, b or σ of A. Checking all possibilities for u, v and w with the given multiplication shows, that there are only three non-trivial cases: 2. case: (σ, ..., σ, b, b, σ) It is clearly
3. case: (σ, ..., σ, σ, a, a) It is again < D * 1 (σ, ..., σ, σ, a, a) > σ = 0, and
In the remaining cases, we want to consider inputs from A ⊗k ⊗ A ⊗ A ⊗0 ⊗ A with exactly two factors of a or bs, with either an a in the last spot or a b in the one but last spot: 5. case: (a, σ, ..., σ, σ, a) with at least one σ
6. case: (σ, ..., σ, a, σ, ..., σ, σ, a) with at least one σ both in the beginning and between the as The case, where there is no σ as a factor of x was already considered in case 1.
Remark 4.3. In the previous proposition, it is not enough to define χ(σ) to be non-zero only for < b, σ > σ and < σ, a > σ , which are already determined by having defined χ on the lowest component given by This shows that at least one of the two inner products < σ, b, σ > σ or < b, σ, σ > σ have to be non-zero in order for equation (4.1) to be satisfied.
This example also shows that there is a choice, which inner products to put nonzero. We chose < σ, b, σ > σ = 0, but one could have as well chosen < b, σ, σ > σ = 0. This choice would result in another possible A ∞ co-inner product on the line. It turns out that the choice from Proposition 4.2 gives the A ∞ co-inner product which has the least amount of non-zero components.
After having calculated the map χ for the two lowest-dimensional simplicies ∆ 0 and ∆ 1 , it would be nice to extend this to higher dimensional simplicies. But it seems that an explicit version of those maps become quite more complicated. The multiplication is non-zero only on the following generators:
Using the same notation for an element in C and its dual A, the fundamental cycle of C is of course µ = σ + τ ∈ C. Then by Theorem 3.4, we know that an A ∞ co-inner product is given by χ(µ) = χ(σ) + χ(τ ), which can immediately be determined by Proposition 4.2. Namely, the only non-zero components of the A ∞ co-inner product are the following ones: for all k ≥ 0, it is < σ, ..., σ, a > k,0 = 1 < τ, ..., τ, a, τ > k,0 = −1 < σ, ..., σ, b, σ > k,0 = −1 < τ, ..., τ, b > k,0 = 1 Those inner products correspond to the following diagrams (here it is k = 5): 
