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Abstract. The study of density-dependent stochastic population processes is important from a historical per-
spective as well as from the perspective of a number of existing and emerging applications today. In more recent
applications of these processes, it can be especially important to include time-varying parameters for the rates that
impact the density-dependent population structures and behaviors. Under a mean-field scaling, we show that such
density-dependent stochastic population processes with time-varying behavior converge to a corresponding dynam-
ical system. We analogously establish that the optimal control of such density-dependent stochastic population
processes converges to the optimal control of the limiting dynamical system. An analysis of both the dynamical
system and its optimal control renders various important mathematical properties of interest.
Key words. Density-dependent population processes, Time-varying behavior, Mean-field limits, Dynamical
systems, Optimal control.
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1. Introduction. The general class of density-dependent stochastic population processes
and the mathematical analysis of such processes have a very rich and important history.
A starting point is likely the seminal work of Bernoulli on epidemiological models in the
1760s [5, 8]. The general class of density-dependent population processes can be used to
model any system that involves a population of similar particles which interact, such as pro-
cesses with viral-propagation behaviors, logistic-growth behaviors, and chemical reaction
behaviors [10, Chapter 11]. The study of these stochastic models continues to be important
today across a wide variety of problem domains, including a recent National Academy of
Science report on a land management program [24].
Recent and emerging applications have received considerable attention in the research
literature, which include mathematical models of various aspects of large networks such as the
complex structures and behaviors of communication networks, social media/networks, viral-
propagation networks (e.g., epidemics, computer viruses and worms), and financial networks;
refer to, e.g., [11, 9] and the references therein. The study of social networks and related
behaviors, in particular, continue to grow in importance and popularity; see, e.g., [4] and
the references therein. On the other hand, research on the control and optimization of these
mathematical models of various aspects of large networks has been much more limited; refer
to, e.g., [6]. Even more importantly, this entire body of work has focused solely on static
(non-time-varying) model parameters that impact the complex structures and behaviors of
the large networks of interest.
Our focus in this paper is on the general class of density-dependent stochastic population
processes with time-varying parameters. Such time-varying behaviors often arise in many
existing and emerging applications, especially those where one observes behaviors that lead
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to forms of exacerbated complex dynamics and actions frequently found in communication,
financial, social, and viral-propagation networks. Our objective is twofold, namely to derive
a mathematical analysis of such models and to derive the optimal control of these mathe-
matical models. In particular, we consider variants of the classical mathematical model of
density-dependent stochastic population processes analyzed by Kurtz [19],[10, Chapter 11],
extending the analysis to first incorporate time-varying behavior for the transition intensities
of the Markov process and to then investigate aspects of the corresponding stochastic optimal
control problem.
We start by formally presenting a continuous-time, discrete-state density-dependent stochas-
tic population process model in which the state of each particle comprising the population and
the dynamics of its state transitions are governed by functions of time. Taking the limit as
the population size tends to infinity under a mean-field scaling, we establish that this limiting
stochastic process converges in general to a continuous-state nonautonomous dynamical sys-
tem. In doing so, we generalize and extend the classical results of Kurtz [19],[10, Chapter 11]
and the recent results in [2, 1] to establish corresponding versions of these results that hold
under time-varying parameters; this involves technical arguments and details that are unique
to the corresponding time-varying systems. We then formally present a corresponding opti-
mal control problem with respect to the controlled density-dependent stochastic population
process with time-varying parameters and establish an analogous result by showing that this
optimally controlled stochastic process is asymptotically equivalent to the optimal control
of the limiting dynamical system as the population size tends to infinity under a mean-field
scaling. In doing so, we generalize and extend the results in [12] to establish corresponding
versions of these results that hold under time-varying parameters; once again, this involves
technical arguments and details that are unique to the corresponding time-varying systems.
Our attention then turns to the limiting continuous-state nonautonomous dynamical sys-
tem where we first derive various mathematical properties of this system, including equi-
librium points, asymptotic states, stability and related results. It is well known that nonau-
tonomous dynamical systems (e.g., x˙ = f(x, t)) can have vastly different and more complex
behavior than autonomous systems (e.g., x˙ = f(x)) even when the vector field f is linear
in x. We then derive mathematical properties of the optimal dynamic control policy for the
limiting continuous-state nonautonomous dynamical system with the objective to maximize
various instances of a general utility function.
It is important to note that our density-dependent stochastic population process model
and results are quite general, and in particular not at all restricted to the examples of vi-
ral propagation, logistic growth, and chemical reaction applications discussed herein. More
specifically, particles comprising the population can represent any entities of interest, the
state of each particle can represent any characteristics of interest, and the dynamics of state
transitions can represent any phenomena of interest with respect to the particles and their
interactions. In fact, our interest in these mathematical problems was motivated by a recent
study of viral-propagation behaviors of people, energy sources, and cybersystems [22].
The paper is organized as follows. Section 2 presents our model and analysis of the
general class of density-dependent stochastic population processes with time-varying param-
eters. Section 3 presents our model and analysis of the limiting dynamical system, followed
by concluding remarks. Appendix A contains some of our additional theoretical results and
Appendix B contains some basic results from dynamical systems theory.
2. Density-Dependent Stochastic Population Processes. We first define our model of
the general class of density-dependent population processes with time-varying parameters
and then turn to establish that such a stochastic process is asymptotically equivalent to a set
of ordinary differential equations (ODEs) in the limit as the population size tends to infinity
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under a mean-field scaling. We next show a similar result for the corresponding control
problem by establishing that such an optimally controlled stochastic process is asymptotically
equivalent to the optimal control of the set of ODEs in the limit as the population size tends
to infinity under a mean-field scaling. A special case of viral-propagation processes with
time-varying parameters is then considered using an alternative set of arguments.
2.1. Mathematical Model. Consider a sequence of Markov processes
Zˆn = {(Xˆn,1(t), . . . , Xˆn,d(t)); t ≥ 0}
indexed by the fixed parameter n ∈ Z+ := {1, 2, . . .} and defined over the probability space
(Ωˆn,Fn,Pn), composed of the state space Ωˆn ⊆ Zd, σ-algebra Fn and probability measure
Pn, with initial probability distribution αn. The fixed parameter n has different interpreta-
tions depending upon the specific application and details of the stochastic process of interest,
but n generically represents a form of the magnitude of a system involving similar particles
that interact. For example, in the context of logistic growth, n reflects the area of a region
occupied by a certain population, d = 1, and the process Zˆn(t) represents the population den-
sity at time t. In the context of viral propagation, n reflects the total population size, d = 2,
and the process Zˆn(t) represents the ordered pair (Xˆn(t), Yˆn(t)) of non-infected and infected
population at time t, respectively. Lastly, in the context of chemical reactions, n reflects the
volume of a chemical system containing d chemical reactants, and the process Zˆn(t) repre-
sents the ordered tuple (Xˆ1(t), . . . , Xˆd(t)) of the numbers of molecules of all reactants at
time t.
Define Ω ⊂ Rd and Ωn := Ω ∩ {`/n : ` ∈ Ωˆn}. The time-dependent infinitesimal
generator Qn(t) = [q
(n)
i,j (t)]i,j∈Ωˆn for the Markov process Zˆn has transition intensities that
bear the general form q(n)k,k+`(t) = nβ`,t(k/n), for k, k + ` ∈ Ωˆn, where β`,t(·) are nonneg-
ative functions defined on Ω, for ` ∈ Ωˆn and t ≥ 0. We assume throughout that β`,t(x) is
continuous in t and that (x + `/n) ∈ Ωn when β`,t(x) > 0, both for x ∈ Ωn. As a specific
instance of this general form for logistic-growth processes, in terms of the time-varying birth
rate λ(t) and death rate µ(t) proportional to the population size, we consider the transition
intensities
q
(n)
i,i+1(t) = λ(t)
i
n
i = nλ(t)
i
n
i
n
, q
(n)
i,i−1(t) = µ(t)
i
n
i = nµ(t)
i
n
i
n
,
where the latter equalities are instances of the general form nβ`,t(k/n). For the specific
instance of viral-propagation processes, in terms of the time-varying infection rate λ(t) and
cure rate µ(t) proportional to fractions of the total population size, we consider the transition
intensities
(1) q(n)(i,j),(i−1,j+1)(t) = λ(t)i
j
n
= nλ(t)
i
n
j
n
, q
(n)
(i,j),(i+1,j−1)(t) = µ(t)j = nµ(t)
j
n
,
where the latter equalities are once again instances of the general form nβ`,t(k/n). The
functions λ(t) and µ(t) are assumed throughout to be continuous in t, consistent with the
continuity assumption on β·,t(·).
We note that the above definition of the viral-propagation stochastic process Zˆn is slightly
different from the corresponding (non-time-varying) model of Kurtz [19, 10], in that we
allow an infected individual who is cured to become infected at a later time. Both mod-
els assume connections among the population form a complete graph. In any case, our
results hold for both types of viral-propagation models as well as variations thereof with
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time-varying transition rates q(n)k,k+`(t) of the general form nβ`,t(k/n). Moreover, our re-
sults typically carryforward with little additional effort to an even more general form of
q
(n)
k,k+`(t) = n(β`,t(k/n) +O(1/n)) [10, Chapter 11].
2.2. Mean-Field Limit of Process. We proceed by proving a stronger result that then
implies the desired almost surely (a.s.) process limit for density-dependent population pro-
cesses. Suppose that the Markov Chain Zˆn(t) is as defined above with time-dependent transi-
tion intensities of the general form q(n)k,k+`(t) = nβ`,t(k/n), for k, k+ ` ∈ Ωˆn, with nonnega-
tive functions β`,t(x) defined as above on Ω for ` ∈ Ωˆn and t ≥ 0, continuous in t, and Lips-
chitz continuous in x = k/n (by definition), x ∈ Ωn. Here we consider the parameter n to be
general, having different interpretations in different contexts. From the martingale-problem
method (see, e.g., [10, Chapters 4, 6]), we devise that Zˆn(t) has the integral representation
Zˆn(t) = Zˆn(0) +
∑
`
`W`
(
n
∫ t
0
β`,s
(
Zˆn(s)
n
)
ds
)
,(2)
where the W` are independent standard Poisson processes. Define Ft(z) :=
∑
` `β`,t(z),
z ∈ Ωn. Further define Zn(t) := Zˆn(t)/n on the state space Ωn with time-dependent
transition intensities q(n)i,j (t) = nβn(j−i),t(i), i, j ∈ Ωn.
Our strategy for the desired proof is to first obtain the integral representation of Zn(t),
which leads to the generator of Zn(t) again through the martingale-problem method and the
law of large numbers for the Poisson process. From this and the above we derive the desired
expression
(3) Zn(t) = Zn(0) +
∑
`
`
n
W¯`
(
n
∫ t
0
β`,s(Zn(s))ds
)
+
∫ t
0
Fs(Zn(s))ds,
where W¯` denotes the centered Poisson process, i.e., W¯`(x) = W`(x) − x. It then follows,
from known results for the time-dependent martingale problem (see, e.g., [10, Chapter 7]),
that the generator An(t) for Zn(t) has the form
An(t)f(x) =
∑
`
nβ`,t(x)
[
f
(
x+
`
n
)
− f(x)
]
=
∑
`
nβ`,t(x)
[
f
(
x+
`
n
)
− f(x)− ` · ∇f(x)
n
]
+ Ft(x) · ∇f(x),(4)
for x ∈ Ωn.
One of our main results can now be presented, upon noting the following basic fact:
(5) lim
n→∞ supu≤v
∣∣∣W¯`(nu)
n
∣∣∣ = 0, a.s., v ≥ 0.
THEOREM 2.1. Suppose that for each compact set K ⊂ Ω∑
`
|`| sup
x∈K
β`,t(x) <∞, ∀t ≥ 0,
and there exists MK > 0 such that
(6) |Ft(x)− Ft(y)| ≤MK |x− y|, ∀x, y ∈ K, t ≥ 0.
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Further supposing Zn(t) satisfies (3), limn→∞ Zn(0) = z0, and a process Z(t) satisfies
(7) Z(t) = z0 +
∫ t
0
Fs(Z(s))ds, t ≥ 0,
then we have, for every t ≥ 0,
(8) lim
n→∞ sups≤t
|Zn(s)− Z(s)| = 0, a.s.
Proof. We have
|Zn(t)− Z(t)| ≤ |Zn(0)− z0|+
∣∣∣Zn(t)− Zn(0)− ∫ t
0
Fs(Zn(s))ds
∣∣∣
+
∣∣∣ ∫ t
0
Fs(Zn(s))− Fs(Z(s))ds
∣∣∣.
From (6), we obtain∣∣∣ ∫ t
0
Fs(Zn(s))− Fs(Z(s))ds
∣∣∣ ≤ ∫ t
0
|Fs(Zn(s))− Fs(Z(s))|ds
≤M
∫ t
0
|Zn(s)− Z(s)|ds.
Define
n(t) := sup
u≤t
∣∣∣Zn(u)− Zn(0)− ∫ u
0
Fs(Zn(s))ds
∣∣∣,
which therefore yields
|Zn(t)− Z(t)| ≤ |Zn(0)− z0|+ n(t) +M
∫ t
0
|Zn(s)− Z(s)|ds.
Applying Gronwall’s inequality then renders
|Zn(t)− Z(t)| ≤ (|Zn(0)− z0|+ n(t))eMt.
Hence, we know that (8) holds if limn→∞ n(t) = 0.
Meanwhile, from (3), we have
n(t) ≤
∑
`
|`|
n
sup
u≤t
|W¯`(nβ¯`,uu)|,
where β¯`,t = supx∈Ωn β`,t(x). Furthermore, from the definition of W¯ , we obtain
sup
u≤t
|W¯ (nβ¯`,uu)| ≤ sup
u≤t
|W`(nβ¯`,uu) + (nβ¯`,uu)|
= W`(nβ¯`,tt) + (nβ¯`,tt),
where the equality is due to the monotonicity of the Poisson process. Hence,
n(t) ≤
∑
`
|`|
n
(
W`(nβ¯`,tt) + (nβ¯`,tt)
)
.
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From the law of large numbers for the Poisson process, we can easily conclude that n(t) is
bounded by a constant. We then can apply the dominated convergence theorem, in conjunc-
tion with (5), to ensure that limn→∞ n(t) = 0, a.s.
From Theorem 2.1, we then have that the stochastic process Zn(t) converges to a corre-
sponding continuous-space deterministic process Z(t) a.s. as n → ∞ and that Z(t) satisfies
a corresponding set of ODEs. In particular, the process Z(t) satisfies the integral form of
the general nonautonomous dynamical system given in (7) where the specific details of the
process and the corresponding set of ODEs depend upon Fs(·) for the original stochastic pro-
cess Zˆn(t). As one such example, in the context of viral propagation, the stochastic process
Zn(t) converges to a deterministic process Z(t) = (X(t), Y (t)) a.s. as n → ∞ with Z(t)
satisfying the following pair of ODEs:
(9)
dX(t)
dt
= −λ(t)X(t)Y (t) + µ(t)Y (t), dY (t)
dt
= λ(t)X(t)Y (t)− µ(t)Y (t).
This desired a.s. convergence result justifies the use of a continuous-state nonautonomous
dynamical system to model a discrete-state real-world stochastic system.
2.3. Mean-Field Analysis of Optimal Control. We next turn our attention to an opti-
mal control problem associated with the original general class of density-dependent stochas-
tic population processes, where our goal is to show that this control process is asymptotically
equivalent to the optimal control of the corresponding set of ODEs as the population size
tends to infinity under a mean-field scaling.
Consider a sequence of controlled Markov processes Zˆn(t), with the adaptive control
process un(t) that is realized with respect to the adaptive transition kernel nβ`,t(k/n), k, k+
` ∈ Ωˆn, recalling β`,t(·) is continuous in t. For each system indexed by n, the optimal control
u∗n(t) is determined by solving the optimal control problem with respect to the cost functions
c1(·) and c2(·):
Jˆ∗n(z) = min
un(t)
Jˆn(z)
= min
un(t)
{∫ T
0
c1(Zˆn(t), un(t))dt+ c2(Zˆn(T ))
}
,
s.t. Zˆn(0) = z.
Here we assume the cost functions c1(z, u) and c2(z) are uniformly bounded, which is rea-
sonable and justified by our interest in costs related only to the proportion of a population.
Recall the integral representation of Zˆn(t) and Zn(t) in (2) and (3), respectively. Further
recall that the generator An(t) for Zn(t) has the form given in (4).
For comparison towards our goal in this section, we also consider the corresponding
optimal control problem associated with the limiting mean-field dynamical system of the pre-
vious section. Namely, the optimal control u∗(t) is determined by solving the corresponding
optimal control problem with respect to the same cost functions c1(·) and c2(·), which can be
formulated as
J∗(z) = min
un(t)
J(z)
= min
un(t)
{∫ T
0
c1(Z(t), u(t))dt+ c2(Z(T ))
}
,
s.t. Z(0) = z,
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where Z(t) follows the dynamics
Z(t) = z +
∫ t
0
Fs(Z(s))ds.
Note that the function Fs(·) encodes the control information.
We seek to show that the optimal control u∗(t) in the limiting mean-field dynamical
system provides an asymptotically equivalent optimal control u∗n(t) for the original system
indexed by n in the limit as n tends toward infinity. More specifically, we first establish the
following main result.
THEOREM 2.2. Let Zˆn(t), Zn(t) and Z(t) be as above. We then have
lim
n→∞ Jˆ
∗
n(z) = J
∗(z).(10)
Furthermore, let F ∗s (·) denote the function that encodes the optimal control u∗(t) of the
limiting mean-field dynamical system. Suppose the original stochastic process Zˆn(t) follows
the deterministic state-dependent control policy determined by F ∗s (·). Then, asymptotically
as n → ∞ under a mean-field scaling, both systems will realize the same objective function
value in (10).
Proof. We first want to show that
limn→∞Jˆ∗n(z) ≤ J∗(z) ≤ limn→∞Jˆ∗n(z).
Given any  > 0, there exists an Fs(z) such that J(z) > J∗(z)−  under Fs(z) by definition.
Now, consider a system indexed by n that follows the deterministic policy determined by
Fs(z). From our mean field analysis in the previous section, we know
lim
n→∞ Zˆn(t) = Z(t), a.s.,
since a fixed deterministic policy will be followed by both the system indexed by n and the
limiting dynamical system. In addition, because both Zˆ(t) and Z(t) are uniformly bounded
and c1(·) and c2(·) are uniformly bounded functions, we have
lim
n→∞ Jˆn(z) = J(z),
and therefore
limn→∞Jˆ
∗
n(z) ≥ lim
n→∞ Jˆn(z) = J(z) > J
∗(z)− .
Meanwhile, for each system indexed by n, we have aZn under which Jˆ∗n(z) ≤ Jˆn(z)+.
Let Fs(z), dependent on n, be as in the last term of (3). Given any sample path ω, define
Z˜n(t) := z +
∫ t
0
Fs(Z˜n(s))ds,(11)
where Fs is different for different sample paths. Furthermore, define
J˜n(z) := E
[∫ T
0
c1(Z˜n(t), u(t))dt+ c2(Z˜n(T ))
]
.
8 Y. LU, M.S. SQUILLANTE, C.W. WU
We know that
limn→∞J˜n(z) ≤ Jˆ∗(z).
What remains is to determine an estimate of |Jˆn(z)− J˜n(z)|, for which we simply need
to estimate
E[|Zˆn(t)− Z˜n(t)|].
From the martingale problem representation and equation (11), we can apply Gronwall’s
inequality and thus obtain
E[|Zˆn(t)− Z˜n(t)|] ≤ E
[∑
`
`
n
sup
0≤s≤t
W¯`(An(s))
]
exp[Bt]
for some constant B. This implies that E[|Zˆn(t)− Z˜n(t)|] is a O(1/n) term. Hence, we have
limn→∞Jˆn(z) ≤ Jˆ∗(z) + .
The above arguments then lead to the desired result in (10).
Finally, it is readily verified that the above result and arguments render the desired con-
clusion that the optimal control u∗(t) in the limiting mean-field dynamical system provides
an asymptotically equivalent optimal control u∗n(t) for the original stochastic system indexed
by n in the limit as n→∞.
2.4. Alternative Proof of Mean-Field Limit: Special Case. We now revisit the special
case of the viral-propagation processes of Section 2.1, in light of the recent alternative proof
of the mean-field limit of such processes with fixed infection and cure rate parameters [2,
1]. Our goal is to generalize these results and extend these arguments to handle the case of
time-varying infection and cure rate parameters, where the technical details are unique to the
corresponding time-varying systems.
Consider a sequence of Markov processes
Zˆn = {(Xˆn(t), Yˆn(t)); t ≥ 0}
indexed by the total population size n ∈ Z+ and defined over the probability space (Ωˆn,Fn,Pn),
composed of the state space
Ωˆn := {(i, j) : 0 ≤ i, j ≤ n, i+ j = n},
σ-algebra Fn and probability measure Pn, with initial probability distribution αn. Each pro-
cess Zˆn(t) represents the ordered pair (Xˆn(t), Yˆn(t)) of non-infected and infected population
at time t, respectively, where we assume connections among the population form a complete
graph. The time-dependent infinitesimal generator Qn(t) = [q
(n)
(i,j),(u,v)(t)] for the Markov
process Zˆn has transition intensities given by (1) in terms of the time-varying infection rate
λ(t) and cure rate µ(t), both of which are assumed throughout to be continuous in t.
Recalling the definition Zn(t) := Zˆn(t)/n over the state space
Ωn :=
{(
i
n
,
j
n
)
: 0 ≤ i, j ≤ n, i+ j = n
}
,
we seek to show that the stochastic processZn(t) converges to a deterministic processZ(t) =
(X(t), Y (t)) a.s. as n→∞ and that Z(t) satisfies the pair of ODEs in (9). This desired a.s.
CONTROL OF TIME-VARYING DENSITY-DEPENDENT POPULATION PROCESSES 9
convergence result is a process-level limit. We view both the pre-limit and limit processes as
elements ofD([0,∞), [0,∞)), the space of functions mapping from [0,∞) to [0,∞) that are
right-continuous and have left limits (RCLL). This space is endowed with the Skorohod J1
topology [28]. In particular, let Φm denote the class of strictly increasing, continuous map-
pings φ : [0,m]→ [0,m] such that φ(0) = 0 and φ(m) = m. For x, y ∈ D([0,∞), [0,∞)),
define
dm(x, y) := inf
φ∈Φm
{||φ− e||m ∨ ||x ◦ φ− y||m},
d(x, y) :=
∞∑
m=1
2−m[dm(x, y) ∧ 1],
where e(t) = t is the identity function. Then the metric d is the Skorohod J1 metric in
D([0,∞), [0,∞)). Our convergence result states that d(Zn(·), Z(·))→ 0 a.s. as n→∞.
The desired result for the above class of viral-propagation processes can be formally
expressed by the following Theorem.
THEOREM 2.3. The stochastic process Zˆn(t) defined above converges a.s. as n→∞ to
the deterministic process Z(t) = (X(t), Y (t)) such that
X˙ = −λ(t)X(t)Y (t) + µ(t)Y (t), Y˙ = λ(t)X(t)Y (t)− µ(t)Y (t).
Namely, d(Zn(·), Z(·))→ 0 a.s. as n→∞.
Proof. We proceed by focusing on the convergence of Yn(t) := Yˆn(t)/n, which is suffi-
cient to ensure the convergence of Zn(t) since Xn(t) + Yn(t) = 1 with Xn(t) := Xˆn(t)/n.
Suppose Yn(0) = y0 ∈ [0, 1] for all n. We show that, for any T > 0,
(12) lim
n→∞ supt∈[0,T ]
E[|Yn(t)− Y (t)|2] = 0,
where Y (t) satisfies
(13) Y ′(t) = λ(t)[1− Y (t)]Y (t)− µ(t)Y (t), Y (0) = y0.
Our proof starts with establishing an upper bound onE[Yn(t)], which is given in Lemma A.2
and makes use of Lemma A.1, and establishing a lower bound on E[Yn(t)], which is given in
Lemma A.3. The next step is to show that the zn(t) process, defined by (20) in Lemma A.3
together with wn(t) in (21), converges to the Y (t) process uniformly in mean square as
n → ∞, in the sense of (12). Consider a two-dimensional ODE system with a similar form
as follows:
v(t) := (v1(t), v2(t)),
v′1(t) = λ(t)(v1(t)− v2(t))− µ(t)v1(t),
v′2(t) = 2λ(t)(v2(t)− v2(t)1.5)− 2µ(t)v2(t),(14)
v1(0) = y0, v2(0) = y
2
0 .
Note that v(t) = (Y (t), Y (t)2) is the unique solution to the above system of differential
equations. Moreover, as n→∞, the right hand side of (21) converges to the right hand side
of (14) if limn→∞ wn(t) = v2(t).
Meanwhile, we know from (21) that
wn(t) =y
2
0 +
∫ t
0
λ(s)[wn(s)− wn(s)1.5]− 2µ(s)wn(s) + 1
n
[λ(s) + µ(s)]ds.
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We further know that the function x − x1.5 has a maximum value of 4/9 for x ≥ 0, and
wn(t) ≥ 0. Hence, for a fixed T , we have, for any t ∈ [0, T ],
wn(t) ≤ y20 +
∫ t
0
ΛT
4
9
+ ΛT +MT ds =
(
13
9
ΛT +MT
)
T
where ΛT = supt≤T λ(t) and MT = supt≤T µ(t). This means that |wn(t)| is uniformly
bounded. In conjunction with (21), it follows that limn→∞ wn(t) = v2(t).
Hence, (zn(t), wn(t)) converges to (Y (t), Y (t)2) uniformly on [0, T ] for any T > 0.
3. Dynamical Systems. The limiting continuous-space deterministic process, as pre-
viously noted above, satisfies the integral form of the general nonautonomous dynamical
system in (7), where the specific details of the process and the corresponding set of ODEs
depend upon Fs(·) for the original stochastic process Zˆn(t) and where the parameter n has
different interpretations depending upon such details of the original process. We therefore
primarily consider in this section one specific dynamical system, namely the deterministic
process z(t) = (x(t), y(t)) resulting from Theorem 2.3. At the end of this section, we dis-
cuss applications of our approach to address other types of dynamical systems.
3.1. Model. The results of Section 2 yield a corresponding continuous-time, continuous-
state nonautonomous dynamical system (x(t), y(t)), where x(t) denotes the fraction of non-
infected population at time t and y(t) the fraction of infected population at time t. The starting
state state (x(0), y(0)) of the system at time t = 0 has initial probability distribution α. Let
λ(t) denote the infection rate at time t and µ(t) the cure rate at time t, for t ∈ [0, T ), where
the planning horizon T can be finite or infinite. We assume throughout that λ(t), µ(t) > 0.
To elucidate the exposition, let us initially assume the infection rate λ(t) > 0 and cure
rate µ(t) > 0 are constant for all t; namely, λ(t) = λ and µ(t) = µ, ∀t. The state equations
are then given by:
dx
dt
= −λxy + µy, dy
dt
= λxy − µy,
where x and y respectively describe the non-infected and infected population, with total pop-
ulation c = x + y. Although our model definition implies c = 1, we shall consider the case
of general c for mathematical completeness.
The dynamical system model defined above is continuously varying in time. Within
our mathematical framework, we also consider a more general model consisting of multiple
regimes, each as defined above, where there are jumps (positive or negative) in the state
of the dynamical system and in the infection and cure rate functions upon switching from
one regime to another. Assuming the length of each regime is sufficiently long to reach
equilibrium before regime switching occurs (a simple statement of differences in time-scale),
without loss of generality, we can focus our mathematical analysis on each regime in isolation
where the equilibrium point for any regime becomes the starting point for the next regime.
Since c = x+ y and d(x+y)dt = 0, we have x(t) + y(t) = c = x(0) + y(0) for all t; i.e.,
the total population is constant. Upon substituting y = c− x, we can equivalently rewrite the
two-dimensional ODE as an one-dimensional ODE:
dx
dt
= λx2 − (λc+ µ)x+ µc.
We can then apply standard techniques to analyze this dynamical system and obtain the fol-
lowing result. Note that the logistic growth model described in Section 2.1 and in [10, Chapter
11] also resulted in a one-dimensional ODE and amenable to a similar analysis.
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THEOREM 3.1. For the dynamical system (x(t), y(t)) with 0 ≤ x(0), y(0) ≤ c and
x(t) + y(t) = c, λ(t) = λ, µ(t) = µ for all t, the system has equilibrium points at x∗1 =
µ
λ
and x∗2 = c, and stability properties given by the three cases:
1. µλ < c: The equilibrium point x
∗
1 is stable and the equilibrium point x
∗
2 is unsta-
ble. Moreover, all trajectories of the dynamical system will converge towards the
equilibrium point x∗1, with the sole exception of the initial state x(0) = c.
2. µλ > c: The equilibrium point x
∗
1 is unstable and the equilibrium point x
∗
2 is sta-
ble. Moreover, all trajectories of the dynamical system will converge towards the
equilibrium point x∗2.
3. µλ = c: There is one equilibrium point at x
∗
2, which is neither stable nor unsta-
ble. Moreover, all trajectories of the dynamical system will converge towards the
equilibrium point x∗2.
Proof. First, we evaluate the derivative of f at the two equilibrium points x∗1 and x
∗
2 to
obtain
df(x)
dx
|x=x∗1 = 2λx∗1 − (λc+ µ) = µ− λc,
df(x)
dx
|x=x∗2 = 2λx∗2 − (λc+ µ) = λc− µ.
From the above equations for case 1 and the Hartman-Grobman Theorem (Theorem B.1), the
equilibrium point x∗1 is stable and the equilibrium point x
∗
2 is unstable since
df(x)
dx |x=x∗1 =
µ − λc < 0 and df(x)dx |x=x∗2 = λc − µ > 0. The convergence of all trajectories of the dy-
namical system then follows upon applying Lyapunov’s second method for (global) stability
(Theorem B.2) together with the assumption x(0), y(0) ≥ 0.
Turning to the above equations under case 2, the Hartman-Grobman Theorem (Theo-
rem B.1) renders that the equilibrium point x∗1 is unstable and the equilibrium point x
∗
2 is
stable since df(x)dx |x=x∗1 = µ− λc > 0 and df(x)dx |x=x∗2 = λc− µ < 0. The convergence of all
trajectories of the dynamical system then follows upon applying Lyapunov’s second method
for (global) stability (Theorem B.2) together with the assumption 0 ≤ x(0) ≤ c.
Finally, from the above equations for case 3 and the Hartman-Grobman Theorem (The-
orem B.1), there is one equilibrium point at x∗1 = x
∗
2 = c that is neither stable nor unstable
since df(x)dx |x=x∗1 = µ − λc = 0 and df(x)dx |x=x∗2 = λc − µ = 0. The convergence of all
trajectories of the dynamical system then follows upon applying Lyapunov’s second method
for (global) stability (Theorem B.2) together with the assumption 0 ≤ x(0) ≤ c.
To summarize, for the dynamical system of Theorem 3.1, all trajectories will converge
towards an equilibrium point, which is at x = µλ when
µ
λ < c and at x = c when
µ
λ ≥ c. We
now turn to the general instance of our dynamical system model with λ(t) and µ(t) varying
as functions of time t, for which we have a more general result of a similar form.
THEOREM 3.2. For the dynamical system (x(t), y(t)) with 0 ≤ x(0), y(0) ≤ c and
x(t) + y(t) = c, λ(t), µ(t) continuously varying for all t, the system has an asymptotic state
at x∗1(t) =
µ(t)
λ(t) and an equilibrium point at x
∗
2 = c, and stability properties given by the
following four cases.
1. 0 < µ(t)λ(t) < ξ < c, ∀t: The equilibrium point x∗2 is unstable. Moreover, all tra-
jectories of the dynamical system with initial state x(0) < c will converge towards
being eventually near the asymptotic state x∗1(t) with respect to a δ-neighborhood,
i.e., ‖x(t)− µ(t)λ(t)‖ ≤ δ where δ is a nonnegative constant that depends on the rates
of change of µ(t) and λ(t).
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2. µ(t)λ(t) > c: The equilibrium point x
∗
2 is stable. Moreover, all trajectories of the
dynamical system will converge towards the equilibrium point x∗2.
3. µ(t)λ(t) = c: There is one equilibrium point at x
∗
2, which is neither stable nor unsta-
ble. Moreover, all trajectories of the dynamical system will converge towards the
equilibrium point x∗2.
4. µ(t)λ(t) = 0: There is one equilibrium point at x
∗
1 = 0, which is neither stable nor
unstable. Moreover, all trajectories of the dynamical system will converge towards
this equilibrium point x∗1.
Proof. First note that if x(0) < c, then x(t) < ψ for all t, for some ψ < c. Next note that
x˙ = λ(t)
(
x− µ(t)λ(t)
)
(x− c). Consider the Lyapunov function V (x, t) = 12
(
x(t)− µ(t)λ(t)
)2
.
The derivative of V along trajectories is equal to
V˙ (x) =
dV
dx
· dx
dt
+
dV
dt
=
(
x− µ
λ
)(
x˙− µ
′(t)λ(t)− λ′(t)µ(t)
λ2(t)
)
= λ(t)
(
x− µ
λ
)2
(x− c) +
(
x− µ
λ
)(λ′(t)µ(t)− µ′(t)λ(t)
λ2(t)
)
.
Note that V˙ < 0 if ‖x− µλ‖ >
∥∥∥λ′(t)µ(t)−µ′(t)λ(t)λ3(t) ∥∥∥ /‖ψ − c‖, and by setting
δ = lim sup
t
∥∥∥∥λ′(t)µ(t)− µ′(t)λ(t)λ3(t)
∥∥∥∥ /‖ψ − c‖,
the result follows from a standard Lyapunov argument.
To summarize, for the dynamical system of Theorem 3.2, all trajectories x(t) will ap-
proach a δ-neighborhood of µ(t)λ(t) when 0 <
µ(t)
λ(t) < c, will approach 0 when
µ(t)
λ(t) = 0, and
will approach c when µ(t)λ(t) ≥ c.
As a special case of Theorem 3.2, when λ(t) and µ(t) asymptotically converge to a con-
stant ratio, then the equilibrium points and stability of such a continuously varying dynamical
system are given by the following result.
THEOREM 3.3. For the dynamical system (x(t), y(t)) with 0 ≤ x(0), y(0) ≤ c and
x(t) + y(t) = c, λ(t), µ(t) continuously varying such that µ(t)/λ(t)→ κ, the system has an
asymptotic state at x∗1(t) =
µ(t)
λ(t) and an equilibrium point at x
∗
2 = c, and stability properties
given by the following four cases.
1. 0 < µ(t)λ(t) < c: The equilibrium point x
∗
2 is unstable. Moreover, all trajectories of the
dynamical system whose initial state is bounded away from c will converge towards
x∗1(t)→ κ.
2. µ(t)λ(t) > c: The equilibrium point x
∗
2 is stable. Moreover, all trajectories of the
dynamical system will converge towards the equilibrium point x∗2.
3. µ(t)λ(t) = c: There is one equilibrium point at x
∗
2, which is neither stable nor unsta-
ble. Moreover, all trajectories of the dynamical system will converge towards the
equilibrium point x∗2.
4. µ(t)λ(t) = 0: There is one equilibrium point at x
∗
1 = 0, which is neither stable nor
unstable. Moreover, all trajectories of the dynamical system will converge towards
this equilibrium point x∗1.
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To illustrates the dynamics of the above mathematical results when the equilibrium state
µ(t)
λ(t) converges to a constant (Theorem 3.3), consider the system across different initial con-
ditions x(0) ∈ [0, c = 1] according to a (truncated) normal distribution with mean 0.5;
refer to the two leftmost diagrams in Figure 1. The middle diagram in Figure 1 illustrates
the trajectories of the system over time for the ten initial conditions x(0) = 0.1, x(0) =
0.2, . . . , x(0) = 1.0; similarly, the diagram to its right illustrates the system trajectories
over time for all initial conditions x(0) ∈ [0, 1] with the corresponding probability density
function color map from the leftmost diagram. The rightmost diagram in Figure 1 illustrates
the probability density function for the state of the system at the end of the time horizon. Note
that the closer the initial state x(0) is to the unstable equilibrium point at x = 1, the slower
the trajectory converges to the equilibrium state.
FIG. 1. Trajectories of x(t).
3.2. Optimal Control Results. Consider the following optimal control formulation.
Let R(x(t)) and C(y(t)) denote the rewards and costs as a function of the state of the system
at time t, respectively. More generally, we can have R(·, ·) and C(·, ·) each functions of both
x(t) and y(t). The decision variables are based on the controlled infection and cure rates
λ(t) and µ(t) deployed by the system that represent changes from the original infection and
cure rates, now denoted by λˆ(t) and µˆ(t), where the system incurs costs Cˆλ(·) and Cˆµ(·) as
functions of the deviations λ(t)− λˆ(t) and µ(t)− µˆ(t), respectively. Throughout this subsec-
tion the control variables λ(t) and µ(t) are assumed to be continuous in t, with λˆ(t) and µˆ(t)
continuously varying for all t. Define λ := (λ(t)) and µ := (µ(t)). The objective function
of our optimal control formulation is then given by
max
λ,µ
f
( ∫ T
0
{
R(x(t))− C(y(t))− Cˆλ(λ(t)− λˆ(t))− Cˆµ(µ(t)− µˆ(t))
}
dt
)
,(15)
where T denotes the time horizon, which can be finite or infinite, and f(·) represents an oper-
ator of interest. Letλ∗ andµ∗ denote the optimal solution to (15) subject to the corresponding
ODEs of the previous section.
The above formulation represents the general case of the optimal control problem of
interest. Although there are no explicit solutions in general, this problem can be efficiently
solved numerically using known methods from control theory.
To consider more tractable cases, and gain fundamental insights into the problem, we
start by first considering a one-sided version of this general problem in equilibrium with a
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fixed constant infection rate λ = λˆ = λˆ(t) where the goal is to maximize the reward at the
equilibrium point and only the parameter µ is under our control. The optimal control in this
case is a stationary policy for the cure rate, i.e., a single control µ in equilibrium. Under
a linear reward function with rate R and linear cost functions with rates C and Cˆµ, we can
rewrite the objective function (15) as
max
µ
R(x(∞))− C(y(∞))− Cˆµ(µ),
since the optimal control is a stationary policy for the cure rate. Upon substituting min{c, µλ}
for x(∞) and c− x(∞) = max{0, c− µλ} for y(∞), we derive the optimal control policy to
be
µ∗ = arg max
µ≥0
R
(
min
{
c,
µ
λ
})
− C
([
c− µ
λ
]+)
− Cˆµ(µ).(16)
Namely, the optimal stationary control policy employs for all time t the single control µ∗ that
solves (16). An analogous formulation and result on λ∗ can be established for the opposite
one-sided version of the problem in equilibrium with constant cure rate µ.
Next, as another step toward the general formulation, consider the case where there are
no costs for adjusting the infection and cure rates, i.e., Cˆλ(b) = 0 = Cˆµ(b) for all b. Further
assume that (R(x)− C(y)) has a single maximum at (x∗, y∗), which occurs when R(·) and
C(·) are linear (in which case x∗ = 0 or x∗ = c = 1) or when R(·) is concave and C(·)
is convex (in which case x∗ ∈ [0, c = 1]). We introduce the notion of an ideal trajectory
denoted by (xI(t) = x∗, yI(t) = y∗) that maximizes the objective function (15) at all time
in this problem instance. Hence, the optimal policy is to have µ(t)λ(t) = x
∗ with λ(t) as large
as possible, subject to µˆ(t)
λˆ(t)
varying over time, since this governs the speed at which x(t)
approaches and continually follows x∗.
More precisely, we establish a result showing that we can get arbitrarily close to the ideal
trajectory, and thus the maximum objective. Before doing so, we present the following related
lemma on the general dynamics of the system.
LEMMA 3.4. For each  > 0 there is a δˆ > 0 such that if 0 ≤ x(0) < c −  and
λ(t), µ(t) > δˆ and µ(t)λ(t) = x
∗ for all t, then
∣∣x(t)− xI(t)∣∣ <  for all t sufficiently large.
Proof. It is easy to show that dxdt ≤ −a(x(t) − x∗) if c −  > x(t) > x∗ and dxdt ≥
a(x(t) − x∗) if x(t) < x∗ where a = λ(t). Hence we can make a as large as possible
by making λ(t), and implicitly µ(t), as large as possible, and the conclusion follows from
Theorem B.3.
We can now present the main result of interest for this instance of the general formulation.
THEOREM 3.5. Suppose Cˆλ(b) = 0 = Cˆµ(b), for all b. For each  > 0 with 0 ≤ x(0) <
c − , there is a δˆ > 0 such that if λ(t), µ(t) > δˆ and µ(t)λ(t) = x∗ for all t, then the optimal
solution of (15) is realized within .
Proof. The result directly follows as a consequence of Lemma 3.4, where we can con-
tinually make λ(t), and implicitly µ(t), as large as possible to reach the optimal solution as
fast as possible and to persistently follow the optimal solution as fast as possible.
Let us next consider the above case where there are no costs for adjusting the infection
and cure rates, but where there are constraints on the rates of change of the control variables
λ(t) and µ(t), i.e., θ`λ < λ˙ < θ
u
λ and θ
`
µ < µ˙ < θ
u
µ. We continue to assume that (R(x)−C(y))
has a single maximum at (x∗, y∗) — in which case x∗ = 0 or x∗ = c = 1 whenR(·) andC(·)
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are linear; or x∗ ∈ [0, c = 1] when R(·) is concave and C(·) is convex. Our above notion
of an ideal trajectory remains the same, namely (xI(t) = x∗, yI(t) = y∗) maximizes the
objective function (15) without constraints for all time t. We therefore have that the optimal
policy consists of setting λ(t) and µ(t) so as to maximize the speed at which x(t) approaches
and continually follows a maximum within an achievable neighborhood of x∗, subject to the
constraints on λ˙ and µ˙ and subject to µˆ(t)
λˆ(t)
varying over time.
More precisely, we establish a result showing that we can get arbitratily close to the best
state within a δ-neighborhood of the ideal trajectory, and thus the maximum objective, where
δ is a nonnegative constant that depends on the rates of change of λˆ(t) and µˆ(t), and on
θ`λ, θ
u
λ, θ
`
µ, θ
u
µ. Define D(t) := {x(t) : ‖x(t)− x∗‖ ≤ δ} for all t. The main result of interest
for this instance of the general formulation can then be expressed as follows.
THEOREM 3.6. Suppose Cˆλ(b) = 0 = Cˆµ(b), for all b, together with the constraints
θ`λ < λ˙ < θ
u
λ and θ
`
µ < µ˙ < θ
u
µ. For each  > 0 with 0 ≤ x(0) < c− , there is a δˆ > 0 such
that if λ(t), µ(t) > δˆ and µ(t)λ(t) = xˆ
∗(t) := arg maxx(t)∈D(t)(R(x(t)) − C(y(t))) for all t,
then the optimal solution of (15) under the constraints on λ˙ and µ˙ is realized within .
Proof. The result follows from the combination of arguments establishing Theorems 3.5
and 3.2, where we can continually set λ(t) and µ(t) so as to reach and persistently follow the
best state xˆ∗(t) within a δ-neighborhood of the optimal solution as fast as possible.
When the costs for adjusting the infection and cure rates are introduced to either of the
above instances of the general formulation, the optimal policy will deviate from the ideal
policies above where the deviation will depend on the initial state x(0), the cost functions
Cˆλ(·) and Cˆµ(·), the rates of change of λˆ(t) and µˆ(t), and any constraints on the rates of
change of λ(t) and µ(t). Even though the policy of following the ideal trajectory is not
optimal in general, it can provide structural properties and insight into the complex dynamics
of the system in a very simple and intuitive manner.
3.3. Higher-Dimensional Dynamical Systems. One of the benefits of reducing the
asymptotic behavior of stochastic processes to a deterministic dynamical system is that the
dynamical system can be more amenable to analysis, especially when the system is au-
tonomous. Moreover, structural properties can be deduced by examining the state equations.
For instance it is well known that low dimensional systems cannot exhibit complex behavior.
In an autonomous dynamical system of the form x˙ = f(x) where f is continuous, oscillatory
behavior is only possible if the dimension of x is 2 or higher; and chaotic behavior is only
possible if the dimension of x is 3 or higher [15]. If ∂fi∂xj ≥ 0 for all i 6= j (respectively, if
∂fi
∂xj
≤ 0 for all i 6= j), then such systems are called cooperative (respectively, competitive)1
and in these cooperative systems there are no nontrivial periodic solutions that are attracting.
If in addition the Jacobian of f is irreducible for all x, then almost every initial condition ap-
proaches the set of equilibrium points and thus complex oscillatory behavior are not likely in
such systems [18]. For most density-dependent stochastic population processes, the dynam-
ics are bounded and hence the main dynamics are the trajectory approaching an equilibrium
set.
When this is not the case and the dimensionality of the dynamical system is above 2 or 3,
then the analysis of the dynamical system, as well as the original stochastic process, is more
complex. Furthermore, when the system is nonautonomous as considered in this paper, the
dynamics can be arbitrarily complex. However, assuming the dynamical system parameters
are varying at a much slower time scale than the dynamics and control of the system, then
1Both such systems were found to be useful in modeling various types of biological systems [26].
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results in the analysis and control of slowly varying nonlinear dynamical systems can be
brough to bear [25]. At the same time, structural properties deduced from the state equations
of the nonautonomous dynamical system and numerical simulation of these equations render
important characteristics and information about the asymptotic behavior and optimal control
of the original stochastic process.
Theorem 2.1 shows that the stochastic process Zn(t) has mean-field behavior for large n
described by the integral form of the dynamical system in (7). The reverse is also true: For
every dynamical systems with a bounded invariant set, it is possible to construct a stochastic
process whose mean-field behavior (as n→∞) is described by the dynamics of the dynam-
ical system. There are many different stochastic processes whose asymptotic behavior maps
to the same dynamical system. One procedure for constructing such a stochastic process is
roughly described as follows.
1. Shift the origin and rescale the state space such that the invariant set lies in [0, B]d−1
and the vector field x˙i = Fi(x, t), 1 ≤ i ≤ d− 1, where x = (x1, · · · , xd−1).
2. For each i, decompose the i-th component of the vector field Fi(x, t) into Fi(x, t) =
Pi(x, t)−Ni(x, t), where Pi(x, t) ≥ 0 and Ni(x, t) ≥ 0.
3. Construct a stochastic process of n agents and d classes.
4. The number of agents in class i is denoted ci.
5. For 1 ≤ i ≤ d− 1, the transition intensities of class i to class d are given by
q
(n)
ci→ci+1,cd→cd−1 = αPi(x, t),
q
(n)
ci→ci−1,cd→cd+1 = αNi(x, t),
where xi = cin and α > 0 is some fixed constant.
If the decomposition of the vector field into Pi and Ni is not easily obtained, an alterna-
tive procedure for constructing such a stochastic process is as follows.
1. Shift the origin and rescale the state space such that the invariant set lies in [0, B]d−1
and the vector field x˙i = Fi(x, t), 1 ≤ i ≤ d− 1.
2. Construct a stochastic process of n agents and d classes.
3. The number of agents in class i is denoted ci.
4. For 1 ≤ i ≤ d− 1, the transition intensities of class i to class d are given by
q
(n)
ci→ci+sgn(a),cd→cd−sgn(a) = |a|,
where a = αFi(x, t) and xi = cin and α > 0 is some fixed constant.
As one specific example, along the lines of a d-dimensional viral propagation process,
applying the first procedure to the well-known Lorenz system [21] (which admits a decompo-
sition into Pi andNi) yields a stochastic process with d = 4 classes and transitition intensities
described by
q
(n)
c1→c1+1,c4→c4−1 = αa
(
x1 +
1
4
)
,
q
(n)
c1→c1−1,c4→c4+1 = α
(
100x1x3
3 + x2 +
b
3
)
,
q
(n)
c2→c2+1,c4→c4−1 = α(cx3 + 24(x1 + x2)),
q
(n)
c2→c2−1,c4→c4+1 = α
3ax2
2 ,
q
(n)
c3→c3+1,c4→c4−1 = α
(
2bx1
3 +
50x3
3 +
1
2
)
,
q
(n)
c3→c3−1,c4→c4+1 = α(48x1x2 + 12).
We use the parameters a = 10, b = 28 and c = 83 , which are the standard parameters
for the Lorenz system to produce the butterfly chaotic attractor. Simulating this stochastic
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process with α = 0.015 and n = 6000 for 5000000 iterations renders the values of xi whose
phase portrait and time series are illustrated in Figures 2 and 3, respectively. The value of x4
is not shown since x4 = 1− (x1 +x2 +x3) can be derived from the other components. These
figures clearly show that the output of the stochastic process shares the features of the Lorenz
chaotic attractor, even for a relatively small value of n.
FIG. 2. Phase portrait from the stochastic process mimicking a Lorenz attractor
FIG. 3. Time series from the stochastic process mimicking a Lorenz attractor
4. Conclusion. Motivated by current and emerging applications of today, we considered
in this paper the general class of density-dependent stochastic population processes with time-
varying behavior. We have established that this class of stochastic processes, under a mean-
field scaling, converges to a corresponding class of nonautonomous dynamical systems, thus
extending classical results for such density-dependent population processes without time-
varying behavior. A special case of viral-propagation processes is considered, thus extending
recent results of mean-field limits for such processes to support time-varying parameters.
We also analogously show that the optimal control of the general class of density-dependent
stochastic population processes converges to the optimal control of the corresponding class of
limiting nonautonomous dynamical systems. Important mathematical properties of interest
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are derived through an analysis of the dynamical system and its optimal control.
Appendix A. . This appendix presents a few Lemmas, providing upper and lower
bounds on E[Yn(t)], that are used in the proofs of some of our main results.
LEMMA A.1.
(17)
∂E[Yˆn(t)]
∂t
=
λ(t)
n
E[(n− Yˆn(t))Yˆn(t)]− µ(t)E[Yˆn(t)].
Proof. Note that
(18) lim
h→0
E[Yˆn(t+ h)− Yˆn(t)|Yˆn(t) ∈ (0, n)]
h
=
λ(t)
n
[n− Yˆn(t)]Yˆn(t)− µ(t)Yˆn(t)
because, for small h, Yˆn(t + h) − Yˆn(t) is equal to 1 and −1 with probability λ(t)n [n −
Yˆn(t)]Yˆn(t)h and µ(t)Yˆn(t)h, respectively, and takes on all other values with probability
o(h). Taking the expectation of (18) and further interchanging the differentiation and expec-
tation operators, which is allowed since Yˆn(t) takes on only finitely many possible values for
a fixed n, leads to (17).
LEMMA A.2 (Upper Bound). E[Yn(t)] ≤ Y (t).
Proof. From Lemma A.1, we divide both sides of (17) by n to obtain
∂E[Yn(t)]
∂t
= λ(t)E
[n− Yˆn(t)
n
· Yˆn(t)
n
]
− µ(t)E
[
Yˆn(t)
n
]
,
or
(19)
∂E[Yn(t)]
∂t
= λ(t)
(
E[Yn(t)]− E[Yn(t)2]
)− µ(t)E[Yn(t)].
Applying E[Yn(t)2] ≥ E[Yn(t)]2 to (19) yields
∂E[Yn(t)]
∂t
≤ λ(t) (E[Yn(t)]− E[Yn(t)]2)− µ(t)E[Yn(t)]
= λ(t) (1− E[Yn(t)])E[Yn(t)]− µ(t)E[Yn(t)].
Upon combining this and the definition of Y (t) (i.e., ODE (13)), we have E[Yn(t)] ≤ Y (t)
for all t due to Theorem B.3.
LEMMA A.3 (Lower Bound). Define a function zn(t) such that zn(0) = y0 and
(20) z′n(t) = λ(t) (zn(t)− wn(t))− µ(t)zn(t),
where wn(t) satisfies wn(0) = y20 and
w′n(t) = 2λ(t)(wn(t)− wn(t)1.5)− 2µ(t)wn(t) +
1
n
[λ(t) + µ(t)] .(21)
Then we have zn(t) ≤ E[Yn(t)] for all t.
Proof. Similar to the argument in the proof of the upper bound, since for small h,
Yˆn(t + h)
2 − Yˆn(t)2 is equal to (Yˆn(t) + 1)2 − Yˆn(t)2 and (Yˆn(t) − 1)2 − Yˆn(t)2 with
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probability λ(t)n [n − Yˆn(t)]Yˆn(t)h and µ(t)Yˆn(t)h, respectively, and taking on all other val-
ues with probability o(h), we have
∂E[Yˆn(t)2]
∂t
= E
[
((Yˆn(t) + 1)
2 − Yˆn(t)2) · λ(t)
n
Yˆn(t)(n− Yˆn(t))
]
+ E[((Yˆn(t)− 1)2 − Yˆn(t)2) · µ(t)Yˆn(t)].
Upon dividing by n2 on both sides together with simple term rearrangements, this becomes
∂E[Yn(t)2]
∂t
=λ(t)E
[
(Yˆn(t) + 1)
2 − Yˆn(t)2
n
· Yn(t)(1− Yn(t))
]
+ µ(t)E
[
((Yˆn(t)− 1)2 − Yˆn(t)2)
n
· Yn(t)
]
=λ(t)E
[
2Yˆn(t) + 1
n
· Yn(t)(1− Yn(t))
]
+ µ(t)E
[
−2Yˆn(t) + 1
n
· Yn(t)
]
=λ(t)E
[
(2Yn(t) + 1/n) · (Yn(t)− Yn(t)2)
]
+ µ(t)E [(−2Yn(t) + 1/n) · Yn(t)]
=λ(t)E
[
2Yn(t)
2 − 2Yn(t)3 + Yn(t)/n− Yn(t)2/n
]
+ µ(t)E
[−2Yn(t)2 + Yn(t)/n]
=2λ(t)(E[Yn(t)2]− E[Yn(t)3])− 2µ(t)E[Yn(t)2]
+
1
n
[
λ(t)(E[Yn(t)]− E[Yn(t)2]) + µ(t)E[Yn(t)]
]
.(22)
We next apply E[Yn(t)3] ≥ E[Yn(t)2]1.5 to the −E[Yn(t)3] inside the parentheses of the
first term of (22), and E[Yn(t)2] ≥ E[Yn(t)]2 to the −E[Yn(t)2] inside the parentheses on the
second line of (22), and thus obtain
∂E[Yn(t)2]
∂t
≤2λ(t)(E[Yn(t)2]− E[Yn(t)2]1.5)− 2µ(t)E[Yn(t)2]
+
1
n
[
λ(t)(E[Yn(t)]− E[Yn(t)]2) + µ(t)E[Yn(t)]
]
.
Noting that E[Yn(t)] and 1− E[Yn(t)] are both within [0,1], we have
∂E[Yn(t)2]
∂t
≤2λ(t)(E[Yn(t)2]− E[Yn(t)2]1.5)− 2µ(t)E[Yn(t)2] + 1
n
[λ(t) + µ(t)] .(23)
Now applying Theorem B.3 to E[Yn(t)2] with respect to (23), we find that
(24) E[Yn(t)2] ≤ wn(t),
by the defition of wn(t). Substituting (24) into (19) then leads to
(25)
∂E[Yn(t)]
∂t
≥ λ(t) (E[Yn(t)]− wn(t))− µ(t)E[Yn(t)].
Upon treating wn(t) as an exogenous function and applying Theorem B.3 once again, this
time to E[Yn(t)] with respect to (25), we obtain the desired lower bound
E[Yn(t)] ≥ zn(t), t ≥ 0,
following (20).
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Appendix B. . This appendix provides some basic and classical results from dynamical
systems theory that are exploited to establish some of our main results.
THEOREM B.1 (Hartman-Grobman [13, 16, 14, 17]). If a dth-order system of differen-
tial equations has an equilibrium v with linearization matrix A, and if A has no zero or
pure imaginary eigenvalues, then the phase portrait for the system near the equilibrium is
obtained from the phase portrait of the linearized system Dx = Ax via a continuous change
of coordinates.
THEOREM B.2 (Lyapunov Global Stability [23, 20, 27]). Assume that there exists a
scalar function V of the state x, with continuous first order derivatives such that
• V (x) is positive definite ,
• V˙ (x) is negative definite ,
• V (x)→∞ as ‖x‖ → ∞ ,
then the equilibrium at the origin is globally asymptotically stable.
The following result is a consequence of Gronwall’s inequality:
THEOREM B.3 (Comparison theorem for scalar differential equations [7, 3]). Suppose
f(x, t) is continuous in t and Lipschitz continuous in x. Suppose u(t) and v(t) are C1
functions such that dudt ≤ f(u(t), t) and dvdt = f(v(t), t). If u(t0) ≤ v(t0), then u(t) ≤ v(t)
for t ≥ t0.
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