How to mine the gene locus for maize carotenoid components is an important research problem in biology study. Along with the rapid development of high-throughput biotechnologies, we have produced a large number of maize multi-omics data, including genome, transcriptome, metabolome, phenotype, etc. How to conjointly analyze these continuous and discrete data, and thus to mine the genetic loci that control the maize carotenoid components have a very important biological significance. In this work, we use the conditional Gaussian Bayesian network learning method to construct the network of maize gene, SNP locus and carotenoid components, aim to get the possible significant loci about four reported genes for the carotenoid component traits. The method is validated using the multi-omics data of maize global germplasm collection with 368 elite inbred lines. Four algorithms are used to do the comparison, and experiment results show the method can mine the effective locus for the phenotype traits. It is concluded that the conditional Gaussian Bayesian network learning method is an effective way of analyzing multi-omics data conjointly, mining the possible gene locus for maize carotenoid component traits, and thus to provide genetic resources and useful information for molecular breeding of maize.
I. INTRODUCTION
Carotenoid is one of the most important natural pigments, exists widely in fruits and vegetables. Besides having the function of coloring and participating in the process of light absorption in photosynthesis, it has a protective effect on human cardiovascular system. It can scavenge free radicals and enhance immunity, and also has a good preventive effect on eye, skin diseases and gastric cancer. Carotenoids, such as alpha-carotene, beta-carotene and betacryptoxanthine can transform into vitamin A in human body [1] . Maize is one of the crops with the largest planting area in the world, but the content of carotenoids in maize is very low. Therefore, it is of great importance to improve the content of carotenoids in maize. At present, we have produced a large number of maize multi-omics data, including genome, transcriptome, metabolome, phenotype, The associate editor coordinating the review of this manuscript and approving it for publication was Sungroh Yoon . etc. Analyzing these data jointly and thus to mine the gene locus controlling maize carotenoid components has important significance in the research of improving the quality of maize.
The linkage analysis and Genome-Wide Association Study (GWAS) are commonly used methods of locating gene loci in biologic researches. At present, several quantitative trait loci (QTL) have been located to control maize carotenoid components. In 2004, Wong et al. have identified 4 QTL controlled multiple carotene components [2] . Cander et al. in 2008 found 31 possible QTL using the linkage analysis method [3] . Edward Buckler et al. have verified that lcyE is the key gene for the metabolic pathway of vitamin A [4] . In 2010, Yan et al. have found that crtRB1 on chromosome 10 could increase the content of β-carotene in maize [5] . In 2013, Kandianis et al. have found 4 candidate genes (nced9, PSY1, lcyE and crtRB1) [6] . In 2014, Owens et al. identified 58 genes that may be related to the synthesis and maintenance of carotenoids [7] . Fu et al. have found about VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ 55 genes related to carotenoid biosynthesis using the expression Quantitative Trait Loci (eQTL) method [8] . Some research work uses the mathematical statistics methods to locate genetic loci of specific phenotypic traits, such as linear regression method [9] , structural equation model [10] , ordinal regression [11] , logistic regression [12] , etc. This kind of methods are generally used for small number of data set because of the low efficiency, more statistical factors and more complex parameters to set in them. In addition, Multifactor Dimensionality Reduction (MDR) is often used to study the genetic loci for complex disease [13] . However, the calculation of this approach is very large due to it uses the exhaustive search strategy and do 10 fold cross validation. Machine learning method has advantages in identifying nonlinear complex relationships, and more and more used for mining gene loci affecting complex traits, such as random forest [14] , [15] , support vector machine [16] , minimum spanning tree [17] , etc. Bayesian theory is also used in gene locus mining due to it uses prior knowledge and can realize accurate calculation [18] - [20] . Bayesian network has the advantages of processing data with noise and non-linear relationship, supporting different data types, etc. There exists a lot of research work using it to do gene locus mining for specific phenotypes, such as autologous stem cell transplant disease [21] , Alzheimer disease [22] , etc. However, Bayesian network learning methods usually use the local or random search strategy, and the learning efficiency is not high. Some research work adopts improved search strategy or combining with other methods. For example, Han et al. used the Markov blanket and branch and bound theory into Bayesian network to detect the gene loci related to disease [23] , [24] . Duarte et al. used the combination methods of Bayesian network and structural equation modeling [25] . In addition, some research work uses the scoring mechanism of Bayesian networks and the heuristic search strategy of ant colony algorithm, such as MACOED [26] , epiACO [27] , FAACOSE [28] .
The traditional Bayesian network related methods often consider the discrete variables only. Researchers who wish to analyze continuous data (such as gene expression data) generally needs to discretize these data, and it often leads to information loss. The conditional Gaussian Bayesian network is a network formalism where in discrete and continuous nodes are mixed, with the stipulation that continuous nodes have Gaussian distributions linearly dependent upon any continuous parents with parameters conditioned upon the values of any discrete parents [29] . In this work, we mainly use the conditional Gaussian Bayesian network learning method to construct the network including genes, SNP locus and carotenoid components traits of maize. We also compare the learning effect and efficiency of the methods of pheno-centric(PC), K2, greed search(GS) and simulated annealing(SA). Our experiment results are consistent with the work that has been reported so far. In addition, experiment results show the Gaussian Bayesian network structure learning method is reliable for mining the gene locus related to maize carotenoid component traits, and it can help to find the possible significant locus about four reported genes for the maize carotenoid component traits. It can also provide the useful information for the genetic basis analysis of maize complex quantitative traits.
II. METHODS

A. BAYESIAN NETWORK
Bayesian probability belongs to the category of evidential probabilities, and it can be used to evaluate the probability of a hypothesis. Bayesian network is based on the Bayesian probability, also known as confidence network. A complete Bayesian network consists of three parts: nodes, edges between nodes and the conditional probability among nodes. If there exists causal relationship or non-conditional independence relationship between nodes, we connect the corresponding nodes using one direction arrow. Constructing a Bayesian network often includes three steps: determining variable set and variable domains of all the nodes, learning the network structure, and learning the conditional probability of all the nodes. The node variables can be any type of object, such as genes, phenotypes, observations, diseases, etc.
Supposing G = (X , E), G represents the acyclic graph, X represents the node set and E represents the edge set. X ={X 1 , X 2 , X 3 . . . , X n }, X i represents each node and x i represents the value of X i , p(X 1 = x 1 , X 2 = x 2 , X 3 = x 3 , . . . , X n = x n ) represents the joint probability of all the nodes in X . We can get the joint probability of all the nodes, as shown in Eq.(1). In the equation, π (X i ) represents the parent nodes of X i .
In Bayesian network, the probability distribution of a variable is conditional independent on other variables given the states of its parents. The discrete and continuous data are mixed in Gaussian Bayesian network. The conditional probability distribution of discrete variables is dependent on their discrete parent nodes. While the conditional probability distribution of continuous variables are dependent on their Gaussian parents and with parameters conditioned on the values of discrete parents. Therefore, the conditional Gaussian Bayesian network is a multivariate normal mixture density over the domain of all variables [29] .
In conditional Gaussian Bayesian network, G represents a directed acyclic graph, represents discrete variable data set, represents continuous variable data set, π (x) represents the parent node set of x in G. We denote the conditional probability of discrete variable data set as P, and denote the conditional linear Gaussian density distribution of continuous variable data set as F. For the discrete nodes, we use |y i | and |π (y ik )| to represent the number of different values of y i and π (y i ) respectively. The joint likelihood of the discrete nodes is shown in Eq. (2) .
In the equation, n ijk denotes the number of data with y i = k of π (y ik ) in configuration j, a ijk denotes the Dirichlet distribution hyper parameter of a prior assumed sample size. represents the gamma function.
The continuous nodes y i are subjected to the Gaussian distribution. Their continuous parents is a linear function and dependent on their discrete parent nodes, a conditional variance of σ 2 ij = 1/τ ij . The joint likelihood of the continuous nodes is shown in Eq. (3).
In the equation, x ij denotes the value of continuous parent of y i in the case of k. β ij is the vector of regression parameters of discrete parent nodes with y i = j. The detail information can be seen in [29] .
III. EXPERIMENT AND ANALYSIS A. DATASET
Our experiment uses the genotype, expression and phenotype data about the global maize germplasm collection with 527 elite inbred lines. The material is released from the major temperate and tropical/subtropical breeding programs of China, International Maize and Wheat Improvement Center (CIMMYT) and the Germplasm Enhancement of Maize (GEM) project in the US. There are 527 inbreds for association mapping panel (AMP) with different populations: 143 lines for non-stiff-stock(NSS), 33 for Stiffstock(SS), 232 for Tropical and Semi-tropical (TST) and the left 119 are regarded as MIXED. The genomic variation is: ∼50K SNPs from MaizeSNP50 BeadChip for AMP (513 lines), of which 368 have >1.03 million SNPs by RNA-Seq with 0.56 million passed the MAF > 0.05 filtering. The whole 513 panel is finally imputated to 0.56M SNPs. Using Illumina high throughput sequencing technology, we get about 1 million 60 thousand high quality SNP markers and expression of 28,769 genes, which cover about 70% of the predicted genes in maize genome [8] . The phenotype data includes 5 kinds of carotenoid component traits: α-carotene (AC), β-carotene (BC), Lutein (LUT), Zeaxanthin (ZEA) and β-Cryptoxanthin (Bcry). All the dataset can be got through http://www.maizego.org/ and http://modem.hzau.edu.cn/ [30] .
B. EXPERIMENT
CGBayesNets is a tool which can process the mixed discrete and continuous data using the conditional Gaussian Bayesian network learning method [29] . The software package of CGBayesNets is the conditional Gaussian Bayesian network (CGBN) [31] . This tool mainly uses the algorithms of pheno-centric(PC), K2, greed search(GS) and simulated annealing(SA) to learn the Bayesian network structure. The K2 algorithm is very fast, considering only k/2 * n 2 possible edges, where n is the number of variables and k is the maximum number of parents a node can have. The greed TABLE 1. The total number of edges between 5 phenotype traits and 4 genes of three methods. search(GS) algorithm starts with an empty network and adds the best edge, iteratively. It is a greedy hill-climber, in that at every step it adds the edge that increases data likelihood the most. This algorithm considers potentially n 2 +kn 2 edges, and it is much slower. The pheno-centric(PC) algorithm builds a network based around a particular phenotype node, and it concentrates on the Markov blanket nodes of specific node. This algorithm considers at most n + kn 2 possible edges. The simulated annealing(SA) algorithm initially adds any randomly-chosen edge to a network, rather than the best edge. It considers n 3 possible edges to allow the search to consider many possible permutations of the n 2 possible edges in a network. This algorithm is the slowest of the four algorithms and may perform worse than the other three algorithms given limited computational time [29] . Due to the low efficiency of simulated annealing method, this algorithm will not be used in the experiment of Phenotype-Genotype.
Until now, some research work have used the linkage analysis and association analysis methods to locate the Quantitative Trait Locus (QTL) of maize carotenoid component traits. And several genes have been reported about maize carotenoid component traits: lcyE(GRMZM2G012966), crtRB1(GRMZM2G152135), PSY1(GRMZM2G300348)and CRTISO(GRMZM2G108457) [5] - [7] , [2] - [4] , [6] .
1) RESULTS OF PHENOTYPE-GENOTYPE
In order to carry out effective verification and analysis, we randomly select other 91 genes of 28,769 genes, and then together with lcyE(GRMZM2G012966), crtRB1(GRMZM2 G152135), PSY1(GRMZM2G300348), CRTISO(GRMZM2 G108457), α-carotene (AC), β-carotene (BC), Lutein(LUT), Zeaxanthin(ZEA), β-Cryptoxanthin(Bcry) composed of 100 nodes. In the case of setting different carotenoid components as phenotype nodes, we compare the learning effect and efficiency of PC, K2 and GS. Due to the low efficiency of simulated annealing method, we are not using the SA algorithm in this experiment. In order to ensure the accuracy of the experiment, we conduct the comparison and analysis through 10 experiments. In the following experiments, we mainly use the number of edges between specific nodes and the learning efficiency to do the comparison. The learning time is used to denote the efficiency of different methods, and the time is measured in seconds. It means the less time uses, the higher of the learning efficiency. 
a: COMPARISON OF LEARNING EFFECT
We get the total number of edges among the nodes of 4 genes and 5 component traits about 10 experiments, the result is shown in Table 2 . In the table, lcyE represents the gene of GRMZM2G012966, crtRB1 represents the gene of GRMZM2G152135, PSY1 represents the gene of GRMZM2G300348 and CRTISO represents the gene of GRMZM2G108457. AC, BC, LUT, ZEA and Bcry are 5 component traits. The number in the table denotes the edge number between two specific nodes. For example, 101 denotes the number of edges from node Bcry to ZEA. The edges in the Bayesian network have direction, so the data in Table 1 is not symmetric.
In Table 1 , we can see there exists small number of edges among 4 genes except for the strong regulatory relationship between gene lcyE and CRTISO, which has been described in the work of [5] . In addition, there are a large number of relationships between 4 genes and 5 carotenoid components traits. It is far greater than the average number of edges between other 91 genes and 5 phenotypic traits (see Table 4 ). These results conform to the actual biological rules that have been reported in some work [2] , [4] , [6] , [32] , thus to verify the validity of the method in this work. In Table 2 , we can also see there are a large number of edges among 5 carotenoid components traits. It means there exist strong interactions among the traits of α-carotene, β-carotene, Lutein(LUT), Zeaxanthin and β-Cryptoxanthin, which has been reported in the work of [1]- [5] .
In addition, we elaborate the total number of edges between 4 genes and 5 component traits of GS, K2 and PC, as seen in Table 2 . The form of (A, B, C) represents the learning edge number between two specific nodes of GS, K2 and PC respectively.
Through Table 3 we can see the learning results are consistent with Table 1 , and the learning results of each method are slightly different. The PC method can learn more comprehensive edges among 5 component traits, this may be related to the search pattern of ''Markov blanket'' of it. As has been described in [29] , this method can result in making too many connections to the phenotype. In addition, the learning results illustrate there exist strong correlations between crtRB1 and 5 phenotype traits compared with other three genes. This is probably the same population (Association Mapping Panel) used in this work and [5] . Table 3 are obtained from the network that has been learned using the three different methods. For example, in the case of setting β-carotene(BC) as the phenotype node, the network of random1 data using the PC method is shown in Figure 1 .
The data in
In addition, we compare the number of edges between 4 genes and 5 phenotype traits of the above three methods, and calculate the corresponding ratio. The result is shown in Table 3 . In the table, Num total refers to the total number of edges between 100 genes and 5 phenotype traits. Num 4genes refers to the number of edges between 4 genes and 5 phenotype traits. Num 91genes refers to the number of edges between other 91 genes and 5 phenotype traits.
In Table 3 , we can see the average number of edges between 4 genes and 5 phenotypic traits is much larger than the average number of edges between other 91 genes and 5 phenotypic traits. For each method, the value of Num 4genes /4 is greater than Num 91genes /91 apparently. It illustrates the algorithms of PC, K2 and GS can effectively learn the edges between 4 reported genes and 5 carotenoid component traits, and the randomness selecting the 91 genes will not affect the final result of experiment. In addition, we can see the learning effect of GS and K2 is about same, and their learning effect is better than the PC method. This is probably related to the learning strategy of them. The GS method considers all possible legal edges between any two nodes, and the K2 method considers a much larger number of possible edges [29] . The PC method is pheno-centric search, which builds a network based around a particular phenotype node. It only needs to look for the Markov blanket of a node, and this may slightly affect the accuracy. But overall, the three methods can effectively learn the edges between 4 reported genes and 5 carotenoid component traits.
b: COMPARISON OF LEARNING EFFICIENCY
We compare the learning efficiency of the three methods by calculating the average time of 10 experiments. As has been described above, the learning time is measured in seconds. The result is shown in Table 4 .
In Table 4 , we can see the time of PC method is the least of all. The time of K2 method is slightly more than PC method. The time of GS method is most of all, and it is far greater than PC and K2. This is consistent with the time complexity description of the three methods in section 3.2. As has been described in [29] , the PC method only considers the Markov blanket of a node. This will reduce the search space greatly and the learning time will be saved. The K2 procedure implemented considers a hill-climbing algorithm that allows backtracking, and it does not consider all possible edges, only those that obey the K2 ordering constraint. Therefore, the above two methods use the less time. On the contrary, the GS method uses the exhaustive search strategy. It considers all possible legal edges between any two nodes, so the learning time of this method is greater than the other two methods.
2) RESULTS OF PHENOTYPE-SNP
This experiment makes full use of CGBayesNets can handle both the continuous and discrete data, mainly analyzes the relationship between SNP locus of 4 reported genes (GRMZM2G012966, GRMZM2G152135, GRMZM2G300348, GRMZM2G108457) and 5 carotenoid component traits. We construct the Bayesian network which includes gene locus, α-carotene(AC), β-carotene(BC), Lutein(LUT), Zeaxanthin(ZEA) and β-Cryptoxanthin(Bcry). In the case of setting different carotenoid components as phenotype nodes, we compare the learning effect and efficiency of PC, K2, GS and simulated annealing(SA). The SNP locus information of the 4 reported genes is shown in Table 5 .
a: COMPARISON OF LEARNING EFFICIENCY
We use the algorithms of PC, K2, GS and SA to construct the network which includes the nodes of SNP locus of 4 genes and 5 carotenoid component traits. In the case of setting different carotenoid components as phenotype traits, we compare the learning efficiency of the four methods. The learning time of 4 genes in different chromosomes about the four methods is shown in Table 6 , and the time is measured in seconds.
We can see the learning efficiency of different methods is of great difference for the specific component trait and gene. The learning efficiency of PC and K2 is about same. The GS method uses the more time, and it is much larger than the other two methods. The SA method uses the most time apparently compared with the other three algorithms. This is basically consistent with the results shown in Table 5 and the description in [29] . As has been mentioned above, this is related to the learning strategy of the four methods. In addition, for the specific component trait and learning method, the time of constructing the network which includes phenotype traits and SNP locus is different for different genes. This is mainly determined by the number of SNP locus on the chromosomes of different genes.
b: COMPARISON OF LEARNING EFFECT
In this experiment, we construct the network which includes the nodes of SNP locus of 4 genes and 5 carotenoid component traits using PC, K2, GS and SA. For example, in the case of setting β-carotene(BC) as the phenotype node, the network including SNP locus of gene PSY1(GRMZM2G300348) in chr6 and 5 carotenoid component traits using the PC method is shown in Figure 2 .
For the SNP locus of gene CRTISO(GRMZM2G108457), the learning effect of the four methods is elaborated in Table 7 . (A, B, C, D) represents the learning result of PC, GS, K2 and SA respectively. 1 indicates that there exists an edge connecting the specific locus and carotenoid component trait. 0 indicates there is no edge connecting the specific locus and carotenoid component trait.
In order to represent the above experiment result more intuitive and clearer, we use Table 8 to denote the result shown in Table 8 . Similarly, the learning results of PSY1(GRMZM2G300348), lcyE(GRMZM2G012966) and crtRB1(GRMZM2G152135) are elaborated in Table 9 -10.
In Table 8 -11, it can be seen that the learning effect of PC and K2 method is about same. The learning result of GS method is slightly different from PC and K2 method, mainly concentrates on the trait of Zeaxanthin(ZEA) about PSY1(GRMZM2G300348) and crtRB1(GRMZM2G152135) shown in Table 8 and Table 10 . The learning result of SA method is slightly different from the other three methods, mainly concentrates on the trait of β-Cryptoxanthin(Bcry) except for gene lcyE(GRMZM2G012966). But on the whole, the four different methods can detect the locus which has the correlations with 5 phenotype traits simultaneously. We speculate that these locus are the significant sits affect maize carotenoid component traits. The detailed information is given as follows.
1). For gene CRTISO (GRMZM2G108457), there exist more number of edges between the locus of rs200871761 in chromosome 4 and 5 carotenoid component traits of the four methods simultaneously. We speculate that it may be a significant locus in gene CRTISO (GRMZM2G108457) for the maize carotenoid component traits.
2). For gene PSY1(GRMZM2G300348), there exist more number of edges between the locus of rs82017311, rs82017352, rs82019569 in chromosome 6 and 5 carotenoid component traits of the four methods. We speculate that these locus should be significant sites in gene PSY1(GRMZM2G300348) for the maize carotenoid component traits. By comparison, we found the locus of rs82019569 can correspond to the positions 2047 and 2101 of the published gene GRMZM2G300348 sequence, which has been reported in [32] . 3). For gene lcyE(GRMZM2G012966), there exist more number of edges between the locus of rs138888367, rs138888428, rs138889495, rs138889533, rs138889605 in chromosome 8 and 5 carotenoid component traits of the four methods. We speculate that these locus should be significant sites in gene lcyE(GRMZM2G012966) for the maize carotenoid component traits. By comparison, we found these locus (particularly the locus of rs138889495, rs138889533 and rs138889605) can correspond to the 8bp indel of 3 transposable element about gene GRMZM2G012966, which has been reported in the work of [4] . 4). For gene crtRB1(GRMZM2G152135), there exist more number of edges between the locus of rs136058345, rs136058764, rs136059401, rs136059684, rs136059734, rs136059784, rs136059837, rs136060028, rs136060036, rs136060099, rs136060145 in chromosome 10 and 5 carotenoid component traits of the four methods. By comparison with the result of [5] , we found the locus of rs136060028, rs136060036, rs136060099, rs136060145 can correspond to the 3 TE insertion, the locus of rs136059684, rs136059734, rs136059784, rs136059837 can correspond to D6(see [5] ) and the locus of rs136058345 can correspond to D5 (see [5] ) of gene crtRB1(GRMZM2G152135).
IV. DISCUSSION
The conditional Gaussian Bayesian network learning method can conjointly analyze the continuous and discrete data. In this work, we use four conditional Gaussian Bayesian network structure learning methods (PC, GS, K2 and SA) to build the network of maize genes, SNP locus and carotenoid component traits. Experiment results show the Gaussian Bayesian network structure learning method can effectively help to mine the gene locus of maize carotenoid component traits. This method can be further used to construct the network which includes the nodes of genes, phenotype traits, SNP of different species. And it can effectively mine the gene locus of specific traits for different species.
V. CONCLUSION
A lot of multi-omics data (including genome, transcriptome, metabolomics and phenotypic data) have been produced so far. How to analyze these mixed continuous and discrete data, and mine the gene locus which controls the maize carotenoid component traits have very important biological significance. In this work, we use the conditional Gaussian Bayesian network structure learning method to build the network which includes genes, SNP locus and carotenoid component traits of maize. Four algorithms of PC, GS, K2 and SA are mainly used. When to construct the network of genes and carotenoid component traits, experiment results show the methods can effectively learn the correlations between the 4 reported genes and 5 carotenoid component traits. When to construct the network of SNP and carotenoid component traits, the different methods can detect the effective locus which has the correlations with 5 phenotype traits simultaneously. The detected locus has rather good correspondence with the result which has been reported. On the whole, the experiment results show the conditional Gaussian Bayesian network structure learning method is reliable for mining the gene locus related to maize carotenoid component traits. It can help to find the possible significant locus about the four reported genes for maize carotenoid component traits. The result can be used to provide genetic resources and useful information for molecular breeding of maize. It can also provide strong support for gene function mining, genetic breeding and the understanding of complex life phenomena.
