A complexity based pruning procedure for classification trees is described, and bounds on its finite sample performance are established. The procedure selects a subtree of a (possibly random) initial tree in order to minimize a complexity penalized measure of empirical risk. The complexity assigned to a subtree is proportional to the square root of its size. Two cases are considered. In the first the growing and pruning data sets are identical, and in the second they are independent. Using the performance bound, the Bayes risk consistency of pruned trees obtained via the procedure is established when the sequence of initial trees satisfies suitable geometric and structural constraints.
Introduction
time in an iterative, greedy fashion. In the second stage, a small subtree of the initial tree is selected, again using the data set D n . Whereas the growing procedure proceeds in a top-down fashion, the second stage, known as pruning, proceeds from the bottom-up by successively removing nodes from the initial tree.
The CART pruning procedure selects a subtree of the initial tree that minimizes a weighted sum of performance, measured by the number of misclassifications, and complexity, measured by number of nodes. An appropriate weighting factor is chosen from the data using a resampling scheme (V -fold cross validation) that involves the growing and pruning of auxiliary trees.
In this paper two related pruning schemes for classification trees are described. The first is analyzed under the assumption that the data used to grow and prune the tree are the same. The second is analyzed under the assumption that independent data sets are used to grow and prune the tree. The pruning schemes are, like CART pruning, based on minimizing a complexity penalized empirical risk over all subtrees of an initial tree.
However, they differ from CART pruning in two important respects. First, the complexity of a tree is measured not by the number of its nodes, but by the square root of that number.
Second, the weighting factor relating performance and classification is given explicitly as a function of the sample size n, and is not obtained via resampling. Upper bounds on the expected risk of each procedure are established. In each case the expected performance of the pruning scheme is comparable to a penalized search among a sequence of idealized pruning schemes, where the k'th such scheme selects a subtree of size k having minimal probability of error.
Outline
A precise definition of binary classification trees and their associated partitions is given in the next section. In Section 3 the pruning schemes are described, and are compared briefly with the pruning method of the CART algorithm. Upper bounds on the expected performance of the pruning schemes are given in Theorem 1. The Bayes risk consistency of pruned subtrees is investigated in Section 4. Proofs of the principal results are given in Section 5.
Preliminaries 2.1 Tree-Structured Partitions
A test tree is a pair (Γ, τ ), where Γ is a finite, rooted binary tree such that every nonterminal node has two descendants, and τ : Γ → IR d assigns a test vector in IR d to every node t ∈ Γ. Every vector x ∈ IR d is associated with a descending path in Γ through a sequence of binary comparisons: beginning at the root, and at each subsequent internal node of Γ, x moves to that child of its current node whose test vector is nearest to x in Euclidean distance. In case of ties, x moves to the left child of its current node.
The cell U t associated with a node t ∈ Γ is the set of vectors x whose path contains t. Thus, the cell of the root node is IR d ; the cell of an internal node is split between its children by the hyperplane that forms the perpendicular bisector of their test vectors.
The cell of a node t at distance k from the root is a (possibly unbounded) polytope having at most k faces. Let t 0 , t 1 , . . . , t k be a descending path in Γ from the root node t 0 to another node t = t k . For j = 1, . . . , k let u j = τ (t j ), and let u ′ j be the test vector assigned to the sibling of t j . Then
Here A contains those indices j for which t j is the left sibling of its parent, and B contains those indices for which it is the right sibling.
Denote the terminal nodes (leaves) of Γ byΓ. The cells {U t : t ∈Γ} associated with the terminal nodes of Γ form a partition of IR d , the tree-structured partition defined by (Γ, τ ).
Classification Trees
A classification tree T is a triple (Γ, τ, α) where (Γ, τ ) is a test tree and α : Γ → {0, 1} assigns a class label to each node of Γ. In this case, T acts as a classification rule if one defines
be the unique cell of the partition defined by (Γ, τ ) that contains
x. Thus T [x] = U t if t ∈T and x ∈ U t . Let |T | = |Γ| denote the number of nodes in Γ.
(1) Γ ′ is a subtree of Γ sharing the same root node (2) τ ′ is the restriction of τ to Γ ′ (3) α ′ is the restriction of α to Γ ′ If conditions (1) and (2) hold then T ′ is a called a weak subtree of T , written T ′ T .
The difference between ordinary and weak subtrees of T lies in their compatibility with the labeling of T .
Proposition 1 Let T be a classification tree and let 1 ≤ k ≤ |T |. Then
Proof: One may establish an injective correspondence between k-node binary trees T and binary k-tuples as follows. First, partition the nodes of T according to their depth from the root. Denote the root node by a 1, and at each subsequent layer of T encode the nodes in that layer by scanning them from left to right, writing 0 for each leaf and 1 for each internal node. It can be verified by induction that this correspondence is one to one (though it is not onto), and the first claim follows. To establish the second claim, note that there are 2 k ways of assigning class labels to the k nodes of T .
Complexity Penalized Pruning

Pruning
In designing a classification tree, the ultimate goal is to produce from the available data a tree T whose probability of error R(T ) is as close to R * as possible. The CART algorithm and related procedures produce a tree T in two stages. In the first stage a large initial tree T n is produced from a data set D G n of size n by means of a greedy growing algorithm. Greedy growing algorithms are iterative procedures that produce classification trees one node at a time. At each iteration the algorithm divides a single terminal region of the current tree by a plane that is perpendicular to one of the coordinate axes. The algorithm selects a region whose division promises the greatest reduction in the number of misclassifications, or some other empirical impurity measure. When the growing procedure terminates, each terminal region of the tree is assigned a class label according to a majority vote. It is assumed in what follows that |T n | ≤ n. It often happens that |T n | is close to n; in these cases T n overfits the available data and R(T n ) is typically large.
In the second stage of classification tree design the initial tree T n is "pruned back" to produce a subtree whose expected performance is (hopefully) superior to that of T n . If the distribution of (X, Y ) is known, the best classification tree that can be obtained by relabeling any subtree of T n is
In practice, when exact information about the joint distribution of (X, Y ) is usually unavailable, pruning is carried out on the basis of a data set
In seeking the optimal tree (1), it is natural to replace R(T ) by the empirical risk
If the same data are used to grow and to prune the initial tree, i.e. D G n = D P n , thenR n (·) will underestimate the risk of large subtrees. In particular, the empirically optimal subtreê
is usually equal to T n . On the other hand, using separate data sets for growing and pruning is not feasible when the amount of available data is limited, and additional data are expensive or difficult to obtain.
The CART pruning algorithm seeks to balance optimistic estimates of empirical risk in (2) by adding toR n a complexity term that penalizes larger subtrees. For each complexity cost α ≥ 0 letT n (α) be the smallest tree S such that
Breiman et al. Theorem A For every initial tree T n there exist constants 0 = α 0 < α 1 < . . . < α m = ∞ and a nested sequence of trees
Having identified the subtrees {T n (α) : α ≥ 0} optimal with respect to the penalized criteria in (3), the CART pruning algorithm searches for an optimal valueα n of the complexity cost and outputs the associated subtreeT n (α n ). The constantα n is chosen by means of a cross validation procedure that requires growing and pruning trees for each cross validation step. Theorem A and the CART pruning algorithm were later generalized by Chou, Lookabaugh, and Gray [5] , who gave an algorithm that finds the subtrees S 1 , . . . , S m in time O(|T n | log |T n |). They consider applications of cost-complexity pruning to a variety of problems, including data compression and image coding. A pruning scheme based on Akaike's information criterion is suggested in [4] .
Donoho [7] establishes an interesting connection between CART pruning of regression trees and best orthonormal basis methods for signal representation. In particular, he considers the problem of reconstructing an unknown function f on [0, 1] 2 from observations at points (i/n, j/n), 0 ≤ i, j < n, in the presence of white Gaussian noise with variance
is a dyadic version of CART, in which the goal is to select a dyadic partition of [0, 1] 2 that minimizes a weighted sum of empirical squared error and partition size; as noted there, an optimal dyadic partition can be found in time O(n 2 ). It is shown in Theorem 1 of [7] that, for a complexity cost of order σ 2 log n/n, the mean squared error performance of dyadic CART is within a logarithmic factor of minimax for every member of a large family of non-isotropic smoothness classes.
The pruning schemes described below are motivated by recent work [23, 22, 1, 15, 2] on non-parametric model selection using complexity regularization. An application of complexity regularization to the pruning of regression trees can be found in [10] . The schemes here differ from the CART pruning algorithm in two fundamental respects. First, the complexity penalty assigned to a subtree T of T n depends on |T | 1/2 rather than |T | as is the case in (3): this is addressed in the discussion below. Second, in the schemes here, a fixed complexity cost is selected, based on the size of the pruning data set and the dimension of the covariate vector X. In particular, no resampling or cross-validation is used.
Case 1: Growing and pruning data sets are the same. Let the initial tree T n be given. Assign to each subtree T ≤ T n the complexity penalty
and letR
be the penalized empirical risk of T . (The natural logarithm is used here and throughout the paper.) DefineT
to be any subtree of T n that minimizesR n (·).
Case 2: Growing and pruning data sets are independent. Let the initial tree T n be given. Assign to each subtree T ≤ T n the complexity penalty
LetR ′ n (T ) =R n (T ) + ∆ ′ (|T |, n) be the penalized empirical risk of T and definê
to be any subtree of T n minimizingR ′ n (·).
Consider for the moment the situation in Case 1 above. Ideally, the complexity penalty assigned to a subtree T ≤ T n would equal the difference R(T ) −R n (T ) between its true probability of error and its empirical probability of error. As R(T ) is not available in practice, one commonly seeks instead a distribution-free bound on the related quantity E sup
where G k is the family of all classification trees S with |S| = |T | = k. As shown in Lemma 3, the above expectation is bounded by ∆(|T |, n) plus a term of smaller order, the dominant dependence on |T | being through its square root. Support for the use of the penalties ∆(|T |, n) comes from the expected performance bounds of Theorem 1 below. In particular, use of a larger penalty with dominant term |T |(log n/n) 1/2 would lead the pruning scheme to favor undersized subtrees, and would yield performance bounds inferior to those given in the theorem.
It should be noted, though, that use of the penalty ∆(|T |, n) comes at a price. Theorem A, and the accompanying algorithm for finding the optimal subtrees {T n (α) : α ≥ 0}, are at the heart of the CART pruning method. There does not appear to be an analogous result, or a corresponding algorithm, for finding the subtrees minimizingR n (T ) + α|T | 1/2 . Thus the exact calculation of the pruned subtreesT n orT ′ n may be computationally intensive, and in such cases one must rely on heuristics or randomization in order to search for an approximate minimizer of (6) or (8), respectively.
In this regard, we note that the subtrees S 1 , . . . , S m of Theorem A are still of some use.
In particular, the optimality of S j ensures that S j has minimal empirical risk among all subtrees T ≤ T n with |T | = |S j |. Moreover, if a subtree S with S j ≥ S ≥ S j+1 is obtained by pruning all the descendants of a terminal node t ∈S j , then S has minimal empirical risk among all subtrees of T n with |T | = |S|. The same conclusion holds if S is obtained by pruning all the descendants of t ′ ∈S j with t ′ = t. (See Lemma 2 of [5] for the proof.) Let S be the family consisting of S 1 , . . . , S m and all the subtrees obtained as above, and let V = {|S| : S ∈ S}. Then the subtreê
may be used as an approximation toT n , or as a starting point for a more extensive search.
Gey and Nedelec [10] have analyzed complexity penalized pruning schemes for regression trees under the squared error. In this case, analysis of expectations like those in (9) leads to a complexity whose dominant term is |T | log n/n, in accordance with the linear penalty used in [3] . A similar complexity penalty is used by Donoho [7] in his analysis of dyadic CART regression trees.
In Case 1 and Case 2 above the complexity penalized risk may be minimized by two or more subtrees. The analysis below applies to any of these trees.
Definition: A tree T = (Γ, τ, α) is compatible with the pruning data set
if for every t ∈ Γ α(t) = majority-vote {Y j : X j ∈ U t } If the growing and pruning data are the same, then typically the trees produced by greedy algorithms such as CART will be compatible with D P n .
Theorem 1 Let T n be a random classification tree produced from D G n that has been relabeled if necessary so that it is compatible with the pruning data set D P n .
(A) If D G n = D P n andT n is given by (6) , then
(B) If D G n and D P n are independent, andT n is given by (8) , then
While a variety of rigorous results on the convergence and structural properties of pruning methods have appeared in the literature (see for example [3, 5, 8] ), Theorem 1 appears to be the first result giving bounds on the expected performance of a complexity based pruning scheme. Gey and Nedelec [10] have recently obtained results analogous to Theorem 1 for complexity penalized pruning of regression trees, under both bounded and Gaussian regression models.
In CART and related algorithms the terminal regions of the initial tree are typically rectangles with sides parallel to the coordinate axes. The conclusions of Theorem 1 are also valid when the terminal regions of the initial tree are polytopes. This is the case, for instance, when the regions associated with internal nodes of T n are split by halfspaces that are not perpendicular to one of the coordinate axes. This type of linear splitting is used in some variants of CART, and in multivariate clustering schemes used for data compression (see [9] ). In Theorem 1 no assumptions are placed on the joint distribution of the labeled samples (X, Y ).
Part A of Theorem 1 has the following interpretation. Let P k , k ≥ 1, be a pruning scheme that, knowing the distribution of (X, Y ), always selects the best k-node weak subtree of T n , i.e. P k (T n ) = arg min{P (T ) : T T n , |T | ≤ k}. Then the expectation appearing on the right hand side of (11) is the expected performance of P k relative to the Bayes probability of error, and is equivalently the expected approximation error of the family of k-node weak subtrees of T n . No matter what the initial tree T n may be, the family of k-node weak subtrees of T n is contained in the family G k of all k-node classification trees. The first two terms in curly braces in (11) are an upper bound on the value of E sup
which governs the estimation error of the family G k . Together these terms reflect the fact that, as k increases, it becomes increasingly difficult to select a tree T ∈ G k with small probability of error R(T ) on the basis of the finite data set D P n . For fixed k, the quantity in curly braces is typically a good upper bound on the expected performance of data-driven schemes, such as empirical risk minimization [22] , that search among the k-node weak subtrees of T n for a tree with small probability of error. Theorem 1 says that the expected performance ofT n is no greater than the best expected performance among n such schemes, one for each value of k. Part B of the theorem may be interpreted similarly.
As one might expect, the absolute performance of the pruning procedure depends critically on the initial tree, and on the growing procedure that produced it. Conditions for the consistency of the procedure are discussed below.
Bayes Risk Consistency of Pruned Classification Trees
A sequence of random classification trees {T n } is said to be weakly Bayes risk consistent if E R(T n ) → R * . Gordon and Olshen [11] and Breiman et al. [3] established the Bayes risk consistency of supervised greedy growing algorithms for classification trees based on axisparallel splits. Extensions of these results to oblique hyperplane and more general splits were given by Lugosi and Nobel [16] , see also [6] . The Bayes risk consistency of unsupervised greedy growing algorithms based on hyper-rectangular splits was established by Devroye et al. [6] . The structural consistency and shrinking cell properties of greedy growing algorithms for tree-structured clustering schemes were studied by Nobel and Olshen [17] , and Nobel [18, 20] . Sufficient conditions for the consistency of tree-structured density and regression estimates produced via recursive partitioning can be found in [12, 3, 25, 16, 19, 6] .
The work cited above does not address the consistency of pruned subtreesT n of the initial trees T n . In general, searching among the subtrees of T n for one achieving a good performance-complexity tradeoff makes pruning attractive, even when the initial trees are themselves consistent, or when they contain consistent subtrees whose identities may be known. In what follows it is assumed that the growing and pruning data sets are the same.
Analogous results may be established in the independent case. Sufficient conditions for the weak (in probability) consistency of pruned classification trees follow as an immediate corollary to Theorem 1.
Corollary 1
If there exist a sequence of random trees T ′ n such that T ′ n T n with probability one, E R(T ′ n ) → R * and E |T ′ n | = o(n/ log n), then the pruned subtreesT n are weakly Bayes risk consistent.
Proof: The assumptions ensure that there exist integers k n such that IP{|T ′ n | ≤ k n } → 1 and k n = o(n/ log n). By part (A) of Theorem 1,
The definition of k n ensures that the each term in the final inequality tends to zero as n tends to infinity.
Remark: Note that the identity and labeling of the trees T ′ n need not be known. Since the pruning scheme effectively searches among the labeled subtrees of T n , the existence of such trees is all that is required.
Existence of Consistent Subtrees
When the initial trees T n are not known to contain consistent subtrees of suitable size, the existence of such subtrees can be established by purely analytical means. To do this, some constraints must be placed on the structure of the initial trees, and on the coarseness of their partitions.
Definition: For a given classification tree T let T t denote the binary tree consisting of the node t and all of its descendants. Call T α-balanced, α ∈ [0, 1/2], if for every internal node t with children t 1 and t 2 ,
A binary tree satisfies the condition above with α = 1/2 if and only if it is balanced.
Recall that the diameter of a set A ⊆ IR d is given by diam(A) = sup u,v∈A u − v . The following Lemma can be proved by standard approximation arguments, see for example [16] .
. . be any sequence of random classification trees and suppose the covariate vector X has distribution µ. If the cells of T n shrink, in the sense that
for every ǫ > 0, then there exist trees T ′ n , formed by relabeling the nodes of T n , such that R(T ′ n ) → R * with probability one.
The following proposition is established in Section 5.2 below.
Proposition 2 Let T 1 , T 2 , . . . be a sequence of random classification trees. Suppose that with probability one a. there exists α > 0 such that each tree T n is α-balanced, b. |T n | = O(n) and |T n |/ log n → ∞, and
Then there exist trees T ′ n T n such that |T ′ n | = o(|T n |/ log n) and R(T ′ n ) → R * with probability one. In particular, the complexity pruned subtreesT n obtained from T n are weakly Bayes risk consistent.
Derivations
Proof of Theorem 1
The proof of Theorem 1 depends on the following extension of the Vapnik-Chervonenkis inequality to families of partitions. The proof can be found in Lugosi and Nobel [16] , with further discussion in [19] . In what follows log denotes the natural logarithm.
, 1} be independent and identically distributed. For each k ≥ 1, each s > 0, and each n ≥ 4, IP sup
where G k is the collection of all k-node classification trees based on tree-structured partitions
Lemma 3 For each k ≥ 1 and n ≥ 4,
If D G n and D P n are independent then for each k ≥ 1 and n ≥ 4,
Proof: Inequality (12) follows from a direct calculation using Lemma 2 and the elementary inequalities
applied to the random variable Z = sup{|R n (T )−R(T )| : T ∈ G k } and constant u = ∆(k, n).
If D G n is independent of D P n then the template (Γ n , τ n ) of T n is independent of D P n , and is fixed when conditioning on D G n . It then follows from the union bound, Lemma 1 and Hoeffding's [14] inequality that IP max
Auxiliary trees: For each random initial tree T n and each 1 ≤ k ≤ |T n | let
be the empirically optimal k-node subtree of T n , and let
be the optimum rule that can be obtained by relabeling a k-node subtree of T n .
Lemma 4 If D G n = D P n andT n is defined as in (6), then for every n ≥ 4
If D G n and D P n are independent andT n is given by (8) , then
Proof: The proof is based on the argument of Lugosi and Zeger [15] . First consider the decomposition
As T n is compatible with D P n , it may easily be verified thatR n (T n,k ) ≤R n (T n,k ), and since
Thus the second term in the decomposition is less than or equal to zero. By definition of R n (·) the third term above is equal to
where the second inequality follows from (12) . As for the first term, note that
where the third inequality is a consequence of the fact that k≥1 k −2 ≤ 2. Combining inequalities (17) and (18) gives the bound (15) . The bound (16) may be established in a similar fashion using (13).
Proof of Theorem 1: Performance bounds forT n follow immediately from the inequalities of Lemma 4 and the elementary relation
Proof of Proposition 2
It follows from the assumptions that there is a sequence of bounded rectangles
and a n log n → 0.
Define b n = min{ log n/a n , |T n |}. Then as n tends to infinity, a n b n → 0 and log n b n → 0 .
Consider the tree T n . Letting t ′ denote the parent of t define L n = {t ∈ T n : |T n,t | ≤ b n and |T n,t ′ | > b n } If t ∈ L n then the subtree rooted at t has at most b n nodes, while the subtree rooted at its parent has at least b n + 1. By definition, each path from the root of T n to a terminal node contains exactly one member of L n , and no member of L n can be the descendent of another. It follows that there is a unique subtree T ′ n ≤ T n having terminal nodes L n . In particular |T ′ n | ≤ 2|L n |. We wish to bound the size of T ′ n . Note that if t ∈ L n then |T n,t | ≥ α|T n,t ′ | ≥ αb n as T n is α-balanced. As subtrees rooted at distinct elements of L n are disjoint, it follows that |T n | ≥ t∈Ln |T n,t | ≥ αb n |L n |, and consequently
This establishes assertion (i).
To establish (ii), first fix constants ǫ, δ > 0. Let V a ⊆ IR d be a bounded rectangle such that P (V c a ) ≤ δ, and let V b ⊇ V a be a closed, bounded rectangle such that
When n is sufficiently large, max{diam(U t ) : t ∈T n and U t ∩ V b = ∅} ≤ a n ≤ ǫ b n .
Fix any such n and consider a terminal node s of the subtree T ′ n for which U s ∩ V a = ∅. If (19),
The definition of L n ensures that U s is the union of k ≤ b n disjoint sets U 1 , . . . , U k , each of which is a terminal region of T n . In conjunction with (20) this implies that
However this contradicts (21) , so that U s = ∪ k j=1 U j must be contained in V b . The inequality above then shows that diam(U s ) ≤ ǫ, and therefore max{diam(T ′ n [x]) : x ∈ V a } ≤ ǫ. It follows that lim sup 
