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ABSTRACT 

Cryptography technology is a security technique used to change plain text to another shape of data or to 
symbols, which is known as the cipher text. Cryptography aims to keep the data secure during its journey 
through public networks. Currently, there are many proposed algorithms that provide this service 
especially for sensitive data or very important conversations either through mobile or video conferences. In 
this paper, an inventive security symmetric algorithm is implemented and evaluated, and its performance is 
compared to the AES. The algorithm has four different rounds for each quarter of the key container table, 
and each of them serves to shift the table. The algorithm uses the XOR operation, which, being lightweight 
and cheap, is very appropriate for use with Real Time Applications. The result shows that the suggested 
algorithm spends less time than AES although it has 16 rounds and the numbers used to mix up the table 
are big. 
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1. INTRODUCTION 
 
Real Time Applications (RTAs) stand for all data types, such as images, videos, and voices, and 
their main feature is their huge size compared to text. This large size is a concern because it may 
cause a significant time delay that will affect the quality of the data. Transmitting an RTA 
through the Internet is very risky, and efficient security measures must be applied to protect the 
data [1][2]. In recent years, RTAs’ Internet Protocols (IP) have been developed and their use has 
become common around the world. Most companies have developed many intelligent 
applications that can be used by computers, laptops, and smartphones to exchange all the 
multimedia data [3]. 
 
A cryptography system is one of the most important security techniques as it is guaranteed to 
exchange sensitive data in a secure way. It aims to change the original shape of the data before 
sending it to the receiver through the Internet. Both communication participants must be aware of 
the key that will be used to encrypt and decrypt the data [4][5][6]. As a result, many cryptography 
systems have been proposed and subsequently implemented to protect the data. However, some 
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of these are very good with text but not so good with multimedia. Moreover, some of these 
techniques contain a very small key that is easy to break or that can be attacked using very simple 
techniques. 
 
Actually, delay is the key to the quality of any proposed solution so applying quality of service 
(QoS) to the security system is very important. RTAs use a protocol called the User Datagram 
Protocol (UDP); this is considered as more functional than the Transmission Control Protocol 
(TCP) since the important feature of RTAs is not to transmit every single packet but to continue  
to transmit the packets even if any loss occurs during the process. The packet-loss dilemma could 
be happen in any part of the network or at the end of the system and can be due to many reasons, 
such as network failure and congestion [7][8]. 
 
The end-to-end delay is affected by the huge size of multimedia, such as video and voice, which 
are very sensitive during transmission. Therefore, reducing the time to the lowest possible value 
that the system needs to execute the algorithm, apply the algorithm, and code and decode, is very 
important [2][9]. 
 
A reasonable rate of end-to-end one-way voice delay is 150 ms but a maximum delay of 400 ms 
is still acceptable but not suitable for a large multimedia size as stated by the International 
Telecommunication Union (ITU-T) in its G114 recommendation. Thus, the proposed system will 
overcome the drawbacks of some of the current algorithms by using a new approach. 
 
2. BACKGROUND 
 
2.1 Cryptography: 
 
Some of the encryption methods have existed for centuries or even millennia; for example, the 
Egyptians developed hieroglyphic writing. However, in the past few decades, the changes in 
encryption techniques have taken place because the current generation of computers can carry out 
the difficult task of seeking methods to decipher a code, and they can certainly achieve this far 
faster in comparison to a human being. Therefore, the applied encryption techniques have to be 
far more sophisticated and complicated. An encryption and decryption system is defined as a set 
of algorithms that convert plain text data to the cipher text on the sender side using an agreed key 
(encryption). The decryption process is done on the receiver side by using the agreed key to 
obtain the plain text again. The cryptosystem has 5-tuble grouped as E, D, M, K, and C. E stands 
for the encryption algorithm whereas D stands for decryption algorithm. The encryption and 
decryption is very important to evaluate the level of system quality. M or P is the plain text, that 
is, the original text before its transmission, and this is always located on the sender side. On the 
other hand, C is the cipher text which is the plain text after decryption. The key takes K as 
shortcut letter. The key is an extremely important factor in the cryptography process, and its 
length and its creation technique are controlled in the strongest of the algorithms [10][11]. 
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2.2 Types of Cryptographic algorithms: 
 
2.2.1 Symmetric Key: 
 
Symmetric cryptography, commonly called secret or conventional encryption, refers to the type 
of encryption where the keys of encryption and decryption have equivalent values. Another 
definition of symmetric encryption describes it as a shared key cryptography or shared secret 
cryptography due to the fact that it applies only one “shared” key, which is employed in 
encrypting and decrypting the message. 
 
The application of symmetric cryptography has both benefits and disadvantages. The advantages 
of employing symmetric encryption include authentication that the key remains secret, the 
encryption of data is performed instantly, and key symmetry permits encryption and decryption 
using the same key. Moreover, it is considered as a fast technique because there is no need for 
additional processes. 
 
However, in the case that the key is disclosed (guessed, lost, or stolen, etc.), the scan or intercept 
instantaneously would decrypt anything encrypted by applying the key. The suggested solution 
here would be to change the keys regularly with each set of packets [12]. 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Symmetric key. 
 
2.2.2 Asymmetric Key: 
 
The term "asymmetric encryption", which is commonly referred to as public key 
encryption,employs two different keys for the purpose of encryption and decryption. One of the 
two keys in cryptography is a public key, which can be made available to anyone. However, the 
second key,known as a secret or a private key, is a mathematically-related one. This cryptography 
key is the one which has to be kept confidential from others. In other words, only the owner can 
gain access to the secret key or its back-up duplicates. Thus, every user owns two keys, a public 
key and a private key. 
 
The main advantages of having a public key are that it provides a very strong key that is not 
easily broken, and the key exchange is very secure. On the other hand, the drawbacks of 
asymmetric encryption are that its keys are very long in order to provide a good resistance to 
attacks, which means more processes are required, and thus the time required will be increased. 
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Figure 2: Asymmetric key. 
 
3. THESUGGESTEDALGORITHM 
 
In this paper, a symmetric block cipher algorithm is designed to achieve a high level of security in 
less time than is required for some other systems. It has 4 complicated rounds that will shift a 
smart table that consists of 4 separate quarters, and each single quarter has 64 bytes. Each quarter 
in this table will be used to generate 16 bytes as a key with a total of 64 bytes in each quarter. 
Moreover, this table has a variable key length, and the maximum generated key could be 2048-
bits. 
 
The algorithm has a table called a key container table that contains of 256 bytes. This table will 
be shifted by the agreed shared secret key. The key length here is extremely long compared to the 
other existing algorithms, such as AES. The length of the key and the complicated rounds here 
will make the algorithm fast as well as very difficult to break. 
 
1) The main table ( Keys Container): 
 
The key container table is used to generate a very strong key with 256 bytes, and this table must 
be announced. The feature here is that the system deals with the table as a four different tables. 
This table contains 256 bytes, but the used mechanism generates only 64 bytes. The table will be 
generated automatically or by using a published secret algorithm, such as SHA-256. Matrix R 
comprises random numbers and is defined below: 
 




 
 
As explained above, this matrix has four parts, each of which is 8 × 8 and thus contains 64 entries 
(or bytes). 
 
The parts (table’s quarters) are defined aswhere Q1-4 are quarter 1 to 4. 
 
 
 
 
International Journal on Cryptography and Information Security (IJCIS), Vol. 4, No. 4, December 2014 
 
5 

2) The shared secret key: 
 
A shared secret key must be exchanged by an efficient key management algorithm such as Diffie- 
Hellman. It aims to mix up the key container table in all possible directions (up, down, right, and 
left) in order to generate the key. The main advantage here is in the mechanism used to mix up 
the quarters of the table. The system shifts the quarters among themselves and each quarter is 
exchanged with the other quarters. Each quarter of the table will be the main quarter in the case of 
regeneration using another key. For example, the rounds will start from quarter 1 to generate the 
first 64 bytes and from quarter 2 to generate another 64-bytes key and so on. Matrix A uses the 
secret key to generate the key, which is defined below: 
 
 




 
 
 
There are four rounds for each quarter, and these rounds will be applied in two different 
techniques. The first one applies the four rounds together on the key container table once. 
Secondly, each quarter in table 1 will be re-arranged independently depending on the values in 
each round in the table. In matrix A, a1,j and a2,j contain values that are used for shifting rows up 
and down respectively, and a3,j and a4,j contain entries that are responsible for shifting columns 
left and right respectively. 
 
 
The shifting in a1,j and a3,j occurs in x units where x is defined as follows: 



and the shifting in a2;j and a4;j occurs in y units where y is: 
 
 
 
 
 
The shifting operations are applied on any paired quarters. In other words, two quarters from 
matrix R are placed together in order to perform the shifting. The first four rows in matrix A 
contain the data to be used for shifting the paired quarters of Q1-Q1, Q1-Q2, Q1-Q3 and Q1-Q4. 
The second four rows are used for shifting Q2-Q1, Q2-Q2, Q2-Q3 and Q2-Q4, and by the same 
token, the third and fourth rows are also used for shifting the rows and columns of Q3-Q1, Q3-
Q2, Q3-Q3 and Q3-Q4, and Q4-Q1, Q4-Q2, Q4-Q3 and Q4-Q4 respectively. 
 
3) Generating Matrix N: 
 
In this section, matrix N is introduced, which is the result of applying the movement rules in 
matrix A to matrix R, which contains some randomly generated numbers within a specified range.  
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As shown below, matrix N, which is the rearranged version of matrix R, has the same 
dimensionality as matrix R. 
 
The steps taken to generate matrix N are explained next. 
 
Four main shifting operations are used in this encryption algorithm: shifting rows up (U) and 
down (D), and shifting columns left (L) and right (R).  
 
The order in which these operations are executed is U, L, D, and R.  
 
Assuming we are to apply the values of a1,1, a1,2, a1,3, a1,4 in matrix R, we start with a1,1 and 
the first operation (U). Given it is the first round (n = 1), eq. 5 (i.e. 2n - 1) is used to determine 
which row to shift up . Therefore, in the first operation of the first round, the first row of the 
relevant quarters in matrix R is shifted up a1,1 times.  
 
The second operation of the first round is L. Given a1,3 uses eq. 5 too, the first column is shifted 
left a1,3 times.  
 
The third and fourth operations (D and R) use eq. 6 to determine which row and column to shift 
(since n = 1, therefore, 2n = 2). Thus, the second row is shifted down a1,2 units, and the second 
column is shifted right a1,4 units.  
 
In the second round, eq. 5 shows that the third row and the third column should be shifted up by 
a1,1 and left by a1,3 units respectively. 
 
As for the down and right shift operations, the fourth (since n = 1, therefore, 2n = 4) row and 
column are shifted a1,2 and a1,4 units respectively.  
 
This process is repeated and once n > 8, the second row in matrix A is considered in the updated 
version of matrix R.  
 
Once all the rows of matrix A have been considered, matrices A and N are used to generate the 
key. 
 
4) Generation The Key: 
 
In order to generate the key, the entries of matrix A are used as pointers in matrix N. In other 
words, taking the value of the entry a1,1, which refers to p1 as an example, the a1,1 value in 
matrix N is retrieved and kept as the first byte of the key, k. Other entries of matrix A are 
considered in turn and each fetch a value from matrix N that is then added to k. This process, 
which leads to having a 64 byte key, is repeated until all the pointers in matrix A have been 
considered. 
 
Algorithm 1 gives a high-level description of the process: 
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Algorithm: High Level Description 
 
1: Generate 16 X 16 random matrix, R  
2: Generate 16 X 4 random matrix, A  
3: Use matrices R and A to generate matrix N  
4: Use matrices A and N to generate a 64 byte key, k 
 
 
4. EXAMPLE :  
 
1) If the numbers that are usedto shift are as in the table below, they will be converted to binary 
as in the example below:  
 
 
Table 1: The process of converting key decimal digits to binary digits. 
 
2) Now the binary digits below present the first 16 bytes of the key in the first round, and as 
mentioned above, the rest of the keys can be identified from the rest of rounds. As suggested, the  
first quarter of the key is shown as follows 
 
3) Then, the generated key above will be XOR-ed with the plain text (original message) : the 
below snapshot is a suggested plain text that worth 16 bytes size. 
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4) The encrypted message will be the result of the XOR-ed plain text and the generated key: the 
snapshot below is a suggested plain text that has a size of 16 bytes. 
 
5) The diagram of the sugested algorithm: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: algorithm process. 
 
5. IMPLEMENTATIONAND ANALYSIS: 
 
As mentioned earlier in this paper, the aim is to design a symmetric block cipher cryptography 
that requires less time compared to others. The key size is 64-bytes, and the system is 
implemented by NetBeans IDE 8. The system provides the information about the number of 
blocks that are encrypted by the system. Always, the data block size is equal to the key length so 
the data block size is 512-bits. The time required is compared to the common algorithm, that is, 
AES, and the same files are tested in both systems. The important thing that must be considered 
to reduce the time is to use small numbers in the shifting process. A 1588 block size is tested and 
the result was as follows: 
 
Table 2: Compression in ms between AES and the suggested algorithm. 
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From the above result, it is clear that the suggested algorithm is around twice as fast compared to 
AES and that round of techniques in AES difficult and complicated compared to the suggested 
algorithm.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4: Encryption interface in sender side. 
 
 
 
 
 
 
 
 
 
 


 
 
 
 
Figure 5: Decryption interface in receiver side. 
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CONCLUSION 
 
This paper implemented a novel and complicated algorithm that can be used for security 
purposes. The suggested system is compared to AES. Firstly, the key size in the suggested 
algorithm is longer than the AES key. There are 16 rounds in the suggested system, but they are 
working in a complicated mechanism whereas the 14 rounds in AES have 256 bits. Referring to 
the suggested algorithm features, the algorithm is faster than the AES algorithm. 
 
FUTUREWORK: 
 
Implement a new algorithm with different techniques by using some of concept that used in this 
paper. 
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