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ABSTRACT
This paper investigates parametric direction-of-arrival (DOA) esti-
mation in a particular context: i) each sensor is characterized by an
unknown complex gain and ii) the array consists of a collection of
subarrays which are substantially separated from each other leading
to a structured noise covariance matrix. We propose two iterative al-
gorithms based on the maximum likelihood (ML) estimation method
adapted to the context of joint array calibration and DOA estimation.
Numerical simulations reveal that the two proposed schemes, the it-
erative ML (IML) and the modified iterative ML (MIML) algorithms
for joint array calibration and DOA estimation, outperform the state
of the art methods and the MIML algorithm reaches the Crame´r-Rao
bound for a low number of iterations.
Index Terms— Direction-of-arrival estimation, calibration,
structured noise covariance matrix, maximum likelihood
1. INTRODUCTION
Direction-of-arrival (DOA) estimation [1, 2] is an important topic
with a large number of applications: radar, satellite, mobile com-
munications, radio astronomy, geophysics and underwater acous-
tics [3–5]. In order to achieve high resolution, it is common to use
arrays with large aperture and/or a large number of sensors, in a spe-
cific noise environment. Considering spatially and temporally uncor-
related zero-mean Gaussian processes is a typical noise assumption
but it may be violated in numerous applications, as in the context of
sonar, where correlated or colored noise is required [6–9].
We consider here the case where the noise covariance matrix ex-
hibits a particular (block-diagonal) structure [10] that differs from
the classical assumption: spatially white uniform noise [11, 12] or
non-uniform noise [13]. In our paper, we consider DOA estimation
in large sensor arrays composed of multiple subarrays. Due to the
large spacing between subarrays, we assume that the noise among
sensors of different subarrays is statistically spatially independent.
In a given subarray, however, the noise is spatially correlated be-
tween sensors. This entails a block-diagonal structure of the noise
covariance matrix, linked to the sparsity of the array.
Apart from this noise assumption, we also consider that in realis-
tic scenarios, due to miscalibration, the individual sensor outputs are
generally subject to distortions by constant multiplicative complex
factors (gains). These calibration errors are hardware related in our
case, leading to different DOA independent sensor gains [10,14]. To
precisely estimate these errors, we take advantage of the presence of
calibration sources [15, 16] to simultaneously calibrate and estimate
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DOAs. Our scenario is general and it can be adapted or extended to
some practical applications as in the radio astronomy context [17]
where the constant complex sensor gain assumption is common.
We use the conditional/deterministic model [18] for the signal
sources. Nevertheless, following the same methodology, we can
adapt the proposed algorithms to the case of unconditional/stochastic
model [18–21]. The two parametric algorithms we present are based
on the maximum likelihood (ML) estimation method, due to its good
statistical performances. The size of the unknown parameter vector
being large, we perform iterative optimization to make the ML es-
timation problem computationally tractable. Furthermore, the esti-
mation performances are improved with the introduction of calibra-
tion sources in our scenario. To assess the performances [22], the
Crame´r-Rao bound (CRB) is used.
The notation used through this paper is the following: scalars,
vectors and matrices are represented by italic lower-case, boldface
lower-case and boldface upper-case symbols, respectively. The sym-
bols (·)T , (·)∗, (·)H , (·)†, tr {·} and det {·} denote, respectively, the
transpose, the complex conjugate, the hermitian, the pseudo-inverse,
the trace and determinant operator. The real and imaginary parts
are referred to by ℜ{·} and ℑ{·}. The operators bdiag {·} and
diag {·} represent a block-diagonal and a diagonal matrix, respec-
tively. A vector is by default a column vector and I is the identity
matrix. The symbol ⊙ denotes the Schur-Hadamard product, δ (.) is
the Dirac’s delta function and Ep is a p× p matrix filled with ones.
2. OBSERVATION MODEL
We consider D signal sources impinging on a linear (possibly not
uniform) array of M sensors. The array response vector for each
source l = 1, . . . , D is defined as [23]
a(θl) = [1, e
−j2pif
d2
c
sin(θl), . . . , e
−j2pif
dM
c
sin(θl)]T (1)
in which θl is the DOA of the lth source, f denotes the carrier fre-
quency, c the propagation speed and dk the inter-element spacing
between the first and the kth sensor. We note as λ the wavelength of
the incident wave. The output observation of the full array is given
at each snapshot by
y(t) = A(θ)s(t) + n(t), t = 1, . . . , N (2)
where N is the total number of snapshots, θ = [θ1, . . . , θD]T is the
DOAs vector, s(t) = [s1(t), . . . , sD(t)]T the signal source vector,
n(t) = [n1(t), . . . , nM (t)]
T the additive noise vector and A(θ) =
[a(θ1), . . . ,a(θD)] the array response matrix. In matrix notation,
we have
Y = A(θ)S+N (3)
with Y = [y(1), . . . ,y(N)], S = [s(1), . . . , s(N)] and N =
[n(1), . . . ,n(N)]. In this work, the different assumptions that we
consider are the following:
A1) Calibration sources: In a number of practical applications,
the knowledge of one or multiple calibration sources is available [16,
24–26]. Without loss of generality, we consider the first P sources
as calibration sources with known DOAs. Thus, the steering matrix
is partitioned as
A(θ) =
[
A(θK),A(θU )
] (4)
in which θK = [θ1, . . . , θP ]T represents the known DOAs and
θU = [θP+1, . . . , θD]
T is the vector of the unknown DOAs. Like-
wise, the signal source matrix can be written as follows
S =
[
S
T
K ,S
T
U
]T (5)
in which SK = [sK(1), . . . , sK(N)], SU = [sU (1), . . . , sU (N)],
sK(t) = [s1(t), . . . , sP (t)]
T and sU (t) = [sP+1(t), . . . , sD(t)]T .
A2) Complex unknown gains of each sensor: The instrumen-
tation can introduce perturbations such as phase shifts, in particular
due to the difference between sensor gains related to, e.g., receiver
electronics. To correctly specify the model and avoid inaccurate es-
timations, calibration needs to be performed. This can be modeled
using the following diagonal calibration matrix
G = diag{g} (6)
where the vector g = [g1, . . . , gM ]T contains the different unknown
complex gains [5,10] which are modeled as DOA independent. Con-
sequently, the observation matrix (3) can be rewritten as
Y = GA(θK)SK +GA(θU )SU +N. (7)
A3) Geometry of sensor subarrays: In our scenario, the sensor
array is constituted of a set of L subarrays. Due to the large in-
tersubarray distances with respect to the signal wavelength [27, 28],
the noise is considered statistically independent between subarrays
. Nevertheless, for a given subarray, sensors being closely spaced,
the noise is assumed to be spatially correlated [10]. Thus, the noise
covariance matrix denoted by Ω has the following block-diagonal
structure
Ω = bdiag{Ω1, . . . ,ΩL} (8)
in which Ωi is a Mi ×Mi square matrix where Mi is the number
of sensors in the ith subarray, such that
∑L
i=1Mi = M .
Vector of unknown parameters: Let us consider a determinis-
tic/conditional model for the signal sources and zero-mean complex
circular Gaussian noise so that
y(t) ∼ CN
(
GA(θ)s(t),Ω
)
. (9)
Consequently, the vector of unknown parameters is given by
η =[θTU , sU (1)
T
, . . . , sU (N)
T
, {[Ω1]h1,l1}l1≥h1 , . . . ,
{[ΩL]hL,lL}lL≥hL ,g
T ]T (10)
in which for i = 1, . . . , L and hi, li = 1, . . . ,Mi, {[Ωi]hi,li}li≥hi
represent all the non-zero elements in and above the diagonal of the
noise covariance matrix.
3. PROPOSED ALGORITHMS
In this section, we propose two schemes for joint array calibration
and DOA estimation, based on an iterative ML algorithm [10,13,29].
The iterative procedure allows us to obtain a closed-form expression
of the unknown complex gains, the unknown signal sources and the
structured noise covariance matrix. Indeed, the log-likelihood func-
tion is optimized w.r.t. each unknown parameter, while fixing the
others. The different closed-form expressions obtained are mutually
dependent and require an iterative updating procedure with initial-
ization. For the estimation of the unknown DOAs, an optimization
procedure needs to be performed.
The presence of calibration sources and the iterative procedure
allow us to reduce a (D + 2ND +
∑L
i=1M
2
i + 2M)-dimensional
optimization problem to a (D− P )-dimensional optimization prob-
lem. The main difference between the two proposed schemes lies in
the estimation of the calibration matrix as it will be explained in the
following.
3.1. Iterative ML (IML) algorithm for joint array calibration
and DOA estimation
Let us denote L(η) the log-likelihood function. Omitting the con-
stant term, it becomes
L(η) = −N log
(
det{Ω}
)
− tr
{
V
H
Ω
−1
V
}
(11)
in which
V = Y −GA(θ)S. (12)
1) Estimation of Ω: We take the derivative of L(η) with re-
spect to the elements [Ωi]hi,li for hi, li = 1, . . . ,Mi and i =
1, . . . , L. During this operation, all the other unknown parameters
remain fixed. We obtain for such derivation
∂L(η)
∂[Ωi]hi,li
=
− tr{NΩ−1ei,hie
T
i,li
−VHΩ−1ei,hie
T
i,li
Ω
−1
V} =
−NeTi,liΩ
−1
ei,hi + e
T
i,li
Ω
−1
VV
H
Ω
−1
ei,hi (13)
where [ei,hi ]j = δ (j − hi) for j, hi = 1, . . . ,Mi and i =
1, . . . , L. Equating (13) to zero, we obtain the estimations, [Ωˆi]hi,li ,
of all the non-zero elements ofΩ. Due to the particular geometry of
sensor subarrays, the exact covariance matrix is structured as in (8).
Consequently, we introduce E = bdiag{EM1 , . . . ,EML} in order
to impose this structure, and the estimation of Ω becomes
ΩˆIML =
1
N
(VVH)⊙E. (14)
One can note that the algorithm can be straightforwardly extended
to the case of other (sparse) colored noise models.
2) Estimation of G: We develop the second part of the r.h.s. of
(11) as follows
tr{VHΩ−1V} = tr{YHΩ−1Y −YHΩ−1GA(θ)S−
S
H
A(θ)HGHΩ−1Y + SHA(θ)HGHΩ−1GA(θ)S}. (15)
Consequently, the derivation of L(η) with respect to the elements
gi, for i = 1, . . . ,M , has the following form
∂L(η)
∂gi
= tr{YHΩ−1eie
T
i A(θ)S
−SHA(θ)HGHΩ−1eie
T
i A(θ)S} (16)
where [ei]j = δ (i− j), for i, j = 1, . . . ,M . Let us denote Z1 =
A(θ)SYHΩ−1 and Z2 = A(θ)SSHA(θ)H . Equating (16) to
zero while fixing the other terms leads us to solve the following lin-
ear system of equations
[Z1]i,i = [Z2G
H
Ω
−1]i,i, i = 1, . . . ,M. (17)
Furthermore, let us define the matrix Z3 such that [Z3]l,i =
[Z2]
∗
l,i[Ω
−1]∗i,l for l, i = 1, . . . ,M . In an equivalent way, we
can rewrite (17) as
[Z1]l,l =
M∑
i=1
[Z3]
∗
l,ig
∗
i , l = 1, . . . ,M. (18)
Solving this linear system, we obtain for the IML algorithm
gˆIML = Z
†
3
[
[Z1]1,1 , . . . , [Z1]M,M
]H
. (19)
Consequently, GˆIML = diag{gˆIML}.
3) Estimation of SU : Let us denote A¯(θK) = Ω− 12GA(θK),
A¯(θU ) = Ω
− 1
2GA(θU ), Y˜ = Ω
− 1
2Y, Y¯ = Y˜−A¯(θK)SK and
Rˆ = 1
N
Y¯Y¯H . The second part of the r.h.s. of (11) can be written
as
tr{VHΩ−1V} = tr{Y¯HY¯ − Y¯HA¯(θU )SU − S
H
U A¯(θU )
H
Y¯+
S
H
U A¯(θU )
H
A¯(θU )SU}. (20)
We take the derivative of L(η) with respect to [SU ]h,l, for h =
1, . . . , (D − P ) and l = 1, . . . , N and obtain the estimate in the
least squares sense
SˆU =
(
A¯(θU )
H
A¯(θU )
)−1
A¯(θU )
H
Y¯. (21)
4) Estimation of θU : Plugging (21) into (12), we obtain
Vˆ = Ω
1
2P
⊥
A¯(θU )
Y¯ (22)
in which P⊥
A¯(θU )
= I− A¯(θU )A¯(θU )
† is the projector orthogonal
to the space spanned by the column vectors of A¯(θU ). Using (14)
into (11), we can prove that tr{VHΩˆ−1V} = NM . Omitting this
constant term and considering the Hermitian symmetry of Ω
1
2 and
P⊥
A¯(θU )
, one can rewrite
L(θ, SˆU , Ωˆ,G) = −N log (det {Z}) (23)
where we note Z = (Ω
1
2P⊥
A¯(θU )
RˆP⊥
A¯(θU )
Ω
1
2 ) ⊙ E. The opti-
mization process is thus
θˆU = argmin
θU
(
log
(
det
{
Z
}))
. (24)
Remark: To perform the optimization step of the cost function
F (θU ) = log(det{Z}), we use a Newton-type algorithm [18], char-
acterized by a quadratic convergence. For l = 1, . . . , (D − P ), the
gradient and the hessian are given by
∂F
[θU ]l
= tr
{
Z
−1 ∂Z
[θU ]l
}
with
∂Z
[θU ]l
=
(
Ω
1
2
( ∂P⊥
A¯(θU )
∂[θU ]l
RˆP⊥
A¯(θU )
+P⊥
A¯(θU )
Rˆ
∂P⊥
A¯(θU )
∂[θU ]l
)
Ω
1
2
)
⊙
E, and
∂2F
∂[θU ]2l
= tr
{
− Z−1
∂Z
[θu]l
Z
−1 ∂Z
[θu]l
+ Z−1
∂2Z
∂[θu]2l
}
with
∂2Z
∂[θU ]
2
l
=
(
Ω
1
2
( ∂2P⊥
A¯(θU )
∂[θU ]
2
l
RˆP⊥
A¯(θU )
+ 2
∂P⊥
A¯(θU )
∂[θU ]l
Rˆ
∂P⊥
A¯(θU )
∂[θU ]l
+
P⊥
A¯(θU )
Rˆ
∂2P⊥
A¯(θU )
∂[θU ]
2
l
)
Ω
1
2
)
⊙E.
IML algorithm:
input : Y, E, SK , A(θK), N , M , L, D, P
output : estimates of θU , SU , ΩIML and GIML
initialize:ΩIML = I, GIML = I
while stop criterion unreached do
1 Estimation of θU by (24)
2 Estimation of SU by (21)
3 Estimation of ΩIML by (14)
4 Estimation of GIML by(19)
end
3.2. Modified iterative ML (MIML) algorithm for joint array
calibration and DOA estimation
In practical scenario, calibration is performed with respect to power-
ful radiating sources. The remaining (D−P ) sources, see the parti-
tioning model in (4) and (5), have a negligible power in comparison
with these calibration sources. Consequently, the distribution of the
observations at each snapshot can be approximated by
y(t) ∼ CN
(
GA(θK)sK(t),Ω
)
. (25)
The key idea of this alternative method is to estimate the calibration
parameters and the noise covariance matrix based on the calibration
sources at the first step. Once these parameters are estimated, the
second step consists in estimating the unknown DOAs and signal
sources. For the MIML algorithm, we only present the results but the
methodology is the same as in section 3.1. Taking into account (25)
and the previous calculus performed to obtain (19), we can estimate
G by solving the following system
gˆMIML = Z˜
†
3
[
[Z˜1]1,1, . . . , [Z˜1]M,M
]H
(26)
where [Z˜3]l,i = [Z˜2]∗l,i[Ω−1]∗i,l for l, i = 1, . . . ,M . Here, we have
Z˜1 = A(θK)SKY
HΩ−1 and Z˜2 = A(θK)SKSHKA(θK)H .
Consequently, GˆMIML = diag{gˆMIML}. Following the same
methodology to obtain (14), the estimate of Ω is given by
ΩˆMIML =
1
N
(VKV
H
K)⊙E (27)
in which VK = Y −GA(θK)SK .
The estimation of the other parameters θU and SU is then per-
formed with the same expressions as in the first proposed scheme and
taking into account the estimations GˆMIML and ΩˆMIML obtained
with (26) and (27).
As our simulations will show, the MIML algorithm reaches con-
vergence faster than the IML algorithm. Furthermore, the latter re-
quires greater computational complexity, due to the presence of more
estimation steps in the loop.
MIML algorithm:
input : Y, E, SK , A(θK), N , M , L, D, P
output : estimates of θU , SU , ΩMIML and GMIML
initialize:ΩMIML = I
while stop criterion unreached do
1 Estimation of GMIML by (26)
2 Estimation of ΩMIML by (27)
end
3 Estimation of θU by (24)
4 Estimation of SU by (21)
−2 0 2 4 6 8 10
10−7
10−6
10−5
10−4
10−3
10−2
SNR (dB)
M
SE
 (r
ad
²)
 
 
Uncalibrated case
Algorithm from [10]
IML
MIML
CRB
Fig. 1. Comparison between the IML and the MIML algorithms,
optimizing with Newton.
4. NUMERICAL SIMULATIONS
In the following simulations, we consider two sources, a calibration
source at θ1 = 7◦ and an unknown source at θ2 = 15◦, as well as
300 Monte-Carlo and N = 160 snapshots. The full array is com-
posed of 3 linear subarrays with 4, 3 and 2 sensors in each. The
inter-element spacing is λ
2
in each subarray, 3λ and 7λ
2
between the
three successive subarrays. We consider a noise covariance matrix
Ω with an identical noise power for each sensor of the same subar-
ray. The amplitude gains and the phases are generated respectively
uniformly on [0, 1] and [0, 2pi]. The signal-to-noise ratio (SNR) is
denoted by:
SNR =
∑N
t=1 ‖sU (t)‖
2
NM
M∑
i=1
1
[Ω]i,i
. (28)
In Fig. 1, we plot the mean square error (MSE) vs. SNR, for
both schemes, as well as for the uncalibrated case, meaning that the
observations are given by (7) but estimation of matrix G is not per-
formed in the estimation process, it is maintained equal to I. In this
case, we notice the degradation of performances, moreover the MSE
is no longer decreasing from a certain value of the SNR. We also plot
the MSE of the algorithm proposed in [10], for which the presence of
calibration sources is not taken into account. As expected, the pres-
ence of a calibration source enables to achieve better performances,
particularly with the MIML algorithm. The different computation
times for the two exposed methods are 141.473 seconds for the IML
algorithm (4 iterations) and 42.841 seconds for the MIML algorithm
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Fig. 2. Effect of a priori knowledge about the structure of the noise
covariance matrix, for the MIML algorithm.
(2 iterations).
Finally, the Crame´r-Rao bound (CRB) [10,30,31] was plotted. It
is noticed that the best compromise between computation time and
accuracy of estimation is achieved with the MIML algorithm. In-
deed, we observe that numerically the MSE asymptotically reaches
the CRB. Such performances are due to the estimation of the cali-
bration matrixG which is performed separately from the estimation
of θU and mainly depends on the calibration sources (A(θK) and
SK ), contrary to the first algorithm where it depends on the unknown
sources as well (A(θ) and S). The IML algorithm requires more it-
erations to have better accuracy in the estimation.
Finally, Fig. 2 represents the MSE of the MIML algorithm for
the two following cases: i) taking into account the true structure
of the noise covariance matrix, and ii) assuming that the noise co-
variance matrix is diagonal. In the two cases, the observations are
generated using the true noise covariance matrix which is structured
as described by (8). As expected, such misspecification leads to a
higher MSE (case ii) which shows the importance of taking into ac-
count the spatial correlation due to the array geometry.
5. CONCLUSION
In this paper, we proposed two iterative algorithms for joint cali-
bration and DOA estimation. They are based on the ML estima-
tion method and are applied in a particular context: some calibra-
tion sources are present, the sensors are characterized by unknown
DOA independent complex gains and the noise covariance matrix
has a block-diagonal structure. The MIML algorithm outperforms
the IML algorithm and numerically attains the CRB for a low num-
ber of iterations. The proposed algorithm is general and can be
adapted, for example, in the context of radio astronomy.
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