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Zusammenfassung. Der gleichzeitige Betrieb mehrerer
Gast-Betriebssysteme auf einem einzigen physischen Rech-
ner unter einem Host-Betriebssystem ist eine leistungsfa¨hi-
ge moderne Entwicklung. Bekannte Beispiele sind VMware
fu¨r die IA32-Architektur sowie das Betriebssystem z/VM und
die PR/SM-LPAR Einrichtungen der zSeries-Architektur. Die
Nutzung eines Betriebssystems als Gast bedingt einen Leis-
tungsverlust. Die als Partitionierung bezeichnete Zuordnung
vonSystemressourcen zu den einzelnenGast-Betriebssysteme
ist schwierig, wenn eine dynamische Anpassung an sich
a¨ndernde Lastproﬁle erforderlich ist. Diese Probleme lassen
sich mittels Erweiterungen der Hardwarearchitektur adressie-
ren, sowie durch Softwarestrukturen, welche diese Erweite-
rungen nutzen. Die Erweiterungen der Hardwarearchitektur
gehen u¨ber das hinaus, was auf heutigen Rechnerarchitektu-
renwie IA32 oderMips verfu¨gbar ist. Der vorliegende Beitrag
erla¨utert den optimalen Betrieb von Gast-Betriebssystemen
und die begleitenden Partitionierungsmo¨glichkeiten auf der
zSeries-Plattform und beschreibt die zusa¨tzlichen Hardware-
und Software-Einrichtungen, welche dies ermo¨glichen.
Schlu¨sselwo¨rter: ♣
Abstract. The capability to run multiple guest operating sys-
tems simultaneously on a single hardware platform is a power-
ful feature in a modern computer system.Well-known examp-
les are VMware for the IA32-architecture and the z/VM ope-
rating system and the PR/SM-LPAR facilities of the zSeries
architecture. Running an operating system as a guest results in
a performance degradation. Partitioning of system resources
and assigning them to individual guests may be difﬁcult, if
a dynamic adaptation to an ever changing load proﬁle is re-
quired. Extensions of the hardware architecture and their ex-
ploitation by software permit to address these problems. Such
extensions have not been available on existing architectures li-
ke IA32 or Mips. The following paper discusses the operation
of guest operating systems and associated partitioning capa-
bilities available in zSeries systems and describes supporting
hardware and software facilities.
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1 Einfu¨hrung
Viele Benutzer haben den Bedarf, mehrere Betriebssysteme
auf ihrem PC laufen zu lassen. Die Gru¨nde sind vielfa¨ltig:
• Gleichzeitiger Betrieb von Windows, Linux und evtl. So-
laris, FreeBSD und OS/2.
• Gleichzeitiger Betrieb von unterschiedlichen Windows
Versionen (NT, 2000, XP), weil auf Grund von Kompati-
bilita¨tsproblemen zahlreiche Anwendungen nur auf einer
bestimmten Windows-Version lauffa¨hig sind.
• Nutzung mehrerer Windows-Instanzen fu¨r Entwicklung,
Test, Experiment und Produktion.
Die einfachste Lo¨sung ist der Einsatz eines Boot-Managers.
Sie hat den Nachteil, dass das Umschalten auf ein anderes
Betriebssystem einen Neustart erfordert und zeitaufwa¨ndig
ist. Eine als virtuelle Maschinen bezeichnete Lo¨sung be-
treibt mehrere Gast-Betriebssysteme unter einem Host-
Betriebssystem.DenGast-Betriebssystemenmu¨ssenRessour-
cen wie CPUs, CPU-Zeit, Hauptspeicher sowie Zugriff auf
Ein-/Ausgabe-Gera¨te und -Anschlu¨sse zugeordnet werden.
Daneben existieren zwei weitere Motivationen fu¨r den
Einsatz von Gast-Betriebssystemen:
Partitionierung ist eine wichtige Funktion fu¨r den Groß-
rechnerbetrieb. Systeme wie HP 9000 Superdome, IBM z990
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oder Sun Fire 15K haben bis zu 72 CPUs. Vor allem bei
Transaktions- und Datenbankanwendungen unterstu¨tzen die
heutigen Betriebssysteme einen symmetrischen Multiprozes-
sorbetrieb nur bis zu maximal 16 CPUs. Es ist deshalb er-
forderlich, derartige Rechner zu partitionieren, wobei in je-
der Partition ein eigenes Betriebssystem la¨uft. Die Partitio-
nierung kann entweder statisch erfolgen, oder alternativ an
sich a¨nderndeAnforderungsproﬁle dynamisch angepasst wer-
den. Fu¨r die dynamische Partitionierung ist der Betrieb von
Gast-Betriebssystemen unter einem Host-Betriebssystem ein
besonders leistungsfa¨higer Ansatz.
Die Konsolidierung zahlreicher Server auf einem Rech-
ner ist ein weiterer Trend in großen Unternehmen. Dies
kann ebenfalls sehr effektiv mittels des Betriebs von Gast-
Betriebssystemen unter einem Host-Betriebssystem erfolgen.
Es existieren mehrere kommerzielle Lo¨sungen. VMware
ist ein ha¨uﬁg eingesetztes Produkt fu¨r die IA32-Architektur
(Pentium, AMD, andere). ¨Ahnliche Ansa¨tze sind fu¨r OS/400-
und AIX-Rechner vorhanden. z/VM und PR/SM sind jedoch
die wichtigsten Lo¨sungen. Ihre technologischen Eigenschaf-
ten gehen u¨ber das hinaus,was auf anderen Plattformen derzeit
verfu¨gbar ist. Experten sprechen in diesem Zusammenhang
von einem zehnja¨hrigen Entwicklungsvorsprung [11].
Der vorliegende Beitrag erla¨utert neuartige Einrichtungen
fu¨r den Betrieb von Gast-Betriebssystemen auf der zSeries-
Plattform. Hierzu geho¨ren Erweiterungen der Hardwarearchi-
tektur sowie Software-Komponenten, welche diese fu¨r einen
optimalen Betrieb von virtuellen Maschinen nutzen. Ver-
gleichbare Voraussetzungen fehlen bisher auf anderen Platt-
formen, z.B. der IA32. Abschnitt 2 erla¨utert die Grundlagen.
Abschnitt 3 beschreibt VMware und VM/370. Eine wichtige
Weiterentwicklung stellt die Interpretive Execution Facility
dar, die u. a. in z/VM benutzt wird, siehe Abschnitt 4. Ab-
schnitt 5 diskutiert die Eigenschaften von PR/SM, Speicher-
verwaltung, Multiprocessing und IRD. Alternative Mo¨glich-




Ein Datenverarbeitungssystem hat grundsa¨tzlich die Fa¨hig-
keit, ein Datenverarbeitungssystem andererArchitektur abzu-
bilden. Das so entstandene virtuelle System kann Programme
ausfu¨hren, die in der anderen Architektur geschrieben sind.
Dieser Sonderfall der Simulation wird als Emulation bezeich-
net. Um den betra¨chtlichen Leistungsabfall bei der Emulati-
on ertra¨glich zu halten, wird das virtuelle System ha¨uﬁg mit
zusa¨tzlichen Hardware- und Mikroprogramm-Einrichtungen
ausgestattet [7,29]. Beispielsweise existieren mehrere Emula-
toren, die es ermo¨glichen, ein S/390-Betriebssystem auf einer
Nicht-S/390-Plattform laufen zu lassen. Hierzu geho¨ren z.B.
FLEX-ES von Fundamental Software [13] oder der Public
Domain Hercules Emulator [18,?]♣ CON03 existiert nicht
in der Literaturliste♣. Im Zeitraum 1963–1972 vertrieb Ho-
neywell einen Emulator mit dem Namen Liberator, der eine
erfolgreiche Emulation von IBM-1401-Programmen auf den
Honeywell-H-200-Rechnern ermo¨glichte [HON 01].
Es existieren zwei Emulatoren fu¨r virtuelle Systeme, wel-
che die IA32-Architektur auf anderen Architekturen emulie-
ren. Bochs ist ein in C++ geschriebener Open-Source-IA32-
Emulator, der auf vielen Plattformen lauffa¨hig ist [4]. Fu¨r
den Apple MAC ist das Software-Paket VirtualPC von Mi-
crosoft, ehemals Connectix, verfu¨gbar [44]. Es gestattet den
Ablauf von Windows-Programmen unter dem MAC OS X-
Betriebssystem. Unter dem gleichen Namen, aber mit anderen
Eigenschaften, vertreibt Microsoft ein Produkt fu¨r die IA32-
Plattform.
Emulatoren sind grundsa¨tzlich langsam, weil die einzel-
nen Maschinenbefehle des virtuellen Systems in einer ande-
ren Architekturumgebung interpretiert werden. Ein Hypervi-
sor oder Virtual Machine Monitor (VMM) ist ein Emula-
tor, welcher besonders effektiv die eigene Systemarchitektur
emuliert. Die Emulation schließt die Zentraleinheit mit ihrer
Betriebssystem-Konsole (AdministratorConsole), denHaupt-
speicher sowie E/A-Einheiten ein. Dieser Sonderfall eines vir-
tuellen Systems wird als „virtuelle Maschine“ bezeichnet. A
“virtual machine” is a fully protected and isolated copy of
the underlying physical machine’s hardware. Thus, each vir-
tual machine user is given the illusion of having a dedica-
ted physical machine [10]. Auf virtuellen Maschinen ko¨nnen
gleichzeitig und unabha¨ngig mehrere Kopien verschiedener
Betriebssysteme der gleichen Hardwarearchitektur ablaufen.
Wir bezeichnen im Folgenden den Hypervisor als das
Host-Betriebssystem und das emulierte Betriebssystem als
das Gast-Betriebssystem, welches auf einer Gast-Maschine
(virtuellen Maschine) la¨uft. Das Host-Betriebssystem verfu¨gt
u¨ber einen Host-Kernel ( ¨Uberwacher) und das Gast-
Betriebssystem verfu¨gt u¨ber einen Gast-Kernel. Wir bezeich-
nen als Kernel denjenigen Teil des Betriebssystems, der im
Kernel-Modus ausgefu¨hrt wird. Vielfach besteht der Hyper-
visor nur aus einem Host-Kernel. Es gibt aber Beispiele
wie VMware, wo dies nicht der Fall ist und zusa¨tzliche
Betriebssystem-Funktionen in Anspruch genommen werden.
DerHost-Kernel u¨bernimmtdieKontrolle desSystems im-
mer dann, wenn eine Gast-Maschine einen Maschinenbefehl
auszufu¨hren versucht, der das korrekte Verhalten des Hosts
oder einer anderen Gast-Maschine beeinﬂussen wu¨rde. Derar-
tige Maschinenbefehle werden als sensitive Befehle bezeich-
net. Ihre Eigenschaften wurden erstmals in [29] deﬁniert und
sind in [31] u¨bersichtlich dargestellt Der Host-Kernel inter-
pretiert diese Befehle fu¨r den Gast und stellt sicher, dass die
Semantik erhalten bleibt. Wenn Gast und Host die gleiche
Hardware-Architektur verwenden, ko¨nnen im Gegensatz zur
Emulation andererArchitekturen alle nicht-sensitivenMaschi-
nenbefehle eines Prozesses direkt von der CPU ausgefu¨hrt
werden. Ein Prozess fu¨hrt hauptsa¨chlich nicht-sensitive Be-
fehle aus, daher ist der Leistungsabfall nur gering, wenn der
Prozess als Gast betrieben wird. Im Gegensatz dazu ist eine
vollsta¨ndige Emulation sehr aufwa¨ndig.
Normalerweise arbeitet derHost-Kernel imKernel-Modus
und der Gast-Kernel im Benutzer-Modus. Bei manchen
Rechnerarchitekturen sind alle sensitiven Maschinenbefehle
gleichzeitig privilegierte Befehle und ko¨nnen nur im Kernel-
Modus ausgefu¨hrt werden. Beispiele sind die S/370-, zSeries-
undAlpha-Architekturen [1,32]. Die Interpretation der sensi-
tiven Befehle ist hier besonders einfach, weil ihreAusfu¨hrung
durch den Gast automatisch eine Unterbrechung auslo¨st und
damit einenAufruf desHost-Kernels verursacht. [31] bezeich-
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netArchitekturen mit diesen Eigenschaften als virtualisierbar
(virtualizable). Bei anderenArchitekturen geho¨ren auch man-
che nicht-privilegierten Befehle zu den sensitiven Befehlen.
Beispiele sind die IA32- und dieMIPS-Architektur. Hiermuss
durch einen zusa¨tzlichen Mechanismus erreicht werden, dass
diese Befehle durch den Host-Kernel interpretiert werden.
Damit lassen sich die bis heute verwirklichten virtuellen
Maschinen einem von vier Typen zuordnen.
Typ 1 und 2 laufen auf nicht-virtualisierbaren Rechnerar-
chitekturen. Typ 1 lo¨st das Problem der nicht-privilegierten,
aber sensitiven Maschinenbefehle dadurch, dass manche
zusa¨tzlichen Funktionen interpretativ abgearbeitet werden.
Beispiele sind VMware und VirtualPC. Typ 2 umgeht die
Schwierigkeiten durch ¨Anderungen im Gastbetriebssystem.
Beispiele sind Xen, Disco und Denali.
Typ 3 la¨uft auf virtualisierbaren Rechnerarchitektu-
ren. Beispiele sind die Betriebssysteme VM/370 und ICL
2900. Typ 4 verwendet einen Hardware/Software-Co-Design-
Ansatz, bei dem die Hardwarearchitektur um Funktionen er-
weitert ist, die einen optimalen Betrieb von virtuellenMaschi-
nen ermo¨glichen. Beispiele fu¨r konkrete Implementierungen
sind z/VM und PR/SM. Grundsa¨tzliche Fragen im Zusam-
menhang mit dem Hardware/Software-Co-Design fu¨r virtuel-
le Maschinen sind u. a. von [25,33,34] untersucht worden.
2.2 Basis-Operation
Gast-Betriebssysteme werden vom Kernel des Host-
Betriebssystems wie Prozesse behandelt, die in unabha¨ngi-
gen virtuellen Adressenra¨umen laufen. Die Plattenspei-
cher des Gast-Betriebssystems sind oft als Files des Host-
Betriebssystems realisiert. Im Falle von z/VM wird ein rea-
ler Plattenspeicher in Minidisks unterteilt (Abb. 1). Eine Mi-
nidisk besteht aus einem zusammenha¨ngenden Datenbereich
auf einer Platte, dessen Anfangsadresse (Blocknummer) dem
Host-Kernel bekannt ist. Das Gast-Betriebssystem adressiert
die Blo¨cke der Minidisk beginnend bei 0. Bei allen E/A-
Operationen addiert der Host die Anfangsadresse der Mini-
disk. Der Zugriff u¨ber ein File-Directory entfa¨llt.
Abb. 1. Basiskonﬁguration
Im folgendenAbschnitt nehmenwir an, dass die Hardware
des Rechners nur u¨ber eine einzige CPU verfu¨gt. InWirklich-
keit unterstu¨tzt z.B. der z/VM-Kernel einen symmetrischen
Multiprozessor-Betrieb fu¨r bis zu 16 CPUs.
Eine virtuelle Maschine wird durch eine Datenstruktur
dargestellt, welche Angaben u¨ber den zur Verfu¨gung ge-
stellten (virtuellen) Hauptspeicher, Plattenspeicherplatz, E/A-
Konﬁguration, die Zuordnung von virtuellen zu realen E/A-
Einheiten sowie andere Ressourcen beschreibt. Diese Daten-
struktur wird durch den Prozessleitblock des Host-Kernels so-
wie durch darin enthaltene Zeiger auf weitere Datenstrukturen
verwirklicht.
DieZeitscheibenverwaltungdesHost-Kernels u¨bergibt die
Kontrolle der CPU einer Gast-Maschine. Der Kernel der Gast-
Maschine la¨uft im Benutzer-Modus (User Mode). Wenn das
Programm des Gast-Betriebssystems versucht, einen sensiti-
ven Maschinenbefehl auszufu¨hren, fu¨hrt dies zu einer Pro-
grammunterbrechung. Die Programmunterbrechungsroutine
des Host-Kernels interpretiert nun den sensitiven Maschinen-
befehl fu¨r den Gast und gibt die Kontrolle an ihn zuru¨ck.
Abb. 2. Ablauf einer Ein-/Ausgabe Operation (Beispiel VM/370)
Dieser Vorgang sei am Beispiel einer VM/370-Ein-
/Ausgabe-Operation erla¨utert, siehe Abb. 2, sowie [35, Ab-
schnitt 8.3.2]. Ein Read-Makro im Benutzer-Adressraum
eines Gast-Betriebssystems lo¨st einen System Call (SVC-
Maschinenbefehl) aus, der zu einer Unterbrechung des Host-
Kernels fu¨hrt. Dieser ruft den Gast-Kernel auf, der die Art
des System Calls analysiert und die Ein-/Ausgabe-Routine
(I/O Driver) des Gast-Kernels aufruft, welche ein S/370-
Kanalprogramm erstellt (siehe [27], Abschnitt 2.3.2). Letz-
teres entha¨lt normalerweise reale Hauptspeicheradressen fu¨r
den Ein-/Ausgabe-Pufferbereich. Da die scheinbar realen
Adressen des Gast-Betriebssystems in Wirklichkeit virtuel-
le Adressen des Host-Kernels sind, setzt der Host-Kernel die
virtuellen Adressen anschließend in reale Adressen um, ehe
die Ein-/Ausgabe-Operation mit dem SIO-Maschinenbefehl
angestoßen wird.
DerAbschluss der Ein-/Ausgabe-Operation wird durch ei-
ne Ein-/Ausgabe-Unterbrechung an den Host-Kernel gemel-
det. Dieser stellt nun sicher, dass die Steuerinformationen an
4 J. von Buttlar, W.G. Spruth: Virtuelle Maschinen: zSeries- und S/390-Partitionierung
Abb. 3. Doppelte Adressu¨bersetzung
den Gast-Kernel weitergegeben werden. Damit ist das Gast-
Betriebssystem sich nicht der Tatsache bewusst, dass es in
Wirklichkeit unter einem Hypervisor la¨uft.
2.3 Verwaltung des virtuellen Speichers
DieS/370- unddie IA32-Pentium-Architekturenverfu¨genbei-
de u¨ber eine zweistuﬁge Adressumsetzung mit Segment- und
Seitentabellen (siehe [17, Abschnitt 6.5.2.2]). Die Anfangs-
adresse der derzeit gu¨ltigen Segmenttabelle steht in einem
Kontroll-Register (CR), dem Segmentabellen-Basisregister.
Ein Gast-Betriebssystem speichert die Segment- und Sei-
tentabellen in seinem Kernel-Bereich. Der Adressraum, den
der Gast als real ansieht, ist jedoch inWirklichkeit virtuell und
wird vom Host-Kernel ebenfalls u¨ber Segment- und Seitenta-
bellen beschrieben. Konzeptuell ist jetzt die in Abb. 3 darge-
stellte, doppelte Adressu¨bersetzung erforderlich. Hierfu¨r ist
jedoch keine Hardware vorhanden. Daher erstellen VM/370
undVMware anhand der Gast- und ihrer eigenen Tabellen so-
genannte Shadow Tables, die direkt die virtuellen Adressen
des Gastes auf reale Adressen des Hosts abbilden. Diese Ta-
bellen liegen im Speicherbereich des Host-Kernels (Abb. 4).
Im Falle einer Fehlseitenunterbrechung wird der Gast-Kernel
seine eigenen Segment- und Seitentabellen a¨ndern. Der Host-
Kernel benutzt diese Information fu¨r eine ¨Anderung der ent-
sprechenden Eintra¨ge in den Shadow Tables. Bevor der Host
die Kontrolle an einen Gast abgibt, wird der Zeiger auf diese
Shadow Tables in das Segmenttabellen-Basisregister geladen.
Zur Beschleunigung der Adressumsetzung verfu¨gt die
Hardware u¨ber einen Adressumsetzpuffer (translation look-
aside buffer, TLB). Wa¨hrend der Ausfu¨hrung des Gastes wird
der TLB mit Eintra¨gen aus den Shadow Tables gefu¨llt. Wenn
der Gast-Kernel Eintra¨ge in seinen eigenen Tabellen a¨ndert,
muss er die entsprechenden Eintra¨ge im TLB lo¨schen. Da-
zu verwendet er sensitive Maschinenbefehle, die vom Host-
Kernel abgefangen werden und diesen veranlassen, die Sha-
dow Tables abzua¨ndern.
3 Arbeitsweise von VM/370 und VMware
3.1 VM/370
Das Betriebssystem VM/370 besteht aus einem Host-Kernel
(Control Program, CP) und darauf aufsetzenden S/370-
Abb. 4. Shadow Tables
Abb. 5. VM/370
kompatiblen Gast-Betriebssystemen. Die Schnittstelle zwi-
schen demGast-Kernel und demHost-Kernel ist eine simulier-
te S/370-Hardware. Der Gast-Kernel ist sich der Existenz des
Hypervisors nicht bewusst und hat den Eindruck, alleiniger
Benutzer einer S/370-Maschine zu sein. Somit kann die Rol-
le dieses Gast-Kernels vom Kernel eines jeden unter S/370
lauffa¨higen Betriebssystems u¨bernommen werden. VM/370
verfu¨gt daneben u¨ber ein zusa¨tzliches Gast-Betriebssystem,
das besonders auf das Arbeiten in einer virtuellen Maschi-
ne zugeschnitten ist (Conversational Monitor System, CMS).
Die Zusammenarbeit mehrerer Betriebssysteme unter einem
VM/370-Hypervisor ist in Abb.5 wiedergegeben.
Das CP stellt jedem Gast-Betriebssystem einen eigenen
virtuellen Adressraum zur Verfu¨gung und la¨uft im Kernel-
Modus (Kernel Mode), wa¨hrend die Gast-Betriebssysteme
einschließlich ihrer Kernel-Funktionen nur im Benutzer-
Modus (User Mode) arbeiten. Privilegierte Maschinenbefehle
(z.B. Ein-/Ausgabe) werden vom CP abgefangen und inter-
pretativ abgearbeitet. Es existieren keine sensitiven Maschi-
nenbefehle, die nicht gleichzeitig auch privilegiert sind.
Im einzelnen verfu¨gt VM/370 u¨ber die folgenden Eigen-
schaften:
• Der CP-Kernel bewirkt dieAbbildung der virtuellen Kom-
ponenten auf reale Komponenten.
• Die Konsole des Gast-Betriebssystems wird durch die Da-
tenstation des Benutzers oder Administrators des Gast-
Betriebssystems dargestellt.
• Die virtuelle Zentraleinheit wird durch Zeitscheiben der
realen Zentraleinheit abgebildet.
• Die Abbildung des virtuellen Hauptspeichers erfolgt in-
nerhalb der Rahmen des realen Hauptspeichers.
• Die virtuellen Plattenspeicher werden durch als Minidisks
bezeichnete Bereiche auf den realen Plattenspeichern dar-
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gestellt. Es ko¨nnen auch ganze Plattenspeicher als Mini-
disks deklariert werden.
• Bei Bedarf ko¨nnen Kana¨le (channel paths) und
Plattenspeicher einem Gast-Betriebssystem fest zuge-
ordnet werden. Dies gilt ebenso fu¨r andere Ein-
/Ausgabeeinheiten (z.B. Ethernet-Anschlu¨sse innerhalb
eines Kommunikations-Adapters).
Der CP-Kernel bildet virtuelle E/A-Einheiten auf realen
E/A-Einheiten des gleichen Typs ab. Obwohl jeder Grund-
typ eines E/A-Gera¨ts der virtuellen Maschine auch im realen
System vorhanden sein muss, kann z.B. im Detail ein Platten-
speichertyp des virtuellen Systems durch einen anderen Typ
im realen System ersetzt werden.
CMS ist ein besonders fu¨r die Software-Entwicklung aus-
gelegtes Einzelplatz-Betriebssystem, a¨hnlich MS-DOS. Eine
fru¨he Version von CMS war seinerzeit auf der realen S/360-
Hardware lauffa¨hig. Fu¨r jeden CMS-Benutzer wird eine eige-
ne Instanz (Kopie) des Betriebssystems angelegt, die in einem
eigenen virtuellen Adressraum la¨uft.
Der CMS-Kernel ist reentrant, daher wird nur eine einzige
physische Kopie in gemeinsam genutzten Segmenten von be-
liebig vielen Benutzern gleichzeitig verwendet. Eine zusa¨tzli-
che CMS-Instanz wird geschaffen, indem ein neuer virtueller
Adressenraum mit Datenstrukturen sowie Zeigern auf den ge-
meinsam benutzten Code erstellt wird.
Unter VM/370 ko¨nnen beliebige S/370-Betriebssysteme
laufen. AuchVM/370 kann wiederum als Gast betrieben wer-
den, z. B. um eine neueVersion zu testen. Die reale Maschine
wird als Ebene 0 bezeichnet. Eine virtuelle Maschine (VM),
die auf Ebene 0 la¨uft, wird als Ebene 1 bezeichnet. Eine VM,
die auf Ebene 1 la¨uft, wird als Ebene 2 bezeichnet, u.s.w. [16].
¨Ahnliche Funktionen wieVM/370 hatten die ICL-Virtual-
Machine-Environment-BetriebssystemeVME/KundVME/B,
die seinerzeit auf Rechnern der ICL-2900-Architektur
verfu¨gbar waren. Neben der Emulation der eigenen Maschi-
nenarchitektur war es auch mo¨glich, virtuelle Maschinen auf-
zusetzen, welche die a¨lteren ICL-1900- oder ICL-System-4-
Architektur emulierten [24].
3.2 VMware
VMware ist ein Produkt mit Virtual-Machine-Hypervisor-
Funktionalita¨t fu¨r die IA32-Architektur und ist in zwei Ver-
sionen verfu¨gbar: VMware Workstation und ESX Server.
VMware Workstation ist die urspru¨ngliche Version. Es
handelt sich um ein als Host-OS bezeichnetes Anwendungs-
programm, das entweder unter Windows oder unter Linux
auf einer IA32-Plattform im Benutzer-Modus la¨uft und als
Kombination die Funktionalita¨t eines Host-Kernels bereit-
stellt. Eine zusa¨tzliche, als VMDriver bezeichnete Kompo-
nente wird in Windows oder Linux integriert. Es bestehen
¨Ahnlichkeiten mit der Art, wie eine virtuelle Maschine in ei-
nem DOS-Fenster unter Windows abla¨uft. VMware Worksta-
tion nutzt die existierenden Ein-/Ausgabe-Einrichtungen des
Host-Betriebssystems. Wenn ein Gast-Betriebssystem eine
Ein-/Ausgabe-Operation ausfu¨hrt, wird diese von VMDriver
abgefangen und unter Benutzung geeigneter Systemaufrufe
interpretiert. Ebenso werden Ein-/Ausgabe-Unterbrechungen
unter Beteiligung des VMDrivers bearbeitet.
Das Host-OS kann Seiten auslagern, die einer speziﬁ-
schen virtuellen Maschine zugeordnet sind. Lediglich ein
kleiner Satz an Seiten wird sta¨ndig im Hauptspeicher ge-
halten. Dies bedeutet, dass VMware Workstation vom Host-
Betriebssystem wie ein normaler Benutzer-Prozess behan-
delt wird. Falls der Algorithmus des Hosts zur Seitenerset-
zung nicht optimal arbeitet, kann dies zu einer VMware-
Leistungsverschlechterung fu¨hren.
Die Nutzung von Host-Betriebssystemkomponenten ver-
ursacht einen Leistungsverlust, insbesondere bei Ein-
/Ausgabe-Operationen (siehe hierzu [40]).VMware stellt des-
halb mit seinem ESX Server einen eigenen Host-Kernel
zur Verfu¨gung. Dieser beno¨tigt keine Unterstu¨tzung durch
das Host-Betriebssystem, la¨uft auf der realen Hardware und
hat vergleichbare Funktionen wie der VM/370-Host-Kernel.
Es werden bis zu 64 virtuelle Maschinen unterstu¨tzt. Gast-
Betriebssysteme, die unter dem ESX-Host–Kernel laufen,
verfu¨gen u¨ber einen mit der Adresse 0 beginnenden linea-
ren virtuellen Adressenraum. Die Adressumsetzung erfolgt
a¨hnlich wie bei VM/370 mit Hilfe von shadow page ta-
bles und einer als pmap bezeichneten Datenstruktur. Gast-
Maschinenbefehle, die Gast-Seitentabellen oder den TLB
aba¨ndern, werden vom ESX-Host–Kernel abgefangen und in-
terpretiert. Der TLB entha¨lt hierzu immer die in den shadow
page tables enthaltenen Adressumsetzungen. Die wichtigsten
Ein-/Ausgabe-Treiber sind in Bezug auf maximale Leistung
im Gastbetrieb-Modus optimiert. Die derzeitige Version ist in
der Lage, einen symmetrischen Multiprozessor (SMP) mit bis
zu 2 CPUs zu unterstu¨tzen. Eine ¨Ubersicht ist in [9] enthalten;
Eigenschaften von ESX Servern sind in [45] beschrieben.
Im Vergleich zu VM/370 sind ESX Server und VMware
benachteiligt, weil einige kritische Eigenschaften in der IA32-
Architektur fehlen. Fu¨r den Betrieb von Gast-Maschinen ist
es erforderlich, dass alle Maschinenbefehle, welche den privi-
legierten Maschinenstatus aba¨ndern oder auch nur lesen, nur
im Kernel-Modus ausgefu¨hrt werden ko¨nnen [29].
Dies sei an einem Beispiel erla¨utert. Wenn ein Gast
ein Kontroll-Register schreibt, muss der Host-Kernel diesen
Maschinenbefehl abfangen, damit nicht das reale Kontroll-
Register des Hosts vera¨ndert wird. Der Host-Kernel wird jetzt
nur die Effekte der Instruktion fu¨r diesen Gast simulieren.
Liest der Gast anschließend diese Kontroll-Register wieder
aus, so muss diese Instruktion ebenfalls abgefangen werden,
damit der Gast wieder den Wert sieht, den er vorher in das
Register geschrieben hat, und nicht etwa den realen Wert des
Kontroll-Registers, der nur fu¨r den Host sichtbar ist.
Da die IA32-Architektur diese Bedingung nicht erfu¨llt, ist
es nicht mo¨glich, wie unter VM/370 alle Maschinenbefehle
einfach im Benutzer-Modus auszufu¨hren und auf Program-
munterbrechungen zu vertrauen, wenn auf privilegierte Ma-
schinenstatusinformation zugegriffen wird. Beispielsweise:
Many models of Intel’s machines allow user code to
read registers and get the value that the privileged code
put there instead of the value that the privileged code
wishes the user code to see [8].
Eine detaillierte Diskussion dieses Problems ist in [26] und
[31] zu ﬁnden
VMwares ESX Server u¨berschreibt hierzu dynamisch Tei-
le des Gast-Kernels und schiebt Unterbrechungsbedingungen
dort ein, wo eine Intervention des Host-Kernels erforderlich
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ist. Als Folge hiervon tritt ein deutlicher Leistungsverlust auf,
besonders bei Ein-/Ausgabe-Operationen. Manche Funktio-
nen sind nicht vorhanden oder ko¨nnen nicht genutzt wer-
den. Kompatibilita¨tsprobleme treten auf, Anwendungen sind
mo¨glicherweise nicht lauffa¨hig.
3.3 Weitere Implementierungen
Ein anderes Produkt fu¨r die IA32-Plattform ist VirtualPC von
Microsoft [21]. VirtualPC wurde urspru¨nglich von Connec-
tix entwickelt. SW-Soft setzt ihre Virtuozzo Virtual-Private-
Servers (VPS) Software vor allem fu¨r Hosting-Services bei
Hosting-Providern ein [43]. Als Konkurrent tritt Ensim mit
der konzeptuell a¨hnlichen Extend-Software auf [12]. SW-Soft
bezeichnet seine Produkte als virtuelle Server. Der als Vir-
tual Environment (VE) bezeichnete Gast ist vom gleichen
Typ wie das Host-Betriebssystem, normalerweise Linux. Er
erscheint nach außen hin wie ein kompletter Server, verfu¨gt
aber nicht u¨ber einen eigenen Kernel, sondern benutzt statt-
dessen die Kernel-Funktionen des Hosts. Zwischen demHost-
Betriebssystem und den virtuellen Environments beﬁndet sich
eine Zwischenschicht, die die Steuerung und Verwaltung der
VEs u¨bernimmt. Sie erweckt denAnschein, als ob eineGruppe
vonAnwendungsprozessen auf getrennten Instanzen des Ker-
nels liefe. Die VEs sind gegeneinander abgeschottet, ko¨nnen
unabha¨ngig voneinander gestartet und beendet werden und
besitzen je ein eigenes Dateisystem.
Mehrere Projekte adressieren das Problem der fehlenden
Virtualisierungseinrichtungen derHost-Architektur, indem sie
das Gast-Betriebssystem aba¨ndern.
Xen ist ein GNU Open Source Software Virtual Machi-
ne Monitor, der derzeitig von der Systems Research Group
desUniversity of CambridgeComputer Laboratory entwickelt
wird [2] und ebenfalls auf der IA32-Plattform la¨uft. Um die
Problememit der IA32-Architektur zu umgehen, wird, imGe-
gensatz zu VMware, ein als Paravirtualization bezeichneter
Ansatz verwendet. Hierbei ist die Architektur der virtuellen
Maschine nicht vollsta¨ndig mit der Host-Architektur iden-
tisch. Die Benutzerschnittstelle (Application Binary Interface,
ABI) ist die gleiche. Der Gast-Kernel unterstellt jedoch Ab-
weichungen zur IA32-Architektur. Dies verbessert das Leis-
tungsverhalten, erfordert aber ¨Anderungen des Gast-Kernels.
Hiervon ist nur ein sehr kleiner Teil des Kernel-Codes betrof-
fen. Derzeit existiert ein funktionsfa¨higer Linux-Port (Xeno-
Linux), dessen ABI mit dem eines nicht-virtualisierten Linux
2.4 identisch ist. An Portierungen fu¨r Windows XP und BSD
wird gearbeitet.
Ein a¨hnlicher Ansatz wird von Denali verfolgt. Als
Gast-Betriebssystem dient Ilwaco, eine speziell an den
Denali-Hypervisor angepasste BSD-Version [46,47]. Dena-
li unterstu¨tzt nicht das vollsta¨ndige IA32 ABI. Es wur-
de fu¨r Netzwerk-Anwendungen entwickelt und unter-
stellt Einzelbenutzer-Anwendungen. Mehrfache virtuelle
Adressra¨ume sind unter Ilwaco nicht mo¨glich.
Disco ist ein Hypervisor fu¨r einen ccNUMA-Cluster
mit MIPS-R10000-Prozessoren und IRIX 5.3 als Gast-
Betriebssystem. Auch die MIPS-Architektur gestattet keine
vollsta¨ndigeVirtualisierung des virtuellenAdressenraums des
Kernels. ¨Ahnlich Xen wurde der IRIX-5.3-Gast-Kernel fu¨r
einen Betrieb unter Disco leicht abgea¨ndert [6].
Abb. 6. Zustands- ¨Uberga¨nge
Plex86 ist ebenfalls ein Open-Source-Projekt. Als Gast-
Betriebssystem wird ein abgea¨ndertes Linux verwendet, wel-
ches z.B. keine Ein-/Ausgabe-Unterstu¨tzung entha¨lt. Ein-
/Ausgabe-Operationen werden von einem Hardware Abstrac-
tion Layer direkt an den Plex86-Hypervisor weitergereicht
[28].
4 Interpretive Execution Facility
4.1 Architekturerweiterung
Die unterschiedlichen Entwicklungsstufen der S/360-, S/370-,
S/390- und zSeries-Architektur und der entsprechenden Be-
triebssysteme sind in [22], Kapitel 2 (Hardware) und Kapitel
4 (Betriebssysteme) beschrieben.
Die Entwicklung der VM-Betriebssysteme begann 1967
mit der Anku¨ndigung von CP/67 und fu¨hrte geradlinig zu den
heutigen Produkten z/VM und PR/SM.Alle Modelle sind vir-
tualisierbar, die sensitiven Maschinenbefehle sind gleichzei-
tig privilegiert. Im Vergleich zu VM/370 ermo¨glichen zusa¨tz-
liche Einrichtungen der Hardware-Architektur eine wesentli-
cheVerbesserung des Leistungsverhaltens. In der zSeries- und
S/390-Architektur sind diese Einrichtungen in der Interpretive
Execution Facility zusammengefasst.
Normalerweise unterscheidet eine Architektur zwischen
Kernel- und User-Modus. Zusa¨tzlich fu¨hrt die Interpretive
Execution Facility eine weitere Trennung ein, die Einteilung
in Host- und Gast-Modus. Der Host-Kernel startet den Gast
unter Verwendung des Maschinenbefehls SIE (Start Interpre-
tive Execution). Dabei wird die CPU vom Host-Modus in
den Gast-Modus umgeschaltet (Abb. 6), der aber seinerseits
Benutzer- und Kernel-Modus kennt.
Mit der Interpretive Execution Facility sind zusa¨tzliche
Hardware-Einrichtungen verfu¨gbar. Hierzu geho¨ren ein eige-
nes Gast-Program-Status-Wort, Zeitgeber, sowie ein zweiter
Satz der Kontroll-Register. Diese Register werden von der
Gast-Maschine benutzt. (In Wirklichkeit existiert noch ein
dritter Satz, der es einer Gast-Maschine ermo¨glicht, ihrer-
seits als Host fu¨r eine Gruppe von Gast-Maschinen zu die-
nen. Hierauf wird an dieser Stelle nicht na¨her eingegangen.)
Damit ko¨nnen die meisten privilegierten Maschinenbefehle
des Gast-Kernels innerhalb des Gast-Modus ausgefu¨hrt wer-
den. Maschinenbefehle oder Zusta¨nde, die weiterhin die Un-
terstu¨tzung durch den Host-Kernel erfordern, fu¨hren zu einer
Interception. Diese beendet den SIE-Maschinenbefehl. Die
CPUbeﬁndet sichwieder imHost-ModusundderHost-Kernel
fu¨hrt den auf SIE folgenden na¨chsten sequenziellen Maschi-
nenbefehl aus.
Der Operand des SIE-Maschinenbefehls (Basis Register
Inhalt plus Displacement) zeigt auf einen 512 Byte großen
J. von Buttlar, W.G. Spruth: Virtuelle Maschinen: zSeries- und S/390-Partitionierung 7
Abb. 7. Ablauf einer SIE Instruktion
State Descriptor, den der Host-Kernel fu¨r jede Gast-Maschine
innerhalb des Hauptspeichers unterha¨lt. Dieser State Descrip-
tor speichert eine Beschreibung des Zustandes einer Gast-
Maschine,wieHauptspeicher, Zeitgeber u.a. Ein vollsta¨ndiger
SatzKontroll-Register sowie einTeil derMehrzweck-Register
(General Purpose Register, GPR, [19, Abb. 2.2.1]) des Gas-
tes sind ebenfalls im State Descriptor abgebildet. Diese Re-
gister des Gastes werden beim Aufruf von SIE automatisch
geladen und bei Beendigung von SIE in den State Descriptor
zuru¨ckgeschrieben.Alle anderenRegister desGastesmuss der
Host-Kernel explizit laden (und ggf. vorher seine eigenen Re-
gister speichern). Nach Beendigung von SIE muss er diese
gea¨nderten Register wieder abspeichern (und ggf. seine eige-
nen Register wieder laden).
SIE ist ein komplexer Maschinenbefehl, der mittels Firm-
ware implementiert wird. SeineAusfu¨hrung kann a¨hnlich wie
bei anderen lang laufenden Maschinenbefehlen (Beispiel Mo-
ve Character Long, MVCL) unter bestimmten Bedingungen
unterbrochenwerden.Abb. 7 zeigt, wie die CPU nacheinander
die verschiedenen Code-Ebenen und Modi durchla¨uft. Nach
Abschluss des SIE-Befehls wird der im Host-Kernel unmittel-
bar folgende Befehl ausgefu¨hrt.
Das Umschalten vom Host-Modus in den Gast-Modus
durch den SIE-Befehl ermo¨glicht es, dieAusfu¨hrung einerUn-
termenge der privilegierten Maschinenbefehle direkt an den
Gast-Kernel ohne Inanspruchnahme des Host-Kernels weiter-
zuleiten. Fu¨r welche der privilegierten Befehle dies gilt wird
durch Eintra¨ge im State Descriptor speziﬁziert. Ohne die In-
terpretive Execution Facility mu¨ssten alle privilegierten Ma-
schinenbefehle durch den Host-Kernel interpretiert werden.
4.2 Seitenersetzung (Paging)
Unter z/VM unterliegt der Gast-Speicher der Seitenersetzung
durch den Host-Kernel. Dadurch kann der Host-Kernel im
Abb. 8. Adressumsetzung der Gast-Maschine
Prinzip beliebig viele Gast-Systeme parallel betreiben. Han-
delt es sich bei dem Gast um ein Betriebssystem, das sei-
nerseits virtuelle Speicher und Seitenersetzung unterstu¨tzt, so
ist beim Speicherzugriff eine zwei- oder mehrstuﬁge Adress-
umsetzung erforderlich: Zuna¨chst wird unterVerwendung der
Gast-Tabellen die virtuelle Adresse des Gastes in eine vom
Gast als real angesehene Adresse umgesetzt. Diese ist vom
Blickwinkel des Hosts wieder eine virtuelle Adresse, die an-
hand der Host-Tabellen auf eine realeAdresse des Host umge-
setzt wird. (Die Unterscheidung zwischen realen und absolu-
tenAdressen der zSeries-Architekturwird hier der Einfachheit
halber vernachla¨ssigt, siehe [30, Fig. 3-5]).
Die Adressumsetzung der virtuellen in reale Adressen er-
folgt durch einemikroprogrammierteAddress Translation En-
gine als Teil der Hardware der CPU. Im Host-Modus setzt
diese anhand von Segment- und Seitentabellen virtuelle in
reale Adressen um. Ein Gast kann, wie schon erwa¨hnt, sei-
nerseits virtuellen Speicher verwalten, wodurch eine zusa¨tz-
liche Adressu¨bersetzung erforderlich wird. Im Gegensatz zu
IA32 und den fru¨heren S/370-Systemen verfu¨gen S/390- und
zSeries-Systeme u¨ber Hardware, um diese Adressumsetzung
vollsta¨ndig durchzufu¨hren. Die Adressumsetzung kann damit
im Gast-Modus anders als im Host-Modus erfolgen. Sie be-
nutzt das in Abb. 3 dargestellte Verfahren, ohne Verwendung
von ShadowTables und damit ohne Eingriff des Host-Kernels.
Wir bezeichnen als virtuellen Gastspeicher denAdressen-
raum, den der Gast als virtuell betrachtet. Der reale Gastspei-
cher wird vom Gast als real angesehen, ist aber in Wirklich-
keit ebenfalls virtuell. Der reale Hostspeicher ist der tatsa¨chli-
che reale Speicher, wie ihn der Host sieht. In Abb. 8 sind die
unterschiedlichen Adressra¨ume dargestellt. Die Adressen im
virtuellen Gastspeicher werden durch dieAddress Translation
Engine mittels der Segment- und Seitentabellen des Gastes
in reale Gastspeicheradressen umgewandelt. Unter Verwen-
dung der Segment- und Seitentabellen des Hosts werden die-
se wiederum auf reale Hostadressen umgesetzt, mit denen der
eigentliche Speicherzugriff erfolgt.
Seite 1 beﬁndet sich im realen Gastspeicher und auch
im realen Hostspeicher. Es erfolgt keine Seitenersetzung (pa-
ging). Seite 2 beﬁndet sich im realen Gastspeicher, aber nicht
im realen Hostspeicher. Dieser Fall kann z.B. auftreten, wenn
nach Zeitscheibenende des Gastes diese Seite vom Host auf
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den externen Seitenspeicher ausgelagert wird. Eine Fehlsei-
tenunterbrechung tritt auf, die vom Host-Kernel abgearbeitet
werden muss. Seite 3 beﬁndet sich nicht im realen Gastspei-
cher. Die Fehlseitenunterbrechung muss vom Gast-Kernel ab-
gearbeitet werden. Wenn der Gast diese Seite von einer Platte
liest, wird sie in den realen Hostspeicher geholt.
E/A-Gera¨te arbeiten nur mit realen Adressen, daher
mu¨ssen alle E/A-Puffer zumindest fu¨r die Dauer der E/A-
Operation im realen Hostspeicher vorhanden sein.
All dies bedeutet zusa¨tzlich Hauptspeicherzugriffe. Die-
ser potentielle Leistungsabfall wird effektiv durch besonders
große Adressumsetzpuffer aufgefangen. Die zSeries-Rechner
haben hierfu¨r einen 2-stuﬁgen TLB, wobei beide Stufen 4-
Wege-assoziativ sind. Die erste Stufe hat 4 x 128 Eintra¨ge,
die zweite Stufe 4 × 1024 Eintra¨ge. Diese Eintra¨ge bleiben
mo¨glicherweise in dem Zeitraum zwischen Zeitscheibenende
einer virtuellen Maschine und dem na¨chsten Zeitscheibenan-
fang erhalten. Hierzu wird im TLB zusa¨tzlich dieAdresse des
SIE State Descriptors festgehalten.
5 PR/SM und LPARs
5.1 Licensed Internal Code
Ein PC verfu¨gt u¨ber ein BIOS. Letzteres implementiert Ma-
schinencode, der in einem Teil des Hauptspeichers liegt, auf
den ein Benutzerprozess nicht unmittelbar zugreifen kann. Ei-
ne a¨quivalente zSeries- oder S/390-Funktion heißtLIC (Licen-
sed Internal Code). Auch hierauf kann einBenutzerprozess
nicht direkt zugreifen. LICwird beimHochfahren eines Rech-
ners durch einen als IML (Initial Microcode Load) bezeichne-
ten Vorgang vom Plattenspeicher in den Hauptspeicher gela-
den [36,Abschnitt 7.2]. Der PALcode (PrivilegedArchitecture
Library code) der Alpha-Architektur hat eine a¨hnliche Funk-
tion (siehe [32], Kapitel 6).
Die in Abschnitt 5.2 beschriebene PR/SM-Einrichtung ist
ebenfalls ein Teil von LIC.
Abb. 9. zSeries- oder S/390-Struktur
LIC-Funktionen werden im Wesentlichen mit Hilfe re-
gula¨rer Maschinenbefehle verwirklicht. Im Rahmen der
zSeries- und S/390-Architektur gelten sie als Teil der Hard-
ware. Sie sind, wie in Abb. 9 dargestellt, in einem Speicher-
bereich untergebracht, den die Software (Betriebssystem und
Benutzerprozesse) nicht adressieren kann.
Abb. 10. IBM PR/SM und LPAR
In der zSeries-Architektur werden Ein-/Ausgabe-
Einheiten, besonders Plattenspeicher, u¨ber Kana¨le (channel
paths) angeschlossen. Ein Kanal ist grob mit einem SCSI-Bus
vergleichbar. Wa¨hrend es mo¨glich ist, ein Ein-/Ausgabegera¨t
direkt an einen Kanal anzuschließen, wird in der Regel an den
Kanal eine Steuereinheit (control unit) angeschlossen, mit der
wiederum zahlreiche Ein-/Ausgabe-Gera¨te, z.B. Plattenspei-
cher, verbunden sind. Normalerweise ist eine Steuereinheit
u¨ber mehr als einen Kanal mit der Zentraleinheit verbunden
und ein bestimmter Plattenspeicher kann in der Regel u¨ber
mehr als einen Kanal angesprochen werden.
Die Verbindung der Kana¨le mit einem zSeries-Rechner
erfolgt u¨ber ein Kanal-Subsystem (channel subsystem). Das
Kanal-Subsystem kann bis zu 256Kana¨le betreiben; ein z990-
Rechner verfu¨gt u¨ber 1-4 Kanal-Subsysteme. Die Steuerung
eines Kanal-Subsystems erfolgt durch einen oder mehrere
System Assist Prozessoren (SAP). Ein SAP ist ein zSeries-
oder S/390-Prozessor-Chip, auf dem ausschließlich Licen-
sed Internal Code (LIC) abla¨uft. SAPs entlasten die CPUs
wa¨hrend der Ausfu¨hrung einer Ein-/Ausgabe-Operation. Ein-
zelheiten sind in [19, Abschnitt 3.2 und Abb. 3.2.7], in [27,
Abschnitt 4.1], sowie in [41] beschrieben.
5.2 Basis-Konﬁguration
PR/SM (Processor Resource/System Manager) ist ein mit Hil-
fe von Licensed Internal Code (LIC) implementierter Hyper-
visor. Er ist ein Bestandteil der zSeries- und S/390-Architektur
und erlaubt die Partitionierung eines physischen Rechners in
mehrere virtuelle Maschinen, die jeweils in einer logischen
Partition (logical partition, LPAR) laufen. Jede virtuelle Ma-
schine hat ein eigenes Betriebssystem, einen eigenen, un-
abha¨ngigen realen Hauptspeicherbereich und eigene Kana¨le
sowie Ein-/Ausgabe-Gera¨te. PR/SM steuert die einzelnen Be-
triebssysteme auf den verschiedenen CPUs eines symmetri-
schen Multiprozessors (SMP). Jede Partition kann nur die
Ressourcen benutzen, die ihr zugeordnet sind. (Zusa¨tzliche
Einrichtungen ermo¨glichen eine gemeinsame Nutzung von
Kana¨len oder Ein-/Ausgabe-Gera¨ten durch mehrere LPARs.)
Historisch ist PR/SM aus VM hervorgegangen. S/390-
Rechner anderer Hersteller verfu¨gen u¨ber mit PR/SM ver-
gleichbare Einrichtungen; Beispiele sind die Hitachi MLPF
oder dieAmdahl Multiple Domain Facility.Abb. 10 zeigt, wie
vonPR/SM15 logischePartitionen verwaltetwerden, in denen
15 unterschiedliche Betriebssystem-Instanzen laufen.
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Abb. 11. PR/SM- und LPAR-Speicheraufteilung des physischen
Speichers
Eine logische Partition (LPAR) entha¨lt folgende Einhei-
ten:
• eine oder mehrere CPUs (oder aber auch nur Bruchteile
einer im Time-Sharing-Verfahren genutzten CPU),
• einen als Zone bezeichneten Teil des physischen Haupt-
speichers,
• Kana¨le (channel paths).
Es ko¨nnen maximal 30 LPARs deﬁniert werden. Ressour-
cen wie Kana¨le und Hauptspeicher ko¨nnen im laufenden Be-
trieb den LPARs dynamisch zugeordnet werden; eineAbgabe
durch das Gast-Betriebssystem ist ebenfalls mo¨glich. Außer-
dem kann eine LPAR als Coupling Facility deﬁniert werden.
Die Coupling Facility ermo¨glicht einen als Sysplex bezeich-
neten Cluster mit mehreren hundert CPUs und sehr guten Ska-
lierungseigenschaften. Einzelheiten sind in [37] beschrieben.
5.3 Speicherverwaltung
Normalerweise laufen virtuelle Maschinen in einem virtuel-
len Adressenraum, der von einem Hypervisor verwaltet wird.
Im Gegensatz dazu laufen PR/SM-Gast-Maschinen in einem
realenAdressenraum. Damit entfa¨llt die inAbb. 3 dargestellte
doppelte Adressu¨bersetzung.
Wir bezeichnen den mit Hilfe von Siliziumchips imple-
mentierten Hauptspeicher als den physischen Speicher. Eine
Aufteilung des Adressenraums des physischen Speichers in
mehrere reale Adressenra¨ume fu¨r die einzelnen LPARs ist in
Abb. 11 wiedergegeben. Ein weiterer Teil (Hardware System
Area, HSA) speichert Konﬁgurationsdateien sowie den Licen-
sed Internal Code (LIC).
Der einer speziﬁschen LPAR zugewiesene Teil des physi-
schen Speichers wird als Zone bezeichnet und mit den realen
Adressen einer Gast-Maschine direkt angesprochen. Der rea-
le Adressenraum beginnt mit der Adresse Hex 00...00 und hat
einen zusammenha¨ngenden (contiguous) Namensraum. Die
realen Adressen einer jeden LPAR werden wie in Abb. 12
Abb. 12. LPAR Adressumsetzung
Abb. 13. PR/SM und LPAR
gezeigt in die Adressen des physischen Hauptspeichers um-
gesetzt (linear verschoben). Die Umsetzung erfolgt mit Hil-
fe eines Registers, hier als Zone Origin Register bezeichnet,
sowie eines Zone Limit Registers, welches die Gro¨ße des zu-
geordneten physischenAdressenbereiches u¨berpru¨ft. Fu¨r eine
Beschreibung dieses als Relocation bezeichneten Verfahrens
siehe [17, Abschnitt 5.4.3]. Die Zone Origin und Zone Limit
Register sind fu¨r jede LPAR einmal vorhanden.
Es ist mo¨glich, die Gro¨ße der Zone dynamisch zu a¨ndern.
Hierfu¨r ist eine zusa¨tzliche einstuﬁge Adressumsetzung vor-
handen, die den realen Speicher der LPAR in Blo¨cken von 64
MByte auf einen nicht zusammenha¨ngenden Teil des physi-
schen Speichers abbildet.
Kana¨le sind in der Regel den LPARs fest zugeordnet.
zSeries-Kana¨le, wie auch die SCSI-Anschu¨sse in anderenAr-
chitekturen, arbeiten immer mit realen Hauptspeicheradres-
sen. Deshalb verwenden alle zSeries-Kana¨le ebenfalls Zone
Origin und Zone Limit Register.
Abbildung13 zeigt,wie auf einemSystemmit zweiLPARs
sowohl z/OS als auch z/Linux als Gast-Betriebssysteme lau-
fen. z/Linux, ofﬁziell als Linux on zSeries bezeichnet, ist
ein regula¨rer Port von Linux auf die zSeries- bzw. S/390-
Plattform. Dieser Code la¨uft sowohl unmittelbar auf der Hard-
ware als auch in einer LPAR.
Weiterhin ist es mo¨glich, z/VM in einer LPAR als
Host-Betriebssystem einzusetzen und darin wiederum Gast-
Betriebssysteme zu betreiben („second level guest“). Fu¨r den
Betrieb von Dutzenden oder Hunderten von Linux-Instanzen
ist dies eine popula¨re Konﬁguration. Dieser Ansatz wird in
ju¨ngster Zeit ha¨uﬁg benutzt, um eine gro¨ßereAnzahl getrenn-
ter physischer Server auf einer einzigen zSeries-Plattform zu
konsolidieren.
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Abb. 14. Zuordnung von CPUs
5.4 Multiprocessing
Großrechnerwerden heute in derRegel als symmetrischeMul-
tiprozessoren ausgebildet. Ein Gast-Betriebssystem kann rea-
le Multiprozessor-Hardware ausnutzen, indem es selbst im
Multiprozessing-Status mit mehreren virtuellen CPUs arbei-
tet.
PR/SM verfu¨gt wie ein normaler Betriebssystem-Kernel
u¨ber einen Scheduler/Dispatcher, der den virtuellen CPUs
Zeitscheiben zuordnet. Die La¨nge der Zeitscheiben ist va-
riabel und wird dynamisch an die sich a¨ndernden Bedingun-
gen angepasst. Der Gast la¨uft bis zum Zeitscheibenende (im
Millisekunden-Bereich) auf einer realen CPU. Unabha¨ngig
davon verwenden die Gast-Kernel ihre eigene Zeitscheiben-
steuerung, um die Prozesse des Gast-Betriebssystems zu steu-
ern.
Im einfachsten Fall (dedicated mode) werden die realen
CPUs den einzelnen LPARs fest zugeordnet. Als Beispiel sei
ein Rechner mit fu¨nf realen CPUs und zwei LPARs ange-
nommen. Hier ist es z.B. mo¨glich, von den fu¨nf existierenden
realen CPUs drei der LPAR 1 und zwei der LPAR 2 fest zu-
zuordnen.
Ein verbessertes Leistungsverhalten kann erreicht werden,
wenn auf eine feste Zuordnung der realen CPUs verzichtet
wird (shared mode). Hierzu ordnet die PR/SMPriorita¨tssteue-
rung den einzelnen LPARs Gewichte (weights) zu. Je nach
Gewicht werden der einzelnen LPAR mehr oder weniger reale
CPUs zugeordnet, wobei auch Bruchteile von CPUs mo¨glich
sind.
Beispielsweise erha¨lt LPAR 1 ein Gewicht von 60% und
LPAR 2 ein Gewicht von 40%, siehe Abb. 14. Damit erha¨lt
LPAR 1 eine Garantie, dass ihr mindestens 3 der 5 realen
CPUs zur Verfu¨gung stehen, wa¨hrend LPAR 2 eine Garantie
fu¨r 2 reale CPUs erha¨lt. Wenn eine der LPARs ihre CPUs
nicht zu 100% auslastet, steht die restliche CPU-Kapazita¨t
der (den) anderen LPAR zurVerfu¨gung. Um dies auszunutzen
ist es mo¨glich – und u¨blich –, dass die Anzahl der virtuellen
CPUs des Gast-Betriebssystems gro¨ßer ist als die Anzahl der
realen CPUs, die der LPAR garantiert werden.
CPUs fu¨r eine LPAR sind entweder alle zugeordnet (dedi-
cated mode) oder alle gemeinsam genutzt (shared mode). Bei
mehreren LPARs ko¨nnen einige als dedicated und der Rest als
shared deklariert werden. CPUs, die man als einer LPAR zu-
geordnet deﬁniert, sind nicht verfu¨gbar, um fu¨r andere aktive
LPARs zu arbeiten. Die Ressourcen von gemeinsam benutz-
ten CPUs bilden einen Pool und werden aktiven LPARs zuge-
wiesen, wie sie beno¨tigt werden. Eine Mischung aus LPARs
mit shared CPUs und LPARs mit zugeordneten CPUs kann
deﬁniert und parallel aktiviert werden. Dies, zusammen mit
der Zuordnung von Gewichten, geschieht durch den System-
Administrator unter Benutzung derHardware-Konsole. ¨Ande-
rungen ko¨nnen vom System-Administrator dynamisch durch-
gefu¨hrt werden, ohne den laufenden Betrieb zu sto¨ren.
5.5 Intelligent Resource Director (IRD)
Der in der z/Architektur implementierte Intelligent Resource
Director (IRD) ist eine Erweiterung des PR/SM- und LPAR-
Konzeptes. IRD u¨bernimmt die Optimierung der Prozessor-
und Kanal-Ressourcen u¨ber die verschiedenen logischen Par-
titionen (LPARs). Die drei wichtigsten Funktionen des IRD
sind:
• LPAR CPU-Management,
• Dynamic Channel Path Management und
• Channel Subsystem Priority Queuing.
Die IRD-Funktionen werden vor allem von derWork Load
Manager-Komponente (WLM) des z/OS- Betriebssystems
genutzt (siehe [19,Abschnitt 5.7]). Sie greifen besonders in der
als Sysplex bezeichneten zSeries-Cluster-Konﬁguration [37].
Die IRD- und WLM-Funktionen optimieren die Nut-
zung von Ressourcen mit dem Ziel, den gesamten System-
Durchsatz zu steigern. LPAR-CPU-Management wird von
WLM benutzt, um die Gewichte und die Anzahl der zuge-
ordneten CPUs dynamisch fu¨r alle z/OS-shared-mode-LPARs
den sich a¨nderndenAnforderungen anzupassen. ImGegensatz
zu derDarstellung inAbschnitt 5.4 geschieht dies automatisch,
ohne Eingriffe des System-Administrators.
Kana¨le sind a¨hnlichwieCPU-Zeit undHauptspeicherplatz
kritische Systemressourcen und werden im einfachsten Fall
einzelnen LPARs fest zugeordnet. In vielen Fa¨llen ist die Op-
timierung des Ein-/Ausgabe-Verkehrs a¨hnlich wichtig wie die
optimale Nutzung der CPUs oder des Hauptspeichers. Die
Dynamic-Channel-Path-Management-Komponente des IRD
optimiert die Zuordnung der Kana¨le zu den LPARs. Hierzu
wird nur ein (kleinerer) Teil der Kana¨le den LPARs fest zuge-
ordnet (z.B. 2 pro LPAR); der (gro¨ßere) Rest wird von WLM
und IRD je nach Bedarf dynamisch zugeteilt.
Ein-/Ausgabe-Anforderungen werden in eine Warte-
schlange gestellt, ehe sie vom zSeries-Kanal-Subsystem abge-
arbeitet werden ko¨nnen. Dies geschieht normalerweise nach
dem ﬁrst-in – ﬁrst-out Verfahren. Die Channel-Subsystem-
Priority-Queuing-Komponente des IRD ermo¨glicht es dem
WLM, die Reihenfolge der Abfertigungen zu optimieren.
5.6 Sicherheit
VirtuelleMaschinen eignen sich grundsa¨tzlich, um die Sicher-
heit vonAnwendungen zu verbessern. Beispielsweise existiert
fu¨r die IA32-Architektur eine Trusted Virtual Machine mit
dem Namen Terra. Einzelheiten sind in [14] enthalten.
Die PR/SM-Technologie hat daru¨ber hinausgehende Si-
cherheitseigenschaften. Logische Partitionen werden durch
den Hypervisor voneinander abgeschottet und ko¨nnen da-
her nicht wie die Prozessoren innerhalb eines Multiprozes-
sorsystems miteinander kommunizieren. Insbesondere sind
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die Hauptspeicherbereiche der Partitionen strikt getrennt und
ko¨nnen sich nicht u¨berlappen. Der Geltungsbereich fu¨r Unter-
brechungen (z. B. E/A-Unterbrechungen) liegt ebenfalls nur
innerhalb einer logischen Partition. DerAdministrator des Ge-
samtsystems kann E/A-Verbindungen zwischen Partitionen
konﬁgurieren, z. B. mit Hilfe von Hipersockets. Die E/A-
Puffer werden jedoch durch die einzelnen Partitionen selbst
festgelegt; sie behalten damit die volle Kontrolle u¨ber ihren
eigenen Hauptspeicherbereich.
Das Konzept der Partitionierung gilt nicht nur fu¨r CPUs
und Hauptspeicher, es setzt sich im Kanalsubsystem fort. Ist
ein Kanal einer Partition fest zugeordnet, kann er von einer an-
deren Partition aus nicht angesprochen werden. Ist der Kanal
so konﬁguriert, dass er von mehreren Partitionen aus gleich-
zeitig benutzt werden kann, so sorgt er selbst fu¨r die Trennung
der Auftra¨ge aus den verschiedenen Partitionen.
PR/SM-LPARs haben entsprechend einer Zertiﬁzierung
der Regierung der Vereinigten Staaten die gleichen Si-
cherheitseigenschaften wie ra¨umlich getrennte Rechner. In
Deutschland wurde der zSeries-900 vom Bundesamt fu¨r Si-
cherheit der EAL5 Certiﬁcation Level zuerkannt. Die zSeries
ist derzeitig der einzige Server, der bisher auf dieser Ebene
zertiﬁziert wurde [23].
5.7 Leistungsverhalten
Wie groß ist der Leistungsabfall, wenn ein Betriebssystem
als virtuelle Maschine z.B. unter PR/SM la¨uft? Es ist sehr
schwierig, diese Frage zu beantworten, weil die Art der An-
wendung eine entscheidende Rolle spielt. Fu¨r rechenintensi-
ve Anwendungen, z. B. aus dem wissenschaftlichen Bereich,
wird der Leistungsabfall geringer sein als bei Transaktions-
und Datenbankanwendungen mit einem großen Aufkommen
an Ein-/Ausgabe-Operationen. Leistungsmessungen ohne ei-
ne Zuordnung zum erwarteten Einsatzgebiet sind deshalb we-
nig aussagekra¨ftig.
Die z/VM- und PR/SM-Entwicklungsteams verfu¨gt u¨ber
umfangreiche Untersuchungen des Leistungsverhaltens, wel-
che die tatsa¨chliche Nutzungen mo¨glichst naturgetreu wider-
spiegeln. Die Ergebnisse werden fu¨r die Weiterentwicklung
von z/VM und PR/SM genutzt, sind aber nicht vero¨ffentlicht.
Unter PR/SM hat eine virtuelle Maschine mit fest zugeordne-
tenEin-/Ausgabe-Einheiten eineLeistungseinbuße von1–2%,
verglichen mit einer realen Maschine. Da dieser Leistungs-
abfall vernachla¨ssigbar ist, werden heute nahezu alle gro¨ße-
ren OS/390-und z/OS-Rechner mit PR/SM betrieben. Beim
neuesten Rechnermodell z990 ist ein Betrieb ohne PR/SM
nicht mehr vorgesehen. Auch wenn nur ein einziges Betriebs-
system installiert ist, la¨uft dies im Fall der z990 unter PR/SM
in einer virtuellen Maschine.
6 Partitionierung
ModerneGroßrechnerwerdenheute alsCluster von symmetri-
schen Multiprozessoren (SMP) ausgebildet. Partitionierungs-
einrichtungen geho¨ren hierbei zu den wichtigsten Eigenschaf-
ten. Unter Partitionierung verstehenwir die Eigenschaft, einen
Server in kleinere Segmente (Partitionen) aufzuteilen, wobei
Abb. 15. Sun Fire 15K-Cluster
jede Partition ein eigenes Betriebssystem entha¨lt. Ein moder-
ner Trend besteht darin, mehrere physische Unix-Server zu ei-
nem einzigen Unix-Cluster mit getrennten Partitionen zusam-
menzufassen (Server-Konsolidierung). Damit ist es mo¨glich,
• eine bessere Auslastung der Ressourcen mit Hilfe eines
Workload Managers zu erreichen,
• das Systems Management zu vereinfachen,
• die Total Cost of Ownership (TCO) zu verringern und
• den Fla¨chenbedarf und den Energieverbrauch zu reduzie-
ren.
In den Partitionen ko¨nnen unterschiedliche Betriebssyste-
me,Anwendungen undArbeitslasten ablaufen. Leichtgewich-
tige Internet-Anwendungen wie WWW-Dienste ko¨nnen mit
schwerergewichtigenAnwendungen, z.B. datenbankorientier-
ten Transaktionen, auf dem gleichen Server parallel laufen.
Die durchschnittliche CPU-Auslastung von Unix-Servern be-
tra¨gt heute in vielen Fa¨llen 15-20% [?].
Partitionierungseinrichtungen lassen sich in zwei Klassen
gliedern. Bei der physischen Partitionierung – der am ha¨uﬁgs-
ten anzutreffenden Art – sind die Partitionierungsgrenzen mit
den Baugruppen (z.B. Prozessor-Boards) identisch, aus de-
nen der Server besteht. Ein typisches Beispiel ist der Sun Fire
15K-Cluster [38]. Er besteht aus 72 CPUs auf 18 als Sys-
tem Boards bezeichneten Knoten mit je vier UltraSPARC-III-
1,2GHz-Prozessoren proKnoten.Abb. 15 zeigt dieKonﬁgura-
tion. Der Hewlett-Packard Superdome-Rechner hat eine sehr
a¨hnliche Struktur.
Auf jedemSystemBoard beﬁnden sichAnschlu¨sse fu¨r den
zentralen Switch. Weiterhin entha¨lt das System Board E/A-
Controller, die eine Verbindung zu getrennten E/A-Boards
herstellen. Auf den E/A-Boards ist ein PCI-Bus implemen-
tiert, der SCSI-Adapterkarten fu¨r den Anschluss von Platten-
speichern aufnehmen kann. Dies kann z.B. der serielle Fibre
Channel SCSI-Anschluss sein.
Jedes System Board stellt einen symmetrischen Multipro-
zessor (SMP) dar. Die CPUs eines System Boards ko¨nnen
auf den Hauptspeicher eines anderen System Boards zugrei-
fen. Mehrere System Boards ko¨nnen zu einem einzigen SMP
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zusammengeschlossen werden. Bei Transaktions- und Daten-
bankanwendungen wird ein SMP jedoch selten aus mehr als
8-12 CPUs bestehen. Die 18 System-Boards eines Sun 15K-
Rechners werden deshalb in Gruppen aufgeteilt. Jede Gruppe
stellt einePartition dar,wobei in jeder Partition einSMPmit ei-
ner einzigen Betriebssysteminstanz la¨uft. Einer Partition sind
die Ein-/Ausgabe-Anschlu¨sse ihrer System Boards fest zuge-
ordnet.
Die Arbeitslast fu¨r den Rechner besteht aus unterschied-
lichen Klassen von Anwendungen, z.B. Stapelverarbeitung,
interaktiveAnwendungen undWeb-Anwendungen. Eine Last-
verteilung (Workload Manager) verteilt diese Anwendungen
auf die einzelnen Partitionen. Diese Zuordnung kann statisch
erfolgen.
Mit Hilfe eines als dynamische Rekonﬁguration bezeich-
neten Verfahrens ist es mo¨glich, eine kontinuierliche Anpas-
sung an die sich sta¨ndig a¨ndernden Belastung und vor allem
auch an kurzfristig auftretendeLeistungsspitzen vorzunehmen
[39]. Dies geschieht dadurch, dass ein vollsta¨ndiges System
Board einschliesslich seines Hauptspeichers und seiner Ein-
/Ausgabe-Anschlu¨sse aus einer Partition entfernt und einer an-
derenPartition zugeordnetwird.Dabei sind diejenigenSystem
Boards, in deren Hauptspeicher ein Teil der Betriebssystemin-
stanz untergebracht ist, von der dynamischen Rekonﬁguration
ausgeschlossen.
DieseArt der Rekonﬁguration erfolgt mit einerAbstufung
(Granularita¨t) von System Boards. Eine sehr viel feinere Ab-
stufung ist mit Hilfe der logischen Partitionierung (in der Lite-
ratur ha¨uﬁg als virtuelle Partitionierung bezeichnet) mo¨glich,
wie sie von z/VM und PR/SM verfu¨gbar gemacht wird. Spezi-
ﬁsch ko¨nnen CPU-Ressourcen, Hauptspeicherplatz und Ein-
/Ausgabe-Kana¨le mit beliebig feiner Granularita¨t den einzel-
nen Partitionen dynamisch zugeordnet werden. ¨Ahnlich wird
VMware GSX auf den Unisys ES7000-Enterprise-Servern fu¨r
diesen Zweck eingesetzt. Der Unisys ES7000-Server besteht
aus bis zu 32 IA32 CPUs. Auch HP plant fu¨r die Partitionie-
rung des Superdome den zusa¨tzlichen Einsatz von VMware
GSX.
7 Ausblick
Heutige Rechnerarchitekturen werden fu¨r den Betrieb von
virtuellen Maschinen als virtualisierbar oder als nicht-
virtualisierbar klassiﬁziert. Bei den nicht-virtualisierbarenAr-
chitekturen verursacht die Behandlung von sensitiven Ma-
schinenbefehlen erhebliche Probleme. Die Diskussion dieser
Schwierigkeiten imZusammenhangmit der IA32-Architektur
ist ein dominierendes Thema in den wissenschaftlichen
Vero¨ffentlichungen aus ju¨ngster Zeit.
Wir vermuten, dass dieses Problem an der Wurzel ange-
packt werden muss und dass die Zukunft deshalb den vir-
tualisierbaren Rechnerarchitekturen geho¨rt. Dabei halten wir
Erweiterungen fu¨r denkbar, welche existierende Architek-
turen, wie z.B. IA32, virtualisierbar machen. Die Erweite-
rung um einen Host/Gast-Modus, um zusa¨tzlicheAdressu¨ber-
setzungsmechanismen sowie um eine HAL-(Alpha) bzw.
LIC-(zSeries) a¨hnliche Funktionalita¨t, erscheint prinzipiell
mo¨glich. Hierfu¨r werdenAnsa¨tze desHardware/Software-Co-
Designs zweckma¨ßig sein, wie sie z.B. in [25] diskutiert wer-
den.
Virtuelle Maschinen und virtuelle Partitionierung stellen
eine wichtige zukunftsorientierte Technologie dar. Wir glau-
ben, dass die in z/VMund PR/SM implementiertenHardware-
und Softwareeigenschaften einen Weg aufzeigen, wie die
zuku¨nftige Entwicklung auf dem Gebiet der virtuellen Ma-
schinen aussehen ko¨nnte.
Acronyms
ABI Application Binary Interface
CMS Conversational Monitor System
COTS Commercial Off-The-Shelf
CP Control Program
CR Kontroll-Register (Control Register)
GPR Mehrzweck-Register (General Purpose Register)
HCD Hardware Conﬁguration Deﬁnition
HSA Hardware System Area
IA32 32 Bit Intel Architektur (Pentium, 32 Bit AMD)
IML Initial Microcode Load
IRD Intelligent Resource Director
IA32 Intel Architecture, 32 Bit
IPL Initial Program Load
LIC Licensed Internal Code
LPAR Logische Partition
PR/SM Processor Resource/System Manager
SAP System Assist Prozessor
SIE Start Interpretive Execution
SMP Symmetric Multiprocessor
SVC Supervisor Call (System Call)
TLB Adressumsetzpuffer (Translation Lookaside Buf-
fer)
VM Virtual Machine
VMM Virtual Machine Monitor
WLM Work Load Manager
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