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THE IMPORTANCE OF KALMAN FILTERINGMETHODS FOR
ECONOMIC SYSTEMS*
it\ MK'IIAIL ATIIANSI-
The purpose of this paper is to indicate lww KalmniJilrering techniques are pott'ntiallv useful in modelling
economic systems.
I. INTRODtJC'TION
The purpose of this paper is to examine problems of parameter estimation for
linear and nonlinear econometric models from the point of view of Kalman
filtering (see references [1] and [2]). It will be shown that if one makes the assump-
tions that
(I) all endogenous and exogenous variables can be measured exactly
the structure and order of the econometric model have been fixed
the variance and means of the white noise driving the econometric equa-
tions have been estimated
the parameters to be estimated appear linearly in the difference equations
then "on-line" estimates of the parameters of the econometric model can be
generated in a straightforward manner through the use of the Kalman filtering
algorithm.
The Kalman filter represents one of the major contributions in modern
control theory. Since its original development (references [I] and [2]) it has been
rederived from several points of view bringing into focus its properties from both
a probabilistic and optimization viewpoint (references [3] to [9]). Its importance
in stochastic control can be appreciated in view of the numerous applications
(references [5], [6], [9] to [16]).
In spite of the recent interest in modern control theory by mathematical
economists the potential advantages of Kalman filtering methods have not been
fully appreciated by economists and management scientists. One of the reasons
is that the straightforward application of Kalman filtering methods involves
estimation of state variables, whenever the actual measurements are corrupted
by white noise. In most economic applications, the measurements of the endo-
genous and exogenous variables are assumed exact.
In this paper, we shall indicate that the Kalman filtering algorithm does have
potential use for an important class of economic problems, namely those involving
the refinement of the parameter estimates (arid of their variances) in an econometric
model. Right at the start we should like to etnp/wsi:' that the use of the Kalman
filtering techniques is viewed not as a replacement, hu rather as a supplement, to
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traditional econometric methods. We visualizethat the Kalman filtering methods
should become useful only afteran econometrician has constructed the mathe-
matical model of a microecojlo,nieor macroeconolnic systems. Thus itmay
represent a final "tune-up" of the econometricmodel.
To illustrate these ideas, thepaper is organized as follows. In Section 2we present a summary of the standard discretetime Kalman filter algorithm.In Section 3 we consider the problemof identifying the parameters(constant or stochastically varying) ofaneconometric model that involves theinterrelationships of a single endogenons variable,y(t), to a single exogenous variable,u(t), through the use of the Kalman filter.In Section 4 we consider theproblem of parameter estimation of an econometricmodel with several endogenousand exogenous variables, and show that this classof problems reducesto those analyzed in Section 3. Section 5 containssonic additional speculativesuggestions on how these techniques can beused to reconcile "different"econometric models.
Before commencing thetechnical development theauthor would like to elaborate upon two furtherpoints.
I. The author (not beingan expert in the art and scienceof econometrics) does not know if thesame technique, under a differentname and disguise, is not available in theeconometric literature: chancesare that it probably is. If indeed this isthe case, then at thevery least this paper canserve the interchange of experiencesin this area between theeconomic and control community.
2. No simulation resultsare available up tonow to indicate the advantages
and disadvantages ofusing [he Kalman filteringalgorithm forparameter Identificamion in econometricmodels such a project iscurrently underway in the M.I.T.Electrical EngineeringDepartment, using theeconometric model developed byPindyck (reference [17])as the first test case. However, no numerical resultsare available as yet.
2. SUMMARYOF THE DISCRETE KALMANFILTER
In this sectionwe provide a summary ofthe discrete timeKalman filter.
2. 1. MathematicalProblem Formulation
Given a vectorsystem of differenceequations (state dynamics)
(2.1) x(t + 1)A(t)x(t) + B(t)u(t)+ L(t)(t)
the time indexi takes values t= 0, I, 2, x(r) is an n-dimensional
vector (the state of(2.l)) u(t) is an rn-dimensional
vector (the input 01(2.1)) (t) is a p-dimensional
vector (the system noiseof(2.l)) 4(t), B(t), L(t)are known matricesof appropriatedimensions.




z(t) is an rdimensjomiIvector of actual measurements
0(t) is an r-dimensjonalvector (the nicasurement noise)
C(t) is a known matrix.
Assumptions. We assume that
x(0) is a Gaussianrandom vector with knownmean(0) and known
covariance matrix(0), i.e.,
(2.3) E{x(0)} = (0)
(2.4) coy [x(0); x(0)] = E{(x(0)(0))(x(0) -(0))'}
(t) is a Gaussian randomvector with zero mean for allt = 0, 1, 2
and independent in time(discrete white noise), i.e.,
(2.5) E{(t)} = 0
(2.6) coy [(t);(r)] = E{(t)'(t)} ==
where ó, is the Kroeneckerdelta
(2.7)
1T =
and !() is the known positivesemidefinite covariance matrix of(t).
0(t) is a Gaussian randomvector with zero mean for all t= 1,2, .....nd
independent in time (discrete whitenoise), i.e.,
(2.8) EO(t)} = 0
(2.9) coy [0(t); O(T)] = E{O(t)0(r)}=
and 0(t) is the known positivedefinite covariance matrix of 0(1).We
assume that x(0),(t), and 0(r) are mutually independentfor all values of t and r.
u(t) is a deterministic timesequence.
the matrices A(1), B(t), C(i), L(r)are all deterministic.
2.2.ProblemStatement
It is desired to constructa "best" estimate of x(t) given past values of the
input Vector
(2.10) U(t - 1){u(0),u(1).....u(t - 1))
and past values of themeasurement vector
(2.11) .7(t){ z( 1), z(2).....z(t) }.
The best estimate is denotedby(tIt)and is defined as the conditionalmean of x(1) given U(t- 1), and .7(t), i.e.,




I2.J.So/u,j1),, to the Problem
The linearity of equations(2.1) and (2.2, togetherwith the Gaus.sianassunip. tions on x(0),(t), O(r) implies that theconditional probability density
p(x(t)Z(t), U(i- 1))
is Gaussian and, hence, it isuniquelycharacterized by its conditionalmean(tjt) and conditionalcovariance matrix(t!t)
(2.13) (tit)coy [x(t): x(t)IZ(,), U(t- I )].
ThediscreteKalman filter(see references 11]to [11]) yieldsa powerful sequential algorithm thatcan be used to generate(tlt) and(tJt).





(2.15) (t + I jt)=A(r)(tfr)4'(t) + LU) !(t)L'(t).
Corarza,zce updateequation
(2.16)(t + It + 1)=(t +lit) -(tft)C'(t ± 1)
x[C(t +l)(t + lII)C'(t+ I) + O(t + l)]!
'<C(t + l)(t + Iftj.
Filter gain calculation
(2.l7; H(t + 1)=(r +fl,+ 1)C'(t +l)O'(t + 1).





(2.19) (t + lJt)A(t)((i)B(t)u(t).
Resi(/ua( (im:noia(io,is)calculc,ti0,1
(2.20) r(t +1)z(t + 1)C(t + l)(t+ 1(t).
Mean updateequation
(2.21) (t + lfr+ 1)=(t + 1(i) ± HIt+ l)r(t +1).
3. ANALYSISoi ItSIMPLI;MODEL In this sectionwe shall Considera simpleeconometric modelinvolving the interrelationship ofa scalarendogenous (output)variable, y(t), anda scalar exogenous (input)variable,li(t).We shallassume that thecurrent value of .r(t) depends Uponlagged valuesof itself andof u(t).
52To illustrate the usefulness of the Kalman filterng algorithmwe shall consider
three distinct cases
linear model, with constant parameters
linear model, with time-varying parameters
nonlinear model,
In each case we shall illustrate how to formulate theproblem so that the general
Kalnian filtering algorithm described in the previoussection is directly applicable.
3.1. Linear Mode! with Constant Parameters
Let the input (exogenous variable) to the system be denoted by u(t) and its
output (endogenous variable) by y(t); we assume that t is a discrete-time index
attaining values
(3.1) t=O,l,2.....




a1y(i - i) +hu(i- .1) + Ott).
Let us suppose that the parameters
(3.4) E{O(tfl = 0
(3.5) EO(t)0(t)} = Oö,:0 > 0
where ö,is the Kroenecker delta. Furthermore, we assume that we can measure
(and store) exacüv the values of the output, y(t), and of the input. ii(t), at each
instant of time.
Next we shall define certain vectors which shall be used to transform the
parameter estimation problem into an equivalent filtering problem.
We define the equivalent state rector, x(t), to be the (n + ,n) dimensional
vector of the system parameters a and b. More precisely,
(3.6) x'(t)[a1a2...ah1b2...h,,,]
where x'(t) is a row vector ('denotes transposition).
Next we define the (ii1- m) row vector c'(t) as follows:
(3.7) c'(r)' - 1 )tt - 2).....(t - n)u(t - 1 )u(t - 2). ..u(1 -





are known to be constant. A'so we assume that the "noise" 0(t) is discrete white
noise with known statistics, i.e.,
(3.8) y(t) = e'(t)x(t) + 0(1)Note that at time t, thenumerical valueofthe row vector c'(r) is knownfroiii the prior nmeasurements of the output and thein prior measurementsofthe input. Although theoutputs are random (because of thewhite noise (1(t)),none- theless at timetthey have been observed,and hence they areno longer random. It therefore follows thatat timet,the row vector c'(t)isa known deterministic quantity.
We can now interpretequation (3.9) as a linear noisymeasurement equation on the eqwvalent state vectorx(t)where
y(t) represents the actualmeasurement at timet.
0(t) represents the valueofthe measurement noiseat timet.
Hence,if we couldconstruct a linear differenceequation for the equivalentstate vectorx(t)we could apply directly theKalman filtering algorithm.
Under our assumptions,the parametersa and b arc constant. Thisauto- matically implies that theequivalent state vector x(f)satisfies the trivialdifference equation
(3.9)
for allt.
Hence, equations (3.8)and (3.9) definea simple linear filteringproblem as far as the estimation of x(t) isConcerned In additionto the assumed datawe also need the priorstatistical informationon x(0), or equivalently theprior means and covariance matrices of theparameters
(3.10) E{a}, EhJ
(3.11) coy [at, ai]. co' [bk, h1],coy {a1, h1].
Knowledgeofthese quantitieswill then define theprior meanofthe equivalent state vector
(3,12)
E{x(0)
and its priorcovat-iance matrix
(3.I3
coy [x(0) x(0)].
Direct applicationofthe generalKalman filteringalgorithm yieldsthe following relationshipbetween successieestimates(t),(t - 1) ofthe equivalent state vector and henceof theparameters a1, b,.




and where the(n + in) dimensional
column vector h(t)in equation(3.14) is defined by
(3.16)In equation (3.16).(t) is the (n + in) x (n + in) error covariancematrix which
can be evaluated by means of the matrix differenceequation
(3.17)(t) =(t - I) - (t --I )c(t)c(t)2(t- I)
with the initial condition
(3.18)
(3.19)
EL 1) = coy [x(0): x(0)].
Let us now discuss the interplay between this algorithmand the traditional
econometric model. It should be self evident that inorder to apply this algorithm,
defined by equations (3.14) to (3.18)one must have available:
the statistics (mean and variance) of the white noiseOtt)
the general structure of the system and, inparticular, the number, ii, of
lags in the endogenous variable y(t) and the number oflags, in, of the
exogenous variable u(t)
an initial guess for the parameters (reflected in the value of the prior
mean E{x(0) in equation (3.15)), and an initial value of theparameter
variances and covariances (reflected in the value of the priorcovariance
matrix coy [x(0): x(0)] in equation (3.18)).
It is precisely this information that is available fromstandard econometric models.
Hence, to use the Kalinan filter algorithmone does iieed a prior econometric model.
The parameter values are then refined through theuse of the Kalman filter
algorithm, and new values for their variances and covariancesobtained. It is then
for this reason that we remarked in the Introduction thatKalman filtering tech-
niques should be viewed as supplementaryto econometric methods, rather than
as a replacement.
3.2. Linear Mode! wit/i Time Varying Parameters
The above technique can he trivially extendedto the case that the parameters
of the difference equation are viewednot as constant but rather as being time-
carving and stochastic. Traditional econometric methods donot appear well
suited for the estimation of time-varyingparameters simply because one must also
identify the variance of the driving white noise 0(t). Onecan use the standard
econometric techniques to process the economic data to arriveat constant param-
eter estimates. Using these now as constituting prior estimates,one can relax the
constraint of constant parameters, and utilize the Kalman filterto arrive at
time-varying parameter estimates.
The technical means by which this is communicatedto the mathematics is
as follows. Each parameter a, h now is viewed as being time-varying and,at the
simplest level, is supposed to satisfy an equation of the form
{
a1(t + I) = a,(t) +
h(t ± 1)h,(t) +
where the(t) are zero mean white noise sequences. Thus, eachparameter can
55change in time in a stochastic manuel. The p1101 iiiloiinattoli about the ariahihty
of each parameter about its mean value (as determined by the standard econometric
model) is used to select (subectiVeIY!!!) variance levels for the white noise levels
We should like to stress that the standard Kalman filtering algorithm cannot
he used to estimate the statistiCS of the white noise sequences(t). Rather, one
has to postulate that they have zero mean and constant variance although this
stationary assumption is not crucial), and assign sublee(ire numerical values for
the variances.
The equivalent state vector x(t) is still modelled by equation (3.6).and the
row vector c(t) is still defined by equatiOn (3.7). Then the measurement equation
(3.8) relating the current measurement(t) to the current value of the equivalent
state vector still holds.
In this case, the stochastic variability of the parameterscan be modelled at
the simplest level by the vector difference equation
(3.20) x(t + i)x(t) + (t)
rather than by equatiOn (3.9). One assumes that
(3.21) E{(t) = 0
(3.22)
covR(t):(t)] =
where ! can be selected diagonal, but,at the very least, positive semi-definite.
Under these assumptions. theequivalent state estimate(r) is still given by
equation (3.14), and thevector h(t) is still given by equation(3.16). The only
equation that changes is thecovariance equation (3.17). Thecorrect covariance equation for this time varyingparameter case is
(3.23)
(t)(t - l)+
- 1) + !Ic(t) + 0
x [1(t - I) + !]c(t)c(t)[(t- I) +]
with
(3.24) 1) = coy [x(0): x(0).
Roughly speaking, thecovariance matrixof the white noise(t) increases the parameteruncertainty at eachinstant of time.
3.3. The NonlinearMode! Case
Up to nowwe have assumed thatthe differenceequation relating the input sequence u(t) to theoutput sequence y(r)was linear. This is nota necessary assumptionas far as the parameterestimation problem is concerned.What is importantis to hare theparwnetcrs to he estimatedappear linear! v in thedifference equation.To make thispoint precise.suppose that we
56have a difference equation ofthe form
Q
(3.25) )'(t) aj(t) + 0(t)
where theaare the parameters to be estimated, andwhere f(t) arc functions that
are allowed to dependnonlinear!)'UOfl
y(t - 1),'(r - 2),..., V(t-
:4(1 - 1), u(t- 2).....u(: -
The important thing is that priormeasurements of the input and outputsequence unique!)' and exactlydefine the numerical values ofthef(t).
If this is the case, weonce more construct the equivalentstate vector x(t)
(3.26) x'(t){a1a2...o]
and if the a1 are constantwe have
(3.27) x(t + 1) =
We define the row vector c'(t)by
c'(t)=[/(t) j2(t)... f,(t)]
so that equation (3.25) takes the form of
(3.29) j'(t) = c'(t)x(t) ±(t).
Once more equations (3.27) and (3.29)defIne a linear filtering problem for
x(t) and the Kalman filter algorithm given byequations (3.14) to (3.18) can be
used.
4.MUI.TIVARIABLEPRoBU1s
Complex microeconomic and macroeconomicsystems are in general charac-
terized by several endogenous andexogenous variables. We shall denote the
endogenous (output) variables by
(4.1) '1 (t),2(t),...,y.(t)
and the exogenous (input) variables by
(4.2) U1 (t), 112(t).....U1(t).
Once more we can consider both linear and nonlineareconometric models.
For the sake of exposition we shall only analyzelinear models.
In linear econometric models one relates thecurrent value of each endogenous
variable y(t), i = 1,2.....N to
linear combinations of lagged values of (possiblyall) endogenous variables .........
linear combinations of lagged values of (possibly all)exogenous variables
= t - I, t - 2,. .. , t
and in the presence of additive discrete white noise 6,(t).
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(3.28)In order to write the struct tireof the econometric model in a compact form
define the endogefloUSN-dimensional column VectorI as 11w one naturally
defined by the endogenousvariables '(t), .12(t)......lU).i.e.. y'(i)[y1(tv,(i)
yN(t)]. Similarly, wedefine the M-dimensional exogenous vector ti(t by
(4.3) u'(t)= [u (r)u,(t) ...ii
Using the above notation alinear econometric model with constant parah1e(ers
can he written using the vectordifference equation
(4.4)y(t) =A1y(t - I) + A2y(t - 2) + ... +Ay(t - n) + B u(t - 1)
+ B2u(t -- 2) + . .. + B,u(t - in) + 0(r)
where0(t) isthe N-dimensional vector defined by the scalar white noise sequences
(4.5) 0'(t)[O (t)I2(t) ...
and
(4.6)




(Note that because of the variability of the lags appearing in each endogenous
equation many of these matrices may have several zero elements.)
The available econometric methods provide at the very least
mean values for all parameters
their variances (and perhaps covariances)
the covariance matrix of 9(r)
We now introduce the following notation. I.et
al' denote the j-th row vector of the matrix A,
bj' denote the j-th row vector of the matrix B.
Using this notation we can write the generaleconometric relation (4.4) as follows.
Fori= 1,2.....N
(4.8) i'() =a'v(t- j) b'u(t - )
j= 1
For each i, wecan now define an equivalent statevector x,(t) which contains all
unknown parameters in thei-th endogenous equation (4.8).
(4.9) '1- I'i' I.i. . -, a2......a1
1 2......m
We also define therow vector c'(t)(independent ofi) by combining all appropriate
past measurements of allendogenous and exogenous variables
(4.10) cU) 4 [y'(t- 1)y'(t2) ....'(tn)u'(rl)u'(t - 2)... u(t - in)].
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n = maxn, = nax m1I kingthis notation, we write equation(4.8) intheform
(4.11) v(t) = c'(t)x1(1) + 8(t):j = 1, 2,..., a
which represents a linear noisymeasurement relationship in the equivalentstate vector x(t). Once more, the assumptionthat the parametersare constant leads to the trivial difference equation
I
(4.12) x(t + I) = x1(t)
for the parameters associatedwith the ith equation (4.8).
Hence, exactly the same techniquesas those described in the previous section
3.1 can be used to determine theappropriate parameter estimates
(4.13) *(t): 1 1,2.N
and the corresponding error covariancematrices
(4.13) (t):i = 1.2......
namely:





(4.18)( 1) = coy [x(0): x1(0)].
Once more the standard econometric model isnecessary to specify
the prior estimated white noise variances
the prior parameter estimates E{x(0)
the prior parameter covariance matricescov[x(0): x1(0)].
The estimate generation of all parameters in theeconometric model, then reduces
to running N independent Kalman filters.
It is self evident that the remarks made in Section3 regarding time-varying
parameters and/or nonlinear models are also applicableto this multivariable
case.
5. RECONCILIATiON OF DIFFERENT ECONOMETRICMODELS
In this section we shall examinean extension of the previous results, which
may be of potential usefulness in reconciling differenteconometric models. As we
have remarked, different assumptions andstatistical techniques enter in the
Construction of econometric models. Hence, it isnot surprising that the predictions
and forecasts of econometric modelsare variable. Reference [18] Contains several
papers dealing with this question, where attentionwas focused upon comparisons
of quarterly econometric models of the limitedstates. See also reference [19].
59It is, of course. extremelydiflicult to draw any precise conclusions about the
"goodness" of any given econometricmodel, since they are usually different from
the aggregation viewpoint, and theydiffer in the time series techniques utilized to
estimate the parameters. Thus this is notthe type of problem that we shall address
in this paper.
What we shall examine is the problemof estimating the parameiers of a
single econometric model starting from Neconometric models with "identical"
structure, but different parametervalues.
In order to make precise the concepts andcalculations involved, we shall
outline the method and objectives in amathematical framework. Then we shall
explain what one may have to do when one deals with "real" econometric models.
The ideas will be illustrated by considering linear time-invariant econometric
models involving the interrelationship of a single endogenous variable, vO), and a
single exogenous variable, u(t), oithe type described in Section 3. The techniques are
also applicable to multivariable models of the type discussed in Section 4. in view
of the decomposition properties.
Suppose that the true econometric model is of the form
(5.1) j(t) =ait - 1) .fhu(t- j) +0(t)
where a1 and h are the true unknown parameters, and 0(t) is the actual white
noise.
Let us now suppose that different econometricians have constructed N
different econometric models that in their view represent a "good" approximation
to the true system (5.1). We shall let k = 1,2.....N index these distinct econo-






where, for the sake of simplicity, we assume that
(5.3) E{Ok(t)}0 for all k
(5.4) EOk(t)O(T)} =
In addition to the estimates a, b of theparameters, each econometric model also
provides us with the variances and possibly covariances, ofthe parameters: these
would also differ from model to model.
Now imagine that a centralagency, e.g., the Federal Reserve Board, would
like to make some econometricpredictions, and that it has these N different
models at its disposal. Roughly speaking,it may be interested in "combining"
all these models intoa single one: this may correspond to obtainingnew estimates
for the parameters of themodel (5.1), on the basis of informationalready available
by the N econometric models.The central agency may havesonic prior prob.
abilities
(5.5) P1(0). P2(0) P.(0)
that reflect their subjectiveprior confidence on theaccuracy of each econometric
60model. One simple way then wouki he toconstruct new parameter estimates by
weighing the different coefficients, i.e.,
(56)
where
.(t) is the- estimate generated bthe Kalman filter matched to the k-th
econometric model [see equations t3.14) to (3.18)].
Pk(t) is the posterior probability, given measurements up to time r, that the
k-th econometric model is the correct one.
The optimality of the estimate (5.12) is most clearly understood if one makes
the following assumptions. All rwu/om rariahles are Gaussian. Then(t) is the
true conditional mean given the measurements up to time r, is the conditional
mean under the hypothesis that the kth model is the correct one, and Pk(t) is the
conditional probability that the hypothesis of the k-tb model being the correct




However, this technique may strongly be influenced bythe prior biases of the
agency as expressed by the prior probabilities Pk(0)-
A more sophisticated way is to utilize the Kairnan filteringalgorithm described
in Section 3, together with a hypothesis testing algorithm,with each econometric
model corresponding to a distinct hypothesis. We describe belowhow this can
be accomplished.
Following the techniques of Section 3 each econometric modelis described
by its equivalent state vector x(t) satisfying the trivial differenceeqUation
(5.7) xk(t + 1) = Xk(t)
and the equivalent measurement equation
(5.8) v(t) = c'(t)xk(t) + (Ik(t)
where c'(t) is common to all models and given by equation (3.7). Eachmodel is
characterized by different values of
(5.9) Ex(0)
(5.10) COV [xk(0): Xk(0)]
(5.11)
where (5.9) implies that the numerical parameter estimates of theparameters of
each model are different, equation (5.10) reflects the fact that the variances of the
parameter estimates arc also different, and (5.1 1) implies that the estimated
variance of the driving white noise also differs from model to model.
The problem faced by the central agency is to construct an estimate(r) of
the parameters associated with the overall model (5.1). This estimate) can be
constructed by the following algorithm
(5.12) (i)=
f
JSince we have already given thealgorithm that generates the individual model
estimates(t) using the Kalmanfiltering algorithm of Section 3, we shall now
describes how one generates theprobabilities P(t). Use of Bayes rule yields the




In equation (5.13) the P(0) are theprior probabilities reflecting the initial con-
fidence of the central agency upon the k-theconometric model. The term p( Y(t)Hk)
is the probability density function of observingthe entire set of measurements
(5.14) Y(t) = { v(t), v(1 --1).....u(t -I), u(t - 2), .
under the assumption that the k-th model is the correct one.
Let p(Y(t)jII.k) denote the conditional densityfunction, so that P(Y(1)IHk)
can be obtained by the integrationof p(Y(t)!-I). We write
(5.15) Y(t) =v(t), Y(t - 1)}
and, hence, by Bayes rule
(5.16)p( Y(t) IHk) = p(y(t), Y(t - I) Hk) = p(y(t) I Y(t - 1), Hk)p( Y(t - J ) H).
Equation (5.16) provides a recursive relationship between the conditional density
functions p(Y(t)IHk) and p(Y(t - l)IH): hence, given p(Y(tl)IHk), the only
additional quantity to be evaluated is
(5.17) p(y(1)IY(t - 1),k)
so as to compute t'(Y(t)IHk).
Under the Gaussian assumptions, the density (5.17) turns out to be Gaussian,
and hence uniquely characterized by its mean and covariance matrix. The condi-
tional mean is
(5.18) Et)IY(t - 1), Hk} = c'(t)k(t - I)
wherek(t - 1) is the estimate generated by the Kalman filter matched to the
k-th econometric model. The conditional covariance matrix is given by
(5.19) coy [y(z); y(z) Y(t - 1), Hk] = c'(t)k(1 - 1 )c'(t) + ®k
where the covariance matrices T(r- 1) are also generated by the Kalman filters
(see references [20] to [22j).
In summary, the use of the N Kalman filterscan be used to generate:
The probability that each econometricmodel is the correct one,
A weighted probabilisticaverage for the parameters of the econometric
model to be used by the centralagency, based upon the individual param-
eter estimates of each econometric model.
Although the theory and algorithmsarc relatively straightforward, much
research needs to be done beforeone can use this method to "reconcile" and
62"combine" actual econometric models, because existing econometric modelscan
be drastically different in their structural and aggregation properties. The method
described does not seem to extend itself naturally if one wants to reconcile,say,
a linear and a nonlinear econometric model.
However, it may he possible to compare different linear econometric models,
with different dependence on lagged endogenous and exogenous variables, in this
case, the central model must contain all lagged variables appearing in all models.
11 in a particular econometric model, a lagged variable does not appear, then it
should be introduced with a zero coefficient. To be specific, suppose that in the
k-th econometric model the dependence on y(l - 3) is absent. We can introduce
this dependence by adding the term /Jky(t - 3), i.e.,
(5.20) y(t) = original terms + Jikv(t - 3).
The fact that the prior model did not include this term is communicated by setting
(5.21) E'/ik} = 0.
However, one must subjectirelv use a noi-zero initial variance Efij whose size
reflects the feelings of the central agency on the importance of this term. Then
the k-th Kalman filter will generate a non-zero estimate of f1.
If this procedure is adopted, then each individual econometric model can
indeed be made to have the same structure, and the techniques described in this
section can be used. However, no numerical simulations are available at this time
so as to make a definitive judgement even on the potential usefulness of this
technique from an econometric viewpoint.
Massachusetts InstituteofTechnology
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