This study examines the impact of assimilating Geosat sea level variations over [1986][1987][1988] The difference between the yearly-mean dynamic topography determined by assimilation during year 1 (November 1986 to November 1987) and the yearlymean simulated without data assimilation has a strong signal located south of 109S. This difference is anticorrelated to the one obtained by assimilation during the following year. These differences are not due to wind error. Simulations driven by various wind forcings present the same features over the two years.
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. altimetry, because of geoid uncertainty. In absence of geodetic mission or gravimetric observations, the only hope to improve our knowledge of the geoid from altimetry is to improve our knowledge of the time-invariant ocean dynamic topography, via inverse modeling (Roemmich and Wunsch, 1982) , or via assimilation into dynamic models simulating the oceanic circulation (Dombrowsky and De Mey, 1992) .
Large-scale low-frequency sea level variations in the Indian Ocean simulated by a shallow-water model are highly dependant on the mean state of the ocean. Simulated annual and interannual variations agree with Geosat much better when the model has been run with all the nonlinear terms than without (Perigaud and Delecluse, unpublished manuscript) . This is why it is possible via assimilation of observed sea level variations to optimize the time-invariant dynamic topography that provides the minimal model data misfit.
The method and a couple of experiences where Geosat sea level variations were assimilated in the shallow-water model are presented in part 1 of this study (Greiner and Perigaud, 1994 , further referenced to as GP94). In these experiences, the shallow-water model is a fully non-linear model, with a coarse sea level affects the velocity fields simulated by the model. There is little observations of current available in the ocean (for a review, see Schott, 1992) .
Current meter data provide some insight for a particular time on the vertical structure of the currents. They have highlighted the need for several baroclinic modes of variations (Fieux et al, 1986) . It is well known that several baroclinic modes are needed to adequately simulate the equatorial current variations, even in the upper ocean (see e.g. Gent et al, 1983) . With a shallow-water model, we ignore these higher modes of variations and provide a very simple synopsis of the circulation in the upper layer. A synoptic view of the surface currents can be derived from ship drifts (Cutler anc~ Swallow, 1984) or drifters (Molinari et al, 1990 ). These observations provide climatologic information. Their coverage in c -~' space and time over the past decade has not noi been dense enough to provide anomalies over eve?< specific year. So, we simulations of currents c)ther than by comparison that the impact of assimilation on surface currents Nevertheless, the current fields are modified by shallow-water model and are consistent with the '/ r are not able to validate the ' with climatology. We will see is very dependant on the year. assimilation in a wind-driven simulated thermocline depths.
Confidence is gained in the assimilated results if the latter are validated with independent observations. This paper is organized as follows. In section 2, the impact of assimilation on the therrnocline field averaged over year 1 is presented and validated with results derived from hydrographic observations. In section 3, we present the mean therrnocline field estimated by assimilating Geosat over year 2 and examine the changes between the two yearly-averaged surfaces. in section 4, we analyse the impact of assimilation on the current velocity fields. 2. Mean dynamic topography over year 1.
2.1 Impact of assimilation over year 1.
In this section, the thermocline depth simulated by the shallow-water model (with or without assimilation) is averaged over the year starting on November 1986. Its value averaged over the model domain north of 20% (158m with or without assimilation) is retrieved and the relative surface is converted into sea level, using the density ratio assumed in the model. The yearly-mean surface is presented in Figure 1 without assimilation (top) or when Geosat data have been assimilated in ASS2 experiment (bottom).
With assimilation, the strong topographic gradient corresponding to the mean axis of the South Equatorial Current (SEC) is more tilted towards the South-West and its path turns South of the Saya de Malha bank. In the East, the northern border of the southern gyre reaches 10OQE-139S with assimilation, instead of 92 Q E-19% without. The large cyclonic gyre north of it, is stronger and its center is located closer to the middle of the ocean at about 70 Q E-10?$.
Between 5*S and 5*N, the topography is flatter. A cyclonic gyre is present north of the equator around the Maldives with a center at about 70QE-5QN. In the Arabian sea and the Bay of Bengal, the mean circulation presents a pair of strong cyclonic and anticyclonic gyres. Let us examine first if these results can be validated with independent observations.
Comparison with observed surface dynamic height.
Our objective is to validate the ocean dynamic topography at a given time.
This quantity is not provided by altimetry because of geoid uncertainty.
Altimetric data which were assimilated provide information only for the variable part of the ocean topography. Because of our modeling approach, we are .
.
interested in the large-scale gradients of the topography, not the mesoscale.
Using in situ data to validate these gradients simulated by a shallow-water model is a difficult exercice. Besides the fact that model and data do not have the same coverage nor resolution in time and space, we are limited because there is no direct measurement of what the model simulates. Our shallow-water model simulates the signal contained in the first baroclinic mode only. Reality is a lot more complex, especially for the time-invariant component of the topography. This is why two different signals derived from XBT are used below. One is the surface dynamic topography derived from TOGA XBT data provided by Dr Rebert (see Rebert, 1993) . Let us call it "hdynX~T". The other one is the analyzed depth of the 2(P isotherm provided by Dr Smith (see Smith et al, 1991 : Smith, 1995 . Let us call it "D20". A big advantage of D20 data set is that it is a gridded field and the difference between model and data can be taken at each grid location and time. A big advantage of the hdynXB'r data set is that data are raw, they do not contain as D20, a priori information about the ocean topography.
Although we had acquired the TOGA XBT data in the Indian Ocean for the year 1987 long ago, we had not yet been able to compare them with Geosat because altimetry provides only the variable part of the oceanic signal. The XBT network in the Indian ocean does not have a good enough repetitivity to provide an accurate estimate of sea level variation. The XB'I' data set available during Geosat consists of irregularly spaced data. One of the most regularly sampled transects is represented by "*" in Figure 1 . Data were binned and averaged on two degree square boxes along this transect every month when data were available. The salinity was estimated at each square box from the Levitus seasonal climatology (Levitus, 1982) . The surface dynamic heights were computed relative to the deepest level (450n~) and relative to 150m (as it is close to the averaged depth simulated by the model). Because the sections have large 8 irregular gaps, we chose not to apply any spatial smoothing techniques. Surface dynamic heights relative to 150m are then plotted relative to their mean in time and space along this transect which is equal to 175cm (Figure 2 ).
In order to compare with the model output, we took the corresponding monthly means of the simulated thermocline fields (with or without assimilation), extracted the simulated values along the hydrographic section, retrieved the spatial and temporal mean value of this section (155m with or without assimilation), and converted the therrnocline depth into sea level using the model density ratio. whether Geosat has been assimilated or not. This is not surprising as the model has a coarse spatial resolution and does not catch the complex reality, which has been observed at specific locations and times by the XBT. We concentrate instead on the large-scale signal. The choice of the level of no motion is the first source of persistant error in the computation of a surface dynamic height at a given time. I lowever, the amplitude of the signal relative to 450m north of 15QS is much larger than relative to 150m, whereas the latter is close to the one simulated by the model. Data consist of analyzed fields and error fields of the 2(YC isotherm depth on a regular grid with 2 degrees in longitude, 1 degree in latitude and 10 days (Smith, 1995) . Let us start our comparison along the XBT transect defined above, as the D20 error is minimal there. Another interesting common feature was founcl by plotting these differences as a function of time along zonal sections in the southern band (along 10 Q S, 15QS, 20%). These differences (whether it is relative to D20 or to ASS1) propagate westward as Rossby waves. This is also the case for the simulations without assimilation (Perigaud and Delecluse, 1992) .
This comparison supports that assimilating altimetric data is successful in reducing the discrepancy between model and reality observed with hydrographic 11 Al data. This success is valid for the low-frequency variations, and even for the large-scale gradient at a given month. On the other hand, it shows that optimizing the initial conditions degrades the model skill in simulating the reality after 9 months of assimilation. Optimizing the yearly-averaged topography cannot compensate for this degradation. This is consistent with the results of GP94. We have seen that the optimal control obtained by assimilation over year 1 in experiment ASS2 leads to an increase of the misfit between Geosat and the model for the following year. This is why we run below an ASS2 experiment performed on year 2.
3.
Dynamic topography over year 2 and changes between year 1 and year 2. . Corresponding values for year 1 are 21m and 16m (see GP94). We also checked that the results over year 2 can be validated with D20 as above.
12 particular, the difference between the model without and the model with ASS2 is not as large in November 1987 as in November 1986. This is confirmed by D20.
3.2 Changes between year 1 and year 2.
Compared with year 1, the mean dynamic height over year 2 is lower in the 20 Q S-10% band and higher in the whole eastern part of the Indian Ocean. Such a change is found in the simulations without assimilation (Figure 6a ). This latter change is driven solely by the wind. It has a spatial variability (2cm) The correction brought by assimilation ( Figure 7 ) is a signal larger than the interannual change driven by wind only. It is striking that the corrections for the 2 years are positively correlated north of 5C'N, whereas they are negatively correlated south of 8 9 S. In addition, the correction south of 10QS is much stronger over year 1 than over year 2: the maximum tilt over year 1 is +18 cm between (20 Q S, 90QE) and (1 OO Q E, 10 Q S), whereas it is only -8cm between (20QS, 85QE) and (9@E, 13QS) over year 2. These are important features which we need to understand. Both maps correspond to a signal which is missed by the model without assimilation, and recovered by assimilation. Among the various error sources, one could be wind unce~ainty. we used the 10m winds converted into wind stress with the same drag coefficient as for FSU winds. As found over the tropical Pacific Ocean (Chao et al, 1993) , the ECMWF winds are systematically much weaker than the FSU winds. This has drastic consequences on the shallow-water simulations over the Indian Ocean.
Due to weaker wind strength, the dynamic topography driven by ECMWF has a much weaker meridional gradient across the South Equatorial Current. This implies that after the spin-up, the model driven by F.CMWF simulates a thermocline at 190m on average north of 20 9 S, which is deeper by 30m than the therrnocline driven by FSU (Figure 8 ). Because the model driven by ECMWF has such a flatter time-invariant topography, sea level variations driven by ECMWF winds are close to the linear ones. In addition, the FSU and the ECMWF runs have very different sea level variations in the 10%-20% band (see Perigaud and Delecluse, 1993) . So a priori, it is quite possible that assimilation has compensated for errors in the FSU wind more than anything else. If this is the case, the yearly averaged difference between the 2 runs should present some similarities with the maps presented in Figure 7 .
The simulated dynamic topography was averaged over year 1 and over year 2 for the FSU or for the ECMWF runs. As explained above, the yearly averaged dynamic topography north of 20% (over year 1 or over year 2), is 10 cm higher for the ECMWF run than for FSU. The differences between the two runs are 14 presented in Figure 9 for year 1 or year 2, both relative to 10cm.
For both years, the two maps present similar patterns, corresponding to a zonal tilt higher with FSU on the eastern domain than with ECMWF. This is consistent with the difference found in the mean wind-stress curls (not presented here). Over year 1 and year 2, the line of zero wind-stress curl for ECMWF wind is located more south and more tilted to the northeast than for FSU winds.
The other differences are on a smaller scale and are mostly located in the western Indian Ocean. FSLJ simulations present a strong anticyclonic eddy located at 3*S along the East African coast south of the Equator. This eddy is not present in the simulations driven by ECMWF ( Figure 9 ). In the simulations driven by FSU, it is built up by nonlinearity, as it does not show up in the linear FSU simulations.
Another discrepancy between ECMWF al~d FSU simulations is located in the northern Arabian Sea. There, the yearly-averaged topography is characterized by a pair of anticyclonic and cyclonic eddy corresponding to the signature in the annual mean of the Great Whirl and of the Arabian upwelling respectively. The location of such features is highly dependant on the wind-stress curl in summer. The difference between the HCMWF and FSU simulations is persitant over the two years and is consistent with the wind features. In summer, the FSU wind stress curl is stronger and its zero line is located to the North of the ECMWF one.
Comparing Figure 7 and Figure 9 indicates that wind error is a source of discrepancy between model and Geosat. Assimilation has corrected for it mostly in the western Indian Ocean. However, wind error does not explain the largest correction which took place in the 10 Q S-20 Q S band in year 1.
Comparison with climatology
We computed the anomaly relative to the 1985-1988 climatology for the . 15 sea level derived from D20. Yearly-averaged anomalies are presented in Figure   10 for year 1 or for year 2. The anomaly in the 10'S-20'S is much more intense for year 1 than for year 2. Sea level anomaly over year 1 is higher by 10 cm at (90QE-1 5'S) than climatology, whereas very little anomaly is found over year 2.
This is in agreement with the El Nino signal described in Tourre and White (1995) . We then mapped the corresponding anomalies simulated by the model driven by FSU over 1985-1988 after spin-up. Simulated maps are positively correlated with D20 for both years, the anomaly in the South is stronger for year 1 than for year 2 as in D20. However, the amplitude is much smaller than for D20 (the maximum simulated change for year 1 is +3 cm). Year 1 is a strongly anomalous year. The anomaly is not only driven by the wind over the Indian
Ocean. It is likely that part of it is influenced by the excess of warm waters that penetrated in the Indian Ocean via the Throughflow. observations (Meyers et al, 1994a ) and with simulations (Kindle et al, 1987) . The model simulates weak anomalies, with a minimum westward transport in April 1986 and a maximum in December 1988. The Throughflow observed by (Meyers et al, 1994b ) also presents weak anomalies over year 1 and year 2, but it has a very strong minimum in June 1985. Then, the total transport was even
eastward. An estimate of the transport variations observed by Geosat can be derived by making the geostrophic approximation. Based on model simulations 16 (Figure 11 ), this approximation is quite valid for this section. The transport derived from Geosat variations is presented in Figure 11 over year 1 and 2 (we do not have the estimate in 1985). Geosat and simulated transports have similar annual fluctuations. Interestingly, Geosat indicates that the westward transport was slightly stronger over year 1 than over year 2, in particular there is an anomalous inflow in December 1986. This is also the case in the observed transports (Meyers et al, 1994b) . We checked that the transport simulated with ASS 1 is very close to the one without assimilation. This is because the model assumes a closed boundary with the Pacific, and this is a region where model and data are inconsistent.
With closed boundary conditions, the model cannot reproduce variations of the Throughflow, whether data are assimilated or not. Nevertheless, the assimilation of Geosat variations in the interior domain has probably introduced in the 10QS-20QS band away from the eastern boundary, the signature of the Throughflow anomalies which took place prior to November 1986. It is recovered by assimilation in the shallow-water model as a first baroclinic signal.
Let us now examine the impact of assimilation on the current fields in the interior domain.
Impact of assimilation on the velocity fields
The biggest impact of assimilation takes place over year 1, especially in winter 1986-1987, when there was a strong anomaly. There is no velocity current data available at that time to validate the assimilated fields. We can only / )..7 compare with the simulated fields published in the lit e;ature or observed \ climatologic currents. However, based on comparison with'XBT data, the model simulates more realistic thermocline gradients, especially in winter 1986-1987. So, it is interesting to examine the impact of assimilation on the velocity fields at / 'i" 17 this time. Past 9 months, the optimization of the initial conditions does not allow to simulate thermocline gradients which are more realistic. Nevertheless, we examine the simulated currents between November 1986 and November 1988, because it is important to understand how improving the initial conditions modifies the velocity fields over a long time.
Initial conditions
The velocity fields simulated on November 15, 1986 are presented in Figure 12 , without assimilation or with ASS1. The velocity fields simulated with ASS 1 or with ASS2 are very similar.
Assimilation has considerably affected the. flow along the I!@ator. Without assimilation, this flow is eastward only west of 70QE. With assimilation, it is strong and eastward all across the ocean. November is the time of the year when we expect the Wyrtki jet (1973) all along the equator. Based on climatology (Cutler and Swallow, 1984; Rao et al, 1989) , the Wyrtki jet is expected to be as strong as the flow simulated with assimilation. According to climatology, the flow simulated with assimilation is thus more realistic. One must not forget however, that the ecluatorial currents have strong interannual oscillations (Anderson and Barrington, 1993) . The one simulated with assimilation is clearly consistent with the thermocline field observed in November 1986. We have seen in section 2 that the model was then simulating a flat equatorial slope without assimilation, and that the model with assimilation recovers a rising slope from 65QE to 90QE, which is also present in the D20.
Assimilation has two effects on the meridional component. One is to stop the southward Somali current North of the equator. The other o-n.,is to generate a northward cross-equatorial flow between 70 Q E and 9&E. et us now examine F the impact of assimilation on the velocity field past the initial conditions. Two sections 10' wide are presented across the SEC (Figure 13a and b) .
The impact of assimilation is very strong there. Initially, assimilation has increased the SEC transport by a large factor. This factor varies between 1.5 and 2 depending on the location, the strongest impact being in the East between 90QE and 100'E. With time, this initial kick decreases and the SEC becomes weaker and weaker. It becomes weaker than the SEC simulated without assimilation after July 1997 at 90 Q E, after October 1987 at 75QE. The time after which the SEC with assimilation becomes weaker than the SEC without assimilation, increases from East to West. Ilis is consistent with the results found in section 2. The correction brought by assimilation (as the difference between model and D20) is propagating westward as Rossby waves. Note that for all SEC sections, the annual and sub-annual variations with or without assimilation are highly correlated. Similar variations were found by Woodberry et al (1989) . These variations are driven by the wind, whereas the strong interannual drift is due to ASS1 .
The increase of westward current can be felt as far as North of (Schott et al, 1990) . Initially and for the two first months, assimilation has reversed the direction of transport, the flow with assimilation being to the South. Past April 1987, the current with assimilation is still southward whereas the current without assimilation is 20 northward. This is consistent with an increased feeding of the SECC required by assimilation as explained above. Note that the peak of southward transport simulated without assimilation in Februaly 1987 is not present with assimilation.
The assimilation impact dominates the wind driving at this time. It is striking however, that there is no more impact of assimilation after July 1988, when the strong summer monsoon wind blows. Swallow et al, 1988) and in other shallow-water model simulations (Kindle and Thompson, 1989) . The interannual trend is winddriven, as it is present with or without assimilation. The minimum flow in 1988 is in late November, as found in climatologic simulations (Woodberry et al. (1989) Figure 13g is a section perpendicular to the Somali coast at 9*N, as defined in Woodberry et al. (1989) . Simulations past April 1987 are very similar with or without assimilation. There is a peak to the north in September and a peak to the 21 south in March 1988. This is very sire: Iar to the climatologic transport estimated by Woodberry et al. (1989) . Assimilation has increased the amplitude of the peaks. As seen in section 3, this can be due to errors in the strength or the location of the wind stress curl. Before April 1987, assimilation has increased the transport to the South.
Thus the Somali current, the cross-equatorial current and the EACC, all have been corrected by assimilation in order to feed more the SECC during at least 6 months.
Circulation along the equator and in the Bay of Bengal
We plotted various sections across the equator and they all have an increased flow to the East initially. This corresponds to the increased Wyrtki jet examined in Figure 10 . However, this initial increase does not last long. This is \J;\ because it takes less than a month-l~(jan equatorial Kelvin wave to travel from Africa to Indonesia with a 250 cm/s speed. This initial perturbation is partially damped, partially reflected into Rossby waves at the eastern boundary. The signal along the equator forgets very shortly the initial kick and responds instead, to wind variations. In order to see an impact of assimilation past one month, we present a section not centered at the equator. and eastward in summer. This is in agreement with observations and simulations (Schott et al, 1995) . We plotted various sections in the Bay. The impact of assimilation can be strong during year 1. We know that model and data are inconsistent in the Bay. Geosat contains signals which assimilation cannot correct for in a first baroclinic context. The interesting results in the Bay is that past year 1, there is very little difference between simulations with or without assimilation, not even north of 10*N. There is no long-term impact of assimilation as found south of 10 Q S. Variations in the Bay simulated by a shallow-water model are driven by local winds or remotely driven by equatorial processes propagating alongshore as coastal Kelvin waves and radiating back to the west as Rossby waves (Potemra et al, 1991; McCreary et al, 1993) . Having no long-term impact on the equatorial flows, assimilation has no long-term impact on the Bay of Bengal which is locally or remotely wind forced.
This analysis illustrates that assimilation corrects for equatorial adjustment fiLm2J.k -must faster than for the off-equatorial one. The time required for the reestablishment of the tilted equatorial slope is only 1 month whereas the adjustment of the cyclonic southern gyre is not finished after two years. Longterm trends in the northern basins are not as prominent, because variations are overly dominated by 5 Discussion. local winds or equatorial remote winds.
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Assimilation of Geosat variations in a nonlinear shallow-water model driven by FSU winds has modified the simulated thermocline and velocity fields. We compared the assimilated thermocline depth with in sifu observations.
Simulations with assimilation agree a lot better with reality than without assimilation for winter [1986] [1987] . The biggest impact of assimilation is located south of the equator. On average J ";ver year 1, assimilation deepens the ~' / thermocline in the southeastern tropical Indian Ocean. The maximum yearly averaged change is 30 m centered at 10OQE-l 2*S. Assimilating Geosat over the following year has a smaller impact, which is a thermocline shoaling of about 12 m in this region. We concentrated on the experiment with assimilation over year 1, because year 1 is more anomalous than year 2.
Data assimilation performed with the objective of optimizing the initial conditions, strongly perturbs the velocity field not only initially, but for the entire following two years. The impact of assimilation on equatorial currents does not last longer than a few months. Assimilation strongly perturbs the southern cyclonic gyre. It induces an initial strong increase of the SEC, followed by a regular strong decrease which persists over the two years.
For geophysical purposes, this study shows that one year of data assimilation is not long enough to improve our knowledge of the time-invariant ocean topography in the Indian Ocean. Assimilation brings a correction over year 2, which is anticorrelated with the one over year 1. The Indian Ocean is subject to strong interannual fluctuations. If one wants to separate the oceanic signal from the geoid signal by assimilating altimetric data in oceanic models, one needs to choose at least a 4-year period.
For oceanic purposes, the improvement gained by assimilation over one year is quite impressive. Optimizing initial conditions by assimilating sea level November 1986 or (2) averaged over the first 6 months.
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