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This  thesis  is  concerned  with  the  application  of  system 
identification  techniques  to  the  analysis  of  complex 
physiological  systems.  The  techniques  are  applied  to  neuronal 
spike-train  data  obtained  from  elements  of  the  neuromuscular 
system. 
A  brief  description  of  the  neuromuscular  system  is  given  in 
chapter  1,  along  with  a  more  detailed  discussion  of  the  muscle 
spindle,  which  is  the  component  of  the  neuromuscular  system  which 
this  study  deals  with.  In  addition,  some  possibilities  for  system 
identification  studies  of  the  muscle  spindle  are  discussed. 
The  identification  procedure  is  based  on  statistical  methods 
for  the  treatment  of  point-process  data.  The  point-process 
representation  of  a  spike-train  is  introduced  in  chapter  2  with 
definitions  of  time  and  frequency  domain  point-process 
parameters.  Estimates  for  these  parameters  are  given,  along  with 
expressions  for  their  asymptotic  distributions.  The  linear  point- 
process  system  identification  model  is  introduced  and  estimates 
are  described  for  the  model  parameters  in  terms  of  the  previously 
defined  point-process  parameters.  These  point  process  and  linear 
parameter  estimates  are  applied  to  muscle  spindle  spike-train 
data.  In  the  analysis  of  a  single  spike-train  certain  important 
features  only  show  up  in  the  frequency  domain,  and  for  input  and 
output  spike-trains  a  linear  transfer  function  type  description 
is  constructed  in  the  frequency  domain.  The  mathematical  model  of 
this  transfer  function  is  used  as  the  basis  for  an  analogue 
computer  simulation  of  a  subsystem  of  the  muscle  spindle.  This 
consists  of  a  linear  first  order  filter  followed  by  an  encoder 
which  generates  output  spikes.  Data  logged  from  the  simulation  is 
processed  in  the  same  manner  as  experimental  data,  and  the  effect of  varying  the  simulation  parameters  on  the  linear  model 
estimates  is  looked  at.  It  is  shown  that  in  general  the  linear 
model  description  reflects  the  properties  of  the  linear  filter  in 
the  simulation,  and  varying  the  simulation  parameters  can  be  used 
to  accurately  match  results  from  simulated  data  with  those 
obtained  from  real  data. 
Chapter  3  compares  the  point-process  approach  with  a  more 
conventional  filtering  and  sampled  data  approach  to  estimate 
power  spectra.  The  filtering  of  spike-trains  with  broad  band 
spectra  is  investigated,  and  this  shows  up  a  pitfall  in  the 
choice  of  filter  cut-off  frequency.  It  is  concluded  that  the 
point-process  approach  is  preferable  due  to  shorter  computational 
times,  and  the  well  documented  statistical  properties  of  the 
point-process  estimates. 
The  application  of  the  point-process  techniques  described  in 
chapter  2  to  the  analysis  of  more  general  spike-train  data  is 
considered  in  chapter  4.  Three  techniques  for  measuring  the 
degree  of  coupling  between  two  spike-trains  are  compared,  and  the 
point-process  frequency  domain  measure  is  found  to  be  the  most 
sensitive.  This  measure  is  also  applied  to  a  data  set  containing 
a  strong  single  periodicity,  and  the  ability  to  detect  coupling 
at  a  single  harmonic  is  demonstrated.  The  analysis  of  coupling 
between  spike-trains  in  the  frequency  domain  is  extended  to  deal 
with  multiple  spike-trains,  and  the  ability  to  distinguish 
genuine  coupling  from  the  effect  of  a  common  input  is  shown  to  be 
a  powerful  tool  which  can  be  used  to  investigate  communications 
pathways  in  neural  systems.  Finally,  one  special  feature  of  the 
muscle  spindle  response  to  a  spike-train  input  is  analysed  using 
the  simulation.  It  is  demonstrated  that  the  point-process approach  can  produce  results  about  a  particular  phenomenon  from  a 
single  experiment  much  more  rapidly  than  using  a  repetitive  trial 
and  error  approach. 
Chapter  5  considers  the  extension  of  the  linear  point- 
process  identification  model  introduced  in  chapter  2.  Higher 
order  time  and  frequency  domain  point-process  parameters  are 
defined  and  estimates  given.  In  the  time  domain,  a  new  technique 
for  rapidly  generating  higher  order  time  domain  parameters  is 
developed.  The  quadratic  point-process  model  is  introduced  and 
solutions  for  its  parameters  given.  These  estimates  are  applied 
to  muscle  spindle  data  and  more  complex  models  are  looked  at.  The 
two  input  linear  model  shows  how  one  input  tends  to  dominate  the 
output  when  both  inputs  are  applied  simultaneously.  The  single 
input  quadratic  model  is  investigated  in  the  time  and  frequency 
domain,  providing  two  different  representations  of  how  non-linear 
interactions  can  affect  the  output.  The  two  input  quadratic  model 
parameter  estimates  agree  with  the  findings  of  the  two  input 
linear  model,  with  one  input  making  a  larger  contribution  than 
the  other  input  to  non-linear  interactive  effects  upon  the 
output. 
Finally  chapter  6  summarises  the  main  findings  of  the 
thesis,  and  makes  some  suggestions  for  further  research. CHAPTER  QJE  :  Physiological  Background  ................. 
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Under  normal  operating  conditions  many  biological  systems 
can  be  acted  upon  by  several  simultaneous  inputs.  These  inputs 
may  in  turn  give  rise  to  several  outputs,  and  these  signals  are 
often  of  different  types.  The  field  of  neurophysiology  provides 
many  examples  of  such  systems  where  continuous  signals  (such  as 
muscle  length)  can  interact  with  neuronal  signals  to  produce 
other  neuronal  signals.  These  neuronal  signals  consist  of  a 
series  of  spikes,  or  spike-train,  and  can  be  represented  as  a 
series  of  isolated  events  by  considering  the  spike-train  as  a 
point-process.  Any  element  of  the  neuromuscular  system  which  is 
acted  on  or  generates  spike-trains  can  then  be  considered  as  a 
point  process  system.  One  example  of  such  a  system  is  the  muscle 
spindle.  The  muscle  spindle  is  thought  to  play  an  important  role 
in  the  control  of  movement  and  the  maintenance  of  posture. 
Several  independent  point-process  inputs  and  a  length  input 
interact  within  the  spindle  to  produce  point-process  output 
signals.  This  chapter  will  present  a  simplified  account  of  the 
organisation  of  part  of  the  neuromuscular  system  and  then 
consider  the  structure  and  operation  of  the  spindle  in  more 
detail.  The  response  of  the  spindle  to  a  combination  of  different 
inputs  will  be  mentioned  and  finally  some  of  the  possibilities 
for  system  identification  studies  based  on  muscle  spindle  data 
will  be  discussed. 
1.2  THE  PERIPHERAL  NEUROKJSCJLAR  SYSTEM 
The  neuromuscular  system  in  mammals  consists  of  all  parts  of 
the  nervous  and  muscle  systems  which  maintain  posture,  and 
initiate  and  control  movement.  This  system  has  been  divided,  on 
2 anatomical  and  functional  grounds,  into  central  and  peripheral 
parts.  At  the  level  of  the  spinal  cord,  the  peripheral  nervous 
system  is  arranged  in  a  sequence  of  identically  organised 
repeating  segmental  layers.  Figure  1.2.1  outlines  one  of  these 
levels  along  with  the  other  components  which  form  the  peripheral 
neuromuscular  system  at  this  level. 
The  main  load-bearing  muscle  consists  of  muscle  fibres  lying 
in  parallel.  These  extrafusal  fibres  are  attached  to  bone  by 
tendons  and  generate  forces  and  change  length  in  response  to 
signals  sent  from  the  spinal  cord,  and  in  response  to  any  applied 
external  forces.  These  signals  are  nerve  impulses  of 
approximately  100mv.  in  amplitude  and  lmsec.  in  duration  which 
originate  from  large  groups  of  cell  bodies  located  in  the  spinal 
cord.  These  groups  of  cells,  called  alpha-motoneurones,  may 
contain  as  many  as  2000  cells  and  have  long  processes  called 
axons  which  leave  the  spinal  cord  and  innervate  the  extrafusal 
fibres.  Nerve  impulses  propagate  down  the  cell  axons  as  localised 
voltage  changes  between  the  membrane  surrounding  the  cell  body 
and  the  axon,  with  conduction  velocities  in  the  range  50- 
120m/sec..  These  nerve  impulses  are  also  called  action  potentials 
or,  because  they  have  a  short  duration,  spikes.  Nerve  cells  can 
generate  these  action  potentials  repetitively  to  produce  spike- 
trains  which  may  vary  in  frequency  from  one  spike  every  few 
seconds  up  to  several  hundred  spikes  per  second.  It  is  the 
arrival  of  a  spike  at  the  junction  of  the  axon  and  extrafusal 
fibre  which  causes  muscle  contraction.  The  force  of  the 
contraction'  can  be  increased  over  the  whole  muscle  by  either 
increasing  the  number  of  alpha-motoneurones  or  increasing  the 
frequency  of  the  nerve  impulses  reaching  the  muscle  via  the 
alpha-motoneurones.  A  single  alpha-motoneurone  may  innervate 
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Fig.  1.2.1  Diagram  of  peripheral  neuromuscular  system  showing 
pathways  between  the  spinal  cord,  a  muscle  spindle  and  its  parent 
muscle. 
4 several  extrafusal  fibres,  all  of  which  lie  within  the  same 
muscle,  and  an  alpha-motoneurone  together  with  all  the  muscle 
fibres  that  it  innervates  is  called  a  motor-unit.  The  number  of 
muscle  fibres  in  a  motor-unit  and  the  number  of  motor-units 
within  a  muscle  depend  on  the  function  of  that  muscle.  Muscles 
concerned  with  the  control  of  delicate  movement  have  small  motor- 
units  capable  of  generating  small  incremental  units  of  force, 
whereas  large  scale  muscles  which  simply  maintain  posture  have 
large  motor-units. 
Buried  within  the  main  muscle  are  receptors  which  are 
sensitive  to  changes  of  length  or  forces  acting  on  the  parent 
muscle.  These  receptors  send  information  to  the  spinal  cord,  via 
sensory  axons,  in  response  to  disturbances  in  the  parent  muscle. 
This  information  is  again  in  the  form  of  nerve  impulses  and  these 
nerve  impulses,  once  they  reach  the  spinal  cord,  modify  the 
activity  in  the  alpha-motoneurone  cell  bodies.  -Each  sensory  axon 
may  make  contact  with  a  large  number  of  nerve  cells  over  several 
segmental  layers  in  the  spinal  cord,  and  each  nerve  cell  in  the 
spinal  cord  may  receive  information  from  a  large  number  of 
sensory  axons  in  the  same  muscle.  In  addition  nerve  cells  within 
the  same  segmental  layer  may  interact  with  each  other  and 
interactions  between  different  segmental  layers  may  also  occur. 
It  is  possible  for  a  single  alpha-motoneurone  to  be  affected  by 
up  to  10000  different  inputs.  An  introduction  to  the  organisation 
of  the  spinal  cord  can  be  found  in  Sheperd  (1974),  and  a  detailed 
review  of  this  along  with  the  properties  of  the  spinal  cord  and 
its  interconnections  is  given  in  Burke  and  Rudomin  (1977). 
5 1.3  THE 
, 
MUSCLE  SPINDLE 
One  class  of  muscle  receptors  which  are  thought  to  have  an 
important  role  in  controlling  movement  and  maintaining  posture 
are  the  muscle  spindles.  Spindles  respond  mainly  to  length 
changes  in  the  parent  muscle,  and  consist  of  a  number  of 
specialised  fibres  which  lie  parallel  to  the  extrafusal  fibres. 
These  spindle  or  intrafusal  fibres  are  much  shorter  than  the 
extrafusal  fibres  and  are  partially  surrounded  by  a  fluid  filled 
capsule.  Three  different  types  of  intrafusal  fibres  are  found  in 
spindles,  these  are  the  dynamic-bag  fibres  (Dbl),  static-bag 
fibres  (Sbl)  and  the  chain  fibres  (C).  These  fibres  all  have 
different  mechanical  properties  and  respond  differently  to  length 
changes  (Bessou  and  Pages,  1975;  Boyd  et  al,  1977).  A  spindle 
will  typically  have  one  of  each  bag  fibre  and  up  to  six  chain 
fibres.  There  are  two  types  of  sensory  axon  which  transmit  the 
information  about  length  change  to  the  spinal  cord.  These  are  the 
primary  or  group  Ia  and  the  secondary  or  group  II  axons,  each 
spindle  having  one  primary  and  several  secondary  axons  associated 
with  it.  The  primary  ending  has  branches  which  form  spirals 
around  the  central  regions  of  the  intrafusal  fibres,  the 
secondary  endings  lie  to  either  side  of  this  and  are  associated 
with  the  chain  and  static-bag  fibres.  Conduction  velocities  of 
the  action-potentials  to  the  spinal  cord  range  from  72-120m/sec. 
for  the  primary  and  24-72m/sec.  for  the  secondary. 
If  the  parent  muscle  is  held  at  a  fixed  length,  the  spindle 
will  generate  action-potentials  at  a  constant  rate,  dependent 
upon  the  muscle  length  (Matthews  and  Stein,  1969).  This  is  termed 
the  spontaneous  discharge.  Increasing  the  muscle  length  increases 
the  rate  of  discharge  in  both  primary  and  secondary  axons  by  a 
6 process  not  fully  understood,  but  believed  to  be  due  to  the 
distortion  of  the  fine  terminals  of  the  axons  where  they  are  in 
contact  with  intrafusal  fibres. 
As  well  as  sending  pulse  coded  information  to  the  spinal 
cord,  muscle  spindles  also  receive  pulse  coded  information  from 
the  spinal  cord.  This  information  originates  from  groups  of  cells. 
within  the  spinal  cord  which  lie  close  to  the  alpha-motoneurone 
cells.  The  axons  of  these  cells,  called  gamma-motoneurones,  have 
conduction  velocities  of  10-50m/sec.  and  innervate  only 
intrafusal  muscle  fibres.  These  neurones  are  also  called 
fusimotor  neurones  and  each  one  may  innervate  different  spindle 
fibres  within  the  same  parent  muscle.  Fusimotor  axons  have  been 
divided  into  two  categories,  gamma  dynamic  and  gamma  static  axons 
(Matthews,  1962;  Emonet-Denarx3  et  al,  1977).  Gamma  dynamic  axons 
innervate  only  dynamic  bag  fibres  whereas  gamma  static  axons 
innervate  static  bag  or  chain  fibres,  or  both  (Boyd,  1980; 
Matthews,  1981).  A  single  spindle  may  have  as  many  as  six 
fusimotor  inputs.  Activity  in  the  fusimotor  axons  alters  the 
primary  and  secondary  axon  responses  to  any  length  changes  in  the 
parent  muscle.  The  main  features  of  the  muscle  spindle  are 
illustrated  in  figure  1.3.1a  showing  a  photograph  of  a  single 
isolated  spindle  in  which  the  spirals  of  the  primary  ending  can 
be  seen  wrapped  around  all  the  intrafusal  fibres.  The  spirals  of 
the  secondary  ending  are  restricted  mainly  to  chain  fibres. 
Figure  1.3.1b  is  a  simplified  block  diagram  of  the  innervation  of 
a  spindle  incorporating  the  features  mentioned. 
Muscle  spindles  are  very  sensitive  to  length  disturbances  in 
the  parent  muscle.  A  sinusoidal  length  variation  of  O.  lmm  will 
produce  an  appreciable  modulation  of  the  spontaneous  discharge 
from  the  primary  sensory  ending.  Primary  and  secondary  endings 
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y  static  7  °"". respond  differently  to  a  ramp  stretch  and  hold  applied  to  the 
parent  muscle.  Figure  1.3.2a  shows  a  typical  primary  response, 
while  figure  1.3.2b  shows  a  typical  secondary  response  to  this 
input.  The  upper  trace  shows  the  sensory  axon  response  in  each 
case,  the  middle  trace  shows  the  instantaneous  frequency  of  the 
discharges.  This  is  calculated  by  taking  the  reciprocal.  of  the 
time  between  one  spike  and  the  previous  spike  in  the  discharge. 
The  lower  trace  in  each  figure  illustrates  the  applied  stretch 
and  hold  input. 
The  primary  ending  discharge  increases  rapidly  during  the 
applied  stretch,  and  then  settles  at  a  new  higher  constant  value 
due  to  the  increased  muscle  length,  disappearing  almost 
ccmpletely  during  the  relaxation  stage  and  returning  again  to  a 
constant  rate  representing  the  resting  length.  The  instantaneous 
frequency  of  the  secondary  ending  follows  the  general  shape  of 
the  length  input,  suggesting  that  the  secondary  is  more  sensitive 
to  muscle  length  and  the  primary  is  more  sensitive  to  change  in 
muscle  length,  or  muscle  velocity.  These  different  responses  also 
suggest  different  electro-mechanical  properties  of  the  intrafusal 
fibres  associated  with  each  sensory  ending. 
The  effect  of  fusimotor  inputs  on  the  ramp  response  of  the 
primary  ending  is  illustrated  in  figure  1.3.3  showing  the  effect 
of  individually  stimulating  a  fusimotor  input  associated  with  the 
three  different  types  of  intrafusal  fibre  at  a  constant  rate.  In 
each  case  the  upper  trace  shows  the  instantaneous  frequency  of 
the  Ia  response  in  the  presence,  the  lower  trace  in  the  absence, 
of  the  fusimotor  input.  Fiqure  1.3.3a  shows  that  innervating  a 
dynamic  bag  fibre  at  a  constant  75  pulses/sec.  increases  both  the 
rate  of  discharge  during  the  dynamic  phase  and  the  overshoot 
following  the  end  of  the  ramp.  Stimulation  of  a  gamma  axon 
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Fig.  1.3.3  Primary  response  to  ramp  stretch  and  hold  stimulus 
with  constant  rate  of  fusimotor  stimulation  applied  to  : 
(a)  dynamic  bag  (Dbl)  intrafusal  fibre, 
(b)  static  bag  (Sb2)  intrafusal  fibre  and 
(c)  chain  (C)  fibre. 
Upper  trace  is  instantaneous  frequency  of  primary  discharge  in 
presence  of  stimulation,  middle  trace  in  absence  of  fusimotor 
stimulation  and  lower  trace  shows  length  stimulus.  Straight  line 
between  upper  and  middle  trace  indicates  duration  of  fusimotor 
stimulation. 
11 associated  with  either  static  bag  or  chain  fibres  appears  to 
override  the  Ia  ramp  and  hold  response.  Figure  1.3.3b  shows  that 
static  bag  fusimotor  innervation  on  its  own  produces  a  strong 
dynamic  response  in  the  primary  ending  which  almost  obscures  the 
length  response.  The  constant  rate  of  innervation  of  the  axon 
leading  to  the'  chain  fibres,  75  pulses/sec.  is  -imposed  on  the 
primary  discharge,  and  changes  in  length  no  longer  modulate  the 
primary  discharge.  These  three  responses  suggest  that  fusimotor 
innervation  may  modify  the  mechanical  properties  of  the 
intrafusal  fibres  or  influence  the  conversion  of  strain  in  the 
fibres  to  action  potentials  in  the  sensory  axons. 
The  types  of  signal  associated  with  the  muscle  spindle  are 
illustrated  in  figure  1.3.4.  This  figure  shows  a  section  of  the 
primary  discharge  resulting  from  stimulation  using  a  random 
fusimotor  input  and  a  random  length  signal,  which  are  also  shown. 
The  isolated  spikes  in  the  primary  and  fusimotor  spike-trains  can 
clearly  be  seen  in  the  upper  two  traces. 
The  muscle  spindle  data  used  in  this  study  was  obtained  from 
the  tenuissimus  muscle  in  the  rear  limb  of  anaesthetized  cats. 
This  involved  isolating  a  muscle  spindle  within  the  parent  muscle 
and  cutting  the  fusimotor  nerves  from  the  spinal  cord  and  the 
primary  and  secondary  axons  to  the  spinal  cord,  while  leaving  the 
spindle  and  its  blood  supply  intact.  The  parent  muscle  was 
clamped  in  a  muscle  puller  which  allowed  it  to  be  held  at 
constant  length,  or  stretched  randomly.  Electrodes  were  attached 
to  the  cut  nerve  endings  and  the  fusimotor  ending  stimulated  with 
voltage  pulses.  This  sequence  of  pulses  was  recorded  along  with 
the  resulting  primary  response  to  form  the  data  sets. 
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13 1.4  IDENTIFICATICt  OF  SPINDLE  SYSTEMS 
This  brief  outline  of  the  peripheral  neuromuscular  system 
shows  that  the  muscle  spindle  is  a  very  complex  structure,  which 
forms  only  one  component  of  the  neuromuscular  system.  Considering 
the  possibilities  of  the  interactions  that  must  exist  within  each 
level  and  between  levels  illustrates  the  size  of  the  problem 
encountered  when  investigating  the  control  function  of  the  whole 
neuromuscular  system.  However,  application  of  engineering 
techniques  to  individual  elements  of  the  neuromuscular  system, 
will  allow  models  of  the  component  elements  to  be  built  up. 
Interactions  within  these  component  elements  can  then  be  looked 
at  and  more  accurate  and  complex  models  of  these  elements 
constructed  if  results  are  related  to  physiologically  meaningful 
effects. 
In  the  case  of  the  muscle  spindle  investigation  of  the 
mechanism  by  which  fusimotor  activity  modifies  sensory  axon 
response  at  fixed  muscle  length  will  aid  in  determining  the  role 
of  the  spindle  in  the  maintenance  of  posture.  A  useful  starting 
point  is  to  look  at  the  relationship  between  a  single  fusimotor 
input  and  the  primary  axon  response  to  this  input  at  fixed 
length.  Interactive  effects  can  be  studied  by  looking  at  the 
combined  effects  of  two  fusimotor  inputs  on  the  primary 
discharge,  or  the  effects  of  a  single  fusimotor  input  on  the 
primary  and  secondary  discharges  simultaneously.  The 
characterisation  and  study  of  these  interactive  effects  will 
allow  a  more  complex  model  of  the  spindle  to  be  constructed  as 
each  new  interactive  term  is  studied.  Repeating  these  studies 
using  a  length  input  will  add  another  interactive  term  to  the 
model  and  allow  the  investigation  of  the  spindle  role  in  the 
control  of  movement. 
14 In  a  physiological  context  overall  aims  include  the 
characterisation  of  the  properties  of  the  intrafusal  fibres  and 
the  character  isation  of  the  process  which  converts  the  strain  in 
these  fibres  into  action  potentials  in  the  primary  and  secondary 
sensory  axons.  In  particular  studies  of  the  spindle  at  fixed 
length  can  be  used  to  investigate  the  mechanism  by  which 
fusimotor  activity  can  modify  the  mechanical  properties  of  the 
intrafusal  fibres.  Altering  the  muscle  length  is  attempting  to 
characterize  how  mechanical  deformation  of  the  intrafusal  fibres 
alters  the  rate  of  discharge  of  action  potentials  in  the  sensory 
neurones. 
In  an  engineering  context  overall  aims  include  the 
determination  of  the  information  content  of  the  primary  discharge 
for  various  inputs,  and  the  characterisation  of  the  spindle  using 
the  input  and  output  signals  recorded  experimentally.  In  the 
simplest  case  involving  one  fusimotor  input  and  the  resultant 
primary  response,  the  identification  process  is  that  of  a  system 
which  has  a  single  spike-train  input  and  output,  with  a 
spontaneous  discharge  due  to  the  fixed  muscle  length.  This 
process  can  be  extended  to  the  identification  of  systems  with  two 
spike-train  inputs  representing  two  fusimotor  inputs  and  one 
output  representing  the  primary  discharge.  Considering  both  the 
primary  and  secondary  discharges  means  the  identification  process 
is  that  of  a  system  with  two  spike-train  outputs. 
Treating  the  spike-train  signals  of  the  fusimotor  inputs  and 
the  primary  and  secondary  discharges  as  realisations  of  point- 
processes  allows  point  process  system  identification  techniques 
to  be  applied  to  the  analysis  of  the  muscle  spindle. 
15 CHAPTER  TWD 
16 2.1  INr1ODUCrION 
Previous  identification  studies  of  the  muscle  spindle  have 
tended  to  concentrate  on  single-input  single-output  models, 
particularly  upon  experiments  using  . length  inputs  and  the 
resulting  primary  discharge  pattern.  These  types  of  model  produce 
a  linearised  description  about  a  particular  operating  point  and 
are  of  limited  value  since  they  do  not  attempt  to  characterize 
any  non-linearities  present,  and  cannot  be  readily  extended  to 
consider  more  than  one  input  variable.  A  review  of  these  and 
other  single  input/output  studies,  containing  references,  as  well 
as  an  introduction  to  identification  methods  based  upon  point- 
process  parameters  can  be  found  in  Rosenberg  et  al  (1982). 
Point  process  identification  techniques  can  be  applied  to 
muscle  spindle  data  if  the  neuronal  spike-trains  are  treated  as 
point-process  data.  The  short  duration  of  the  action  Potentials, 
compared  with  the  time  interval  between  successive  pulses 
provides  the  basis  for  considering  the  spike-trains  in  the 
neuromuscular  system  as  realisations  of  stochastic  point- 
processes.  The  analysis  of  point-process  data  uses  statistical 
methods  which  can  be  related  to  conventional  time-series 
analysis.  These  techniques  are  both  particular  cases  of  a  general 
class  of  processes  called  stochastic  processes  which  deal  with 
the  theory  of  random  functions  (Doch,  1953;  Bartlett,  1955).  The 
theory  and  applications  of  time-series  can  be  found  in  monographs 
by  Jenkins  and  Watts  (1968),  Brillinger  (1975a)  and  Bloomfield 
(1976).  Reviews  of  different  stochastic  models  applicable  to 
neuronal  data  can  be  found  in  Fienberg  (1974),  Holden  (1976)  and 
Sampath  and  Srinivassan  (1977). 
The  problem  of  characterising  point-processes  was  considered 
by  Bhabha  and  Ramakrishnan  (1950)  for  the  distribution  of 
17 particles  over  a  continuous  infinity  of  energy  states.  Only 
probability  densities  can  be  attached  to  a  particular  energy 
state,  and  not  non-zero  probabilities.  Integration  of  the 
probability  density  function  will  only  give  the  first-order 
expectation  of  the  numbers  of  particles  in  a  prescribed  energy 
range.  To  study  fluctuations  in  the  distribution  of  the  particles 
Bhabha  and  Ram  akrishnan  introduced  higher-order  density 
functions.  These  functions  were  later  called  product-densities 
(Bahbha,  1950;  Ramakrishnan,  1950,1953)  and  are  analogous  to 
moment  functions  used  to  characterize  other  stochastic  processes. 
Cox  (1955)  defined  a  class  of  random  point-processes  and  Bartlett 
(1963)  considered  the  spectral  analysis  of  these  processes  to 
detect  clustering  in  traffic  data  derived  from  the  timing  of 
vehicles  passing  a  fixed  point.  Bartlett's  approach  was  developed 
and  given  a  firmer  mathematical  basis  by  Lewis  (1970),  Daley 
(1971)  and  Brillinger  (1972).  Monographs  were  published  by  Cox 
and  Lewis  (1966)  and  Lewis  (1972),  the  latter  containing  papers 
covering  the  development,  theory  and  applications  of  statistical 
analysis  of  point-processes.  This  provided  the  basis  for  the 
system  identification  technique  studied  here  which  was  introduced 
by  Brillinger  (1974a,  1975b,  1975c)  and  is  similar  to  the  method 
proposed  by  Wiener  (1958)  for  the  identification  of  polynomial 
systems  using  Gaussian  noise.  The  advantage  of  this  approach  is 
that  it  can  be  readily  extended  to  include  non-linearities  as 
well  as  multi-input,  multi-output  descriptions.  The  proposed 
model  parameters  can  be  expressed  in  terms  of  stochastic  point- 
process  parameters.  More  extensive  bibliographies  concerning  the 
historical  development,  and  applications  of  point-process  theory 
can  be  found  in  the  references  mentioned  above. 
18 This  chapter  will  introduce  the  general  theory  of  stochastic 
point-processes  along  with  Brillinger's  model  for  the 
identification  of  point-process  systems.  Estimates  will  be  given 
for  the  relevant  parameters  and  these  will  be  applied  to  the 
analysis  of  muscle  spindle  data.  Based  on  the  model  parameter 
estimates,  a  computer  simulation  of  a  spindle  subsystem  will  be 
constructed  and  results  from  this  will  be  compared  with 
experimental  results. 
2.2  STOCHASTIC  POINT-PROCESS  PARAMETERS 
A  stochastic  point-process  M  is  defined  as  a  random  non- 
negative  integer  valued  measure.  In  practice  this  will  give  the 
times  of  occurrence  of  the  M  events  in  terms  of  an  integer  number 
of  some  sampling  period.  The  parameters  will  be  defined  on  the 
assumption  that  the  point  processes  are  stationary  (with  respect 
to  time)  and  orderly  (Brillinger,  1975b).  An  orderly  process  is 
one  with  isolated  events,  this  is  achieved  in  the  present  study 
by  digitising  the  spike-trains  with  a  sampling  interval  of  lmsec. 
and  storing  the  times  of  the  events  as  an  integer  number  of 
milliseconds.  This  also  avoids  any  aliasing  of  frequencies,  since 
a  sampling  period  of  Ts  =  lmsec.  in  conventional  time-series 
analysis  gives  a  Nyquist  frequency  of  1/2Ts  =  500Hz.,  which  is 
outside  the  range  of  frequencies  of  interest. 
2.2a  Time  Domain  Parameters 
For  two  point-processes  M  and  N  satisfying  the  above 
assumptions,  M(t)  and  N(t)  represent  the  number  of  events  that 
have  occurred  in  the  interval  (O,  t]  in  the  processes  M  and  N 
respectively.  Differential  increments  at  time  t  are  given  by  : 
19 (dM(t)  }=  {M(t,  t+dt)  ] 
(dN(t)I  =  {N(t,  t+dt]  },  (2.2.1) 
these  count  the  number  of  events  occurring  in  the  interval  dt.  In 
practice,  since  we  are  dealing  with  isolated  events,  then  the 
differential  increments  will  have  the  value  1  if  an  event  occurs 
in  the  interval  dt,  0  otherwise.  The  first  order  intensity 
function  of  events  of  type  M,  Pm,  is  defined  as  : 
E{dM(t)  }=  Pmdt,  (2.2.2) 
where  E  is  the  expectance  operator.  This  may  be  interpreted  as  : 
Prob{  M  point  in  (t,  t+dt]  },  (2.2.3) 
giving  a  measure  of  the  mean  rate  of  the  process  M.  Pn  is  defined 
in  a  similar  manner  (Brillinger,  1975b).  The  second  order  product 
density  at  lag  u,  of  'the  process  M,  Pmm(u),  is  defined  as  : 
E{dM(t+u)dM(t)}  =  Pmm(u)  dudt.  (2.2.4) 
This  may  be  interpreted  as  : 
Prob{M  point  in  (t+u,  t+u+du]  &M  point  in  (t,  t+dt]},  (2.2.5) 
and  gives  a  probabalistic  measure  of  the  occurrence  of  an  M  event 
u  time  emits  after  a  previous  M  event  (Brillinger,  1976a). 
Extending  this  approach  to  the  bivariate  case  allows  the 
second  order  cross  product  density  Pe(u)  to  be  defined  as  : 
E{dN(t+u)dM(t)}  =  Pnm(u)  dudt,  (2.2.6) 
giving  a  measure  of  the  relative  number  of  occurrences  of  an  N 
event  u  time  units  after  an  M  event.  A  similar  interpretation 
20 applies  as  for  the  univariate  case  and  is  given  in  (2.2.7). 
Prob(N  point  in  (t+u,  t+u+du]  &M  point  in  (t,  t+dt]}.  (2.2.7) 
The  conditional  mean  intensity  of  the  process  M,  mmm(u),  is 
defined  by  : 
E(dM(t+u)I  M(t)=1}  =  n(u)  du.  (2.2.8) 
Using  the  rules  of  conditional  probability  this  can  be  written 
as  : 
m1(u)  =  Pum  (u)AM9  (2.2.9) 
and  interpreted  as  : 
Prob{M  point  in  (t+u,  t+u+du]I  M  event  at  Q.  (2.2.10) 
This  provides  a  measure  of  the  probability  of  occurrence  of  an  M 
event  given  that  another  M  event  occurs  u  time  units  previously. 
The  corresponding  equations  for  the  conditional  mean  intensity  in 
the  bivariate  case  are  given  below. 
E{dN(t+u)IM(t)=1}  =  m.  (u)  du.  (2.2.11) 
mm(u)  =  Pm(u)/PM.  (2.2.12) 
Prob{N  point  in  (t+u,  t+u+du]I  M  event  at  Q.  (2.2.13) 
In  the  univariate  case  the  conditional  mean  intensity  is  called 
the  auto-intensity  function,  and  in  the  bivariate  case  it  is 
known  as  the  cross-intensity  function  (Cox  and  Lewis,  1972).  The 
cross-intensity  function  gives  the  short  term  intensity  of  the  N 
process  u  time  units  after  an  M  event.  If  M  and  N  are  the  input 
and  output  of  a  point-process  system  respectively,  then  the 
cross-intensity  function  is  useful  in  predicting  whether  an 
21 output  event  will  occur  u  time  units  after  an  input  event.  If  the 
processes  are  independent  then  process  M  will  have  no  effect  on 
process  N  and  mnm(u)  =  Pn  for  all  u.  A  dependence  of  N  upon  M 
will  result  in  mnm(u)  <  Pn  if  the  process  N  slows  down,  and  an 
acceleration  of  process  N  after  an  M  event  will  give  ma(u)  >  P. 
In  practice  all  correlating  influences  have  a  finite  time  of 
dependence.  This  phenomenon  is  known  formally  as  a  mixing 
condition  (Rosenblatt,  1956),  and  results  fresn  the  fact  that  as  u 
increases  the  differential  increments  dN(t+u)  and  dM(t)  tend  to 
become  independent.  Using  this  the  asymptotic  distribution  of  the 
cross-intensity  function  can  be  defined  as  : 
lim 
u-soo  mnm(u)  =  Pn.  (2.2.14  ) 
Similar  arguments  can  be  applied  to  the  auto-intensity  function 
giving  : 
1im 
u-400r(u)  =  Pm.  (2.2.15) 
Product  densities  are  considered  in  Cox  and  Lewis  (1972)  and 
Brillinger  (1975b,  c) 
Cumulant  density  functions  can  now  be  defined  using  the 
above  parameters  and  equations  (2.2.16)  and  (2.2.17)  do  so  for 
the  uivariate  and  bivariate  cases  respectively. 
CIM  (u)  =  Pe(u)-Pm 
q  (u)  =  Pnm  (u)-PnPm 
(2.2.16) 
(2.2.17) 
Cumulant  density  functions  are  also  krnwn  as  the  auto-covariance 
density  in  the  univariate  case  and  as  the  cross-covariance 
density  when  considering  the  bivariate  case.  For  completeness 
equation  (2.2.16)  needs  to  be  extended  to  allow  for  the 
singularity  at  zero  lag  (Bartlett,  1963).  This  is  achieved  by 
22 adding  PmS  (u)  and  Pn$  (u)  to  the  auto-covariance  densities  of  the 
processes  M  and  N  respectively.  The  mixing  condition  again  allows 
the  asymptotic  distribution  for  the  cumulant  densities  to  be 
defined  as  : 
lim 
uf00  gnn  (u)  =0 
1  im 
u  -.  00  grun  (u)  =0. 
(2.2.18) 
(2.2.19) 
For  a  Poisson  point-process  the  increments  dM(t+u)  and  dM(t)  will 
be  independent  for  all  u,  thus  qmm(u)=O  for  a  Poisson  point- 
process. 
2.2b  Frequency  Domain  Parameters 
Two  methods  can  be  used  to  calculate  frequency  domain 
point-process  parameters.  They  can  be  defined  indirectly  by 
taking  the  Fourier  transform  of  the  cumulant  density  functions 
(Bartlett,  1963;  Brillincier,  1974a,  b,  1975d),  or  directly  by 
taking  the  finite  Fourier  transform  of  the  differential 
increments  of  a  segment  of  the  process  (Brillinger,  1972,1974a, 
b).  Both  methods  give  equivalent  results. 
Considering  the  indirect  method  first,  the  auto  spectrum  of 
the  process  M,  fmm(A)  at  frequency  ^,  is  defined  as  the  Fourier 
transform  of  the  complete  auto-covariance  density  : 
00 
fm  (a)  =  1/2ir  (q  (u)+S(u)Pm)  e  7'%u  du,  (2.2.20) 
-oo 
and  similarily  for  the  cross-spectrum  between  processes  N  and  M 
at  frequency  il  : 
00 
frgn  (IA)  =  1/2i(  q  (u)  e 
iau 
du.  (2.2.21) 
_  o0 
23 Due  to  the  symmetrical  nature  of  the  auto-covariance  function 
fmm(A)  is  a  real  quantity,  however  since  the  cross-covariance 
density  is  rot  symmetrical  about  u=0  then  the  cross-spectrum  is  a 
complex  quantity  and  has  gain  and  phase  components  associated 
with  it. 
If  the  process  M  is  Poisson  then  (2.2.20)  simplifies  to  : 
f  (T)  =  Pm/2  tr,  (2.2.22) 
since  qmm  (u)  is  zero.  The  spectrum  of  a  Poisson  process  is  thus  a 
constant  value  (Lewis,  1970).  This  illustrates  the  equivalence  of 
Poisson  noise  in  point-process  system  identification  to  Gaussian 
white  noise  in  continuous  systems  identification.  For  processes 
which  are  non-Poisson  in  nature  any  dependence  of  dM(t+u)  upon 
dM(t)  as  shown  by  the  auto  spectrum  will  cover  a  finite  range  of 
frequencies  (Brillinger  et  al,  1976).  This  gives  an  asymptotic 
distribution  for  Emm(a)  of  : 
lima400  fm(T)  =  Pm/21i.  (2.2.23) 
Any  deviation  from  this  level  will  indicate  a  non-Poisson 
process. 
The  second  method  for  calculating  point-process  spectra 
involves  taking  the  finite  Fourier  transform  of  the'  differential 
increments  of  the  process.  For  a  section  of  length  T  of  the 
process  M  this  is  defined  as 
T 
dM(T)  (T)  =e 
iTt  a(t)  (2.2.24) 
with  a  similar  definition  for  dN(T)  (A).  The  periodogram  of  the 
process  M  is  defined  as  : 
mo) 
(A)  =  1/2nT  dMýT)  (A) 
(T) 
CA) 
. 
(2.2.25) 
24 where  the  bar  indicates  a  complex  conjugate  quantity.  The 
cross-periodogram  between  processes  N  and  M  is  defined  as  : 
IT)  (70  =  1/2nT  dN(T)  (70  dM  (T)  (A)  .  (2.2.26) 
The  periodogram  itself  is  not  a  consistent  estimate  of  the 
spectrum  and  requires  further  smoothing  to  provide  consistent 
spectral  estimates  (Brillinger  1972,1975a). 
2.3  ESTIMNTES  OF  POINT-PROCESS  PARAMETERS 
This  section  will  consider  estimates  of  the  parameters 
defined  in  section  2.2.  Where  appropriate  expressions  for  the 
asymptotic  distributions  and  the  variance  of  the  estimates  will 
be  given. 
2.3a  Estimates  of  Time  Domain  Parameters 
Estimates  of  product  densities  are  discussed  in  Griffith  and 
Horn  (1963),  Cox  (1965),  Cox  and  Lewis  (1972),  and  Brillinger 
(1975b,  d).  Brillinger  (1976b),  and  Brillinger  et  al  (1976)  also 
discuss  estimates  of  product  densities  and  give  expressions  for 
the  variance  of  the  estimates  which  they  use  to  construct 
confidence  intervals  for  the  estimates.  A  detailed  discussion  of 
univariate  and  bivariate  point  process  parameter  estimates,  along 
with  expressions  for  variances  and  asymptotic  distributions  is 
contained  in  Rigas  (1983,  ch's  3  and  4). 
The  mean  intensity,  Pm,  of  the  process  M  can  be  estimated  as 
A 
Pm  =  M(R)/R,  (2.3;, 
where  R  is  the  period  of  observation  of  the  spike-train.  The  hat 
symbol  above  Pm  is  used  to  indicate  an  estimate.  All  the  first 
25 order  intensity  functions  are  equivalent  as  shown  by  (2.3.2). 
qm=mm=Pm  (2.3.2) 
Estimates  of  the  second  order  intensity  and  density 
functions  of  the  process  M  are  based  upon  the  counting  variate 
defined  in  (2.3.3). 
(t) 
J  (u)  =A{  (k,  1)  :  u-h/2  <  tk  tl  <  u+h/2  },  (2.3.3) 
where  tk  and  t1  denote  the  times  of  the  M  spikes  (k,  1=1,2,...  ) 
and  h  is  the  bin  width  used  in  the  estimate. 
In  discrete  form  this  variate  can  be  written  as 
JMM(uj),  where  uj=jh  and  (j=...  This  variate 
counts  the  number  of  M  events  falling  inside  a  bin  of  width  h 
whose  midpoint  is  u  time  units  along  from  another  M  event.  The 
expected  value  of  this  histogram  type  estimate  can  be  shown  to  be 
(Cox  and  Lewis,  1972): 
E{J  (u)  }=hT  Pe(u)  .  (2.3.4) 
From  this  estimates  for  the  second  order  intensity  and  density 
functions  for  the  tnivariate  process  M  can  be  derived  : 
Pý(ui) 
=  im 
T 
(ui)/h  T, 
(u.  )  =j  m; 
(ui)/h  M(T). 
qm(uý)  =P  (uff)-PP  =  (m  (uff)-Pm)  mº 
(2.3.5) 
(2.3.6) 
(2.3.7) 
where  h  is  the  bin  width,  and  T  is  the  record  length  used  in  the 
estimate.  For  the  bivariate  case  the  counting  variate  becomes 
J  (u)  and  is  defined  as  : 
J  (u)  (k,  1)  :  u-h/2  <  Sk  t1  <  u+h/2 
(2.3.8) 
C1)  hege  R}  tu1,,  W 
26 where  sk  denote  the  times  of  the  N  events  and  t1  the  M  events 
(k,  1=1,2,...  ).  This  variate  counts  the  number  of  N  events  falling 
in  a  bin  of  width  h  whose  midpoint  is  u  time  units  along  from  an 
M  event.  The  expected  value  of  this  variate  is  given  in  (2.3.9). 
E{J  (u)  }=hT  Pnm(u)  ,  (2.3.9) 
giving  the  following  estimates  for  the  second  order  bivariate 
intensity  and  density  functions  : 
Pnm(uj) 
=J  (u  /h  T,  (2.3.10) 
mnm  (uj)  =  JNM(uj  )/h  M(T),  (2.3.11) 
q.  (uý)  =  Pm(u  pjm  =  (mrn(uj)-PAn*  (2.3.12) 
The  asymptotic  distributions  for  these  estimates  are  given  by  : 
lim 
u-,  o, 
Pe(u)  =  Pmt,  (2.3.13) 
AA% 
l  im 
U-.  oo  Pnm  (u)  =  PnPm,  (2.3.14) 
Al  im 
uý00  ma(u)  =  mm,  (2.3.15) 
l  im 
ui00 
mnm(u) 
=  mn  (2.3.16) 
lim 
u,.  1%  dO  90M  (u)  =  0,  (2.3.17) 
A 
lim 
u-  00  gn(u)  =  0.  (2.3.18) 
Considering  the  estimate  of  the  cross-intensity  function  in 
more  detail,  mnm  (u)  has  an  approximately  Poisson  distribution 
with  mean  mnm  (u)  and  variance  given  by  : 
Var{ 
nm 
(u)  }_  (h  M(T))-1  mm  (u)  .  (2.3.19) 
Confidence  limits  can  easily  be  constructed  for  an  estimate  if 
27 the  variance  is  constant.  However  from  (2.3.19)  the  variance  of 
the  estimate  (2.3.11)  is  proportional  to  the  quantity  being 
estimated.  This  can  be  overcome  by  applying  a  variance 
stabilizim  transform  to  (2.3.11)  (Jenkins  and  Watts,  1968,  pp75- 
77).  The  appropriate  transform  here  is  a  square  root 
transformation  (Brillinger,  1976b),  giving  the  following  two 
results  : 
lim 
u-ºoo(mM(u))"2  =  (P 
n)"2 
(2.3.20) 
Var{  (ma(u)  ) 
1/2  }=  (4  h  M(T))-l.  (2.3.21) 
Approximate  95%  confidence  limits  can  be  constructed  by  adding 
plus  and  minus  1.96  standard  deviations  to  the  estimate  of  the 
asymptotic  distribution.  Therefore  when  considering  the  cross- 
A 
nm(u))1/2  should  be  plotted  intensity  function,  the  estimate  (m 
along  with  the  values  (Pn)1/2  ±  (h  M(T))-1/2  representing  the 
asymptotic  distribution  and  the  approximate  95%  upper  and  lower 
confidence  limits.  This  asymptotic  distribution  and  confidence 
band  is  based  upon  the  assumption  of  independence,  and  the  upper 
and  lower  confidence  intervals  give  the  range  of  expected  values 
of  (mnm(u))1/2  if  the  two  processes  N  and  M  are  independent. 
Dependence  of  one  process  upon  another  will  lead  to  a  deviation 
of  the  estimate  outside  these  intervals,  as  discussed  in  the 
previous  section. 
For  the  univariate  process  M  confidence  limits  can  be 
constructed  in  a  similar  manner,  by  taking  the  square  root  of  the 
estimate  (2.3.6)  of  the  auto-intensity  function.  Expression 
(2.3.20)  then  becomes  : 
lim 
u-soo(  nm())l/2  =  (Pm)1/2  (2.3.22) 
while  the  variance  will  be  given  approximately  by  (4  h  M(T))-l, 
28 giving  an  asymptotic  distribution  and  95%  confidence  limits  of 
(pm)l/2  ±(h  M(T))-1/2" 
2.3b  Estimates  of  Frequency  Domain  Parameters 
In  the  frequency  domain  the  spectra  can  be  estimated 
indirectly  by  taking  the  Fourier  transform  of  the  cumulant 
density  functions  (Bartlett,  1963;  Brillinger,  1974a,  b,  1975b, 
c,  Brillinger  et  al,  1976;  Rigas,  1983  ch's  3  and  4).  For  the 
univariabe  process  M  the  autospectrum  can  be  estimated  by  : 
f 
te  (a)  =  P,  /27r+  h/2'ß:  qm  (uj)  KT(uj)  e1  (2.3.23) 
where  uj=hj  KT(uj)  is  a  convergence 
factor  or  data  window  which  improves  the  convergence  properties 
of  the  Fourier  transform  (Brillinger,  1975a;  Harris,  1978).  Since 
qmm(-u)  =  qmm(u)  expression  (2.3.23)  can  be  re-written  as  : 
m 
fß(71)  =  1/27r  (Pm  +  2h  %,  (uj)  KT(uj)  e  iau  ).  (2.3.24) 
j=1 
For  the  bivariate  case  the  cross-spectrum  between  processes  N  and 
M  can  be  estimated  as  : 
fm(A)  =  h/27rZgnm(uj)  K,  r(uj)  e1  '  (2.3.25) 
J 
where  uj=hj  (j=...,  -2,  -1,0,1,2,...  )  and  KT(uj)  is  again  a 
convergence  factor. 
Estimating  the  frequency  domain  parameters  directly  from  the 
original  data  uses  the  periodogram  of  a  point-process 
(Brillinger,  1972,1974a,  b;  Rigas,  1983  ch's  3  and  4).  The 
periodogram  is  based  on  the  finite  Fourier  transform  of  the 
counting  process,  and  for  the  process  M  can  be  estimated  as  : 
T 
T-1 
M(T)  e  7'ßt  dM(t)  _Le  7"t  {M(t+1)-M(t)  },  (2.3.26) 
t=0 
0 
29 where  the  difference  {M(t+l)-M(t)  }  has  the  value  1  if  an  event 
occurs  in  the  interval  (t,  t+l],  0  otherwise,  (t=0,...,  T-1).  In 
discrete  form  this  is  expressed  as  dM(T)  (7ºj),  where  2+rj/T 
(j=0,...,  T/2).  The  frequency  of  the  jth  ordinate  in  cycles  per 
second  will  be  j/T  Ts,  where  Ts  is  the  sampling  interval  used  to 
convert  the  spike-train  to  a  point-process,  and  T  is  the  number 
of  samples  in  the  discrete  Fourier  transform.  The  periodogram  is 
then  given  by  : 
(T  ý% 
)=  1/24(T  dM(T)  ()  dm(T)  (i1i) 
.  (2.3.27)  mm  i 
The  periodogram  requires  further  smoothing  to  obtaina  more 
consistent  estimate  of  the  power  spectrum.  One  effective  method 
of  smoothing  the  periodogram  is  to  divide  the  whole  record  R  into 
a  number  of  disjoint  sections  each  of  length  T  (Bartlett,  1948) 
so  that  : 
R=  KT.  (2.3.28) 
The  periodogram  for  each  section  can  then  be  calculated,  and  an 
estimate  of  the  autospectrum  of  the  process  M  constructed  as  in 
(2.3.29). 
1 
A  (Ti 
f  (A")  =  1/1  1Im  12i). 
i=1 
(2.3.29) 
where  ITlis  the  periodogram  of  the  ithdisjoint  section. 
An  estimate  for  the  cross-spectrum  between  processes  N  and  M 
can  be  constructed  in  a  similar  manner  giving  : 
I 
(T  (Aj)  =  1/2+(T  dN 
(T) 
(a)  dm 
(T) 
()" 
NM  i 
äI)ä 
A  R  (Ti 
nm  j  i=l 
IIY4 
(2.3.30) 
(2.3.31) 
30 where  dN(T)  (aj  )  is  defined  for  the  process  N  in  a  similar  manner 
to  (2.3.26). 
From  (2.2.23)  the  asymptotic  distribution  of  the 
autospectrum  is  Pm/2f,  and  this  can  be  estimated  as 
Pm/21C  The 
variance  of  the  estimate  (2.3.30)  can  be  shown  to  be  (Brillinger 
et  al,  1976): 
Var{  fm(iº)  }=  11K  (fm(21))  2" 
(2.3.32) 
When  dealing  with  conventional  time-series  it  is  usual  to  plot 
the  logarithmic  form  of  the  spectral  estimates.  This  also  has  the 
effect  of  simplifying  expression  (2.3.32)  to  give  (Bloomfield, 
1976,  ppl89-197): 
Var{  Ln(fý(T))  }=  1/K.  (2.3.33) 
This  allows  95%  confidence  intervals  to  be  constructed  by  adding 
11.96  (K)  -1/2  to  the  asymptotic  distribution.  Plots  of 
A 
I'og10(fmm(A))  should  therefore  contain  the  the  values  : 
A 
Log10  (Pm/2+()  Ll.  96  (K)-1  Log10  (e)  .  These  limits  will  give  the 
A 
range  of  expected  values  of  Log10(fmmM)  if  M  is  a  Poisson 
process.  Any  deviation  outside  these  limits  at  a  particular 
frequency  will  indicate  that  the  process  is  not  Poisson  at  this 
frequency. 
Unless  stated  otherwise,  all  spectral  estimates  will  be 
calculated  by  the  direct  method  based  upon  the  estimates  (2.3.29) 
and  (2.3.31). 
2.4  SYSTEM  IDENTIFICATICN:  THE  LINEAR  POINT-PROCESS  MODEL 
For  a  time  invariant  system  with  input  process  M  and  output 
process  N  the  essential  feature  of  the  identification  procedure 
31 is  the  conditional  probability  of  the  occurrence  of  an  N  spike  in 
the  interval  dt  given  the  times  of  occurrence  of  the  input  events 
(Brillinger,  1974a,  1975b).  This  can  be  expressed  as  : 
Prob{  N  point  in  (t,  t+dt) 
IM}= 
E{  dN(t) 
IM}, 
(2.4.1) 
and  the  proposed  model  is  given  by  : 
limh4o  Prob{  N  point  in  (t,  t+dt] 
IM  }/h  =  xM(t).  (2.4.2) 
A  series  of  models  for  xM(t)  can  then  be  constructed  as  follows 
(Brillinger,  1975b).  If  there  is  no  input  to  the  system  then  it 
is  assumed  that  xM(t)  is  equal  to  a  constant  : 
xM(t)  =  so.  (2.4.3) 
The  system  is  then  said  to  be  emitting  points  at  a  constant  rate 
so.  If  the  input  M  now  consists  of  a  single  event  at  time  tI  then 
(2.4.3)  can  be  written  as  : 
xM(t)  =  so  +  sl  (t-tl)  ,  (2.4.4) 
where  the  function  s1(t)  represents  the  effect  on  the  output 
process  N  of  a  single  M  event  at  time  t=0.  Extending  this  to  2 
input  events  at  times  t1  and  t2  and  neglecting  any  interactive 
effects  (2.4.3)  becanes  : 
xM(t)  =  s0  +  s1(t-t1)  +  sl(t-t2).  (2.4.5) 
Equation  (2.4.5)  can  be  written  in  a  more  general  form  to  include 
all  the  events  in  the  process  M  as  : 
xM(t)  =  so  +  sl  (t  u)  dM(u),  (2.4.6) 
where,  dM(u)  are  the  differential  increments  of-the  process  M 
32 having  the  value  1  if  an  event  occurs  in  the  interval  du,  or  0 
otherwise. 
If  the  interactive  effects  between  two  input  events  are 
considered  equation  (2.4.3)  is  modified  to  : 
xM(t)  =  so  +  sl(t-tl)  +  sl(t-t2)  +  s2(t-tl,  t-t2),  (2.4.7) 
where  the  function  s2(u,  v)  gives  the  effect  on  the  output  process 
of  the  interaction  between  two  separate  events  at  times  t=u  and 
t=v.  Generalising  (2.4.7)  to  include  all  M  events  gives  : 
xM(t)  =  so  +  s1(t-u)  dM(u)  +  s2(t-u,  t-v)  dM(u)  dM(v). 
(2.4.8) 
UP 
This  model  may  be  expanded  in  a  recursive  manner  to  build  up 
a  functional  series  which  includes  interactive  effects  of  several 
input  spikes  on  the  output  point-process.  The  model  has  the  form 
K 
xM(t)  =  so  +  £,  \...  \sk(t-ul,... 
lt-uk)  dM(ul)...  dM(uk), 
k=1  (2.4.9) 
where  ul,...,  uk  are  all  distinct.  The  function  sk(t-u1,...,  t-uk) 
gives  the  interactive  effects  of  k  input  events  at  times 
ul,...,  uk  on  the  output  point-process.  These  functions  are  also 
referred  to  as  kernels,  the  function  sk  being  the  kernel  of  order 
k.  This  functional  series  can  be  considered  as  the  point-process 
analogue  of  the  Volterra  expansion  for  Gaussian  processes.  When 
K=l  in  (2.4.9)  the  model  is  given  by  equation  (2.4.6),  and  this 
is  known  as  the  linear  point-process  model  involving  only  the 
kernels  of  order  zero  and  one.  By  analogy  with  ordinary  time 
series  sl(u)  may  be  called  the  averaqe  impulse  response  of  the 
system.  In  the  point-process  case  it  is  defined  as  the  best 
linear  predictor  of  the  averaqe  rate  of  change  of  the 
33 instantaneous  frequency  of  the  output  process  at  time  u,  given 
that  an  input  event  occurs  at  time  t=0. 
The  significance  of  the  contribution  of  each  term  in  the 
summation  to  the  model  (2.4.9)  can  be  determined  by  the  use  of 
coherence  functions.  Coherence  functions  are  defined  in  the 
frequency  domain  and  have  a  value  which  lies  between  0  and  1, 
with  zero  occurring  in  the  case  of  independence.  For  the  linear 
model  the  linear  coherence  function  is  known  as  the  coherence 
(Brillinger,  1975b;  Brillinger  et  al,  1976)  and  is  defined  as  : 
1imr_,,.  (Corr{  c 
(T)  (iº)  ,  dM(T)  (7l)  1  12 
=IR  m(A) 
1  2, 
(2.4.10) 
where 
I  Rnm  (;  k)I 
2  is  the  coherence  and  dN(T)  (A)  and  dM(T)  (A)  are  as 
defined  in  (2.2.24).  Equation  (2.4.10)  can  be  re-written  as  : 
2=  Cov{  dN(T)  (7º)rdM(T)  (A)  )2 
imT  Rnm  ýý  )I  1 
-"'°  Var  {  aN 
(T) 
()  }Var  {  aM 
(T) 
71  c)  } 
which  gives  : 
1Rr, 
'2=  fm(iº) 
2/  fnn  (.  A)  fm(3)  .  (2.4.11) 
where  fnm(')  is  the  cross-spectrum,  and  fnn(A)  and  fmm(7ý)  are  the 
component  autospectra  for  the  processes  N  and  M.  The  coherence 
will  give  a  measure  of  the  usefuleness  of  the  linear  model 
(2.4.6)  by  showing  the  strength  of  dependence  of  the  output 
process  N  upon  the  input  process  M  at  a  frequency  "A.  If  the 
coherence  is  zero  then  the  two  processes  are  not  linearly 
dependent  and  the  linear  model  is  not  valid. 
2.5  ESTIMATES  OF  THE  LINEAR  POINT-PROCESS  MODEL  PARAMETERS 
Identification  of  a  linear  point  process  system  requires  the 
solution  of  the  linear  model  (2.4.6)  in  terms  of  the  previously 
34 defined  point-process  parameters.  The  following  four  identities 
can  all  be  derived  (Brillinaer,  1975b)  from  the  relationship 
(2.4.6)  : 
Pn  =  s0  +  s1(u)  du,  (2.5.1) 
PM(t)  =  so  Pm  +  s1(t)  Pm  +  sl(t-u)  P..  (u)  du,  (2.5.2) 
gnm  (t)  =  sl(t)  Pm  +  Js1(t-u) 
q(u)  du,  (2.5.3) 
fý(T)  =  Sl  o)  fm(;  k)  .  (2.5.4) 
Equations  (2.5.1),  (2.5.2)  and  (2.5.3)  are  derived  in  Brillinger 
(1975b)  and  Rigas  (1983,  App.  III).  Equation  (2.5.4)  follows 
directly  from  equation  (2.5.3)  and  the  definition  of  fnm(A)  in 
(2.2.21).  The  two  quantities  s1(t)  and  Sl(y)  form  a  Fourier 
transform  pair  and  by  analogy  with  ordinary  time  series  S1('A)  may 
be  thought  of  as  the  transfer  function  of  a  linear  Point-process 
system,  and  will  have  gain  and  phase  components  associated  with 
it. 
Relation  (2.5.4)  suggests  the  estimate  : 
AA 
Sl(y)  =  fM(a)/fM(7ý)  (2.5.5) 
A 
where  fnm  (A)  and  fm  (T)  are  estimates  of  the  cross-spectrum  and 
auto  spectrum  given  in  section  2.3.  An  estimate  of  so  can  be 
constructed  from  (2.5.1)  giving  : 
AAAA 
so  =  Pn  -  Pm  S1(0).  (2.5.6) 
In  practice  a  zero-mean  sequence  is  used  in  the  F.  F.  T.  to 
calculate  the  periodogram,  this  improves  convergence  properties 
and  reduces  leakage,  therefore  : 
35 AA 
so  =  Pn.  (2.5.7) 
In  the  time  domain  the  first  kernel  can  be  estimated  as  : 
w 
sl(t)  =  Si(A)  e 
ixt 
dt, 
00 
(2.5.8) 
or  by  notinq  that  if  the  input  is  a  Poisson  process  with 
independent  increments  then*  gmm(u)  equates  to  zero  and  equation 
(2.5.3)  gives  : 
AAA 
sl(t)  =  9m(t)/Pm.  (2.5.9) 
However  this  is  only  valid  if  the  system  is  probed  with  a  Poisson 
point-process. 
The  coherence  can  be  estimated  by  : 
(,  X)  2=  fM(ý)  2/ 
f4(ýº)  f  (a)  (2.5.10) 
This  follows  directly  from  (2.4.11)  and  will  indicate  the  range 
of  frequencies  over  which  the  estimates  for  the  linear  model 
parameters  are  valid.  A  confidence  interval  can  be  constructed 
for  this  estimate,  and  is  based  upon  the  null  hypothesis  that  the 
coherence  is  zero  if  the  two  processes  are  not  linearly 
dependent.  This  requires  the  computation  of  the  100a  per  cent 
point  of 
I 
Rnm(,  A)I2  (Brillinger  et  al,  1976;  Rigas,  1983,  pp195- 
197).  This  is  qiven  by  : 
1-  (1-a)1/(z-1)  11  (2.5.11) 
where  z  is  determined  by  : 
z=  R/  KT(u)2  du,  (2.5.12) 
R  is  the  total  record  length  and  I,  (u)  is  the  convergence  factor 
used  to  smooth  the  spectral  estimates  (see  section  2.3).  If  the 
36 cross-spectral  and  autospectral  estimates  are  formed  by  averaging 
the  periodograms  of  disjoint  sections,  then  (2.5.12)  simplifies 
to  : 
z=  R/T  =  1/Tc.  (2.5.13) 
according  to  (2.3.28).  To  estimate  the  95%  point  of  the 
distribution  0(=0.95  and  (2.5.11)  becomes  : 
1-(0.05)1/(2-1).  (2.5.14) 
This  level  will  show  the  95%  confidence  limit  assuming  the  two 
processes  M  and  N  are  not  linearly  dependent.  Coherence  values 
less  than  this  level  will  indicate  the  non-validity  of  the  linear 
model  (2.4.6)  for  these  two  point-processes. 
2.6  EXAMPLES  OF  ESTIMATES  OF  UNIVARIATE  POINT-PROCESS  PARAMETERS 
If  a  situation  arises  where  access  to  both  input  and  output 
processes  is  not  available,  then  system  identification  using 
bivariate  point  process  parameters  is  not  possible.  However,  if 
the  output  process  is  accessible  then  univariate  point-process 
parameters  can  be  used  to  characterize  changes  in  this  process 
which  may  result  from  the  application  of  any  inputs  to  the 
system.  Analysir-9  typical  primary  discharge  patterns  for  a  number 
of  different  input  conditions  can  be  used  to  provide  a 
quantitative  description  of  the  information  content  of  the 
primary  discharge. 
In  the  case  of  the  muscle  spindle  the  primary  discharge  is 
relatively  constant  under  conditions  of  fixed  length  with  no 
fusimotor  activity.  Any  imposed  length  change  or  the  initiation 
of  fusimotor  activity,  or  a  combination  of  both,  alters  the 
nature  of  this  discharge  in  a  characteristic  way.  Using  time  and 
37 frequency  domain  univariate  point-process  parameters  to 
characterize  this  change  will  allow  a  comparison  of  these  two 
approaches  to  be  made.  In  particular  estimates  of  the  auto- 
intensity  function  and  auto  spectrum  will  be  used  here  to  try  and 
describe  the  variety  of  discharge  patterns  that  occur  in  the 
primary  sensory  axon. 
The  primary  discharge  that  occurs  at  fixed  length  with  no 
fusimotor  activity  is  termed  the  spontaneous  discharge.  Figure 
2.6.1  shows  estimates  of  the  square  root  of  the  auto-intensity 
and  the  logarithmic  transform  of  the  auto  spectrum  of  a  typical 
spontaneous  Ia  discharge.  The  auto-intensity  uses  the  estimate 
given  in  (2.3.6),  with  a  record  length  of  15872.  The  auto 
spectrum  uses  the  estimate  (2.3.29),  with  T=256.  For  this  data 
n 
set  M(R)=416,  R=15872  and  Pm=0.0262,  qiving  a  mean  interspike 
interval  of  38.2  msec.,  with  a  fundamental  frequency  of  26.2 
A 
cycles/sec..  The  equi-spaced  peaks  in  the  estimate  (mmm(u))1/2 
indicate  the  regularity  of  the  discharge  with  the  spacing  between 
the  peaks  in  figure  2.6.1a  being  equal  to  the  mean  interspike 
interval.  The  amplitude  of  these  peaks  decrease  at  higher  values 
of  lag  indicating  the  ephemeral  nature  of  the  correlating 
influences  as  defined  by  the  mixing  condition,  and  at  higher  lag 
values  the  estimate  tends  towards  the  asymptotic  distribution  of 
(Pm)1/2,  (=0.16).  The  logarithm  of  the  auto  spectrum  in  figure 
2.6.1b  also  illustrates  the  regularity  of  the  discharge  and  has 
peaks  which  occur  at  multiples  of  the  fundamental  frequency  of 
the  mean  rate  of  the  discharge.  These  peaks  also  decrease  in 
magnitude  and  tend  to  the  asymptotic  distribution  of 
Log10  (Pm/2gj)  ,  (=-2.38dß)  ,  this  again  is  due  to  the  mixing 
condition.  The  time  and  frequency  domain  descriptions  provide 
essentially  similar  information  about  the  regularity  of  the 
38 discharge,  as  shown  by  the  equispaced  peaks  in  the  two  estimates. 
The  range  of  lag  values  or  frequency  values  over  which  these 
peaks  extend  give  an  indication  of  the  exactness  of  the 
periodicity.  An  exact  periodicity  will  be  correlated  to  the  same 
degree  over  all  the  increments  of  the  process  and  will  result  in 
equispaced  peaks  of  equal  magnitude  in  both  auto-intensity  and 
auto  spectral  estimates. 
If  this  analysis  is  extended  to  typical  Ia  discharge 
patterns  for  a  number  of  different  input  conditions,  the 
frequency  domain  approach  would  appear  to  yield  more  information 
about  the  effects  of  these  inputs  on  the  primary  response.  Three 
input  conditions  are  considered  here,  a  random  gamma-static  input 
with  fixed  muscle  length,  a  random  length  applied  to  the  parent 
muscle  in  the  absence  of  any  fusimotor  activity  and  both  length 
and  fusimotor  stimulation  applied  simultaneously.  Figure  2.6.2 
illustrates  the  estimates  of  (mmm(u))1/2  for  these  three 
conditions,  while  figure  2.6.3  shows  the  corresponding  estimates 
of  the  logarithm  of  the  autospectrum.  A  static  fusimotor  input 
appears  to  override  the  regularity  of  the  discharge  observed  at 
fixed  length  ,  this  is  indicated  by  the  loss  in  regularity  of  the 
auto-intensity  estimate.  Apart  from  this  loss  in  regularity  the 
three  auto-intensity  estimates  only  change  slightly  with  changes 
to  the  imposed  inputs  on  the  spindle  and  do  not  provide  any 
further  insight  into  the  nature  of  the  changes  in  the  primary 
response  to  these  inputs. 
Examination  of  the  auto  spectral  estimates  reveals 
significant  differences  in  the  nature  of  the  primary  response 
resulting  from  these  input  conditions.  The  loss  of  regularity  due 
to  the  fusimotor  input  is  also  shown  by  the  autospectrum  estimate 
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Fig.  2.6.1  (a)  Square  root  of  estimate  of  auto-intensity 
function  (2.3.6)  for  a  spontaneous  primary  discharge. 
(b)  Logl0  of  estimate  of  auto  spectrum  (2.3.29)  of  spontaneous 
discharge.  R=15872,  T=256  and  M(R)=416. 
Dashed  lines  represent  estimates  of  asymptotic  distributions,  and 
solid  lines  indicate  the  approximate  95%  confidence  limits. 
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Fi  .  2.6.2  Square  root  of  estimate  of  auto-intensity  function 
(2.3.6)  for  : 
(a)  Random  static  fusimotor  input, 
(b)  Random  length  change  and 
(c)  Combination  of  both  inputs. 
Dashed  lines  represent  estimates  of  asymptotic  distributions,  and 
solid  lines  indicate  approximate  95%  confidence  limits. 
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Fig.  2.6.3  Log10  of  estimate  of  auto  spectrum  (2.3.29)  with 
T=256  for  : 
(a)  Random  static  fusimotor  input, 
(b)  Randan  length  change  and 
(c)  Combination  of  both  inputs. 
Dashed  lines  represent  estimates  of  asymptotic  distributions,  and 
solid  lines  indicate  approximate  95%  confidence  limits 
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Hz.  X101 in  figure  2.6.3a  losing  its  periodic  appearance.  Also  evident 
from  figures  2.6.3a  and  2.6.3b  is  that  a  length  input  on  its  own 
reduces  the  spectral  power  of  the  primary  signal  over  a  much 
wider  range  of  frequencies  than  a  static  fusimotor  input  on  its 
own.  The  effects  of  the  fusimotor  input  are  concentrated  in  a 
band  from  5  to  50  Hz..  whereas  the  length  input  can  modify  the 
frequency  content  of  the  Ia  signal  up  to  about  70  Hz.. 
The  interaction  between  the  two  inputs  affects  the  Ia 
discharge  over  the  widest  range  of  frequencies  and  has  a  region 
concentrated  between  5  and  50  Hz.  where  a  maximal  reduction  in 
frequency  content  of  the  Ia  occurs,  with  an  overall  reduction  in 
spectral  power  occurring  up  to  about  100  Hz..  The  differences  in 
the  nature  of  the  signal  reaching  the  central  nervous  system 
through  the  primary  sensory  neurone  indicate  that  the  spindle 
transmits  different  information  to  the  spinal  cord  in  response  to 
the  different  input  conditions  imposed  on  it. 
These  differences  can  only  be  extracted  from  the  estimates 
of  the  auto  spectrum  for  the  various  input  conditions,  the  auto- 
intensity  function  does  not  seem  to  provide  as  much  useful 
information  about  these  data  sets.  This  would  seem  to  recommend 
the  use  of  the  auto  spectrum  for  the  analysis  of  physiological 
problems  involving  univariate  point-process  data. 
2.7  EXAMPLES  OF  BIVARIATE  AND  LINEAR-MODEL  PARAMETERS 
Treating  a  muscle  spindle  subsystem  consisting  of  a  single 
fusimotor  input  and  the  primary  output,  at  fixed  muscle  length, 
as  a  realisation  of  a  point  process  system,  allows  the  estimates 
of  the  bivariate  point-process  parameters  defined  in  section  2.3 
to  be  constructed.  Using  these  the  parameters  of  the  linear 
43 point-process  model  can  be  estimated  and  used  to  try  and 
characterize  the  system.  As  in  the  univariate  case  both  time  and 
frequency  domain  parameters  will  be  estimated,  and  a  comparison 
of  the  two  approaches  made. 
Figure  2.7.1a  shows  an  estimate  of  (m 
run 
(u))1/2  for  a  typical 
bivariate  process,  constructed  using  the  estimate  (2.3.11).  To 
obtain  the  data  set  a  Possion  spike-train  was  applied  to  a 
fusimotor  input  and  the  primary  discharge  recorded.  A  Geiger 
counter  and  weak  radioactive  source  was  used  to  provide  the 
stimulus  spike-train,  which  ensured  a  Poisson  distribution  of 
intervals.  Considering  the  cross-intensity  estimate  in  terms  of 
the  probabilistic  interpretation  given  in  (2.2.13)  shows  that 
after  each  input  event  there  is  a  delay  of  approximately  13  msec. 
after  which  there  is  a  rapid  rise  in  the  probability  of 
occurrence  of  an  output  spike.  This  increased  probability  tails 
off  and  merges  in  with  the  asymptotic  distribution.  The  deviation 
of  this  estimate  outside  the  confidence  band  indicates  a 
dependence  of  the  primary  response  upon  the  fusimotor  input.  The 
delay  is  due  to  the  conduction  delay  that  the  impulses  require  to 
propagate  down  the  axons  plus  an  additional  delay  for  the  effects 
of  the  fusimotor  impulses  to  propagate  through  the  spindle. 
Estimates  of  the  gain  and  phase  of  the  cross-spectrum  are 
shown  in  figure's  2.7.1b  and  2.7.1c.  The  phase  is  plotted  in 
unrestrained  form  (Chatfield,  1980,  p181),  to  show  the  delay 
between  the  two  processes.  The  cross-spectrum  gives  a  measure  of 
the  dependence  of  the  output  process  N  upon  the  input  process  M 
at  a  frequency  7k.  The  magnitude  plot  shows  that  this  dependence 
is  at  a  maximum  at  low  frequencies  and  decreases  as  \  increases. 
This  is  consistent  with  the  characteristics  of  a  low  pass  filter. 
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Fig.  2.7.1  (a)  Square  root  of  estimate  of  cross-intensity 
function  (2.3.11), 
(b)  Magnitude  of  log10  of  estimate  of  cross-spectrum  (2.3.31), 
with  T=256  and 
(c)  Phase  of  estimate  of  cross-spectrum  for  static  fusimotor 
input  and  primary  discharge  at  fixed  muscle  length. 
R=15872,  M(R)=1010  and  N(R)=538. 
45 The  phase  can  be  considered  as  a  straight  line  with  a  constant 
slope.  This  indicates  a  delay  between  the  harmonics  of  the  two 
processes  M  and  N,  this  delay  being  equal  to  the  slope  of  the 
line.  The  delay  at  each  frequency  can  be  estimated  by  the 
expression 
/(A)/T 
,  giving  an  estimate  of  11  msec..  This  is  in 
agreement  with  the  value  obtained  from  the  cross-intensity 
function. 
Estimates  of  the  linear  model  parameters  can  now  be 
constructed.  In  the  frequency  domain  S1(71)  can  be  estimated 
according  to  equation  (2.5.5).  This  will  have  gain  and  phase 
components  and  since  fmm(71)  is  a  real  quantity  the  phase  of  S1(-A) 
A 
will  be  the  same  as  of  fnm  (ý)  as  shown  in  figure  2.7.1c.  Figure 
2.7.2a  shows  an  estimate  of  20Log10l  (S1(A))  I 
and  figure  2.7.2c 
shows  an  estimate  of  the  coherence  for  this  data  set  calculated 
from  equation  (2.5.10).  Since  the  estimation  of  Sl(A)  is 
concerned  with  system  parameter  estimation  and  not  the  detection 
of  single  frequencies,  further  smoothing  was  done  in  the 
frequency  domain  using  Banning  (Harris,  1978).  This  was  found  to 
facilitate  the  fitting  of  theoretical  curves  to  the  estimate 
n 
S1(,  1)  "  The  form  of  the  coherence  suggests  that  the  magnitude  and 
phase  of  S1  (A)  are  significant  up  to  about  60  cycles/second.  This 
indicates  that  the  primary  discharge  is  linearly  dependent  upon 
the  fusimotor  input  up  to  moderately  high  frequencies.  This  broad 
range  of  dependence  also  illustrates  the  validity  of  the  linear 
point-process  model  for  this  spindle  system.  Within  this 
frequency  range  the  gain  of  the  transfer  function  estimate  is 
consistent  with  the  frequency  response  of  a  first  order  lag  with 
a  time  constant  of  9.5  msec..  The  dashed  line  in  figure  2.7.2a 
shows  the  theoretical  gain  curve  for  such  a  transfer  function. 
The  delay  estimated  from  the  cross-intensity  and  phase  can  also 
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X10> be  incorporated  into  this  transfer  function  resulting  in  an 
expression  of  the  form  : 
S1(71)  =Keý 
ý/  (1+i1«)  ,  (2.7.1) 
with  K=0.65,  ?  =9.5msec.,  and  a  delay  of  r'=1lmsec.,  providing  one 
possible  solution  which  fits  (2.7.1)  to  the  estimate  of  S1(A). 
Since  the  break  point  is  not  clearly  visible,  and  the  phase 
estimate  is  dominated  by  the  delay,  then  an  exact  estimation  of 
the  time  constant  is  not  possible.  However  it  can  be  deduced  that 
a  time  constant  of  the  order  of  10  ursec.  in  (2.7.1)  can 
accurately  model  the  estimate  of  the  transfer  function  S1(1)  for 
this  data  set.  This  agrees  with  the  findings  of  the  previous 
studies  of  Rosenberg  et  al  (1982)  using  this  method,  and 
Andersson  et  al  (1968).  The  approach  used  by  Andersson  et  al 
involved  sinusoidal  modulation  of  a  fusimotor  input  for  each 
frequency  required  in  the  transfer  function.  This  new  approach  is 
much  less  time  consuming  and  results  can  be  obtained  from  a 
single  experiment. 
In  the  time  domain  so  can  be  obtained  from  equation  (2.5.7), 
giving  so=0.034,  which  equates  to  the  mean  rate  of  the  output 
process  N.  The  impulse  response  can  be  estimated  by  taking  the 
inverse  Fourier  transform  of  the  transfer  function  Sl(A).  Since 
the  fusimotor  input  is  Poisson  then  equation  (2.5.9)  can  be  used 
to  estimate  sl(t)  directly.  This  assumption  can  be  justified  by 
examining  the  estimate  of  the  auto  spectrum  of  the  input  shown  in 
figure  2.7.3a.  At  no  point  does  the  estimate  deviate  outside  the 
confidence  band  indicating  no  dependence  of  one  differential 
increment  upon  another  i.  e.  a  Poisson  point  process.  If  the  input 
process  is  not  Poisson  then  sl(t)  must  be  estimated  via  the 
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Fig.  2.7.3  (a)  Logl0  of  estimate  of  auto  spectrum  (2.3.29  ) 
with  asymptotic  distribution  and  95%  confidence  limits,  and 
(b)  Estimate  of  first  kernel,  s1(t),  (2.5.9)  for  static  fusimotor 
input  and  primary  discharqe  at  fixed  muscle  length. 
49 frequency  domain  using  (2.5.8),  since  an  estimate  of  the  cross- 
covariance  density  will  contain  a  term  which  convolves  the 
impulse  response  with  the  input  auto-covariance  density.  Figure 
2.7.3b  shows  the  estimate  of  the  impulse  response  for  this  data 
set.  This  impulse  response  also  reflects  the  exponential  form 
expected  of  a  first  order  lag. 
The  results  in  figures  2.7.2  and  2.7.3  indicate  a  similarity 
between  the  Fourier  transform  pair  formed  by  S1(7º)  and  s1(t)  of 
the  linear  point-process  model  and  the  transfer  function  and 
average  impulse  response  of  a  conventional  time-series.  The 
relations  between  ordinary  time-series  and  point-processes  have 
been  discussed  in  detail  by  Brillinaer  (1974b,  1978).  Also 
apparent  from  figures  2.7.1a  and  2.7.3b  is  the  similarity  between 
the  cross-intensity  function  and  the  function  sl  (t).  For  this 
example  the  cross-intensity  function  consists  of  the  sum  of  the 
two  kernels  in  the  linear  model  (2.4.6).  This  can  be  proved  using 
equations  (2.3.12),  (2.5.7)  and  (2.5.9).  This  only  applies  for  a 
Poisson  input  process  as  explained  above. 
Although  the  probabilistic  interpretation  which  can  be 
applied  to  the  cross-intensity  function  is  a  useful  aid  in  the 
interpretation  of  this  estimate,  it  does  not  give  an  exact 
indication  of  the  strength  of  any  dependence.  The  coherence, 
however,  provides  an  absolute  measure  of  the  degree  of  linear 
dependence  on  a  scale  from  0  to  1.  The  cross-intensity  function 
gives  an  indication  of  the  average  delay  between  input  and  output 
events,  whereas  the  phase  can  estimate  the  delay  at  each 
frequency.  As  in  the  univariate  case  the  frequency  domain 
approach  appears  more  useful  in  the  identification  of  the  linear- 
bivariate  point-process  system. 
50 2.8  SIMULATION  OF  A  FUSIM)IOR  SUBSYSTEM 
Based  on  the  solution  of  the  linear  model  in  equation 
(2.7.1),  an  analogue  computer  simulation  of  a  single  fusimotor 
subsytem  was  developed.  A  first  order  lag  without  the  time  delay, 
similar  to  that  qiven  in  (2.7.1),  is  used  to  simulate  the 
mechanical  properties  of  the  intrafusal  fibres.  Since  the  .  time 
delay  in  (2.7.1)  is  likely  to  be  dominated  by  the  conduction 
delays  of  the  fusimotor  and  Ia  pulses,  it  may  be  disregarded  when 
considering  the  mechanical  properties  of  the  intrafusal  fibres. 
The  output  of  this  section  of  the  simulation  represents  the 
strain  at  the  receptor  nerve  endings.  An  encoder  then  converts 
this  continuous  signal  into  a  spike-train  representing  the 
primary  disharge.  In  the  simulation  the  spikes  are  represented  by 
rectangular  pulses  lmsec.  wide.  A  simplified  block  diagram  of  the 
simulation  is  shown  in  figure  2.8.1.  A  constant  bias  is  added  at 
the  input  to  the  encoder  to  simulate  the  effect  of  fixed  muscle 
lemth.  The  effect  of  changing  muscle  length  can  be  simulated  by 
altering  this  bias. 
The  type  of  encoder  used  is  of  the  sigma  pulse-frequency 
modulator  type  first  suggested  by  Meyer  (1961)  and  Pavlidis  and 
Jury  (1965).  Pulse  frequency  modulators  must  observe  the  input 
signal  for  a  finite  time  before  a  pulse  can  be  emitted.  Integral 
pulse  frequency  modulation  is  the  simplest  method  of  doing  this, 
and  integrates  the  input  signal,  emitting  a  pulse  when  this 
integral  exceeds  a  fixed  threshold  level.  The  output  of  the 
integrator  is  then  reset  to  its  resting  value  and  the  process 
repeated.  The  more  general  case  of  sigma  pulse  frequency 
modulation  involves  feeding  the  input  to  the  encoder  through  a 
low-pass  filter  and  deciding  on  the  emission  of  a  pulse  when  the 
output  of  this  filter  reaches  the  threshold  level.  The  filter 
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52 output  is  similarily  reset  to  its  resting  value  as  in  integral 
pulse  frequency  malulaticr. 
Integral  pulse  frequency  modulation  can  be  described  by  the 
two  equations  : 
dp/dt  =x-r. 
s  (I  pl-r)  ,  (2.8.1) 
and 
y=8  (I  pl-r)  º  (2.8.2) 
where  x  is  the  input  to  the  modulator,  y  is  the  output,  r  is  the 
threshold  value  and  p  is  the  instantaneous  value  of  the  integral. 
The  delta  function  S(Ipl-r)=1  if  Ipj  =r,  0  otherwise.  This  term 
represents  the  resetting  of  the  integrator  in  (2.8.1),  and  the 
generation  of  an  output  spike  in  (2.8.2).  Equation  (2.8.1)  can  be 
extended  for  the  more  general  case  of  sigma  pulse  frequency 
modulation  to  give  : 
dp/dt  +  g(p)  =x-r 
S(Ipl-r).  (2.8.3) 
where  g(p)  gives  the  function  of  the  integrator  output  which  is 
fed  back  to  the  input.  In  this  simulation  a  linear  first  order 
filter  is  used,  this  has  been  found  to  give  better  agreement 
between  simulated  and  physiological  results  in  previous 
simulation  studies  (Angers  and  Delilse,  1971;  Downie  and  Murray- 
Smith,  1981).  For  a  linear  first  order  filter  then  g(p)=cp,  with 
c  °1/tm,  where  tm  is  the  time  constant  in  the  filter,  and  (2.8.3) 
can  be  written  as 
dp/dt  =  (G/tm)  x-rS  (I  pI  -r)  -  (1/tm)  p.  (2.8.4) 
where  G  is  the  gain  in  the  filter.  In  this  encoder  a  time 
constant  of  50  m  sec.  was  chosen  as  being  representitive  of  a 
53 primary  encoder  (Angers  and  Delilse,  1971;  Kroin,  1974). 
2.9  SIMULATION  RESULTS  AND  COMPARISQJ  WITH  EXPERIMENTAL  RESULTS 
Values  of  time  constant  ranging  from  5  to  50  msec.  were 
tried  in  the  linear  sub-system,  with  the  gain  in  this  sub-system 
set  equal  to  1.  The  gain  in  the  encoder  was  adjusted  to  give  a 
ratio  of  input  to  output  spikes  roughly  equal  to  1,  this  being 
similar  to  the  ratio  obtained  in  spindle  experiments  using  the 
same  random  fusimotor  stimulation.  The  simulation  was  run  in  real 
time  and  the  input  and  output  spike-trains  recorded  on  an  F.  M. 
recorder  and  digitised  in  the  same  manner  as  experimental  data. 
Fifteen  second  runs  were  generated  to  allow  a  comparison  with 
experimental  results  to  be  made. 
A 
Figure  2.9.1  shows  estimates  of  the  magnitude  of  Sl  (A)  for 
three  values  of  time  constant,  5,10,  and  20  ursec.,  in  the  linear 
subsystem,  while  figure  2.9.2  shows  the  corresponding  phase 
estimates.  The  dashed  line  in  each  of  the  gain  and  phase  plots 
shows  the  theoretical  response  for  the  transfer  function  (2.7.1), 
without  the  delay,  with  i'  set  equal  to  5,10  and  20  msec.  in 
agreement  with  the  simulation,  and  values  of  K  of  0.90,0.92,  and 
0.93  respectively.  These  theoretical  responses  are  graphed  over 
the  range  of  frequencies  for  which  the  linear  model  is  valid,  as 
given  by  the  coherence  estimate  for  each  example,  these  are  shown 
in  figure  2.9.3. 
The  results  in  figures  2.9.1  and  2.9.2  illustrate  that,  even 
although  the  output  of  the  linear  sub-system  undergoes  an 
inherently  non-linear  operation  to  generate  the  output  spike- 
train,  the  estimate  of  S1(7)  still  reflects  accurately  the 
properties  of  this  linear  sub-system.  The  coherence  estimates  in 
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Fig.  2.9.1  Gain  for  estimates  of  S1(\)  for  simulated  data, 
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57 figure  2.9.3  are  significantly  high  over  a  wide  range  of 
frequencies,  and  the  range  of  frequencies  over  which  the  linear 
model  is  valid  decreases  as  the  time  constant  in  the  linear  sub- 
section  of  the  simulation  increases.  This  may  be  related  to  the 
greater  filtering  effect  a  longer  time  constant  would  have  on  the 
input  spike-train.  Fran  the  results  in  figures  2.9.1  and  2.9.2  it 
would  appear  that  the  modulator  in  the  simulation  does  not  make 
any  contribution  to  the  linear  model  (2.4.6),  however  it  has  been 
found  that  altering  the  modulator  parameters  in  the  simulation 
results  in  changes  occurring  in  the  estimates 
so 
and  Sl(A). 
The  gain  value  used  in  the  modulator  in  the  simulations 
above  was  30.  This  was  found  to  give  a  ratio  of  output  to  input 
spikes  of  approximately  1.  The  effect  of  varying  the  modulator 
gain  from  20  to  50,  with  the  time  constant  in  the  modulator  fixed 
at  50msec.,  can  be  seen  in  figure  2.9.4.  A  fixed  value  of  lOmsec. 
was  used  for  the  time  constant  in  the  linear  section.  Figure 
2.9.4a  shows  the  estimates  of  the  magnitude  of  S1(ß)  for  gain 
values  of  20,30  and  50  in  the  modulator,  the  corresponding 
coherence  estimates  are  shown  in  figure  2.9.4b.  The  numbers  of 
output  spikes  for  these  gain  values  were  582,925,  and  1582 
respectively  giving  estimates  for  so  of  0.037,0.058,0.100.  The 
number  of  input  spikes  was  the  same  for  each  data  set,  M(R)=1008, 
with  8=15872.  The  three  gain  estimates  in  figure  2.9.4a  are  very 
similar  apart  from  having  different  D.  C.  gain  values.  In  terms  of 
the  transfer  function  (2.7.1),  values  of  K  of  0.66,0.92  and  1.51 
result  in  the  close  agreement  of  the  theoretical  response  for 
this  transfer  function  with  the  magnitude  of 
Sl(T) 
over  the 
relevant  range  of  frequencies.  This  range  of  frequencies 
increases  as  the  gain  increases,  as  shown  by  the  coherence 
estimates  in  figure  2.9.4b. 
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59 A  higher  gain  in  the  encoder  will  allow  the  filter  section 
of  the  modulator  to  rise  more  rapidly  for  a  fixed  input  level. 
This  will  result  in  the  filter  output  reaching  the  threshold 
level  in  a  shorter  time  interval,  and  accounts  for  the  larger 
number  of  output  spikes  and  the  increased  frequency  response  of 
the  simulation  with  higher  gain  values  in  the  modulator.  The 
phase  estimates  for  modulator  gains  of  20  and  50  being  very 
similar  to  the  estimate  in  figure  2.9.2b  for  a  modulator  gain  of 
30. 
Altering  the  gain  in  the  modulator  changes  the  gain  value  K 
required  to  match  the  transfer  function  (2.7.1.  )  response  with 
that  of  the  simulation,  however  the  phase  estimate  and  the 
general  shape  of  the  magnitude  of  Sl(a)  still  accurately  reflect 
the  properties  of  the  linear  sub-section  of  the  simulation.  It  is 
interesting  to  note  that  for  the  two  higher  gain  values,  30  and 
50,  the  value  of  K  calculated  for  the  solution  of  (2.7.1)  is  the 
same  as  the  ratio  of  output  to  input  spikes  for  these 
simulations.  This  was  not  found  to  be  the  general  case  with  other 
simulation  studies. 
Altering  the  time  constant  in  the  modulator  also  has  an 
effect  on  estimates  of  the  linear  model  parameters.  Only  short 
time  constants  in  the  linear  sub-section  of  the  simulation 
produced  different  results  with  diferent  modulator  time 
constants.  These  studies  use  time  constants  ranging  from  5  to  50 
ursec.  in  the  linear  sub-section,  and  only  simulations  using  a 
time  constant  of  5msec.  in  the  linear  sub-section  were  found  to 
be  affected  by  altering  the  time  constant  in  the  modulator.  The 
range  of  time  constants  tried  in  the  modulator  ranged  from  5  to 
50  msec.  The  gain  in  the  modulator  was  also  varied,  this  was 
60 required  to  maintain  the  ratio  of  output  to  input  spikes  around 
unity.  Although  the  main  object  was  to  study  the  effect  of 
varying  only  the  modulator  time  constant  it  was  decided  that  more 
physiologically  meaningful  results  would  be  obtained  if  modulator 
gain/time  constant  (Gm/tm)  pairs  were  used,  since  keeping  the 
gain  fixed  and  altering  the  time  constant  led  to  a  very  large 
variation  in  the  ratio  of  output  to  input  spikes. 
Figure  2.9.5  shows  the  gain,  phase  and  coherence  estimates 
for  Gm/tm  pairs  7/5,19/25,  and  30/50msec..  The  dashed  line  in 
the  gain  and  phase  plots  is  the  theoretical  response  of  the 
transfer  function  (2.7.1)  with  K=1  and  a  time  constant  of  5msec.. 
A 
This  solution  is  only  a  good  approximation  to  S1(2k)  for  the 
longer  modulator  time  constant,  and  as  Gm  and  tm  are  decreased 
then  Sl(a)  deviates  further  from  this  solution. 
The  effect  appears  to  give  a  broader  frequency  response  and 
introduce  extra  phase  lag  into  the  estimate  S1(2).  This  may  be 
due  to  some  interactive  effect  between  the  time  constants  in  the 
linear  section  and  the  modulator,  or  it  may  be  a  phenomenon 
caused  by  this  type  of  pulse  frequency  modulator.  The  coherence 
estimates  in  figure  2.9.5c  show  that  decreasing  Gm/tm  increases 
the  range  of  frequencies  covered  by  the  linear  model,  however 
unlike  the  above  example  the  ratio  of  output  to  input  spikes 
remains  fairly  constant  in  this  example,  with  values  of  1.06, 
1.01  and  0.86  for  the  three  Gm/tm  pairs  7/5,19/25  and  30/50 
respectively. 
When  the  time  constant  in  the  linear  dynamics  (td)  was 
increased  to  values  of  lOmsec.  and  higher,  this  effect  was  not 
present  and  the  gain  and  phase  estimates  agreed  closely  with  the 
transfer  function  (2.7.1)  using  the  value  of  td  for  i  and 
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Fig.  2.9.5  (a)  Estimates  for  gain  and 
(b)  Phase  of  S,  (A),  and 
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Theoretical  responses  are  shown  as  dashed  lines  in  (a)  and  (b). 
Dashed  line  in  (c)  indicates  the  approximate  95%  confidence 
limit. 
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62 choosing  an  appropriate  value  for  K.  All  these  simulation  studies 
had  an  output  to  input  spike  ratio  around  unity  and  it  was  found 
that  in  general  as  Gm/tm  values  increased  then  the  value  of  K 
A 
required  to  fit  the  theoretical  gain  curve  to  the  estimate  Sl(A) 
decreased.  More  specifically  for  td=l5msec.  the  value  of  K 
required  fell  from  K=1.8  for  Gm/tm  7/5  to  K=1.0  for  Gm/tm  30/50. 
For  each  value  of  td  the  phase  estimates  from  S1(ß) 
were  very 
similar  for  all  Gm/tm  pairs  tried,  and  the  range  of  frequencies 
over  which  the  coherence  estimate  was  significant  increased  as 
Gm/tm  values  decreased,  in  a  manner  similar  to  that  shown  in 
figure  2.9.5c.  Figure  2.9.6  illustrates  these  points  showing  the 
gain,  phase  and  coherence  plots  for  td  25msec.  and  the  two  Gm/tm 
pairs  9/5  and  30/50.  The  similarity  between  the  gain  and  phase 
estimates  is  apparent  for  these  two  Gm/tm  pairs  representing  the 
smallest  and  largest  values  tried. 
The  above  simulation  studies  show  that  in  general  the 
estimate  Sl(A)  reflects  the  properties  of  the  linear  sub-section 
of  the  simulation  in  agreement  with  the  transfer  function 
(2.7.1.  ).  Also  apparent  is  the  similarity  between  the  results 
from  the  simulation  and  results  from  muscle  spindle  fusimotor 
experiments. 
Figure  2.9.7  compares  the  autospectral  estimates,  (2.3.29), 
of  a  typical  fusimotor  experiment  with  a  simulated  data  set  using 
the  same  random  input.  For  this  particular  simulation  the  value 
of  td  was  50msec..  The  similarity  between  the  two  estimates 
indicates  how  accurately  the  simulation  can  model  the  behaviour 
of  a  muscle  spindle  fusimotor  sub-system.  Altering  td  in  the 
simulation  also  has  a  clear  and  consistent  effect  on  autospectral 
estimates.  Increasing  td  tends  to  increase  the  magnitude  and 
decrease  the  width  of  the  characteristic  dip  present  in  the 
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(b)  Phase  of  S1(ß),  and 
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(a)  EXPERIMENTAL  (b)  SIMULATED, autospectral  estimates  for  this  type  of  point-process  system. 
This  is  illustrated  in  figure  2.9.8  showing  autospectral 
estimates  for  values  of  td  of  5,10,  and  20  ursec..  The  changes  in 
the  range  and  magnitude  of  the  reduction  of  spectral  power  at  low 
frequencies  can  be  seen,  and  other  values  of  td  have  been  found 
to  be  consistent  with  these  findings.  The  estimate  in  figure 
2.9.8d  is  that  of  another  fusimotor  experiment  on  a  different 
spindle.  Canparirg  this  with  the  other  three  estimates  in  figure 
2.9.8  sugests  an  equivalent  linear  time  constant  of  around  10 
ursec.  in  the  simulation. 
Although  no  formal  interpretation  for  the  autospectrum  of  a 
point-process  has  been  given,  this  does  not  mean  that 
autospectral  estimates  are  not  valid  or  useful.  The  Finite 
Fourier  Transform  ,  dM(T)  (A),  of  the  process  M  (2.2.24)  can  also 
be  considered  as  the  correlation,  over  the  interval  (O,  T],  of 
sinusoids  of  frequency  iº  with  the  differential  increments  dM(t). 
The  differential  increments  will  in  practice  be  either  zero  or 
one,  and  correlation  with  a  sinusoid  of  frequency  %  will  give  an 
indication  of  the  presence  of  a  periodicity  of  this  frequency  in 
the  interval  (0,  T].  Comparison  of  autospectral  estimates  from 
different  experiments  shows  up  any  changes  that  may  have  occurred 
in  the  Ia  discharge.  A  useful  starting  point  in  determining  what 
changes  in  Ia  activity  have  occurred  from  autospectral  estimates 
has  been  the  results  from  the  simulation.  In  particular  changing 
the  value  of  td  in  the  simulation  can  account  for  the  wide  range 
of  autospectral  estimates  obtained  from  random  fusimotor 
experiments,  as  shown  by  figures  2.9.7  and  2.9.8. 
Altering  the  gain  and  time  constant  in  the  modulator  also 
has  an  effect  on  autospectral  estimates.  Increasing  the  gain  in 
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-12 the  modulator  increases  both  the  width  and  the  magnitude  of  the 
dip  in  the  auto  spectrum.  This  is  illustrated  in  figure  2.9.9 
showing  autospectral  estimates  for  three  gain  values  of  20,30  and 
50  in  the  modulator,  with  tm  50msec.,  and  td  10msec..  This  effect 
is  slightly  different  from  that  observed  in  the  results  in  figure 
-2.9.8,  in  that  increasing  the  modulator  gain  increases  both  the 
width  and  the  magnitude  of  the  dip  in  the  autospectrum,  whereas 
the  increase  in  magnitude  of  the  dip  caused  by  increasing  td  is 
accompanied  by  a  corresponding  decrease  in  the  width  of  the  dip. 
The  effect  of  varying  the  time  constant  in  the  modulator 
also  has  a  consistent  and  again  slightly  different  effect  on 
autospectral  estimates.  As  previously  explained  the  gain  in  the 
modulator  was  also  adjusted  to  keep  the  ratio  of  output  to  input 
spikes  close  to  unity.  Figure  2.9.10  shows  three  autospectral 
estimates  for  td=l0msec.  and  three  Gm/tm  pairs  9/5,12/10  and 
21/25msec..  The  effect  of  decreasing  Gm/tm  is  to  increase  the 
width  of  the  dip  in  the  autospectrum,  with  the  magnitude 
remaining  fairly  constant.  This  increase  in  width  is  accompanied 
by  a  shift  of  the  position  of  this  dip  to  lower  frequencies,  and 
an  increase  in  spectral  power  at  the  lowest  frequencies. 
As  well  as  changing  td  in  the  simulation  to  account  for  the 
range  of  experimental  results  obtained,  the  effects  of  altering 
the  modulator  parameters  can  also  be  used  to  provide  a  more 
accurate  match  between  simulated  data  and  experimental  spindle 
data.  Going  back  to  the  experimental  autospectral  estimate  in 
figure  2.9.8d,  the  position  of  the  dip  at  low  frequencies  and  the 
lack  of  any  spectral  components  above  the  asymptotic  distribution 
at  the  lowest  frequencies,  suggests  an  equivalent  time  constant 
in  the  modulator  of  around  50msec.  This  is  in  agreement  with  the 
findings  of  previous  studies  (Angers  and  Delilse,  1971;  Kroin, 
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Hz.  X10 1974).  For  this  experimental  data  set  the  numbers  of  spikes  for 
the  input  and  output  processes  were  1010  and  512  respectively, 
giving  a  ratio  of  0.51.  In  the  simulation,  using  a  time  constant 
in  the  modulator  of  50msec.,  this  ratio  is  roughly  the  same  as 
that  obtained  by  setting  the  gain  in  the  modulator  to  20. 
Therefore  for  this  experimental  data  set  the  equivalent 
simulation  parameters  would  appear  to  be  td  in  the  region  of  10 
msec.,  and  Gm/tm=20/50.  These  are  the  values  for  the  estimate  in 
figure  2.9.8b  and  comparison  of  the  two  estimates  shows  them  in 
fact  to  be  very  similar  in  the  region  outside  the  confidence 
band.  Figure  2.9.11  shows  the  gain  phase  and  coherence  estimates 
for  this  experimental  data  set.  The  dashed  line  is  the 
theoretical  response  of  the  transfer  function  (2.7.1)  with 
K=0.50,  i-9.5msec  and  a  delay  of  0  =llmsec.  This  value  of'  is 
roughly  in  agreement  with  the  value  estimated  from  the 
autospectrum. 
2.10  SUMMARY 
The  application  of  point-process  system  identification 
techniques  to  muscle  spindle  data  has  allowed  a  linear  transfer 
function  description  of  a  fusimotor  subsystem  to  be  determined. 
Time  and  frequency  domain  representations  of  this  transfer 
function  can  be  used  to  relate  activity  in  the  primary  discharge 
to  the  fusimotor  input. 
This  transfer  function  description  has  been  used  as  the 
basis  of  simulation  studies  which  have  provided  further  insight 
into  the  interpretation  of  experimental  results.  The  results  from 
this  simulation  have  shown  how  varying  the  gain  and  time  constant 
parameters  in  the  mathematical  model  of  the  simulation  may  be 
72- able  to  explain  the  variety  of  different  experimental  results 
obtained. 
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74 3.1  INrI  RUCTION 
As  well  as  treatment  of  neuronal  spike-trains  as  point- 
processes,  several  older  and  more  accepted  methods  of  spike-train 
analysis  exist.  These  generally  involve  some  form  of  pre- 
processing  of  the  spike-train  based  on  the  interspike  interval, 
or  some  function  of  this  interval.  This  is  currently  regarded  as 
one  type  of  mechanism  by  which  information  is  transmitted  in 
nervous  systems  (see  for  example  Stein,  1970).  This  chapter  will 
look  briefly  at  the  use  of  the  instantaneous  frequency  measure, 
and  will  then  consider  a  technique  where  the  spike-train  is 
filtered  to  give  a  continuous  signal  which  can  be  analysed  using 
conventional  time-series  analysis.  Comparison  with  point-process 
spectra  will  be  made  in  the  latter  case. 
One  commonly  used  method  of  analysis  is  the  instantaneous 
frequency  of  the  spike-train,  where  the  time  interval  between  a 
spike  and  a  preceeding  spike  is  inverted  to  give  a  continuous 
signal  which  changes  value  at  the  time  of  occurrence  of  each 
spike.  This  method  is  easy  to  implement,  and  has  been  used  to 
study  spindle  responses  to  ramp  stretches  (Hasan  and  Houk,  1972; 
Maclaine  et  al,  1977).  The  results  in  figures  1.3.2  and  1.3.3 
have  been  obtained  using  this  method.  However  the  instantaneous 
frequency  method  can  only  be  used  for  small  perturbations  at  the 
input,  and  if  periodic  stimuli  are  used  then  only  low  frequency 
signals  can  be  used.  At  higher  frequencies  the  number  of  spikes 
per  input  cycle  may  be  insufficient  to  obtain  any  useful 
information.  For  an  irregular  spike-train  with  large  deviations 
in  frequency  about  the  mean  value  no  simple  relationship  exists 
for  the  fluctuations  about  the  mean  interval  and  the  resulting 
instantaneous  frequency.  Since  it  is  not  certain  that  the 
information  in  a  spike-train  is  coded  as  the  instantaneous 
75 frequency,  care  must  be  exercised  if  using  instantaneous 
frequency  results  derived  fron  an  irregular  spike-train  in  system 
identification  studies. 
3.2  ANALYSIS  BASED  ON  THE  LINEAR  TRANSFORWiTICI  OF  SPIKE-TRAINS 
Conventional  spectral  analysis  requires  a  sampled-data  time 
domain  signal  with  equispaced  samples  as  the  input,  whereas  a 
point-process  representation  is  defined  as  a  series  of  events 
with  unequal  spacing.  Priestly  (1963)  suggested  a  pre-processing 
technique  using  a  linear  transformation  or  filtering  of  the 
point-process  to  provide  a  continuous  signal  suitable  for 
conventional  spectral  analysis.  He  also  recommended  the  use  of  a 
low-pass  filter  as  the  transformation,  which  would  remove 
unwanted  frequency  components  present  in  the  point-process  and 
allow  the  periodogram  of  the  spike-train  to  be  calculated  for  the 
frequency  range  of  interest. 
French  and  Holden  (1971)  extended  this  approach  and  chose 
SIN(x)/x  as  the  transformation,  this  being  the  time  domain 
response  of  an  ideal  phaseless  low  pass  filter.  The  impulse 
response  of  an  ideal  low  pass  filter  of  cut  off  frequency  Fc  is 
given  by  : 
2F 
SIN  (2  itFc(t  -  ti)  ) 
1  (3.2.1) 
21c  FC(t  -  ti) 
where  ti  is  the  time  of  occurrence  of  the  ith  spike.  If  each 
spike  at  time  ti  is  considered  as  a  delta  function  and  convolved 
with  expression  (3.2.1),  then  this  will  give  its  contribution  to 
the  output  of  the  filter.  Summation  of  (3.2.1)  over  all  the 
spikes  in  the  train  will  give  a  continuous  signal  representing 
76 the  linear  transformation  of  the  spike-train.  This  can  then  be 
sampled  at  regular  intervals  and  used  as  a  conventional  sampled- 
data  signal  for  spectral  analysis. 
The  sinc  function,  (3.2.1),  is  in  practice  non-realisable 
since  it  extends  from  -ý  to  +oc,  however  French  and  Holden 
overcome  this  problem  by  multiplying  this  infinite  time  series  by 
a  rectangular  data  window  of  unity  height  which  extends  from  t=0 
to  t-7-R,  where  R  is  the  length  of  the  spike-train.  This  operation 
convolves  each  spectral  component  with  the  sinc  function 
R  Sa(rrfR),  but  this  will  not  affect  spectral  estimates  since  the 
initial  selection  of  a  record  of  length  R  also  convolves  each 
spectral  component  with  the  same  sinc  function.  The  summation  of 
expression  (3.2.1)  is  then  of  finite  extent  and  can  be 
implemented  on  a  digital  computer. 
The  expression  for  the  implementation  of  the  French-Holden 
algorithm  is  given  by: 
2  FC 
f(j  Tf)  _  .r  i=1 
(_1)  (]+1)  SIN(21f  FC  ti) 
(j  -2  Fc  ti) 
ý  (3.2.2) 
where  Tf  is  the  French-Holden  sampling  interval  for  the  filter 
output  and  is  related  to  Fc  by  : 
Tf  =1/  2Fc,  (3.2.3) 
where  Fc  is  the  cutoff  frequency  of  the  low  pass  filter,  N  is  the 
total  number  of  spikes  in  the  spike-train,  ti  is  the  time  of 
occurrence  of  the  ith  spike,  and  j  is  the  number  of  the  sample 
being  calculated. 
Equation  (3.2.2)  is  given  in  a  paper  by  Peterka  et  al  (1974) 
concerned  with  practical  considerations  in  the  implementation  of 
the  French-Holden  algorithm  to  the  analysis  of  regularly  firing 
77 spike-trains.  The  effect  of  record  length  and  cutoff  frequency  on 
aliäsirg  are  studied  and  they  conclude  that  Fc  should  be  chosen 
to  avoid  a  major  spectral  component.  Increasing  the  record  length 
was  found  to  reduce  spectral  components  outside  the  cutoff 
frequency,  and  rejecting  the  highest  ten  frequency  components  was 
recommended  since  they  may  contain  aliasing  and  distortion 
errors. 
Several  practical  considerations  have  to  be  taken  into 
account  for  successful  implementation  of  the  French-Holden 
algorithm.  Once  the  value  of  Fc  is  chosen  it  then  effectively 
becomes  a  constant.  Therefore  SIN(27rFc  ti)  and  (2  Fc  ti)  need 
only  be  calculated  once  for  each  spike.  Two  arrays  containing  the 
values  of  these  two  expressions  for  each  spike  will  reduce  the 
calculations  involved.  If  Tf  is  chosen  according  to  equation 
(3.2.3)  then  the  period  of  oscillation  of  the  sinc  function  is 
also  Tf,  and  this  helps  to  simplify  the  expansion  of  expression 
(3.2.1) 
Since  the  magnitude  of  the  central  lobe  of  a  sinc  function 
is  much  greater  than  the  magnitude  of  the  side  lobes,  the 
contribution  to  a  sample  from  a  given  spike  will  decrease  with 
increasing  distance  from  this  sample.  Consequently  considerable 
savings  in  calculation  time  can  be  made  if  not  all  the  spikes  in 
the  spike-train  are  summed  for  each  sample. 
Two  different  versions  of  this  modification  were 
successfully  implemented.  Both  methods  first  determine  the 
nearest  spike  to  the  French-Holden  sample  being  calculated,  the 
first  algorithm  then  adds  the  contributions  to  this  sample  from  a 
user  specified  number  of  spikes  on  either  side  of  this-spike.  A 
typical  value  for  implementing  this  method  is  between  10  and  20 
78 spikes  on  each  side  of  the  nearest  spike. 
The  second  shortened  implementation  adds  contributions  to 
the  French-Holden  sample  from  alternate  positive  and  negative 
spikes  until  the  current  contribution  falls  below  a  user 
specifier]  percentage  of  the  initial  contribution  from  the  nearest 
spike.  A  typical  value  for  this  method  is  1%.  Comparing  results 
from  these  two  implementations  showed  a  negligible  difference  in 
spectral  estimates  for  a  considerable  saving  in  calculation  time. 
The  full  implementation  (summing  all  spikes  for  each  filter 
sample)  took  approximately  30  to  40  times  longer  than  the 
correspondinq  point-process  analysis,  whereas  these  two 
shortened  French-Holden  algorithms  typically  took  2  to  3  times 
longer.  Unless  stated  otherwise,  all  results  presented  have  been 
calculated  by  one  of  the  two  shortened  methods. 
The  general  form  of  the  linear  transformation  of  N(t)  can  be 
expressed  as  : 
00 
y(t)  =  w(t-u)  dN(u)  ,  (3.2.4) 
_oo 
where  w(t)  is  the  filter  function.  This  can  then  be  sampled  to 
give  regularly  spaced  samples,  yt,  and  allows  the  periodogram  of 
the  process,  I  (IL),  to  be  defined  as  : 
n-1  2 
I  (a )  =  1/24tn 
I 
yt  e  ixt) 
0,  (3.2.5) 
t=0 
where  n  is  the  total  number  of  samples.  By  splitting  the  filter 
output  into  sections  and  averaging  the  periodogram  of  each 
section  as  described  for  the  estimate  of  the  auto  spectrum  of  a 
point  process  (2.3.29),  allows  an  estimate  for  the  auto  spectrum 
of  the  filtered  spike-train  to  be  constructed,  and  this  is  given 
in  (3.2.6). 
79  . K 
f  (A)  =  1/K  I 
(1)  P)  (3.2.6) 
i=1 
where  1(')  (a)  is  the  periodogram  of  the  ith  disjoint  section  of 
the  filter  output.  Direct  comparison  of  the  auto  spectrum 
estimate  using  point-process  and  French-Holden  methods  can  be 
made  if  the  number  of  samples  and  the  sampling  interval  in  each 
periodogram  segment  are  equated  for  the  two  different  methods  The 
spectral  resolution  will  then  be  the  same  for  each  method. 
3.3  EXAMPLES  OF  SPECTRA  OF  FILTERED  SPIKE-TRAINS  AND  OOMPARISON 
WITH  POINT-PROCESS  SPECTRA 
Figure  3.3.1  shows  the  estimate  (3.2.6)  of  the  output  auto 
spectrum  of  the  same  experiment  used  in  figure  2.6.3a  (random 
fusimotor  stimulus  with  muscle  held  at  fixed  length).  Figure 
3.3.1a  is  the  French-Holden  estimate,  while  Figure  3.3.1b  is  the 
point-process  estimate  shown  again  for  comparison.  For  the  point- 
process  analysis  use  of  lmsec.  time  increments  gives  an 
equivalent  Nyquist  frequency  of  500Hz..  The  frequency  Fc  for  the 
filter  was  chosen  to  be  499  Hz..  The  reason  for  not  choosing 
500Hz.  will  be  explained  below.  Figure  3.3.1  shows  that  the  two 
spectra  are  almost  identical. 
The  statistical  properties  of  the  point-process 
representation  are  known  for  spike-trains  with  a  Poisson 
distribution,  and  this  allows  the  asymptotic  distribution  for  the 
autospectral  estimates  to  be  determined  as  shown  in  section  2.3. 
The  effect  of  the  French-Holden  transformation  on  these 
properties  is  not  known,  thus  the  asymptotic.  distribution  cannot 
be  estimated  from  the  statistical  properties. 
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Fig.  3.3.1  (a)  Estimate  of  output  auto  spectrum  (3.2.6)  for 
filtered  spike-train  from  random  fusimotor  input  experiment. 
Fc=499Hz. 
(b)  Corresponding  point-process  estimate  (2.3.29),  T=256,  with 
asymptotic  distribution  and  confidence  band. 
(c)  Figure  3.3.1a  with  estimate  of  asymptotic  distribution  using 
Olhsen's  method.  Solid.  1ines  indicate  95%  confidence  band 
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44  ý  _. Olhsen  (1967)  gives  a  general  method  where  the  expected 
value  of  a  periodogram  may  be  determined  and  states  the  corAition 
for  convergence  of  I(?  )  to  this  value,  thus  allowing  the 
asymptotic  distribution  to  be  determined.  This  method  involves 
taking  the  average  of  the  periodogram  ordinates  after  the  filter 
output  has  been  transformed  to  the  frequency  domain.  Since  this 
method  of  determining  the  asymptotic  distribution  of  the  spectra 
is  based  on  averaqing  of  the  periodogram  ordinates,  it  is  only  of 
use  when  small  deviations  from  the  mean  value  occur.  This  is  what 
happens  in  figure  3.3.1.  However  in  other  examples,  especially 
with  lower  values  of  Fc,  where  significant  deviation  from  the 
mean  value  occurs  over  a  wider  range  of  frequencies,  then  this 
method  has  been  found  to  give  innaccurate  estimates  of  the 
asymptotic  distribution.  This  procedure  should  therefore  be  used 
with  caution,  but  in  figure  3.3.1  it  does  help  with 
interpretation  and  comparison  of  the  different  methods  of 
estimating  the  auto  spectrum.  Figure  3.3.1c  shows  the  auto 
spectrum  of  figure  3.3.1a  with  this  new  value  plotted  and  also 
with  the  95%  confidence  limits,  which  are  determined,  as  in 
section  2.3,  by  the  smoothing  weights  used  in  the  periodogram. 
Figure's  3.3.1b  and  3.3.1c  show  the  two  estimates  to  be 
almost  identical,  illustrating  the  equivalence  of  the  two  methods 
if  the  correct  parameters  are  chosen  for  the  French-Holden 
filter.  Figure  3.3.2a  shows  the  actual  filter  output  for  a 
section  of  the  spike-train.  Figure  3.3.2b  shows  the  filter  output 
for  this  section  when  FC  249  Hz..  The  shape  of  the  sinc  function 
can  clearly  be  seen  in  both  examples  with  the  period  of 
oscillation  of  the  sinc  function  in  figure  3.3.2b  being  twice 
that  of  figure  3.3.2a. 
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Fig.  3.3.2  (a)  Section  of  French-Holden  filter  output  with 
FC=499  Hz.  for  a  section  of  the  primary  discharge.  Ia  spike-train 
shown  inset. 
(b)  Filter  output  for  same  section  with  Fc=249  Hz..  Ia  spike- 
train  shown  inset. 
83 Altering  the  value  of  Fc  will  also  change  the  value  of  Tf, 
according  to  equation  (3.2.3).  The  chosen  value  of  FC  should  be 
less  than  the  Nyquist  frequency  of  the  original  data  set,  since  a 
hiqher  value  would  result  in  the  re-sampling  of  this  data  using  a 
smaller  interval  than  was  originally  used.  Values  of  Fc  should 
therefore  be  chosen  to  be  higher  than  any  major  spectral 
components  in  the  data  set,  but  below  the  Nyquist  frequency  of 
the  original  sampling  period.  If  Ts  is  the  original  sampling 
period  then  this  frequency  is  given  by  : 
Fn  =1/  2Ts  .  (3.3.1) 
The  total  number  of  valid  samples  which  the  filtering 
algorithm  can  generate  is  related  to  the  filter  sampling  period 
Tf..  For  a  spike-train  of  length  R  only  R/Tf  filter  samples  should 
be  calculated  usinq  the  algorithm.  This  number  will  always  be 
less  than  the  original  number  of  samples  in  the  spike-train 
(T/Ts).  For  good  spectral  estimates  the  maximum  number  of  filter 
samples  possible  should  be  used. 
The  value  of  filter  sampling  interval,  Tf,  along  with  the 
number  of  periodogram  samDles  will  define  the  resolution  of  the 
spectral  estimates.  Figures  3.3.3.  a  and  3.3.3b  show  estimates  of 
the  output  auto-spectrum  of  the  example  of  figure  2.6.3c  (random 
fusimotor  input  and  random  length  stimulus).  Figure  3.3.3a  is  the 
point  process  estimate  with  the  periodogram  length  doubled  to 
T=512,  giving  a  spectral  resolution  of  approximately  2  Hz..  A 
value  of  Fc  of  250  Hz.  will  allow  direct  comparison  of  the  two 
methods.  As  in  figure  3.3.1  the  similarity  of  the  two  estimates 
is  apparent,  sowing  that  the  two  methods  are  equivalent  for  the 
parameters  chosen. 
84 x1e-1  ,, 
V 
a 
cc 
15 
R 
w 
C 
0 
xie-1  (b) 
44- 
42- 
'10- 
38- 
36- 
31- 
32 
p  30 
28 
26 
248  12  16  2 
Hz.  X101 
X10-1 
48  (C) 
461 
cc  38- 
36- 
034- 
m 
32  "' 
0  30 
24. 
22 
1....... 
048  12  16  20 
H  Z.  X101 
Fig.  3.3.3  (a)  Point-process  spectral  estimate  (2.3.29),  T=512, 
for  primary  discharge  with  random  fusimotor  stimulation  and 
random  length  disturbance  applied. 
(b)  Estimate  of  autospectrum  (3.2.6)  for  filtered  spike-train 
with  Fc=249  Hz.. 
(c)  Estimate  of  autospectrum  (3.2.6)  for  filtered  spike-train 
with  Fc  250  Hz.. 
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Hz.  X101 3.4  SENSITIVITY  OF  FRENCH-HOLDEN  FILTER  TO  CUT-OFF  FREQUENCY 
The  value  of  Fc  used  for  the  estimate  in  figure  3.3.3b  was 
not  250Hz.  as  suggested  above,  but  was  chosen  as  249Hz..  Figure 
3.3.3c  shows  the  autospectrum  estimate  obtained  when  a  value  of 
250Hz.  is  used  in  the  filter.  This  estimate  is  almost  completely 
flat  and  does  not  shows  the  expected  deviation  from  its  mean  at 
lower  frequencies.  The  reason  for  this  can  be  explained  by 
considering  the  French-Holden  algorithm.  Firstly  we  consider  the 
result  of  equation  (3.2.2)  when  the  French-Holden  filter  sample 
occurs  at  the  same  time  as  a  spike.  Since  the  spike  time  is 
specified  by  an  integer  number  of  a  sampling  period,  Ts,  then  : 
ti=jTf=kTT,  (3.4.1) 
where  j  is  the  number  of  the  French-Holden  sample  being 
calculated  and  k  is  an  integer  specifying  the  spike  time. 
Considering  the  two  terms  in  (3.2.2)  along  with  (3.2.3)  gives  : 
2  Fc  ti  =  j,  (3.4.2) 
SIN(21  FF  ti)  =  SIN(jm  =0  and  (3.4.3) 
j-2  Fc  ti  =  0.  (3.4.4) 
Therefore  whenever  a  French-Holden  filter  sample  occurs  at 
the  same  time  as  a  spike  then  the  contribution  from  this  spike  to 
that  filter  sample  cannot  be  determined.  Since  the  period  of 
oscillation  of  the  sinc  function  is  the  same  as  the  filter 
sampling  interval  then  this  spike  will  also  have  zero 
contribution  to  any  other  sample  in  the  filter.  More  generally  if 
the  relationship  between  Tf  and  TS  can  be  written  as  : 
Tf  =  m1n  TS  or  alternatively  _  n/m  n,  (3.4.5) 
86 where  m  and  n  are  both  integers  and  Fn  is  the  Nyquist  frequency 
of  the  original  data  set,  then  from  (3.2.3)  and  (3.4.2)  : 
SIN(21rFc  ti)  =  SIN(7rnk/m),  (3.4.6) 
where  k  is  the  integer  specifying  the  time  of  the  ith  spike.  If 
nk/m  is  an  integer  then  equation  (3.4.6)  equates  to  zero*  and  it 
can  be  deduced  that  the  filter  sample  has  coincided  with  a  spike 
and  therefore  its  contribution  to  the  filter  output  cannot  be 
evaluated.  If  this  particular  condition  occurs  frequently  enough 
while  filtering  a  spike-train,  then  the  filter  output  will  not 
accurately  represent  the  data  set  and  this  will  be  reflected  in 
any  spectral  estimates  as  shown  by  figure  3.3.3c. 
The  example  in  figure  3.3.3c  is  a  particular  case  of 
equation  (3.4.5)  where  n=1  and  m=2,  giving  SIN  (2  7r  Fc  ti) 
=sIId(irk/2).  Therefore  if  k  is  even  this  expression  equals  zero 
and  the  contribution  from  this  spike  to  the  filter  output  will  be 
lost.  For  the  data  sets  being  used  here,  which  have  a  Poisson 
distribution  of  spike  times,  then  the  probability  of  k  being  even 
will  be  approximately  1/2.  Therefore  roughly  1/2  the  spikes  will 
not  be  correctly  filtered  and  this  is  reflected  in  the  spectral 
estimate  shown  in  figure  3.3.3.  c. 
one  reason  for  this  problem  may  be  that  although  each  spike 
is  specified  as  a  multiple  of  a  sampling  period,  Ts,  it  is 
treated  as  a  delta  function  at  the  start  of  the  interval  by  the 
algorithm.  Any  filter  sample  which  then  occurs  in  this  sampling 
bin,  because  of  this  delta  function,  cannot  be  evaluated.  This 
may  be  overcome  by  reducing  the  original  sampling  interval,  Ts, 
but  the  digitised  spike-train  will  always  be  specified  as  an 
integer  multiple  of  some  sampling  period.  Reduction  of  Ts  may  not 
87 always  be  possible  and  if  it  is  reduced  sufficiently  so  that  it 
is  smaller  than  the  width  of  the  action-potentials  being 
digitised  then  the  shape  of  these  spikes  may  affect  spectral 
estimates.  Since  the  point-process  analysis  is  based  on 
differential  increments  dN(t),  the  above  problem  is  not 
encountered,  and  lmsec.  sampling  when  digitising.  neuromuscular 
data  has  been  found  to  provide  satisfactory  results  for  the 
point-process  case.  Priestly  (1963)  suggests  that  a  point-process 
has  an  infinite  frequency  range,  but  in  practice  a  finite 
sampling  period  is  used  to  digitise  a  spike-train.  If  this 
interval  is  chosen  so  that  not  more  than  one  spike  occurs  in  each 
bin,  then  no  aliasing  will  be  present,  and  the  digitised  spike- 
train  will  now  have  a  finite  Nyquist  frequency  as  defined  in 
equation  (3.3.1). 
By  careful  choice  of  Fc,  this  problem  in  the  French-Holden 
algorithm  may  be  overcome  as  shown  by  the  example  in  figure 
3.3.3.  For  an  Fc  of  250Hz.  then  every  spike  which  has  an  even 
value  of  k  will  not  be  correctly  filtered,  however  if  Fc  is 
reduced  to  249Hz.  then  only  those  spikes  where  k  is  a  multiple  of 
250  will  not  be  filtered.  This  represents  less  than  3%  of  all 
spikes  in  a  typical  data  set  and  as  can  be  seen  from  figure 
3.3.3b  this  effect  can  be  considered  as  negligible. 
3.5  AN  ALTERNATIVE  NE'PHOD  OF  FILTERING  A  SPIKE-TRAIN 
Christakos  et  al  (1984)  suggest  use  of  a  low  pass  filter 
where  the  new  sampling  interval  is  always  an  integer  multiple  of 
the  original  sampling  interval.  Equation  (3.2.3)  can  then  be 
extended  to  c=l/2mTs  where  Tf  =uTs.  The  implementation  suggested 
by  Christakos  et  al  is  slightly  different  fron  the  French-Holden 
algorithm.  The  sine  function  which  is  convolved  with  each  spike 
88 and  does  the  filtering  is  calculated  once  at  multiples  of  Ts  and 
stored  in  an  array.  Each  time  sample  will  fall  on  one  of  these 
sinc  samples  at  Ts.  This  method  is  a  special  case  of  the  more 
general  method  suggested  by  French  and  Holden.  It  may  be  useful 
if  the  condition  above,  where  the  new  sampling  interval  is  an 
exact  multiple  of  the  original  interval,  has  to  be  satisfied 
because  this  condition  can  lead  to  problems  in  the  French-Holden 
implementation.  This  method  must  always  use  a  truncated  sinc 
function,  due  to  storage  limitations.  The  effects  of  this 
truncation  on  spectral  estimates  are  not  known.  This  problem  is 
not  present  if  the  full  French  Holden  implementation  is  used. 
3.6  CONCLUSIONS  AND  RECOM  KATIONS 
Peterka  et  al  (1974)  consider  aliasing  for  periodic  spike- 
trains  and  recommend  the  rejection  of  the  ten  highest  spectral 
components.  The  effect  of  varying  Fc  for  the  broad-band  spectral 
estimates  being  considered  here  is  shown  in  figure  3.6.1.  The 
same  data  set  as  was  used  in  figure  3.3.3  is  used  here  with 
cutoff  frequencies  of  249,149,  and  49  Hz.  used,  the  latter  being 
within  the  area  where  the  system  still  has  an  effect  on  the 
output.  To  achieve  these  results  Tf  is  held  constant  and  Fc 
varied  independently.  This  requires  the  full  implementation  using 
both  COS  and  SIN  terms  in  the  expansion  of  expression  (3.2.1). 
Figure  3.6.1a  demonstrates  the  very  sharp  cut-off  obtained  when 
usirq  the  French-Holden  low  pass  filter,  arr3  shows  also  that  the 
final  residual  asymptotic  value  is  reached  within  a  few  ordinates 
of  the  cut-off  frequency.  Comparing  the  ratios  of  the  final 
asymptotic  values  with  that  for  Fc=249  Hz.  gives  values  of  1/4000 
and  1/100  respectively.  Figure  3.6.1b  is  an  expanded  diagram  of 
￿ 
89 the  area  of  interest.  Although  the  value  of  Fc  is  different  the 
threes  traces  are  very  similar  in  spectral  content,  showing  that 
varying  Fc  does  not  introduce  any  distortion  into  these 
estimates.  The  two  recommendations  made  by  Peterka  et  al  about 
the  choice  of  Fc  near  a  spectral  component  and  rejection  of  the 
ten  highest  spectral  ordinates  would  appear,  from  figure  3.6.1, 
not  to  be  relevant  in  the  case  of  broad-band  spectra. 
Fc  should  be  chosen  to  be  above  any  frequency  components  of 
interest  and  below  the  Nyquist  frequency  of  the  original  data 
set.  However  figure  3.6.1  indicates  that  aliasing  should  not  be  a 
problem  if  Fc  is  chosen  within  the  spectral  range  of  the  system. 
Any  proposed  choice  of  Fc  (and  thus  Tf)  should  therefore  be 
related  to  the  original  sampling  period  Ts,  since  it  has  been 
shown  how  poor  results  can  be  obtained  if  this  point  is 
neglected. 
The  output  of  the  French-Holden  filter  is  a  series  of 
equispaced  samples  which  can  be  considered  as  a  conventional 
time-series.  Thus  the  periodogram  of  this  series  (3.2.5)  at  a 
frequency  ý  can  be  interpreted  as  being  proportional  to  the 
squared  amplitude  of  a  sinusoidal  component  of  the  same  frequency 
in  the  filtered  spike-train.  The  similarity  between  the  spectral 
estimates  in  figures  3.3.1a  and  3.3.1b  and  figures  3.3.3a  and 
3.3.3b  show  that,  apart  from  a  constant  term,  the  distribution  of 
the  spectral  power  is  the  same  over  the  range  of  interest  in  each 
example.  This  constant  offset  may  be  due  to  the  transfer 
function  of  the  French-Holden  filter,  which  in  the  frequency 
domain  will  be  a  constant  rectangular  function.  The  periodogram 
of  a  point-process  representation  of  a  spike-train  and  the 
periodogram  of  a  filtered  spike  train  extract  similar  information 
from  the  data,  illustrating  the  equivalence  of  the  two  methods  if 
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Fig.  3.6.1  (a)  Effect  of  varying  filter  cut-off  frequency  on 
autospectral  estimates  of  filtered  spike-train  for  random 
fusimotor  and  random  length  disturbance.  F=  249,149  and  49  Hz. 
(b)  Enlargement  of  3.6.1(a) 
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91 the  spike-train  is  correctly  filtered. 
The  French-Holden  algorithm  can  be  used  to  reconstruct  a 
data  set  by  filtering  and  using  a  larger  sampling  interval.  This 
will  give  increased  frequency  resolution  at  a  cost  of  less  data 
points  available  for  the  analysis,  and  this  in  turn  will  lead  to 
more  noisy  spectral  estimates  due  to  having  fewer  periodograms  to 
average.  A  similar  effect  can  be  obtained  with  the  point-process 
analysis  by  increasing  the  length  of  each  periodogram  in  the 
estimate.  Thus  an  increase  in  the  length  of  the  data  set  is 
required  to  increase  the  frequency  resolution  without  degrading 
the  quality  of  the  spectral  estimates  in  both  the  point-process 
and  French-Holden  analysis. 
The  computational  time  to  implement  the  full  French-Holden 
algorithm  (summing  every  spike  for  each  sample)  is  very  long  when 
compared  with  the  point-process  spectral  estimates.  If  only  the 
most  relevant  spikes  for  each  sample  are  used,  large  savings  can 
be  made  in  computational  time.  Even  this  would  make  it  a 
difficult  process  to  implement  on-line,  requiring  low  spike  rates 
and  a  small  number  of  filter  samples.  The  effect  on  spectral 
estimates  of  not  summing  all  the  spikes  is  not  known,  but  from 
comparisons  made  with  point-process  spectra,  differences  appear 
to  be  very  small  and  occur  only  at  frequencies  above  450Hz.  which 
is  outside  the  area  of  interest. 
Initial  studies  using  periodic  data  showed  that  French- 
Holden  filtering  is  a  useful  technique  for  regularly  firing 
spike-trains  and  data  sets  with  strong  periodicities,  providing  a 
useful  means  of  data  compression.  Fewer  filter  samples  are 
required  to  give  good  autospectral  estimates  and  in  some  cases 
the  method  can  be  quicker  than  the  corresponding  point-process 
analysis.  However  this  is  only  true  for  periodic  spike-trains, 
92 the  more  general  broad-band  nature  of  other  data  sets  requiring 
the  maximum  possible  number  of  filter  samples  to  achieve 
comparable  results  with  point  process  spectra. 
The  French-Holden  spectral  estimates  do  not  appear  to  yield 
any  more  information  when  compared  with  the  point-process 
estimates.  This  factor,  when  combined  with  the  extra 
computational  load,  the  sensitivity  to  the  choice  of  Fc,  and  the 
lack  of  simple  statistical  properties  for  the  French-Holden 
method  recommends  the  point-process  approach  for  spectral 
estimates  of  neuronal  spike-trains. 
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Having  shown  in  chapter  three  the  advantage  of  the  point- 
process  approach,  in  terms  of  computational  load  and  statistical 
properties,  over  the  more  conventional  filtering  and  sampled  data 
techniques,  in  the  analysis  of  spike-train  data,  other  uses  of 
stochastic  point-process  parameters  will  now  be  studied.  As  well 
as  the  specific  case  of  system  identification,  point-process 
parameters  can  also  be  used  in  the  analysis  of  general 
neurophysiological  spike-train  data.  In  particular  the  detection 
of  a  connection  between  two  neuronal  spike-trains  will  be 
discussed,  along  with  the  detection  of  single  frequencies  in  a 
point-process  representation  of  spike-train  data.  A  method  for 
the  study  of  connections  between  multiple  spike-trains  will  be 
introduced.  The  study  of  the  muscle  spindle  response  to  a 
particular  type  of  fusimotor  input  will  be  used  to  demonstrate 
the  speed  with  which  results  can  be  obtained  from  a  single 
experiment  by  probing  a  point-process  system  with  a  Poisson 
spike-train  and  using  point-process  parameters  to  analyse  the 
results. 
4.2  MEASURES  OF  ASSOCIATION  BETWEEN  SPIKE-TRAINS 
A  common  problem  encountered  in  physiology  is  the  detection 
of  functional  connections  between  pairs  of  neurones.  This  occurs 
in  many  different  experimental  studies  and  can  be  considered  as 
the  measurement  of  the  degree  of  association  between  two  point- 
processes.  Unlike  the  identification  procedure  introduced  in 
chapter  2,  the  two  spike-trains  will  not  in  general  be  the  input 
and  output  for  a  particular  element  of  the  neuromuscular  system, 
but  will  be  two  neuronal  discharges  recorded  simultaneously 
during  an  experiment.  The  problem  is  the  detection  of  any 
,.  95 connection  between  the  two  neurones  and  the  determination  of  the 
strength  of  this  connection.  Measures  of  association  have  been 
proposed  in  both  the  time  and  frequency  domain. 
In  the  time  domain  the  most  commonly  used  measure  of 
association  is  the  peristimulus  time  histogram  (PSTH)  which  is 
widely  used  by  physiologists  (see  for  example,  Bryant  et  al, 
1973;  Ellaway  et  al,  1976  and  Kirkwood,  1979  ).  For  two  point- 
processes  M  and  N  this  is  the  same  as  the  histogram  estimate 
J  M(u)  in  equation  (2.3.8).  However  this  quantity  on  its  own 
should  not  be  used  since,  from  equation  (2.3.9)  it  is  a  biased 
estimate  of  the  second  order  cross-product  density.  Comparison 
between  two  PSTH  estimates  with  either  different  record  lengths 
or  bin  widths  will  not  be  possible.  Instead  of  using  the  PSTH, 
the  normalised  estimate  (2.3.11)  of  the  cross-intensity  function 
will  be  used  allowing  comparison  between  different  estimates. 
Using  the  expression  (2.3.21)  for  the  variance  of  the  square  root 
of  this  estimate  to  construct  confidence  intervals  as  explained 
in  section  2.3  will  allow  any  dependence  to  be  shown  by  deviation 
outside  these  limits.  Dependence  of  one  process  upon  another  at 
positive  or  negative  lag  values  will  indicate  the  direction  of 
the  coupling  between  the  neurones. 
Two  alternative  measures  of  association,  one  in  the 
frequency  domain,  and  one  in  the  time  domain,  have  also  been 
proposed.  In  the  time  domain,  the  cusum  (cumulative  sum 
technique)  has  been  used  to  detect  changes  in  the  mean  level  of 
the  PSTH  which  may  be  obscured  by  background  fluctuations 
(Ellaway,  1977).  The  cusum  is  formed  directly  from  the  PSTH  as 
the  sum  of  the  deviations  of  the  count  in  each  bin  of  the 
estimate  J  (uff)  from  the  mean  level.  This  can  be  expressed  as  : 
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j=1 
where  the  mean  level,  m,  can  be  approximated  from  the  expected 
value  of  the  estimate  JNM  (uff)  in  (2.3.9),  and  asymptotic 
distribution  (2.3.14)  as  : 
A 
Pn  h  M(R),  (4.2.2) 
where  R  is  the  record  length,  and  h  is  the  bin  width.  An 
expression  for  the  variance  can  be  constructed  based  on  the 
assumption  of  a  Poisson  distribution  of  counts  in  a  control 
period  of  n  counts  (i.  e.  n  negative  lag  values  in  JNM(uj))  and  is 
written  as  (Ellaway  et  al,  1983)  : 
Var(  Si  }=  i/n  (i-n)  m  for  i>n, 
Var{  Si  }=  i/n  (n-i)  m  for  i<n,  (4.2.3) 
where  m  is  defined  in  (4.2.2).  This  will  allow  95%  confidence 
intervals  to  be  constructed  for  the  cusum  estimate  (4.2.1)  by 
adding  ±  1.96  standard  deviations  to  the  null  value  zero.  Taking 
m  to  be  equal  to  the  asymptotic  distribution  of  the  PSTH  gives  a 
cusum  of  zero  slope.  Any  dependence  of  one  process  upon  another 
will  be  indicated  by  a  change  of  slope  in  the  cusum  leading  to  a 
deviation  outside  the  confidence  limits.  A  positive  slope  will 
indicate  a  facilitation  effect,  a  negative  slope  will  indicate  an 
anti-facilitation  or  inhibitory  effect  of  one  process  upon 
another. 
In  the  frequency  domain,  the  coherence  can  be  used  to 
determine  if  there  is  a  linear  dependence  of  one  process  upon 
another  (Brillinger  et  all  1976).  The  coherence  is  defined  in 
(2.4.10),  and  an  estimate  is  given  in  (2.5.10).  Instead  of 
looking  for  a  broad  range  of  significant  values  to  indicate  the 
97 validity  of  the  linear  model,  a  significant  coherence  value  at  a 
single  frequency  will  indicate  coupling  between  the  processes  at 
that  frequency.  The  coherence  also  has  the  advantage  that  the 
strength  of  coupling  can  be  determined  on  an  absolute  scale  from 
zero  to  one,  with  zero  occurring  in  the  case  of  independence. 
Directional  information  can  be  obtained  from  the  phase  of  the 
cross-spectrum  estimate  (2.3.31),  and  this  can  be  used  to 
estimate  the  time  delay  between  the  two  processes  at  each 
frequency  which  has  a  significant  coherence  value.  The 
coherence,  like  the  cusum,  is  also  derivable  from  the  PSTH  if  the 
spectral  estimates  are  considered  in  terms  of  the  Fourier 
transform  of  the  auto-  and  cross-covariance  density  functions. 
These  three  methods  will  be  applied  to  the  same  data  set  in 
order  to  determine  the  relative  merits  of  each  estimate.  In 
particular  varying  the  length  of  record  used  will  allow  the 
sensitivity  of  each  measure  to  be  determined,  along  with  the 
minimum  record  length  required  to  detect  coupling  between  spike- 
trains.  The  data  set  consists  of  60  seconds  of  signals  recorded 
from  two  spontaneously  firing  fusimotor  neurones.  The  PSTH,  cusum 
and  coherence  were  estimated  for  records  of  length  10,15,30  and 
60  seconds  from  this  data  set.  Figures  4.2.1,4.2.2  and  4.2.3 
show  the  PSZH  (normalised  to  form  the  cross-intensity  function), 
cusum  and  coherence  estimates  for  each  record  length 
respectively.  The  cusum  is  more  sensitive  than  the  PSTH,  although 
the  coherence  is  more  sensitive  than  either  of  these  two 
measures.  The  coherence  can  detect  coupling  with  records  as  short 
as,  10  seconds,  whereas  the  two  time  domain  measures  require 
approximately  60  seconds  to  detect  a  connection  between  the 
neurones. 
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Fig.  4.2.1  Cross-intensity  estimate  (2.3.11)  for  two 
spontaneously  firing  fusimotor  neurones  using  record  length  of 
(a)  10, 
(b)  15, 
(c)  30  and 
(d)  60  seconds. 
Dashed  lines  show  estimate  of  asymptotic  distribution,  solid 
lines  indicate  approximate  95%  confidence  band. 
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(c)  30  and 
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Fig.  4.2.3  Coherence  estimate  (2.5.10)  for  two 
spontaneously  firing  fusimotor  neurones  using  record  length  of 
(a)  10, 
(b)  15, 
(c)  30  an 
(d)  60  seconds. 
Dashed  lines  indicate  approximate  95%  confidence  limit. 
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Hz.  X101  Hz.  X101 This  increased  sensitivity  is  especially  useful  when  dealing 
with  physiological  systems,  since  stationarity  is  an  important 
consideration,  and  one  method  of  overcoming  this  problem  is  to 
use  shorter  record  lengths.  This  can  be  illustrated  with  another 
example  using  a  data  set  recorded  from  two  different  fusimotor 
neurones  and  which  was  subsequently  found  to  contain  a  non- 
stationarity.  Sixty  seconds  of  data  was  recorded  and  split  into 
consecutive  15  second  segments.  The  cusum  and  coherence  for  each 
segment  were  estimated  and  are  shown  in  figures  4.2.4  and  4.2.5 
respectively.  The  cusum  estimates  are  all  very  similar,  but  the 
coherence  estimates  have  clear  differences  in  the  areas  of 
significance,  due  to  the  non-stationarity  in  the  data. 
The  increased  sensitivity,  along  with  the  absolute  scale  of 
measurement,  of  the  coherence  compared  to  the  time  domain 
measures  recommends  the  use  of  the  coherence  to  determine  the 
presence  and  strength  of  any  coupling  between  spike-trains. 
4.3  DETECTICE  OF  SINGLE  FREQUENCIES  IN  POINT-PROCESS  DATA 
As  well  as  the  measurement  of  association  between  spike- 
trains,  the  coherence  can  also  be  used  to  detect  coupling  at 
single  frequencies.  This  is  particularly  useful  if  an  external 
signal  consisting  of  a  single  fixed  frequency  is  being  applied  to 
the  system.  The  problem  then  becomes  the  detection  of  a  single 
fixed  tone  in  a  point-process  representation  of  a  spike-train, 
and  since  this  will  be  indicated  by  isolated  peaks  in  the 
spectral  estimates  then  the  question  of  frequency  resolution  must 
be  considered.  Previous  spectral  estimates  have  been  based  on  the 
periodogram  of  a  point-process  (2.3.29)  and  (2.3.31),  and  have 
used  a  periodogram  length  of  256  or  512  samples.  The  minimum 
frequency  which  the  periodogram  can  resolve,  which  is  also  the 
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Fig.  4.2.4  Cusum  estimate  (4.2.1)  for  two  spontaneously  firing 
fusimotor  neurones  containing  non-stationarity  and  estimated  from 
(a)  0  to  15, 
(b)  15  to  30, 
(c)  30  to  45  and 
(d)  45  to  60  seconds. 
Solid  lines  indicate  approximate  95%  confidence  band. 
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Fig.  4.2.5  Coherence  estimate  (2.5.10)  for  two  spontaneously 
firing  fusimotor  neurones  containing  non-stationarity  and 
estimated  from 
(a)  0  to  15, 
(b)  15  to  30, 
(c)  30  to  45  and 
(d)  45  to  60  seconds. 
Dashed  lines  indicate  approximate  95%  confidence  limit. 
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Hz.  Xi  l  Hz.  X10, frequency  resolution  of  the  estimate,  is  given  by  : 
fr  =  1/T  TS,  (4.3.1) 
where  T  is  the  number  of  samples  in  the  periodogram  and  Ts  is  the 
sampling  interval  used  to  convert  the  spike-train  to  a  point- 
process,  lmsec..  Using  these  values  gives  a  frequency  resolution 
of  3.9  Hz.  for  T=256.  The  frequency  resolution  can  be  altered  by 
changing  the  periodogram  length  in  the  estimates  (2.3.29)  and 
(2.3.31),  and  the  resolution  will  change  according  to  (4.3.1). 
To  study  the  effect  of  resolution  on  point-process  spectral 
estimates  a  data  set  has  been  analysed  at  different  values  of 
resolution.  The  data  consists  of  60  seconds  of  signals  recorded 
from  two  spontaneously  discharging  neurones,  with  a  mechanical 
vibration  signal  of  approximately  30  Hz.  applied  externally  to 
the  skin  close  to  the  region  where  the  recording  was  made.  The 
objectives  here  were  to  determine  if  the  vibration  signal  could 
be  detected  in  the  spectral  estimates,  '  and  if  the  single 
frequency  of  the  vibration  could  be  resolved.  Figure  4.3.1  shows 
coherence  estimates  for  the  two  spike-trains  using  periodogram 
lengths  of,  256,512,  and  1024  in  the  spectral  estimates  (2.3.29) 
and  (2.3.31).  This  gives  a  spectral  resolution  of  3.9,2.0  and 
1.0  Hz.  respectively.  The  coherence  estimates  in  figures  4.3.1a 
and  4.3.1b  do  indicate  coupling  in  the  region  of  30  Hz.,  but  the 
nature  of  these  peaks  does  not  suggest  that  this  is  due  to 
coupling  at  a  single  frequency.  The  estimate  in  figure  4.3.1c  has 
a  sharp  peak  indicating  significant  coupling  between  the  neurones 
at  this  single  frequency,  as  well  as  weaker  coupling  over  a 
broader  range  of  lower  frequencies.  The  frequency  of  this 
coupling  is  32  Hz.,  and  this  can  also  be  detected  in  the 
autospectra  of  the  individual  spike-trains.  Figure  4.3.1d  shows 
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Fig.  4.3.1  Coherence  estimate  (2.5.10)  for  two  spontaneously 
firing  neuronal  discharges  subject  to  mechanical  vibration  with 
R=60000,  and  (a)  T=256, 
(b)  T=512  and 
(c)  T=1024  in  spectral  estimates  (2.3.29)  and  (2.3.31).  Dashed 
lines  indicate  approximate  95%  confidence  limit. 
(d)  autospectral  estimate  (2.3.29)  with  T=1024.  Dashed  line 
indicates  asymptotic  distribution,  solid  lines  95%  confidence 
band. 
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Hz.  X101 the  autospectral  estimate  of  one  of  the  discharges  and  again  the 
peak  at  32  Hz.  can  be  seen  indicating  the  presence  of  a  strong 
periodicity  at  this  frequency. 
This  example  illustrates  that  detetction  of  single  tones  in 
point-process  spectral  estimates  requires  a  frequency  resolution 
of  around  1.0  Hz..  As  a  consequence  of  increasing  the  periodogram 
length,  the  value  of  K  in  equation  (2.3.28)  decreases  resulting 
in  fewer  periodograms  to  average  to  form  spectral  estimates  and 
leading  to  larger  variances  and  noisier  estimates.  Shorter  record 
lengths  also  lead  to  smaller  values  of  K,  and  for  a  periodogram 
length  of  1024  samples  approximately  60  seconds  of  data  is  needed 
to  produce  sufficient  smoothing  in  the  spectral  estimates.  If  the 
data  set  is  shorter  than  this,  then  other  forms  of  smoothing, 
such  as  Hanning,  may  be  required,  but  these  tend  to  decrease  the 
ability  to  resolve  single  frequencies  out  of  the  spectral 
estimates. 
Although  the  coherence  can  detect  coupling,  it  does  not  give 
any  indication  of  whether  this  coupling  is  due  to  the  effect  of 
a  common  input,  which  is  the  case  here.  To  determine  whether 
apparent  coupling  between  neurones  is  due  to  an  actual 
connection,  or  due  to  the  effect  of  a  common  input,  a  measure 
called  the  Partial  Coherence  must  be  used. 
4.4  PARTIAL  OOHEREN  E 
Partial  Coherence  deals  with  three  simultaneously  recorded 
spike-trains,  A,  B  and  C  (Brillinger  1975b,  c;  Brillinger  et  al 
1976).  If  the  normal  coherence  estimates  show  that  there  is  a 
connection  between  A  and  B,  A  and  C  and  between  B  and  C,  then  in 
some  circumstances  it  may  be  of  physiological  significance  to 
107 determine  if  B  and  C  are  truly  connected  by  some  mechanism,  or 
whether  the  observed  connection  is  due  wholly  or  in  part  to  the 
common  influence  of  spike-train  A.  Using  Nb  and  Nc  to  denote  the 
differential  counting  increments  of  processes  B  and  C 
respectively,  this  relationship  between  A,  B  and  C  can  be  written 
as  : 
Nb  =  Nbb  +  Nba 
Nc  =  Ncc  +  Nca  (4.4.1) 
where  the  increments  Nba  in  process  B  and  Nca  in  process  C  have  a 
common  dependence  on  the  process  A,  and  the  pair  Nth  and  Ncc  are 
independent  of  the  increments  Nba  and  Nca  and  of  the  process  A. 
The  coherence  between  the  increments  Nbb  and  Ncc  is  defined  as 
(Brillinger,  1975b)  : 
(  Rbc  R 
ab 
R 
ac 
ab(  1- 
(A) 
I 
Il2  )(  1- 
ac 
IR  I2 
(4.4.2) 
I. 
c2 
this  is  also  krown  as  the  partial  coherence  between  the  processes 
B  and  C,  which  statistically  subtracts  out  any  common  effect  due 
to  process  A.  The  frequency  index  in  the  R.  H.  S.  of  (4.4.2)  has 
been  missed  out,  and  all  the  terms  are  formed  by  combinations  of 
the  normal  coherence  estimates,  or  the  square  root  of  these 
estimates,  between  the  processes  A,  B  and  C.  The  partial 
coherence  is  estimated  by  substituting  estimates  (2.5.10)  of  the 
normal  coherence  into  expression  (4.4.2). 
The  partial  coherence,  -like  the  normal  coherence,  has  values 
between  zero  and  one,  with  zero  occurring  when  the  apparent 
connection  between  processes  B  and  C  is  through  the  increments 
Nba  and  Nca.  Partial  coherence  provides  a  powerful  tool  for  the 
analysis  of  multiple  spike-trains,  since  it  allows  models  of 
108 interconnectivity  within  elements  of  the  neuromuscular  system  to 
be  built  up.  This  leads  to  a  greater  understanding  of  how 
communications  pathways  are  formed.  Several  data  sets  will  be 
used  to  demonstrate  the  use  of  the  partial  coherence  function. 
The  first  example  uses  two  data  sets  recorded  from 
discharging  neurones  in  the  common  leech  (Hirudo  Medicinalis). 
Three  neurones  in  close  proximity  were  isolated  and  two 
recordings  made.  The  first  of  these  is  a  record  of  the 
spontaneous  activity,  the  second  record  is  of  the  discharges  when 
random  pulses  were  injected  into  the  nerve  cell  body.  These 
records  are  30  and  60  seconds  long  respectively  giving  three  and 
four  spike-trains  to  analyse  using  coherence  and  partial 
coherence  techniques.  The  three  outputs  will  be  called  processes 
1,2  and  3,  and  the  input  in  the  second  record  will  be  called 
process  0.  Figure  4.4.1  shrews  estimates  of  the  coherence  between 
each  of  the  three  spontaneous  spike-trains.  Clearly  from  this 
figure  no  connection  exists  between  any  of  these  neurones,  so 
partial  coherence  analysis  is  not  required  in  this  case. 
Stimulation  with  the  random  input  pulses  changes  this 
situation  however,  as  the  three  plots  in  figure  4.4.2  illustrate. 
These  are  the  coherence  estimates  for  the  same  three  pairs,  and 
all  now  exhibit  a  weak  coupling  at  low  frequencies,  showing  that 
the  current  pulses  have  an  effect  on  the  three  discharges.  Since 
there  is  now  an  apparent  connection  between  the  outputs,  it  might 
be  assumed  that  there  will  now  be  some  coupling  between  the  input 
and  the  three  outputs.  The  coherence  estimates  for  the  three 
possible  connections  between  the  input  and  each  of  the  outputs 
are,  shown  in  figure  4.4.3.  These  estimates  show  that  there  is  no 
connection  between  the  input  and  any  of  the  outputs.  Thus  it  can 
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Fig.  4.4.1  Coherence  estimates  (2.5.10)  for  three  spontaneously 
discharging  neurones  (processes  1,2  and  3).  R=30000,  T=512  in 
(2.3.29)  and  (2.3.31). 
(a)  Coherence  estimate  between  processes  1  and  2, 
(b)  1  and  3  and 
'(c)  2  and  3. 
Dashed  line  indicates  approximate  95%  confidence  limit. 
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Fig.  4.4.2  Coherence  estimates  (2.5.10)  for  three  spontaneously 
discharging  neurones  (processes  1,2  and  3)  in  presence  of  random 
input  (process  0).  R=60000,  T=1024  in  (2.3.29)  and  (2.3.31). 
(a)  Coherence,  estimate  between  processes  1  and  2, 
(b)  1  and  3  and 
(c)  2  and  3. 
Dashed  line  indicates  approximate  95%  confidence  limit. 
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Fig.  4.4.3  Coherence  estimates  (2.5.10)  for  three  spontaneously 
discharging  neurones  (processes  1,2  and  3)  in  presence  of  random 
input  (process  0).  R=60000,  T=1024  in  (2.3.29)  and  (2.3.31). 
(a)  Coherence  estimate  between  processes  0  and  1, 
(b)  0  and  2  and 
(c)  0  and  3. 
Dashed  line  indicates  approximate  95%  confidence  limit. 
112 be  concluded  that  the  effect  of  the  input  is  to  form  a  connection 
between  each  of  the  three  output  pairs  of  neurones.  This  is  as 
far  as  the  analysis  can  be  taken  using  conventional  coherence 
techniques,  any  further  analysis  of  the  connections  between  the 
three  neurones  requires  the  use  of  partial  coherence  estimates. 
There  are  two  sets  of  partial  coherence  estimates  that  could 
be  considered  here.  These  are  the  partial  coherences  between  each 
of  the  three  possible  pairs  of  outputs  treating  either  the  input 
or  the  third  output  as  the  common  factor  in  each  case.  Since 
there  is  no  connection  between  the  input  and  any  of  the  outputs, 
then  it  would  be  surprising  if  the  partial  coherence  estimates 
which  treat  the  input  as  the  common  influence  are  different  from 
the  three  coherence  estimates  in  figure  4.4.3.  This  was  found  to 
be  the  case,  and  each  of  the  three  partial  coherence  estimates 
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are  identical  to  the  corresponding 
coherence  estimates  in  figure  4.4.3  indicating  that  the  coupling 
between  each  of  the  output  pairs  is  not  due  to  the  common 
influence  of  the  input. 
The  other  set  of  partial  coherence  estimates  are  shown  in 
figure  4.4.4,  and  from  these  it  can  be  concluded  that,  in  the 
presence  of  the  input,  the  coupling  between  processes  1  and  2  is 
entirely  due  to  the  common  effect  of  process  3,  and  the  coupling 
between  processes  1  and  3  and  processes  2  and  3  is  due  only  in 
part  to  the  common  effect  of  process  2  and  process  1 
respectively. 
Although  no  direct  connection  is  formed  between  the  input 
and  the  outputs,  in  the  presence  of  the  input,  connections  are 
formed  between  all  of  the  three  output  process  pairs.  These 
connections  can  be  accounted  for  in  part  by  the  common  effect  of 
the  third  output  in  two  of  the  three  cases,  in  the  third  case  the 
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Fig.  4.4.4  Partial  coherence  estimates  (4.4.2)  for  three 
spontaneously  discharging  neurones  (processes  1,2  and  3)  in 
presence  of  random  input  (process  0).  R=60000,  T=1024  in  (2.3.29) 
and  (2.3.31). 
(a)  Partial  Coherence  estimate  between  processes  1  and  2/  (3), 
(b)  l  and  3/  (2)  and 
(c)  2  and  3/  (1). 
Dashed  line  indicates  approximate  95%  confidence  limit. 
114 apparent  connection  is  due  entirely  to  the  common  influence  of 
the  third  output  spike-train.  These  conclusions  could  not  have 
been  reached  without  the  use  of  partial  coherence  functions. 
The  second  example  illustrating  the  use  of  partial  coherence 
uses  a  data  set  from  a  single  muscle  spindle,  where  both  the 
primary  and  secondary  discharges  were  available.  The  spontaneous 
activity  in  each  neurone  was  recorded,  and  then  a  random 
fusimotor  input  applied  and  the  resultant  primary  and  secondary 
responses  recorded.  No  connection  between  the  primary  and 
secondary  existed  during  the  spontaneous  activity  as  revealed  by 
the  coherence.  Applying  the  fusimotor  input  showed  that  there 
were  connections  between  that  input  and  primary,  between  that 
input  and  secondary  and  between  primary  and  secondary.  The 
coherence  estimates  for  these  are  shown  in  figure  4.4.5.  Further 
analysis  of  these  apparent  connections  requires  the  use  of 
partial  coherence,  and  the  relevant  estimates  are  shown  in  figure 
4.4.6.  From  these  it  can  be  deduced  that  a  connection  exists 
between  the  fusimotor  and  the  primary,  however  the  apparent 
coupling  between  input  and  secondary  is  due  almost  entirely  to 
the  common  effect  of  the  primary.  This  is  surprising,  since  it 
indicates  that  the  apparent  coupling  between  the  input  and  one 
output  is  due  to  the  common  effect  of  the  second  output.  The 
third  partial  coherence  estimate  in  figure  4.4.6c  shows  that  the 
coupling  between  primary  and  secondary  is  partly  due  to  the 
common  effect  of  the  fusimotor  input,  and  partly  due  to  a  weak 
connection  between  the  two  outputs.  This  weak  connection  is 
caused  by  the  application  of  the  fusimotor  input,  but  is  not  due 
to  the  common  effect  of  this  input. 
The  conclusions  reached  about  these  two  examples  could  not 
have  been  obtained  without  the  use  of  partial  coherence 
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Hz.  X10 functions,  and  both  clearly  illustrate  the  usefulness  of  this 
technique  in  the  analysis  of  multiple  spike-trains. 
4.5  PHASE-LACKING  OF  MJSCLE  SPINDLES 
One  important  feature  of  the  spindle  response  to  a  fusimotor 
input  is  a  phase-locking  type  phenomenon  (Brown  et  al,  1965). 
This  occurs  when  a  periodic  spike-train  stimulus  is  applied,  and 
in  certain  cases  a  fixed  relationship  between  the  pulse  frequency 
of  the  fusimotor  input  and  the  primary  discharge  exists.  This 
effect  is  known  as  driving  and  the  simplest  case  of  this  occurs 
when  each  input  pulse  produces  one  output  pulse,  and  a  slight 
change  in  input  pulse  frequency  results  in  the  output  following 
this  change.  This  particular  case  is  known  as  one-to-one  driving. 
Driving  has  been  found  to  be  dependent  on  the  type  of  fusimotor 
input,  and  the  muscle  length  (Boyd  et  al,  1977;  Dutia  et  al 
1977).  In  general  dynamic  gamma  inputs  do  not  drive,  whereas 
static  gamma  fusimotor  inputs  may  produce  driving  in  the  primary 
discharge. 
A  block  diagram  of  the  fusimotor  innervation  of  a  single 
spindle  is  illustrated  in  figure  4.5.1a.  The  situation  being 
considered  here  is  that  of  a  single  gamma  static  input  and  the 
primary  output  with  the  parent  muscle  held  at  fixed  length.  The 
input  stimulus  used  to  test  for  driving  is  a  frequency  ramp, 
where  a  spike-train  of  linearly  increasing  instantaneous 
frequency  is  applied  to  the  fusimotor  input.  The  frequency  plot 
of  a  typical  ramp  input  is  shown  in  figure  4.5.1b.  Figure  4.5.2 
shows  this  ramp  input  with  the  expected  response  for  two 
different  fusimotor  inputs  superimposed.  These  are  represented  by 
the  broken  lines  and  the  range  over  which  one-to-one  driving 
occurs  is  shown  by  the  region  where  the  instantaneous  frequency 
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120 of  the  primary  follows  the  ramp  input.  The  typical  chain  fibre 
response  exhibits  driving  over  a  much  wider  range  of  pulse 
frequencies  than  the  static  bag  fibre,  and  it  is  thought  that 
this  may  be  due  to  the  different  mechanical  properties  of  these 
intrafusal  fibres. 
The  simulation  introduced  in  section  2.8  has  also  been 
tested  with  a  ramp  input  for  the  presence  of  driving.  Different 
values  of  time  constant  were  tried  in  the  linear  dynamics  as  well 
as  different  modulator  parameters.  Both  of  these  were  found  to 
affect  the  ability  of  the  simulation  to  exhibit  one-to-one 
driving,  and  the  range  of  frequencies  of  this  driving. 
If  the  time  constant  in  the  linear  dynamics,  td,  is  chosen 
so  that  the  simulation  exhibits  one-to-one  driving  over  a 
particular  range  of  frequencies,  then  the  effect  of  increasing  td 
is  to  decrease  the  range  of  frequencies  over  which  driving  will 
occur.  This  effect  can  be  seen  in  figure  4.5.3  which  plots  the 
upper  and  lower  limits  of  the  one-to-one  driving  range  in  pulses 
per  second  against  the  value  of  td  in  the  simulation.  These 
limits  are  plotted  for  four  values  of  modulator  gain  (Gm),  29  to 
32,  with  the  modulator  time  constant  (tm)  fixed  at  50  msec.  As  td 
increases  the  upper  and  lower  limits  become  closer  to  each  other 
indicating  a  reduced  range  of  driving.  For  the  two  gain  values  29 
and  30  the  upper  and  lower  limits  merge  with  each  other,  this 
point  represents  the  maximum  value  of  td  which  will  allow  one-to- 
one  driving  for  these  values  of  Gm.  This  value  is  approximately 
5/6  ursec.  for  Gm  29,  and  21/22  ursec.  for  Gm  30.  These  values,  do 
however,  depend  on  other  factors  such  as  the  value  of  tm  and  the 
bias  added  to  the  encoder  to  represent  the  constant  length 
signal. 
In  these  simulations  no  bias  was  used.  The  effect  of  adding 
121 X101 
35_ 
3 
2 
2 
U 
N 
N 
a) 
to 
a1 
td  X101 
Fig.  4.5.3  Range  of  one-to-one  driving  measured  on  simulation 
and:  plotted  as  a  function  of  time  constant  in  linear  dynamics  for 
modulator  gains  of  29,30,31  and  32.  Modulator  time  constant 
fixed  at  50  ursec.. 
122 a  bias  to  the  encoder  is  to  lower  the  gain  required  for  driving 
to  occur  over  the  same  range,  for  fixed  td  and  tm.  The  results  in 
figure  4.5.3  suggest  that  the  range  of  driving  is  very  sensitive 
to  the  gain  used  in  the  encoder  section.  This  sensitivity  can  be 
seen  in  the  figure  4.5.4  showing  the  upper  and  lower  limits  of 
the  range  of  one-to-one  driving  against  the  value  of  Gm.  Three 
values  of  td  were  used,  5,10  and  15  ursec.  and  the  results  are 
plotted  for  two  values  of  tm,  25  and  50  m  sec..  The  range  of 
driving  is  given  by  the  range  of  frequencies  enclosed  to  the 
right  of  each  curve,  the  region  to  the  left  indicates  the  gain 
values  over  which  no  driving  occurs.  A  small  increase  in  gain 
leads  to  a  large  increase  in  the  range  of  driving  showing  the 
sensitivity  of  driving  to  modulator  gain.  The  effect  of 
decreasing  tm  is  to  shift  the  set  of  curves  to  lower  gain  values, 
and  this  is  similar  to  the  effect  of  introducing  a  bias  into  the 
encoder.  These  results  shrew  that  one-to-one  driving  is  in  fact  a 
property  of  this  particular  pulse  frequency  modulation  system, 
and  that  driving  is  not  a  phenomenon  peculiar  to  the 
physiological  system  being  studied. 
Adjusting  the  simulation  parameters  allows  the  simulation  to 
exhibit  one-to-one  driving  over  a  similar  range  to  that  measured 
experimentally  using  a  static  fusimotor  input.  Figure  4.5.5 
compares  the  simulation  response  with  that  of  a  typical  spindle 
response  to  the  same  fusimotor  ramp  input.  A  bias  was  added  to 
the  encoder  input  giving  a  spontaneous  rate  of  19  pulses/sec.. 
The  modulator  parameters  were  tm=25msec-.,  and  Gm=10,  with 
td=5msec..  The  simulation  exhibits  driving  over  a  similarily 
limited  range  as  the  experimental  response. 
Although  driving  is  thought  to  be  closely  associated  with 
the  properties  of  the  non-linear  encoder  (Downie  and  Murray- 
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124 Smith,  1981),  these  simulation  results  show  that  altering  the 
time  constant  in  the  linear  dynamics  also  has  a  significant 
effect  on  the  ability  of  the  simulation  to  drive.  The  linear 
point-process  model,  (2.4.6),  is  also  greatly  influenced  by  this 
parameter,  and  driving  effects  can  be  detected  in  the  linear 
point-process  model  parameters. 
Using  the  same  simulation  which  produced  the  results  in 
figure  4.5.5b,  the  response  of  this  simulation  to  a  random  spike- 
train  input  was  recorded.  The  first  order  filter  in  the  encoder 
was  replaced  by  a  pure  integrator,  since  it  has  been  shown  that 
integral  pulse  frequency  modulators  (I.  P.  F.  M)  do  not  exhibit  any 
driving  effects  (Downie  and  Murray-Smith,  1981).  The  gain  in  the 
integrator  was  adjusted  to  give  a  comparable  number  of  output 
spikes  in  response  to  the  random  input. 
The  coherence  function  was  estimated  for  each  simulation, 
and  the  two  estimates  are  shown  in  figure  4.5.6.  The  range  of 
driving  for  the  first  simulation  is  from  51  to  94  pulses/sec.. 
The  correspnding  frequencies  in  cycles/sec.  are  marked  by  arrows 
in  the  plot.  The  estimate  for  the  sigma  P.  F.  M.  simulation  has 
higher  coherence  values  over  this  range  than  the  corresponding 
I.  P.  F.  M  simulation.  The  two  estimates  are  similar  in  nature 
outside  this  frequency  range  and  this  suggests  that  it  is  the 
driving  effects  of  the  sigma  P.  F.  M  simulation  which  is  causing 
the  increased  dependence  of  thetl`output  spike-train  upon  the  input 
over  this  frequency  range.  The  results  in  figure  4.5.6  show  how 
the  linear  point-process  model  can-account  accurately  for  the 
spindle  response  to  a  fusimotor  input  over  a  wide  range  of 
frequencies,  including  effects  which  were  previously  thought  to 
be  due  to  the  non-linear  behaviour  of  the  encoder. 
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In  this  chapter  it  has  been  shown  that  the  use  of  the  point- 
process  parameters  introduced  in  chapter  two  is  not  restricted 
purely  to  system  identification  techniques,  but  may  also  be  used 
in  the  analysis  of  more  general  neurophysiological  spike-train 
data.  In  section  4.2  the  increased  sensitivity  of  the  coherence 
function  compared  with  more  conventional  time  domain  measures  was 
demonstrated  when  detecting  connections  between  neurones,  and 
section  4.3  illustrated  the  ability  of  the  coherence  concept  to 
resolve  individual  harmonic  components  in  spike-trains.  The 
extension  of  the  coherence  to  deal  with  multiple  spike-trains  in 
section  4.4  indicates  that  the  point-process  approach  is  a  very 
powerful  technique  in  the  analysis  of  several  simultaneous  spike- 
trains  allowing  a  model  of  the  connections  formed  between 
discharging  neurones  to  be  built  up.  This  may  be  used  to  provide 
information  about  how  communications  pathways  are  formed  within 
nervous  systems. 
Finally,  the  analysis  of  driving  effects  in  section  4.5 
showed  the  value  of  using  the  coherence  functions.  By  probing  the 
simulation  with  a  Poisson  spike-train  the  range  of  one-to-one 
driving  was  detected  from  two  16  second  experiments,  as  opposed 
to  a  fixed  frequency  trial  and  error  approach,  requiring  many 
repetitions,  to  determine  the  range  of  one-to-one  driving. 
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129 5.1  INTRODUCTION 
The  definitions  of  stochastic  point-process  parameters  in 
chapter  two  can  all  be  extended  to  include  higher  order 
parameters.  These  allow  non-linear  effects  due  to  interactions 
between  two  or  more  spikes  in  the  time  domain,  or  two  or  more 
periodicities  in  the  frequency  domain,  to  be  looked  at.  The 
quadratic  point-process  model  can  be  solved  in  terms  of  these 
parameters  allowing  the  second  kernel  to  be  estimated. 
This  chapter  will  give  definitions  and  estimates  for  higher 
order  point-process  parameters.  The  quadratic  point-process  model 
will  be  defined  for  one  and  two  spike-train  inputs,  along  with 
estimates  in  the  time  and  frequency  domain  for  the  second  kernel. 
These  estimates  will  be  applied  to  data  sets  obtained  from  the 
muscle  spindle  using  stimulation  of  one  and  two  fusimotor  inputs. 
In  this  way  the  linear  model  introduced  in  chapter  two  will  be 
extended  to  look  at  interactive  effects  within  the  muscle 
spindle. 
5.2  HIGHER  ORDER  POINT-PROCESS  PARAMETERS 
5.2a  Time  Domain  parameters 
In  the  time  domain,  expressions  for  the  third  order  product 
density,  conditional  intensity,  and  cumulant  density  functions 
can  be  obtained  by  extending  the  definitions  in  section  2.2a 
(Brillinger,  1972,1975b).  The  third  order  product  density 
Pnmm(u,  v)  for  the  orderly  bivariate  point-processes  M  and  N  is 
defined  as  : 
E(  dN(t+u)  dM(t+v)  dM(t)  }=  Pmm  (u,  v)  du  dv  at,  (5.2.1) 
and  this  may  be  interpreted  as  the  probability  of  : 
130 {N  pt  in  (t+u,  t+u+du],  M  pt  in  (t+v,  t+v+dv]  &M  pt  in  (t,  t+dt]  ) 
(5.2.2) 
giving  a  probabalistic  measure  of  the  occurrence  of  an  N  event  u 
and  u-v  time  units  after  two  previous  M  events.  This  situation  is 
shown  diagramatically  in  figure  5.2.1. 
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Fig.  5.2.1  Diagramatic  representation  of  P 
=(u,  v). 
The  third  order  product  density  for  the  univariate  process  M 
can  be  defined  and  interpreted  by  equating  the  processes  M  and  N 
in  (5.2.1)  and  (5.2.2).  For  three  stationary  and  orderly 
processes  A,  B  and  C,  Pabc(u,  v)  is  defined  as  in  (5.2.1)  by 
considering  the  expected  value  of  the  product  of  the  increments 
dA(t+u),  dB(t+v)  and  dC(t).  The  interpretation  of  Pabc(u,  v)  is 
similar  to  (5.2.2)  except  that  the  events  at  time  t  and  t+u  are 
from  different  processes.  This  product  density  can  be  used  to 
look  at  the  interactive  effects  of  two  point-processes  B  and  C 
upon  a  third  process  A. 
The  mixing  condition  allows  an  asymptotic  distribution  for 
P  (u,  v)  to  be  defined  as  (Brillinger,  1975d)  :  abc 
lim 
u4co 
Pabc(u,  v)  =  Pa  Pbc  (v)  .  (5.2.3) 
Expression  (5.2.1) 
_ 
can  be  extended  to  define  the  kth  order 
131 product  density  Pal... 
ak(u1'"''uk-1) 
between  processes  A1...  Ak 
as  (Brillinger,  1975d)  : 
E{  dA1(t+ul) 
...  d-1(t+uk-1)  dAk(t)  } 
=  Pal... 
ak(ul,...,  uk-1) 
. 
dul...  duk-1  dt.  (5.2.4) 
The  interpretation  of  this  expression  can  be  obtained  by  the 
expansion  of  (5.2.2),  and  allows  the  interactive  effects  of  k-1 
processes  upon  another  process  to  be  studied. 
The  third  order  conditional  intensity  between  processes  M 
and  N,  m(u,  v),  is  defined  as  (Rigas,  1983,  ch4)  : 
E{  dN(t+u)  1  M(t)=1  and  M(t+v)=1  }=m 
, mm(uev) 
du,  (5.2.5) 
and  using  the  rules  of  conditional  probability  this  may  be 
written  as  : 
m  nan(ufv)  =P.  (uºv)  /  r(u-v)  Pm"  (5.2.6) 
If  M  is  a  Poisson  process  then  this  expression  can  be  simplified 
to  (Rigas,  1983,  ch4)  : 
m 
rin(ulv)  =P  (uºv)  /  Pm  "  (5.2.7) 
An  interpretation  is  given  in  (5.2.8),  and  figure  5.2.1  can  be 
referred  to  for  a  diagramatic  interpretation. 
Prob{  N  pt  in  (t+u,  t+u+du) 
IM 
events  at  t  and  t+v  )  (5.2.8) 
Here  we  are  considering  the  conditional  probability  of  an  N  event 
occurring  at  time  t+u  given  that  two  M  events  have  occurred  at 
times  t  and  t+v.  Depending  on  the  number  of  point  processes  being 
considered  then  (5.2.5)  *and  (5.2.8)  can  also  be  defined'  for  the 
univariate  and  trivariate  'cases.  An  expression  for  the  asymptotic 
132 distribution  of  (5.2.7)  follows  directly  fron  (5.2.3)  arr3  is  : 
Iim 
oomnnn 
(u,  v)  =  mm  (v)  .  (5.2.9) 
If  M  and  N  are  the  input  and  output  of  a  point-process  system 
respectively,  then  this  conditional  intensity  function  can  be 
used  to  determine  the  interactive  effects  of  two  input  events  at 
times  t  and  t+v  on  the  rate  of  the  output  process  N  at  time  t+u. 
A  different  conditional  intensity  function  may  be  used  to 
look  at  the  interactive  effects  of  one  output  and  one  input  event 
on  the  rate  of  the  output  process.  This  is  provided  by  m  (u  IV)  ,  nrun 
which  considers  the  effect  of  an  M  spike  at  time  t  and  and  N 
spike  at  time  t+v  upon  subsequent  output  events  in  process  N  at 
time  t+u. 
The  third  order  cumulant  density  function,  9nmm(u,  v),  is 
defined  as  (Brillinger,  1975b)  : 
cum(  dN(t+u)  ,  dN(t+v)  ,  dM(t)  }=q.  (U,  v)  du  dv  at.  (5.2.10) 
This  measures  the  statistical  dependence  of  the  increments  dM(t), 
dM(t+v)  and  dN(t+u)  and  9nmm(u,  v)  can  be  defined  in  terms  of 
product  density  functions  as  (Brillinger,  1975d)  : 
q,  (u,  v)  =P  (u,  v)-Pm(u-v)Pu  Pnm  (u)Pm-Pnn  (v)PI+2Pný  20 
rmm 
(5.2.11) 
The  mixing  condition  can  be  used  to  define  the  asymptotic 
distribution  of  (5.2.11)  and  gives  (Brillinger,  1975d)  : 
lim 
v-+ooqnirm 
(u,  v)  =  0.  (5.2.12) 
The  general  expression  for  the  cumulant  function  of  order  k, 
9al...  ak(ul'*'*'uk-1)'  can  be  written  in  a  manner  similar  to 
(5.2.10)  as  (Brillinger,  1975d)  : 
133 cum{  dAI(t+u1).  ...,  dAk_1(t+uk-1)"  dAk(t)  } 
=E{  [dA1(t+u1)-Paldu1]  ...  [dAk(t)-Pakdt]  } 
9al... 
ak(ul,  "".,  uk_1)  dul...  duk_1  dt.  (5.2.13) 
This  cumulant  density  can  be  used  to  determine  if  there  is  a 
statistical  dependence  between  k  differential  increments  and 
(5.2.13)  subtracts  out  lower  order  effects  by  considering  the 
expected  value  of  the  product  of  the  k  increments  with  the  mean 
rate  of  each  process  subtracted  from  each  increment.  If  one  of 
the  k  differential  increments  is  not  dependent  on  the  k-1  other 
increments  then  the  cumulant  will  be  zero.  For  three  processes  A, 
B  and  C  the  cumulant  density  can  be  expressed  as  : 
gabc(u,  v)  =  Pabc  (u,  v)-Pab  (u-v)  Pc-Pac  (u)Pb  Pbc  (v)Pa+2PaPbPc  I 
(5.2.14) 
and  in  the  reverse  direction  as  : 
Pabc(u'v)  -  gabc(u'v)+qab(u-v)qc+qac(u)gb+qbc(v)9a+qa%gc' 
(5.2.15) 
Expressions  for  the  relationship  between  cumulant  density 
and  product  density  functions  of  order  k  are  given  in  Kuznetsov 
and  Stratonovich  (1965),  and  Brillinger  (1972).  Kuznetsov  et  al 
(1965)  describe  the  relationship  between  moment  functions  and 
correlation  functions  for  random  functions.  For  stochastic  point 
processes,  product  density  functions  can  be  considered  analogous 
to  moment  functions  and  cumulative  density,  functions  analogous  to 
correlation  functions.  Cumulant  density  functions  are  useful 
measures  on  their  own  since  they  provide  a  measure  of  joint 
statistical  dependence  between  point-processes. 
5.2b  Frequency  Domain  Parameters 
As  in  the  second  order  case  all  higher  order  point-process 
134 spectra  can  be  defined  indirectly  in  terms  of  the  Fourier 
transform  of  the  cumulant  density  functions,  or  directly  in  terms 
of  the  higher  order  periodogram  which  is  based  upon  the  finite 
Fourier  transform  of  the  differential  increments  of  a  segment  of 
the  process. 
Considering  the  indirect  method  first,  the  third  order 
cumulant  spectrum  of  the  process  M,  fmmm(A  p)  is  defined  as  : 
(211)  2f 
(2  9u)  =  gm  +e 
i7ºu%m(u)  du  +e  9`'u%m(u)  du 
+ 
ýe_i>U. 
)U(u)du  ei  (ilu+  v) 
ý 
/K  q,.  (u,  v)dudv.  (5.2.16) 
For  two  time  series  X  and  Y,  a  useful  measure  of  quadratic 
non-linear  dependence  is  the  Cross  Bi-Spectrum  fxxyQý  (Tick, 
1961).  The  analogy  of  this  in  the  bivariate  point-process  case  is 
the  quantity  fmmn(a￿w,  and  this  is  defined  as  : 
(217)2  f1(71  p)  =e 
i(A  )u  (u)  du  +  e7' 
(ýu+  )qff 
m 
%ý  (u,  v)  duäv, 
(5.2.17) 
and  gives  a  measure  of  quadratic  non-linear  dependence  of  the 
process  N  upon  the  process  M  at  frequencies  ?  and  .  If  the  third 
order  cum  ulant  point-process  spectrum  is  defined  for  three 
separate  processes  A,  B  and  C,  then  (5.2.17)  can  be  further 
simplified  to 
(2102  fabc(A  =e 
i(AU+/  V)gabC(u, 
v)dudv.  (5.2.18) 
Expressions  (5.2.16),  (5.2.17)  and  (5.2.18)  can  be  found  in 
Brillinger  (1975d),  along  with  the  inverse  relationships  which 
define  the  cumulant  density  functions  in  terms  of  the  inverse 
Fourier  transforms  of  the,  cumulant  spectra.  The  general 
relationship  between  cumulant  density  functions  of  order  k  and 
cumulant  spectra  of  order  k  can  be  four  in  Brillinger  (1972). 
135 If  the  process  M  is  Poisson  then  expression  (5.2.16) 
simplifies  to  (2102  fmmm  O/,  L)  =  qm.  This  can  be  used  to  construct 
an  asymptotic  distribution  for  (5.2.16)  of: 
lim 
ýiýf(aýc)  =  Pm  /  (21) 
2. 
(5.2.19) 
A  deviation  from  this  value  will  indicate  non-linear  effects  due 
to  a  non-Poisson  process. 
Higher  order  point-process  spectra  can  also  be  defined 
directly  by  forming  complex  products  of  the  finite  Fourier 
transform  of  the  differential  increments.  For  a  segment  of  the 
process  M  of  length  T  this  is  termed  dM(T)  (71),  and  is  defined  in 
(2.2.24).  The  third  order  periodogram  of  the  process  M  is  then 
defined  as  (Brillinger,  1972)  : 
Imo)  1/(21()2T  dM(T)  (71)  dM 
(T)  (T) 
(il+ý,  (5.2.20) 
where  the  overbar  indicates  a  complex  conjugate  quantity. 
Expression  (5.2.20)  is  analogous  to  the  higher  order  periodograms 
considered  in  Brillinger  and  Rosenblatt  (1967a,  b)  for  ordinary 
time-series.  The  corresponding  definition  for  the  periodogram  of 
order  k  of  a  point  process  can  be  found  in  Brillinger  (1972)  and 
is  written  as  : 
k 
Ial 
**. 
)ak 
l'  ..., 
71k)  _  (2m'k+l  T1  'T'daj  (T)  (Ai)  ,  (5.2.21) 
k 
j=1 
where  =  0. 
For  the  bivariate  case  the  third  order  periodogram  between 
processes  M  and  N  can  be  defined  as  : 
Imo)  (a.  [)  =  1/(21T)  2T  dM(T)  (A)  dM(T)  )  dN(T)  (2+  ).  (5.2.22) 
The  third  order  periodogram  can  be  defined  for  three  separate 
136 point-processes  by  direct  extension  of  (5.2.20)  and  (5.2.22).  As 
in  the  second  order  case,  in  general  the  kth  order  periodogram 
will  not  provide  a  consistent  estimate  of  the  kth  order  spectrum 
and  will  require  further  smoothing  (Brillinger  and  Rosenblatt, 
1967a,  b;  Brillinger  1972). 
5.3  ESTIMATES  OF  HIGHER  ORDER  POINT-PROCESS  PARAMETERS 
This  section  will  consider  estimates  of  the  higher  order 
parameters  defined  in  section  5.2. 
5.3a  Estimates  of  time  domain  parameters 
Estimates  of  third  order  intensity  and  density  functions  are 
all  based  on  a  histogram  like  counting  variate  similar  to  that 
defined  in  (2.3.8)  for  the  second  order  case.  For  three  point- 
processes  A,  B  ard  C  this  is  called  J  (u,  v)  and  is  defined  as  : 
JAiC(u,  v)  _ 
#{  (i,  k,  l):  u-h/2  <  r1  -t  k<  u+h/2  and  v-h/2  <  s1  tk  <  u+h/2  } 
(5.3.1) 
where  ri  denote  the  times  of  the  A  events,  sl  the  B  events  and  tk 
the  C  events  respectively,  (i,  k,  l  =  1,2,...  ),  h  is  the  bin  width, 
arx3  T  the  record  length.  In  discrete  form  this  can  be  written  as 
T  J  C(ujl,  vj2),  where  uj1=j1  h  and  vj2=j2  h,  (jl,  j2 
1,2,...  ).  The  situation  being  studied  is  shown  diagramatically  in 
figure  5.3.1. 
This  variate  counts  the  number  of  occurrences  of  an  A  event 
inside  a  bin  of  width  hwhich  is  u  time  units  away  from  aC 
event,  and  aB  event  inside  a  bin  of  width  h  which  is  v  time 
units  away  from  the  same  C  event.  The  expected  value  of  this 
variate  can  be  shown  to  be  (Brillinger,  1975d)  : 
137 E{  JT  (u,  v)  }=  h2  T  Pabc(urv)  (5.3.2)  ABC 
where  h  is  the  bin  width  and  T  is  the  record  length  used  in  the 
estimate. 
U 
-gie 
tý 
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C 
t  t+v  t+u 
Fig.  5.3.1  Diagrainatic  representation  of  Jc(u,  v)  . 
An  estimate  of  the  third  order  product  density  can  be  constructed 
as  (Brillinger,  1975d)  : 
Pabc  (u,  v)  =JC  (u,  v)  /  h2  T.  (5.3.3) 
To  estimate  the  third  order  product  density  in  the  bivariate  case 
for  the  processes  M  and  N  the  processes  A,  B,  and  C  are 
equated  to  M  or  N  respectively  in  (5.3.1)  and  (5.3.3).  Thus  to 
estimate  Pn  (u,  v),  the  variate  JNMM(u,  v) 
'is 
formed  according  to 
(5.3.1)  by  equating  A  to  N  and  B  and  C  to  M  and  forming  : 
P  (u,,  v)  =  JNýM  (u,  v)  /  h2  T.  (5.3.4) 
If  the  process  M  is  Poisson,  then  the  third  order  conditional 
intensity  function 
nmm(u"v) 
can  be  estimated  as  : 
A  (u,  v)  =J 
M(u, 
v)  /  h2  M(T)  Pm,  (5.3.5) 
rimn 
138 this  follows  directly  from  (5.2.7).  For  the  univariate  case  the 
third  order  product  density  Pmmm(u,  v)  can  be  estimated  by 
equating  A,  B  and  C  to  the  process  M  in  (5.3.1)  and  (5.3.3). 
The  computation  of  the  variate  J  (u,  v)  can  be  exceedingly  ABC 
time  consuming.  Several  authors  (see  Brillinger  1975d,  1976a; 
Rigas,  1983,  ch4)  have  suggested  a  technique  where  the  spike 
times  are  arranged  in  one  series  of  ordered  values  with  a 
corresponding  series  of  flags  to  indicate  which  type  of  event  has 
occurred.  This  allows  the  estimate  to  be  calculated  with  one  pass 
through  the  data  and  also  restricts  the  number  of  triplets  which 
are  searched  through.  This  method  is  also  very  time  consuming 
since  the  remaining  record  after  each  current  spike  is  searched 
for  relevant  lag  values.  The  record  length  used  here  is  15872 
msec.  and  if  the  area  of  interest  is  within  50  ursec.  of  each 
spike,  then  this  is  a  very  inefficient  method. 
To  overcome  this  problem  a  new  technique  was  developed  where 
the  processes  A,  B  and  C  are  stored  in  three  separate  arrays  in 
order  of  increasing  time  of  occurrence.  In  practice  this  is  the 
same  as  the  output  from  the  digitising  program.  From  figure 
5.3.1,  to  calculate  JC(u,  v)  the  C  spike  is  common  to  both  the  u 
and  v  lags  and  the  routine  uses  each  C  spike  as  a  reference. 
Firstly  a  two  dimensional  array  to  represent  the  variate 
JC(u,  v)  is  initialised  to  zero  and  two  counters  for  the  B  and  A 
processes  are  initialised  to  one  (i.  e.  the  first  spike).  The 
routine  then  calculates  JC(u,  v)  with  one  pass  through  all  the  C 
spikes  as  follows. 
For  each  C  spike  the  B  counter  is  updated  until  the  first  B 
spike  which  is  within  the  lag  range  is  reached.  The  B  counter  is 
retained,  and  for  each  successive  B  spike,  starting  with  the  one 
139 which  the  B  counter  now  points  to,  the  lag  value  representing  v 
is  calculated.  These  are  stored  in  a  separate  array  for  future 
use.  Once  the  first  B  spike  which  is  out  of  the  lag  range  is 
reached  the  process  stops,  since  the  spikes  are  ordered  and  all 
subsequent  B  spikes  will  be  out  of  range.  The  algorithm  then  goes 
on  to  the  A  spikes  and  updates  the  A  spike  counter  until  the 
first  A  spike  within  the  range  of  lags  is  reached.  The  A  counter 
is  retained  and  starting  with  the  spike  that  it  now  points  to  the 
u  lag  values  are  calculated  for  successive  A  spikes.  For  each 
such  u  lag  obtained  all  the  previous  v  lags  are  used  to  update 
the  count  in  the  two  dimensional  array  representing  JC(u,  v). 
When  the  first  A  spike  which  is  outside  the  lag  range  is  reached 
this  process  stops.  The  algorithm  then  proceeds  on  to  the  next  C 
spike,  using  the  values  for  the  B  and  A  counters  which  were 
retained  from  the  previous  C  spike  as  the  starting  point  to 
search  for  the  next  B  and  A  spikes  within  the  lag  range.  In  this 
way  only  those  relevant  spikes  within  the  lag  range  are  searched 
and  the  computational  loaf  is  very  much  reduced.  In  practice  it 
was  found  that  computational  times  were  reduced  from  9000  seconds 
using  the  old  method  to  around  5  seconds  using  this  new 
algorithm.  This  allows  estimates  of  higher  order  time  domain 
parameters  to  be  formed  very  rapidly. 
Several  authors,  (see  French,  and  Butz,  1973;  Brillinger, 
1975d  and  Rigas,  1983)  have  suggested  that  it  may  be  quicker  to 
generate  higher  order  time  domain  parameters  by  first  estimating 
directly  the  higher  order  cumulant  spectra  and  then  doing  an 
inverse  multi-dimensional  Fourier  transform.  Using  this  new 
algorithm  it  is  now  much  quicker  to  estimate  higher  order  time 
domain  parameters  directly.  The  algorithm  has  also  been 
140 simplified  to  the  second  order  case  and  used  to  form  rapid 
estimates  of  second  order  time  domain  parameters. 
An  estimate  of  the  third  order  cumulant  function  is  formed 
by  direct  substitution  of  second  and  third  order  product 
densities  into  (5.2.14)  giving  : 
gabc(u,  v)  =  Ptc  (u,  v)-Pth(u-v)Pc-Pac  (u)Pb  Pbc  (v)'Pa-2PapbPc. 
(5.3.6) 
Estimates  of  the  first  and  second  order  product  densities  are 
given  in  section  2.3.  As  with  the  product  density  function,  the 
third  order  cumulant  density  of  the  bivariate  processes  M  and  N, 
gnmm(u,  v),  is  estimated  according  to  (5.3.6)  by  equating  A  to  N 
and  B  and  C  to  M.  For  the  univariate  process  M,  gmmm(u,  v)  can  be 
estimated  by  equating  A,  B  and  C  to  M  in  (5.3.6).  The  asymptotic 
distribution  of  (5.3.6)  can  be  estimated  as  : 
Urn 
v-soo9abc(u,  v)  =  0.  (5.3.7) 
This  result  follows  from  (5.2.12).  The  large  sample  properties  of 
the  estimates  (5.3.3)  and  (5.3.5)  of  the  third  order  product 
density  arr3  third  order  intensity  function  are  similar  to  those 
of  the  corresponding  second  order  estimates  (Brillinger,  1975c; 
A 
Brillinger  et  al,  1976;  Rigas,  1983,  ch4).  Thus  pabc(u,  v)  is 
asymptotically  normal  with  mean  Pabc(u,  v)  and  variance 
(h 
2T)_1Pabc(u, 
v),  this  again  suggests  the  use  of  a  square  root 
transform.  The  estimate  (Pabc(u,  v))1/2  is  normally  distributed 
with  mean 
abc(ulv)) 
and  variance  (4h2T)-1. 
5.3b  Estimates  of  frequency  domain  parameters 
Firstly  we  consider  indirect  estimates  for  higher  order 
spectra  based  on  the  Fourier  transform  of  cumulant  density 
functions.  The  definitions  for  the  third  order  spectrum  between 
141 one,  two  and  three  point-processes  are  given  in  section  5.2b. 
These  are  all  special  cases  of  the  general  formula  given  in 
Brillinger  (1972,  Theorem  3.3)  for  the  cumulant  spectra  of  order 
, 
k.  For  the  third  order  spectral  estimates  being  considered  here 
this  can  be  written  as  : 
fa1a2a3(ý1"ý2"ý3)  =  1/(2m 
2 
3 
j' 
'ls(x-aj)]  [J25(Y'a3  )]  [3  3g(z-aj)l9I  j,  Aj) 
i=1  jEvl  jev2  j*v3 
(5.3.8) 
with  the  summation  extending  over  all  the  three  possible 
partitions  (vl  ...  vi)  of  (1,2,3).  Since  a  necessary  condition 
for  the  definition  of  higher  order  spectra  is  : 
k 
-, 
xj=0, 
j=1 
(5.3.9) 
then  fala2a3(al'ýk2'a3)  depends  only  on  two  arguments,  since 
--Al-ý21  and  can  be  simplified  to  fala2a3(al'a2)'  The  same 
argument  applies  to  the  spectra  gxyz(ýi'Aj'lk)  and  the  third 
frequency  index  ilk 
can  be  neglected.  Similarily  in  the  time 
domain  the  cumulant  density  of  order  k  depends  only  on  k-1 
arguments  due  to  stationarity.  The  spectra  gx,  gxy(a)  and 
gXYZ00  are  the  Fourier  transform  of  the  individual  cumulant 
density  functions  qx,  gxy(u)  ar  3  gxyz(u,  v). 
In  the  expansion  of  the  summation  in  (5.3.8)  there  will  be 
terms  for  i=1,2  and  3.  The  index  i  gives  the  number  of  elements 
that  exists  in  each  partition  of  (1,2,3).  Considering  this 
expansion  in  more  detail,  i=1  results  in  1  partition  per  element  . 
giving  the  term: 
S(x-al)  S(Y-a2)  S(z-a3)  g  (al.  a2.  ). 
142 For  i=2,  there  are  3  possible  combinations  with  one  element  in 
the  first  partition  and  two  elements  in  the  second  giving  the 
three  terms  : 
S(x-a1)  S(y-a2)  S(y-a3) 
9X,  (.  a2+) 
S(x-a2)  b(y-a1)  S(y-a3)  9xy(712.711+7S) 
cS  (x-a3)  a(y-a1)  5(y-a2)  gxy(113.  \1+  ). 
ans3  finally  i=3  results  in  three  elements  in  1  partition  giving 
the  term  : 
S(x-al)  S(x-a2)  cS(x-a3)  gx(a1+-A2+9S)  " 
Neglecting  the  highest  frequency  component  and  using  (5.3.9) 
results  in  the  expansions  given  in  section  5.2b  for  one,  two  and 
three  point-processes.  The  delta  functions  in  the  above 
expressions  incorporate  the  singularities  into  the  third  order 
spectrum  which  are  present  for  univariate  and  bivariate 
processes.  Expression  (2.3.23)  for  the  estimation  of  the  second 
order  spectrum  of  the  process  M  is  also  a  special  case  of  (5.3.8) 
for  k=2.  The  two  dimensional  spectrum  g  Ou)  can  be  estimated  XYZ 
by  : 
gyyz  (71,  ßt[)  =  11(202 
ý/jýi(au7i  vfýJ 
` [7xyL(ui.  v  u 
ý`TT(ui. 
V')e 
"1" 
ij 
11 
"J 
(5.3.10) 
where  gxyz(u,  v)  is  an  estimate  of  the  third  order  cumulant 
density,  and  ui=hi,  vj=hj  (i,  j  KTI,  (u,  v) 
is  a  convergence  factor  (Brillinger,  1975c;  Harris,  1978)  which 
improves  the  convergence  properties  of  the  estimate  (5.3.10). 
Expressions  for  estimating  the  lower  order  terms  in  (5.3.8)  are 
given  in  section  2.3b. 
The  direct  method  of  estimating  third  order  spectra  is  based 
on  the  periodogram.  ,  For,  the  process  M,  an  estimate  of  the  finite 
Fourier  transform  of  a  section  of  length  T,  dM(T)  (ý),  is  given 
143 in  (2.3.26).  For  the  processes  At  B  and  C  the  third  order 
periodogram  is  given  by  : 
I 
ý)  (? 
l  u.  )  =  1/(2Jh2T  dA(T)  (Ai)  dB 
(T) 
ýý)  }&dC(T) 
(5.3.11) 
This  is  not  a  consistent  estimate  of  the  third  order  spectrum  and 
requires  further  smoothing.  Averaging  over  disjoint  sections 
can  also  be  used  in  the  higher  order  case.  For  a  record  of  length 
R  consisting  of  K  disjoint  sections  of  length  T  then  an  estimate 
of  the  third  order  spectrum  for  the  univariate  process  M  can  be 
formed  as  : 
K 
(Tk) 
f  (Xi'  )=  1/K  Im  (Ai,  P)  º  (5.3.12) 
ý  k=1  /1 
where  IMMk)  (ai1nj)  is  the  periodogram  of  the  kth  disjoint  section 
and  is  formed  by  equating  A,  B  and  C  to  M  in  (5.3.11).  Similarily 
the  cross  bi-spectrum  between  process  M  and  N,  fmmn(1'f 
'ý')'  can  be 
estimated  by  : 
AK  (Tk) 
fmn  (A  J=  1/k  9  Ir,  N 
(7ºi  ji)  .  (5.3.13) 
/ 
k=1 
where  I(Tk)  (/L)  is  the  periodogram  of  the  kth  disjoint  section 
MMN  j 
and  is  formed  by  equating  A  and  B  to  M  and  C  to  N  in  (5.3.11). 
The  resolution  of  these  estimates  will  be  the  same  as  that  for 
the  second  order  spectral  estimates  formed  in  this  manner,  and  is 
given  in  section  2.3. 
Unless  stated  otherwise,  all  third.  order  spectral  estimates 
will  be  based  on  :  the  periodogram  estimates  (5.3.12)  and  (5.3.13). 
5.4  THE  QUADRATIC  POINT-PROCESS  MODEL 
Considering  the  model  (2.4.2)  introduced  in  section  2.4  for 
144 a  bivariate  process  with  input  M  and  output  N,  then  the  quadratic 
model  is  given  by  : 
xM(t)  =  so  + 
Ssl(t_u) 
dM(u)  + 
5s2(t-u, 
t-v)  dM(u)dM(v) 
u#v  (5.4.1) 
The  function  s2(u,  v)  is  the  kernel  of  order  two  whose  arguments 
are  the  times  to  two  distinct  input  spikes.  This  kernel  gives  a 
measure  of  the  interactive  effect  of  two  spikes  at  times  t  -u  and 
t-v  upon  the  output  at  time  t. 
For  time-series  analysis,  Tick  (1961)  defines  a  quadratic 
coherence  function  for  a  noise  free  system  probed  with  a  zero 
mean  Gaussian  series.  This  function  gives  a  measure  in  the 
frequency  domain  of  the  dependence  of  the  quadratic  model  upon 
the  second  kernel.  It  is  not  presently  clear  how  to  extend  this 
approach  to  the  point  process  case. 
As  well  as  looking  at  non-linear  terms  for  a  single  input, 
the  quadratic  model  (5.4.1)  can  also  be  used  to  look  at  the 
effects  of  several  inputs.  The  two  input  quadratic  model  contains 
terms  which  look  at  the  linear  and  non-linear  effects  of  each 
input  on  its  own  plus  a  term  relating  to  non-linear  interactive 
effects  from  both  inputs.  For  two  point  process  inputs,  M1  and 
M2,  and  one  output  then  (5.4.1)  can  be  extended  to  : 
xM(t)  =  so  +  sl(t  u)  dM1(u)  +  s2(t  u)  dM2(u) 
+%  s11(t-u,  t-v)  dM1(u)dM1(v)  +  SSs22(t_ut_v)  dM2()dM2(v) 
+  (S  s12(t  u,  t  v)  dMl(u)dM2(v)  (5.4.3) 
where  s1(u)  and  s2(u)  are'the  first  order  kernels  for  the  two 
inputs  Ml  and  M  2,  and  sll(u,  v)  and  s22(u,  v)  are  the  quadratic 
kernels.  The  function  s12(u,  v)  is  an  interactive  kernel  which 
looks  at  the  effect;  upon  the  output  of  a  spike  from  process  M1  at 
145 time  t-u  interacting  with  a  spike  from  process  M2  at  time  t  -v. 
For  the  case  of  conventional  time  series,  the  kernel 
approach  was  suggested  by  Wiener  (1958),  and  reviews  can  be  found 
in  Harris  and  Lapidus  (1967),  Hung  and  Stark  (1977)  and  Schetzen 
(1981).  Various  methods  of  estimating  Wiener  kernels  are  detailed 
in  Lee  and  Schetzen  (1965)  and  French  and  Butz  (1973,1974). 
Applications  of  this  approach  to  biological  systems  are  given  in 
Marmarelis  and  Marmarelis  (1978),  and  Hung  et  al  (1979). 
5.5  ESTIMNTFS  OF  THE  QUADRATIC  MODEL  PARAMETERS. 
The  solution  of  the  quadratic  model  (5.4.1)  can  be  found  in 
Brillinger  (1975b)  for  the  case  of  a  zero  mean  point  process  M'. 
This  is  achieved  by  subtracting  the  value  Pm  from  each  of  the 
differential  increments  in  (5.4.1)  giving  dM'(u)=dM(u)-Pm  du.  A 
general  solution  of  the  quadratic  model  in  terms  of  the 
previously  defined  point  process  parameters  including  a  solution 
for  the  second  kernel  in  both  the  time  and  frequency  domain  can 
be  found  in  Rigas  (1983,  App.  III).  The  quadratic  kernel  can  only 
easily  be  identified  directly  for  a  Poisson  input  process  M  and, 
assuming  s2  (u,  v)=s2  (v,  u),  is  given  by  Br  ill  inger  (1975b)  as: 
s2(u,  v)  =q  (u,  u-v)  /2  Pmt  (5.5.1) 
--n 
This  can  be  estimated  by  substituting  'the  estimates  gnmm(u,  u-v) 
ON 
and  Pm  into  (5.5.1).  The  third  order  cumulant  9nmm(u,  u-v)  can  be 
estimated  by 
AAAAAAAA2 
q  (u,  u-v)  =P  rmn  nm 
(u,  u-v)-P  (v)Pm  Pm(u)Pm  P 
irm 
(u-v)Pr+2PnPm 
(5.5.2) 
This  is  slightly  different  from  the  expression  given  for  the 
third  order  cumulant-  9nmm(u,  v)  in  (5.2.11)  since  we  are  now 
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. interested  in  the  cumulant  with  arguments  u  and  u-v  time  units. 
This  requires  the  estimation  of  the  third  order  product  density 
Pnmm(u,  u-v),  which  is  based  upon  the  variate  J  MM(u, 
u-v).  A 
diagramatic  representation  of  this  is  shown  in  figure  5.5.1. 
U 
N 
v  u-v 
t-0 
M 
t  t+  v  t+u 
Fig.  5.5.1  Diagramatic  representation  of  JN(u,  u-v). 
This  variate  is  very  similar  to  J  c(u,  v)  defined  in  (5.3.1) 
except  that  the  common  spike  is  now  at  time  t+u  instead  of  at 
time  t. 
The  second  order  kernel  also  has  a  frequency  domain 
representation,  S2(a,  '),  and  can  be  estimated  in  the  frequency 
domain  using  the  third  order  cross  bi-spectrum  estimate  in 
(5.3.13).  For  the  case  of  ordinary  time  series  an  expression  for 
the  estimation  of  the  quadratic  kernel  in  the  frequency  domain 
can  be  found  in  Tick  (1961).  For  a  system  being  probed  with  a 
stationary  Gaussian  series,  x,  this  can  be  written  as  : 
S2(7º5)  =  fxxy(aý)  /2  fxx(il)  fxxY,  )  º  (5.5.3) 
where  y  is  the  output  series.  Brillinger  -  (1970)  gives  an 
expression  for  the  estimation  in  the  frequency  domain  of  the 
kernel  of  order  k  for  a  polynomial  system  probed  with  a  zero  mean 
Gaussian  series.  This  is  a  direct  extension  of  (5.5.3)  and 
147 involves  the  estimation  of  the  cumulant  spectra 
fx... 
xy('l'`*'ak)'  of  order  k+l.  By  analogy  with  (5.5.3)  the 
second  order  kernel  S2(ag)  of  the  bivariate  point-process  system 
with  Poisson  input  M  and  output  N  can  be  estimated  as  : 
AAAA 
S2(iº,  lý)  =  fýmn  (a)/2f()  f)  ,  (5.5.4) 
and  the  functions  s2(u,  v)  and  S2(AV4)  will  form  a  Fourier 
transform  pair  (Rigas,  1983,  App.  III).  The  estimate  (5.5.4)  like 
(5.5.1)  is  only  applicable  if  M  is  a  Poisson  process,  and  S2(aý) 
is  a  complex  quantity  having  gain  and  phase  components. 
5.6  THE  TWD  INPUT  LINEAR  DEL 
The  simplest  extension  of  the  linear  point-process  model 
(2.4.6)  is  to  consider  the  two  input  model  (5.4.3)  without  the 
quadratic  terms.  This  model  can  be  written  : 
xM(t)  =  S0  + 
Ssl(t_u) 
dM,  (u)  +  S2(tu)  dM2(u),  (5.6.1) 
where  M1  and  M2  are  the  two  inputs  and  sl(u)  and  s2(u)  are  the 
first  order  kernels  associated  with  each  input.  This  model  has 
the  advantage  that  it  requires  only  the  estimation  of  the  linear 
model  parameters  described  in  chapter  2.  When  considering  multi- 
input  models  an  indication  of  the  effect  of  an  additional  input 
may  be  obtained  by  comparing  the  kernel  and  coherence  estimates 
in  the  absence  and  then  in  the  presence  of  this  particular  input. 
Thus  for  each  of  the  two  point-process  inputs  M1  and  M2,  the 
effect  of  the  second  input  upon  the  existing  input  can  be 
investigated  by  comparing  the  coherence  estimate  between  the 
input  and  output  in  the  absence  and  then  in  the  presence  of  the 
second  input 
The  multiple  coherence  between  several  inputs  and  an  output 
148 is  defined  in  Brillinger  (1975a,  ch8)  and  Bloomfield  (1976, 
pp237-240)  for  the  case  of  ordinary  time-series  and  can  be 
extended  directly  to  the  point-process  case.  Using  matrix 
notation  then  r  different  point-process  inputs  can  be  written  as 
[M(t)].  The  r  vector  valued  cumulant  densities  associated  with 
these  r  inputs  and  the  output  process  N  can  be  defined  by  direct 
extension  of  the  definitions  in  section  2.3a  to  the  vector  case. 
This  allows  the  matrix  of  r  vector  valued  second  order  spectra 
fmm(A),  fmn(ý)  and  fnm(a)  to  be  defined  by  extending  the 
definitions  in  section  2.3b  to  the  vector  case.  The  multiple 
coherence  between  the  output  N  and  the  r  inputs  [M(t)]  can  then 
be  defined  as  : 
ja(i)  12 
=  f(,  ý)  ; 
an 
(ý,  )-1  f(il)  /  fm  (.  A)  "  (5.6.2) 
where  fmmQ)'  fmn(ý)  and  fnm(7)  are  the  r  vector  valued  second 
order  spectra  associated  with  the  r  inputs  and  the  output,  and 
fnn  (a)  is  the  second  order  spectrum  of  the  output  process. 
Expression  (5.6.2)  can  be  estimated  by  using  the  estimates  in 
section  2.3b  to  form  the  r  vector  valued  matrix  of  second  order 
spectra  and  substituting  these  into  (5.6.2).  Alternatively,  if 
the  linear  coherence  estimates  between  the  output  N  and  each  of 
the  r  inputs  are  already  available,  then  these  may  be  added 
together  to  form  (5.6.2).  When  r=1,  (5.6.2)  simplifies  to 
(2.4.11),  the  normal  coherence  function. 
This  technique  will  now  be  applied  to  the  analysis  of  the 
muscle  spindle  to  assess  the  effect  of  a  second  random  fusimotor 
input  upon  the  primary  discharge.  In  this  experiment  two 
fusimotor  inputs  to  the  same  spindle  were  isolated  and  each  in 
turn  was  stimulated  with  a  Poisson  spike-train,  then  both 
. 
149 together  were  simultaneously  probed  with  different  Poisson  spike- 
trains,  and  the  primary  response  recorded.  Figures  5.6.1a  and 
5.6.1b  show  the  coherence  estimates  (2.5.10)  between  each  of  the 
two  fusimotor  inputs,  gammal  and  gamma2,  and  the  output  when 
applied  separately.  Both  inputs  are  coupled  to  a  similar  degree 
with  the  output,  the  gammal  input  exhibiting  stronger  coupling  in 
the  range  15-40  cycles/sec.. 
The  application  of  both  fusimotor  inputs  simultaneously 
changes  this  situation  as  the  coherence  estimates  in  figures 
5.6.2a  and  5.6.2b  illustrate.  These  are  the  corresponding 
coherence  estimates  in  the  presence  of  the  second  fusimotor 
input.  The  gametal  input  almost  totally  overrides  any  dependence 
of  the  primary  discharge  upon  the  gamma2  input.  The  multiple 
coherence  between  the  two  inputs  and  the  output  is  shown  in 
figure  5.6.2c,  this  is  similar  to  both  the  separate  coherence 
estimates  in  figure  5.6.1,  perhaps  resembling  more  closely  the 
coherence  of  the  gametal  input  on  its  own. 
These  results  show  that,  for  this  particular  spindle,  when 
two  different  random  fusimotor  inputs  are  applied  separately  to 
the  same  muscle  spindle  a  similar  level  of  linear  dependence 
between  the  output  and  each  of  the  inputs  exists.  However  the 
application  of  the  two  inputs  simultaneously  leads  to  the  linear 
coupling  between  the  primary  discharge  and  these  two  inputs  being 
almost  completely  dominated  by  one  of  the  fusimotor  inputs. 
Extending  the  linear  model  without  considering  higher  order 
kernels  can  provide  a  powerful  tool  to  look  at  interactions 
within  multi-input  point-process  systems. 
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Fig.  5.6.1  Coherence  estimate  (2.5.10)  between  la  discharge  and 
(a)  gamnal  and 
(b)  ganma2  fusimotor  inputs  applied  separately. 
Dashed  line  shows  approximate  95%  confidence  level. 
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Fig.  5.6.2  Coherence  estimate  (2.5.10)  between  Ia  discharge  and 
(a)  gametal  in  presence  of  ganma2  and 
(b)  gamma2  in  presence  of  gamnal  fusimotor  input. 
Dashed  line  shows  approximate  95%  confidence  level. 
(c)  Estimate  of  multiple  coherence  (5.6.2)  between  Ia  discharge 
and  both  gametal  and  gamma2  fusimotor  inputs. 
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Hz.  X10 5.7  THE  SINGLE  INPUT  QUADRATIC  MODEL 
The  investigation  of  non-linear  interactions  using  the 
point-process  model  (2.4.2)  requires  the  calculation  of  kernels 
of  order  two  and  higher.  The  simplest  form  of  this  is  the  single 
input  quadratic  model  : 
xM(t)  =  so  + 
Ssl(t_u) 
d4(u)  +  s2(t-u,  t-v)  dM(u)dM(v). 
u#v  (5.7.1) 
The  solution  of  this  model  involves  estimating  the  second  kernel 
and  this  can  be  done  in  either  the  time  domain  or  frequency 
domain  provided  the  process  M  is  Poisson.  In  the  time  domain 
s2  (u,  v)  can  be  estimated  according  to  (5.5.1),  and  an  estimate  in 
the  frequency  domain  of  S2(a,  11)  is  given  in  (5.5.4). 
Figure  5.7.1  shows  a  surface  plot  of  the  estimate  of  s2(u,  v) 
for  a  data  set  derived  from  the  primary  response  of  a  muscle 
spindle  to  random  fusimotor  stimulation  at  fixed  muscle  length. 
The  estimate  is  shown  for  u,  v=0  to  50  ursec.,  using  a  bin  width  of 
lmsec.  in  the  second  and  third  order  histogram  estimates  (2.3.3), 
(2.3.8)  and  (5.3.1)  used  to  form  the  product  densities.  The 
estimate  is  further  smoothed  before  graphing  by  the  application 
of  a  two  dimensional  moving  average  which  consists  of  the  equal 
weighting  of  a  single  point  plus  its  eight  nearest  neighbours  in 
the  two  dimensional  array.  Denoting  1  element  in  the  estimate 
(5.5.1)  as  xij,  and  the  corresponding  smoothed  element  as  xsij 
this  smoothing  can  be  written  as  : 
i+l  j+l 
xsij  =  1/9  xij  .  (5.7.2) 
i_l.  j_l 
This  smoothing  is  applied  twice  to  obtain  the  estimate  in  figure 
5.7.1.  Figure  5.7.2  is  a  contour  plot  of  this  smoothed  estimate 
153 of  s2(u,  v).  Several  features  can  be  isolated  in  these  plots  as 
standing  out  from  the  general  variations  due  to  the  sampling 
properties  of  the  estimation  technique.  Before  commenting  on  the 
relevance  of  these  features  to  the  model  (5.7.1)  a  level  of 
significance  must  be  determined  which  will  account  for 
fluctuations  in  the  plots  due  to  these  sampling  properties.  From 
(5.3.7)  the  asymptotic  distribution  for  the  estimate  (5.5.1)  of 
s2(u,  v)  can  be  written  as  : 
1  im 
Vfoos2(U,  v)  =  0ý  (5.7.3) 
and  since  the  kernel  is  assumed  symmetrical,  then  as  u  and  v 
increase  the  value  of  s2(u,  v)  will  tend  to  zero.  Rigas  (1983, 
ch4)  gives  an  expression  for  the  variance  of  gnmm(u,  v),  but  it  is 
not  presently  clear  if  this  approach  may  be  extended  to  estimate 
the  variance  of  s2  (u,  v).  However  a  rough  indication  of  the 
variability  of  the  smoothed  estimate  of  (5.5.1)  due  to  sampling 
fluctuations  may  be  obtained  by  processing  two  Poisson  spike- 
trains  with  equal  record  length  and  with  the  same  number  of 
spikes  as  the  data  set  being  studied.  For  the  second  order  time 
domain  estimates  considered  in  section  2.3a,  bivariate  processes 
of  equal  record  length  and  equal  spike  numbers  have  the  same 
variance.  on  the  assumption  that  this  fact  also  applies  to  third 
order  product  densitiy  and  subsequent  second  kernel  estimates, 
the  hypothesis  that  estimates  of  s2(u,  v)  for  bivariate  processes 
will  have  the  same  variance,  if  the  processes  have  equal  record 
length  and  equal  number  of  input  and  output  spikes,  appears 
reasonable.  Processing  two  Poisson  spike-trains  with  the  same 
mean  rates  as  the  data  set  being  studied  can  be  used  to  estimate 
a  95%  confidence  band  around  the  assumption  of  independence. 
Firstly  the  variance  of  the  smoothed  estimate  s2(ui,  vý)  is 
154 calculated  as 
nl  n 
var(  s2(ui,  vj)  }=  1/(nln2-1) 
c 
(s2(ui"vj)-s)2,  (5.7.4) 
i=1  j=1 
where  s  is  the  average  value  of  s2(ui,  vj),  and  the  range  of 
values  over  which  the  kernel  is  estimated  is  given  by  (s2(ui,  vj) 
:  ui=ih,  i=1,....  n1  and  vj=jh,  j=l,...,  n2).  Expression  (5.7.4)  is 
an  extension  to  two  dimensions  of  the  standard  technique  for 
estimating  the  variance  of  a  set  of  data  corresponding  to  a 
continuous  random  variable,  see  for  example  Jenkins  and  Watts 
(1968,  ch3).  The  confidence  band  is  estimated,  as  previously  by 
adding  ±1.96  standard  deviations  to  the  asymptotic  distribution 
(5.7.3),  where  the  standard  deviation  is  the  positive  square  root 
of  (5.7.4).  This  data  set,  whose  second  order  properties  and 
first  order  kernel  are  estimated  in  section  2.7,  has  M(R)=1010, 
N(R)=538  and  R=15872.  Processing  a  data  set  comprising  of  two 
Poisson  spike-trains  with  the  same  values  of  M(R),  N(R)  and  R 
gives  an  estimate  of  0.65*10-5  for  the  variance  (5.7.4),  and  an 
approximate  confidence  band  of  ±0.50*10-2  for  the  second  kernel. 
Using  the  above  hypothesis  this  value  can  be  used  to 
indicate  areas  of  significance  for  the  smoothed  kernel  estimate, 
and  regions  where  the  estimate  exceeds  50*10-4  are  indicated 
along  with  regions  where  the  estimate  exceeds  -50*10-4  in  figure 
5.7.2.  These  regions 
, 
can  now  be  considered  as  significant 
contributions  from  s2(u,  v)_  to  the  model  (2.4.2).  Areas  where 
s2(u,  v)  >  50*10-4  will  indicate  a  facilitation  or  speeding  up  of 
the  instantaneous  rate  of  the  primary  discharge,  and  s2(u,  v) 
<  -50*10-4  indicates  an  inhibitory  effect  or  slowing  down  of  the 
instantaneous  rate  of  the  primary  discharge.  The  range  of  u  and  v 
over  which  these  areas  extend  will  give  the  relative  input  spike 
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Fig.  5.7.1  Surface  plot  of  smoothed  estimate  of  s2(u,  v)  for 
u,  v=O  to  50msec..  Estimated  using  (5.5.1),  with  h=1.0  in  (2.3.3), 
(2.3.8)  and  (5.3.1)  and  smoothed  using  2  applications  of  (5.7.2). 
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Fig.  5.7.2  Contour  plot  of  smoothed  estimate  of  s2(u,  v)  for 
u,  v=O  to  50msec..  Estimated  using  (5.5.1),  with  h=1.0  in  (2.3.3), 
(2.3.8)  and  (5.3.1)  and  smoothed  using  2  applications  of  (5.7.2). 
95%  confidence  band  estimated  as  ±50*10-4  using  (5.7.4).  Areas 
exceeding  50*10-i  are  marked  and  areas  exceeding  -50*10-4  are 
marked 
157 pair  timings  which  make  a  contribution  to  the  quadratic  model.  A 
timing  diagram  for  the  second  kernel  is  shown  in  figure  5.7.3, 
and  v  here  corresponds  to  u-v  in  figures  5.3.1  and  5.5.1  in 
agreement  with  (5.5.1). 
u 
t-u  t-v  t 
Fig.  5.7.3  Timing  diagram  for  second  order  kernel  s2(u,  v). 
Both  plots  are  symmetrical  about  u=v  (vom  in  figure  5.3.1),  this 
corresponds  to  coincident  input  spikes,  however  the  model  (5.7.1) 
is  not  defined  for  this  corx3ition.  Due  to  this  symmetry  only  one 
half  of  the  estimate  need  be  considered,  and  the  following 
discussion  will  concentrate  on  u>v  in  s2(u,  v).  The  same  arguments 
can  be  applied  to  v>u  by  reversing  u  and  v. 
The  main  feature  is  a  large  ridge  which  runs  parallel  to  the 
u  axis.  The  centre  of  this  ridge  is  at  u=v=l3msec.,  which  is  the 
same  as  the  delay  present  in  figure  2.7.3b  of  the  estimate  of 
sl(u)  for  this  data  set.  It  has  been  found  that  data  sets  which 
have  a  negligible  delay  present  in  sl(u)  have  corresponding 
second  kernel  estimates  where  this  ridge  feature  is  centred  at 
values  of  u  and  v  inN  s2(u,  v)  corresponding  to  this  delay.  This 
point  will  be  discussed  further  in  the  next  section.  The 
facilitation  effect  indicated  by  this  ridge  extends  roughly  from 
u=l0msec.  to  40msec.  and  v=l0msec.  to  15msec..  These  point- 
158 process  kernels  are  analogous  to  the  Volterra  kernels  which  can 
be  used  to  characterize  a  polynomial  system  driven  by  Gaussian 
white  noise  in  conventional  time-series  analysis.  As  such  they 
will  give  an  indication  of  the  memory  of  the  system  (Schetzen, 
1981)  since  a  Volterra  series  can  be  considered  as  a  Taylor 
series  with  memory.  Therefore  the  range  of  timings  covered  by 
areas  of  significance  in  figure  5.7.2  will  indicate  how  long  the 
effects  of  one  spike  will  remain  within  the  muscle  spindle  so 
that  a  second  spike  can  interact  with  the  first  spike  and 
facilitate  or  inhibit  the  rate  of  the  primary  discharge. 
Considering  again  this  ridge,  then  au  spike  which  has  occurred 
between  10  and  40  msec.  previously  to  an  arbritary  time  t  can 
interact  with  av  spike  which  has  occurred  in  the  range  10  to 
15msec.  previously  and  produce  a  quadratic  contribution  to  the 
probability,  (2.4.2),  of  occurrence  of  an  event  at  time  t. 
Another  area  of  significance  is  a  region  of  inhibition  which 
runs  roughly  parallel  to  the  u  axis.  This  area  is  not  as 
extensive  as  the  area  of  facilitation,  but  the  same  arguments  can 
be  applied  to  interpret  the  contribution  of  this  region  to  the 
model  (2.4.2).  Thus  if  au  spike  occurs  between  25  to  28  msec.  or 
between  31  to  40  ursec.  before  an  arbritary  time  t,  then  av  spike 
between  15  to  20  msec.  or  between  15  to  25  ursec.  before  time  t 
will  interact  with  the  u  spike  to  produce  a  quadratic 
contribution  which  will  lead  to  a  decreased  probability  of 
occurrence  of  an  output  event  at  time  t.  The  results  in  figures 
5.7.1  and  5.7.2  indicate  that  a  non-linear  interaction  between 
two  spikes  can  facilitate  the  primary  output  with  input  spike 
intervals  as  large  as  30  ursec.  Although  the  results  of  chapter  2 
have  indicated  that  the  linear  point  process  model  can  accurately 
account  for  the  primary  response  to  a  fusimotor  input  over  a  wide 
159 range  of  input  conditions,  these  results  show  that  non-linear 
interactive  effects  can  occur  even  with  only  moderately  fast 
spike  rates  in  the  input  spike-train. 
As  well  as  these  two  main  features  other  areas  of 
significance  are  present  in  figure  5.7.2.  Some  of  these  are 
concentrated  along  the  main  diagonal,  and  this  represents  short 
interspike  intervals  in  the  input.  Two  of  these  areas  are  centred 
on  u=v=32msec.  and  u=v=45msec.  and  it  can  be  concluded  that  short 
interspike  intervals  of  between  1  and  7  msec.  in  the  input  spike- 
train  can  exert  an  interactive  inhibitory  effect  up  to  45  ursec. 
later  on  the  primary  discharge.  This  indicates  that  spindle 
memory  effects  can  last  up  to  45msec.  This  may  be  due  to  the 
mechanical  time-constants  associated  with  the  intrafusal  fibres 
being  of  similar  duration,  or  it  may  be  due  to  other,  as  yet 
undocumented,  effects. 
Finally  one  isolated  region  of  facilitation  is  present  at 
u=37msec.  and  v=2msec..  From  this  it  appears  that  in  some 
circumstances  non-linear  effects  can  propagate  through  the 
spindle  much  faster  than  the  mean  delay  estimated  in  chapter  2. 
In  the  frequency  domain  the  second  kernel  S2(1ý)  can  be 
estimated  by  using  (5.5.4).  Figures  5.7.4  and  5.7.5  show  surface 
and  contour  plots  of  the  magnitue  of  S2(1,  r.  )  plotted  as 
20log10IS2(1  )I  in  dB..  The  estimate  is  formed  according  to 
(5.5.4)  and  the  second  and  third  order  spectra  are  estimated 
directly  using  (2.3.29)  and  (5.3.13)  by  averaging  periodograms  of 
disjoint  sections  of  data,  where  R=15872  and  T=256  in  (2.3.28). 
This  is  followed  by  one  application  of  the  smoothing  algorithm 
(5.7.2)  to  the  real  and  imaginary  parts  to  obtain  the  results 
shown  in  figures  5.7.4  and  5.7.5.  The  estimate  of  the  phase  of 
160 S2(A,  ýL)  is  shown  as  a  surface  plot  in  figure  5.7.6  and  as  a 
contour  plot  in  figure  5.7.7,  and  is  plotted  in  unrestrained  form 
to  allow  any  delay  to  show  up. 
The  frequency  domain  representation  of  the  second  order 
kernel  has  arguments  of  cycles/sec.  which  relate  to  periodicities 
in  the  input  spike-train  which  are  strongly  correlated  to 
sinusoidal  components  of  this  frequency.  The  magnitude  of  S2(AýA) 
will  indicate  the  strength  of  dependence  of  the  output  upon 
interactions  between  two  periodicities  of  frequencies  \  and  /z  in 
the  input  spike-train.  The  phase  can  be  used  to  determine  the 
average  delay  between  input  spikes  which  correlate  strongly  with 
these  periodicities  and  output  spikes  using  the  relationship 
(71)/A  to  estimate  the  delay. 
Considering  the  magnitude  of  S2(ß,  11)  in  figures  5.7.4  and 
5.7.5,  the  dependence  of  the  output  upon  interactive  effects  of 
periodicities  in  the  input  spike-train  is  largest  at  lower 
frequencies,  being  fairly  constant  for  frequencies  less  than  35 
Hz.  and  in  general  the  magnitude  of  this  contribution  drops  as 
A  andý4  increase.  There  is  also  a  region  close  to  each  axes  where 
a  similar  level  of  interactive  dependence  occurs  between 
periodicities  of  low  frequency  (<5Hz.  )  with  periodicities  up  to 
75Hz..  One  other  area  has  a  similar  magnitude  and  this  is  centred 
about  AJt=80Hz.  indicating  an  interaction  between  two 
periodicities  close  to  this  frequency. 
The  phase  estimate  in  figures  5.7.6  and  5.7.7  can  be  used  to 
indicate  the  delay  between  harmonics  of  frequency  k  and  fit.  and  the 
output.  In  the  region  at  low  frequencies  where  the  magnitude  plot 
is  at  a  maximum  the  general  form  of  this  estimate  is  that  of  a 
constantly  decreasing  phase  which  is  consistent  with  a  time 
delay.  Considering  fixed  values  of  !1  less  than  50Hz.,  then  the 
161 1S211 
Fig.  5.7.4  Surface  plot  of  magnitude  of  smoothed  estimate  of 
S2  (a  /L)  plotted  as  20  Log10  I2'/I  for  ill,  U  =0  to  100Hz.. 
Estimated  using  (5.5.4),  with  T=256  in  (2.3.29)  and  (5.3.13)  and 
smoothed  using  1  application  of  (5.7.2). 
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Fig.  5.7.5  Contour  plot  of  magnitude  of  smoothed  estimate  of 
S2(7ý  )  plotted  as  20  Log10 
I 
S2(1.,  u)I  for  =0  to  100Hz.. 
Estimated  using  (5.5.4),  with  T=256  in  (2.3.29)  and  (5.3.13)  and 
smoothed  using  1  application  of  (5.7.2). 
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Fig.  5.7.6  Surface  plot  of  unrestrained  phase  of  smoothed 
estimate  of  S2(aLL)  for  ý,  u=O  to  100Hz..  Estimated  using  (5.5.4), 
with  T=256  in  (2.3.29)  and  (5.3.13)  and  smoothed  using  1 
application  of  (5.7.2). 
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165 interactive  effect  on  this  fixed  periodicity  of  increasing)l  from 
zero  upwards  is  to  increase  the  phase  and  thus  the  time  taken  for 
the  periodicity  of  frequency  %º  in  the  input  spike-train  to 
propagate  through  the  muscle  spindle.  The  phase  for  the 
periodicity  of  increasing  frequencyJ'  can  be  approximated  by  a 
straight  line  which  indicates  a  constant  delay,  and  this  leads  to 
estimates  of  between  13  and  15  msec.  for  the  effects  of  the 
periodicity  of  increasing  frequency/,  (,  to  propagate  through  the 
spindle.  As  an  example,  for  ')º 
=20  Hz.  the  phase  can  be 
approximated  by  a  straight  line  giving  a  constant  delay  of  13 
ursec.  for  the  periodicity,  /k  over  the  range  0  to  75  Hz.,  whereas 
the  delay  for  the  fixed  periodicity  of  20Hz.  increases  from 
20msec.  when  }L=4  Hz.  to  approximately  48  ursec.  when/µ  =50  Hz..  The 
phase  surface  5.7.6  can  also  be  approximated  by  a  straight  line 
along  its  main  diagonal,  this  is  in  fact  the  steepest  part  of  the 
surface  and  leads  to  an  estimate  of  a  constant  delay  of  36  msec. 
when  iº  , /,  G.  Therefore  if  the  frequency  of  one  periodicity  in  the 
input  spike-train  varies  so  that  it  tends  towards  the  frequency 
of  a  second  periodicity  which  is  present,  then  the  net  effect  of 
the  interaction  between  these  two  periodicities  is  to  increase 
the  time  for  the  interactive  effects  to  propagate  through  the 
spindle. 
Lines  of  constant  phase  in  figure  5.7.7  indicate  variations 
in  'A 
anxJ.  L  where  periodicities  in  the  input  spike-train  correlate 
with  the  same  point  on  sinusoidal  waveforms  of  frequency  ý  and 
/[  cycles/sec.  In  general  as  increases  then  a  decrease  in  114  will 
lead  to  constant  phase.  One  interesting  effect  can  be  seen  at 
larger  phase  lags,  and  is  most  noticeable  in  the  -6  radian 
contour  which  starts  at  Ä 
=58Hz.,,  /  MHz.  As  increases  the  phase 
166 remains  constant  until  Jl.  exceeds  19  Hz.,  and  then  this  contour 
follows  the  general  trend  mentioned  above.  Consequently  a  fixed 
periodicity  of  frequency  58  Hz.  will  interact  with  a  periodicity 
in  the  range  0  to  19  Hz.  in  such  a  manner  that  on  average  the 
input  spikes  will  always  correlate  with  the  same  point  on  a 
sinusoidal  waveform,  even  although  the  frequency  is  altering. 
This  constant  phase  contour  parallel  to  the  frequency  axes  may 
indicate  a  type  of  phase-locking  phenomenon,  where  spike-trains 
containing  periodicities  of  increasing  frequency  can  interact 
with  a  fixed  periodicity  in  the  spike-train  and  produce  a 
constant  phase  effect  between  input  and  output  spike-trains. 
5.8  QUADRATIC  KERNEL  ESTIMATES  FOR  SIMULATED  DATA 
This  section  will  study  the  application  to  simulated  muscle 
spindle  data  of  the  techniques  developed  in  section  5.7  for  time 
and  frequency  domain  second  kernel  estimates.  The  simulation  is 
introduced  in  section  2.8,  and  the  range  of  time  constants  and 
gains,  along  with  the  corresponding  first  kernel  estimates  are 
described  in  section  2.9.  Comparison  between  second  kernel' 
estimates  for  simulated  data  sets  with  different  parameters  will 
be  made.  This  will  allow  the  effects  of  varying  the  individual 
simulation  parameters  on  the  second  kernel  estimates  to  be 
determined.  These  differences  can  then  be  related  to  estimates 
from  real  muscle  spindle  data  and  comparison  between  real  and 
simulated  data  second  kernel  estimates  will  provide  a  more 
rigorous  test  of  the  accuracy  with  which  the  simulation  can  model 
the  behaviour  of  -a  fusimotor  sub-system,  since  non-linear  effects 
are  now  being  studied.. 
-  In  the 
. 
time  domain  expression  (5.5.1)  gives  the  estimate  of 
the  second  kernel  which  is  further  smoothed  according  to  (5.7.2). 
167 The  effect  of  independently  varying  the  time  constant  in  the 
linear  dynamics  (td)  and  the  modulator  gain  and  time  constant 
(Gm/tm)  on  second  kernel  estimates  will  be  studied.  Figures  5.8.1 
and  5.8.2  show  surface  and  contour  plots  of  the  smoothed  estimate 
of  s2(u,  v)  for  simulated  data  with  td=5msec.  and 
Gm/tm  11/10msec..  Using  expression  (5.7.4)  a  95%  confidence  band 
for  this  estimate  can  be  constructed  and  this  gives  a  value 
±100*10-4.  Figure  5.7.3  can  be  referred  to  for  a  timing  diagram. 
The  main  features  of  this  estimate  are  regions  of  facilitation 
and  inhibition  running  parallel  to  the  u  and  v  axes.  These  are 
similar  to  the  features  present  in  figures  5.7.4  and  5.7.5, 
except  that  these  areas  are  now  shifted  so  that  they  are  centred 
approximately  at  the  origin.  This  results  from  the  absence  of  any 
delay  in  the  simulation,  whereas  real  data  always  has  propagation 
delays  associated  with  it,  and  the  effect  of  this  delay  is  to 
offset  by  an  amount  equal  to  the  delay  the  effective  origin  of 
the  main  regions  of  facilitation  and  inhibition  which  run 
parallel  to  the  axes.  All  the  simulated  data  studied  has 
negligible  propagation  delays  and  this  results  in  time  domain 
second  kernel  estimates  where  any  areas  of  facilitation  and 
inhibition  which  run  parallel  to  the  axes  are  centred 
approximately  at  the  origin. 
Altering  the  simulation  parameters  has  a  clear  and 
consistent  effect  on  subsequent  second  kernel  estimates.  Four 
definite  trends  were  detected  while  independently  varying  td  or 
Gm/tm.  The  choice  of  Gm/tm  pairs  used  in  the  simulation  is 
explained  in  section  2.9.  Three  of  these  trends  deal  with  the 
area  covered  and  the  magnitude  of  any  regions  of  facilitation  or 
inhibition  which  run  parallel  to  the  kernel  axes,  and  the 
following  discussion  will  concentrate  on  u>v  in  the  kernels. 
168 "SZ(u.,  v) 
Fig.  5.8.1  Surface  plot  of  smoothed  estimate  of  s2(u,  v)  for 
u,  v=O  to  50msec.  and  using  simulated  data  with  td=5msec.  and 
Gm/tm  11/10msec..  Estimated  using  (5.5.1),  with  h=1.0  in  (2.3.3), 
(2.3.8)  and  (5.3.1)  and  smoothed  using  2  applications  of  (5.7.2). 
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Fig.  5.8.2  Contour  plot  of  smoothed  estimate  of  s2(u,  v)  for 
u,  v=O  to  50msec.  and  using  simulated  data  with  td=5msec.  and 
Gm/tm  11/10msec..  Estimated  using  (5.5.1)  ,  with  h=1.0  in  (2.3.3), 
(2.3.8)  and  (5.3.1)  and  smoothed  using  2  applications  of  (5.7.2). 
95%  confidence  bard  estimated  as  ±  100*10-4  using  (5.7.4). 
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s2  (u,  v) As  Gm/tm  is  increased  for  fixed  td  the  extent  of  the  area 
covered  by  the  regions  of  facilitation  and  inhibition  increases 
in  the  u  direction  (i.  e.  parallel  to  the  axis),  with  only  a 
slight  increase  in  the  v  direction  (i.  e.  perpendicular  to  the 
axis).  Increasing  td  for  fixed  Gm/tm  has  the  opposite  effect  in 
that  the  regions  over  which  the  facilitation  and  inhibition 
extend  increase  in  the  v  direction,  with  only  a  slight  increase 
in  the  u  direction.  If  either  td  or  Gm/tm  are  increased 
independently,  or  together,  then  the  magnitude  of  the  areas  of 
facilitation  and  inhibition  decreases  and  the  rate  of  change 
between  areas  of  facilitation  and  inhibition  decreases, 
reflecting  the  longer  time  constants  in  the  simulation.  Finally, 
increasing  td  from  5  to  50  msec.  results  in  the  areas  of 
facilitation  and  inhibition  changing  gradually  from  being 
parallel  to  the  axes  to  being  parallel  to  the  main  diagonal. 
Therefore  it  can  be  concluded  that  longer  time  constants  in 
the  linear  dynamics  and  modulator  increase  the  memory  effects  in 
the  simulation  as  shown  by  the  increase  in  range  and  decrease  in 
magnitude  of  any  areas  of  facilitation  and  inhibition.  Although 
longer  time  constants  lead  in  increased  memory  effects,  the  major 
contribution  to  the  second  kernel  is  made  by  short  interspike 
intervals  in  the  input  spike-train'  and  -is  indicated  by  dominant 
features  close  to  the  main  diagonal. 
Varying  the  simulation  parameters  can  be  used  to 
systematically  alter  second  kernel  estimates  so  that  similar 
kernels  to  those  estimated  from  muscle  spindle  data  can  be 
obtained.  Figures  5.8.3  and  5.8.4  show  the  second  kernel  estimate 
for  a  simulated  data  set  with  td  10  ursec.  and  Gm/tm=14/15  msec.. 
Apart  fran  the  negligible  propagation  delay  associated  with  the 
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) 
Fig.  5.8.3  Surface  plot  of  smoothed  estimate  of  s2(u,  v)  for 
u,  v=O  to  50msec.  and  using  simulated  data  with  td=lOmsec.  and 
Gm/tm  14/15msec..  Estimated  using  (5.5.1),  with  h=1.0  in  (2.3.3), 
(2.3.8)  and  (5.3.1)  and  smoothed  using  2  applications  of  (5.7.2). 
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Fig.  5.8.4  Contour  plot  of  smoothed  estimate  of  s2(u,  v)  for 
u,  v=O  to  50msec.  and  using  simulated  data  with  td=l0msec.  and 
Gm/tm  14/15msec..  Estimated  using  (5.5.1),  with  h=1.0  in  (2.3.3)  , 
(2.3.8)  and  (5.3.1)  and  smoothed  using  2  applications  of  (5.7.2). 
95%  confidence  barr3  estimated  as  +100*10-4  using  (5.7.4). 
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173 kernel  estimate  in  figures  5.7.1  and  5.7.2  for  real  muscle 
spindle  data.  These  results  show  that  the  simulation  described  in 
section  2.8  can  model  accurately  the  behaviour  of  a  muscle 
spindle  fusimotor  subsystem,  even  when  considering  non-linear 
interactive  effects  between  input  spike  pairs. 
Finally  figures  5.8.5  and  5.8.6  show  surface  and  contour 
plots  of  the  second  kernel  estimate  for  a  simulated  data  set  with 
td  increased  to  25  ursec.  and  Gm/tm=10/5msec..  The  diagonal 
effects  mentioned  above  can  clearly  be  seen  in  this  estimate, 
along  with  smaller,  but  also  significant,  effects  parallel  to  the 
axes. 
In  the  frequency  domain,  the  second  kernel  can  be  estimated 
using  (5.5.4)  followed  by  one  application  of  the  smoothing 
(5.7.2)  as  described  in  section  5.7.  As  before,  the  gain  (in 
logarithmic  form)  and  phase,  will  both  be  considered.  Figures 
5.8.7  and  5.8.8  show  surface  and  contour  plots  of  the  magnitude 
of  the  estimate  in  the  frequency  domain  of  the  second  kernel  for 
the  simulated  data  set  dealt  with  in  figures  5.8.1  and  5.8.2.  The 
phase  is  shown  in  figures  5.8.9  and  5.8.10.  The  similarity 
between  frequency  domain  representations  of  simulated  and  real 
data  second  kernel  estimates  is  apparent.  The  magnitude  in  the 
simulated  case  is  7/8  dB.  larger,  perhaps  due  to  the  lack  of 
noise  in  the  simulation,  and  the  phase  does  not  reach  such  large 
lag  values.  This  can  be  explained  by  the  absence  of  any 
propagation  delay  in  -  the  simulated  data  sets.  However  both  real 
and  simulated  data  have  the  dependence  upon  double  periodicities 
in  the  input  spike-train  concentrated  at  lower  frequencies,  and 
in  this  region  the  gain  and  phase  have  similar  forms  both 
decreasing  as  the  frequency  of  periodicity  increases.  All  the 
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Fig.  5.8.5  Surface  plot  of  smoothed  estimate  of  s2(u,  v)  for 
u,  v=0  to  50msec.  and  using  simulated  data  with  td=25msec.  and 
Gm/tm=10/5msec..  Estimated  using  (5.5.1),  with  h=1.0  in  (2.3.3), 
(2.3.8)  and  (5.3.1)  and  smoothed  using  2  applications  of  (5.7.2). 
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Fig.  5.8.6  Contour  plot  of  smoothed  estimate  of  s2(u,  v)  for 
u,  v=O  to  50  msec.  and  using.  simulated  data  with  td=25msec.  and 
Gm/tm=10/5msec..  Estimated  using  (5.5.1),  with  h=1.0  in  (2.3.3), 
(2.3.8)  and  (5.3.1)  and  smoothed  using  2  applications  of  (5.7.2). 
95%  confidence  bard  estimated  as  i  100*10-4  using  (5.7.4). 
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Fig.  5.8.7  Surface  plot  of  magnitude  of  smoothed  estimate  of 
S2(?  lU)  plotted  as  20  Log10 
I, 
S2,  (AYL)  I  fora  ,  i(=0  to  100Hz.  and 
using  simulated  data  with  td=5msec. 
_ 
and 
ýGm/tm=11/10msec.. 
Estimated  using  (5.5.4),,  with  T=256  in  (2.3.29)  and  (5.3.13)  and 
smoothed  using;  1  application  of:  (5.7.2). 
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Fig.  5.8.8  Contour  plot  of  magnitude  of  smoothed  estimate  of 
S2('ýL)  plotted  as  20  Log10'  S2(ý'ýC)  for  il  )t=0  to  100Hz.  and 
using  simulated  data  with  td=5msec.  and  Gm/tm=11/10msec.. 
Estimated  using  (5.5.4),  with.  T=256  in  (2.3.29)  and  (5.3.13)  and 
smoothed  using  1  application  of  (5.7.2). 
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Fig.  5.8.9  Surface  plot  of  restrained  phase  of  smoothed  estimate 
of  S2(A,,  p)  for  A  =0  to  100Hz.  and  using  simulated  data  with 
td=5msec.  and  Gm/tm=11/lOmsec..  Estimated  using  (5.5.4),  with 
T=256  in  (2.3.29)  and  (5.3.13)  and  .  smoothed  using  1  application 
of  (5.7.2). 
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Fig.  5.8.10  Contour  plot  of  restrained  phase  of  smoothed  estimate 
of  S2for'  ,  u=0  toy  100Hz.  and  using  simulated  data  with 
td=5msec.  and  Gm//tm=11/lOmsec..  Estimated  using  (5.5.4),  with 
T=256  in  (2.3.29)  and  (5.3.13)  and  smoothed  using  1  application 
of  (5.7.2). 
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"? simulated  data  second  kernels  studied  have  a  form  similar  to 
those  in  figures  5.8.7  to  5.8.10,  and  varying  the  simulation 
parameters  has  a  consistent  effect  on  subsequent  frequency  domain 
second  kernel  estimates. 
Three  trends  were  detected  in  S2('A,  )  with  varying 
simulation  parameters.  Increasing  td  or  Gm/tm  will  on  average 
lead  to  slightly  lower  D.  C.  magnitude  values,  and  also  the  area 
over  which  the  magnitude  plot  stays  within  6dB.  of  the  D.  C.  value 
decreases.  This  decrease  in  area  occurs  where  the  two  frequencies 
are  close  to  each  other  leaving  regions  close  to  the  axes  which 
extend  out  to  higher  frequency  values,  and  which  are  still  within 
6dB.  of  the  D.  C.  value.  Therefore  if  longer  time  constants  are 
used  in  the  simulation  interactive  effects  are  more  likely  to 
occur  between  periodicities  of  low  and  high  frequencies  than  with 
periodicities  of  similar  frequency.  Increasing  td  or  Gm/tm  will 
also  lead  to  larger  decay  rates  in  both  the  magnitude  and  phase 
estimates.  This  may  be  explained  by  the  greater  filtering  effect 
a  longer  time  constant  will  have,  which  may  result  in  the  sharper 
cutoff  in  the  magnitude  and  longer  delay  observed  in  the  phase  of 
second  kernel  estimates.  Figures  5.8.11  and  5.8.12  show  surface 
and  contour  plots  of  the  smoothed  estimate  of  the  magnitude  of 
S2(ß  p)  for  the  simulated  data  set  dealt  with  in  figures  5.8.3 
and  5.8.4,  with  td=10  ursec.  and  Gm/tm=14/15  ursec..  The  phase 
estimate  is  shown  in  figures  5.8.13  and  5.8.14.  These  estimates 
reflect  the  points  mentioned,  with  a  concentration  of  the 
magnitude  effects  within  6  dB.  of  'the  D.  C.  value  close  to  the 
axes  above  30  Hz.,  '  and  a  steeper  phase  slope  at  lower 
frequencies. 
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Fig.  5.8.11  Surface  plot  of  magnitude  of  smoothed  estimate  of 
S2(aý6  plotted  as  20  Log10  IS2(,,  LL)I  for  k`  JL=0  to  100Hz.  and 
using  simulated  data  with  td=l0msec.  and  Gm/tm=14/15msec.. 
Estimated  using  (5.5.4),  with  T=256  in  (2.3.29)  and  (5.3.13)  and 
smoothed  using  1  application  of  (5.7.2). 
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Fig.  5.8.12  Contour  plot  of-magnitude  of  smoothed  estimate  of 
S2  (a 
,)  plotted  as,  20  Logt  Oi  for  . 
^Aº/=0  to  100Hz.  and 
using  simulated  data,,  with  td=10msec.  and  Gm/tm  14/15msec.. 
Estimated  using  (5.5.4),  with,  T=256  in  (2.3.29)  and  (5.3.13)-and 
smoothed  using  1  application  of  (5.7.2). 
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Fig.  5.8.13  Surface  plot,  of  'restrained  -phase  `  of  smoothed 
estimate  of  S2  (7,  A)  for  a  }(,  =O  to  ,  100Hz.  and  using  simulated  data 
with  td=l0msec.  and  Gm/tm=14/15msec..  Estimated  using  (5.5.4), 
with  T=256  in  (2.3.29)  Äand,,  "(5.3.13)  and  smoothed  using-1 
application  of  (5.7.2). 
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Fig.  5.8.14  Contour  plot  of  restrained  phase  of  smoothed 
estimate  of  S2(ý,  u)  for  ýf.  4  to  100Hz.  and  using  simulated  data 
with  td=l0msec.  and  Gm/tm=14/15msec..  Estimated  using  (5.5.4), 
with  T=256  in  (2.3.29)  and  (5.3.13)  and  smoothed  using  1 
application  of  (5.7.2). 
185 5.9  TM  TWO  INIyr  QUADRATIC  MODEL 
The  two  input  model  introduced  in  section  5.6  can  be 
extended  to  include  non-linear  interactive  effects.  This  model  is 
defined  in  (5.4.3)  and  estimates  of  the  kernels  sl(u)  and  s2(u) 
were  considered  in  section  5.6.  This  section  will  consider  the 
two  second  kernels  sll  (u,  v)  and  s22  (u,  v)  ,  and  the  quadratic 
interaction  between  the  two  inputs  will  also  be  studied.  The 
quadratic  kernels  are  calculated  exactly  as  the  second  kernel  for 
the  single  input  model,  the  other  input  spike-train  is 
disregarded  and  the  estimate  (5.5.1)  may  be  used  if  both  inputs 
are  Poisson.  The  results  of  section  5.6  have  shown  that  the 
linear  model  is  dominated  by  the  sl(u)  kernel,  with  the  s2(u) 
kernel  making  an  almost  negligible  contribution  to  the  linear 
model,  suggesting  that  the  gammal  input  has  a  much  stronger 
influence  on  the  Ia  discharge  than  the  gamma2  input.  This  is  also 
reflected  in  the  estimates  of  the  kernels  s11(u,  v)  and  s22(u,  v). 
In  the  time  domain,  the  estimate  of  s22(u,  v)  has  areas  of 
facilitation  and  inhibition  centred  only  about  the  main  diagonal. 
At  rn  other  point  does  the  magnitude  of  the  estimate  exceed  the 
confidence  band  estimated  using  two  Poisson  spike-trains  of  the 
same  mean  rate.  Figure  5.9.1  shows  the  surface  plot  of  the 
estimate  of  sll(u,  v),  the  contour  plot  is  shown  in  figure  5.9.2. 
Processing  two  Poisson  spike-trains  of  the  same  mean  rate 
suggests  that  areas  which  exceed  ±100*10-4  indicate  significant 
contributions  from  the  kernel  sll(u,  v)  to  the  two  input  model 
(5.4.3).  These  areas  of  significance  are  very  similar  in  nature 
to  the  single  input  kernel  discussed  in  section  5.7,  with  areas 
of  facilitation  and  inhibition  running  parallel  to  the  axes. 
Other  areas  of  facilitation  and  inhibition  are  present,  and  are 
centred  about  the  main  diagonal.  These  are  similar  in  nature  to 
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Fig.  5.9.1  Surface  plot  of  smoothed  estimate  of  second  kernel 
sll(u,  v)  between  gammal  fusimotor  input  and  Ia  discharge  in 
presence  of  gamma2  input.  Estimated  for  u,  v=0  to  50msec.  using 
(5.5.1),  with  h=1.0  in  (2.3.3),  (2.3.8)  and  (5.3.1)  and  smoothed 
using  2  applications  of,  (5.7.2). 
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Fig.  5.9.2  Contour  plot  of  smoothed  estimate  of  second  kernel 
sll(u,  v)  between  gammal  fusimotor  input  and  Ia  discharge  in 
presence  of  gamma2  input.  Estimated  for  u,  v=0  to  50msec.  using 
(5.5.1),  with  h=1.0  in  (2.3.3),  (2.3.8)  and  (5.3.1)  and  smoothed 
using  2  applications  of  (5.7.2).  95%  confidence  band  estimated  as 
±100*10-4  using  (5.7.4). 
188 the  areas  of  facilitation  an3  inhibition  present  in  the  estimate 
of  s22(u,  v),  but  are  much  larger  in  magnitude. 
Thus  with  two  inputs  present,  the  interactive  effect  due  to 
spike  pairs  from  the  dominant  input  is  similar  to  that  observed 
with  a  single  input,  with  much  weaker  interactive  effects  from 
the  second  input  only  occurring  due  to  short  interspike 
intervals. 
Figures  5.9.3  and  5.9.4  show  the  the  magnitude  of  the 
frequency  domain  estimate  of  the  kernel  S11(ý,  u),  the  phase 
estimate  is  shown  in  figures  5.9.5  and  5.9.6.  These  also  resemble 
the  single  input  kernel  S2(A,  L)  estimate  discussed  in  section 
5.7,  with  the  magnitude  being 
/concentrated 
at  lower  frequencies, 
and  the  phase  being  consistent  with  that  due  to  a  delay  in  the 
system.  The  magnitude  of  the  second  kernel  estimate  of  S22(ýL) 
is  10  to  15  dB.  less  than  the  estimate  in  figure  5.9.4, 
suggesting  a  reduced  dependence  of  the  quadratic  model  (5.4.3) 
upon  the  kernel  s22(u,  v). 
These  results  are  consistent  with  the  findings  of  section 
5.6,  in  that  for  this  particular  muscle  spindle  either  the  gammal 
or  gamma2  input  separately  will  couple  strongly  with  the  Ia,  as 
shown  by  the  first  and  second  kernel  estimates  for  each  input.  If 
both  inputs  are  applied  simultaneously  then.  the  garnmal  input  will 
dominate  the  primary  discharge. 
The  final  term  in  the  model  (5.4.3)  is  a  cross  quadratic 
kernel  s12(u,  v)  whose  arguments  are  the  times  to  two  distinct 
input  spikes,  one  from  each  process.  This  gives'a  measure  of.  the 
effect  on  the  primary  discharge  of  a  gammal  spike  u  time  units 
previously  interacting  with  a  gamma2  spike  v  time  units 
previously.  The  estimate  (5.5.1)  for  the  single  input  second 
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Fig.  5.9.3  Surface  plot  of  magnitude  of  smoothed  estimate  of 
second  kernel  S11(A,  Jt)  between  gammal  fusimotor  input  and  Ia 
discharge  in  presence  of  gamma2  input  and  plotted  as  20  Log10 
I  S11(a%g) 
I" 
Estimated  for  If  =0  to  100Hz.  using  (5.5.4),  with 
T=256  in  (2.3.29)  and  (5.3.13)  and  -smoothed  using  1  application 
of  (5.7.2). 
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Fig.  5.9.4  Contour  plot,  of  magnitude  of  smoothed  estimate  of 
second  kernel  S11(a,  u)  between  gammal  fusimotor  input  and  Ia 
discharge  in  presence  of  gamma2  input  and  plotted  as  20  Log10 
I 
S11(ý'}ý) 
I". 
Estimated  for  ,  U,  =O  to  100Hz.  using  (5.5.4),  with 
T=256  in  (2.3.29)  and  (5.3.13)  and  smoothed  using  1  application 
of  (5.7.2). 
191 I 
Fig.  5.9.5  Surface  plot  of  unrestrained  phase  of  smoothed 
estimate  of  second  kernel  S11(a,  g)  between  garnmal  fusimotor  input 
and  Ia  discharge  in  presence  of  gamma2  input.  Estimated  for  1  It=O 
to  100Hz.  using  (5.5.4),  with  T=256  in  (2.3.29)  and  (5.3.13)  and 
smoothed  using  1  application  of  (5.7.2). 
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Fig.  5.9.6  Contour  plot  of  unrestrained  phase  of  smoothed 
estimate  of  second  kernel  S11(1#,  )  between  gammal  fusimotor  input 
and  Ia  discharge  in  presence  of  gamma2  input.  Estimated  for'A  0 
to  100Hz.  using  (5.5.4),  with  T=256  in  (2.3.29)  and  (5.3.13)  and 
smoothed  using  1  application  of  (5.7.2). 
193 kernel  is  based  on  the  assumption  that  the  kernel  is  symmetrical 
in  the  solution  of  the  model  (5.4.1).  Since  this  assumption  is 
not  applicable  to  the  two  input  case,  this  solution  cannot  be 
used.  However  the  cumulant  function  Qnm2m1(u,  u-v)  can  be  used. 
This  will  provide  a  measure  of  the  statistical  dependence  of  the 
output  process  N  at  time  t+u  upon  the  differential  increments 
dMI(t)  and  dM2(t+v)  as  a  function  of  u  and  u-v.  See  figure  5.3.1 
for  a  timing  diagram.  The  estimate  for  this  cumulant  function  is 
based  on  (5.5.2),  but  is  extended  to  deal  with  three  spike-trains 
in  a  similar  manner  to  (5.3.6).  This  is  followed  by  two 
applications  of  the  smoothing  (5.7.2).  Applying  this  estimate  to 
the  two  input  data  set  showed  only  a  weak  interactive  effect,  and 
this  estimate  was  also  applied  to  seven  other  two  input  data  sets 
collected  from  the  same  muscle  spindle.  All  of  these  data  sets 
exhibited  a  weak  interactive  effect,  but  certain  features  were 
present  in  all  the  cumulant  estimates. 
Figures  5.9.7  and  5.9.8  show  the  result  of  averaging  all 
eight  of  the  smoothed  estimates  of  the  cumulant  9nm2ml  (u,  u-v). 
This  was  done  to  provide  a  more  consistent  estimate  of  the 
interactive  effect  and  to  isolate  the  trends  which  are  present  in 
all  the  estimates  from  those  which  are  particular  to  the 
individual  data  sets.  Since  all  of  the  individual  cumulant 
estimates  had  regions  which  exceeded  the  confidence  band 
estimated  from  three  Poisson  spike-trains  with  the  same  mean 
rates  as  the  data  sets,  then  areas  with  the  largest  magnitudes  in 
figure  5.9.8  can  be  considered  as  significant.  From  the 
definition  of  the  cumulant  function  (5.2.13)  the  argument  u  in 
gnm2ml(u,  u-v)  represents  the  time  to  gammal  spikes,  and  the 
argument  u-v  represents  the  time  to  gamma2  spikes.  The  main 
features  in  figures  5.9.7  and  5.9.8  are  a  region  of  facilitation 
194 gnm2ml(u,  u-v) 
Fig.  5.9.7  Surface  plot  of  smoothed  estimate  of  9nm2ml  (u  ,  U-V) 
for  u,  v=0  to  50  ursec.  and  averaged  over  8  files.  Each  estimate 
based  on  (5.5.2),  with  h=1.0,  and  smoothed  using  2  applications 
of  (5.7.2). 
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Fig.  5.9.8  Contour  plot  of  smoothed  estimate  of  gnm2ml  (u,  u-v) 
for  u,  v=O  to  50msec.  and  averaged  over  8  files.  Each  estimate 
based  on  (5.5.2),  with  h=1.0,  and  smoothed  using  2  applications 
of  (5.7.2). 
196 centred  on  u=ll  ursec.  running  parallel  to  the  u-v  axis,  and  a 
region  of  inhibition  centred  on  u=14  ursec.  and  also  running 
parallel  to  the  u-v  axes.  These  regions  of  facilitation  and 
inhibition  occurring  at  fixed  values  of  u  suggest  that  any 
interactive  effect  is  more  dependent  upon  the  time  of  occurrence 
of  previous  gammal  spikes  and  therefore  that  cross-quadratic 
interactive  effects  have  a  stronger  dependence  on  the  gammal 
input.  Other  features  of  similar  magnitude  are  present,  including 
an  area  of  facilitation  centred  on  u=26  msec.  v=ll  ursec.,  and  an 
area  of  inhibition  centred  around  u=26  msec.  and  v=20  msec.. 
These  areas  indicate  the  spike  pair  timings  where  a  spike  from 
process  1  can  interact  with  a  spike  from  process  2  and  produce  an 
interactive  effect  on  the  primary  discharge. 
5.10  SUMMARY 
Extending  to  second  order  the  point-process  system 
identification  model  introduced  in  chapter  two  has  allowed  non- 
linear  effects  within  the  muscle  spindle  to  be  investigated.  The 
development  of  a  new  algorithm  has  allowed  higher  order  time 
domain  parameters  to  be  estimated  very  rapidly.  Time  and 
frequency  domain  representations  of  the  second  kernel  have  given 
different  insights  into  how  non-linear  interactions  between  two 
spikes  or  two  periodicities  can  affect  the  primary  discharge.  The 
effect  of  applying  two  simultaneous  fusimotor  inputs  to  the  same 
muscle  spindle  has  also  been  looked  at.  It  was  found  that  one 
input  dominates  the  primary  response,  with  first  and  second 
kernel  estimates  very  similar  to  those  obtained  with  this  input 
separately.  These  findings  indicate  that  as  more  fusimotor  inputs 
to  a  muscle  spindle  become  active,  then  the  overall  dependence  of 
197 the  primary  discharge  upon  each  input  may  change. 
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199 6.1  SUMMARY  AND  CCNCLUSICNS 
In  general  terms,  the  work  described  in  this  thesis  shows 
that  stochastic  point-process  parameters  can  be  used  to 
characterize  point-process  representations  of  neuronal  spike- 
train  data,  and  can  also  form  the  basis  for  system  identification 
techniques.  Useful  results  can  be  obtained  from  estimates  of  the 
power  spectrum  in  the  analysis  of  single  spike-trains,  and  a 
frequency  domain  approach  provides  more  information  about 
different  discharge  patterns  than  estimates  in  the  time  domain  of 
the  auto-intensity  function  reveal.  Time  and  frequency  domain 
parameters  can  relate  changes  in  the  activity  of  one  spike-train 
which  may  be  caused  by  activity  in  a  second  spike-train,  the  two 
approaches  providing  a  different  insight  into  the  nature  of  any 
dependence  of  one  process  upon  another. 
The  point  process  identification  procedure  represents,  in  a 
series  of  kernels  of  increasing  order,  the  relationship  between 
the  output  and  a  Poisson  input  to  a  point-process  system.  The 
linear  point-process  model  uses  the  kernel  of  order  one  to 
predict  the  average  linear  effect  of  the  input  process  upon  the 
output,  and  has  time  and  frequency  domain  representations.  In  the 
frequency  domain,  a  very  useful  measure  of  absolute  dependence, 
the  coherence,  can  be  used  to  measure  linear  dependence  on  a 
scale  frown  zero  to  one. 
Based  on  the  application  to  muscle  spindle  data  of  linear 
model  estimates,  a  computer  simulation  of  a  spindle  subsystem  was 
constructed,  and  results  from  the  simulation  provided  extra 
insight  into  the  interpretation  of  experimental  results.  It  was 
also  found  that  varying  gain  and  time-constants  in  the 
mathematical  model  of  the  simulation  allowed  different 
experimental  conditions  to  be  simulated.  This  fact,  along  with 
200 the  broad  range  of  linear  dependence  of  the  primary  discharge 
upon  the  fusimotor  input,  as  shown  by  the  coherence  function, 
indicate  that  the  linear  point  process  model  is  a  powerful  tool 
for  investigating  spindle  response  to  a  fusimotor  input. 
Comparison  of  the  point-process  approach  with  more 
conventional  filtering  and  sampled  data  approach  showed  the 
point  process  technique  to  be  superior  in  terms  of  computational 
load  and  known  statistical  properties.  Spectral  estimates  of 
filtered  spike-trains  containing  a  wide  range  of  harmonic 
components  showed  up  a  problem  in  the  choice  of  filter  parameters 
which  can  lead  to  information  loss  in  spectral  estimates  when 
compared  with  point-process  spectral  estimates. 
The  application  of  point-process  parameter  estimates  to  more 
general  neurophysiological  spike-train  data  showed  that  the 
frequency  domain  approach  has  increased  sensitivity  compared  with 
the  time  domain  approach,  and  can  be  used  to  provide  a  measure  of 
dependence  between  two  simultaneous  spike-trains,  including  the 
ability  to  resolve  coupling  at  individual  harmonics.  The 
extension  of  the  coherence  function  to  the  analysis  of  multiple 
spike-trains  which  allows  dependence  on  a  common  input  to  be 
distinguished  from  an  actual  connection  was  applied  to  different 
neuromuscular  spike-train  data,  and  was  shown  to  provide  valuable 
information  about  the  formation  of  connections  between  active 
neurones. 
Application  of  the  point-process  approach  to  analyse  a 
particular  phase-locking  type  response  of  the  muscle  spinale  to  a 
fusimotor  input  showed  how  similar  information  about  this 
response  can  be  obtained  from  two  short  experiments,  as  opposed 
to  a  repetitive  trial  and  error  approach  required  previously  to 
201 measure  the  range  of  frequencies  affected  by  this  phenomenon. 
The  extension  of  the  definition  of  stochastic  point-process 
parameters  to  higher  order  allows  non-linear  interactive  effects 
to  be  studied  and  forms  the  basis  for  the  solution  of  the 
quadratic  point-process  model.  Time  and  frequency  domain 
estimates  for  one  and  two  input  linear  and  quadratic  model 
kernels  were  calculated  and  used  to  analyse  the  effect  of 
applying  two  fusimotor  inputs  simultaneously  to  the  same  muscle 
spindle.  It  was  shown  that  each  fusimotor  input  on  its  own 
produces  strong  linear  and  non-linear  dependence  of  the  primary 
discharge  upon  this  input.  The  application  of  both  inputs 
together  leads  to  one  of  the  inputs  dominating  the  primary 
discharge,  with  first  and  second  kernel  estimates  very  similar  to 
the  single  input  estimates,  with  the  second  input  producing  only 
a  very  weak  dependence  of  the  fusimotor  input  upon  it.  The  time 
and  frequency  domain  second  kernel  estimates,  and  higher  order 
point  process  parameters  for  two  inputs,  were  used  to  determine 
the  input  spike-train  patterns  and  input  spike  frequency  range 
where  higher  order  interactive  effects  are  present.  These  may  be 
linked  to  interactive  effects  in  the  muscle  spindle  such  as 
after-firing  refractory  periods  or  fluctuations  of 
electrochemical  threshold  levels.  The  study  of  higher  order 
kernels  and  non-linear  effects  using  the  point-process  model 
leads  to  suggestions  for  future  work. 
6.2  WIERE  NOW? 
The  large  sample  properties  for  the  time  and  frequency 
domain  quadratic  kernel  estimates  have  still  to  be  determined, 
along  with  the  point-process  equivalent  of  the  quadratic 
coherence.  This  will  allow  a  more  precise  dependence  of  the 
202 spindle  response  to  fusimotor  stimulation  upon  non-linear 
interactions  to  be  determined.  Also  the  point-process  model  could 
be  extended  and  estimates  for  kernels  of  order  three  derived  to 
look  at  higher  order  interactive  effects.  This  may  allow  more 
interesting  features  of  the  system  to  be  investigated. 
The  simulation  has  provided  a  useful  insight  into  the 
interpretation  of  experimental  results,  and  the  development  of 
the  simulation  as  more  complex  interactive  experimental  data  sets 
are  studied  should  prove  a  valuable  aid  in  the  interpretation  of 
higher  order  interactions. 
As  higher  order  interactive  effects  within  and  between 
individual  elements  of  the  neuromuscular  system  are  studied  any 
results  should  be  related,  if  possible,  to  the  overall  control 
function  of  the  neuromuscular  system.  Only  in  this  way  can  the 
understanding  of  the  operation  of  higher  levels  within  the 
central  nervous  system  be  extended. 
Advances  in  the  Physiological  field  should  make  potentially 
more  interesting  neuronal  spike-train  data  sets  available,  and 
application  of  the  existing  techniques  outlined  in  this 
dissertation  to  a  much  wider  range  of  neuronal  data  should  help 
further  the  understanding  of  the  operation  of  nervous  and 
biological  systems. 
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