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1 Introduction
In this paper, we are interested in second-order optimality conditions for the
following constrained vector optimization problem
min f(x) (VP)
subject to x ∈ Q0 := {x ∈ X : g(x) 5 0},
where f := (fi), i ∈ I := {1, . . . , p}, and g := (gj), j ∈ J := {1, . . . ,m} are
vector-valued functions defined on a Banach space X.
As a mainstream in the study of vector optimization problems, optimality
condition for vector optimization problems has attracted the attention of many
researchers in the field of optimization due to their important applications in
many disciplines, such as variational inequalities, equilibrium problems and
fixed pointed problems; see, for example, [1–9].
It is well-known that if fi, gj are differentiable at x¯ ∈ Q0 and x¯ is a
local weak efficient solution of (VP), then there exist Lagrange multipliers
(λ, µ) ∈ Rp × Rm satisfying
p∑
i=1
λi∇fi(x¯) +
m∑
j=1
µj∇gj(x¯) = 0, (1)
µ = (µ1, . . . , µm) = 0, µjgj(x¯) = 0, (2)
λ = (λ1, . . . , λp) = 0, (λ, µ) 6= 0; (3)
see [10, Theorem 7.4]. Conditions (1)–(3) are called the first-order F.-John
necessary optimality conditions. If λ is nonzero, then these conditions are
called the first-order Karush–Kuhn–Tucker (KKT ) optimality conditions. By
Motzkin’s theorem of the alternative [11, p.28], the existence of KKT multi-
pliers is equivalent to the inconsistency of the following system
∇fi(x¯)(v) < 0, i ∈ I, (4)
∇gj(x¯)(v) 5 0, j ∈ J(x¯), (5)
with unknown v ∈ X, where J(x¯) is the active index set at x¯. Conditions
(4)–(5) are called the first-order KKT necessary conditions in primal form.
The first-order KKT optimality conditions are needed to find optimal
solutions of constrained optimization problems. In order to obtain these op-
timality conditions, constraint qualifications and regularity conditions are in-
dispensable; see, for example, [12–20]. We recall here that these assumptions
are called constraint qualifications (CQ) when they have to be fulfilled by the
constraints of the problem, and they are called regularity conditions (RC)
when they have to be fulfilled by both the objectives and the constraints of
the problem; see [21] for more details.
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Second-order necessary optimality conditions play an important role in
both the theory and practice of constrained optimization problems. These
conditions are used to eliminate nonoptimal KKT points of optimization prob-
lems. Moreover, the second-order optimality condition is a key tool of numeri-
cal analysis in proving convergence and deriving error estimates for numerical
discretizations of optimization problems; see, for example, [22–24].
One of the first investigations to obtain second-order optimality conditions
of KKT -type for smooth vector optimization problems was carried out by
Wang [25]. Then, by introducing a new second-order constraint qualification
in the sense of Abadie, Aghezzaf et al. [26] extended Wang’s results to the non-
convex case. Maeda [27] was the first to propose an Abadie regularity condition
and established second-order KKT necessary optimality conditions for C1,1
vector optimization problems. By using the second-order directional deriva-
tives and introducing a new second-order constraint qualification of Zangwill-
type, Ivanov [28] introduced some optimality conditions for C1 vector op-
timization problems with inequality constraints. Very recently, by proposing
some types of the second-order Abadie regularity conditions, Huy et al. [29,30]
have obtained some second-order KKT necessary optimality conditions for
C1,1 vector optimization problems in terms of second-order symmetric subdif-
ferentials. For other contributions to second-order KKT optimality conditions
for vector optimization, the reader is invited to see the papers [31–38] with
the references therein.
Our aim is to weaken the hypotheses of the optimality conditions in [25–
28, 30, 31, 36]. To obtain second-order KKT necessary conditions, by using
second-order upper generalized directional derivatives and second-order tan-
gent sets, we introduce some second-order constraint qualifications of Zangwill
type, Abadie type and Mangasarian-Fromovitz type as well as a regularity
condition of Abadie type. Our obtained results improve and generalize the
corresponding results in [25–28,30,31,36], because the objective functions and
the active constraint functions are only locally Lipschitz at the referee point
and the required constraint qualifications are also weaker. Moreover, the con-
nections between these proposed conditions are established.
The organization of the paper is as follows. In Section 2, we recall some
notations, definitions and preliminary material. Section 3 is devoted to investi-
gate second-order constraint qualifications and regularity conditions in a nons-
mooth setting for vector optimization problems. In Section 4 and Section 5, we
establish some second-order necessary optimality conditions of KKT -type for
a local (weak, Geoffrion properly) efficient solution of (VP). Section 6 draws
some conclusions.
2 Preliminaries
In this section, we recall some definitions and introduce basic results, which
are useful in our study.
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Let Rp be the p-dimensional Euclidean space. For a, b ∈ Rp, by a 5 b, we
mean ai 5 bi for all i ∈ I; by a ≤ b, we mean a 5 b and a 6= b; and by a < b,
we mean ai < bi for all i ∈ I.
We first recall the definition of local (weak, Geoffrion properly) efficient
solutions for the considered problem (VP). Note that the concept of properly
efficient solution has been introduced at first to eliminate the efficient solutions
with unbounded trade-offs. This concept was introduced initially by Kuhn and
Tucker [39] and was followed thereafter by Geoffrion [40]. Geoffrion’s concept
enjoys economical interpretations, while Kuhn and Tucker’s one is useful for
numerical and algorithmic purposes.
Definition 2.1 Let Q0 be the feasible set of (VP) and x¯ ∈ Q0. We say that:
(i) x¯ is an efficient solution (resp., a weak efficient solution) of (VP) iff there
is no x ∈ Q0 satisfying f(x) ≤ f(x¯) (resp., f(x) < f(x¯)).
(ii) x¯ is a Geoffrion properly efficient solution of (VP) iff it is efficient and
there exists M > 0 and such that, for each i,
fi(x)− fi(x¯)
fj(x¯)− fj(x) 5M,
for some j such that fj(x¯) < fj(x) whenever x ∈ Q0 and fi(x¯) > fi(x).
(iii) x¯ is a local efficient solution (resp., local weak efficient solution, local
Geoffrion properly efficient solution) of (VP) iff it is an efficient solution
(resp., weak efficient solution, Geoffrion properly efficient solution) in
U ∩Q0, where U is some neighborhood of x¯.
Hereafter, we assume that X is a Banach space equipped with the norm
‖ · ‖. Let Ω be a nonempty subset in X. The closure, convex hull and conic
hull of Ω are denoted by clΩ, convΩ and coneΩ, respectively.
Definition 2.2 Let x¯ ∈ Ω and u ∈ X.
(i) The tangent cone to Ω at x¯ ∈ Ω is defined by
T (Ω; x¯) := {d ∈ X : ∃tk ↓ 0,∃dk → d, x¯+ tkdk ∈ Ω, ∀k ∈ N}.
(ii) The second-order tangent set to Ω at x¯ with respect to the direction u is
defined by
T 2(Ω; x¯, u) :=
{
v ∈ X : ∃tk ↓ 0,∃vk → v, x¯+ tku+ 1
2
t2kv
k ∈ Ω, ∀k ∈ N
}
.
Clearly, T ( · ; x¯) and T 2( · ; x¯, u) are isotone, i.e., if Ω1 ⊂ Ω2, then
T (Ω1; x¯) ⊂ T (Ω2; x¯),
T 2(Ω1; x¯, u) ⊂ T 2(Ω2; x¯, u).
It is well-known that T (Ω; x¯) is a nonempty closed cone. For each u ∈ X,
the set T 2(Ω; x¯, u) is closed, but may be empty. However, we see that the set
T 2(Ω; x¯, 0) = T (Ω; x¯) is always nonempty.
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Let F : X → R be a real-valued function defined on X and x¯ ∈ X. The
function F is said to be locally Lipschitz at x¯ iff there exist a neighborhood U
of x¯ and L = 0 such that
|F (x)− F (y)| 5 L‖x− y‖, ∀x, y ∈ U.
Definition 2.3 Assume that F : X → R is locally Lipschitz at x¯ ∈ X. Then:
(i) (See [41]) The Clarke’s generalized derivative of F at x¯ is defined by
F ◦(x¯, u) := lim sup
x→x¯
t↓0
F (x+ tu)− F (x)
t
, u ∈ X.
(ii) (See [42]) The second-order upper generalized directional derivative of F
at x¯ is defined by
F ◦◦(x¯, u) := lim sup
t↓0
F (x¯+ tu)− F (x¯)− tF ◦(x¯, u)
1
2 t
2
, u ∈ X.
It is easily seen that F ◦(x¯, 0) = 0 and F ◦◦(x¯, 0) = 0. Furthermore, the function
u 7→ F ◦(x¯, u) is finite, positively homogeneous, and subadditive on X; see, for
example, [41, 43,44].
The following lemmas will be useful in our study.
Lemma 2.1 Suppose that F : X → R is locally Lipschitz at x¯ ∈ X. Let u ∈ X
and let {(tk, uk)} be a sequence converging to (0+, u). If
F
(
x¯+ tku
k
)
= F (x¯) for all k ∈ N,
then F ◦(x¯, u) = 0.
Proof Since F is locally Lipschitz at x¯ and
lim
k→∞
(x¯+ tku
k) = lim
k→∞
(x¯+ tku) = x¯,
there exist L = 0 and k0 ∈ N such that
|F (x¯+ tkuk)− F (x¯+ tku)| 5 Ltk‖uk − u‖ for all k = k0.
Thus,
0 5 F (x¯+ tkuk)− F (x¯)
= [F (x¯+ tku
k)− F (x¯+ tku)] + [F (x¯+ tku)− F (x¯)]
5 Ltk‖uk − u‖+ F (x¯+ tku)− F (x¯)
for all k = k0. This implies that
0 5 lim
k→∞
L‖uk − u‖+ lim sup
k→∞
F (x¯+ tku)− F (x¯)
tk
5 lim sup
x→x¯
t↓0
F (x+ tu)− F (x)
t
.
Therefore, F ◦(x¯, u) = 0, as required.
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Lemma 2.2 Suppose that F : X → R is locally Lipschitz at x¯ ∈ X. Let (u, v)
be a vector in X × X and let {(tk, vk)} be a sequence converging to (0+, v)
satisfying
F
(
x¯+ tku+
1
2
t2kv
k
)
= F (x¯) for all k ∈ N.
If F ◦(x¯, u) = 0, then F ◦(x¯, v) + F ◦◦(x¯, u) = 0.
Proof For each k ∈ N, put xk := x¯ + tku + 12 t2kvk and yk := x¯ + tku + 12 t2kv.
Since F is locally Lipschitz at x¯ and
lim
k→∞
xk = lim
k→∞
yk = x¯,
there exist L = 0 and k0 ∈ N such that
|F (xk)− F (yk) | 5 1
2
t2kL‖vk − v‖ for all k = k0.
Thus,
0 5 F (xk)− F (x¯)
= [F (xk)− F (yk)] + [F (yk)− F (x¯+ tku)]
+ [F (x¯+ tku)− F (x¯)− tkF ◦(x¯, u)]
5 1
2
t2kL‖vk − v‖+ [F (yk)− F (x¯+ tku)] + [F (x¯+ tku)− F (x¯)− tkF ◦(x¯, u)]
for all k = k0. This implies that
0 5 lim
k→∞
L‖vk − v‖+ lim sup
k→∞
F (x¯+ tku+
1
2 t
2
kv)− F (x¯+ tku)
1
2 t
2
k
+ lim sup
k→∞
F (x¯+ tku)− F (x¯)− tkF ◦(x¯, u)
1
2 t
2
k
5 lim sup
x→x¯
t↓0
F (x+ tv)− F (x)
t
+ lim sup
t↓0
F (x¯+ tu)− F (x¯)− tF ◦(x¯, u)
1
2 t
2
= F ◦(x¯, v) + F ◦◦(x¯, u).
Therefore, F ◦(x¯, v) + F ◦◦(x¯, u) = 0. The proof is complete.
3 Second-order constraint qualification and regularity condition
From now on, we consider problem (VP) under the following assumptions:{
The functions fi, i ∈ I, gj , j ∈ J(x¯), are locally Lipschitz at x¯,
The functions gj , j ∈ J \ J(x¯), are continuous at x¯,
Locally Lipschitz vector optimization problems 7
where x¯ is a feasible point of (VP) and J(x¯) is the active index set at x¯, that
is,
J(x¯) := {j ∈ J : gj(x¯) = 0}.
For any vectors a = (a1, a2) and b = (b1, b2) in R2, we denote the lexicographic
order by
a 5lex b, iff a1 < b1 or (a1 = b1 and a2 5 b2),
a <lex b, iff a1 < b1 or (a1 = b1 and a2 < b2).
Let us introduce some notations which are used in the sequel. For each
x¯ ∈ Q0 and u ∈ X, put
Q := Q0 ∩ {x ∈ X : fi(x) 5 fi(x¯), i ∈ I},
J(x¯;u) := {j ∈ J(x¯) : g◦j (x¯, u) = 0},
I(x¯;u) := {i ∈ I : f◦i (x¯, u) = 0}.
We say that u is a critical direction of (VP) at x¯ iff
f◦i (x¯, u) 5 0, ∀i ∈ I,
f◦i (x¯, u) = 0, at least one i ∈ I,
g◦j (x¯, u) 5 0, ∀j ∈ J(x¯).
The set of all critical directions of (VP) at x¯ is denoted by C(x¯). Obviously,
0 ∈ C(x¯).
We now use the following second-order approximation sets for Q and Q0 to
introduce second-order constraint qualifications and regularity condition. For
each x¯ ∈ Q0 and u ∈ X, set
L2(Q; x¯, u) :=
{
v ∈ X : F 2i (x¯;u, v) 5lex (0, 0), i ∈ I
and G2j (x¯;u, v) 5lex (0, 0), j ∈ J(x¯)
}
,
L2(Q0; x¯, u) :=
{
v ∈ X : G2j (x¯;u, v) 5lex (0, 0), j ∈ J(x¯)
}
,
L20(Q0; x¯, u) :=
{
v ∈ X : G2j (x¯;u, v) <lex (0, 0), j ∈ J(x¯)
}
,
A(x¯;u) :=
{
v ∈ X : ∀j ∈ J(x¯;u) ∃δj > 0 with gj
(
x¯+ tu+
1
2
t2v
)
5 0
∀t ∈ (0, δj)
}
,
B(x¯;u) :=
{
v ∈ X : g◦j (x¯, v) + g◦◦j (x¯, u) 5 0, ∀j ∈ J(x¯;u)
}
,
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where
F 2i (x¯;u, v) := (f
◦
i (x¯, u), f
◦
i (x¯, v) + f
◦◦
i (x¯, u)) , i ∈ I, v ∈ X,
G2j (x¯;u, v) :=
(
g◦j (x¯, u), g
◦
j (x¯, v) + g
◦◦
j (x¯, u)
)
, j ∈ J(x¯), v ∈ X.
For brevity, we denote L(Q; x¯) := L2(Q; x¯, 0). It is easily seen that, for each
u ∈ C(x¯), we have
L20(Q0; x¯, u) =
{
v ∈ X : g◦j (x¯, v) + g◦◦j (x¯, u) < 0, j ∈ J(x¯, u)
}
.
Definition 3.1 Let x¯ ∈ Q0 and u ∈ X. We say that:
(i) The Zangwill second-order constraint qualification holds at x¯ for the di-
rection u iff
B(x¯;u) ⊂ clA(x¯;u). (ZSCQ)
(ii) The Abadie second-order constraint qualification holds at x¯ for the direc-
tion u iff
L2(Q0; x¯, u) ⊂ T 2(Q0; x¯, u). (ASCQ)
(iii) The Mangasarian–Fromovitz second-order constraint qualification holds
at x¯ for the direction u iff
L20(Q0; x¯, u) 6= ∅. (MFSCQ)
(iv) The weak Abadie second-order regularity condition holds at x¯ for the
direction u iff
L2(Q; x¯, u) ⊂ T 2(Q0; x¯, u). (WASRC)
The (ZSCQ) type was first introduced by Ivanov [28, Definition 3.2] for
C1 functions. The (ASCQ) type was proposed by Aghezzaf and Hachimi for
(VP) with C2 data; see [26, p.40]. The (MFSCQ) type was first introduced
in [45] for C2 scalar optimization problems. The (WASRC) type was used
for C1,1 vector optimization problems in [30]. For problems with only locally
Lipschitz active constraints and objective functions, these conditions are new.
Definition 3.2 Let x¯ ∈ Q0. We say that the Zangwill constraint qualification
(ZCQ) (resp., Abadie constraint qualification (ACQ), Mangasarian–Fromovitz
constraint qualification (MFCQ), weak Abadie regularity condition (WARC))
holds at x¯ iff the (ZSCQ) (resp., (ASCQ), (MFSCQ), (WASRC)) holds at
x¯ for the direction 0.
The following result shows that the (WASRC) is weaker than other con-
straint qualification conditions in Definition 3.1.
Proposition 3.1 Let x¯ ∈ Q0 and u ∈ X. Then the following implications
hold:
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(i) (B(x¯;u) ⊂ clA(x¯;u) ) ⇒ (L2(Q0; x¯, u) ⊂ T 2(Q0; x¯, u) ) ⇒
(L2(Q; x¯, u) ⊂ T 2(Q0; x¯, u) ), i.e,
(ZSCQ)⇒ (ASCQ)⇒ (WASRC).
(ii) (L20(Q0; x¯, u) 6= ∅ )⇒ (L2(Q0; x¯, u) ⊂ T 2(Q0; x¯, u) ), i.e.,
(MFSCQ)⇒ (ASCQ).
(iii) (L20(Q0; x¯, 0) 6= ∅ ) ⇒ (L20(Q0; x¯, u) 6= ∅, ∀u ∈ C(x¯) ).
Proof (i) Clearly, L2(Q; x¯, u) ⊂ L2(Q0; x¯, u). Thus the second implication of
(i) is trivial. We now assume that the (ZSCQ) holds at x¯ for the direction
u ∈ X. Fix v ∈ L2(Q0; x¯, u). Then,
G2j (x¯;u, v) 5lex (0, 0), ∀j ∈ J(x¯).
This implies that
g◦j (x¯, u) 5 0, ∀j ∈ J(x¯),
g◦j (x¯, v) + g
◦◦
j (x¯, u) 5 0, ∀j ∈ J(x¯;u).
Thus, v ∈ B(x¯;u). Since the (ZSCQ) holds at x¯ for the direction u, we have
v ∈ clA(x¯;u). Thus there exists a sequence {vk} ⊂ A(x¯;u) converging to v.
Let {th} be an arbitrary positive sequence converging to 0. We claim that
there is a subsequence {thk} ⊂ {th} such that
x¯+ thku+
1
2
t2hkv
k ∈ Q0, ∀k ∈ N.
We will prove this claim by induction on k.
In case of k = 1, let {xh} be a sequence defined by
xh := x¯+ thu+
1
2
t2hv
1 for all h ∈ N.
Let us consider the following possible cases for j ∈ J .
Case 1. j /∈ J(x¯). This means that gj(x¯) < 0. Since gj is continuous at x¯
and lim
h→∞
xh = x¯, there is H1 ∈ N such that gj
(
xh
)
< 0 for all h = H1.
Case 2. j ∈ J(x¯) \ J(x¯;u). This means that gj(x¯) = 0 and g◦j (x¯, u) < 0.
We claim that there exists H2 ∈ N such that gj
(
xh
)
< 0 for all h = H2.
Indeed, if otherwise, there is a subsequence {thl} ⊂ {th} satisfying
gj
(
x¯+ thlu+
1
2
t2hlv
1
)
= gj(x¯) = 0, ∀l ∈ N,
or, equivalently,
gj
(
x¯+ thl
(
u+
1
2
thlv
1
))
= gj(x¯), ∀l ∈ N.
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Clearly, lim
l→∞
(
u+ 12 thlv
1
)
= u. By Lemma 2.1, g◦j (x¯, u) = 0, and which con-
tradicts with the fact that g◦j (x¯, u) < 0.
Case 3. j ∈ J(x¯;u). Since v1 ∈ A(x¯;u) and j ∈ J(x¯;u), there exists δj > 0
such that
gj
(
x¯+ tu+
1
2
t2v1
)
5 0, ∀t ∈ (0, δj).
From lim
h→∞
th = 0 it follows that there is H3 ∈ N such that th ∈ (0, δj) for all
h = H3. Thus, gj
(
xh
)
5 0 for all h = H3.
Put h1 := max{H1, H2, H3}. Then, we have gj
(
xh
)
5 0 for all h = h1 and
j ∈ J . This implies that
x¯+ thu+
1
2
t2hv
1 ∈ Q0 ∀h = h1.
Thus, by induction on k, there exists a subsequence {thk} ⊂ {th} such that
x¯+ thku+
1
2
t2hkv
k ∈ Q0, ∀k ∈ N.
From this, lim
k→∞
thk = 0, and lim
k→∞
vk = v, it follows that v ∈ T 2(Q0; x¯, u).
Since v is arbitrary in L2(Q0; x¯, u), we have
L2(Q0; x¯, u) ⊂ T 2(Q0; x¯, u).
Thus the (ASCQ) holds at x¯ for the direction u.
(ii) We now assume that the (MFSCQ) holds at x¯ for the direction u ∈ X
and v0 ∈ L20(Q0; x¯, u). Fix v ∈ L2(Q0; x¯, u). Then,
g◦j (x¯, u) 5 0, ∀j ∈ J(x¯),
g◦j (x¯, v) + g
◦◦
j (x¯, u) 5 0, ∀j ∈ J(x¯;u).
Let {sk} and {th} be any positive sequences converging to zero. For each
k ∈ N, put vk := skv0 + (1 − sk)v. Then, lim
k→∞
vk = v. We claim that there
exists a subsequence {thk} of {th} such that
x¯+ thku+
1
2
t2hkv
k ∈ Q0, ∀k ∈ N.
Consequently, v ∈ T 2(Q0; x¯, u) and we therefore get the (ASCQ).
Indeed, for k = 1, we have that v1 = s1v
0 + (1 − s1)v. Fix j ∈ J . If
j ∈ J \J(x¯;u), then, we prove as in Case 1 and Case 2 of the proof of assertion
(i) that there exists H1 ∈ N such that
gj
(
xh
)
< 0, ∀h = H1,
where xh := x¯+ thu+
1
2 t
2
hv
1. If j ∈ J(x¯;u), then
g◦j (x¯, v
0) + g◦◦j (x¯, u) < 0.
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Hence,
g◦j (x¯, v
1) + g◦◦j (x¯, u) 5 s1g◦j (x¯, v0) + (1− s1)g◦j (x¯, v) + g◦◦j (x¯, u)
= s1[g
◦
j (x¯, v
0) + g◦◦j (x¯, u)] + (1− s1)[g◦j (x¯, v) + g◦◦j (x¯, u)]
< 0.
Thus,
lim sup
h→∞
gj(x
h)
1
2 t
2
h
= lim sup
h→∞
gj(x
h)− gj(x¯)− thg◦j (x¯;u)
1
2 t
2
h
5 lim sup
h→∞
gj((x¯+ thu) +
1
2 t
2
hv
1)− gj(x¯+ thu)
1
2 t
2
h
+ lim sup
h→∞
gj(x¯+ thu)− gj(x¯)− thg◦j (x¯;u)
1
2 t
2
h
5 g◦j (x¯; v1) + g◦◦j (x¯;u)
< 0.
This implies that there exists H2 ∈ N such that gj(xh) < 0 for all h = H2.
Put h1 := max{H1, H2}. Then we have gj(xh) < 0 for all h = h1 and j ∈ J .
Thus,
x¯+ thu+
1
2
t2hv
1 ∈ Q0 ∀h = h1,
and the assertion follows by induction on k.
(iii) Assume that there exists v0 ∈ L20(Q0; x¯, 0). Then g◦j (x¯, v0) < 0 for all
j ∈ J(x¯). Let u ∈ C(x¯). For each t > 0, put v(t) := u + tv0. We claim that
there exists t > 0 such that v(t) ∈ L20(Q0; x¯, u). Indeed, for each j ∈ J(x¯;u),
one has
g◦j (x¯, v(t)) + g
◦◦
j (x¯, u) 5 g◦j (x¯, u) + tg◦j (x¯, v0) + g◦◦j (x¯, u)
= tg◦j (x¯, v
0) + g◦◦j (x¯, u)
< 0
for t large enough. This implies that v(t) ∈ L20(Q0; x¯, u) for t large enough, as
required.
The relations between second-order constraint qualifications are summa-
rized in Figure 1.
Remark 3.1 The forthcoming Examples 4.1 and 4.2 show that (WASRC) 6⇒
(ZSCQ) and (WASRC) 6⇒ (MFSCQ).
For the remainder of this paper, we apply the (WASRC) to establish some
second-order KKT necessary optimality conditions for efficient solutions of
(VP). We point out that, by Proposition 3.1, these results still valid when the
(WASRC) is replaced by one of (ZSCQ), (ASCQ) and (MFSCQ).
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Fig. 1 Relations between second-order constraint qualifications
4 Second-order optimality conditions for efficiencies
In this section, we apply the (WASRC) to establish some second-order KKT
necessary optimality conditions in primal form for local (weak) efficient solu-
tions of (VP).
The following theorem gives a first-order necessary optimality condition
for (VP) under the reqularity condition (WARC).
Theorem 4.1 If x¯ ∈ Q0 is a local (weak) efficient solution of (VP) and
(WARC) holds at x¯, then the system
f◦i (x¯, u) < 0, i ∈ I, (6)
g◦j (x¯, u) 5 0, j ∈ J(x¯), (7)
has no solution u ∈ X.
Proof Arguing by contradiction, assume that there exists u ∈ X satisfying
conditions (6) and (7). This implies that u ∈ L(Q; x¯). Since the (WARC)
holds at x¯, one has
L(Q; x¯) ⊂ T (Q0; x¯).
Consequently, u ∈ T (Q0; x¯). Thus there exist tk → 0+ and uk → u such that
x¯+ tku
k ∈ Q0
for all k ∈ N. We claim that, for each i ∈ I, there exists Ki ∈ N satisfying
fi(x¯+ tku
k) < fi(x¯), ∀k = Ki.
Indeed, if otherwise, there exist i ∈ I and a sequence {kl} ⊂ N such that
fi(x¯+ tklu
kl) = fi(x¯), ∀l ∈ N.
By Lemma 2.1, we have f◦i (x¯, u) = 0, contrary to (6).
Put K0 := max {K1, . . . ,Kp}. Then,
fi((x¯+ tku
k) < fi(x¯)
for all k = K0 and i ∈ I, which contradicts the hypothesis of the theorem.
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Remark 4.1 (i) Recently, Gupta et al. [46, Theorems 3.1] showed that “If
x¯ is an efficient solution of (VP), X = Rn, for each i ∈ I, fi is ∂c-
quasiconcave at x¯, and there exists i ∈ I such that
L(M i; x¯) ⊂ T (M i; x¯), (8)
where
M i := {x ∈ Q0 : fi(x) 5 fi(x¯)},
L(M i; x¯) := {u ∈ X : f◦i (x¯;u) 5 0, g◦j (x¯;u) 5 0, j ∈ J(x¯)},
then the system (6)–(7) has no solution”.
Clearly,
T (M i; x¯) ⊂ T (Q0; x¯),
L(Q; x¯) ⊂ L(M i; x¯).
This implies that if condition (8) holds at x¯, then so does the (WARC).
Thus, Theorem 4.1 improves [46, Theorems 3.1]. We note here that the
assumption that fi is ∂
c-quasiconcave at x¯ is not necessary in our result.
(ii) Theorem 4.1 also improves [46, Theorems 3.3]. Theorem 3.3 in [46] is as
follows: “If x¯ is a weak efficient solution of (VP), X = Rn, Q0 is convex,
for each i ∈ I, fi is ∂c-quasiconcave at x¯, and there exists i ∈ I such
that
L(M i; x¯) ⊂ cl conv T (M i; x¯), (9)
then the system (6)–(7) has no solution”.
Since T (M i; x¯) ⊂ T (Q0; x¯) and Q0 is a closed convex set, we have
cl conv T (M i; x¯) ⊂ T (Q0; x¯).
This implies the (WARC) is weaker than condition (9) and so Theorem
4.1 sharpens [46, Theorems 3.3]. We would like to remark that our result
does not require any convexity assumptions.
Now we are ready to present our result of second-order KKT optimality
conditions for local (weak) efficient solutions of (VP) under the (WASRC).
Theorem 4.2 Let x¯ be a local (weak) efficient solution of (VP). Suppose that
the (WASRC) holds at x¯ for any critical direction. Then, the system
F 2i (x¯;u, v) <lex (0, 0), i ∈ I, (10)
G2j (x¯;u, v) 5lex (0, 0), j ∈ J(x¯). (11)
has no solution (u, v) ∈ X ×X.
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Proof Arguing by contradiction, assume that there exists (u, v) ∈ X × X
satisfying conditions (10) and (11). It follows that v ∈ L2(Q; x¯, u) and
f◦i (x¯, u) 5 0, i ∈ I,
g◦j (x¯, u) 5 0, j ∈ J(x¯).
Since the (WASRC) holds at x¯, so does the (WARC). By Theorem 4.1, there
exists i ∈ I such that f◦i (x¯, u) = 0. This means that u is a critical direction
of (VP) at x¯. Since the (WASRC) holds at x¯ for the critical direction u, we
have
v ∈ T 2(Q0; x¯, u).
Thus there exist a sequence {vk} converging to v and a positive sequence {tk}
converging to 0 such that
xk := x¯+ tku+
1
2
t2kv
k ∈ Q0, ∀k ∈ N.
We claim that, for each i ∈ I, there exists Ki ∈ N such that
fi(x
k) < fi(x¯)
for all k = Ki. Indeed, if otherwise, there exist i0 ∈ I and a sequence {kl} ⊂ N
satisfying
fi0
(
x¯+ tklu+
1
2
t2klv
kl
)
= fi0(x¯), ∀l ∈ N. (12)
We consider the following possible cases for i0.
Case 1. i0 ∈ I(x¯;u). This means that f◦i0(x¯, u) = 0. From (10) it follows
that
f◦i0(x¯, v) + f
◦◦
i0 (x¯, u) < 0. (13)
From (12), lim
l→∞
tkl = 0, lim
l→∞
vkl = v, and Lemma 2.2, it follows that
f◦i (x¯, v) + f
◦◦
i (x¯, u) = 0,
contrary to (13).
Case 2. i0 /∈ I(x¯;u). This means that f◦i0(x¯, u) < 0. In this case we now
rewrite (12) as
fi0
(
x¯+ tkl
(
u+
1
2
tklv
kl
))
= fi0(x¯), ∀l ∈ N.
From lim
l→∞
tkl = 0, lim
l→∞
(
u+ 12 tklv
kl
)
= u, and Lemma 2.1, it follows that
f◦i0(x¯, u) = 0. This contradicts the fact that f◦i0(x¯, u) < 0.
Put K0 := max{Ki : i ∈ I}. Then, we have
fi(x
k) < fi(x¯)
for all k = K0 and i ∈ I, which contradicts the hypothesis of the theorem.
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An immediate consequence of the above theorem is the following corollary.
Corollary 4.1 Let x¯ be a local (weak) efficient solution of (VP) and u ∈ C(x¯).
Suppose that the (WASRC) holds at x¯ for the direction u. Then the following
system
f◦i (x¯, v) + f
◦◦
i (x¯, u) < 0, i ∈ I(x¯;u), (14)
g◦j (x¯, v) + g
◦◦
j (x¯, u) 5 0, j ∈ J(x¯, u), (15)
has no solution v ∈ X.
Remark 4.2 Suppose that F : X → R is of class C1(X), i.e., F is Fre´chet
differentiable and its gradient mapping is continuous on X. If F is second-
order directionally differentiable at x¯, i.e., there exists
F ′′(x¯, u) := lim
t↓0
F (x¯+ tu)− F (x¯)− t〈∇F (x¯), u〉
1
2 t
2
, u ∈ X,
then F ′′(x¯, u) = F ◦◦(x¯, u) for all u ∈ X. In [28], Ivanov considered problem
(VP) under the following conditions:
The functions gj , j /∈ J(x¯) are continuous at x¯;
The functions fi, i ∈ I, gj , j ∈ J(x¯) are of class C1(X);
If 〈∇fi(x¯), u〉 = 0, then there exists f ′′i (x¯, u);
If 〈∇gj(x¯), u〉 = 0, j ∈ J(x¯), then there exists g′′j (x¯, u).
 (C)
If condition (C) holds at x¯ for the direction u, then the system (14)–(15)
becomes
〈∇fi(x¯), v〉+ f ′′i (x¯, u) < 0, i ∈ I(x¯, u),
〈∇gj(x¯), v〉+ g′′j (x¯, u) 5 0, j ∈ J(x¯, u).
Since the (WASRC) is weaker than the (ZSCQ), Corollary 4.1 improves and
extends result of Ivanov [28, Theorem 4.1] and of Huy et al. [30, Theorem 3.2].
To illustrate, we consider the following example.
Example 4.1 Let f : R2 → R3 and g : R2 → R be two maps defined by
f(x) := (f1(x), f2(x), f3(x)) = (x2, x1 + x
2
2,−x1 − x1|x1|+ x22)
g(x) := |x1|+ x32 − x21, ∀x = (x1, x2) ∈ R2.
Then the feasible set of (VP) is
Q0 = {(x1, x2) ∈ R2 : |x1|+ x32 − x21 5 0}.
Let x¯ = (0, 0) ∈ Q0. It is easy to check that x¯ is an efficient solution of (VP).
For each u = (u1, u2) ∈ R2, we have
f◦1 (x¯, u) = 〈∇f1(x¯), u〉 = u2, f◦2 (x¯, u) = 〈∇f2(x¯), u〉 = u1
f◦3 (x¯, u) = 〈∇f3(x¯), u〉 = −u1, g◦(x¯, u) = |u1|.
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Thus,
C(x¯) = {(u1, u2) ∈ R2 : u1 = 0, u2 5 0}.
Clearly, 0R2 := (0, 0) is a critical direction at x¯. We claim that the (WASRC)
holds at x¯ for the direction 0R2 . Indeed, we have
L2(Q; x¯, 0R2) = {(v1, v2) ∈ R2 : v1 = 0, v2 5 0}.
An easy computation shows that
T 2(Q0; x¯, 0R2) = T (Q0; x¯) = {(v1, v2) ∈ R2 : v1 = 0, v2 5 0}.
This implies that the (WASRC) holds at x¯ for the direction 0R2 . By Corollary
4.1, the system
f◦i (x¯, v) + f
◦◦
i (x¯, 0R2) < 0, i ∈ I(x¯; 0R2),
g◦(x¯, v) + g◦◦(x¯, 0R2) 5 0,
has no solution v ∈ R2. The second-order necessary conditions of Huy et
al. [30, Theorem 3.2] and of Ivanov [28, Theorem 4.1] are not applicable to
this example as the constraint function g is not Fre´chet differentiable at x¯.
Furthermore, the (ZSCQ) does not hold at x¯ for the direction 0R2 . Indeed,
we have
B(x¯; 0R2) = {(v1, v2) ∈ R2 : v1 = 0, v2 ∈ R}.
Let v = (v1, v2) ∈ R2. We have v ∈ A(x¯; 0R2) if and only if there exists δ > 0
such that
g
(
x¯+ t0R2 +
1
2
t2v
)
5 0, ∀t ∈ (0, δ),
or, equivalently,
|v1| − 1
2
t2v21 +
1
4
t4v32 5 0, ∀t ∈ (0, δ). (16)
It is easy to check that (16) is true if and only if v1 = 0 and v2 5 0. Thus,
A(x¯; 0R2) = {(v1, v2) ∈ R2 : v1 = 0, v2 5 0}.
Clearly, B(x¯; 0R2) * clA(x¯; 0R2). This means that the (ZSCQ) does not hold
at x¯ for the direction 0R2 .
Remark 4.3 Recently, by using the (MFSCQ), Luu [36, Corollary 5.2] derived
some second-order KKT necessary conditions for weak efficient solutions of
differentiable vector problems in terms of the second-order upper generalized
directional derivatives. By Proposition 3.1, the (WASRC) is weaker than the
(MFSCQ). Thus, Corollary 4.1 improves [36, Corollary 5.2]. To see this, let
us consider the following example.
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Example 4.2 Let f : R2 → R2 and g : R2 → R2 be two maps defined by
f(x) := (f1(x), f2(x)) = (x1 + x
2
2,−x1 − x1|x1|+ x22)
g(x) := (g1(x), g2(x)) = (x1 − x22,−x1 − x22), ∀x = (x1, x2) ∈ R2.
Then the feasible set of (VP) is
Q0 = {(x1, x2) ∈ R2 : −x22 5 x1 5 x22}.
Let x¯ = (0, 0) ∈ Q0. Clearly, x¯ is an efficient solution of (VP). It is easy
to check that the (WASRC) holds at x¯ for the critical direction 0R2 but
not the (MFSCQ). Thus Corollary 4.1 can be applied for this example, but
not [36, Corollary 5.2].
5 Strong second-order optimality condition for local Geoffrion
properly efficiencies
In this section, we apply the (WASRC) to establish a strong second-order
KKT necessary optimality condition for a local Geoffrion properly efficient
solution of (VP).
Theorem 5.1 Let x¯ ∈ Q0 be a local Geoffrion properly efficient solution of
(VP). Suppose that the (WASRC) holds at x¯ for any critical direction. Then
the system
F 2i (x¯;u, v) 5lex (0, 0), i ∈ I, (17)
F 2i (x¯;u, v) <lex (0, 0), at least one i ∈ I(x¯;u), (18)
G2j (x¯;u, v) 5lex (0, 0), j ∈ J(x¯) (19)
has no solution (u, v) ∈ X ×X.
Proof Arguing by contradiction, assume that the system (17)–(19) admits a
solution (u, v) ∈ X ×X. Without any loss of generality we may assume that
F 21 (x¯;u, v) <lex (0, 0),
where 1 ∈ I(x¯;u). This implies that
f◦1 (x¯, v) + f
◦◦
1 (x¯, u) < 0. (20)
From (17) and (19) it follows that v ∈ L2(Q; x¯, u) and
f◦i (x¯, u) 5 0, i ∈ I,
g◦j (x¯, u) 5 0, j ∈ J(x¯).
This and 1 ∈ I(x¯;u) imply that u is a critical direction at x¯. Since the
(WASRC) holds at x¯ for the critical direction u, we have v ∈ T 2(Q0; x¯, u).
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Thus there exist a sequence {vk} converging to v and a positive sequence {tk}
converging to 0 such that
xk := x¯+ tku+
1
2
t2kv
k ∈ Q0, ∀k ∈ N.
Since 1 ∈ I(x¯;u) and (20), as in the proof of Case 1 of Theorem 4.2, there
exists K1 ∈ N such that
f1(x
k) < f1(x¯)
for all k = K1.
For each i ∈ I \ I(x¯;u), we have f◦i (x¯, u) < 0. As in the proof of Case 2 of
Theorem 4.2, there exists Ki ∈ N such that
fi(x
k) < fi(x¯)
for all k = Ki. Without any loss of generality we may assume that
fi(x
k) < fi(x¯)
for all k ∈ N and i ∈ {1} ∪ [I \ I(x¯;u)]. For each k ∈ N, put
Ik := {i ∈ I(x¯;u) \ {1} : fi(xk) > fi(x¯)}.
We claim that Ik is nonempty for all k ∈ N. Indeed, if Ik = ∅ for some k ∈ N,
then we have
fi(x
k) 5 fi(x¯) ∀i ∈ I(x¯;u) \ {1}.
Using also the fact that fi(x
k) < fi(x¯) for all i ∈ {1} ∪ [I \ I(x¯;u)], we arrive
at a contradiction with the efficiency of x¯.
Since Ik ⊂ I(x¯;u) \ {1} for all k ∈ N, without any loss of generality, we
may assume that Ik = I¯ is constant for all k ∈ N. Thus, for each i ∈ I¯, we
have
fi(x
k) > fi(x¯), ∀k ∈ N.
By Lemma 2.2, we have
f◦i (x¯, v) + f
◦◦
i (x¯, u) = 0, i ∈ I¯ .
Since (17), for each i ∈ I¯ ⊂ I(x¯;u) \ {1}, we have
f◦i (x¯, v) + f
◦◦
i (x¯, u) 5 0.
Thus,
f◦i (x¯, v) + f
◦◦
i (x¯, u) = 0, i ∈ I¯ . (21)
Let δ be a real number satisfying
f◦1 (x¯, v) + f
◦◦
1 (x¯, u) < δ < 0,
or, equivalently,
−[f◦1 (x¯, v) + f◦◦1 (x¯, u)] > −δ > 0.
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It is easily seen that
lim sup
k→∞
f1(x
k)− f1(x¯)
1
2 t
2
k
5 f◦1 (x¯, v) + f◦◦1 (x¯, u).
Thus there exists k0 ∈ N such that
f1(x¯)− f1(xk) > −1
2
δt2k > 0
for all k = k0. Then, for any i ∈ I¯ and k = k0, we have
0 <
fi(x
k)− fi(x¯)
f1(x¯)− f1(xk) 5
fi(x
k)− fi(x¯)
− 12δt2k
.
From this and (21), we have
0 5 lim
k→∞
fi(x
k)− fi(x¯)
f1(x¯)− f1(xk) 5 lim supk→∞
fi(x
k)− fi(x¯)
− 12δt2k
5 lim sup
k→∞
fi(x
k)− fi(x¯+ tku)
− 12δt2k
+ lim sup
k→∞
fi(x¯+ tku)− fi(x¯)− tkf◦i (x¯;u)
− 12δt2k
5 −1
δ
[f◦i (x¯, v) + f
◦◦
i (x¯, u)]
= 0.
Thus,
lim
k→∞
f1(x
k)− f1(x¯)
fi(x¯)− fi(xk) = +∞,
contrary to the fact that x¯ is a local Geoffrion properly efficient solution of
(VP). The proof is complete.
The following corollary is immediate from Theorem 5.1.
Corollary 5.1 Let x¯ ∈ Q0 be a local Geoffrion properly efficient solution of
(VP) and u ∈ C(x¯). Suppose that the (WASRC) holds at x¯ for the direction
u. Then the system
f◦i (x¯, v) + f
◦◦
i (x¯, u) 5 0, i ∈ I(x¯;u),
f◦i (x¯, v) + f
◦◦
i (x¯, u) < 0, at leats one i ∈ I(x¯;u),
g◦j (x¯, v) + g
◦◦
j (x¯, u) 5 0, j ∈ J(x¯, u),
has no solution v ∈ X.
The next corollary shows that if the (WARC) holds at x¯, then every Ge-
offrion properly efficient solution of (VP) is also proper in the sense of Kuhn
and Tucker [39].
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Corollary 5.2 Let x¯ ∈ Q0 be a local Geoffrion properly efficient solution of
(VP). Suppose that the (WARC) holds at x¯. Then the system
f◦i (x¯, u) 5 0, i ∈ I, (22)
f◦i (x¯, u) < 0, at leats one i ∈ I, (23)
g◦j (x¯, u) 5 0, j ∈ J(x¯), (24)
has no solution u ∈ X.
Proof Since the (WARC) holds at x¯, the (WASRC) holds at x¯ for the critical
direction 0. Clearly, I(x¯; 0) = I and J(x¯; 0) = J(x¯). Thus, applying Corollary
5.1, the system (22)–(24) has no solution u ∈ X.
Remark 5.1 Conditions (22)–(24) are also known as strong first-order KKT
(SFKKT ) necessary conditions in primal form. In [21], Burachik et al. in-
troduced a generalized Abadie regularity condition (GARC) and established
SFKKT necessary conditions for Geoffrion properly efficient solutions of dif-
ferentiable vector optimization problems. Later on, Zhao [47] proposed an
extended generalized Abadie regularity condition (EGARC) and then ob-
tained SFKKT necessary conditions for problems with locally Lipschitz data
in terms of Clarke’s directional derivatives. Recall that the (EGARC) holds
at x¯ ∈ Q0 if
L(Q; x¯) ⊂
l⋂
i=1
T (M i; x¯), (25)
for all i ∈ I; see [47, Definition 3.1]. If fi and gj are of class C1(X), then con-
dition (25) is called by the generalized Abadie regularity condition (GARC);
see [21, p.483]. By the isotony of T ( · ; x¯) and the fact that M i ⊂ Q0, we have
T (M i; x¯) ⊂ T (Q0; x¯) for all i ∈ I.
Thus the (WARC) is weaker than the (EGARC) ((GARC)). The following
example illustrates our results in which the condition (WARC) is satisfied, but
the condition (EGARC) ((GARC)) is not fulfilled. It turns out that Corol-
lary 5.2 improves and extends results of Zhao [47, Theorem 4.1] and Burachik
et al. [21, Theorem 4.3].
Example 5.1 Consider the following problem:
min f(x) := (f1(x), f2(x))
subject to x ∈ Q0 := {x ∈ R2 | g(x) 5 0},
where
f1(x) := |x1|+ x22, f2(x) := −f1(x), g(x) := x2 for all x = (x1, x2) ∈ R2.
Clearly, x¯ = (0, 0) is a Geoffrion properly efficient solution. The optimality
conditions of Burachik et al. [21, Theorem 4.3] cannot be used for this problem
as the functions f1 and f2 are not differentiable at x¯.
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For each u = (u1, u2) ∈ R2, we have
f◦1 (x¯, u) = |u1|, f◦2 (x¯, u) = −|u1|, g◦(x¯, u) = 〈∇g(x¯), u〉 = u2.
It is easy to check that
C(x¯) = L(Q; x¯) = {(u1, u2) ∈ R2 : u1 = 0, u2 5 0}.
We claim that the (EGARC) does not hold at x¯. Indeed, since
M1 = {(x1, x2) ∈ R2 : f1(x1, x2) 5 0, g(x1, x2) 5 0} = {x¯},
M2 = {(x1, x2) ∈ R2 : f2(x1, x2) 5 0, g(x1, x2) 5 0} = Q0,
we have T (M1; x¯) = {x¯} and T (M2; x¯) = Q0. Thus, T (Q0; x¯) = Q0 and
2⋂
i=1
T (M i; x¯) = {x¯}.
Consequently,
L(Q; x¯) *
2⋂
i=1
T (M i; x¯),
as required. This shows that the result of Zhao [47, Theorem 4.1] cannot be
applied for this example.
Next we check the first-order necessary optimality conditions of our Corol-
lary 5.2. Since T (Q0; x¯) = Q0, we have
L(Q; x¯) ⊂ T (Q0; x¯).
This means that the (WARC) holds at x¯. By Corollary 5.2, the system (22)–
(24) has no solution u ∈ R2.
6 Concluding remarks
In this paper we obtain primal second-order KKT necessary conditions for
vector optimization problems with inequality constraints in a nonsmooth set-
ting using second-order upper generalized directional derivatives. We suppose
that the objective functions and active constraints are only locally Lipschitz.
Some second-order constraint qualifications of Zangwill type, Abadie type and
Mangasarian-Fromovitz type as well as a regularity condition of Abadie type
are proposed. They are applied in the optimality conditions. Our results im-
prove and generalize the corresponding results of Aghezza et al. [26, Theorem
3.3], Gupta et al. [46, Theorems 3.1 and 3.3], Huy et al. [30, Theorem 3.2],
Ivanov [28, Theorem 4.1], Constantin [31, Theorem 2], Luu [36, Corollary 5.2]
Zhao [47, Theorem 4.1], and Burachik et al. [21, Theorem 4.3].
To obtain second-order KKT necessary conditions in dual form, we need
assume that the objective functions and constraint functions are of class C1(X).
Then one can follow the scheme of the proof of [26, Theorem 3.4] and we leave
the details to the reader.
22 Y.-B. Xiao, N.V. Tuyen, J.-C. Yao and C.-F. Wen
Acknowledgments
The authors would like to thank the anonymous referee for his valuable re-
marks and detailed suggestions that allowed us to improve the original version.
Y. B. Xiao is supported by the National Natural Science Foundation of China
(11771067) and the Applied Basic Project of Sichuan Province (2019YJ0204).
N. V. Tuyen is supported by Vietnam National Foundation for Science and
Technology Development (NAFOSTED) under grant number 101.01-2018.306
as well as the grant from School of Mathematical Sciences, University of Elec-
tronic Science and Technology of China, Chengdu, P.R. China. C. F. Wen and
J. C. Yao are supported by the Taiwan MOST [grant number 106-2115-M-
037-001], [grant number 106-2923-E-039-001-MY3], respectively, as well as the
grant from Research Center for Nonlinear Analysis and Optimization, Kaoh-
siung Medical University, Taiwan.
References
1. Lee, G.M., Kim, D.S., Lee, B.S., Yen, N.D.: Vector variational inequality as a tool for
studying vector optimization problems. Nonlinear Anal. 34, 745–765 (1998)
2. Lu, J., Xiao, Y.B., Huang, N.J.: A Stackelberg quasi-equilibrium problem via quasi-
variational inequalities. Carpathian J. Math. 34, 355–362 (2018)
3. Mordukhovich, B.S.: Variational Analysis and Generalized Differentiation II. Applica-
tions. Springer, Berlin (2006)
4. Petrus¸el, A., Petrus¸el, G., Xiao, Y.B., Yao, J.C.: Fixed point theorems for generalized
contractions with applications to coupled fixed point theory. J. Nonlinear Convex Anal.
19, 71–87 (2018)
5. Wang, Y.M., Xiao, Y.B., Wang, X, Cho, Y.J.: Equivalence of well-posedness between
systems of hemivariational inequalities and inclusion problems. J. Nonlinear Sci. Appl.
9, 1178–1192 (2016)
6. Xiao, Y.B., Sofonea, M.: On the optimal control of variational-hemivariational inequal-
ities. J. Math. Anal. Appl. 475, 364–384 (2019)
7. Sofonea, M., Xiao, Y.B., Couderc, M.: Optimization problems for elastic
contact models with unilateral constraints. Z. Angew. Math. Phys. (2019).
https://doi.org/10.1007/s00033-018-1046-2
8. Sofonea, M., Xiao, Y.B., Couderc, M.: Optimization problems for a viscoelastic fric-
tional contact problem with unilateral constraints. Nonlinear Anal. Real World Appl.
to appear.
9. Qin, X., Cho, S.Y., Wang, L.: Strong convergence of an iterative algorithm involving
nonlinear mappings of nonexpansive and accretive type, Optimization 67, 1377–1388
(2018)
10. Jahn, J.: Vector Optimization. Springer-Verlag, Berlin (2011)
11. Mangasarian, O.L.: Nonlinear Programming. McGraw Hill, New York (1969)
12. Andreani, R., Haeser, G., Mart´ınez, J.M.: On sequential optimality conditions for
smooth constrained optimization. Optimization 60, 627–641 (2011)
13. Tuyen, N.V., Yao, J.C., Wen, C.F.: A note on approximate Karush–Kuhn–Tucker condi-
tions in locally Lipschitz multiobjective optimization. Optim. Lett. 13, 163–174 (2019)
14. Tung, N.L., Luu, D.V.: Optimality conditions for nonsmooth multiobjective optimiza-
tion problems with general inequality constraints. J. Nonlinear Funct. Anal. (2018).
https://doi.org/10.23952/jnfa.2018.2
15. Luu, D.V., Mai, T.T.: Optimality conditions for Henig efficient and supereffi-
cient solutions of vector equilibrium problems. J. Nonlinear Funct. Anal. (2018).
https://doi.org/10.23952/jnfa.2018.18
Locally Lipschitz vector optimization problems 23
16. Tung, L.T.: Karush–Kuhn–Tucker optimality conditions for nonsmooth multiobjective
semidefinite and semi-infinite programming. J. Appl. Numer. Optim. 1, 63–75 (2019)
17. Tuyen, N.V., Xiao, Y.B., Son, T.Q.: On AKKT optimality conditions for cone-
constrained vector optimization problems. J. Nonlinear Convex Anal. to appear.
https://arxiv.org/abs/1902.07416
18. Movahedian, N.: Scaled constraint qualifications for generalized equation constrained
problems and application to nonsmooth mathematical programs with equilibrium con-
straints. Positivity (2019). https://doi.org/10.1007/s11117-019-00676-2
19. Soleimani, B., Tammer, C.: A vector-valued Ekeland’s variational principle in vector
optimization with variable ordering structures. J. Nonlinear Var. Anal. 1, 89–110 (2017)
20. Gu¨nther, C., Tammer, C., Yao, J.C.: Necessary optimality conditions in generalized con-
vex multi-objective optimization involving nonconvex constraints. Appl. Anal. Optim.
2, 403–421 (2018)
21. Burachik, R.S., Rizvi, M.M.: On weak and strong Kuhn–Tucker conditions for smooth
multiobjective optimization. J. Optim. Theory Appl. 155, 477–491 (2012)
22. Bertsekas, D.P.: Nonlinear Programming. Athena Scientific, Belmont (1999)
23. Izmailov, A.F., Solodov, M.V.: An active-set newton method for mathematical programs
with complementarity constraints. SIAM J. Optim. 19, 1003–1027 (2008)
24. Nocedal, J., Wright, S.J.: Numerical Optimization. Springer, New York (1999)
25. Wang, S.: Second order necessary and sufficient conditions in multiobjective program-
ming. Numer. Funct. Anal. Optim. 12, 237–252 (1991)
26. Aghezzaf, B., Hachimi, M.: Second-order optimality conditions in multiobjective opti-
mization problems. J. Optim. Theory Appl. 102, 37–50 (1999)
27. Maeda, T.: Second-order conditions for efficiency in nonsmooth multiobjective opti-
mization. J. Optim. Theory Appl. 122, 521–538 (2004)
28. Ivanov, V.I.: Second-order optimality conditions for vector problems with continuously
Fre´chet differentiable data and second-order constraint qualifications. J. Optim. Theory
Appl. 166, 777–790 (2015)
29. Tuyen, N.V., Huy, N.Q., Kim, D.S.: Strong second-Order Karush–Kuhn–
Tucker optimality conditions for vector optimization. Appl. Anal. (2018).
https://doi.org/10.1080/00036811.2018.1489956
30. Huy, N.Q., Kim, D.S., Tuyen, N.V.: New second-order Karush–Kuhn–Tucker optimality
conditions for vector optimization. Appl. Math. Optim. 79, 279–307 (2019)
31. Constantin, E.: Second-order necessary conditions in locally Lipschitz optimization with
inequality constraints. Optim. Lett. 9, 245–261 (2015)
32. Ginchev, I., Ivanov, V.I.: Second-order optimality conditions for problems with C1 data.
J. Math. Anal. Appl. 340, 646–657 (2008)
33. Giorgi, G., Jime´nez, B., Novo, V.: Strong Kuhn–Tucker conditions and constraint qual-
ifications in locally Lipschitz multiobjective optimization problems. TOP 17, 288–304
(2009)
34. Ivanov, V.I.: Second-order optimality conditions with arbitrary nondifferentiable func-
tion in scalar and vector optimization. Nonlinear Anal. 125, 270–289 (2015)
35. Ivanov, V.I.: Second-order optimality conditions for inequality constrained problems
with locally Lipschitz data. Optim. Lett. 4, 597–608 (2010)
36. Luu, D.V.: Second-order necessary efficiency conditions for nonsmooth vector equilib-
rium problems. J. Global Optim. 70, 437–453 (2018)
37. Kim, D.S., Tuyen, N.V.: A note on second-order Karush-Kuhn-Tucker necessary op-
timality conditions for smooth vector optimization problems. RAIRO Oper. Res. 52,
567–575 (2018)
38. Huy, N.Q., Tuyen, N.V.: New second-order optimality conditions for a class of differen-
tiable optimization problems. J. Optim. Theory Appl. 171, 27–44 (2016)
39. Kuhn, H., Tucker, A.: Nonlinear programing. In: Neyman, J. (ed.) Proceedings of the
Second Berkeley Symposium on Mathematical Statistics and Probability, pp. 481–492.
University of California Press, Berkeley, California (1951)
40. Geoffrion, A.M. Proper efficiency and the theory of vector maximization. J. Math. Anal.
Appl. 22, 618–630 (1968)
41. Clarke, F.H.: Optimization and Nonsmooth Analysis. Wiley Interscience, New York
(1983)
24 Y.-B. Xiao, N.V. Tuyen, J.-C. Yao and C.-F. Wen
42. Pa´les, Z., Zeidan, V.M.: Nonsmooth optimum problems with constraints. SIAM J. Con-
trol Optim. 32, 1476–1502 (1994)
43. Sofonea, M., Xiao, Y.B.: Boundary optimal control of a nonsmooth frictionless contact
problem. Comp. Math. Appl. (2019). https://doi.org/10.1016/j.camwa.2019.02.027
44. Xiao, Y.B., Sofonea, M.: Generalized penalty method for elliptic variational- hemivari-
ational inequalities. Appl. Math. Optim. (2019). https://doi.org/10.1007/s00245-019-
09563-4
45. Ben-Tal, A.: Second-order and related extremality conditions in nonlinear programming.
J. Optim. Theory Appl. 31, 143–165 (1980)
46. Gupta, R., Srivastava, M.: Constraint qualifications in nonsmooth multiobjective opti-
mization problem. Filomat 31, 781–797 (2017)
47. Zhao, K.Q.: Strong Kuhn–Tucker optimality in nonsmooth multiobjective optimization
problems. Pac. J. Optim. 11, 483–494 (2015)
